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inicial (b) Con β = 0,5 (c) Con β = 1,0 (d) Con β = 1,5 . . . 65
6.3. Resultado de aplicar nuestro modelo de deformación a una
superficie del tallo cerebral (a) Superficie inicial (b) Iteración
500 (c) Iteración 1000 (d) Iteración 2000 (e) Iteración 3000 . 67
6.4. Resultado de aplicar nuestro modelo de deformación a una
superficie del cerebelo (a) Superficie inicial (b) Iteración 500
(c) Iteración 1000 (d) Iteración 2000 (e) Iteración 3000 . . . . 68
7.1. Previsualización del prototipo de visualización desarrollado . 73
7.2. Información complementaria de la superficie entregada por el
prototipo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
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Resumen
La visualización y análisis de las caracteŕısticas funcionales y anatómicas
de algunas estructuras puede facilitarse mediante modelos tridimensionales
obtenidos por segmentación a partir de imágenes de Tomograf́ıa Compu-
tarizada o Resonancia Magnética. La determinación de longitudes y áreas
en estas superficies se dificulta debido a la intrincada geometŕıa de algunas
estructuras anatómicas, como la corteza cerebral, el estómago o el colon. De-
formar la superficie en una más simple permite superar la mayoŕıa de estas
dificultades, puesto que estos análisis morfométricos pueden ser simplifica-
dos si las longitudes y áreas son calculadas sobre versiones de la superficie
más suaves y topológicamente equivalentes, restringidas a la condición de
preservar las propiedades métricas de manera apropiada.
Este trabajo presenta un método novedoso de deformación con preserva-
ción de métricas que permite generar representaciones suavizadas de estruc-
turas neuroanatómicas. Estas superficies 3D son aproximadas por mallas
de triángulos, las cuales evolucionan de acuerdo a un campo de velocidad
externo, modificado por una contribución dependiente de la curvatura lo-
cal. Este movimiento conserva las propiedades métricas locales dado que la
fuerza externa es modificada al incluir expĺıcitamente un término de preser-
vación del área en la ecuación de movimiento. Se muestra su aplicabilidad
al calcular representaciones suavizadas a partir de datos neuroanatómicos
reales, obteniendo superficies cuya distorsión del área local es menor al 5%
comparada con la superficie original.
viii
Abstract
Visualization and analysis of functional and anatomical features in so-
me structures can be facilitated with three-dimensional models obtained by
segmentation from Computed Tomography or Magnetic Resonance images.
Estimation of areas and lengths in these surfaces can become difficult due
to the intrincate geometry of some anatomical structures, like the cerebral
cortex, the stomach or the colon. A deformation of the original surface into
a simpler one turns out to overcome most of these difficulties, since these
morphometric tasks may thus be simplified if lengths and areas are calcula-
ted over topologically equivalent, smoother versions of the surface, subjected
to the condition that the metric properties must be appropriately preserved.
This work presents a new metric preserving deformation method which
permits to generate smoothed representations of neuroanatomical structu-
res. These 3D surfaces are approximated by triangulated meshes which are
evolved using an external velocity field, modified by a local curvature depen-
dent contribution. This motion conserves local metric properties since the
external force is modified by explicitely including an area preserving term
into the motion equation. Its applicability is shown by computing inflated
representations from real neuroanatomical data, obtaining surfaces whose
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La visualización y análisis de las caracteŕısticas funcionales y anatómicas
de algunas estructuras puede facilitarse mediante modelos tridimensionales
obtenidos por segmentación a partir de imágenes de tomograf́ıa computari-
zada (CT, Computer Tomography) o resonancia magnética (MR, Magnetic
Resonance). La determinación de longitudes y áreas en estas superficies se
dificulta debido a la intrincada geometŕıa de algunas estructuras anatómicas,
como la corteza cerebral, órganos huecos como el colon, etc. En el caso de la
corteza cerebral, la compleja e intrincada forma de algunas circunvoluciones
y cisuras no permite calcular de manera exacta el valor de las áreas funcio-
nales, tal como se muestra en la Figura 1.1. Sin embargo, algunas de estas
aplicaciones morfométricas pueden simplificarse si las mediciones se realizan
sobre otra superficie más suave con una topoloǵıa similar y que conserve las
métricas lo más posible.
Por otro lado, las deformaciones de superficies tridimensionales y sus
aplicaciones han sido tema de estudio en los últimos 20 años. Los modelos
deformables se aplican actualmente en diferentes áreas, para automatizar
procesos tales como segmentación, registro, medición, ajuste, y otros relati-
vos a imágenes médicas.
Básicamente, se denominan modelos deformables a aquellos en los que
un contorno bidimensional o una superficie tridimensional se hacen evolu-
cionar hasta que toman la forma de otro contorno o superficie objetivo. De
acuerdo a lo presentado por Montagnat et al. en su revisión de los modelos
deformables [63], los campos de acción en los cuales se aplican estos modelos
cubre el reconocimiento de patrones [12, 13, 14], la animación computariza-
da [10, 53], la simulación de ciruǵıas [9, 17], y la segmentación de imágenes
[36, 90, 43], entre otras. También se utilizan diferentes representaciones para
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Figura 1.1: Representación 3D de la corteza cerebral, junto con la segmen-
tación manual del lóbulo temporal en un corte coronal. La segmentación
permite visualizar la intrincada geometŕıa de las cisuras.
generar desde ĺıneas 3D deformables hasta volúmenes deformables. Los mo-
delos deformables fueron introducidos por Kass et al. en 2D [48] y extendidos
al caso 3D por Terzopoulos et al. [80]. Algunos de los modelos deformables
reseñados por Montagnat et al., como level sets, spring-mass, y modelos de
elementos finitos; son también presentados más adelante (Caṕıtulo 3) junto
con algunas otras aproximaciones relacionadas, y combinaciones de éstas.
1.1. Morfometŕıa de Estructuras 3D
En los últimos años la medicina ha sido invadida por avances tecnológi-
cos que han cambiado de muchas maneras el ejercicio profesional. En par-
ticular, los recursos computacionales se han convertido en una importante
herramienta en la toma de decisiones más acertadas acerca de la condición
del paciente y de su tratamiento. Algunos tipos de imágenes médicas que
se emplean en la actualidad permiten obtener representaciones bidimensio-
nales y tridimensionales (conjuntos de voxeles1, mallas poligonales, modelos
1Volume elements. Los voxeles de una representación 3D son equivalentes a los pixeles
de una imagen 2D.
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paramétricos, superficies impĺıcitas, etc.) de las estructuras anatómicas del
paciente, con lo cual los médicos pueden estudiarlas con más comodidad
y precisión, y diversos paquetes de software desarrollados en la actualidad
permiten simular, por ejemplo, los efectos a largo plazo de un tratamiento
o de una ciruǵıa. Muchas herramientas proporcionan medidas más precisas,
y son mucho más rápidas para efectuar análisis complejos.
La morfometŕıa o biometŕıa, es decir, el estudio cuantitativo de las
estructuras anatómicas, es un elemento potencialmente importante en el
diagnóstico, el pronóstico y el seguimiento de la condición de un paciente.
Las mediciones sobre algún órgano, cuando se realizan, generalmente se ha-
cen de forma manual, por lo cual son vulnerables a errores en la medición,
y como consecuencia producen pérdida en la precisión y en la confiabilidad
de la medida [27].
Existen paquetes de software que permiten realizar mediciones exactas
sobre superficies lisas y sencillas; sin embargo, el realizar este tipo de me-
diciones en superficies más complejas e intrincadas es más dif́ıcil, pues es
necesario considerar factores tales como el cambio en los ángulos, en las cur-
vaturas, etc. que determinan la precisión de las mediciones. Para resolver
este problema, una aproximación posible es deformar la superficie inicial de
forma que su geometŕıa se simplifique, y poder aplicar los algoritmos de
medición para superficies sencillas. Sin embargo, el proceso de deformación
de estas superficies se puede hacer de diferentes maneras, tal como se pre-
sentará en los siguientes caṕıtulos. Un elemento adicional que se considera
es la posibilidad de transformar una superficie en otra, con el objetivo de
comparar las mediciones realizadas en cada una de ellas.
1.2. Morfometŕıa Basada en Superficies
Una vez obtenida una representación simplificada de una superficie 3D,
es importante revisar qué análisis pueden aplicarse sobre esta nueva super-
ficie. Una de las aplicaciones más comunes en la medicina son los estudios
morfométricos, es decir, la toma de medidas con el objeto de comparación
con otros sujetos o con un atlas, o para observar los cambios producidos
durante la evolución de la estructura anatómica. Estas mediciones permiten
la detección de tumores y otras enfermedades que afecten la forma de las
estructuras anatómicas.
De acuerdo a la investigación en morfometŕıa realizada por Ashburner
[3], existen tres métodos morfométricos principales: la morfometŕıa basa-
da en deformaciones, la morfometŕıa basada en tensores y la morfometŕıa
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basada en voxeles. Cada método identifica elementos diferentes (diferencias
anatómicas macroscópicas, diferencias estructurales en regiones y compo-
sición local, respectivamente) se aplican exclusivamente al cerebro y son
utilizados para comparación entre pacientes.
1.2.1. Morfometŕıa Basada en Voxeles
El método de morfometŕıa basado en voxeles es considerado el más simple
dentro de la neuroanatomı́a computacional, únicamente requiere una com-
paración basada en voxeles de la concentración local de materia gris entre
dos grupos de sujetos. Para que esta comparación entregue resultados lo más
exactos posibles, se requiere una etapa de normalización espacial de todas
las imágenes a un mismo espacio, luego se extrae de las imágenes la parte
que corresponde a la materia gris y se aplica un filtro de suavizado, con lo
cual pueden aplicarse análisis estad́ısticos para localizar y hacer inferencias
acerca de las diferencias entre los grupos. El resultado obtenido es un mapa
paramétrico estad́ıstico (SPM, statistical parametric map) que muestra las
regiones donde la concentración de materia gris difiere de forma significativa
entre los grupos.
1.2.2. Morfometŕıa Basada en Deformaciones
La técnica de morfometŕıa basada en deformaciones caracteriza las di-
ferencias globales a nivel macroscópico (por ejemplo, cambios en el tamaño
de los órganos o asimetŕıas) que complementan los resultados obtenidos con
la morfometŕıa basada en voxeles, permitiendo aśı la comparación de dife-
rencias tanto a nivel macroscópico como a nivel mesoscópico (por ejemplo,
displasia2 de la corteza cerebral).
Inicialmente el método requiere la normalización espacial de todas las
imágenes del conjunto de observación. Esta normalización se lleva a cabo
utilizando una plantilla que servirá como imagen de referencia, y luego para
cada imagen se genera un campo de vectores de deformación que mapean
la imagen en la plantilla. Estos campos de deformación son comparados por
medio de técnicas estad́ısticas multivariadas para estimar la naturaleza de
las diferencias y para hacer inferencias sobre ellas. El resultado obtenido con
esta técnica es un valor p relacionado con la significancia del efecto y uno o
más vectores canónicos, o deformaciones, que caracterizan la naturaleza de
las diferencias.
2Transtorno del desarrollo de los tejidos que ocasiona malformaciones
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La morfometŕıa basada en deformaciones generalmente requiere métodos
de registro no ŕıgido de imágenes, para realizar análisis de las relaciones
espaciales entre estructuras anatómicas [70]. De esta manera, esta técnica
puede ser aplicada para detectar cambios volumétricos en las superficies [15],
utilizando el Jacobiano del campo de deformaciones. Este método presenta
dos ventajas principales sobre la manera tradicional de medición de cambios
en el volumen (volumetŕıa basada en imágenes de resonancia magnética):
No requiere de un conocimiento a priori de la región de interés para
realizar los análisis morfométricos
Incrementa la capacidad de detección de las regiones con cambios en
el volumen dentro de los ĺımites de precisión del algoritmo de registro
1.2.3. Morfometŕıa Basada en Tensores
Con la utilización de los métodos de morfometŕıa basados en tensores3,
se persigue localizar regiones que involucren cambios en la forma de las su-
perficies entre grupos de imágenes, utilizando los campos de deformación
calculados con la morfometŕıa basada en deformaciones. Para analizar las
formas locales, se utiliza la matriz Jacobiana del campo de deformación,
que constituye el tensor de segundo orden relativo a las derivadas espacia-
les de la transformación, y contiene información acerca de los estiramientos
(stretching), deformación lateral (shearing) y rotaciones aplicadas en la de-
formación.
Una forma simple de esta técnica constituye en comparar los volúmenes
relativos de diferentes estructuras cerebrales, donde cada volumen se obtiene
tomando el determinante de la matriz Jacobiana en cada punto. Utilizando
técnicas estad́ısticas univariadas, es posible conocer si hay un aumento o
disminución en el volumen.
Otra forma más potente de la morformetŕıa basada en tensores es uti-
lizada cuando es necesario analizar muchos sujetos en un mismo estudio.
Extrayendo medidas de forma (como áreas, longitudes y volúmenes) de la
matriz Jacobiana, y utilizando técnicas estad́ısticas multivariadas, es posible
conocer si existen variaciones en las formas a lo largo de todo el estudio.
3Cierta clase de entidad geométrica, que generaliza los conceptos de escalar, vector
y matriz de manera que sea independiente de cualquier sistema de coordenadas elegido.
Wikipedia
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1.3. Caracterización de las Medidas Morfométri-
cas
Las medidas morfométricas básicas que se pueden tomar sobre la super-
ficie incluyen longitudes o distancias, áreas, ángulos, curvaturas, grosor, etc.
Es necesario resaltar que la caracteŕıstica más importante que deben poseer
los métodos de deformación de superficies es que la nueva representación
simplificada preserve la mayoŕıa de las métricas de la superficie 3D original,
pues de otra forma no tendŕıa gran aplicación. La superficie puede estar
representada por una malla de triangulación, por voxeles, o por alguna otra
estructura; y los métodos de medición suelen ser dependientes del tipo de
estructura que se utilice.
En modelos poligonales, por ejemplo, una aproximación a la distancia
entre dos puntos puede encontrarse sumando los valores de las aristas que los
conectan; de forma similar el área de una región puede encontrarse sumando
las áreas de los poĺıgonos que se encuentran en ella. El problema se presenta
cuando se requiere que estas áreas y distancias sean lo más exactas posibles,
lo que requiere definir rutas que no caen totalmente sobre las aristas del
modelo.
1.4. Aplicaciones en Morfometŕıa de Superficies
Entre algunos desarrollos relacionados con este campo se encuentra la
estimación de áreas basada en voxeles, presentada por Windreich et al. [88].
El método requiere dos pasos: detectar y delimitar la región de interés y
luego estimar el área de la región. El usuario debe indicar algunos puntos
que indican la región de interés, los cuales son conectados de acuerdo a la
ruta más corta para delimitar la región. Luego, se aplica el estimador de área
de Mullikin & Verbeek para aproximar el área de la región. Nótese que el
estimar la ruta más corta entre cada par de puntos permite calcular también
distancias entre éstos y podŕıa obtenerse también el peŕımetro de la región
de interés.
Otro trabajo relacionado es presentado por Chung et al. [16], quien in-
troduce una aproximación estad́ıstica para realizar morfometŕıa basada en
superficies de la corteza cerebral. El cálculo de las medidas consideradas
en este trabajo está basado en el tensor métrico de Riemann, el cual per-
mite medir longitudes, áreas y ángulos, y cuyo diferencial permite estimar
cambios en el área y en la curvatura de la superficie. Esta aproximación no
requiere la definición de una región de interés.
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1.5. Estructura del Documento
Este documento presenta el planteamiento de algunos modelos para de-
formación de superficies 3D sujetos a la restricción de preservar lo más
posible medidas tales como áreas y curvaturas, que faciliten los análisis
morfométricos sobre estructuras anatómicas. A manera de introducción y
contextualización, en el Caṕıtulo 2 se presentan los elementos y méto-
dos matemáticos necesarios para la comprensión de los tópicos relacionados
con deformación de superficies. A continuación, el Caṕıtulo 3 recopila los
métodos más representativos utilizados para la deformación de superficies
3D, clasificándolos en cuatro grandes grupos: métodos para aplanar (Sección
3.2), métodos para suavizar (Sección 3.3), métodos de mapeo (Sección 3.4)
y métodos de metamorfosis entre superficies (Sección 3.5). También incluye
las aplicaciones más relevantes de estos métodos en la Sección 3.6.
Una vez introducido el problema a tratar, y los trabajos recientes en el
área, en el Caṕıtulo 4 se presentan de manera más detallada algunos mode-
los planteados para deformación de superficies con preservación de métricas.
La contribución particular de este trabajo es presentada en los Caṕıtulos
5 y 6, donde se describen los fundamentos f́ısicos y se detalla el modelo pro-
puesto para la deformación de superficies tridimensionales con preservación
local de métricas.
Los modelos planteados deben combinarse con una aplicación que provea
la visualización de las estructuras 3D, y el cálculo de áreas y longitudes sobre
estas representaciones. El Caṕıtulo 7 describe la integración del modelo de
deformación en una aplicación prototipo para visualización y medición. Por
último, el Caṕıtulo 8 recopila las reflexiones sobre el trabajo realizado y




La comprensión de los conceptos relacionados con deformación de super-
ficies requiere de algunos fundamentos matemáticos en geometŕıa diferencial
y ecuaciones diferenciales parciales. El presente Caṕıtulo aporta la termino-
loǵıa necesaria para la comprensión de los tópicos relacionados con defor-
mación de superficies, presentando las nociones de curvatura, operador de
Laplace-Beltrami, mapeo conforme, elementos finitos y level sets, conceptos
que se mencionarán en caṕıtulos posteriores.
Los conceptos presentados en este Caṕıtulo fueron tomados de las si-
guientes fuentes:
Differential Geometry of Curves and Surfaces, Manfredo P. DoCarmo.
Prentice-Hall, 1976.
Geometric Partial Differential Equations and Image Analysis, Guiller-
mo Sapiro. Cambridge University Press, 2001.
Differential Geometry, Heinrich W. Guggenheimer. McGraw-Hill Book
Company, 1963.
Theory and Problems of Differential Geometry, Martin M. Lipschutz.
Schaum’s Outline Series, McGraw-Hill, 1969.
Level Set Methods and Fast Marching Methods: Evolving Interfaces
in Computational Geometry, Fluid Mechanics, Computer Vision, and
Materials Science, J. A. Sethian. Cambridge University Press, 1999.
Introduction aux Éléments Finis, V. Legat. Université Catholique de
Louvain, Notes du cours MECA2120, 2004.
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2.1. Curvas
La geometŕıa diferencial de curvas y superficies comprende dos aspectos
principales: la geometŕıa diferencial clásica y la geometŕıa diferencial glo-
bal. El aspecto clásico comprende el estudio de las propiedades locales de
las curvas y superficies, donde estas propiedades únicamente dependen del
comportamiento de la curva o superficie en el vecindario de un punto. El
aspecto global estudia la influencia de las propiedades locales en el compor-
tamiento de la curva o superficie completa.
Por una representación regular paramétrica se entiende una función vec-
torial
x = x(p), p ∈ I
de p en un intervalo I que satisface las siguientes propiedades
1. x(p) es de clase Ck ∈ I (es decir, tiene derivadas continuas de k-ésimo
orden)
2. x′(p) 6= 0 para todo p ∈ I
La variable p es llamada el parámetro de la representación.
Un cambio de parámetro permisible de clase Ck es cualquier función Ck
φ : J → I, donde J es un intervalo y φ(J) ⊂ I, que satisface φ′(τ) 6= 0, para
todo τ ∈ J .
Dos representaciones regulares paramétricas f y g de clase Ck son equi-
valentes si y sólo si existe un cambio de parámetro permisible φ de manera
que φ(Ig) = If y g(τ) = f(φ(τ)) para todo τ ∈ Ig.
Una curva plana, que puede representar la frontera de un objeto plano,
está definida como un mapeo de la ĺınea real en el plano real:
C(p) : [a, b] ∈ R → R2
donde p corresponde al parámetro de la curva. Con esta definición, para
cada valor p0 ∈ [a, b] se obtiene un punto C(p0) = [x(p0), y(p0)] en el plano.
Una curva regular C de clase Ck es definida también como una clase de
equivalencia de representaciones regulares paramétricas de clase Ck. Una
representación x = x(p) determina de manera única una curva C que consiste
de todas las representaciones relacionadas a ella por un cambio de parámetro
permisible.
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2.1.1. Longitud de Arco
El parámetro p, el cual es arbitrario, permite describir la velocidad a la
cual se mueve la curva. Esta velocidad está definida por el vector tangente:
∂C
∂p
Es posible plantear una nueva parametrización, la cual se denomina longitud












(siendo | · | la distancia Euclidiana clásica). Con esta nueva parametrización,
la curva ya no está definida dentro del intervalo [a, b], sino dentro de un
nuevo intervalo [0, L], donde L corresponde a la longitud Euclidiana de la





















Dado el parámetro p ∈ If = [a, b], la longitud de arco de una curva










2 + (f ′2(p))
2 + (f ′3(p))
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Una vez definida la longitud de arco, es posible calcular la longitud Eu-





















Con la nueva parametrización, el producto interno del vector tangente
(que de ahora en adelante se denotará por Cs) consigo mismo es constante:
〈Cs, Cs〉 = 1
De manera que, al derivar esa expresión con respecto a s, se encuentra que
〈Cs, Css〉 = 0
Esto indica que la primera y segunda derivadas de la curva con respecto
al parámetro s son vectores perpendiculares entre śı. Dado que el vector
tangente tiene longitud unitaria, la norma de la segunda derivada |Css| estima
la medida de la rapidez con que la curva se desv́ıa de la ĺınea tangente en
s. De esta forma, la curvatura Euclidiana puede ser definida como el valor
absoluto del vector normal Css
κ := |Css|
El vector unitario en dirección tangente se denota por ~T , de la misma
forma el vector unitario en dirección normal se denota por ~N . Aśı, se pueden














Cuando la curva está descrita de manera impĺıcita, como el level set de
una función bidimensional u(x, y) : R2 → R:
C ≡ {(x, y) : u(x, y) = 0}









La cual se obtiene aplicando los siguientes enunciados:
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1. Tanto la normal unitaria ~N como la tangente unitaria ~T son perpen-
diculares a los level sets, y
~N = +(−) ∇u|∇u|
2. Si ~N = (n1, n2), entonces κ = dn1/dx+ dn2/dy
2.1.3. Representación de Curvas por Medio de la Curvatura
El Teorema Fundamental de la Teoŕıa Local de Curvas dice que:
Teorema 1 Dada una función diferencial κ(s) > 0, existe una curva para-
metrizada regular C : [a, b] ∈ R → R2, donde s es la longitud de arco y κ(s)
la curvatura de C. Además, cualquier otra curva C̄ que satisfaga las mismas
condiciones, difiere de C por un movimiento ŕıgido.
De esta forma, cualquier curva puede ser representada por su curvatura
κ(s) como función de la longitud de arco s. Adicionalmente, la curvatura
no cambia con todas las traslaciones y rotaciones que puedan aplicarse a la
misma curva, de manera que κ(s) es invariante a los movimientos Euclidia-
nos.
2.1.4. Curvatura de Superficies Bidimensionales
Considérese una superficie bidimensional S embebida en R3. Al intersec-
tar esta superficie con un plano que contiene el vector normal n y un vector
tangente en un punto particular, se obtiene una curva plana, la cual tiene
una curvatura. Esta es denominada la curvatura normal κN (θ) (donde eθ
es la dirección del vector tangente), y vaŕıa de acuerdo a la escogencia del
vector tangente. El valor de la curvatura se toma como positivo si la curva
gira en la misma dirección de la normal de la superficie, en otro caso se toma
como negativa.
Si se consideran todas las posibles curvaturas normales en un punto
dado, es posible determinar las curvaturas máxima y mı́nima, las cuales se
conocen como las curvaturas principales κ1 y κ2 (Figura 2.1). Las direcciones
de los vectores tangentes correspondientes a estas curvaturas normales se
denominan las direcciones principales e1 y e2.
La curvatura Gaussiana κG de una superficie corresponde al producto
de las curvaturas principales (κG = κ1κ2). Determina si una curva es lo-
calmente convexa (cuando su curvatura Gaussiana es positiva) o localmente
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Figura 2.1: Visualización de las curvaturas principales (máxima y mı́nima)
en una superficie ciĺındrica
cóncava (cuando es negativa). Esta curvatura es una propiedad intŕınseca
de la superficie, es decir, que su valor sólo depende de la manera en que se
miden las distancias sobre la superficie (métrica de Riemann). Entre algu-
nas superficies con curvatura Gaussiana constante se encuentran el cono, el
cilindro, el plano, la pseudoesfera y la esfera.








Al expresar la curvatura normal en términos de las curvaturas principales,
κN (θ) = κ1 cos
2(θ)+κ2 sin
2(θ), se obtiene que la curvatura media es igual al
promedio de las curvaturas principales: κH =
κ1+κ2
2 . Esta propiedad está re-
lacionada con la primera variación del área de la superficie, en particular una
superficie como una membrana de jabón tiene curvatura media cero y una
pompa de jabón tiene curvatura media constante.
La curvatura Gaussiana κG y la curvatura media κH satisfacen la relación
κ2H ≥ κG, y la igualdad se cumple únicamente en puntos umbilicales1, dado
que κ2H − κG = 14(κ1 − κ2)2.
1puntos de la superficie donde la curvatura es la misma en cualquier dirección
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2.2. Operador de Laplace-Beltrami
El operador de Laplace-Beltrami, o Laplaciano intŕınseco, es la genera-
lización del operador de Laplace para funciones definidas sobre superficies
suaves o, de manera más general, sobre variadades de Riemann (Riemannian
y pseudo-Riemannian manifolds). Es una extensión natural del Laplaciano
que considera todas las derivadas intŕınsecas a la superficie, de manera que
el operador de Laplace-Beltrami puede verse como la proyección sobre una
superficie S de la divergencia del gradiente 3D regular:
∆Sf = ∇S · (∇Sf)
Como definición formal, considérese una superficie S bidimensional, sua-
ve y dos veces diferenciable en R3. Una parametrización de S sobre un do-
minio planar D puede escribirse como
X(u) = {x1(u), x2(u), x3(u) : u = (u1, u2) ∈ D}




forman una base en Tp. Cualquier vector dξ ∈ TpS puede escribirse como
dξ = du1X1 + du
2X2 for algunas constantes du
1 y du2, y la longitud del
vector dξ es





donde los productos punto gij = 〈Xi,Xj〉 son llamados el tensor métrico
de Riemann. Aśı, el operador de Laplace-Beltrami ∆X correspondiente a la













Una definición dada por la teoŕıa de superficies de Riemann afirma que
una superficie de genus cero (es decir, sin asas, hoyos, o intersecciones con-
sigo misma) puede ser mapeada de manera conforme en una esfera, de la
misma forma que cualquier porción local de la superficie puede mapearse de
14
manera conforme en un disco. El mapeo es conforme en el sentido en que
preserva ángulos. Es también biyectivo (sobreyectivo e inyectivo). De ma-
nera expĺıcita, los coeficientes de la primera forma fundamental2 (E,F,G)
son transformados como (ρE, ρF, ρG), con ρ dependiendo del punto en la
superficie. Por esta razón, los mapeos conformes se describen comúnmente
como aquellos que mantienen las similaridades en lo pequeño (local).
Un mapeo continuo w = f(z) de un dominio G en un espacio Euclidiano
n-dimensional (n ≥ 2) es llamado conforme en un punto z0 ∈ G si posee las
siguientes propiedades en ese punto:
Constancia de dilatación: significa que la tasa |f(z)−f(z0)||z−z0| de la dis-
tancia entre las imágenes f(z) y f(z0) de los puntos z y z0 tiende a
un ĺımite definido k = k(z0, f) mientras z tiende a z0 de una manera
arbitraria. El número k es llamado el coeficiente de dilatación en z0
para el mapeo dado
Preservación de ángulos: indica que cualquier par de curvas continuas
l1, l2 ∈ G que se intersectan en z0 con un ángulo α (es decir, sus
tangentes en z0 forman un ángulo α) tienen correspondencia con un
par de de curvas continuas L1, L2 que se intersectan con el mismo
ángulo α en f(z0)
Un mapeo continuo de un dominio G es llamado conforme si es conforme en
todos los puntos del dominio.
2.4. Elementos Finitos para Problemas Eĺıpticos
2.4.1. La Ecuación de Poisson
Un gran conjunto de problemas matemáticos y f́ısicos se reducen a resol-
ver una ecuación de Poisson sobre un dominio abierto Ω en el plano (x, y),
teniendo en cuenta condiciones de frontera que pueden ser de dos tipos:
condiciones de Dirichlet sobre una parte de la frontera ΓD y condiciones
de Neumann a lo largo de la parte ΓN de la frontera (∂Ω = ΓD ∪ ΓN y
ΓD ∩ ΓN = ∅). Este problema puede escribirse de dos maneras diferentes:
2En geometŕıa diferencial, la primera forma fundamental es el producto interno so-
bre el espacio tangente de una superficie en el espacio Euclidiano 3D, que está inducida
canónicamente a partir del producto punto en R3. Permite el cálculo de la curvatura y las
propiedades métricas de la superficie (como longitudes y áreas) en una manera consistente
con el espacio en el que ésta se encuentra definida. Wikipedia
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una formulación fuerte, compuesta básicamente por ecuaciones en deriva-
das parciales; y una formulación débil o variacional, la cual es estrictamente
equivalente a un problema de minimización.
Formulación Fuerte
La formulación fuerte de un problema eĺıptico con condiciones de frontera
puede plantearse como encontrar un u(x) ∈ Us tal que:
∇ · (a∇u) + f = 0 ∀x ∈ Ω
n · (a∇u) = g ∀x ∈ ΓN
u = t ∀x ∈ ΓD
(2.1)
donde n = (nx, ny) representa la normal saliente de la curva Γ y a es un
parámetro constante. Sobre la frontera ΓD, el valor de u es impuesto a t,
mientras que sobre la frontera ΓN el valor del flujo n · (a∇u) es impuesto al
valor de g.
Esta formulación con condiciones de frontera puede modelar varios tipos
de problema:
La conducción del calor; donde a es la conductividad térmica, f una
fuente de calor y u la temperatura.
La transferencia de masa; donde a es la difusión y u la concentración.
Una membrana elástica en tensión; donde a es la tensión sobre la
membrana y f la fuerza lateral.
Formulación Débil
Se define, de manera aproximativa, un espacio Û que contiene las fun-
ciones que se anulan sobre la frontera ΓD, y un espacio U que contiene las




û(∇ · (a∇u) + f) dΩ = 0, ∀û ∈ Û
efectuando una integración por partes
∫
Ω
∇ · (ûa∇u) dΩ −
∫
Ω
(∇û) · (a∇u) dΩ +
∫
Ω
ûf dΩ = 0, ∀û ∈ Û
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aplicando el teorema de la divergencia
∫
dΩ
n · (ûa∇u) ds−
∫
Ω
(∇û) · (a∇u) dΩ +
∫
Ω
ûf dΩ = 0, ∀û ∈ Û









(∇û) · (a∇u) dΩ +
∫
Ω
ûf dΩ = 0, ∀û ∈ Û
La formulación débil o variacional puede deducirse inmediatamente como
encontrar un u(x) ∈ U tal que:
∫
Ω












, ∀û ∈ Û (2.2)
esta formulación es completamente equivalente a un problema de minimiza-











2.4.2. Método de Elementos Finitos
A excepción de un número de casos particulares, encontrar la solución
exacta de un problema en derivadas parciales desde la formulación fuerte o
débil es en general imposible. En estos casos lo que se busca es aplicar un
método numérico para encontrar una aproximación uh de la solución exacta
u.






donde Uj son los valores nodales desconocidos y τj las funciones de forma
especificadas a priori y que pertenecen al espacio U . Las posibles aproxi-
maciones pertenecen a un sub-espacio de aproximación o espacio discreto
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Uh ⊂ U . La mayoŕıa de las funciones de forma utilizadas están asociadas a
un punto particular del espacio Xi y satisfacen la siguiente propiedad:
τj(Xi) = δij (2.5)
donde δij es la Delta de Kronecker (δij = 1 si i = j y 0 en otro caso). De
esto se deduce que los valores nodales pueden ser vistos como los valores de










Los Elementos Finitos como un Método Variacional
Como Uh se ha introducido como un sub-espacio de U , una manera
natural de obtener las Ui es exigiendo encontrar un u
h(x) ∈ Uh tal que
∫
Ω












, ∀ûh ∈ Ûh (2.6)











El problema planteado por la Ecuación 2.6 es conocido como el méto-
do de Galerkin, mientras que la formulación en términos de minimización
de la Ecuación 2.7 se denomina método de Ritz. En general, ambos proble-
mas pueden denominarse la formulación discreta. Esta formulación discreta
corresponde a un sistema lineal de n ecuaciones con n incógnitas. Para ob-
tener las ecuaciones algebraicas que proveen los valores nodales, basta con
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AijUj −Bi, i = 1, . . . , n (2.8)
Los Elementos Finitos como un Método de Residuos Ponderados
Si los espacios U y Uh son redefinidos para contener aquellas soluciones
que satisfacen las condiciones de Dirichlet, los elementos de Uh no satisfaŕıan
completamente la Ecuación 2.1, sino que dejaŕıan lugar a un residuo
rh = ∇ · (a∇uh) + f (2.9)
El método de residuos ponderados consiste en evaluar los valores nodales
a fin de minimizar el residuo de alguna manera. Entre las formas de realizar
esta minimización, se encuentran:
La técnica de colocación, que impone la anulación del residuo en los
nodos
rh(Xi) = 0, i = 1, . . . , n
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La técnica de Galerkin, que consiste en anular en promedio el producto




h dΩ = 0, i = 1, . . . , n (2.10)
La escogencia de una de estas técnicas tiene una fuerte influencia sobre la
precisión y la confiabilidad de la aproximación producida. Partiendo de la




h dΩ = 0
en virtud de la definición de rh
∫
Ω
τi(∇ · (a∇uh)) dΩ +
∫
Ω
τif dΩ = 0




(∇τi) · (a∇uh) dΩ +
∫
Ω
∇ · (τia∇uh) dΩ +
∫
Ω
τif dΩ = 0




(∇τi) · (a∇uh) dΩ +
∫
dΩ
n · (τia∇uh) ds+
∫
Ω
τif dΩ = 0




(∇τi) · (a∇uh) dΩ +
∫
ΓN






τif dΩ = 0



















donde la matriz Aij (llamada matriz de rigidez) y el vector Bi (llamado












Finalmente, se obtiene el sistema algebraico que define la formulación
discreta: Encontrar Uj ∈ Rn tal que
n∑
j=1
AijUj = Bi, i = 1, . . . , n (2.11)
2.5. Level Sets
El level set o conjunto de nivel de una función diferenciable f correspon-
diente al valor real c es el conjunto de puntos
{(x1, . . . , xn) ∈ Rn : (x1, . . . , xn) = c}
Esto quiere decir que corresponde al conjunto de valores donde la función f
toma el valor constante c.
Si el número de variables es dos (n = 2), el conjunto de nivel es una
curva plana conocida como curva de nivel o ĺınea de contorno. Si n = 3 el
level set es una superficie conocida como superficie de nivel, y para valores
más grandes de n el conjunto de nivel corresponde a una hipersuperficie de
nivel.
Una curva de nivel es conocida también como una curva impĺıcita, re-
calcando el hecho de que la curva está definida por una función impĺıcita.
También es utilizado el nombre isocontorno, que representa un contorno de
igual ancho. De manera análoga, una superficie de nivel es conocida también
como una superficie impĺıcita o una isosuperficie.
Los métodos de level sets corresponden a técnicas numéricas diseñadas
para rastrear o seguir la evolución de curvas entre dos regiones diferentes.
En la aproximación por conjuntos de nivel, se toma la curva original y se
construye una superficie que la contiene, que generalmente tiene forma cóni-
ca, como se ilustra en la Figura 2.2. Esta superficie tiene la propiedad de
intersectar al eje x y exactamente en la posición en la que está ubicada la
curva. La función level set toma como entrada cualquier punto en el plano
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y retorna su altura, es decir, su posición en la superficie. La curva original
corresponde al level set cero, puesto que corresponde al conjunto de todos
los puntos que tienen altura cero.
Figura 2.2: Esquematización de la función level set. A la izquierda, la curva
original, definida en el plano x y. A la derecha, la función level set, donde la




En este Caṕıtulo se presentan de manera didáctica los modelos más
usados para deformar superficies tridimensionales obtenidas a partir de pilas
de imágenes médicas. Estos modelos permiten simplificar una geometŕıa
compleja por medio de alguna manipulación matemática de la superficie, con
el objetivo de facilitar la realización de estudios de anatomı́a comparativa
en órganos complejos y sobre grandes volúmenes de población.
El contenido de este Caṕıtulo fue publicado como art́ıculo en la Revista
MED de la Universidad Militar Nueva Granada, con el t́ıtulo “Morfometŕıa
de Superficies Complejas Usando Deformaciones no-Paramétricas” [71].
3.1. Introducción
El problema de obtener una representación plana de una superficie cur-
va, como por ejemplo una esfera, fue estudiado por Gauss hacia 1828, quien
lo consideró un problema sin solución exacta debido a la diferencia entre
las curvaturas Gaussianas de la superficie curvada y su representación en el
plano. Sin embargo, hacia 1989, empezaron a publicarse las primeras solucio-
nes aproximadas de este problema. La investigación en este campo continúa
con mejores aproximaciones planares de las superficies 3D, mientras se han
explorado otras posibilidades tales como suavizar la geometŕıa de la superfi-
cie u obtener un mapeo entre los puntos de la superficie y otra más simple.
Los trabajos realizados por David Van Essen et al. [11, 21, 22, 24, 20, 45,
23, 38] y Bruce Fischl et al. [30, 18, 29, 28], aunque están enfocados hacia el
estudio de la corteza cerebral, constituyen un buen ejemplo y son actualmen-
te una referencia de los trabajos que se pueden realizar con los modelos de
deformación basados en superficies. Sus art́ıculos presentan desarrollos muy
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completos acerca de los tres tipos de modelos que se presentarán aqúı (apla-
namiento, suavizado y mapeo). Del mismo modo, se han elaborado herra-
mientas de software, como SureFit1, Caret2 y SuMS3, reseñadas en [23],
las cuales permiten al usuario realizar diversos análisis sobre superficies de
la corteza cerebral y aplicar operaciones como suavizado, transformaciones
geométricas, proyecciones, aplanado y otras deformaciones.
Figura 3.1: Clasificación somera de los métodos para deformar superficies
Los modelos para deformar superficies, reseñados en la literatura más
reciente pueden ser clasificados en cuatro grandes grupos, como lo muestra
la Figura 3.1. Los modelos que aplanan una superficie buscan obtener una
representación en el plano Euclidiano de la superficie 3D, insertando si es
necesario ĺıneas de corte que mejoren la proyección. Con los modelos que
suavizan la geometŕıa de la superficie se obtiene una representación alisa-
da, que conserva la forma básica pero elimina los picos y valles demasiados
pronunciados. Con la aplicación de los métodos de mapeo de superficies se
busca proyectar los puntos de la superficie 3D en otra de geometŕıa más sim-
ple (como una esfera). Por último, con los métodos de metamorfosis entre
superficies se busca la transformación que permite deformar una superfi-






3.2. Aplanar una Superficie
Este es el primer problema que se consideró en deformación de superfi-
cies, dada su similaridad con el problema de elaborar mapas, cuyo objetivo
es el de obtener representaciones planas de una superficie curvada. La canti-
dad de puntos de la superficie original se conserva en la representación en el
plano, pero las distancias, ángulos y áreas se afectan significativamente entre
más compleja y curva sea la superficie. En esas situaciones se utilizan las
ĺıneas de corte, que ayudan a corregir un poco la distorsión en las métricas.
En la Figura 3.2 se presenta el resultado obtenido al aplicar un método para
aplanar la superficie. En este caso particular, es necesario insertar una ĺınea
de corte en la superficie para lograr una representación plana de la superficie
inicial.
Figura 3.2: Esquematización del proceso de aplanado de una superficie 3D.
Se introduce una ĺınea de corte y los triángulos son desplegados hasta obtener
una representación en el plano.
La solución al problema de elaborar mapas presentada en [74] puede
considerarse una aproximación muy primitiva pero válida por ser la pione-
ra. Básicamente, se presentan los lineamientos de un algoritmo que permite
alisar superficies no convexas, el cual se basa en calcular una matriz con
las distancias entre los puntos de la superficie curva; luego, se determina un
conjunto de puntos en el plano cuya matriz de distancias se ajuste a la cal-
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culada para la superficie inicial, usando el método del descenso del gradiente
de Newton-Raphson y el algoritmo para calcular las distancias mı́nimas pre-
sentado en [89]. Junto con otros ajustes (como la cantidad de vecinos que
se evalúan), la representación plana obtenida representa adecuadamente la
forma alisada de la superficie original.
Más recientemente, se han presentado diferentes aproximaciones que re-
suelven de la forma más exacta posible el problema de aplanar una superficie:
Parametrización: Floater presenta en [31] el desarrollo matemático
necesario para elaborar una parametrización para una superficie de
triangulación de forma que la imagen obtenida sea una representación
plana de esta superficie. Básicamente se hace una consideración sobre
los vecinos en cada punto y se desarrollan tres diferentes parametri-
zaciones: uniforme, mı́nimos cuadrados ponderados y preservación de
la forma, las cuales son comparadas al final para determinar la mejor
aproximación.
Circle Packings: El método de Circle Packings (empaquetar ćırcu-
los) fue presentado inicialmente por Hurdal et al. en [42], y luego reto-
mado y redefinido en [41] por los mismos autores. Aunque es un método
que no preserva totalmente las métricas, se considera una aproximación
discreta que permite generar representaciones planas de la superficie
en el plano euclidiano y en el plano hiperbólico. Se trabaja sobre una
malla de triangulación, se colocan ćırculos con centro en cada vértice
de la malla, y el radio del ćırculo se va ajustando de acuerdo a una
condición sobre la suma de los ángulos que se pueden construir en cada
vértice. También se elaboró un paquete de software, CirclePack4, que
implementa este método.
Basada en voxeles: Dado que la representación general de las super-
ficies 3D está basada en voxeles, Grossmann et al. [33] desarrollaron
un método directo que opera sobre los voxeles de la superficie, el cual
requiere de dos pasos: el cálculo de las distancias geodésicas mı́nimas
entre los voxeles, y la búsqueda de una configuración de puntos en 2D
cuyas distancias euclidianas aproximen lo más posible las distancias
geodésicas entre los voxeles. El método es rápido pues no requiere el
cálculo de una superficie de triangulación y conserva de forma aproxi-
mada las métricas globales.
4http://www.math.utk.edu/~kens/DownLoad.html
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Spring-Mass: El método presentado por Wang et al. en [84] se enfoca
en la aplicación de un modelo spring-mass (masas y conexiones) que
se rige principalmente por la minimización de una función de enerǵıa
y por términos que indican la precisión en la forma y en el área. Es
un método relativamente rápido y generalmente requiere de pocas ite-
raciones para obtener buenos resultados. El modelo spring-mass es
retomado y modificado por Li et al. en [56], incluyendo, además de
las conexiones de tensión del modelo original, conexiones cruzadas que
minimizan la distorsión de la representación resultante. La superficie
se divide en cintas de triángulos que se van aplanando una a una, y
para eliminar las posibles superposiciones de triángulos se considera
la enerǵıa global de relajación, un procedimiento local de corrección y
algunas restricciones en la evolución.
Woven mesh : El método más reciente, presentado por Wang et al.
en [83], se basa en la construcción de una malla entrecruzada (woven
mesh), utilizando dos tipos de mapeo: el de nodos de tensión, que va
adicionando los nodos sobre dos rutas perpendiculares en la superficie;
y el mapeo diagonal de nodos, que agrega los nodos ubicados en los
cuadrantes. Luego se minimiza una función de enerǵıa que mide las
deformaciones de longitud y área entre los nodos en la superficie y
los nodos en la representación planar, lo que permite establecer una
parametrización entre todos los puntos de cada una de las superficies.
Un elemento adicional que se considera en los modelos para aplanar
una superficie 3D, es el de ĺıneas de corte en una superficie con complejidad
geométrica alta para garantizar que la representación plana corresponderá de
mejor forma con la superficie inicial. En algunas aproximaciones iniciales,
estas ĺıneas de corte las pod́ıa estimar el usuario de forma manual. Ya más
recientemente, Wang et al. presentan en [85] un método para automatizar
esta labor, el cual evalúa en cada punto de la malla de triangulación la
curvatura Gaussiana, y la utiliza como criterio para establecer la cantidad y
longitud de las ĺıneas de corte que deben aplicarse a la superficie. El proceso
de aplanado se realiza por medio de un modelo spring-mass modificado.
3.3. Alisar o Suavizar una Superficie
El proceso de suavizado puede generar una superficie con menos pun-
tos, con lo que se reduce el espacio en disco que ocupa la representación y
el tiempo de procesamiento de la misma. En la Figura 3.3 se presenta el
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resultado de alisar una representación 3D del tallo cerebral.
Figura 3.3: Proceso de simplificación o alisado de una superficie 3D
Algunas de las aproximaciones más relevantes en este campo se presentan
a continuación:
Parametrizaciones: Un método de suavizado utilizando parametri-
zaciones relacionadas con multirresolución de mallas es presentado por
Lee et al. en [52]. La idea básica es simplificar la malla de triangulación
de forma iterativa utilizando mapas conformes, de forma que se esta-
blezca una jerarqúıa, y luego cada punto de la malla inicial se asocia
con cada una de las diferentes resoluciones. Es una solución rápida y
no restringe la topoloǵıa de la malla.
En [76], Sheffer et al. se concentran en una parametrización que úni-
camente tiene en cuenta la preservación de los ángulos. Su argumento
es que para preservar las caracteŕısticas métricas únicamente se nece-
sita que se mantenga el valor de los ángulos en cada iteración de la
evolución de la superficie. Plantean un problema de minimización en
término de los ángulos con restricciones que se van modificando si se
observa que se generan intersecciones en la frontera. También puede
aplicarse para generar múltiples resoluciones de la malla inicial.
Un tercer ejemplo de parametrización es introducido por Khodakovsky
et al. en [49]. El proceso se basa en dividir la superficie en regiones
triangulares y luego, para cada una de éstas, calcular el mapeo en el
dominio de parámetros, cuya base es generada con la simplificación de
la malla original por eliminación de vértices. El proceso considera la
calidad de los triángulos y la distorsión métrica.
Level sets: Hermosillo et al. presentan una aproximación al proble-
ma de suavizado empleando level sets en [39]. Se consideran las carac-
teŕısticas que gobiernan el movimiento de la superficie de acuerdo a
su curvatura media, en los casos de la preservación del área y la pre-
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servación del volumen; las cuales se integran a la formulación de level
sets que aproxima estos movimientos. Adicionalmente, se determinan
las condiciones que permiten mantener la correspondencia entre los
puntos a lo largo de la evolución de la superficie.
La combinación de los modelos de level sets y la técnica de difusión
anisotrópica para el suavizado de superficies es presentado por Tasdi-
zen et al. en [79]. Se utilizan level sets con flujos de cuarto nivel, uno
de los cuales es la difusión anisotrópica, representados con ecuaciones
diferenciales parciales. El proceso consiste en resolver la difusión an-
isotrópica en el mapa normal de la superficie, y luego la superficie se
deforma aplicando los level sets hasta que se ajusta a las normales
suavizadas. Se aplican conceptos de minimización del mapa normal de
enerǵıa y reajuste de la superficie.
Estimación de la velocidad: Pons et al. se enfocan en la preser-
vación del área al suavizar una superficie en [67]. Su enfoque se basa
en tomar un movimiento normal, dado por el usuario y el cual ge-
neralmente se basa en la curvatura media, y construir a partir de él
una velocidad tangencial apropiada que preserve el área a medida que
evoluciona la superficie. El método puede aplicarse en superficies de
triangulación y en level sets, pero únicamente se presentan resultados
con la implementación en level sets.
Ĺıneas de cresta: En [77], Stylianou et al. presentan la utilización de
ĺıneas de cresta para suavizar una superficie. El objetivo de establecer
las ĺıneas de cresta es que permiten particionar la superficie creando
un diagrama geodésico de Voronoi, con el cual se puede implementar
un algoritmo rápido de alisar superficies, el cual combina el mapeo
baricéntrico de Tutte y las coordenadas de valor medio de Floater.
Las ĺıneas de cresta se calculan de acuerdo a una aproximación de la
curvatura y a una esqueletización. La distorsión métrica introducida
por este método parece ser mı́nima.
3.4. Mapeo de Superficies
Los métodos que permiten mapear una superficie 3D en otra con las
mismas caracteŕısticas topológicas utilizan generalmente una esfera o una
elipsoide como superficie objetivo. El que este método pueda utilizarse se
justifica con la aplicación de la geometŕıa de superficies de Riemann, con
la que se puede afirmar que cualquier superficie sin hoyos o intersecciones
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consigo misma puede mapearse de forma conforme en una esfera, y cualquier
porción de la superficie puede mapearse en un disco [37]. En la Figura 3.4
se presenta el resultado que se obtiene al aplicar uno de los métodos para
mapear una superficie 3D como el cerebelo en otra superficie suave, en este
caso una esfera.
Figura 3.4: Proyección de una representación 3D del cerebelo en la superficie
de una esfera
El objetivo principal de estos métodos es determinar un mapa conforme
entre la superficie y la esfera, pero vaŕıan las formas de llegar a este mapeo.
Se pueden encontrar métodos que aplican elementos finitos para construir
el mapa conforme, como el presentado por Haker et al. en [37], que adicio-
nalmente considera la aplicación de texturas y la generación de mapas de
coordenadas. En la misma ĺınea, Angenent et al. presentan en [2] la aplica-
ción del operador de Laplace-Beltrami5 que, junto con la formulación por
elementos finitos, permite construir el mapa conforme y mapear aśı la su-
perficie en una esfera. Otra forma de construir un mapa conforme esférico es
presentada por Ju et al. en [46], en donde se utiliza el mapeo conforme por
mı́nimos cuadrados introducido por Levy et al. en [55], el cual no preserva
muy bien las métricas pero invierte menos tiempo en los cálculos. Uno de
los métodos más recientes para construir un mapa conforme único entre una
5La generalización del operador de Laplace para superficies curvas.
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superficie y una esfera es presentado por Wang et al. en [87], en donde se
aplican los elementos de la geometŕıa diferencial para construir un homeo-
morfismo entre las superficies y luego éste se deforma de forma que minimice
la enerǵıa armónica.
Otra forma de obtener una representación esférica de una superficie 3D
que es un poco más sencilla de formular, pero no ofrece tan buenos resultados
de forma directa, es plantear una fuerza que mueva cada uno de los puntos
de la superficie inicial hacia la superficie de la esfera. Fischl et al. presentan
un método con esta caracteŕıstica en [28], y consideran, para cada punto y
en cada iteración, una fuerza de suavizado y una fuerza radial. El método
requiere de un paso posterior para uniformizar la densidad de puntos en la
esfera.
3.5. Modelos de Metamorfosis de Superficies
A primera vista podŕıa pensarse que la metamorfosis de superficies tiene
muy poco en común con los demás métodos, sin embargo, podŕıa funcionar
de forma similar al método de mapeo en superficies más sencillas, tomando
la superficie 3D inicial y la esfera o elipsoide (o alguna otra superficie suave)
como la superficie objetivo. Una de las caracteŕısticas de los demás métodos
que no tienen los modelos de metamorfosis de superficies es la preservación
de métricas, ya que no se aplican restricciones sobre la superficie inicial y
la superficie objetivo. En la Figura 3.5 se presenta el resultado esperado al
realizar la metamorfosis entre dos superficies.
Figura 3.5: Esquematización 2D del proceso de metamorfosis entre superfi-
cies
Los métodos de metamorfosis entre superficies requieren en la mayoŕıa
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de los casos la intervención del usuario para establecer algunos parámetros o
elementos básicos necesarios para el proceso, de forma que son más propensos
a errores. Sólo unos pocos son completamente automáticos.
Algunos desarrollos recientes en el área se presentan a continuación:
Una transformación rápida entre superficies 2D o 3D es presentada
por Kanai et al. en [47]. Esta aproximación se basa en la construcción
de un mapa armónico entre las superficies y un disco unitario, que
sirve para establecer la correspondencia uno-a-uno entre los puntos de
las superficies. Requiere la intervención del usuario para definir una
marca de posición en cada una de las superficies.
Un elemento novedoso, denominado representación multiplanar, es in-
troducido por Ramasubramanian et al. y aplicado a la transformación
entre superficies en [69]. La representación multiplanar toma una su-
perficie 3D y construye un conjunto de planos 2D que la representan
totalmente, con lo que es posible aplicar algoritmos de metamorfosis
2D. En cada plano se almacena un conjunto de superficies, determina-
das por una parametrización basada en radios. Requiere que el usuario
defina un eje, que afecta la cantidad de planos y la forma de las su-
perficies; y algunas correspondencias entre los planos en caso de que
no puedan ser determinadas por el algoritmo.
Zockler et al. presentan en [94] un método de metamorfosis basado
en regiones de correspondencia y puntos de ajuste, los cuales deben
ser identificados completamente por el usuario en la etapa inicial. El
algoritmo se encarga de establecer una parametrización entre cada
par de regiones, de ajustarlas de acuerdo a los puntos puestos por el
usuario y de generar las superficies intermedias de la transformación
de acuerdo a una interpolación.
Una aplicación del modelo de level sets 3D es presentada por Breen et
al. en [8]. Se construye un level set que se ajusta a la superficie inicial
y se deforma de forma progresiva, de acuerdo a la optimización de
una función objetivo que actúa como medida de similaridad entre los
objetos, hasta que alcanza la forma de la superficie final. Este método
es completamente automático; sin embargo, no puede ser utilizado con
superficies abiertas.
En [81], Treece et al. presentan la extensión de un método de trans-
formación 2D a la metamorfosis de superficies 3D, para lo cual uti-
lizan volúmenes de distancias, representaciones en esferas y vectores
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de correspondencia entre esferas. Es un procedimiento algo complejo
y requiere la intervención del usuario en cada etapa para determinar
ciertos parámetros.
3.6. Aplicaciones
En la Sección 3.2 se menciona la primera aplicación de los modelos de
deformación de superficies: elaborar un mapa a partir de una superficie curva
como lo es el globo terráqueo. En la actualidad, las aplicaciones de este tipo
de métodos abarcan campos muy variados, desde el diseño de prendas de
vestir hasta la recreación de animaciones 3D; pero la mayoŕıa de ellas están
centradas en el campo de la medicina.
El diseño de prendas de vestir y de zapatos es una de las aplicaciones
más directas de los métodos para aplanar superficies [84, 83, 5]. Se utiliza
la representación tridimensional del cuerpo de la persona, sobre la cual se
determina la superficie que cubrirá la prenda y luego ésta es extráıda y
aplanada, insertando las ĺıneas de corte necesarias. Este modelo plano se
imprime para luego cortar las telas y fabricar las prendas, que se ajustan
perfectamente al cuerpo de la persona. El diseño de zapatos se realiza con
un procedimiento similar.
Otro grupo de aplicaciones se relacionan directamente con el procesa-
miento de gráficas. Los métodos de metamorfosis entre superficies presen-
tados en la Sección 3.5 pueden utilizarse para elaborar algunas animacio-
nes y efectos especiales en las transiciones, las cuales son muy utilizadas
en áreas como cine y televisión, publicidad y diseño gráfico. Los métodos
para suavizar superficies presentados en [52] y [76] permiten obtener múlti-
ples resoluciones de una malla poligonal, para facilitar el manejo de estas
estructuras en tareas tales como almacenamiento, visualización, edición y
transmisión. La adaptación de mapas de texturas a una superficie puede
conseguirse utilizando los métodos de aplanado y de mapeo de superficies,
tal como se presenta en [66].
El campo donde se concentran la mayor parte de las aplicaciones de
los modelos de deformación de superficies es la medicina. En base a estos
métodos se construyen paquetes de software que permiten a los profesionales
de la salud analizar de una manera más precisa y segura las estructuras
anatómicas de sus pacientes, aśı como establecer comparaciones entre ellas.
Utilizando los métodos para aplanar superficies se pueden analizar vasos
sangúıneos con el fin de detectar y visualizar patoloǵıas como estenosis6 y
6Estrechez de un conducto u orificio.
33
pólipos7, aplicación presentada por Zhu et al. en [93]; aśı como el interior
del estómago, de acuerdo a lo presentado por Mori et al. en [64].
Dentro de la medicina, el área con mayor número de publicaciones sobre
deformación de superficies es la relativa a las estructuras cerebrales, puesto
que la corteza cerebral es considerada la superficie más compleja del cuer-
po humano, en cuanto a geometŕıa y topoloǵıa se refiere. La aplicación de
estos métodos permite la identificación de cambios en los surcos del cerebro
debidos a tumores u otras patoloǵıas. También facilitan la visualización de
las diferentes áreas funcionales del cerebro, aśı como la determinación de
distancias y otras medidas.
7Tumor benigno, blando, que se desarrolla en las cavidades de una mucosa.
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Caṕıtulo 4
Métodos de Deformación con
Preservación de Métricas
Este Caṕıtulo presenta en detalle dos de los métodos de deformación
estudiados y reseñados en el Caṕıtulo 3. Estos modelos se enfocan básica-
mente en la preservación de áreas sobre la superficie, utilizando esquemas
sencillos basados en fuerzas y velocidades. Los resultados presentados por
estos métodos servirán como punto de comparación posterior con el modelo
de deformación introducido en el Caṕıtulo 6.
4.1. Deformación Simple hacia una Esfera
Esta primera aproximación a los modelos de deformación con preser-
vación de métricas, presentada por Fischl et al. [28] tiene como objetivo
transformar la superficie original en una esfera cuya área coincida o sea
aproximadamente igual al área total de la superficie original. Este método
iterativamente actualiza la posición de cada uno de los vértices en la malla
de triangulación de acuerdo a una fuerza de suavizado FS y a una fuerza
radial FR:
xk(t+ 1) = xk(t) + FS(t) + λRFR(t) (4.1)
donde xk representa la posición del k-ésimo vértice en la iteración t.
La fuerza de suavizado está formada por un componente local y uno
global. El componente local mueve cada vértice en la dirección del centroide
de sus vecinos, mientras que el componente global proyecta hacia afuera el
promedio del movimiento hacia adentro que se crea sobre toda la superficie,

















i) · (xj − xi) (4.2)
donde Nk corresponde al conjunto de vértices vecinos al k-ésimo vértice, V
es el número de vértices en la malla y nk y n
′
k representan el vector normal
a la superficie en el vértice k y su vector transpuesto.
La fuerza radial conduce cada vértice hacia la superficie de una esfera
de radio R:
FR = (Rk − xk) (4.3)
utilizando Rk como la proyección radial de xk en la esfera de radio R. El
radio de la esfera puede calcularse con la relación R =
√
A
4π , donde A es el
área total de la superficie inicial.
Aplicando esta aproximación, se obtiene la representación de la superficie
3D en una esfera, sin embargo, los autores consideran un segundo paso en
el procesamiento, donde se evalúa el mapeo inverso (de la esfera hacia la
superficie inicial) y en aquellos puntos en donde éste es multivaluado, se
establece un nuevo y único mapeo.
Actualizando iterativamente los puntos de la malla únicamente con la
fuerza de suavizado (Ecuación 4.2), la malla poligonal se deforma hasta
tomar una forma lisa y alargada, como se muestra en la Figura 4.1.
Figura 4.1: Deformación aplicando únicamente una fuerza de suavizado
Al aplicar conjuntamente la fuerza de suavizado (Ecuación 4.2) y la
fuerza radial (Ecuación 4.3), además de suavizar poco a poco la superficie,
en cada iteración los puntos de la malla son empujados hasta tomar una
forma esférica, como se puede apreciar en la Figura 4.2.
Indiscutiblemente, la aplicación de este método afecta de forma signifi-
cativa las longitudes y las áreas sobre la superficie, dado que para obtener
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Figura 4.2: Deformación aplicando fuerzas radiales y de suavizado
una esfera de superficie total aproximada a la de la malla original, es nece-
sario sumar las áreas individuales de los triángulos que componen la malla,
y luego utilizar este valor para obtener un radio aproximado. Aún aśı, las
áreas y longitudes no se preservan de forma satisfactoria para los análisis
morfométricos, como se aprecia de manera visual en la Figura 4.3. De mane-
ra cuantitativa, el cálculo del factor de área local como la razón entre el área
inicial y el área actual de un parche de área alrededor de cada punto, indica
que el 97% de las áreas locales sufren inicialmente una contracción del 50%
del área, y a medida que la superficie toma una forma más esférica, estos
parches se van expandiendo hasta abarcar casi el doble de su área inicial.
Si la superficie presenta una densidad de puntos relativamente uniforme,
al momento de la deformación aquellos puntos que se encontraban origi-
nalmente más cerca del centro de masas serán desplegados en un área más
amplia que los puntos más cercanos a la superficie de la esfera. Adicional
a esto, si la superficie presenta pliegues pronunciados, es posible que en la
esfera los puntos correspondientes lleguen a superponerse.
Figura 4.3: Comparación de áreas en la superficie inicial y en la esfera
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4.2. Deformación con Preservación de Áreas
Otra aproximación, enfocada en generar representaciones suavizadas de
la corteza cerebral manteniendo la restricción de preservación de áreas es
presentada por Pons et al. en [67]. Una superficie se mueve en la dirección
normal con una velocidad definida por el usuario. El problema de conserva-
ción se formula como la construcción de un movimiento tangencial adecuado
que garantiza la preservación del área a medida que la superficie evoluciona.
4.2.1. Condiciones para la Preservación
Sea j = A0Ac con A0 el área inicial y Ac el área actual de una superficie
Γ ∈ Rn que evoluciona con una velocidad v. Esta superficie está moviéndose
y cambiando de tamaño en el tiempo. Esto puede verse como un pequeño
volumen de fluido que se deforma dentro de un campo vectorial particular.
La masa no se crea ni se destruye, y esta masa es proporcional al factor
j y a la distancia que separa las áreas. Asumiendo que A0 y Ac son caras
Figura 4.4: Descripción del volumen definido por A0 y Ac
opuestas del volumen, como se ilustra en la Figura 4.4, la distancia entre
ellas es v∆t, con lo cual
∆j = jv · n∆S∆t (4.4)
o, de manera equivalente
∆j
∆t



















Nótese que el volumen es fijo, de manera que se puede aplicar el teorema de
la divergencia (
∫
∂V f · g dS =
∫
V ∇ · (fg) dV ), y se obtiene
∂j
∂t
+ ∇ · (jv) = 0 (4.5)
Aplicando la fórmula para la divergencia de un producto (∇·(jv) = v ·∇j+
j∇ · v), la ecuación puede ser reescrita como
Dj
Dt
+ j∇ · v = 0 (4.6)
donde DDt corresponde a la derivada material
1. Esta ecuación describe la
evolución del factor de área local j para un punto dado.
Partiendo de la definición del factor j, se pueden expresar las condiciones
de preservación aśı:
Preservación local: j = 1
Preservación total: j = 1
Preservación relativa: j = j
De la Ecuación 4.6 puede extraerse que la condición para la conservación
local del área es que el término j∇ · v sea cero. De alĺı se modifican las
condiciones de preservación, aśı:
Preservación local: ∇ · v = 0
Preservación total: ∇ · v = 0
Preservación relativa: ∇ · v = ∇ · v
1La derivada material en la teoŕıa de fluidos corresponde a la derivada de un pequeño
bloque de fluido que encierra una determinada propiedad ϕ = ϕ(x, y, z, t) (temperatura,




+ u · ∇ϕ, siendo u =








La preservación local del área es una combinación de la preservación
total y relativa, de manera que solamente estas dos últimas expresiones son
necesarias. Si se descompone la velocidad v en su componente normal “hacia
afuera” vN y su parte tangencial vT , y se aplican algunas identidades de la
geometŕıa diferencial intŕınseca2, las ecuaciones se convierten en:
Preservación total: HvN = 0
Preservación relativa: ∇ · vT + (n− 1)HvN = (n− 1)HvN
4.2.2. Movimiento Tangencial de Preservación
A partir de las condiciones se puede construir una ecuación de Poisson
de la forma
∆Γη = (n − 1)(HvN −HvN ) (4.7)
siendo ∆Γ el operador de Laplace-Beltrami, con lo cual la velocidad de
actualización de los puntos adquiere la expresión
v = vNN −∇Γη (4.8)
donde ∇Γ corresponde al gradiente intŕınseco, el cual es puramente tangen-
cial.
4.2.3. Resultados
Cuando la representación de la superficie 3D está dada por level sets,
la ecuación de Poisson puede resolverse utilizando una discretización en
diferencias finitas del operador de Laplace-Beltrami [59]. La Ecuación 4.7
se transforma en un sistema lineal de ecuaciones con una matriz dispersa,
simétrica e indefinida adecuada para resolverse por el método del residuo
mı́nimo.
Los resultados presentados por Pons et al. son obtenidos únicamente
con la implementación en level sets del método. Se utiliza un modelo 3D
de la corteza cerebral obtenido de una imagen de resonancia magnética. El
porcentaje de distorsión reportado por los autores es de cerca del 5% sobre
toda la superficie.
2
∇ · (fN) = (n − 1)fH , siendo n la dimensión del espacio
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4.2.4. Métodos Numéricos sobre Superficies Trianguladas
Resolver la ecuación de Poisson intŕınseca (4.7) sobre una superficie re-
presentada por una malla de triángulos (compuesta por N nodos o puntos)
puede llevarse a cabo con una técnica de elementos finitos como la presen-
tada por Angenent et al. [2]. De esta manera, la ecuación se transforma en
un sistema de ecuaciones lineales con una matriz simétrica, dispersa y semi-
definida positiva, el cual puede resolverse de manera eficiente con métodos
numéricos iterativos como el método del gradiente conjugado.
Elementos Finitos para Resolver ∆Γη = (n− 1)(HvN −HvN )
La formulación por elementos finitos para resolver la ecuación de Poisson







|∇η|2 + 2η(n − 1)(HvN −HvN )
}
dS
Para esto, se toman variaciones del funcional y se igualan a cero (derivada





























(n− 1)(HvN −HvN )}dS = 0
De manera equivalente, es posible demostrar que η satisface (4.7) si y









∇η · ∇fdS = −(n− 1)
∫ ∫
Γ
(HvN −HvN )fdS (4.9)
La Ecuación 4.9 es la clave para la aproximación por elementos finitos
de la solución de (4.7) sobre la superficie triangulada Γ. De esta forma, se




ηiτi i = 1, . . . ,N
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donde τi corresponden a las funciones de forma, y
τi(i) = 1
τi(j) = 0, j 6= i
Dado que la Ecuación 4.9 es lineal en f , es suficiente mostrar que (4.9) se
cumple siempre que f = τj para algún j. De manera que se quiere encontrar
un vector de números η = (ηi), que contenga un elemento por vértice de la






∇τi · ∇τjdS = −(n− 1)
∫ ∫
Γ
(HvN −HvN )τjdS (4.10)
Esta formulación corresponde a un sistema de ecuaciones lineales en ηi.





Aij 6= 0 sólo si i y j están conectados por una arista en la malla de triángulos.
De esta manera, la matriz A es dispersa.
Figura 4.5: Geometŕıa del triángulo
Una fórmula de la teoŕıa de elementos finitos, que se verifica fácilmente




{cot ∠R+ cot ∠S} ∀i 6= j (4.11)
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∇τi · ∇τj =
∫
Γ
∇1 · ∇τj = 0






Para el lado derecho de la forma matricial (vector B), se tiene la expre-





con ψj = (HvN−HvN )|j . El proceso de aproximación de esta expresión sobre








siendo Ai,j,j+1 el área del triángulo definido por los vértices i, j y j + 1.
Sumando para todos los j, se obtiene la expresión













Ai,j,j+1. Finalmente, reemplazando el valor de ψ, se ob-
tiene la expresión discreta definitiva que aproxima el lado derecho de la
Ecuación 4.10






HvN |i − 2HvN +








Aijηi = Bj j = 1, . . . ,N (4.14)
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Algoritmo para la Evolución de la Superficie
El algoritmo de evolución de la superficie (representada como una malla
de triángulos) puede definirse en dos etapas. Inicialmente, es necesario re-
solver el sistema de ecuaciones lineales planteado en (4.14). Una vez se ha
encontrado una solución, ésta es utilizada para calcular la nueva velocidad
de evolución que debe aplicarse a cada uno de los puntos, de acuerdo a la
Ecuación 4.8.
Para la primera etapa, y antes de poder resolver el sistema de ecuaciones,
es necesario aplicar una fórmula para evaluar la curvatura media en cada
punto de la superficie. De acuerdo a lo presentado por Meyer et al. [62], y
teniendo en cuenta la construcción presentada en la Figura 4.5, el vector de






(cotR+ cotS)(xi − xj)
Esta expresión permite entonces calcular los valores de curvatura media so-
bre la superficie necesarios para obtener los valores de la matriz Aij y el
vector Bj en (4.14). Una vez planteado este sistema, se requiere utilizar un
método numérico iterativo que permita resolver sistemas de ecuaciones li-
neales con matrices dispersas. En este caso, se utilizó el algoritmo para el
método del gradiente conjugado planteado por Barrett et al. [7] (ver Apéndi-
ce A), con 1000 iteraciones y una precisión de 0,00001.
En la segunda etapa se debe calcular el gradiente intŕınseco de la solución
η entregada por el método del gradiente conjugado. Para esto, se utiliza una
fórmula para calcular el gradiente de η sobre la superficie discreta y luego
éste se proyecta sobre el plano tangente para obtener el gradiente intŕınseco.
Según el trabajo de Xu [91], sobre cada triángulo de la superficie puede




{ηi[(pi − pj , pj − pj+1)(pj+1 − pi)+
(pi − pj+1, pj+1 − pj)(pj − pi)]+
ηj [(pj − pi, pi − pj+1)(pj+1 − pj)+
(pj − pj+1, pj+1 − pi)(pi − pj)]+
ηj+1[(pj+1 − pj , pj − pi)(pi − pj+1)+
(pj+1 − pi, pi − pj)(pj − pj+1)]}










Ai,j,j+1. Una vez calculados todos los gradientes sobre la
superficie, y proyectados sobre el plano tangente en cada punto utilizando
fórmulas comunes de geometŕıa espacial, es posible utilizar estos valores en
la Ecuación 4.8 para calcular la velocidad en cada punto y actualizar su
posición iterativamente.
Discusión
El algoritmo descrito anteriormente fue implementado en lenguaje C++,
utilizando la libreŕıa de visualización VTK (www.vtk.org) para la interacción
con las superficies tridimensionales. Al momento de resolver el sistema de
ecuaciones (4.14), se encontró que no teńıa una única solución, puesto que
uno de los valores propios de la matriz se anulaba. Esto está directamente
relacionado con que las condiciones periódicas de contorno de un problema
de Laplace no se definen uńıvocamente; si a una solución se le suma la
misma cantidad constante en todo el dominio, la solución sigue existiendo.
Para manejar esta situación, se forzó a cero la solución en uno de los nodos
de curvatura mı́nima y luego se resolvió el sistema de ecuaciones para los
nodos restantes. Con esto se redujo en un orden el sistema de ecuaciones y
adicionalmente se eliminó el valor propio nulo.
Aún con esta modificación, los resultados obtenidos no fueron satisfacto-
rios, como puede apreciarse en la Figura 4.6. Aunque inicialmente se observa
que la superficie tiende a suavizarse, las iteraciones posteriores presentan una
expansión excesiva de la superficie en aquellos puntos donde la curvatura es
significativamente mayor o menor en comparación con los demás puntos de
la malla. Este patrón de evolución en las simulaciones se debe a que se asume
que la función η es continua, sin embargo, como η es un campo formado por
el movimiento de una superficie que es discontinua, la función η es muy pro-
bablemente también discontinua. En la formulación de level sets el problema
de la evolución de la superficie se soluciona en el dominio continuo, mientras
que el problema de existencia de las derivadas en los puntos de discontinui-
dad se resuelve analizando la dirección de flujo de la información mediante
el método de las caracteŕısticas3 y decidiendo cuál derivada aplicar en cada
3Para una ecuación diferencial parcial (EDP), el método de las caracteŕısticas encuentra
las curvas (llamadas curvas caracteŕısticas o simplemente caracteŕısticas) a lo largo de
las cuales la EDP se convierte en una ecuación diferencial ordinaria (EDO). Una vez se
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(a)
(b) (c) (d) (e)
Figura 4.6: Resultados obtenidos con la implementación del método de Pons
et al. sobre superficies trianguladas (a) Superficie inicial (b) Iteración 10 (c)
Iteración 15 (d) Iteración 20 (e) Iteración 25
caso. En el dominio discreto este criterio es mucho más dif́ıcil de manejar,
sobre todo en una formulación de elementos finitos, en la cual los puntos de
una malla se encuentran separados entre śı por una distancia variable y no
es posible determinar de acuerdo al flujo de la información qué derivada se
debe aplicar en un punto de discontinuidad.
Los resultados obtenidos con esta implementación y con el método plan-
teado en la Sección 4.1 justificaron la exploración y planteamiento de un
nuevo modelo de deformación con preservación local de áreas, comparable
con los métodos existentes, como se verá en caṕıtulos posteriores.
encuentra la EDO, esta puede resolverse sobre las curvas caracteŕısticas y transformarse en
una solución para la EDP original. En el caso de los level sets, este método es utilizado para
analizar la dirección de flujo de la información. Por ejemplo, para la ecuación ux + ut = 0
las curvas caracteŕısticas corresponden a ĺıneas con pendiente negativa en el plano x t.
Esto indica que la información fluye de derecha a izquierda, aśı que en caso de presentarse




Inspirada en Modelos de
Difusión
El objetivo de este Caṕıtulo es discutir e ilustrar las ideas fundamentales
que pueden facilitar la comprensión del proceso de deformación de una su-
perficie desde un punto de vista teórico, de manera que el Caṕıtulo 6 pueda
ser entendido por cualquier lector que no esté familiarizado con el lenguaje
de procesamiento de imágenes.
5.1. Motivación
El problema de la segmentación en aplicaciones tan diśımiles como la
visión artificial o las imágenes médicas se puede formular en términos de
una partición del espacio en regiones disyuntas, es decir
Sea I = x1, x2, ..., xn el conjunto de pixeles que conforman
una imagen. Se debe encontrar una partición de regiones P (I) =
R1, R2, ..., Rk que satisfaga:
1. ∀x ∈ I, x ∈ Ri
2. ∀x, y ∈ I ∃ (p0, p1, ...pn) | p0 = x , pn = y y pi ∈
V (pi−1), con V (p) el conjunto de pixeles vecinos del pixel
p.
3. ∀i, j i 6= j ⇒ Ri ∩Rj = 0 y
⋃k
i Ri = I
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Dicha segmentación permite obtener información local o estructural de
una imagen y utlizarla en diversos dominios. Tradicionalmente, en proce-
samiento de imágenes, tres tipos de técnicas se han utilizado para abordar
este problema:
métodos estad́ısticos
métodos basados en ecuaciones diferenciales parciales
tranformaciones multiresolución como las wavelets, las ridgelets o las
contourlets1
Estos métodos comparten estrategias similares, por ejemplo la función de
costo de los métodos estad́ısticos es equivalente a la parte del funcional que
mantiene la fidelidad a los datos en una formulación con ecuaciones diferen-
ciales parciales, mientras que la función a priori se puede comparar con el
término regularizador en una aproximación por ecuaciones diferenciales par-
ciales. En general, todo método de análisis es el resultado de un compromiso
entre la distancia a los datos, es decir qué tan cerca se puede estar de lo que
se requiere, y un ajuste que se produce con alguna forma de conocimiento
a priori, es decir cómo se controla la solución de un sistema de ecuaciones
hacia un punto particular.
El problema de la segmentación ha sido uno de los grande retos en el
procesamiento de imágenes. Un enorme arsenal de técnicas y estrategias se
han desarrollado en las dos últimas décadas con el objetivo de enfrentar
este problema en un gran número de contextos [57]. Detectores de bordes,
algoritmos de agrupamiento, diferentes tipos de transformaciones, la morfo-
loǵıa matemática o h́ıbridos de todos ellos se han utilizado ampliamente. Las
ecuaciones diferenciales parciales han permitido atacar problemas diśımiles
que comparten el hecho de que se busca alguna solución que produzca un
extremo de algún funcional pre-definido y asociado a la imagen. En general,
en estos métodos se parte de curvas simples (como ćırculos por ejemplo)
que representan algún valor del funcional asociado. Estas curvas se defor-
man siguiendo reglas que se introducen artificialmente en el funcional y que
permiten realizar acciones concretas, como por ejemplo regular la velocidad
de la evolución, definir la rigidez con la cual se mueve la curva o determinar
el sitio en el cual la curva ya no se puede mover. Esto último se utiliza pa-
ra permitir segmentaciones complejas, de tal manera que una curva inicial
1Una wavelet (ond́ıcula, ondeleta u ondita), o cualquiera de sus variantes, como las rid-
gelets o contourlets, son transformaciones que permiten descomponer una señal en múlti-
ples resoluciones y observar en cada una de ellas sus propiedades frecuenciales.
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simple se “pega” a un objeto o borde que se quiere segmentar, el cual puede
ser bastante intrincado y complejo.
El problema de investigación que se ha abordado a lo largo de esta proyec-
to consiste en hacer exactamente lo contrario. Sin embargo, la deformación
de una superficie 3D en otra más simple puede todav́ıa verse como un pro-
blema de segmentación de imágenes. En este caso, se parte de una superficie
compleja e intrincada, la cual se hace evolucionar hasta que toma una forma
mucho más suave. Este problema ha sido resuelto en computación gráfica y
ha sido ampliamente discutido en el Caṕıtulo 3.
El problema de realizar estas deformaciones sujeto a restricciones como
por ejemplo la conservaciones de algunos componentes de la métrica es un
problema nuevo, del cual existe muy poco desarrollo en la literatura. Gauss
encontró hace más de trescientos años que este problema no teńıa solución
anaĺıtica [74], por lo cual el desarrollo de aproximaciones numéricas requiere
de un profundo análisis del problema desde el punto de vista teórico que
permita introducir estrategias eficientes. Este Caṕıtulo esta organizado de
la siguiente manera: inicialmente se introduce el modelo básico de evolución
de una superficie (Sección 5.2); la condición necesaria para garantizar la
preservación del área se incluye al modelo en la Sección 5.3, mientras que
los términos de relajación necesarios para prevenir la aparición de rigidez en
la superficie durante el proceso son discutidos e introducidos en la Sección
5.4.
5.2. Modelo Básico
De la manera más simple el proceso de mover una superficie se puede
modelizar de la siguiente forma:
dxi
dt
= FS(i) + hR(i) (5.1)
La Ecuación 5.1 se compone de dos términos: una fuerza de suavizado
FS(i), del tipo laplaciano
2 y una fuerza de expansión hR(i), la cual está di-
rigida en dirección normal de la superficie. Un aporte importante y funda-
mental del presente trabajo es el de introducir en este término la noción de
curvatura en cada punto de la superficie (movimiento con información del
vecindario). Esta ecuación de evolución describe un comportamiento que
se puede considerar como cinemático, puesto que únicamente se indica la
2Se llama de tipo laplaciano porque las funciones requieren una derivación de segundo
orden
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forma en que deben moverse cada uno de los puntos, pero no se establece
restricción alguna sobre este movimiento.
El efecto de estos dos términos sobre el proceso de evolución puede eva-
luarse de manera individual e independiente. Con la fuerza de suavizado,
que corresponde exactamente al término propuesto por Fischl et al. [28]
(ver Ecuación 4.2), los puntos en la superficie se reacomodan poco a poco
de acuerdo a la posición de sus vecinos, cambiando su distribución sobre la
superficie. Este efecto puede visualizarse en la Figura 5.1(b).
(a) (b)
Figura 5.1: Resultado de aplicar una fuerza de suavizado a la superficie (a)
Superficie inicial (b) Superficie suavizada
El movimiento de expansión radial aqúı propuesto opera únicamente en
la dirección normal y está compuesto de tres términos escalares:
hR(i) = [|vradial(i)| + F (κi) + (Rext − xi · ni)]ni
donde
|vradial(i)| corresponde a la norma de una velocidad radial arbitraria
impuesta por el usuario, y que puede modelar condiciones particulares
y conceptos adicionales relevantes en el contexto del problema que se
está intentando resolver. Por ejemplo, se podŕıa introducir un término
de viscosidad que produzca un movimiento irregular de los puntos
siguiendo la curvatura de la superficie.
F (κi) corresponde a un componente geométrico dependiente de la cur-
vatura, que simula sobre la superficie los efectos de la tensión superfi-
cial y la presión durante el proceso de evolución, y que será explorado
en la Sección 5.3.
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(Rext − xi · ni) corresponde al término que simula el acercamiento de
la superficie a una esfera efectiva, dado que si se permite la evolución
de una superficie cerrada y sin intersecciones, por tendencia natural
llegará hacia una esfera.
Cuando se aplica solamente la fuerza de expansión, es posible visualizar
en la Figura 5.2(b) que aquellos puntos con curvatura positiva son pro-
yectados hacia afuera mientras que los que tienen curvatura negativa son
desplazados hacia adentro de la superficie. Con estos resultados se puede
concluir que este movimiento depende de la curvatura en cada punto.
(a) (b)
Figura 5.2: Resultado de aplicar una fuerza de expansión a la superficie (a)
Superficie inicial (b) Superficie en expansión
Los resultados sugieren que las dos fuerzas interactúan de manera dife-
rente y que establecen un compromiso entre la fidelidad a los datos (fuerza
radial) y la regularidad que adoptan o no los puntos individuales cuando
siguen el movimiento global (por esto se requiere la fuerza de suavizado).
Estos dos movimientos, el tangente (suavizado) y el normal (expansión) no
son independientes, con la consecuencia directa de que cuando la superficie
evoluciona no se cumple una condición de conservación local del área. La
manera de expresar esta dependencia es utilizando un factor de proporcio-




= FS(i) + λihR(i) (5.2)
La razón por la cual es el término de expansión quien lleva el peso del
factor de proporcionalidad λi, puede explicarse considerando que el mode-
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lo de evolución de la superficie se asemeja a un globo que se va inflando
progresivamente. En este modelo f́ısico el globo evoluciona en dos pasos:
1. inicialmente, y debido a la presión interna que se genera, la tensión
superficial redistribuye los puntos en la superficie, de manera que ésta
se suaviza
2. posteriormente, y como consecuencia del exceso de presión resultante,
la superficie se expande, generalmente en forma radial
De esta forma, se considera que es la componente de expansión la que debe
modificar su acción sobre la superficie, tras “conocer” los resultados de la
fuerza de suavizado.
5.3. Primera Modificación: Condición de Conser-
vación Local del Área
Para cumplir con el objetivo de deformar la superficie sin cambiar el
área, el modelo básico planteado anteriormente debe ser modificado para
incluir un término de preservación local del área. El planteamiento de este
término de preservación parte de la hipótesis de que el área de la superficie
es constante a lo largo de toda la evolución, por lo tanto su derivada se anula
S({xk}Nk=1) = cte =⇒ Ṡ({xk}Nk=1) = 0 (5.3)
siendo N el número de puntos que definen la superficie y S({xk}Nk=1) el área
total de la superficie definida en función de las coordenadas de los nodos.











Una solución conveniente es considerar que el área se preserva localmente
y que por el principio de superposición se conserva entonces globalmente.
Por lo tanto, para introducir la condición de conservación local del área,





sil = cte =⇒ Ṡi = 0 ∀i = 1, . . . ,N
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(siendo sil el área de los triángulos que comparten a xi como un vértice), de






sil = 0 ∀i = 1, . . . ,N (5.5)
La condición presentada por la Ecuación 5.5 indica que para que la
condición de preservación local del área se cumpla en cada iteración, el











sil ∀i = 1, . . . ,N
En términos de orientación, la derivada de cada área o triángulo sil puede
verse como un indicador de la dirección hacia donde está orientado cada
triángulo. Si además todas estas orientaciones alrededor de un punto xi dado
se suman, el resultado estima la orientación de la superficie en ese punto.
De manera complementaria, la magnitud de este vector es una aproximación
del valor de la curvatura de la superficie en ese punto. Por estas razones, el
vector κi puede verse como un estimador local de la curvatura de la superficie
en el punto xi, y puede calcularse por medio de la siguiente expresión (ver





a − b cosα
2 sinα
(5.6)
Volviendo al modelo básico, se requiere una manera de estimar el factor
de proporcionalidad local λi para que incluya la condición de preservación
local del área estimada anteriormente. A partir de la relación de conservación
local (Ecuación 5.5) y reemplazando el valor de la derivada por el de la





Reemplazando esta expresión en la Ecuación 5.2, y puesto que tanto el
vector κi como el movimiento hR(i) tienen ambos dirección normal, según




= FS(i) − (FS(i) · ni)ni (5.8)
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Al introducir el término de preservación del área dentro de la ecuación de
evolución la fuerza de expansión radial no tiene ningún efecto, limitando el
movimiento únicamente a la dirección tangente. De manera que el modelo de
evolución planteado es excesivamente restrictivo, y como se puede apreciar
en la Figura 5.3(b), la superficie no se modifica globalmente. Desde el punto
de vista f́ısico, esto representa la condición de rigidez de la malla bajo el
esquema de evolución planteado.
(a) (b)
Figura 5.3: Resultado de aplicar una modelo de evolución excesivamente res-
trictivo (a) Superficie inicial (b) La superficie adquiere tensión, sin modificar
su aspecto
5.4. Segunda Modificación: Términos de Relaja-
ción
La rigidez presentada por la superficie al momento de su evolución se
debe únicamente a la inclusión de la condición de conservación local del
área. Para permitir que la fuerza de expansión radial pueda actuar sobre
la superficie es necesario entonces relajar esta restricción. Si se exigiera por




= FS(i) + λ̄hR(i) (5.9)







En este caso, la restricción se ha modificado hasta exigir prácticamente
una conservación global del área. El modelo de evolución ahora es poco
restrictivo, y la superficie evoluciona sin ningún control. De manera que es
necesario plantear un modelo intermedio óptimo, que incluya un proceso de
retroalimentación en el cual las variaciones locales puedan propagarse por
la superficie, llevándola hacia un estado estable.
Para llegar a este modelo intermedio, es necesario considerar que el efecto
local y global tiene un cierto porcentaje de participación, el cual se expresa en
términos de un parámetro dinámico denotado por β. La manera más sencilla
de involucrar a nivel local los dos efectos es utilizando una combinación
lineal de ambos, expresada en función del coeficiente de elasticidad β. Para
determinar la forma de la combinación lineal, se tiene en cuenta que se debe
recuperar el modelo planteado por la Ecuación 5.2 cuando β = 0 o cuando
todos los λi sean iguales entre śı. La combinación que satisface esta condición
es
(1 + β)λi − βλ̄










= FS(i) + (1 + β)λihR(i) − βλ̄hR(i)
dxi
dt
= FS(i) + λihR(i) + β(λi − λ̄)hR(i) (5.11)




= FS(i) − (FS(i) · ni)ni + β(λi − λ̄)hR(i)
En esta expresión se incluye un término de elasticidad, proporcional al coe-
ficiente de elasticidad β, que libera a la superficie de la rigidez presentada
por el modelo en la Ecuación 5.8. Adicionalmente se identifican las pertur-
baciones (denotadas por el término (λi − λ̄)hR(i)) que se propagan por la
superficie, y que son responsables de su evolución y de que ésta alcance una
forma estable.
En el término β(λi − λ̄)hR(i) pueden identificarse dos expresiones con
significado f́ısico:
(λi− λ̄) representa un flujo difusivo, expresión f́ısica de la propagación
sobre la superficie de la información local en el tiempo
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β representa la elasticidad de la malla, y está estrechamente relacio-
nado con la geometŕıa de la superficie
El compromiso entre estos dos elementos indica que la superficie debe ser lo
suficientemente elástica para permitir que la difusión sea efectiva. De esta
manera, se ha introducido en el modelo un comportamiento dimámico, lo
cual posibilita que la superficie optimice su proceso de evolución y llegue a
un estado de equilibrio que depende de β. Sin embargo, es necesario estimar
de alguna forma el valor óptimo para β, que exprese el equilibrio entre la
cantidad de elasticidad de la malla y la preservación local del área. Un exceso
de elasticidad (como se muestra en la Figura 5.4(d)) puede llevar la superficie
a tomar una forma elipsoide, sin tener en cuenta restricción alguna sobre la
preservación de las áreas locales.
(a) (b) (c) (d)
Figura 5.4: Efectos de variar el coeficiente de elasticidad β (a) Superficie
inicial (b) β = 0 (c) β = 0,3 (d) β ≫ 1
La determinación f́ısica del valor de β se obtiene de la expresión del






y usando algunos de los métodos convencionales para minimizar el funcional,
como la ecuación de Euler-Lagrange o la derivada de Gateaux, se obtiene
β ∝ √σ
de esta manera β determina el porcentaje de enerǵıa elástica de la superficie
que se utiliza para generar el proceso de evolución de la misma.
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Caṕıtulo 6




Este Caṕıtulo presenta un método novedoso de deformación con pre-
servación de métricas que permite generar representaciones suavizadas de
estructuras neuroanatómicas. Estas superficies, representadas por mallas de
triángulos, son modificadas de acuerdo a un campo de velocidad externo, el
cual incluye un componente dependiente de la curvatura local que garantiza
la preservación local del área.
El contenido de este Caṕıtulo corresponde a la traducción al español del
art́ıculo “A Fast Mesh Deformation Method for Neuroanatomical Surface
Inflated Representations”, publicado en las Memorias del IEEE Pacific-Rim
Symposium on Image and Video Technology PSIVT2007 [72].
6.1. Introducción
Las tecnoloǵıas computacionales han invadido recientemente la práctica
médica, transformando el desarrollo de las actividades cĺınicas y convir-
tiéndose en una herramienta importante para el diagnóstico, tratamiento y
seguimiento de los pacientes. En particular, la utilización de modelos tridi-
mensionales, obtenidos de imágenes médicas de Resonancia Magnética, To-
mograf́ıa de Emisión de Positrones o Tomograf́ıa Computarizada, mejora la
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visualización y el análisis funcional de estructuras anatómicas con geometŕıa
intrincada. Los estudios morfométricos requieren un alto grado de precisión
y reproducibilidad [26], tareas dif́ıciles de alcanzar debido a la complejidad
de estas estructuras. La valoración de longitudes y áreas en estas superficies
es un proceso que consume mucho tiempo, y este factor limita la realización
de grandes volúmenes de estudios anatómicos. Esta problemática situación
empeora cuando se considera que los estudios morfométricos presentan va-
riabilidades que pueden alcanzar un 30% [26], un porcentaje inaceptable
para muchas investigaciones. Esta clase de procedimientos pueden ser asisti-
dos por medio de técnicas semi-automatizadas o totalmente automáticas, las
cuales están orientadas generalmente a la medición de estructuras cerebrales
profundas a través de estrategias basadas en objetos [60] o en voxeles [78].
Posteriormente, la deformación de la superficie en una más simple permite
superar la mayoŕıa de estas dificultades, puesto que las mediciones pueden
realizarse sobre superficies más simples y suaves [25, 4]. Estos análisis mor-
fométricos pueden ser simplificados si las longitudes y áreas son calculadas
sobre versiones de la superficie más suaves y topológicamente equivalentes,
restringidas a la condición de preservar las propiedades métricas de manera
apropiada.
Los modelos deformables, aquellos donde un contorno 2D o una super-
ficie 3D se hacen evolucionar hasta que toman la forma de un contorno o
superficie objetivo, han sido tema de estudio en los últimos veinte años. Los
modelos deformables 2D fueron introducidos por Kass et al. [48] y exten-
didos al caso 3D por Terzopoulos et al. [80]. Un amplio rango de aplica-
ciones de estos modelos incluye el reconocimiento de patrones, la anima-
ción computarizada, el modelado geométrico, la simulación y la segmenta-
ción de imágenes, entre otras [63]. Una gran cantidad de trabajos previos
[11, 21, 22, 24, 20, 45, 23, 38, 30, 18, 29, 28] se enfocaron en la aplicación de
los modelos deformables al análisis de la corteza cerebral. En estos art́ıculos,
se plantean varios modelos orientados a generar diferentes tipos de represen-
taciones simplificadas. Estos trabajos introducen varios análisis basados en
superficies de la corteza cerebral, tales como suavizado de superficies, trans-
formaciones geométricas, proyecciones o mapeos, aplanado de superficies y
otros tipos de deformaciones.
Los trabajos recientes en el área de deformación de superficies se han
enfocado en generar tres tipos de representaciones: aplanadas, suavizadas
y esféricas. Los métodos de aplanado transforman la superficie 3D original
en una representación en el plano, insertando algunas veces ĺıneas de corte
en los bordes de la superficie, una estrategia simple que permite reducir la
tensión en la superficie aplanada. Los métodos de suavizado de superficies
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expanden de manera iterativa la superficie, conservando su forma general
y simplificando su geometŕıa. Las representaciones esféricas o elipsoidales
pueden ser obtenidas definiendo un mapeo conforme de la superficie original
en la esfera o elipsoide. Estas representaciones están orientadas generalmente
a facilitar la visualización de una estructura particular, sin tener en cuenta
las restricciones de preservación de las métricas.
Con respecto a los métodos de deformación bajo la restricción de preser-
vación de las métricas, varios trabajos se han dedicado a construir mapeos
conformes o cuasi-conformes de la superficie cerebral. Estas aproximacio-
nes aplican un teorema importante de la geometŕıa de Riemann, que indica
que una superficie de genus cero (sin hoyos o intersecciones consigo misma)
puede ser mapeada de manera conforme en una esfera y cualquier porción
local de la superficie puede ser mapeada en un disco. Los mapeos conformes
preservan ángulos, y algunos esfuerzos se han orientado a diseñar también
mapeos con preservación de áreas o preservación aproximada de longitudes
[2, 37, 34, 41, 46, 87], reportando distorsiones métricas de cerca del 30%
de la superficie original. Por otro lado, otro grupo de métodos proponen un
conjunto de fuerzas locales, que garantizan una preservación aproximada de
las métricas1 mientras suavizan la superficie [29, 39, 37, 79]. Es bien sabi-
do que es imposible preservar de manera exacta las distancias, o preservar
áreas y ángulos de manera simultánea debido a que la superficie original y
su versión suavizada tienen una curvatura Gaussiana diferente [19]. Pons et
al. [67] presentan un método para deformar la superficie cortical con una
distorsión en el área menor al 5%. Esta aproximación utiliza un movimiento
tangencial que depende del movimiento normal, constrúıdo para asegurar
la preservación del área. Sin embargo, la implementación es realizada uti-
lizando representaciones con alto costo computacional como los level sets
[75].
El objetivo principal es el de desarrollar un método de deformación efi-
ciente y preciso para representaciones en malla de superficies 3D, restringido
por fuertes condiciones de preservación del área. En el presente trabajo se
introduce una formulación novedosa, que cumple con el requerimiento de
preservación de áreas para superficies en evolución. La superficie original,
aproximada por una malla de triángulos, es modificada al aplicar un cam-
po externo de velocidades, que conduce la superficie de manera iterativa
hacia una configuración geométrica establecida. Este campo de velocidades
está compuesto de una fuerza de suavizado, utilizada para mover cada punto
de la superficie en dirección del centroide de sus vecinos, y un término de
1Estos métodos reportan distorsiones métricas de hasta un 20% de la superficie original
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expansión radial. Este último término combina una velocidad radial (como
la distancia a la superficie de una esfera determinada) con un componente
geométrico que depende de la curvatura local y se encarga de preservar las
propiedades métricas locales.
6.2. Métodos y Modelos
En esta sección se desarrolla el modelo matemático que incluye las con-
diciones para la preservación del área local de una superficie en evolución,
representada por una malla de triángulos. A continuación se introducen los
términos de suavizado y de expansión radial, los cuales dirigen el proceso de
deformación. Finalmente se describe el modelo de velocidad completo, junto
con una descripción del algoritmo de evolución de la superficie.
6.2.1. Preservación Local del Área
El enfoque completo puede formularse como sigue: considérese una su-
perficie representada por medio de una malla de triángulos y compuesta de
N vértices o puntos. Esta malla es forzada a deformarse en una superficie
objetivo, que cumpla con la restricción de preservar la métrica local Euclidia-




como una función de las coordenadas
de los nodos xi, mientras que la condición de conservación global de S sobre











donde ẋi denota la derivada de xi con respecto al parámetro t (que corres-
ponde al tiempo).
El área total S, escrita como la suma de las áreas de los triángulos en la







donde sil representa el área de todos los triángulos que tienen a xi como uno
de sus vértices, y S⋆i corresponde al área del resto de los triángulos, ninguno
de los cuales tiene a xi como un vértice.
















sil = 0 (6.2)
la cual satisface claramente la condición buscada.







que puede ser visto como un “vector de curvatura” asociado al i-ésimo vértice
de manera que se garantiza la preservación del área local cuando la variación
de xi es perpendicular a κi. Esta estimación local de la curvatura κi es un




|xj+1 − xj |
a − b cosα
2 sinα







son vectores unitarios con direcciones definidas en el triángulo
con vértices i, j y j+1, y α es el ángulo entre ellos que satisface a ·b = cosα.
6.2.2. Términos de Suavizado
El término local de suavizado FSL(i) es calculado para cada punto xi
como la diferencia entre el centro de masas xCM de los triángulos que com-
parten el vértice xi y la posición de este vértice, es decir














ni · (xi − xj)ni
donde ni es el vector normal promedio en cada triángulo que comparte el
vértice i-ésimo y la suma en j es sobre todos los vecinos del punto i-ésimo.
El término de suavizado total FS(i) = FSL(i) + FSG, propuesto por Fischl
et al. [28], conduce cada vértice en la dirección del centroide de sus vecinos.
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6.2.3. Movimiento de Expansión Radial
En conjunto, el movimiento de expansión está dado por tres componen-
tes diferentes: una velocidad radial definida por el usuario, un componente
geométrico que depende de la curvatura local y una expansión radial que
empuja la superficie hacia una esfera hipotética. Estas fuerzas apuntan en
dirección de la normal promedio ni del vértice i-ésimo, aśı
hR(i) = [|vradial(i)| + F (κi) + (Rext − xi · ni)]ni
donde F (κi)) = −|κi|, de manera que si la curvatura es positiva (forma de
“barriga”), la superficie es aplanada hacia el interior y cuando la curvatura
es negativa (forma “hundida”), la superficie es aplanada hacia el exterior. El
valor de referencia Rext corresponde a la máxima distancia entre la superficie
completa y su centro de masas. Este término empuja hacia afuera los puntos
en dirección a la esfera circunscrita.
6.2.4. Modelo de Velocidad
Se asume que se impone un campo de deformación de manera que cada
vértice xi se mueve con una “velocidad” particular v(xi), la cual depende de
la posición del vértice. Entonces, la ecuación de evolución para cada punto
es
ẋi = fSL(i) + fSG + λihR(i)
donde λi es un parámetro local que da cuenta del peso relativo de la ex-
pansión radial y el suavizado. Esta función de ponderación se estima de la
relación de conservación local ẋi · κi = 0:
λi = −
κi · (fSL(i) + fSG)
κi · hR(i)
(6.3)
Para prevenir la aparición de fenómenos de rigidez durante la evolución
de la superficie, se introduce un parámetro adicional β dentro del término
de expansión
ẋi = fSL(i) + fSG + [(1 + β)λi − βλ]hR(i) (6.4)
adicionalmente, se incluye una función de ponderación global
λ = −
∑
i κi · (fSL(i) + fSG)∑
i κi · hR(i)
Esta ecuación de evolución combina, en una proporción aritmética, efectos
de preservación local y global; que corresponde al modelo de movimiento
utilizado en este trabajo.
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6.2.5. Modelo de Evolución de la Superficie
El campo externo de velocidad impone un movimiento de expansión o
contracción conducido por la fuerza radial. F́ısicamente, esto corresponde
a una presión interna que actúa en una superficie suavizada, resultado de
un efecto de redistribución de la tensión superficial como respuesta a los
cambios de presión. El movimiento de expansión radial es consecuencia del
exceso de presión resultante. En concordancia con este esquema, se propone
un proceso de evolución de la superficie en dos fases. En la primera etapa,
sólo se aplican los términos de suavizado locales y global, actualizando las
posiciones de los puntos de la malla. Una vez la superficie ha sido suavizada,
el factor de expansión radial, que incluye el término de preservación local,
es calculado y aplicado a las coordenadas de los puntos de la superficie
suavizada. El Algoritmo 1, presentado a continuación, resume el proceso de
evolución.
Algoritmo 1 Evolución de la Superficie
Fijar el paso de tiempo ∆t y el parámetro β
repetir
Calcular la fuerza global de suavizado FSG
para i = 1 hasta N hacer
Calcular la fuerza local de suavizado FSL(i)
Actualizar las coordenadas de los puntos:
x̃i(t) = xi(t) + [FSL(i) + FSG]∆t
fin para
para i = 1 hasta N hacer
Calcular la fuerza de expansión radial hR(i)
Calcular el parámetro de ponderación local λi
fin para
Calcular el parámetro de ponderación global λ
para i = 1 hasta N hacer
Actualizar las coordenadas de los puntos:
xi(t+ dt) = x̃i(t) + [(1 + β)λi − βλ]hR(i)dt
fin para
hasta Satisfacer algún criterio de convergencia
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6.3. Resultados y Discusión
En esta sección se obtienen representaciones suavizadas para superficies
generadas manualmente u obtenidas a partir de datos neuroanatómicos rea-
les. A continuación se introduce una descripción de las superficies obtenidas
junto con consideraciones sobre la implementación y la evaluación.
6.3.1. Superficies Sintéticas
En una primera etapa, el modelo de deformación fue evaluado sobre
superficies sintéticas, generadas y modificadas por medio de una rutina de
MathematicaTM (version 5.0), la cual implementa el proceso de evolución de
la superficie presentado en el Algoritmo 1. Estas superficies fueron obtenidas
por medio de la unión de figuras simples como se ilustra en la Figura 6.1, con
discontinuidades similares a las presentadas por los datos neuroanatómicos
reales. El número de triángulos vaŕıa entre 192 y 288 y las unidades de
área fueron definidas para cada superficie a partir del espacio cartesiano
isotrópico generado para cada caso. La Figura 6.1 ilustra nuestra técnica
sobre una superficie sintética, constrúıda utilizando dos esferas con lo que
se obtuvo una discontinuidad. La superficie inicial se presenta en el panel
izquierdo y la superficie resultante, después de 25 iteraciones, en el panel
derecho. En este ejemplo, el área total de ambas superficies es 20, 95 unidades
de área, de manera que el área total fue preservada. Nótese que la fuerza de
suavizado, sujeta a la condición de preservación, redistribuye la posición de
los puntos, un efecto que puede apreciarse en la figura como la torsión de la
dirección principal de la superficie.
La Figura 6.2 muestra, sobre una superficie sintética similar a un tallo ce-
rebral, como se evaluó el modelo utilizando valores diferentes del parámetro
β. La Figura 6.2 presenta la superficie inicial (panel 6.2(a)) y los resultados
obtenidos con valores de β iguales a 0,5, 1,0 y 1,5 se muestran en los paneles
6.2(b), 6.2(c) and 6.2(d), respectivamente. Después de 10 iteraciones con un
paso de tiempo fijado en dt = 0,1, las tres superficies resultantes presentan
diferentes grados de deformación, sin introducir distorsiones métricas.
6.3.2. Superficies Reales
El rendimiento del proceso de evolución fue evaluado también en su-
perficies 3D obtenidas de datos neuroanatómicos reales. La implementa-
ción fue desarrollada en C++, utilizando las funciones de la libreŕıa VTK
(www.vtk.org) para la interacción y visualización de estas estructuras. Estas
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(a) (b)
Figura 6.1: Resultado de aplicar nuestro modelo de deformación a una su-
perficie sintética (a) Superficie inicial (b) Superficie deformada
(a) (b) (c) (d)
Figura 6.2: Resultado de aplicar nuestro modelo de deformación, usando
un valor β variable, a una superficie sintética (a) Superficie inicial (b) Con
β = 0,5 (c) Con β = 1,0 (d) Con β = 1,5
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rutinas fueron ejecutadas en un sistema Linux con un procesador Intel Core
2 Duo de 2.13 GHz y 2GB en memoria RAM.
Conjuntos de Datos
Como entradas del algoritmo se utilizaron superficies de triángulos del
tallo cerebral y el cerebelo, segmentadas y reconstrúıdas a partir de imágenes
médicas. El tallo cerebral se obtuvo de una imagen de tomograf́ıa compu-
tarizada de 512×512×50, y la malla resultante se compone de 2800 puntos y
5596 triángulos. El cerebelo se obtuvo de una imagen de tomograf́ıa compu-
tarizada de 512×512×40 y como resultado se obtuvo una malla compuesta
de 4650 puntos y 9296 triángulos.
Aspectos de Implementación
El esquema de sobre-relajación propuesto en la Ecuación 6.4 para la inte-
gración, fue reemplazado por un esquema predictor-corrector de un paso [68]
(ver Apéndice A). La condición de preservación local se introduce a través
de un parámetro λi que obliga al vector de curvatura κi a ser perpendicu-
lar a la dirección de la fuerza de suavizado. El denominador del parámetro
λi (ver Ecuación 6.3) se restringió a valores mayores que 0,001 para evitar
discontinuidades. El factor de preservación del área global λ facilita un ma-
nejo adecuado de la contribución de preservación general mientras relaja la
condición de conservación local. Se introduce además el parámetro β para
gestionar el balance entre las contribuciones locales y globales (ver Ecuación
6.4). Todos los ejemplos usan un parámetro β = 0,2 y un paso de tiempo
∆t = 0,001. Finalmente, la fuerza de suavizado total fue ponderada con un
factor de 1,2 en la misma ecuación.
Aspectos de Evaluación
Para la evaluación, se introduce un factor de área local Ji en un punto




pi , donde A
0
pi es el área inicial y A
t
pi
es el área actual del parche alrededor de este punto, definido como el área
de los triángulos que comparten el punto xi. Un Ji decreciente indica que
el área local se está expandiendo, mientras que un Ji creciente indica una
contracción del área local. Adicionalmente, se define el factor de área pro-
medio como J̄ = 1/N
∑N
i Ji y el factor de área normalizado como la razón
entre el factor de área local Ji y el factor de área promedio J̄ . Este factor
J/J̄ corresponde a una estimación de los cambios de las áreas locales con




(b) (c) (d) (e)
Figura 6.3: Resultado de aplicar nuestro modelo de deformación a una su-
perficie del tallo cerebral (a) Superficie inicial (b) Iteración 500 (c) Iteración
1000 (d) Iteración 2000 (e) Iteración 3000
La Figura 6.3 ilustra el proceso de deformación sobre datos reales del
tallo cerebral. El panel superior (Figura 6.3(a)) corresponde a la superficie
original y las figuras inferiores 6.3(b), 6.3(c), 6.3(d) y 6.3(e) presentan las
mallas resultantes después de 500, 1000, 2000 y 3000 iteraciones, respectiva-
mente. El método de deformación, aplicado sobre la malla del tallo cerebral,
presenta una distorsión del área local cercana al 4% en el 97% de los par-
ches después de 3000 iteraciones. Respecto al rendimiento, la imagen 6.3(e)
se obtuvo después de 223 s, un tiempo considerado como adecuado para
mediciones en estudios morfométricos reales.
La Tabla 6.1 muestra el factor de área normalizado en el intervalo [0, 2]
para la superficie del tallo cerebral. Una razón cercana a uno indica pequeños
cambios en el área, en otras palabras, los cambios locales y globales son
comparables. Las figuras indican pequeños cambios dado que la mayoŕıa de
los parches presentan una razón cercana a 1.
Para la malla del cerebelo, la distorsión del área local es cercana al 4%
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J/J̄ Número de parches % de parches
0,0 − 0,75 0 0%
0,76 − 0,95 0 0%
0,96 − 1,04 2722 97,21%
1,05 − 1,24 71 2,54%
1,25 − 2,0 7 0,25%
Tabla 6.1: Factor de área normalizado J/J̄ para la superficie del tallo cere-
bral
(a)
(b) (c) (d) (e)
Figura 6.4: Resultado de aplicar nuestro modelo de deformación a una su-
perficie del cerebelo (a) Superficie inicial (b) Iteración 500 (c) Iteración 1000
(d) Iteración 2000 (e) Iteración 3000
en el 99% de los parches hasta la iteración 3000. La Figura 6.4 presenta
imágenes de la deformación: el panel superior (Figura 6.4(a)) corresponde a
la superficie inicial y las figuras inferiores 6.4(b), 6.4(c), 6.4(d) y 6.4(e) pre-
sentan las mallas resultantes después de 500, 1000, 2000 y 3000 iteraciones,
respectivamente. El tiempo de cálculo para 3000 iteraciones es de 366 s. El
factor de área normalizado, como se muestra en la Tabla 6.2, es nuevamente
consistente con los pequeños cambios en el área.
Análisis de Rendimiento
La Tabla 6.3 resume el tiempo de procesamiento requerido para gene-
rar las mallas resultantes presentadas anteriormente. Es importante recalcar
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J/J̄ Número de parches % de parches
0,0 − 0,75 0 0%
0,76 − 0,95 12 0,26%
0,96 − 1,04 4622 99,40%
1,05 − 1,24 0 0%
1,25 − 2,0 16 0,34%
Tabla 6.2: Factor de área normalizado J/J̄ para la superficie del cerebelo
que las mallas intermedias obtenidas después de cada iteración no son vi-
sualizadas y únicamente se presenta al usuario la superficie final. Como se
observa en la Tabla 6.3, la CPU ejecuta 8,2 iteraciones para la malla del
cerebelo en un segundo, mientras que la superficie del tallo cerebral requiere
13,5 iteraciones en el mismo tiempo, resultados perfectamente compatibles
con la práctica cĺınica real.
Conjuntos Número Tiempo de procesamiento
de datos de puntos Iter. 500 Iter. 1000 Iter. 2000 Iter. 3000
Tallo cerebral 2800 37 s 74 s 147 s 223 s
Cerebelo 4650 61 s 122 s 244 s 366 s




Prototipo de Visualización y
Medición
Una vez completada la formulación del modelo de deformación, debe te-
nerse en cuenta la necesidad de una aplicación que permita al usuario leer un
archivo que representa una estructura 3D, aplicar el método de deformación
planteado y cuantificar la distorsión en las métricas introducida por el proce-
dimiento. Inicialmente, esta aplicación proveerá la infraestructura necesaria
para la validación y pruebas del modelo; y posteriormente llegará a ser el
prototipo de una aplicación que permita a los especialistas médicos realizar
y cuantificar análisis morfométricos sobre cualquier estructura o grupo de
ellas.
7.1. Metodoloǵıa de Desarrollo
Se requiere el desarrollo de una aplicación que permita la visualización
de la superficie 3D y del proceso de deformación de la misma, y que además
ofrezca al usuario la funcionalidad para cuantificar el conjunto de métricas.
La metodoloǵıa de desarrollo de software escogida para la implementación de
esta herramienta es la construcción de prototipos de forma evolutiva, con el
fin de que, en cada etapa del proyecto, el aplicativo provea la funcionalidad
básica para la validación y pruebas.
La metodoloǵıa contempla una etapa de inicialización, donde se definen
los objetivos que se piensan cumplir en cada iteración. Luego, se realiza la
parte iterativa, en donde, de acuerdo a los objetivos trazados, se hace la
planeación, análisis, diseño e implementación. Al terminar estas tareas, se
hacen evaluaciones y pruebas para determinar si los objetivos se cumplieron.
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Luego, las dos etapas se repiten, hasta que el producto final cumple todas
las especificaciones y satisface los requerimientos del usuario. Para esto,
generalmente se mantiene una lista de control donde se especifican todas las
tareas que deben ser realizadas.
7.2. Componentes Principales
El prototipo computacional desarrollado para la visualización y medición
de las superficies 3D simplificadas está compuesto por la implementación del
método de deformación, los algoritmos para medición sobre las superficies
y para la cuantificación de las distorsiones, y los componentes básicos de la
interfaz de usuario.
7.2.1. Implementación del Método de Deformación
La implementación del método de deformación planteado en el Caṕıtulo
6 consistió en la traducción a lenguaje C++ del Algoritmo 1, junto con la
implementación del esquema predictor-corrector y de las operaciones vecto-
riales necesarias.
7.2.2. Cálculo de las Medidas
Los algoritmos para el cálculo de las áreas y longitudes sobre superficies
3D vaŕıan dependiendo del tipo de representación utilizado para generar las
superficies 3D: mallas poligonales, representaciones con voxeles, superficies
paramétricas, superficies impĺıcitas, modelos de geometŕıa sólida construc-
tiva (CSG), y algunos más.
En el caso de mallas poligonales, el cálculo de la distancia entre dos
puntos puede realizarse avanzando por las aristas y sumando sus longitudes.
Cuando se requieren valores exactos para las distancias, es posible tomar
diversos puntos sobre la malla e interpolar una curva que permita calcular
la distancia. Para el cálculo de las áreas, es necesario definir una frontera
que corresponda con las aristas de los poĺıgonos constituyentes, y luego se
suman las áreas de todos los poĺıgonos que quedan dentro de la frontera.
Para calcular áreas de manera más exacta, es posible interpolar la curva de
frontera y utilizar métodos de subdivisión de poĺıgonos para encontrar las
contribuciones de cada uno de los poĺıgonos al área total.
Para la cuantificación de la distorsión métrica introducida por el método
de deformación, se implementó el cálculo del factor de área normalizado para
cada uno de los puntos de la superficie. Con estos valores se construye un
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histograma que permite identificar el porcentaje de parches (o áreas locales)
afectados por la distorsión.
7.3. Requerimientos de Hardware y Software
El desarrollo de la aplicación requiere una libreŕıa para visualizar e in-
teractuar con las superficies tridimensionales, en este caso se utilizó VTK
(Visualization ToolKit), libreŕıa de código abierto y multiplataforma, com-
puesta de clases C++ e interfaces interpretadas para lenguajes como Tcl/Tk,
Java y Phyton. También se requiere una libreŕıa para elaborar la interfaz de
usuario, con VTK y lenguaje C++ es posible utilizar WxWidgets.
En cuanto a los requerimientos de hardware, para la correcta visuali-
zación de las superficies 3D y una interacción más rápida, se requiere una
tarjeta de video con mı́nimo 128MB de memoria independiente.
7.4. Descripción del Prototipo
El prototipo de visualización desarrollado consta de una ventana dividida
en dos paneles, como se muestra en la Figura 7.1. En el panel izquierdo se
visualiza la superficie original, mientras que el panel de la derecha presenta
la superficie deformada obtenida al ejecutarse las iteraciones indicadas al
inicio de la aplicación. La libreŕıa de visualización provee herramientas para
que el usuario interactúe con las superficies 3D, permitiendo operaciones de
escalamiento, rotación y traslación en los tres ejes (x, y y z).
Conjuntamente con la superficie deformada, el prototipo entrega infor-
mación sobre el cambio en el área total de la estructura 3D, aśı como el
factor de área promedio para los parches en la superficie (Figura 7.2). El
factor de área normalizado, utilizado para cuantificar el porcentaje de par-
ches afectados por la distorsión métrica, es calculado para cada uno de los
puntos en la superficie. Con estos valores, la aplicación genera un archivo
de texto separado por comas (.cvs) con el histograma, el cual puede grafi-
carse para visualizar los porcentajes de distorsión y la cantidad de parches
afectados.
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Figura 7.1: Previsualización del prototipo de visualización desarrollado





Los métodos para deformar superficies son ampliamente usados en dife-
rentes disciplinas como la computación gráfica, el diseño gráfico y de modas,
la animación por computador y la publicidad, entre otras. En medicina, estos
facilitan la visualización de las caracteŕısticas estructurales y funcionales de
los volúmenes anatómicos. Estos volúmenes se generan con diferentes técni-
cas como tomograf́ıa computarizada, resonancia magnética, tomograf́ıa por
emisión de positrones y ecograf́ıa 3D. Los análisis que se realizan sobre estos
volúmenes requieren un nivel de precisión mucho mayor por cuanto el cono-
cimiento médico depende de la posibilidad de realizar medidas que proveen
información vital sobre la condición del paciente.
Existen diferentes clases de deformaciones de superficies: aplanado, ali-
sado, mapeo y metamorfosis, bajo las cuales se pueden agrupar los métodos
publicados más recientemente. Las caracteŕısticas particulares de cada méto-
do lo pueden hacer más o menos adecuado para ciertos tipo de problema.
Espećıficamente en el problema de morfometŕıa de estructuras anatómicas,
en el cual se caracterizan cuantitativamente áreas y longitudes para anali-
zar cambios en las estructuras, es importante asegurar la precisión en es-
tas mediciones. De esta manera, los métodos de deformación aplicables a
los análisis morfométricos deben enfocarse primordialmente en garantizar la
preservación de áreas y/o longitudes a lo largo del proceso de evolución de
la superficie.
En este trabajo se presentó un método de deformación que permite ge-
nerar representaciones suavizadas de estructuras neuroanatómicas garanti-
zando la conservación local del área. Estas estructuras están representadas
como superficies 3D aproximadas por mallas de triángulos, de manera que
estas simples representaciones permiten obtener una deformación eficiente y
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rápida sujeta a una preservación del área local. Este enfoque es eficiente de-
bido a los pequeños cambios en el área y rápido en términos de visualización
adecuada para la práctica cĺınica real.
La velocidad de cada nodo está dada por un campo de movimiento
geométrico y variable al cual se aplican las restricciones de preservación del
área. Se utiliza una restricción de preservación del área que combina térmi-
nos locales y globales para aumentar el éxito del algoritmo. La estructura
matemática del modelo de movimiento con restricciones permite integrar
fácilmente el movimiento por cada nodo, sin necesidad de resolver grandes
sistemas de ecuaciones en cada paso de integración.
Finalmente, se presentó la aplicabilidad de este algoritmo para calcular
representaciones suavizadas de estructuras neuroanatómicas a partir de da-
tos reales. Los porcentajes obtenidos para la distorsión de las áreas locales,
cercanos al 4%, son congruentes y comparables con los resultados presenta-
dos por otros métodos de deformación similares.
8.1. Trabajos Futuros
El modelo planteado corresponde a una exploración inicial de la defor-
mación de superficies inspirada en modelos f́ısicos de difusión. Sin embargo,
aún quedan por estudiar varios tópicos relacionados que garantizan la con-
tinuidad del proyecto dentro del grupo de investigación BioIngenium. Entre
ellos se encuentran:
Validación con otras superficies: Se espera utilizar un conjunto
de imágenes médicas de resonancia magnética y tomograf́ıa compu-
tarizada para segmentar y generar representaciones 3D de diferentes
estructuras neuroanatómicas como el cerebelo, el tallo cerebral y el
cerebro. Estos conjuntos de superficies 3D se utilizaŕıan para evaluar
la variabilidad en los porcentajes de distorsión de las áreas locales en-
tregados por el método de deformación. También se espera evaluarlo
con diferentes superficies sintéticas que presenten grados variables de
complejidad.
Análisis de parámetros: Se requiere determinar el procedimiento
para estimar el valor óptimo del parámetro β que requeriŕıa una su-
perficie particular para evolucionar minimizando el porcentaje de dis-
torsión de las áreas locales.
Extensión de criterios: Se considera importante explorar las posibi-
lidades que ofrece el método planteado de ser ampliado para incorporar
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otros principios de conservación, como la preservación de longitudes,
arcos o ángulos.
Inclusión de nuevas funcionalidades al prototipo: El prototipo
de visualización ofrece una funcionalidad mı́nima para la interacción
con las superficies y sus versiones simplificadas. Sin embargo, para fa-
cilitar la usabilidad de la herramienta en la práctica cĺınica actual, es
necesario complementarla con una interfaz de usuario adecuada y con
funciones para la manipulación de imágenes médicas, para la segmen-
tación y reconstrucción de las estructuras 3D y para la medición de
áreas y longitudes definidas por el usuario.
Evaluación cĺınica: Adicionalmente, es necesario complementar el






Los métodos predictor-corrector son comúnmente utilizados para la re-
solución numérica de problemas de valor inicial para ecuaciones diferenciales
ordinarias [68]. Como su nombre lo indica, se componen de dos etapas, en la
predicción se extrapola un ajuste polinomial de la derivada partiendo de va-
rios puntos previos hacia el nuevo punto, y en la corrección esto es utilizado
para interpolar la derivada.
Uno de los métodos predictor-corrector más utilizados es el esquema
Adams-Bashforth-Moulton, método multipaso derivado del teorema funda-
mental del cálculo
y(tk+1) = y(tk) +
∫ tk+1
tk
f(t, y(t)) dt (A.1)
La etapa de predicción utiliza la aproximación por polinomios de Lagran-
ge de f(t, y(t)) basado en los puntos (tk−3, fk−3), (tk−2, fk−2), (tk−1, fk−1)
y (tk, fk), integrando sobre el intervalo [tk, tk+1] en A.1. Con esto se obtiene
la predicción de Adams-Bashforth de orden cuatro:
pk+1 = yk +
h
24
(−9fk−3 + 37fk−2 − 59fk−1 + 55fk) (A.2)
Teniendo en cuenta sólo los puntos (tk−2, fk−2), (tk−1, fk−1) y (tk, fk), se
obtiene la predicción de orden tres:
pk+1 = yk +
h
12
(5fk−2 − 16fk−1 + 23fk) (A.3)
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La corrección se lleva a cabo de manera similar, teniendo en cuenta esa
vez el valor ya calculado pk+1. Un segundo polinomio de Lagrange es cons-
trúıdo, para el caso de orden cuatro, con los puntos (tk−2, fk−2), (tk−1, fk−1),
(tk, fk) y el nuevo punto (tk+1, fk+1) = (tk+1, f(tk+1, pk+1)). Este polino-
mio es integrado en el intervalo [tk, tk+1], obteniendo el corrector Adams-
Moulton:
yk+1 = yk +
h
24
(fk−2 − 5fk−1 + 19fk + 9fk+1) (A.4)
para el caso de orden tres, el corrector tiene la siguiente forma:
yk+1 = yk +
h
12
(−fk−1 + 8fk + 5fk+1) (A.5)
Dentro del método predictor-corrector, ocurren tres procesos de manera
consecutiva: la etapa de predicción (P ), la evaluación de la derivada fk+1
a partir de la predicción pk+1 (E), y la etapa de corrección (C). En esta
notación, iterar m veces el corrector se escribiŕıa como P (EC)m. También se
tiene la opción de finalizar con un paso C o un E. La estrategia recomendada
generalmente es PECE, dado que una E final entrega mejores resultados.
A.2. Método del Gradiente Conjugado
El método del Gradiente Conjugado es un método efectivo para resolver
sistemas de ecuaciones lineales simétricos y definidos positivos [7]. Consiste
en la generación secuencial de aproximaciones sucesivas a la solución, con-
juntamente con los residuos correspondientes y las direcciones de búsqueda
necesarias para actualizar los estimados y los residuos. Cada iteración del
método requiere la evaluación de dos productos punto para obtener valo-
res escalares de actualización que hacen que las secuencias cumplan ciertas
condiciones de ortogonalidad. En un sistema lineal simétrico y definido posi-
tivo estas condiciones implican la minimización de la distancia a la solución
verdadera.
Las aproximaciones xi son actualizadas en cada iteración por un múltiplo
(αi) del vector de dirección de búsqueda pi
xi = xi−1 + αipi
Los residuos ri = b−Axi son actualizados a su vez mediante
ri = ri−1 − αqi donde qi = Api (A.6)
Sobre todas las posibilidades de α en A.6, la escogencia de α = αi =
rTi−1ri−1/p
T





Los residuos se utilizan para actualizar las direcciones de búsqueda
pi = ri + βi−1pi−1 (A.7)
donde, para garantizar que pi y Api−1 (o, de manera equivalente, ri y ri−1)




i−1ri−1. Esta escogencia de βi hace que
pi y ri sean ortogonales a todos los Apj y rj precedentes, respectivamente.
Algoritmo 2 Método del Gradiente Conjugado
Calcular r0 = b−Ax0 para una aproximación inicial x0














xi = xi−1 + αipi
ri = ri−1 − αiqi




Derivación del Vector κi
Para calcular el vector κi se calculan las áreas de los triángulos que el
punto xi forma con los sucesivos pares de vértices vecinos xj y xj+1. La




(xi − xj) × (xj+1 − xj)




|xi − xj| |xj+1 − xj| sin θi,j,j+1
(donde θi,j,j+1 es el ángulo que forman los dos vectores diferencia en el vértice













|xi − xj |2|xj+1 − xj |2 − [(xi − xj) · (xj+1 − xj)]2
}





|xj+1 − xj|2(xi − xj) − [(xi − xj) · (xj+1 − xj)](xj+1 − xj)
]
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La derivada respecto a xi de |sij| valdrá








|xj+1 − xj |2(xi − xj) − [(xi − xj) · (xj+1 − xj)](xj+1 − xj)
]
√
|xi − xj|2|xj+1 − xj|2 − [(xi − xj) · (xj+1 − xj)]2







|xj+1 − xj|2(xi − xj) − [(xi − xj) · (xj+1 − xj)](xj+1 − xj)
]
√
|xi − xj |2|xj+1 − xj |2 − [(xi − xj) · (xj+1 − xj)]2
la cual se puede simplificar más, aplicando las siguientes expresiones:
(xi − xj) = |xi − xj|a
(xj+1 − xj) = |xj+1 − xj |b







(a − b cosα)√




|xj+1 − xj |
(a − b cosα)
2 sinα
donde α es el ángulo entre los vectores a y b que satisface a · b = cosα,
como se ilustra en la Figura B.1.








La aproximación de la expresión −(n−1)
∫ ∫
Γ(HvN−HvN )τjdS sobre los
elementos finitos, es decir, sobre los triángulos que constituyen la superficie




con ψ(x) = (HvN −HvN )|x y φ(x) = τj .
Para poder evaluar esta doble integral sobre el triángulo (el elemento
finito escogido), es necesario describir el comportamiento de las funciones
ψ(x) y φ(x) de manera continua, ya que únicamente se conocen sus valores
en los vértices que definen el triángulo. También se requiere definir los ĺımites
de integración en función de los puntos conocidos del triángulo, es decir, de
las coordenadas x y y de sus vértices. Estas consideraciones se ilustran en
la Figura C.1
La definición de los ĺımites de integración xa y xb en función de los valores
conocidos para x y y se consigue a partir de la forma de la ecuación de la
recta dados dos puntos conocidos, aśı
xa − xj
y − 0 =
xi − xj
yi − 0




0 − y =
xj+1 − xi
0 − yi




Figura C.1: Ilustración de las consideraciones sobre el elemento finito
El comportamiento continuo de las funciones ψ(x) y φ(x) se describe






ψ(x, y) = a+ b(x− xi) + cy (C.2)
Para el caso de ψ(x.y), es necesario estimar los valores de los coeficientes
que la describen, es decir, las expresiones para estimar a, b y c en función de
los valores conocidos de ψ. Para esto, se evalúa la expresión en cada vértice
del triángulo
ψ(xi) = ψi = a+ cyi
ψ(xj) = ψj = a+ b(xj − xi)
ψ(xj+1) = ψj+1 = a+ b(xj+1 − xi)
y se utilizan estas ecuaciones para despejar los tres coeficientes:
Coeficiente b:















ψj(xj+1 − xj) − (ψj+1 − ψj)(xj − xi)
(xj+1 − xj)
a =



















ψi(xj+1 − xj) − ψj(xj+1 − xi) − ψj+1(xi − xj)
(xj+1 − xj)
]



















((a− bxi) + bx+ cy)dxdy





















ã(xb − xa) +
b(x2b − x2a)
2




Utilizando las expresiones derivadas anteriormente para xa y xb es po-
sible simplificar (xb − xa) y (x2b − x2a) para que la doble integral quede en
función de los valores conocidos para x y y:
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xb − xa






= (xj+1 − xj) −
y(xj+1 − xj)
yi









































































































Estas expresiones pueden reemplazarse en la Ecuación C.3 para seguir
85























































































































(n+ 1)(n + 2)
pueden utilizarse para integrar fácilmente con respecto a y en la Ecuación
C.6 y encontrar aśı una expresión discreta de la integral doble:
∫ ∫
T


















ã = a− bxi =
ψjxj+1 − ψj+1xj
(xj+1 − xj)
c̃ = cyi =





Si se reemplazan las expresiones correspondientes a cada coeficiente, la












Finalmente, si se tiene en cuenta que de acuerdo a la construcción de la
Figura C.1 la expresión {yi(xj+1 −xj)}/2 representa el área del triángulo, y
recobrando el factor −(n−1) que inicialmente multiplica a la integral doble,
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kin. MAPS: multiresolution adaptive parameterization of surfaces. In Proceedings of
the 25th annual conference on Computer graphics and interactive techniques, pages
95–104, 1998.
[53] S. Lee, K. Chwa, J. Hahn, and S. Shin. Image morphing using deformable surfaces.
In Proc. Computer Animation ‘94, page 3139, 1994.
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