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Abstract
The in-depth knowledge of rarefied gas dynamics is crucial to address challenges in a wide range of engineering
problems, where the gas flow is usually multiscale, i.e. covering a wide range of Knudsen numbers. As the
traditional Navier-Stokes equations fail, gas kinetic equations are required to model the flow. So far, very
few numerical methods are designed to efficiently solve the multiscale gas dynamics and reveal the role of
internal degrees of freedom of gas molecules. In this work, a general synthetic iterative scheme (GSIS) is
proposed to find steady-state solution of the gas kinetic equations for molecular gas flows accurately and
efficiently, where the gas kinetic equations are solved together with the macroscopic synthetic equations that
expedite the solution towards the steady state. In the macroscopic synthetic equations, while the momentum
equation is the same as that used in the GSIS for monatomic gas, two energy equations are introduced here
for polyatomic gases: one is for the translational energy and the other for internal energy; these equations
are derived exactly from the gas kinetic equations hence no approximation is made in the final solution.
The Fourier stability analysis is performed to show that the GSIS permits fast convergence to steady-state
solutions in the entire flow regime; meanwhile the asymptotic analysis shows that the GSIS recovers the
Navier-Stokes equations when the Knudsen number is small, even on the spatial grid with cell size much
larger than the molecular mean free path. With all these unique features, several challenging numerical
examples are given to show that the proposed GSIS is a promising tool to simulate multiscale molecular gas
flows and investigate the effects of internal degrees of freedom.
Keywords: rarefied gas flow, general synthetic iterative scheme, molecular gas, fast convergence,
asymptotic Navier-Stokes preserving
1. Introduction1
In-depth knowledge of the rarefied gas dynamics is crucial to address scientific and engineering challenges2
in a wide range of applications, such as high-altitude space vehicles, micro-electromechanical systems, un-3
conventional gas production, and vacuum science. For instance, in space exploration, understanding the4
physico-chemical phenomena that dictate the flow around re-entry capsules allows optimal design of aero-5
dynamic shape and heat shield to fulfill the payload and cost budget, key to success of ambitious space6
missions. In realistic circumstances, the dilute gas flows are usually multiscale in time and/or space, which7
span a wide range of Knudsen numbers (Kn, defined as the ratio of the molecular mean free path to a8
characteristic flow length, or the ratio of a characteristic flow frequency to the molecular mean collision9
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Figure 1: (a) Schematic of flow physics around a re-entry capsule. (b) Schematic diagram of internal excitation, dissociation,
ionization and radiation of the nitrogen species.
frequency). Figure 1(a) illustrates the complexity of flow physics around a re-entry capsule, where the space10
vehicle moves with considerable velocity varying from 7.8 km/s when returning from the International Space11
Station to more than 12 km/s for interplanetary travels. Due to the acute interaction with the atmosphere,12
a strong bow shock wave is generated in front of the capsule; meanwhile supersonic expansion, flow sepa-13
ration, re-circulation, and re-compression take place as the flow passes through it. Behind the shock wave,14
a massive amount of the kinetic energy of free stream is converted into the internal energy of surrounding15
gas, which results in intense convective and radiative heating to the space vehicle. The intermolecular col-16
lisions also promote energy exchanges between the translational and internal (i.e. rotational, vibrational17
and electronic) modes; and eventually leads to nonequilibrium chemical reactions including dissociation and18
ionization, where some species of the products are strong radiators, taken the nitrogen as an example in19
Figure 1(b). Depending on the flight altitude, atmospheric re-entry usually occurs in the continuum/near-20
continuum flow regimes [1], e.g. at 100 km for Earth, however the continuum-fluid hypothesis breaks down21
in the near wake of space vehicle and the kinetic theory is needed to describe the rarefied gas dynamics.22
Although considerable progress has been accomplished, there remain large uncertainties associated with the23
approaches to depict the nonequilibrium dynamics of molecular gas flows with such complexities.24
Continuing efforts are required to develop accurate physical models and computationally efficient methods25
for multiscale flow simulations. Benefited from the technological advances in high-performance computing,26
better understanding of rarefied gas dynamics has been achieved through solving the Boltzmann equation27
in the framework of gas kinetic theory [2, 3]. In particular, the direct simulation Monte Carlo (DSMC)28
method [4], which is equivalent to the solution of Boltzmann equation for monatomic gas [5], has achieved29
overwhelming success in simulating hypersonic flows due to its unconditional stability. To enable DSMC to30
simulate low-speed flows, the information-preserved and low-variance DSMC methods were developed [6, 7].31
However, DSMC becomes prohibitively expensive as the gas flow approaches the near-continuum regime.32
This is because the streaming and collision of gas molecules in DSMC are decoupled on the length and time33
scales comparable to the cell size of spatial grid and simulation time step which, in order to suppress the34
numerical dissipation, are required to be smaller than the molecular mean free path and the mean collision35
time [8], respectively. Moreover, DSMC has explicit time marching, where the time step is restricted by the36
physical collision time such that all the computations are unsteady and the steady solution is obtained as37
the long time asymptotic state of the transient flow [9]. Since the information (e.g. perturbation in the flow38
field) propagation relies on molecular streaming, the number of time steps to reach steady state becomes39
extremely large when Kn is small.40
On the other hand, phenomenological models are introduced in DSMC to describe the intermolecular41
collisions and internal relaxation of molecular gas. Some principles need to be satisfied to guarantee accuracy,42
one of which is that the experimental values of transport coefficients should be recovered. For monatomic43
gases, the variable-hard-sphere and variable-soft-sphere models [4, 10] can produce correct values of shear44
viscosity, thermal conductivity and self-diffusion coefficient. When considering molecular gas flow, additional45
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transport coefficients including the bulk viscosity as well as the translational, rotational and vibrational46
thermal conductivities arise due to energy exchanges between the translational and internal modes. The47
widely used Borgnakke & Larsen phenomenological model [11] is able to recover the energy exchange rates48
so that the bulk viscosity can be correctly obtained, but it has no mechanism to reproduce the total thermal49
conductivity and its components [12]. These physical parameters, however, affect the dynamics of molecular50
gas flows under nonequilibrium conditions (e.g. shock wave structure [13], line shape of the Rayleigh-Brillouin51
scattering [12] and thermal transpiration in micro devices) if the translational thermal conductivity is not52
correct, and even under equilibrium conditions if the total thermal conductivity is not correct.53
The gas kinetic equations can be alternatively solved by deterministic approaches [14, 15, 16]. When54
the Boltzmann equation is extended to the Wang-Chang & Uhlenbeck equation [17] for molecular gases,55
additional internal degrees of freedom yields a collision operator that is much more complicated than the56
Boltzmann collision operator for monatomic gas. In practice, gas kinetic models are introduced to reduce the57
computational complexity in the Wang-Chang & Uhlenbeck equation [18, 19, 20, 21, 22, 23], some of them58
are able to recover all the transport coefficients. Conventional techniques of computational fluid dynamics59
are then utilized to directly discretize the governing equation over a computational grid. Although high-60
order and implicit schemes would be preferred, most of the solvers treat the movement and collision of gas61
molecules in a decoupled manner just as that in DSMC. As a consequence, the restriction on spatial cell size62
and computational time step still exists [24]. Meanwhile, information is exchanged through evolution of gas63
molecular system, thus the conventional iterative scheme (CIS) used by the deterministic solvers for finding64
steady-state solutions also converges extremely slowly when Kn is small [25, 26].65
Inspired by the fast iterative methods originally devised to accelerate the simulation of radiation transport66
problems [27, 28], the present authors have developed a general synthetic iterative scheme (GSIS) to tackle67
the difficulties of CIS for general rarefied gas dynamics rather than specific problems [25, 29, 30, 31, 32],68
such that steady-state solutions are obtained within dozens of iterations at any Knudsen number [33, 34].69
The key ingredient of GSIS is that macroscopic synthetic equations are simultaneously solved with the gas70
kinetic equation, from which the macroscopic flow properties are obtained to guide the evolution of gas71
molecular system thus achieving fast convergence. Moreover, the GSIS asymptotically preserves the Navier-72
Stokes equations at the continuum limit [35], so that the restriction on spatial grid cell size and/or time73
step is eliminated. These advantages make the GSIS a promising tool for simulation of multiscale rarefied74
gas flows [36].75
In this work, we will further explore the GSIS in simulating molecular gas flows, where energy exchanges76
between the translation and internal modes bring new flow physics and pose difficulties to formulate macro-77
scopic synthetic equations. We will establish the GSIS based on the kinetic model developed by Wu et al. for78
molecular gases considering rotational degrees of freedom [37]. This model has the following advantages: 1)79
it is reduced to the Boltzmann equation for monatomic gas when the exchange of translational and rotational80
energies is absent, so that the effect of intermolecular potential and the shear viscosity can be considered;81
2) transport coefficients including the bulk viscosity, the translational and rotational thermal conductivities82
can be freely adjusted to the experimental measured values; 3) although from Figure 1 we see that there are83
many internal modes, we believe the understanding of rotational mode is the first crucial step to study the84
rarefied molecular gas flows. Also, the methodology can be straightforwardly applied to kinetic models with85
more internal modes [22, 23]. In the following sections we will only present the extended GSIS for linearized86
problems, as these problems permit the linear Fourier stability analysis, hence we will know the property of87
GSIS in details. If the method works for linear problems, according to our recent work [34], it should also88
work for nonlinear problems.89
The remainder of the paper is organized as follows. The kinetic model for molecular gas and the CIS are90
given in Section 2, while the formulation and procedure of GSIS for molecular gas are presented in Section 3.91
In Section 4, we rigorously analyze the fast convergence and asymptotic preserving of GSIS by conducting92
the Fourier stability analysis and the Chapman-Enskog expansion. Five different thermal driven flows are93
simulated in Section 5 to demonstrate performance of the proposed method. Section 6 concludes the paper.94
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2. Gas kinetic equations and conventional iterative scheme95
For simplicity, we consider a molecular gas with three translational and dr rotational degrees of freedom,
while its vibrational energy is not excited. In gas kinetic theory, the dilute gas system is described by
the distribution function f (t,x,v, I), where t is the time, x = (x1, x2, x3) is the Cartesian coordinate,
v = (v1, v2, v3) is the translational velocity of gas molecules, and I is the rotational energy [37]. In order to
improve computational efficiency, two reduced velocity distribution functions G (t,x,v) =
∫∞
0
f (t,x,v, I) dI
and R (t,x,v) =
∫∞
0
f (t,x,v, I) I2/drdI are introduced to eliminate the dependence on I. We further
assume the gas flow is driven by sufficiently small perturbation, hence the reduced velocity distribution
functions deviate slightly from the global equilibrium, which can be linearized as




Feq (v) + h1 (t,x,v) , (1)







and the small perturbations h0, h1 satisfy |h0/Feq|  1 and |h1/Feq|  1. On introducing h2 = h1−drh0/2,









+ v · ∂h2
∂x
= C2, (3b)
where the collision operators C0 and C2 take the forms



























2 (Z + ω1 − 1) (1− δ)
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Here LBCO is the linearized Boltzmann collision operator [38], which models the elastic collision that con-
serves the kinetic energy. LBCO is a function of Feq, h0, and the intermolecular potential; we consider the
inverse power-law potential, where the shear viscosity is a single power-law function of temperature, i.e.
µ ∝ Tωt with ω the viscosity index and Tt the translational temperature [39]. The other terms in C0 and C2
are the inelastic collision operators that describe the energy exchanges between translational and rotational
motions, where T , Tr, qt and qr are the overall and rotational temperatures, heat fluxes related to the trans-
lational and rotational motions, respectively; τ is the mean collision time and Z is the rotational collision
number, such that the translational and rotational temperatures relax towards the overall temperature as
∂Tt/∂t = (T − Tt) /Zτ and ∂Tr/∂t = (T − Tr) /Zτ , respectively. These energy exchanges are the origin
of bulk viscosity that is absent in dilute monatomic gas. δ is the Schmidt number defined as the ratio of
kinematic viscosity and mass diffusivity; it appears as the transport of internal energy occurs mainly due to
the diffusion of gas molecules. The value of δ dependents on the intermolecular potential and usually in the
range of 1/1.2 to 1/1.55 when the viscosity index ω varies from 0.5 to 1. ω0 and ω1 relate to the translational






















The macroscopic quantities of interest are flow density ρ, bulk velocity U , stress tensor σij , translational
(rotational) temperature Tt (Tr), and translational (rotational) heat flux qt (qr), which are obtained from



































where δij is the Kronecker delta function and i, j = 1, 2, 3 represent the three orthogonal directions in the96
Cartesian coordinates. The overall temperature is the weighted sum of the translational and rotational97
temperatures: T = (3Tt + drTr) / (3 + dr).98
Dimensionless variables have been used in the above equations: x is normalized by the characteristic
flow length H; v and U are normalized by the most probable speed of gas molecules vm =
√
2kBT0/m
with kB being the Boltzmann constant, T0 the reference temperature, and m the molecular mass; t is
normalized by H/vm; Feq and h0 are normalized by n0/v
3
m, and h2 is normalized by n0kBT0/v
3
m, with n0
being the reference number density of gas molecules; ρ is normalized by n0; σij is normalized by n0kBT0;
temperatures are normalized by T0; heat fluxes are normalized by n0kBT0vm. Finally the mean collision








with µ (T0) the shear viscosity of gas at the reference temperature. In the following context, we will use τ99
to characterize the degree of rarefaction of gas flow.100
In rarefied gas dynamics, turbulent flow is usually absent and steady-state solutions are of particular
interest. The following iterative scheme is commonly adopted to find the steady-state solution of Eq. (3):
given the values of hk0 and h
k











, s = 0, 2, (8)
where ∆t is the iterative time step. This scheme can be understood as applying the backward Euler method101
for the time derivative with a constant step ∆t, nevertheless the collision operators Cks are calculated at the102
k-th step rather than the (k + 1)-th due to their complexity. When evaluating the collision operators, we103
use the fast spectral method to approximate the linearized Boltzmann collision operator LBCO, and use the104
discrete velocity method to calculate the other parts [38, 39, 41].105
We refer the iterative scheme (8) as CIS. It will be rigorously proven in Section 4 that the CIS is efficient106
for highly rarefied gas flow when the Knudsen number is large, however, it converges slowly when the107
Knudsen number approaches to zero. Worse still, the obtained solution suffers large numerical dissipation108
if the cell size of the spatial grid is much larger than the mean free path of gas molecules.109
3. General synthetic iterative scheme for molecular gas110
We have proposed the GSIS for monatomic gases to improve the CIS, which is particularly inefficient in111
simulating low Knudsen number flows. Here, we extend the GSIS to non-vibrational molecular gases, where112
energy exchange between the translational and rotational modes pose additional difficulties. In this section,113
we mainly describe the formulation and procedure of GSIS and left the analysis of its fast convergence and114
asymptotic preserving in the next sections.115
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Given the values of hk0 and h
k
2 at the k-th step, the GSIS first calculates intermediate solutions of the












, s = 0, 2. (9)
Then from h
k+1/2





















where the quantities ∆M with M = {ρ,U , Tt, Tr} are defined as
∆M = M̄ −Mk+1/2. (11)




2 according to Eq. (6), and M̄ can be considered
as posterior correctors, such that Mk+1 = M̄ when evaluating them from hk+10 and h
k+1
2 . Since we aim to
facilitate fast convergence and remove the restriction on spatial cell size in the CIS, M̄ should be ‘closer’
to the final steady-state solution and more accurate on coarse mesh, compared to Mk+1/2. To this end, we


















































where the time derivative is omitted in the real calculations since we are interested in steady-state solution.
The macroscopic equations are exactly the conservation laws for mass, momentum and energy, which are
strictly derived from the kinetic equations by firstly multiplying 1, vi and 2|v|2/3−1 to Eq. (3a), respectively,
and 2/dr to Eq. (3b), and then integrating the resultant equations in the molecular velocity space. The
equations are not closed, since expressions for the stress and heat fluxed are still unknown. We have found



























; HoTσij , HoTqt,i and HoTqr,i are the high-order terms rather than116
the first-order derivatives of the macroscopic quantities. It can be seen that Eqs. (12) and (13) reduce to117
the Navier-Stokes equations for molecular gas when the high-order terms vanish.118
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To formulate the high-order terms is one of the most important parts when developing the GSIS. As
we target dilute gas flows that might fall into any flow regime, the high-order terms should contain all the
rarefied effects beyond the Navier-Stokes limit when Eq. (13) holds. We derive the high-order terms through
the high-order moment equations of the kinetic equations. Taking Eq. (13a) for instance, we multiply
Eq. (3a) by 2
(
vivj − δij |v|2/3
)
and integrate the resultant equation with respect to v, then we obtain (the


















In order to obtain Eq. (13a), the term σij/τ + 2
∂U<i
∂xj>



























































and Eq. (3b) with vi, and integrate the resultant equa-



























































































































According to the property of the linearized Boltzmann collision operator, the last two terms in each high-119
order expressions are very close to zero [33, 40]. Especially, when LBCO is replaced by the one from the120
Shakhov kinetic model [42], the kinetic equations become the Rykov kinetic model [20], where the last two121
terms vanish.122
We summarize the procedures of GSIS for molecular gases to close this section:123
 Step 1. When the velocity distribution functions hks and the corresponding macroscopic quantities in124
Eq. (6) are known at the k-th iteration, we calculate the Boltzmann collision operator LBCO in Eq. (4).125
We also calculate the intermediate solutions h
k+1/2
s according to Eq. (9).126
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 Step 2. From h
k+1/2
s , we calculate the macroscopic quantities Mk+1/2 and then the high-order terms127
HoTσij , HoTqt,i and HoTqr,i defined in Eqs. (16) and (19). Note that when calculating HoTσij , we128
use the LBCO obtained in Step 1 from hks , since its computational cost by the fast spectral method is129
relatively high and we only evaluate it once during each iteration.130
 Step 3. We obtain the macroscopic quantities M̄ by solving the synthetic equations for the conservation131
laws (12), where the shear stress and heat fluxes are determined by the Navier-Stokes-like constitutive132
relations (13) with source terms, i.e. the high-order terms that take account all the rarefaction effects.133
 Step 4. The solutions hk+1s at the (k + 1)-th iterative step are obtained by incorporate the change of134
macroscopic quantities, according to Eq. (10).135
 Step 5. The above steps are repeated until convergence.136
4. Fast convergence and asymptotic preserving of GSIS137
This section is dedicated to analyzing the convergence rate of CIS and GSIS rigorously, as well as the
asymptotic preserving property of GSIS for the simulation of molecular gas flows. To make the calculation
tractable, the linearized Boltzmann collision operator LBCO in Eq. (3a) is replaced by the Shakhov kinetic





















then the kinetic system is exactly reduced to the Rykov model [20]. The streaming operator ∂x is kept intact138
when calculating the convergence rate; while the convergence rate of iteration for the system discretized over139
a computational grid will be shown numerically in Section 5. Also, for simplicity we assume the system140
varies only in the x1 − x2 plane, which keeps the essential physics but simplifies the computation.141
4.1. Convergence rate of CIS142
First, we define the error functions of the velocity distribution functions between two consecutive iteration143
steps144
Y k+1s (x,v) = h
k+1
s (x,v)− hks(x,v), s = 0, 2, (21)
and the error functions for macroscopic quantities M0 = [ρ, U1, U2, Tt, qt,1, qt,2] and M2 = [Tr, qr,1, qr,2]
between two consecutive iteration steps
Φk+1Ms (x) = M
(k+1)
s (x)−M (k)s (x) =
∫
























Second, to determine the convergence rate g we perform the Fourier stability analysis by seeking the
eigenfunctions ys(v), αM0 = [αρ, αU1 , αU2 , αTt , αqt,1 , αqt,2 ] and αM2 = [αTr , αqr,1 , αqr,2 ] of the following forms
Y k+1s (x,v) = g
kys(v) exp(ıθ · x), Φk+1Ms (x) = g
k+1αMs exp(ıθ · x), (24)
where ı is the imaginary unit and θ = (θ1, θ2) is the wave vector of perturbation. The slow convergence145
occurs when |g| approaches one, where the errors barely reduce during iteration, while the fast convergence146
is realized when |g| < 1, especially when |g| approaches zero.147
8
Here we consider the case that the iterative step ∆t = τ and denote the corresponding convergence
rate as g0. The convergence rate for other values of ∆t (not larger than τ to make the iteration stable) is
obtained as
|g| = g0∆t/τ , (25)
considering the fact that the velocity distribution functions in Eq. (3) decay with a fixed rate irrespective148
of ∆t appearing in Eq. (8).149




and from Eqs. (4), (8), (20), (21), and (24), we obtain the following expressions for ys(v)





























(αTt − αTr )Feq
+




Note that here we assume the wave vector of perturbation satisfies |θ|2 = θ21 + θ22 = 1. Although in reality150
the perturbation may have various values of θ, their corresponding convergence rates do not interact because151
the kinetic equations are linear. Moreover it can be concluded that the convergence rate depends only on152
the product of τθ, thus it is safe to assume |θ| = 1. If |θ| 6= 1, the convergence rate at specific values of θ153
and τ can be calculated by replacing τ with τ |θ|.154
Finally, multiplying Eq. (27a) with φ0(v) and Eq. (27b) with φ2(v), and integrating the resultant equation
with respect to v, we obtain nine linear algebraic equations for unknowns αMs with the aid of Eqs. (26).
These algebraic equations can be written in the matrix form as
Cα>M = g0α
>
M , with αM = [αM0 , αM2 ], (28)
where the superscript > is the transpose operator. The details of the coefficient matrix C of 9×9 dimension155
are given in the Appendix A. In general, the convergence rate can be obtained by numerically computing156
the eigenvalues g0 of matrix C and taking the maximum absolute value of g0. The result of convergence157
rate as a function of the Knudsen number (τ) for CIS is shown as the red solid line in Figure 2. It is clear158
that when the Knudsen number is large, g0 goes to zero so that the error between iterations decays quickly.159
On the other hand, g0 → 1 when τ → 0, which means it is hard to obtain converged steady-state solutions160
in the near-continuum flow regime.161
4.2. Convergence rate of GSIS162
To calculate the convergence rate of GSIS for molecular gas, the error functions in Eqs. (21), (22), and
(24) are redefined as
Y k+1/2s (x,v) = h
k+1/2
s (x,v)− hks(x,v) = gk0ys(v) exp(ıθ · x), (29a)
Φk+1M (x) = M
k+1(x)−Mk(x) = gk+10 αM exp(ıθ · x), (29b)
where the solutions of ys(v) are still given by Eq. (27). Note that the definitions for ΦMs remain unchanged,
but in the GSIS they will be calculated from the solutions of macroscopic synthetic equations, rather than
9












Figure 2: The convergence rate g0 as a function of the Knudsen number τ in both CIS and GSIS. τth is the threshold Knudsen
number used to define the relaxation parameter in Eq. (31). Here g0 are obtained under dr = 2.0, Z = 1.0, δ = 1/1.33, ω0 = 1.5
and ω1 = 0.5.
directly from Ys. On substituting Eqs. (29) into Eqs. (12) and (13), we obtain a system of linear algebraic






where both L and R are 9× 9 matrices, the detailed expressions of which are as well presented in Appendix
A. By introducing G = L−1R and numerically computing the eigenvalues of G we obtain the convergence
rate g0 of GSIS, see the black dashed line in Figure 2. It is shown that g0 goes to zero when τ → 0,
which demonstrates that the GSIS is able to boost convergence rate significantly in the near-continuum
flow regime. However, the convergence rate increases to one when τ → ∞, i.e. the convergence of GSIS
becomes slow as the Knudsen number becomes large. To fix this problem and achieve fast convergence
at any Knudsen number, we introduce a relaxation parameter β when correcting the velocity distribution









where τth is a threshold Knudsen number. The convergence rate of this GSIS can be obtained by computing163
the eigenvalue of the matrix G = βL−1R + (1 − β)C, where the result of τth = ∞ is reduced to the one164
for Eq. (30). The convergence rates at the threshold Knudsen number of values 0.5, 1 and 4 are shown in165
Figure 2. Clearly, β cannot be too small nor too large. By choosing a proper value of β, we can make the166
maximum value of g0 always less than 0.5; this means that after 10 iterations, the error will be decreased167
by at least three orders of magnitude. Thus, theoretically, the GSIS can reach fast convergence in the entire168
flow regime.169
4.3. Asymptotic Navier-Stokes preserving of GSIS170
In the CIS the spatial cell size has to be very small (nearly at the order of mean free path) in order to find171
accurate numerical solution that is not contaminated by the numerical dissipation (e.g. numerical viscosity).172
This makes the number of spatial cells extremely huge for the CIS when simulating near-continuum flow.173
Now we analyze whether the GSIS can circumvent this problem. To be specific, we investigate whether the174
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proposed synthetic equations is able to recover the Navier-Stokes equations for molecular gas in the limit of175
τ → 0 (i.e. the high-order terms in Eq. (13) obtained from the distribution functions vanish) or not. For176
simplicity, let us take the Rykov model for example, i.e. the linearized Boltzmann collision operator LBCO177
in Eq. (3a) is replaced by Eq. (20).178
To this end, we apply the Chapman-Enskog expansion, where the velocity distribution functions are
approximated by the Taylor expansion [40]
hs = hs,0 + τhs,1 + τ
2hs,2 + · · · . (32)






= Cs, s = 0, 2, (33)
where the spatial derivative ∂x is discretized by a n-th order scheme and O(∆x
n)∂n+1x hs is the leading
term of the truncation error. Note that the solution does not depend on the time when the steady state is






such that the spatial cell size is independent of the Knudsen number, we have (note that when τ approaches
zero, β = 1 as defined in Eq. (31)):
h0,0 =Feq
[





































2 (Z + ω1 − 1) (1− δ)
Z
qr · vFeq +
dr
2Z
(T − Tr)Feq. (36)
Then, from the definition of high-order terms in Eqs. (16) and (19), we find that the constitutive relations179












Furthermore, from the Chapman-Enskog expansion of the last two equations in Eq. (12), we have Tr =
T +O(τ) and












and hence the Navier-Stokes equation for molecular gas can be recovered. This means that we can choose181
the spatial cell size that is much larger than the Knudsen number (mean free path) to recover the Navier-182
Stokes equations when τ → 0. Note that, since the macroscopic synthetic equations are also solved by a183





is required to be adequate to resolve the macroscopic flows. Note that the same conclusion185
can be obtained for the Wu et al. model [37].186
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5. Numerical results and discussions187
To assess the performance of the proposed GSIS for rarefied molecular gas, we consider five different
test cases, including one-dimensional thermal creep flow and conductive heat transfer between two parallel
plates, two-dimensional thermal creep flow and conductive heat transfer inside a square cavity, and a thermal
driven flow induced by a hot beam in a rectangular chamber. The linearized Wu et al. (3) as well as the
Rykov model equations [where LBCO in Eq. (3a) is replaced by the Shakhov model (20)] are solved. The 4th-
order discontinuous Galerkin (DG) method is employed to discretize the spatial derivatives (the details are
given in Appendix B together with the implementation of different boundary conditions). The convergence
criterion for the iterative schemes is that the maximum relative difference between successive estimates of
the macroscopic quantities M , i.e.





is less than 10−5. The tests are performed in double precision on a workstation with Intel Xeon-E5-2680188
processors and 128 GB RAM. We call the corresponding routines in Intel Math Kernel Library (MKL)189
to solve the linear systems arisen in the DG discretization and calculate FFT when evaluating LBCO if190
necessary.191
5.1. Thermal creep flows between two parallel plates192
Consider a molecular gas flow that is confined between two stationary parallel plates located at x2 = 0 and
x2 = 1 and driven by a constant temperature gradient KT = 1 along the x1 direction at τ ∈ [0.01, 10], where
the gas moves toward the hotter region in spite of uniform gas pressure everywhere. We assume that the
solid plates extend to infinite in both the x1 and x3 directions, then the flow is essentially a one-dimensional
problem and macroscopic flow quantities only vary with x2. Due to the presence of a temperature gradient,
additional terms appear in the governing system, which read as (only the modified equations are shown)
v · ∂h0
∂x



















= HoTqr,1 − κrτKT .
(42)
The flow is simulated by the CIS and the GSIS on two-dimensional triangular mesh. The triangular cells
are refined in the vicinity of walls (i.e. 0 < x2 < 0.08 and 0.92 < x2 < 1) to resolve the structure of Knudsen
layers, in which the flow velocity varies significantly when the Knudsen number is small, see the schematic
in Figure 3(a). The upper and lower boundaries are fully-diffuse wall, while the left and right boundaries
are periodic. The Rykov kinetic model is solved by discrete velocity method, using 32 × 32 × 24 discrete




3 (−Nvi + 1,−Nvi + 3, · · · , Nvi − 1)
3
, i = 1 or 2, (43)
with Nvi = 32 the number of discrete velocities and vmax = 4 the maximum molecular velocity, while v3 is
discretized by uniform nodes. The time step for iteration is ∆t = τ . We use the same gas parameters as
















GSIS, th = 1.0











GSIS, th = 4.0
GSIS, th = 1.0
GSIS, th = 0.5
Figure 3: (a) Schematic of the thermal creep flow between two parallel plates, driven by a constant temperature gradient in
the x1 direction. The one-dimensional problem is solved on triangular mesh with refinement near the solid wall. Comparisons
between GSIS and CIS over a range of Knudsen numbers τ ∈ [0.01, 10]: (b) the mass flow rateM and translational (rotational)





using ∆t = τ . The Rykov model is solved with gas properties of dr = 2, δ = 1/1.33, Z = 1.0, ω0 = 0.389, and ω1 = 1.787.
collision number is Z = 1.0, the Schmidt number is δ = 1/1.33, and ω0 = 0.389 and ω1 = 1.787 that are
determined from the kinetic theory of Mason & Monchick [43] by
1− 5dr



























The 4th order DG method is applied to discretize the governing equations in the spatial space on 64
triangles (with 16 uniform triangles in each Knudsen layer and 32 uniform ones in the bulk region). The






where τloc is the local Knudsen number estimated from the local cell size, i.e. τloc = τ/Hloc with Hloc the193
height of triangles, to include the local rarefaction effect (e.g. the local Knudsen number within the Knudsen194
layer is always larger than 1).195
Figure 3(b) shows the mass flow rate M =
∫ 1
0




and the rotational heat flow rate Qr =
∫ 1
0
qr,1dx2. Over the considered range of Knudsen numbers, the mass197
flow rate and the heat flux rates increase against the Knudsen number and the GSIS results are coincident198
with the CIS ones. Figure 3(c) shows the total number of iterations for the CIS and the GSIS to reach199




< 10−5. When the Knudsen number τ drops from200
1 to 0.01, the number of iterations by the CIS significantly increase from about 30 to more than 8000; on201
the contrary, that of the GSIS is always below 70, and the GSIS only needs as few as 21 steps to reach202
the steady state solution at τ = 0.01. It is also found that, for the three threshold Knudsen numbers τth,203
larger τth results in faster convergence. However, the iteration is not stable at some Knudsen numbers when204
τth = 4. This is due to the fact that the high-order terms defined in Eqs. (16) and (19) may have strong205
variations within the Knudsen layer, which leads to unphysical solutions and blowups of the code when206
solving Eq. (12). In practice, we usually choose τth ≤ 1 to keep the calculation stable. When τ > 1, the207
GSIS and the CIS use almost the same number of iterations, which increase slightly as the Knudsen number208
increases, since the relaxation parameter β approaches to 0 when the Knudsen number goes to infinity and209
the behavior of the GSIS reduces to that of the CIS.210
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Table 1: Comparison between GSIS and CIS for one-dimensional thermal creep flow in terms of the mass flow rate M, the




< 10−5 with ∆t = τ and τth = 1 in GSIS, as well as the CPU
time cost on single processor. The Rykov model is solved with dr = 2, δ = 1/1.33, Z = 1.0, ω0 = 0.389, and ω1 = 1.787. The
molecular velocity domain [−4, 4]3 is discretized by 32 × 32 × 24 points and the spatial domain is discretized by 64 triangles.
The 4th-order DG scheme is employed. The results obtained by a finite difference solver using the CIS [37] is listed in the last
column for reference.
τ
GSIS CIS M [37]M Itr CPU time [s] M Itr CPU time [s]
0.01 0.0044 21 80.9 0.0043 8158 27086.2 -
0.125 0.0454 41 152.5 0.0454 196 645.5 0.0455
1.0 0.1594 31 117.2 0.1594 31 105.5 0.1594
10.0 0.3546 118 448.4 0.3546 118 371.2 0.3546
In Table 1, we compare the GSIS and the CIS in terms of the mass flow rate, the number of iterations211




< 10−5 and the CPU time cost on single processor. The mass flow212
rates from a finite difference solver that implements the CIS [37] are also included to indicate accuracy of213
the current DG results. At small Knudsen numbers, the GSIS can significantly reduce the iteration steps,214
therefore the CPU time cost by the GSIS is much less than that of the CIS, and the smaller the Knudsen215
number the more saving of CPU time by the GSIS. For example, the GSIS can be 330 times and 4 times216
more efficient than the CIS at τ = 0.01 and 0.125, respectively. When the Knudsen number is large, the217
GSIS uses almost the same number of iterations as the CIS to obtain the steady-state solution, although218
the GSIS costs about 10% to 20% more CPU time than the CIS as the additional synthetic equations are219
solved (An estimation of the computational complexity is given in Appendix B). Since the total number of220
iterations are small, both schemes are efficient.221
To further demonstrate the ability of GSIS with fast convergence to steady-state solution for flow at222
small Knudsen number, we plot in Figure 4 the profiles of flow velocity at different iteration steps as well223




from the CIS and the GSIS at τ = 0.01.224
Starting from the initial value of U1 = 0, it is found that for the CIS the perturbation in flow velocity225
from the external temperature gradient first arises near the walls and the gas in the bulk region remains226
undisturbed at the beginning of the iteration, e.g. at the 100-th iteration step; as the iteration proceeds, the227
perturbation gradually penetrates into the bulk region, and the scheme needs 8158 steps to achieve ε < 10−5.228
The situation is completely changed in the GSIS, now with the aid of the synthetic equations, within the229
whole domain the macroscopic velocity emerges even after 1 iteration and the velocity profile is very close230
to the final steady state at the 5th iteration. Therefore the GSIS converges extremely fast, where the error231
decays by nearly 3 orders of magnitude within 10 iterations with a proper choice of τth, see Figure 4(c);232
such a behavior is consistent with the analytical calculation of the convergence rate in Figure 2, where the233
maximum value of g0 is around 0.5.234
5.2. Thermal conduction between parallel plates and inside a square cavity235
The second problem is the steady thermal conduction. We first consider two parallel plates located at
x2 = 0 and x2 = 1, where the lower plate has a temperature of ∆T and the upper one has a temperature of
−∆T . To compare our results with the DSMC data in Ref. [23], we set ∆T = 0.0476 and the gas parameters
as dr = 2, ω = 0.5, δ = 1/1.2, Z = 5. The two free parameters ω0 and ω1 are determined to recover the






2Z + 1− ω0
+
dr/5
δZ + (1− δ) (1− ω1)
]−1
= 0.73. (46)
Note that equipped with the variable-soft-sphere model and the Borgnakke & Larsen collision model [11], the236
DSMC can recover the experimental values of shear viscosity, bulk viscosity as well as self-diffusion coefficient,237
but it has no mechanism dedicated to recovering the thermal conductivity and its components [12]. Actually,238
we may have arbitrary combination of ω0 and ω1 from Eq. (46); this gives us the freedom to adjust the239
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GSIS, th = 0.5
GSIS, th = 1.0
Figure 4: Profiles of flow velocity (only U1 (0 ≤ x2 ≤ 0.5) is shown since the problem is symmetrical about x2 = 0.5) for the
thermal creep flow of nitrogen at different iteration steps obtained from: (a) CIS and (b) GSIS with τth = 1. (c) The decay of




as a function of the iteration step with ∆t = τ . The Knudsen number is τ = 0.01. The
Rykov model is solved with dr = 2, δ = 1/1.33, Z = 1.0, ω0 = 0.389, and ω1 = 1.787.
Table 2: Comparison between GSIS and CIS for thermal conduction between two parallel plates in terms of the total heat flux
q (x2 = 0.5) measured at the center of the domain, the number of iterations (Itr) to reach ε = max {Rρ,RTt ,RTr} < 10−5
with ∆t = τ/4 and τth = 0.5, as well as the wall time cost on 4 processors using OpenMP for parallelism. The Boltzmann
kinetic equations (3) and (4) are solved using 48 × 48 × 24 discrete velocities over a truncated domain [−6, 6]3. The same
number of frequencies are employed to calculate LBCO by the fast spectral method. The 4th-order DG scheme is applied on
spatial mesh with 16 triangles. The gas properties are ω = 0.5, dr = 2, δ = 1/1.2, Z = 5.0, ω0 = 0.452, and ω1 = 1.797. The




q (x2 = 0) Itr wall time [s] q (x2 = 0) Itr wall time [s]
0.01 0.0022 61 98.5 - - - 0.0023
0.1 0.0173 56 89.7 0.0167 479 676.3 0.0175
1.0 0.0557 39 63.6 0.0557 45 63.5 0.0557
10.0 0.0761 64 103.5 0.0761 64 90.3 0.0755
translational Eucken factor independently, while other gas kinetic model does not have this capability. Such240
a translational Eucken factor, as will be shown later, affect the rarefied flow of molecular gas significantly.241
Here in order to make a definite calculation, we first determine ω0 from the first equation in Eq. (44) with242
given δ and Z, and then determine ω1 from Eq. (46); finally, we have ω0 = 0.452 and ω1 = 1.797.243
The kinetic equations are solved by the GSIS and the CIS, respectively, where the time step for iteration
is chosen as ∆t = τ/4 to make the iteration stable. The truncated molecular velocity domain [−6, 6]3 is
discretized by 48 non-uniform points described by Eq. (43) in v1 and v2 and 24 equidistant ones in v3. The
collision term LBCO is calculated by the fast spectral method using 48 × 48 × 24 equidistant frequencies
in the frequency domain, and 6-point Gauss-Legendre quadrature for integrations with respect to the solid
angles in unit sphere [39]. As shown in Figure 5(a), the two-dimensional spatial domain is partitioned by






(0, 1, . . . , Ns − 1)
2 (Ns − 1)
, (47)
are distributed along the x2 direction to divide the domain into 8 rectangles; then each rectangle is split244
into 2 uniform triangles, which results in the maximum cell size (characterized by the height of triangle)245
being around 0.22. The boundary conditions are the same as in the previous test case. The 4-th order DG246
method is used for the spatial discretization. In the GSIS, the threshold Knudsen number in Eq. (45) is set247
as τth = 0.5.248
We compare the density ρ and translational temperature Tt obtained from the GSIS with the DSMC249
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Figure 5: (a) Triangular mesh used to calculate the thermal conduction of molecular gas confined between two parallel plates.
Comparisons between the GSIS and DSMC results [23] at τ = 0.01, 0.1, 1 and 10 on the (b) density ρ; and (c) translational
temperature Tt. (d) Comparison between GSIS and CIS on the decay of the error ε = max {Rρ,RTt ,RTr} as a function of
the iteration step with τ = 0.1 and ∆t = τ/4. The Boltzmann kinetic equations (3) and (4) are solved with gas properties of
ω = 0.5, dr = 2, δ = 1/1.2, Z = 5.0, ω0 = 0.452, and ω1 = 1.797.
results at τ = 0.01, 0.1, 1 and 10 in Figure 5(b) and (c). The rotational temperature is very close to the250
translation temperature in this problem. Note that the DSMC data is obtained by solving the nonlinear251
version of Eqs. (3) [23]. It is shown that the GSIS results are in good agreement with the DSMC data.252
The comparison between the GSIS and the CIS in terms of the total heat flux q = qt,2 + qr,2 measured at253
x2 = 0.5, the number of iteration to reach the criterion ε = max{Rρ,RTt ,RTr} < 10−5, as well as the wall254
time cost on 4 processors using OpenMP for parallelism, are listed in Table 2. The total heat flux obtained255
from the DSMC are also included. It is found that the GSIS costs about 40 to 60 iterations to find the256
steady state solutions for each case considered, and the maximum relative difference between q from the257
GSIS and the one from DSMC is about 4%. This further confirms the accuracy and efficiency of GSIS;258
especially, the GSIS can obtain accurate results on such coarse mesh at τ = 0.01, where the maximum cell259
size is about 22 times of the mean free path of gas molecules, due to the asymptotic preserving. Compared260
to the GSIS, the CIS requires almost the same number of iteration steps and slightly less computational261
time to obtain the same solutions at large Knudsen numbers, however, it needs many more iterations to262
reach the criterion of convergence than the GSIS at small Knudsen numbers. At τ = 0.1, the CIS needs 423263
more iterations and nearly 7 times more computational time. The decays of the error ε for the GSIS and264
the CIS are shown in Figure 5(d), where it is found that the error in the CIS repeatedly oscillates before265
it is reduced to 10−5; this leads to the extremely slow convergence. Worse still, unlike the thermal creep266
flow in the previous section that it is well resolved by refined spatial mesh, the coarse mesh used here makes267
the CIS solutions contaminated by large numerical dissipation. For instance, the heat flux q predicted by268
the CIS is smaller than the one from the GSIS at τ = 0.1; while it hardly obtains converged solutions at269
τ = 0.01, where the error ε is still larger than 10−2 even after 10000 iterations.270
Now we push the simulation to the continuum limit to further show the asymptotic preserving property
of GSIS, by considering the thermal conduction inside a two dimensional square cavity at τ = 0.001. The
cavity is of dimensions [0, 1] × [0, 1], where the upper boundary is maintained at a higher temperature of
TH = 1, and that of the other three walls is TC = 0. The analytical solution of temperature T at the














We numerically solve this problem by the GSIS on the triangular mesh as illustrated in Figure 6(a).271
The mesh is generated in the following way: first 15 seeds are distributed along the x1 and x2 according to272
Eq. (47) to divide the domain into 14 × 14 rectangles; then each rectangle is partitioned into two uniform273
triangles. This results in a mesh with totally 392 triangles and the maximum (minimum) cell size is about274
90 (2) times of the mean free path of gas molecules. The other computational configuration is the same as275
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Figure 6: (a) Triangular mesh used to calculate the thermal conduction inside a square cavity. (b) Comparison on temperature
T obtained from GSIS (colored background) at τ = 0.001 and the analytical solution (white solid lines) of the steady heat
equation at continuum limit. For GSIS, the Boltzmann kinetic equations (3) and (4) are solved with gas properties of ω = 0.5,
dr = 2, δ = 1/1.2, Z = 5.0, ω0 = 0.452, and ω1 = 1.797.
Table 3: The computational configurations to solve the Wu et al. for the thermal flow induced by temperature gradient of
walls in a cavity: the number of triangles Nel for spatial discretization; the number of discrete molecular velocities Nv1 ×
Nv2 × Nv3 ; time step ∆t and threshold τth for the iteration of GSIS. ‘Itr’ denotes the number of iterations to reach ε =
max{Rρ,RTt ,RTr ,R|U|} < 10−5 and the wall time is that cost on 12 processors using OpenMP for parallelism. 32× 32× 24
frequencies are employed to evaluate LBCO. The locations of the center of the lower left vortex generated in the field are listed
in the last column.
τ Nel Nv1 ×Nv2 ×Nv3 ∆t τth Itr wall time [s] (x1, x2)
0.005 392 64× 64× 24 τ/3 0.5 49 375.5 (0.28, 0.14)
0.05 288 64× 64× 24 τ/3 0.4 66 920.5 (0.27, 0.17)
0.5 128 72× 72× 24 τ/3 0.5 73 1359.2 (0.24, 0.18)
that for the one dimensional problem. Figure 6(b) plots the temperature contours obtained from the GSIS276
(terminated at the 69th iteration when ε = max{Rρ,RTt ,RTr} < 10−5) and the analytical solution (48).277
It is found that the two results are in good agreement. Therefore, the GSIS can recovery the Navier-Stokes278
solution without restricting the cell size comparable to or even smaller than the molecular mean free path.279
5.3. Thermal creep flow induced by temperature gradient of walls in a square cavity280
Now we consider more complicated flows that are seldom simulated by the DSMC or other deterministic
solvers, that is a cavity flow induced by a temperature gradient at the wall from the early slip flow regime
to the early transition regime, e.g. with the Knudsen numbers τ = 0.005, 0.05 and 0.5. The computational
domain is a 1× 1 square, partitioned by the structured triangular mesh the same as shown in Figure 6(a).
The boundaries are fully diffuse walls with the left and right ones maintained at a temperature TC and the
other two having varied temperature given by
T (x1, x2 = 0 and 1) =
{
2 (TH − TC)x1 + TC , x1 ≤ 0.5,
−2 (TH − TC)x1 + 2TH − TC , x1 > 0.5,
(49)
where we set TH/C = ±0.03663, respectively. The working gas is nitrogen of ω = 0.74, dr = 2 and δ = 1/1.33.
The parameter Z, ω0 and ω1 are chosen to make the bulk viscosity and the thermal conductivity equal to
the experimentally measured values. Note that it is convenient to use the Eucken factor to characterize the
transfer of momentum and energy by molecules [44], which is defined as (in SI base unit)
feu =










Figure 7: Thermal flow of nitrogen with ω = 0.74, dr = 2, Z = 2.235 and δ = 1/1.33 induced by temperature gradient of
walls in a cavity. (a) streamlines and background contours of the total temperature T at Knudsen number τ = 0.05 with
Eucken factors ft = 2.24, fr = 1.54 (ω0 = 0.481, ω1 = 1.924). (b) streamlines and background contours of the magnitude of
translational heat flux |qt| at different Knudsen numbers and translational Eucken factors: from the lower to the upper rows,
τ = 0.005, 0.05 and 0.5, respectively; ft = 2.24, fr = 1.54 for the left column; ft = 1.5, fr = 2.65 (ω0 = −1.98, ω1 = 4.374) for
the right column. Only the lower left quarters of the flow fields are shown in (b).


















Finally, the experiment of spontaneous Rayleigh-Brillouin scattering [12] shows that nitrogen has Z = 2.235,281
ft = 2.24 and fr = 1.54 at the temperature of 273 K, thus we have ω0 = 0.481 and ω1 = 1.924. For all the282
cases, the truncated molecular velocity domain is [−6, 6]3, which is discretized by 64×64 nonuniform points283
in v1 and v2 for τ = 0.005 and τ = 0.05, and 72×72 for τ = 0.5, while v3 is discretized by 24 uniform points.284
To evaluate the Boltzmann collision operator, 32×32×24 equidistant frequencies are employed. For spatial285
discretization, 392, 288 and 128 triangles are used for the cases of τ = 0.005, 0.05 and 0.5, respectively.286
The other parameters used in the GSIS as well as the number of iterations and computational time cost to287
obtain the steady-state solutions are listed in Table 3.288
Figure 7(a) illustrates the counters of total temperature and streamlines for the flow at τ = 0.05. It is289
observed that higher temperature occurs near the centers of the lower and upper walls due to the heating290
from the walls, while lower temperature appears in the vicinity of four corners. The tangential temperature291
gradient along the lower and upper walls results in the thermal creep flows, where gas molecules moves from292
the cold regions to the hot ones. Eventually, 4 vortexes are generated within the domain with two rotating293
counter-clockwisely and the others rotating clockwisely. Note that the same flow for monatomic gas has294
been calculated by solving the Boltzmann equation in Ref. [41]. The flow pattern of molecular gas is similar295
to that of the monatomic gas.296
It has been found that, in thermal creep flow of molecular gas, the mass flow rate is proportional to the297
translation Eucken factor rather than the total one [45, 46, 47]. We also calculate the flows with different ft298
but the same feu. We plot the variations of the horizontal (vertical) velocities U1 (U2), the translational heat299
fluxes qt,1 (qt,2), as well as the rotational heat fluxes qr,1 (qr,1) along the vertical (horizontal) lines that cross300
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Figure 8: Thermal flow of nitrogen with ω = 0.74, dr = 2, Z = 2.235 and δ = 1/1.33 induced by temperature gradient of walls
in a cavity at τ = 0.005: (a) the Horizontal/vertical velocities U1/U2, (b) the translational heat fluxes qt,1/qt,2 and (c) the
rotational heat fluxes qr,1/qr,2 along the vertical/horizontal lines crossing the center of the lower left vortex (0.28, 0.14). Only
the lower left quarters of the flow fields are shown.
the center of the lower left vortex (0.28, 0.14) at τ = 0.005 in Figure 8. The results are only shown within301
the lower left quarter of the computational domain due to symmetry of the flow field. It can be seen that302
with smaller ft but the same feu, the flow possesses smaller magnitude of bulk velocity and translational303
heat fluxes but larger rotational fluxes. The trends for flows at τ = 0.05 and 0.5 are similar. This further304
proves that the thermal creep flow is affected by the translational heat conduction. Figure 7(b) illustrate305
the counters of the magnitude of translational heat flux |qt| and streamlines for ft = 2.24 and fr = 1.54 as306
well as those for ft = 1.5 and fr = 2.65, at different Knudsen numbers. It is observed that, at each Knudsen307
number, the heat transfer due to translational motion of molecules is strengthened near the center of the308
lower wall, however it becomes very weak in the center of the cavity. As the degree of rarefaction intensifies,309
the magnitude of heat flux generally increases. The center of the lower left vortex slightly moves towards310
the left upper domain with increasing Knudsen number, see the last column in Table 3. It is also shown311
that, smaller ft leads to smaller |qt|, however the location of the center of the vortex is not sensitive to the312
translational Eucken factor.313
5.4. Thermal driven flow induced by a hot beam in a rectangular chamber314
Finally, we simulate a two-dimensional thermal flow induced by a hot beam encompassed in a cold315
rectangular chamber, at τ = 0.05, 0.5 and 5. The beam, which is placed with a distance of 1 away from the316
left and bottom walls of the enclosure, has dimension of 4×2 and temperature of TH = 1, while the chamber317
has dimension of 10 × 8 and temperature of TC = 0, see Figure 9(a). We consider a molecular gas that318
is filled between the beam and chamber. The gas parameters are set as: the viscosity index is ω = 0.933,319
the rotational degree of freedom is dr = 2, the Schmit number is δ = 1/1.55 and the rotational number is320
Z = 1.6. ω0 = 0.629 and ω1 = 0.519 are obtained to have ft = 2.24 and fr = 1.33, respectively. Unlike321
the continuum flow where the flow velocity is zero and the temperature is governed by the Fourier’s heat322
conduction law, at rarefied condition, the inhomogeneity of temperature induces not only energy exchange323
but also momentum transfer that in turn produces pressure gradient thus macroscopic flow velocity. This is324
a challenging problem for simulation, where the rarefaction effect should be well captured as it is the origin325
of the macroscopic motion. In addition, the magnitude of flow velocity is very small, e.g. it is at the order326
of 10−4 within most of the flow field when τ = 0.05. Therefore the numerical method should be accurate327
and efficient enough to well resolve the variation of flow velocity, meanwhile minimize numerical error to328
avoid contamination of the solution. We have shown that, insufficient resolution may lead to completely329
different and wrong result [35]. Figure 9(b) illustrates the schematic of the spatial mesh, which is generated330
by structured triangles near the solid surfaces and unstructured triangles in the bulk region. Refinements331
are placed in the vicinity of the walls and near the corners of the beam for high resolutions of the Knudsen332
layer and singularity induced by the sharp edge. A total of 13960, 6630 and 2660 triangles are used for333
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Figure 9: Thermal flow of a molecular gas with ω = 0.933, dr = 2, Z = 1.6, δ = 1/1.55, ω0 = 0.629 and ω1 = 0.519 induced
by a hot beam in a rectangular chamber. Schematic diagrams of (a) geometry and (b) spatial mesh. (c) From left to right:
streamlines and background contours of total temperature T at Knudsen number τ = 0.05, 0.5 and 5, respectively.
flows at τ = 0.05, 0.5 and 5, respectively. The minimum cell size is about 1% of the mean free path of gas334
molecules, while the maximum cell sizes are 75, 7.5 and 1.5 times of the mean free path when τ = 0.05, 0.5335
and 5, respectively. The 4th-order DG scheme is applied to solve the kinetic and synthetic equations. The336
truncated molecular velocity space [−6, 6]3 is discretized by 48× 48× 24 nodes for τ = 0.05 and 0.5, and by337
96× 96× 24 nodes for τ = 5, again, with nonuniform ones in v1,2 and uniform ones in v3. The configuration338
for the fast spectral method to evaluate LBCO is the same as that in the previous section. We set ∆t = τ/3339
and τth = 0.2 ∼ 0.5 to ensure the iteration of GSIS stable. Eventually, the GSIS cost 163 (22.8 h), 109 (7340
h) and 44 (3.8 h) iterations (the wall time on 28 processors) to obtained the steady-state solutions when341
ε = max{Rρ,RTt ,RTr ,R|U |} < 10−5, for flows at τ = 0.05, 0.5 and 5, respectively. To the best knowledge342
of the authors, this is the most efficient solver for simulating such challenging problem.343
The obtained contours of total temperature and streamlines are shown in Figure 9(c). It is observed that344
the temperature of flow generally drops as the Knudsen number increases. When τ = 0.05, in the vicinity345
of each surface of the beam, the thermal flow drives gas molecules moving from the corners to the center of346
the surface, which forms a high pressure region therein and pushes the gas further into the void between the347
beam and chamber. Due to the confinement of the chamber walls, gas molecules finally return to the corners348
of the beam. As a consequence, eight vortices are generated around the corners of the beam. Besides, three349
more vortices can be observed near the upper-left and lower-right corners of the chamber. When τ increases350
to 0.5 and further to 5, the two vortices near the lower-right corner of the chamber first merge as a larger351
vortice, which gradually grows up and swallows up the vortices close to it. Meanwhile, the vortex upon the352
upper-right corner of the beam also becomes larger and larger and swallows up the smaller vortices on its353
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Figure 10: Thermal flow of a molecular gas with ω = 0.933, dr = 2, Z = 1.6, δ = 1/1.55, ω0 = 0.629 and ω1 = 0.519 induced
by a hot beam in a rectangular chamber. Normal stress pn (first row) and magnitude of heat fluxes |qt| and |qr| (second row)
upon the surface of the hot beam, where the horizontal axis illustrates the distance along the edge from the lower left corner
in a counter-clockwise manner. (a) and (d): τ = 0.05; (b) and (e): τ = 0.5; (c) and (f): τ = 5.
left side.354
Figure 10 plots the normal stress pn and the magnitude of the translational (rotational) heat flux |qt|355
(|qr|) distributed on the surfaces of the hot beam. Here pn = n·P ·n, with n the outward unit normal vector356
of the beam surface and Pij = 2
∫
vivjh0dv the pressure tensor. It is observed that with increasing degree357
of rarefaction, i.e. fewer intermolecular collisions, the three quantities become larger and the difference358
between |qt| and |qr| intensifies. Furthermore, pn on each surface becomes more unbalanced, which mainly359
contributes to the arising of Knudsen force [48, 49]. To include the effect of the shear viscosity index, we360
also calculate the flows with ω = 0.5 (now δ = 1/1.2, ω0 = 0.629 and ω1 = 1.728 to remain the same values361
of ft and fr). It is found that smaller ω results in smaller pn but larger |qt|, and this effect is enhanced as362
the Knudsen number increases. The shear viscosity index has scarcely any influence on |qr|, thus we do not363
plot it for ω = 0.5 in Figure 10.364
6. Conclusions365
We have proposed a general synthetic iterative scheme for rarefied polyatomic gas flows, with the aim to366
tackle the difficulties of the conventional iterative scheme, when solving the kinetic equation for gas flows367
in the near continuum flow regime. The key ingredient of GSIS is that a set of macroscopic equations are368
simultaneously solved with the gas kinetic equations, from which the flow density, the bulk velocity as well369
as the translational and rotational temperatures are obtained to guide the evolution of molecular velocity370
distribution functions. Due to the fact that the constitutive equations for the stress tensor and heat fluxes371
explicitly contain not only the Navier-stokes relations but also the high-order terms exactly derived from372
21
the kinetic equations, the proposed GSIS can achieve fast convergence to steady-state solutions in small-373
Knudsen-number flow regimes while produces results accuracy when the effect of rarefaction intensifies.374
A rigorous Fourier stability analysis has been conducted to show that the maximum value of convergence375
rate for the extended GSIS can be less than 0.5, provided that a relaxation parameter (actually with quite376
large parameter window) for the correction of the velocity distribution functions from macroscopic quantities377
is properly chosen. This means that the scheme can reduce the difference of solutions between two successive378
iterative steps by at least three orders of magnitude only after 10 iterations, allowing fast convergence over379
the whole flow regime. Furthermore, through the Chapman-Enskog expansion, we have demonstrated that380
the macroscopic synthetic equations are reduced to the Navier-Stokes equations when the Knudsen number381
approaches zero, if the spatial cell size is adequate to resolve the hydrodynamic behaviors. The property of382
asymptotic preserving guarantees the GSIS to obtain accurate solution for small-Knudsen-number flows on383
the spatial cell size much larger than the mean free path of gas molecules.384
The numerical results for the one-dimensional thermal creep flow and the thermal heat transfer between385
two parallel plates as well as the two-dimensional thermal heat transfer in a square cavity have shown that386
the proposed scheme can obtain the steady-state solutions within dozens of iterations when the Knudsen387
number varies from 0.001 to 10. Meanwhile, the comparisons with the available DSMC data, the analytical388
solutions and the results from other deterministic solver prove accuracy of the GSIS. Especially, it can recover389
the solutions from continuum theory on a spatial mesh having maximum cell size of nearly 100 times larger390
than the molecular mean free path. The tests for the two-dimensional thermal creep flow and the thermal391
flow induced by the hot beam in the rectangular chamber have demonstrated the ability of the proposed392
GSIS to simulate more complicated flows and investigate the effects of the intermolecular potential (reflected393
in the viscosity index) and internal structure of gas molecules (reflected in the bulk viscosity, translational394
and rotational thermal conductivities) accurately and efficiently.395
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Appendix A: matrices in the calculation of convergence rate402
In Section 4.1, we have shown that the convergence rate of CIS can be found by computing the eigenvalues






, C6,9 = [C1,C2], C3,9 = [C3,C
>
4 ,C5,C6], (A.1)
where C2, C3 C5 are zero matrices with dimension of 2× 2, 3× 3 and 3× 2, respectively, while
C1 =
∫







































































(Z + ω1 − 1)(1− δ)
Z
v1, y63 = 2
(Z + ω1 − 1)(1− δ)
Z
v2.
In the calculation of convergence rate for the GSIS according to Eq. (30), the 9× 9 matrix L is:
L =

0 ıθ1 ıθ2 0 0 0 0 0 0
ıθ1 τ 0 ıθ1 0 0 0 0 0
ıθ2 0 τ ıθ2 0 0 0 0 0








0 0 0 κtτıθ1 1 0 0 0 0
0 0 0 κtτıθ2 0 1 0 0 0
0 0 0 0 0 0 κrτıθ1 1 0
0 0 0 0 0 0 κrτıθ2 0 1

, (A.3)
and the 9× 9 matrix R is





















































1 − v22 − v23) + 2iθ2v1v2
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Appendix B: discontinuous Galerkin method and boundary conditions403
We use the discontinuous Galerkin (DG) method to discretize the governing equations on triangular
mesh in the physical space. Let Ω ∈ R2 be a computational domain with boundary ∂Ω in the x1−x2 plane,
which is partitioned into Nel disjoint regular triangles ∆l : Ω = ∪Nell {∆l}. The boundaries of the triangles
define a group of Nfc faces Γc: Γ = ∪Nell {∂∆l} = ∪
Nfc
c {Γc}. For the solution of gas kinetic equations,




ϕ : ϕ|∆r ∈ PK (∆r) ,∀∆r ⊂ Ω
}
, (B.1)
where PK (D) denotes the space of K-th order polynomials on a domain D. We introduce the notations
(a, b)D =
∫
D∈R2 (a b) dx1dx2 and 〈a, b〉D =
∫
D∈R1 (a b) dΓ, where  can be either the dot (·) or tensor
(⊗) product. The DG formulation for CIS to find the approximations of the velocity distribution functions
within each ∆l at each iteration step is
1
∆t
(ϕ, hs)∆l + 〈ϕ, Ĥ · n〉∂∆l − (∇ϕ,vhs)∆l = (ϕ, Cs)∆l +
1
∆t
(ϕ, hs)∆l , s = 0, 2, (B.2)
where n is the outward unit normal vector and Ĥ is the numerical flux that depends on the solutions from
both sides of ∂∆l since the approximations of hs are discontinuous there. We calculate the numerical flux
using the first-order upwind principle as
















with hexts being the distribution from a neighboring triangle that shares the boundary ∂∆l with ∆l. If ∂∆l404
is at the boundary of computational domain, i.e. ∂∆l ∩ ∂Ω 6= 0, hexts is evaluated using the given boundary405
condition. Once hexts is known, hs in ∆l can be obtained by solving the linear system (B.2). A sweeping406
technique is utilized to find hs in an element-by-element fashion for all triangles [41]. We also refer to the407
DG formulation incorporated into the fast spectral method for evaluating (ϕ,LBCO)∆l in Ref. [41].408
The synthetic macroscopic equations are solved by the hybridizable discontinuous Galerkin (HDG)
method, where the steady-state governing equations are first written in the following mixed system
Gu +∇ · [Gc + Gd] = 0,
P − τ∇U + Π = 0,
E − τ∇Tt + Θ = 0,

























































with pt = ρ + Tt the gas pressure associated to the translational motion and I the identity matrix. The
auxiliary variables P , E and W are introduced to approximate the velocity gradient ∇U and temperature
gradients ∇Tt and ∇Tr. Then the stress tensor and heat fluxes are evaluated as
σij = −
(





, qt,i = −κtEi, qr,i = −κrWi. (B.6)
For the HDG discretization, the flow quantities M = [pt,U , Tt, Tr] as well as the auxiliary variables
P , E and W are approximated within ∆l in the finite element space V; the traces of the flow quantities
M̂ =
[
p̂t, Û , T̂t, T̂r
]
are approximated on the faces Γ in the following piecewise finite element space
W =
{
ψ : ψ|Γc ∈ PK (Γc) ,∀Γc ⊂ Γ
}
. (B.7)
Generally speaking, when moving from the interior of triangle ∆l to its boundary ∂∆l, the traces define the409
values of field variables on the boundary. In HDG, it is assumed that the traces are singled-valued on each410
face.411
The HDG method solves the system in two steps: first, a global problem is set up to determine the traces
M̂ ; then a local problem with M̂ as boundary condition on ∂∆l is solved element-by-element to obtain the
solutions for M , P , E and W . The local problem is to find (M ,P ,E,W ) ∈ [V]5 × [V]4 × [V]2 × [V]2 such
that
(q,Gu)∆l − (∇q,Gc + Gd)∆l + 〈q, F̂ · n〉∂∆l = 0,
(r,P )∆l + τ (∇ · r,U)∆l − τ〈r · n, Û〉∂∆l + (r,Π)∆l = 0,
(t,E)∆l + τ (∇ · t, Tt)∆l − τ〈t · n, T̂t〉∂∆l + (t,Θ)∆l = 0,
(t,W )∆l + τ (∇ · t, Tr)∆l − τ〈t · n, T̂r〉∂∆l + (t,Λ)∆l = 0,
(B.8)
for all (q, r, t) ∈ [V]5 × [V]4 × [V]2, where the numerical flux F̂ is defined as:






















The global problem is set up by enforcing the continuity of the numerical flux over all the interior faces.













= 0, on Γc ∈ Γ\∂Ω, (B.10)
for all w ∈ [W]4. Here the superscripts ± denote the numerical fluxes obtained from the triangles on both




, on Γc ∈ Γ ∩ ∂Ω. (B.11)
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By assembling the local problem (B.8) and global problem (B.10) and (B.11) over all the triangles and412
faces, we can obtain a matrix system of form413 
AM AP AE AW AM̂
BM BP BE BW BM̂
OM OP OE OW OM̂
QM QP QE QW QM̂
















where M, P, E, W and M̂ are the vectors of degrees of freedom of the flow properties M , the auxiliary414
variables P , E and W , as well as the trace of the flow properties M̂ , respectively. Note that the degrees of415
freedom for M , P , E and W are grouped together and ordered element-by-element, and the corresponding416
coefficient matrix [AM , AP , AE , AW ;BM , BP , BE , BW ;OM , OP , OE , OW ;QM , QP , QE , QW ] has block diag-417
onal structure. Therefore, we can eliminate M , P , E and W to obtained a reduced linear system involving418
only M̂. Once M̂ is determined, M , P , E andW are reconstructed corresponding to the local problem (B.8)419
in an element-wise fashion, while the stress tensor and the heat flux are calculated according to Eq. (B.6).420
Now, we formulate the boundary condition, i.e. specify hexts and MBC at ∂∆l when ∂∆l ∩ ∂Ω 6= 0. In
this work, the static wall of temperature Tw with fully diffuse reflection and periodic boundary are used.


















where n is the outward unit normal vector of the wall, while MBC are directly calculated from the approxi-
mated velocity distribution functions within ∆l, in order to ensure correct velocity slippage and temperature
jump, that is











h2 (∆l,v) dv. (B.14)
In the case that ∂∆l lies on the periodic boundary, it is treated as an interior face between ∆l and its421
fictitious counterpart (an imaginary triangle) across this boundary.422
Finally, we estimate the computation effort to solve the system based on DG discretization at each423
iteration step. To solve the kinetic equations, we need to solve Nv1×Nv2×Nv3×Nel linear systems of (B.2),424
each of which involves 2Neldof equations with N
el
dof = (K + 1) (K + 2) /2 the number of degrees of freedom425
for a field variable in a triangle, since the kinetic equations are first discretized by Nv1 ×Nv2 ×Nv3 discrete426
velocities in the molecular space before the DG discretization on spatial mesh. To evaluate (ϕ,LBCO)∆l427










is needed [41], where Nqua is the number of quadrature points429
for the integrations with respect to the solid angles in unit sphere and N̄3 is the total number of frequencies.430
To solve the synthetic equations using the HDG method, the global problem to find the approximations of431
M̂ is to solve a linear system for about 5NfcN
fc
dof unknowns with N
fc
dof = K + 1 the number of degrees of432




non-zero entities [50], which is solved by the direct solver PARDISO [51]. For the local problem, to recover434
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