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Abstract
Imaging Iodine-125 requires an increased focus on developing an understanding
of how fundamental processes used by imaging systems work to provide quantitative
output for the imaging system. Isotopes like I-125 pose specific imaging problems that
are a result of low energy emissions as well as how closely spaced those emissions are in
the spectrum. This work seeks to characterize the performance of a small animal SPECTCT imaging system with respect to imaging I-125 for use in a preclinical translational
research environment and to understand how the performance of this system relates to
critical applications such as attenuation and scatter correction. The specific aims of this
work examined several key areas of system function and performance with respect to I125 imaging.
The first aim examined the geometric SPECT calibration routine used for the
Inveon imaging system with a particular focus on determining the accuracy of the
calibration as well as the robustness of the algorithm under routine and adverse imaging
conditions. The second aim was to characterize detector uniformity issues that may arise
by comparing the uniformity performance of the system with both I-125 and Co-57 as
well as examining the possibility of altering the acquisition method for normalization
scans to increase the uniformity performance. The third aim sought to optimize the
energy window used for acquisition of I-125 data and to determine the effects the
selection of the window had on valid and scatter events. The fourth aim used the
optimized windows, determined by the third aim, to assess the performance of a
reconstruction algorithm, currently under development, that corrects for attenuation and
scatter effects. The fifth and final aim of this work sought to assess the feasibility
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acquiring SPECT-CT data simultaneously and to assess the quality of data that could be
achieved if simultaneous acquisition of the two imaging modalities was, in fact, possible.
This work met these aims by performing an extensive series of studies examining
the response of the system to I-125 imaging. These included multiple series of phantom
imaging using both manufacturer as well as custom-designed sources for use with
measurements involving I-125 and Co-57. Statistics from over 60 datasets with analysis
in greater than 480 regions of interest were used for the analysis of attenuation and scatter
correction data alone. The final study involving simultaneous SPECT-CT acquisition
required modification of the imaging hardware to enable this type of data collection as
well as development of a reconstruction algorithm to correctly handle the CT data
acquired in a step-and-shoot helical mode.
A number of key findings resulted from this work including the validation of the
calibration routine of this imaging system, even under non-ideal imaging conditions for
both the SPECT and CT modalities. Uniformity performance with I-125 was found to be
a challenge with this imaging system but reductions in performance compared to other
isotopes were not significant enough to introduce severe artifacts into the image data.
Optimization of I-125 parameters resulted in improvements of the processed data
indicating that the recommended settings provided by the manufacturer could be altered
to provide results that better balance between minimizing scatter effects and maximizing
detection of valid events. Assessment of the proposed scatter and attenuation correction
algorithm for this system showed marked improvement as compared to data processed
without these corrections. The final study of simultaneous SPECT-CT imaging proved
this acquisition method to be feasible on a commercial system with minimal
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The primary conclusions drawn from this study indicate that the system is
adequate for imaging with I-125 when care is taken to properly maintain the system as
well as keeping sources current and properly centered in the scanner field of view during
calibration. The study strongly illustrates the necessity of compensating any data
collected using I-125 for attenuation and scatter effects; with some regions showing
greater than 25% attenuation and approximately 30% improvement in quantitative values
for scatter affected regions with the corrections applied. The study also concludes that
simultaneous SPECT-CT is feasible with minor adjustments to a commercial platform.
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Chapter 1: Introduction & Overview
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Introduction
This chapter details the purpose of the study and its significance to the field of
study. This section also outlines the problems being addressed. Additionally, this chapter
describes why this problem is important to the field of medical imaging and outlines the
primary objectives of the research proposed.

Study Overview
The primary purpose of this work is to characterize the performance and
limitations of a small animal imaging system with SPECT, PET, and CT capabilities.
Specifically, this paper focuses on the performance of the SPECT and CT subsystems
with respect to imaging with Iodine-125. This particular isotope offers a number of
imaging challenges that range from initial scanner setup for proper detection of the
photopeak to quantification difficulties arising from significant attenuation attributed to
low energy gamma emissions.

The Problem
I-125 is a useful isotope for preclinical translational imaging as the chemistry to
bind the radionuclide to many compounds is simple and inexpensive (Salacinski P. ,
McLean, Sykes, Clement-Jones, & Lowry, 1981). This includes easy incorporation into
peptides and proteins that can require more complex chemistry in order to create a
compound that does not alter the physiologic process being studied (Walker, 1994).
Another key characteristic is that the specific activity of I-125 at delivery time can be
near 90% enabling compounds to consistently retain higher specific activities (Patrono &
Peskar, 1987).

2|Page

Iodine is useful as a tracer as it is an element naturally found in the body, unlike
many other SPECT isotopes that are foreign to the body. Other common SPECT isotopes
include Tc-99m and In-111, both of which are not naturally occurring elements in the
body and as such can introduce changes to the physiology that may not be affected by a
more naturally metabolized compound.
From a research perspective, I-125 provides an excellent tool for facilitating the
translation of preclinical studies to imaging in humans. As a cost effective isotope, dosing
is available to many imaging labs and the 59.4 day half-life makes it ideal for being able
to perform counting studies or autoradiogaphy on resected organs to corroborate the
SPECT imaging results. Because I-125 cannot be used clinically because of a 59.4 day
half-life, the iodinated compound needs to be altered to use I-123 or I-131 for clinical
SPECT and I-124 for PET. For isotopes of iodine, the chemistry typically remains the
same enabling direct translation to the clinically used isotopes. The disadvantage to
imaging with I-125 is that system performance of imaging platforms specific to this
isotope, has not been carefully reviewed or characterized, and as such, many questions
remain as to the best practices in setting up the equipment and imaging with this isotope.
Most isotopes emit photons at several discrete energies over a fairly wide energy
range. I-125 poses some specific imaging challenges as the photon emissions are spread
over a small range of energies from 27 keV to 32 keV. For SPECT imaging it is typically
ideal that the isotope being imaged have a dominant single-energy photopeak to allow the
system to be properly optimized for detection and imaging of that specific photopeak.
Without a significantly dominant, single-energy photopeak, it becomes difficult to tune
the imaging system that is one of the primary challenges to effectively imaging I-125.
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Energy resolution limitations of imaging systems also make it difficult to completely
separate a single photopeak from the range of energies over which I-125 emits.
The low energy emissions require that the corresponding detector electronics
acquire the data with a significantly higher gain compared to that required by other
standard SPECT isotopes. In most SPECT systems, the detector is specifically optimized
for use with Tc-99m (140 keV) as this nuclide is used in greater than 90% of all studies in
imaging facilities. The photopeak for I-125 is spread over a range of energies with an
average of 28 keV. The significant increase in the required signal gain adjustment that is
required to move the I-125 photopeak into the optimum detection range can be close to
the maximum voltage supported by the imaging equipment. This can result in increased
noise in the data that works to decrease contrast in the final reconstructed image
(Jaszczak, Whitehead, Lim, & Coleman, 1982).
This thesis serves to test key functional parameters of the imaging system that are
both required before the imaging of I-1125 begins as well as those that help create a
quantitative image environment for the reconstructed data. This is a fundamentally
necessary study as preclinical imaging is playing a larger role in the translation of new
imaging agents for clinical use. Without proper system calibration and operation, data
acquired using I-125 can result in flawed experimental results.

Significance and Objectives
The significance of this work is that this is the first characterization of a small
animal SPECT-CT imaging system that specifically targets fundamental issues that arise
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in operation of the imaging equipment when imaging using I-125. Of particular interest
are the effects that significantly limit the ability of a researcher to extract quantitative
information from the system when imaging subjects with I-125. This body of work
reveals problem areas and possible pitfalls in calibrating these systems that can ultimately
result in erroneous data. The studies presented also examine the detector response to the
low energy gamma-photon emissions from I-125 and the effect that the spread of
energies in this emission spectrum has on overall detector uniformity performance and
the subsequent effect on normalization data acquired using this imaging system.
Optimization of the proper energy window selection to be used for I-125 imaging was
performed for use in characterization of the performance of an attenuation and scatter
correction algorithm currently being developed for this platform. The last study in this
dissertation assesses the feasibility of acquiring SPECT and CT data simultaneously.
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Chapter 2: Literature Review
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Preclinical Translational Imaging
Preclinical imaging, for the purposes of this Ph.D. thesis, is defined as the use of
dedicated imaging equipment for the purpose of imaging biological, metabolic, and
physiological processes in small animals that serve as models for human diseases. These
imaging studies are necessary for early stage drug and treatment developments to
progress to clinical trials prior to use in the general population. In this thesis, we hope to
improve some of the processes for multimodal imaging that may allow for more
quantitative and consistent preclinical imaging studies. Improving these workflows will
result in more robust data that will facilitate effective and correct interpretation, which is
necessary during the development and evaluation of drug candidates destined for human
clinical trials.
Several common methods exist that allow for translation of animal research using
therapeutic and imaging biomarkers into human disease studies. Mice are the most
common animal used in this type of research due to the relatively low cost and speed of
breeding as well as their reasonable match to the human genome (Jong & Maina, 2010).
Xenograft tumor models, based on human cancer cells injected into the animal, are the
most common in oncology research primarily because the use of human cancer cells to
develop the tumor results in a model that better predicts the response of the treatment or
imaging biomarker in humans (Sausville & Newell, 2004). Table 1 adapted from Jong &
Maina (2009) shows a concise table of common models along with advantages and
disadvantages for both.
The Inveon Trimodal (PET-SPECT-CT) system was used to complete all
studies presented in this dissertation with a particular focus on the SPECT capabilities of
7|Page

the hardware. This is a flexible imaging system that allows for a wide range of data
processing methods as well as the ability to modify certain hardware characteristics. Part
of this flexibility stems from the Inveon system using a listmode acquisition method for
data collection. Listmode acquisition essentially means that during data collection, the
SPECT hardware keeps tracks of all events recorded during the data acquisition period
and records them as a list of events. The manufacturer-provided software enables the
ability to reprocess this listmode data in a wide variety of ways post-acquisition.
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Table 1: Key cancer disease models with advantages & disadvantages.

Advantages & Disadvantages of Existing Cancer Models
Type

Material

Site

Advantages

Disadvantages

• Immunocompetent
hosts

• Well-characterized cell
Syngeneic

Injection of cells
from identical
species

• Subcutaneous
• Orthotopic

lines

• Ease of
implementation

• Poor representation of
human disease

• Reproducibility of
tumor properties

• Simple statistics
• Well-characterized cell
lines

• Ease of
implementation
Xenogeneic

Injection of human
cell lines

• Subcutaneous

• Expression of human
homolog target

• Efficacy databases
• Reproducibility
• Homogeneity in tumor

• Immunosuppressed
and nonhuman hosts

• More costly
• Requires microbe-free
animal housing

• Different from human
tumor histology

characteristics

• Complex logistics
• Surgical skills
• Orthotopic

• Best mimicking of
human carcinogenesis
and metastatic patterns

required

• Limited number of
hosts

• Reproducibility of
tumor growth rates

• Controlled cancer
Genetically
Engineered

Expression of
target or label –
spontaneous
carcinogenesis

progression

• Resemblance to human
carcinogenesis

• Immunocompetent
hosts
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• Statistics problems
• Limited host
availability

• Cost
• Variations in tumor
growth rates

• Difficult statistics

Clinical imaging systems are designed to be quantitative instruments and much
research has been completed to ensure that each imaging modality provides the most
quantitative data as appropriate for the designated use of the system. In the clinical realm,
quantitative imaging is absolutely critical for accurate patient diagnosis. The world of
preclinical imaging is only recently seeing a push to output quantitative data for all
modalities, and this trend is accelerating as the technologies have become more essential
in translational research applications (O'Connell, 2006).
Clinical PET systems experienced a revolution between 1998 and 2002 when it
was determined that a better practice would be to couple the nuclear medicine imaging
capabilities of the PET system with the anatomical reference of a CT (Beyer, Townsend,
& Brun, 2000). This not only provided the anatomical localization that is often necessary
to determine accurate positioning of a lesion within the body but also enabled correction
of the emission data for attenuation and scatter effects. This methodology opened the
doors for enhanced quantitative results leading to improved disease diagnosis as well as
new trends in multimodal imaging that include developments of diagnostic SPECT-CT
and PET-MR imaging systems (Siemens Medical Solutions, 2010).
The preclinical market today is currently undergoing the same paradigm shift
experienced by the clinical world in the early 90s (Stout & Zaidi, 2008). Systems are
moving from single modality units to multimodal gantries with companies producing
systems that can support up to three modalities simultaneously (Gleason, Austin, Beach,
Nutt, Paulus, & Yan, 2006). With these complex systems comes a variety of questions
regarding quantification, image quality, and system calibration as well as how these
systems potentially affect each other during the course of image acquisition.
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Single Photon Emission Computed Tomography (SPECT)
I. Background
Single Photon Emission Computed Tomography, or SPECT, began in 1957 with
Anger’s paper on a new technology for detecting gamma rays (Anger H. O., 1957). The
practical device, created by Barbour, was called a gamma camera and was able to
produce planar images of a subject injected with a gamma photon emitting radionuclide.
This new detector used a scintillator material coupled to a series of photomultiplier tubes
(PMTs) to detect the gamma photons. This early design did not produce high resolution
images but was able to detect the decay signatures of certain nuclides. This initial process
was called scintigraphy.
Scintigraphy allowed for the first 2-dimensional imaging of radionuclide
distribution injected into humans. Different gamma ray-emitting nuclides attached to
biological compounds were used to generate the data. This allowed nuclear medicine to
be quickly noticed as a new way of diagnosing patients without invasive procedures.
Some of these procedures are outlined below:
1. Cholescintigraphy: imaging of the biliary system to find obstructions
(Weissman, Frank, Rosenblatt, Goldman, & Freeman, 1979).
2. Skeletal scintigraphy: imaging of the bone metabolism in humans can be used
to look for osteomyelitis, bone fractures and growths and anomalies such as
tumors (Schauwecker, 1992).

This technology developed over time as scintillator materials and PMTs
improved. It was also realized in the 60s that gamma cameras if rotated about the object
could be used to acquire projection data at various angles around the object (Jaszczak R.
J., 2006). This method of acquisition is called tomography. This projection data can be
11 | P a g e

reconstructed into a 3D volume for visualization and analysis of the data in a fully three
dimensional environment.
In clinical use this is the common stopping point for many developments in the
fundamental acquisition of SPECT imaging. This is not to say that developments have
not been made in improving system performance, but that the uses of the standard
collimators and system configurations have not changed much with regard to the
collimators used. Most of the clinical uses for SPECT are performed using parallel hole
collimation. For the clinical cases, the resolution and sensitivity that this method of
acquisition provides is more than sufficient for the primary uses of bone and cardiac
imaging using Tc-99m (Mariani, et al., 2010).
For preclinical imaging, however, the methods used in clinical applications do not
typically allow for the resolution and sensitivity needed to image animals that are
approximately 3,000 times smaller than a human. In order to image objects of this size, a
different technology is required – in particular the need for pinhole collimation has
become imperative. Although this technology can be applied to clinical systems, it is still
only widely used in preclinical SPECT imaging systems (Weber & Ivanovic, 1999).
Pinhole collimators are typically lead or tungsten plates that have a single hole
drilled through the body of the plate. The plates are usually attached to a pyramid or
raised structure that extends it away from the detector panel. This allows for greater
magnification and the ability to establish a given acceptance angle of incident photons
that are able to penetrate through the manufactured holes in the collimator and be
detected on the detector panel (Barrett & Kupinski, Small Animal SPECT Imaging,
2005).
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The pinholes work in the same manner as a pinhole camera as shown in Figure 1.
The incident photons are limited to only those events at an angle that can make it through
the pinhole without being absorbed in the collimator. The pinhole image results in a
flipped and inverted image of the object that must be accounted for in image
reconstruction. The result of many photons incident on the detector face in this way
generates the image for that projection angle. Once the desired number of counts has
been acquired or the desired time per projection has passed, the system then moves to the
next angle to acquire another projection to generate a complete set of data that can be
used to generate 3D SPECT images.
This technology has recently been extended to use multi-pinhole collimators that
result in sensitivity increases that scale linearly with the number of pinholes. In these
configurations each pinhole creates a projection onto the detector face as demonstrated in
Figure 2. This technique enables one to acquire similar resolution data while improving
the overall sensitivity of the measurement. With multi-pinhole imaging it is important to
either make sure that the design of the collimator does not allow significant overlap of the
projected data unless there is processing software available to compensate for the
multiplexing effect of the overlapping images. Even with an advanced compensation
algorithm, it is difficult to completely eliminate all types of overlap artifacts for all sizes
of objects in the imaging field of view (Schramm, Ebel, Engeland, Schurrat, Behe, &
Behr, 2003).
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Figure 1:: Geometry of a pinhole camera (Cooper, 2010).

Figure 2: Multi-pinhole projection pattern.
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Pinhole collimator construction requires in-depth design and strict engineering
specifications to manufacture a product that can support the high resolution imaging
requirements of preclinical systems. In order to design a collimator with the necessary
performance specifications a number of parameters must be defined and the hardware
constructed with extremely tight tolerances. The geometry shown below (see Figure 3) is
from the design of the Inveon SPECT imaging platform. This design uses a keel-edge
pinhole aperture such that the resolution limited by the geometry of the system is
approximately equal to the pinhole diameter (Hu, Chen, & Liu, 2005). For a pinhole
collimator aperture of this type, the parameters needed are as follows:
D: The physical pinhole diameter
k: The length of the collimator keel
α: The acceptance angle or cone angle
d: The depth below the plate surface
T: The thickness of the collimator plate
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Figure 3: Common geometry for a keel edge collimator design (Siemens Medical
Solutions, 2010).

16 | P a g e

The resolution for a pinhole collimator aperture is given by (Habraken, et al.,
2001):

 z + z A  2  z  2 
d eff +   RD 
RT ≈ 
z
 zA  
 A 

1

2

(2.1)

zA = pinhole-to-detector distance
z = pinhole-to-point on object
deff = effective pinhole diameter
RD = The intrinsic detector resolution
The pinhole diameter is not just the physical dimension of the pinhole but is a
greater value due to penetration of photons of varying energy and the composition of the
collimator material. The effective pinhole diameter, deff, can be ascertained using the
equation 2.2 where D is the physical pinhole diameter, µ is the attenuation coefficient of
the collimator material and α is the acceptance angle (Schramm, Ebel, Engeland,
Schurrat, Behe, & Behr, 2003):

d eff

= [D (D + 2 µ

−1

tan (α ))]
2

1

2

(2.2)

A disadvantage of this design is that the keel edge creates a cone angle
dependence on the energy of the gamma photon emitted by the isotope being imaged. For
nuclides that emit higher energy photons, the collimator has a reduced cone angle thus
limiting the available imaging field of view (MacDonald, et al., 2001).
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II. Technology Overview
SPECT imaging is the principal imaging modality used in the clinic. It allows
physicians to visualize the distribution and uptake of radio-labeled compounds within a
subject or patient in both 2D and 3D. It’s popularity is because of the simplicity of image
acquisition method and radiochemical synthesis as well as the relative ease with which
isotopes for SPECT imaging can be acquired and produced. The necessary infrastructure
cost for using SPECT nuclides is also less expensive because a cyclotron is not required
to produce the most commonly used isotopes. This means that there is no need for
specialized staff to operate the cyclotron, nor is there a necessity to have a dedicated team
of chemists on hand to create the necessary compounds from the raw cyclotron product
(Seo, 2008).
Specifically designed scintillator detector hardware is used to acquire
SPECT data. The gamma ray detectors are oriented around the object, typically in pairs,
to acquire data. Gamma photons are released as the injected isotope decays. The gamma
camera detects these incident photons, positions them correctly in the active field of view
and then records them as counts. Once the desired number of counts is collected at a
given acquisition angle, the heads are rotated to the next angle of acquisition and the
process is repeated.
Scintillators are fluorescent materials that react specifically to incident radiation
by emitting visible light. The incident radiation interacts with the scintillator via
Compton or photoelectric interactions (Compton, 1923). These interactions result in the
production of excited electrons that travel tortuous paths through the scintillator material.
Eventually the electrons that remain in the crystal are captured resulting in the emission
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of a photon in the visible or ultraviolet spectrum. In many commonly used scintillators an
additional activation material, called a dopant, has been added to the detector material to
alter the emitted photon wavelength to the visible spectrum and to increase the
probability that the electron will be captured within the scintillator material (Ranger,
1999).
Emission of the visible photon is a consequence of the interatomic spacing and
the stable lattice structure of the crystalline solid being used as the scintillator material.
These properties give rise to the concept of discrete and allowable energy bands, of
which a full description is outside the scope of this work. However, the fundamental
concept is described in detail by Anderson (1984).
Inorganic scintillator materials such as sodium iodide doped with thallium
(NaI(Tl)) and cadmium-zinc telluride (CZT) are commonly used as the primary detector
materials in modern preclinical SPECT systems. Sodium iodide is one of the most
frequently used scintillating materials due to its high light output and excellent detection
efficiency compared to other commercially used scintillator materials (Barrett &
Kupinski, 2005). The light output for other commercial scintillator performance
specifications is often written as a percentage of the performance of NaI(TI) as shown in
Table 2. As the injected radionuclide decays, a gamma ray is emitted that becomes
incident on the detector face creating a “flash” of light or scintillation. The
photomultiplier tube (PMT), or in the case of preclinical systems, a position sensitive
photomultiplier tube (PS-PMT), attached to the detector via a light guide, converts this
light to an electronic signal (Hamamatsu Photonics, 1998).
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Table 2: Key characteristics of common scintillators.
Characteristics of Selected Inorganic Scintillators
Parameter @ 511 keV

Na(Tl) BGO LSO

Density (g/cc)

3.67

7.13

7.4

Decay Time (ns)

230

300

40

Light Output [NaI(Tl)=100]

100

15

75

Positioning of the events into x-y coordinates on the detector is performed by
using Anger logic on the resistor grid of the PS-PMT readout. When the gamma photons
cause scintillation events in the detector material, the amount of the light created spreads
over the number of PS-PMTs used in the detector design. The relative intensity of the
light measured over the PS-PMT grid allows for relatively precise x-y positioning of the
event on the face of the detector (Weissleder, Ross, Rehemtulla, & Gambhir, 2010).
Equation 2.3 shows the general form of the equations used to calculate how the spread of
light on the face of a four channel PS-PMT can be used to calculate the location of an
individual event (Anger H. , 1967). The numbers for a given x or y coordinate are
comprised of the signals from the anode that are captured by the analog to digital
converter. For a four-channel array the Anger positioning logic equations for the x and y
coordinates are given by:

xm =
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3x1 + x2 − x3 − 3x4
x1 + x2 + x3 + x4

(2.3)

ym =

3 y1 + y 2 − y 3 − 3 y 4
y1 + y 2 + y 3 + y 4

(2.4)

Each set of gamma emissions acquired over a specified period of time at each
angle of acquisition is termed a “projection”. Once a sufficient number of projections
have been acquired, the object in the field of view can be reconstructed using well
established reconstruction algorithms. The number of projections needed to accurately
reconstruct the object in the field of view varies with the size and shape of the object, the
activity concentration, and the distribution and type of isotope used in the study.
Each angle provides a different view of the object in space. If too few projections
are acquired, significant angular sampling artifacts may be seen in the reconstructed
image. Although it is not possible to exactly reproduce the object in the field of view,
there are relationships that provide guidance on the minimum recommended number of
projections that should be acquired to reduce unnecessary artifacts in the final
reconstructed image.
where N must be greater than or equal to the ratio of the product of the diameter of the
field of view and pi to the least dimension that can be resolved by the SPECT imaging
system (δx ) (Rosenthal, Cullom, Hawkins, & Moore, 1995).

N≥

πD
δx

(2.5)

Count rates for SPECT imaging are generally low due to the collimation required
for this imaging modality; thus, iterative reconstruction techniques typically are required
as they are able to compensate for the reduced number of statistics in the acquired data as
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compared to back-projection reconstruction methods (Clinthorne & Meng, 2010). The
most common implementations of these algorithms, clinically and preclinically, are based
on Expectation Maximization (EM) algorithms such as: Maximum a posteriori (MAPEM), Ordinary Subset (OSEM), and Maximum Likelihood (ML-EM) (Bruyant, 2002).
Reconstruction algorithms are outside the scope of this work but a brief introduction to
the methodology is important to fully understand how these algorithms serve to be the
optimum reconstruction technique for emission SPECT image reconstruction.
The primary concept behind iterative reconstruction methodologies is to
optimize a particular problem. Iterative reconstruction techniques for emission imaging
are usually based on some form of expectation maximization originating from the
Poisson nature of the radioactive decay that makes up each projection images. The
Poisson probability states that for an expected number of counts in a given interval, the
chance that an exact number of counts, c, are measured is given by (Jeffrey, 2004):

t c e −t
f(c;t) =
c!

(2.6)

This probability model can be extended to estimations of projection data if we
assume that we are trying to converge on the projection data, P, from estimations of the
distribution of activity in the field of view, f. The result can be obtained with the product
of probabilities for individual pixel information.
Pi




−1
prob[P f ] = ∏ exp − ∑ aij f j  ∑ aij f j  (Pi !)
i
 j
 j


(2.7)

This probability is product-based because of dependence among the pixels. The
pseudocode algorithm listed below leads to the final Maximum Likelihood – Expectation
Maximization (ML-EM) algorithm that is the standard for SPECT reconstruction
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(Hutton, Nuyts, & Zaidi, 2006). The ML-EM algorithms seeks to maximize the loglikelihood.

log − likelihood = ∑ ln prob[ p i f ]

(2.8)

i

1. Expected projection data are determined from forward projection
of initial activity distribution estimates

2. Likelihood is maximized by updating the current estimate using a
backprojected ratio of the measured projection data to the
estimated data

f

new
j

=

f jold

∑a

lj

l

∑ aij
i

pi
∑ aik f kold

(2.9)

k

Iterative reconstruction algorithms are also able to correct for a wide array of other
effects including resolution recovery and other non-linear detector and collimator effects
(Shepp & Vardi, 1982).
Clinical SPECT typically only necessitates the use of parallel hole
collimators because resolution is not a significant factor for human studies. In preclinical
murine research, however, higher resolution images are required to visualize small
structures and the physiological processes occurring within them. This requires the use of
advanced multi-pinhole technology that relies on a unique set of reconstruction
techniques in order to simultaneously improve upon sensitivity and resolution
performance (Jaszczak, Li, Wang, Zalutsky, & Coleman, 1994).
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III. Attenuation & Scatter
Attenuation correction for nuclear medicine imaging will be covered in the
subsequent chapters that give an overview of the computed tomography (CT) imaging
modality, however, it is important to discuss the concept of scatter correction as it relates
to quantitative SPECT imaging. Attenuation and scatter correction techniques have been
recently developed for the Inveon platform (Feng, et al., 2009). This newly developed
code is still being evaluated for its accuracy and how well it is capable of providing
correction for these important effects in nuclear medicine imaging. A section of this
Ph.D. work is dedicated to an analysis of the quality of the attenuation and scatter
correction under development for imaging I-125 on the Inveon platform.
Different scatter correction methodologies exist that use a number of varying
techniques. Some of these methods include using the data acquired during the scan to
estimate the contribution of scatter to each projection (Axelsson, Msaki, & Israelsson,
1984), while others involve the painstaking process of developing intricate system
models for use in Monte Carlo simulations to describe particle interactions within the
system. Monte Carlo-based corrections can lead to improved results as many factors of
scatter, including collimator effects, can be taken into consideration; however, these
methods usually are computationally intensive and require that the image reconstruction
code take the models into consideration when performing initial processing of the data
(Ljungberg & Strand, 1990).
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The implementation on the Inveon SPECT platform uses the simpler method of
multiple energy windowing, specifically, dual energy window subtraction. This technique
uses the acquired listmode data histogrammed into various windows above and/or below
the standard imaging window for the isotope (Jaszczak, Greer, Floyd, Harris, & Coleman,
1984). This particular method assumes that the photons collected in the tightened energy
windows above and below the photopeak are representative of the scatter photons found
in the primary photopeak window. This assumption allows each voxel of the projection
data in the narrow energy window at the beginning and end of the desired photopeak to
simply be subtracted from the projection data created from the primary photopeak.
As a general rule of thumb, the primary energy window used for a given isotope is
twenty percent of the value of the isotope emission energy. For Tc-99m,+ with a single
photopeak at 140 keV, the system would be set to process data within a window of 126
keV – 154 keV. For an isotope such as I-125 with multiple, closely spaced photopeaks at
low energies, definition of the window is not as straightforward. The Inveon platform
uses a 35 keV peak with a window width of 25 keV – 45 keV. For the primary energy
window, no matter the window width selected, the photopeak consists of contributions
from both true events as well as scatter. This is shown simply in equation 2.10 where C
represents the contribution from each scatter component.

CTotal = C Pr imary + C Scatter

(2.10)

When selecting the narrow window widths to be used, clinical literature indicates
selection of a 2 keV – 3 keV window width centered at the upper and lower bounds of the
selected primary window. The scatter contribution to be subtracted from the primary
window projection data can be calculated as follows:
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C
 W
C
CScatter ≅  lower + upper  x p
Ws  2
 Ws

(2.11)

where W indicates the window width of the scatter and primary energy windows. The
corrected projection data is acquired by performing a voxel by voxel subtraction of the
calculated scatter contribution from the primary energy window projection data
(Jaszczak, Greer, Floyd, Harris, & Coleman, 1984).
The main concern with the use of this method on the selected imaging platform is
the limited energy resolution of 14% with Tc-99m (140 keV emission) with additional
degradation in energy resolution measurements for I-125 of approximately 25% (Siemens
Medical Solutions, 2010). This restricts the ability of the platform to confidently discern
peaks with energies that are spaced too closely together. Heanue, Brown, Tang, &
Hasegawa (1997) found that to render scatter effects insignificant, a system would need
an energy resolution on the order of 3-4 keV. With 14% energy resolution at 140 keV this
leads to an absolute energy resolution of 20 keV far above what would be required to
more inherently reduce scatter effects.
Because of the limitations noted above, there are concerns in the performance of
this method because the photopeaks used for the scatter approximation windows are both
very narrow and closely spaced relative to the primary energy window. The close
proximity of the regions and various photopeaks in the I-125 emission spectrum create
uncertainty as to how well the system will be able to accurately subtract scatter events
from the counts in the primary energy window without removing a significant number of
potentially valid events and thus reducing the overall sensitivity of the gamma camera.
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The scatter windows in this method are chosen below the primary energy window
as the assumption is made that all scatter that causes image degradation is the result of
down scatter. For the Inveon imaging system, 20 keV is the lowest possible setting
allowed in the histogramming software. The SPECT hardware is programmed to acquire
data using I-125 with an average of 35 keV, however, the actual peak occurs around 28
keV with the lower scatter window being set at 3-4 keV below the 28 keV average. These
settings will push the platform to use data captured at the lowest possible acquired
energies that could result in processing issues or further loss of accuracy when applying
the energy window scatter correction method to I-125 emission images.
Because I-125 emissions are at such low energies, scatter is expected to have a
significant effect on the image data. For emitted photons at 30-35 keV or less, both
coherent scatter and photoelectric processes dominate (Figure 4). Above this energy
range, Compton scatter effects begin to dominate the interaction processes. Photoelectric
interactions also have a high probability of occurrence with values estimated at 50%
probability in soft tissue for energies of 35 – 45 keV (Simpkin, 1999).
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Figure 4: Interaction probabilities in water as a function of incident photon energy
(Simpkin, 1999).

Scatter correction is an important part of nuclear medicine imaging as these
events compromise the quantitative accuracy of a given image volume and reduced image
contrast. It is often difficult to assess scatter effects because similar image artifacts can be
the result of other inaccuracies either in the image study or a problem that can arise with
the imaging hardware. Correcting scatter effects in the emission data for low energy
photon emissions is critical to achieving more quantitative SPECT data.
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Computed Tomography
I. Background
Early work in tomography began as far back as 1940 with a patent submission by
Gabriel Frank. This early work described the fundamental aspects of tomography and the
earliest attempts at a methodology for reconstruction of tomographic data (Hsieh, 2003).
Modern commercial computed tomography would not be realized until 1967 when
Godfrey Hounsfield and Alan Cormack both independently discovered that X-ray images
could be acquired at different angles around an object with the resulting data enabling
physicians to see the internal structures of the object.
Computed Tomography, or CT, is a key tool in radiology for acquiring 3dimensional information on the structure of the object being imaged. CT uses an X-ray
tube and an X-ray detector to acquire projections at various angles around the object in
the field of view. Each projection is a two-dimensional radiograph of the object at the
acquisition angle. Once sufficient projections are acquired, it is possible to use these
projections to reconstruct the raw data into a three-dimensional volumetric image. In
nuclear medicine imaging platforms, the CT plays an important role for both anatomic
localization and to enable correction of the emission data for attenuation and scatter
effects (Kinahan, Townsend, Beyer, & Sashin, 1998).
The use of CT data for correction of emission data in clinical nuclear medicine
imaging started with the invention of the integrated PET-CT system (Beyer, Townsend,
& Brun, 2000). It was in this configuration that it was determined improvements could be
made in the way in which transmission data were being acquired in PET imaging
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protocols. Before the use of CT for correcting PET transmission images, PET systems
used point or line sources of Ge-68 or Co-57 to acquire transmission data by rotating the
source around the object (Carson, Daube-Witherspoon, & Green, 1988). This method
typically required > 15 minutes for the standard acquisition resulting in a total patient
scan time of ~60 minutes (for whole body images). The use of CT enabled whole body
scans to be performed in ~ 5 minutes improving the quality of the scan and improving
patient comfort. With the advent of combined SPECT-CT imaging systems, the CT can
now be used for attenuation and scatter correction for SPECT emission data (Schillaci,
2005).
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II. Technology Overview
CT is a clinical tool that has allowed the field of diagnostic imaging to reach ever
higher levels of image clarity with its ability to generate high resolution threedimensional images of the body by using X-rays to create a fully interactive, slice-byslice, reconstruction of the body. This process involves using an X-ray source and
detector attached to a rotating circular gantry. Diagnostic CT uses a single poly-energetic
X-ray tube with an opposing single or multi-detector array that acquires raw acquisition
data as it rotates around the subject (Goldman, 2007).
Each photon that is detected by the opposing detectors is then arranged into a data
matrix that is stored in a raw data format and used to reconstruct the image. The raw data
are then sent to a computer system that reconstructs the image by calculating the
attenuation of the X-rays as they pass through the object and become incident on the
detector face. The attenuation of the X-ray beam is related to the density of regions
throughout the body, which are measured and converted to Hounsfield units. The process
sounds simple enough, but in practice various fields of physics and computer science are
found to be the true foundation for the success of the CT modality of diagnostic imaging.
It is essential to first understand the basic mechanisms of how this technology
functions as well as how this functionality applies to the proposed project. To accomplish
this goal, a general understanding of the technology and its place within this work is
required. A review of the basic physics of CT is provided in this chapter.
The typical clinical scanner today uses a helical acquisition with a multi-detector
array rather than a single-slice detector array to acquire the X-ray beam attenuation data.
This type of scanner has a native slice thickness related to the width of the detectors
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located in the same dimension as the slice thickness, where a single detector CT uses the
initial beam collimation of the X-ray to determine slice thickness (Bushberg, Seibert,
Leidholt, & Boone, 2002). The helical aspect refers to the data acquisition method in
which the data are acquired, which is a helical pattern with overlapping areas of scan data
for each 360 degrees of rotation. The overlap has the distinct advantage of being able to
more efficiently and more accurately detect smaller volume tumors, where axial scanning
creates singular disc shaped scanning patterns that have the possibility of missing a small
tumor if the volume lies between discs as shown in the comparison Figure 5.

Figure 5: Differences in helical and conventional.
The image shows how a single slice scan results in a well-defined slice thickness while
helical scanning results in a slice thickness related to the characteristics of the helical
motion of the system (Bushberg, Seibert, Leidholt, & Boone, 2002).
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Preclinical CT systems differ from their clinical counterparts in the mode of
acquisition. Whereas clinical systems use helical acquisitions because of the fast scan
times necessary for clinical diagnostic imaging, preclinical systems have much more
strenuous resolution requirements. This is achieved by using micro-focus X-ray sources,
detectors with small pixels and a 3rd generation CT acquisition mode. Third generation
CT systems use a step and shoot method to acquire the image data. Step and shoot simply
means that the CT system will stop at each determined rotation angle, take an image, and
then continue to the next angle. CT scans rely on the production and usage of X-ray
radiation, produced by high energy output X-ray tubes, in order to emit photons that may
vary in their energy based upon the kilovolt peak (kVp), current (mA), and exposure time
(s,ms) settings of the instrument. The kVp is the peak accelerating voltage between the
anode and the cathode of the X-ray tube and mAs is the total charge of the electrons at
the time of exposure flowing through the cathode. These settings are determined by the
technologist or operator before the scan and can vary depending on what information is
needed from the study (Bushong, 2001). These properties determine the penetration
depth, contrast, and noise characteristics of the CT image. It is next important to
understand how an X-ray tube works as a stand-alone object so that it can be applied to
the way in which it is used to acquire CT data. A standard X-ray tube is an evacuated
Pyrex container that consists of a rotating anode (target), usually made from Tungsten
mainly due to its heat resistance, and a cathode (filament), that allows those electrons in
the outer shells of the metal to be ejected in a process known as thermionic emission once
the current across the filament reaches approximately four Amperes (Bushong, 2001).
Thermionic emission is a quantum mechanical process where the metal is considered to
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be a potential well of –V0 that rapidly rises as the limits of the boundaries of the metal are
approached. Energy levels inside the well are distributed up to the Fermi energy, where if
an accelerating voltage is applied such that the voltage is greater than the sum of the
workfunction and Fermi energy unique to that substance, electrons may be ejected nearly
instantly from the metal and are referred to as photoelectrons (Eisbert & Resnick, 1985).
The photoelectrons cross the evacuated gap between the cathode to the anode where they
strike a Tungsten target layered with other materials for extra heat absorption. The high
energy photoelectrons, at approximately 70 keV for standard radiography and up to 150
keV for CT, bombard the target and in doing so the electrons are quickly decelerated at
which point the electron loses most of its energy to heat transfer to the anode material. A
small percentage of the electron’s total energy is released in the form of bremsstrahlung
radiation that produces the characteristic X-rays used to acquire patient images. The
energy of the emitted X-rays and the amount of thermal dissipation can be determined
from the Duane-Hunt rule and Planck’s idea of energy quantization, where λ is the
wavelength, h is Planck’s constant, c is the speed of light, e is the charge on an electron
and V0 is the voltage (Duane & Hunt, 1915):
Duane Hunt rule:

λ min = hc

eV0

(2.12)

Energy Quantization:

E=

hc

λ

(2.13)

From these two conditions it can be calculated that an electron moving that is
under the accelerating influence of the standard 120 kVp CT setting has a wavelength of

1.036 × 10 − 11m and a resulting minimum photon energy of 120keV , thus
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demonstrating that the photons emitted do reside in the X-ray radiation wavelength and
energy regime (Bushong, 2001). The next component of the CT scanner that is of critical
importance to its clinical functionality is the array of detectors that are arranged in the
ring with the X-ray tube or tubes and provides the device with the necessary detection
capabilities needed in order to detect minute changes in radiation attenuation.
CT detectors vary in type depending upon the required application. Current state
of the art for preclinical CT systems uses an inorganic scintillator as the primary detector.
The commercially available systems typically use either Gadolinium Oxysulfide
(Gd2O2S) or Cesium Iodide (CsI). These systems consist of the inorganic scintillator
coupled to a fiber optic taper that transmits the light as efficiently as possible from the
scintillator screen directly to the CCD. Due to the CCD being much smaller, this also
usually involves demagnification of the detector image to the CCD.
Regardless of the detector used, the basic process is roughly the same. The high
energy beam of ionizing radiation from the X-ray tube falls onto the scintillator panel and
creates a flash of light caused by high speed X-ray photons colliding with the atoms of
the scintillator, thus placing some of the material’s atoms into an excited state. As the
atom returns to its ground state, a quanta of light is released that can be detected by the
CCD detectors used today and converted into an electrical signal that the computer can
interpret as data. These data eventually result in the fully three-dimensional image that
allows researchers and physicians to precisely visualize the subject or perform accurate
diagnosis of a patient (Turner, 2007).
Reconstruction of image data begins with the acquisition of attenuation data from
the detectors as the X-ray beam passes through the organic tissue of the subject and then

35 | P a g e

into the detector. The initial data from the CT systems are images, or projections,
acquired at specified angles about the subject. At this stage, the data may be represented
as a function of the acquisition angle and detector width known as a sinogram. The
sinogram gives information regarding a particular objects position in the scanned volume
with respect to the angle of view. Bushberg, Seibert, Leidholt, & Boone (2002) indicate
the exact nature of the way in which the sinusoidal result from the sinogram can be
shown:
“During the 360-degree CT acquisition of a particular object, the position of the
ray corresponding to that object varies sinusoidally as a function of the view angle.
Objects closer to the edge of the field of view produce a sinusoid of high amplitude, and
objects closer to the center of rotation have reduced sinusoidal amplitude. An object
located exactly at the center of rotation of the gantry produces a shadow that appears
vertical on the sinogram (p. 347).”
Representation of the data as a sinogram is required before the data can be reconstructed
into a standard image form.
The next stage of image reconstruction involves the preprocessing of the image
data to account for various inherent machine calibration issues and variations in detector
efficiency that result from daily use of the detector and fluctuations in the performance of
system components that may occur as a result of routine use. Quality and efficiency tests,
are processes and procedures that are performed to collect data used in making
corrections to account for changes in machine efficiency, background noise, and other
anomalies that may lead to reduced scanner performance (AAPM, Specification and
Acceptance Testing of Computed Tomography Scanners, 1993). These tests are usually
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carried out for most CT scanners on a daily, weekly, monthly, or annual basis, depending
upon the test, and allow the technician to perform adjustments to correct and adjust the
scanner resulting in enhanced performance and image quality.
The data for the correction of the individual machine and detector characteristics
are collected by running background scans and by performing scanner analyses on water
filled, plastic cylinders known as “phantoms”. Characteristics of these scans are then
recorded and used to recalibrate the software and/or hardware that controls the CT
scanner so that the image data array can be adjusted to account for varying efficiencies of
the CT detector (AAPM, 1977). This produces a final corrected projection image that is
purely characteristic of the true attenuation properties of the tissues being imaged free
from impurities like electronic noise and detector inhomogeneities (Prokop & Galanski,
2003). Figure 6 shows an example of corrected and uncorrected projection data.
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(a)

(c)

(b)

(d)
Figure 6:: Corrected and un
un-corrected projection images.

(a) shows a dark image use to account fo
for thermal noise in the detector, (b) shows a
light image taken with the X--ray tube on at the settings used
sed for the imaging protocol, (c)
shows uncorrected projection data and (d) shows
hows normalized projection data.
data
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After the acquisition stage, the CT projection data are now ready to be sent to
software that reconstructs the data into a standard image format that can be interpreted
into a clinically useful image. Before moving to the next stage of processing it is
important to understand how the images are arranged and displayed. The next section will
explain some fundamental terminology and explain key image representation concepts.
The CT image data consist of cells of information, where each cell is called a
pixel and each pixel has a length in the x and y directions as shown in Figures 7 and 8,
but unlike a two-dimensional image array, the pixels of a CT image also contain
information about the thickness of each individual slice that is determined by the
collimation of the X-ray fan beam or by the number of detectors in the scan width. Each
individual pixel is also indicative of a volume; thus each image pixel is referred to as a
voxel in most three-dimensional imaging applications (Seeram, 1994). The high
resolution imaging capabilities of the CT imaging modality enables physicians,
physicists, and technicians to extract highly accurate information regarding volume
characteristics of organs, tumors, and other anomalies inside the body and precise
localization of anatomic structures.
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Figure 7: Zoomed single voxel of CT image.
The larger blue square is a single voxel of the displayed CT data magnified
approximately 25x.

Figure 8: Voxel orientation in 3D space.
The cube above the magnified voxel identifies the dimensions that are represented by a
single voxel within an image.
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The individual voxel intensities directly represent information regarding the
density of the material represented within the voxel. This is derived from the attenuation
coefficients that are calculated as the X-ray beam passes through the object to the
detector face. A description of how these intensity values are calculated and
reconstructed into the final image space is later described.
Linear attenuation coefficients, represented by the individual voxels in the
projection data, are related to the density and atomic composition of the medium. These
coefficients describe the attenuation of the X-ray fan beam as it propagates through the
organic tissues of the subject being imaged. The attenuation information along the beam
path from source to target along with a series of mathematical reconstruction methods
that will be explained in the next paragraph are used to calculate the individual
attenuation values for each voxel contained in the matrix array.
Throughout the generations of CT scanners, many of the advances made in the
technology have been those in the reconstruction methods used to actually reorder the
raw projection data into clinically useful images. This fundamentally began with the
mathematical reconstruction developed in 1917 by Radon involving a mathematical
process that is now known as the Radon Transform (Kak & Slaney, 1988). This provided
the foundation for future reconstruction methods and evolved into the somewhat more
complex filtered back projection resulting in higher quality image interpretations (Prokop
& Galanski, 2003). This method was soon accompanied by slower but more robust
iterative reconstruction methods used primarily for PET and SPECT applications. The
latter is notably slower when executing the reconstruction but in exchange can reduce the
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images sensitivity to noise and include complex system models for resolution recovery or
improved uniformity.
Filtered back projection, described in detail below, is a fast reconstruction method
that is the gold standard for generating quantitative results because of absolute
convergence on the final image. In certain cases, such as regions of extreme contrast from
injectable contrast agents or metal elements, filtered back projection techniques result in
characteristic “streak” or “star” patterns that can devastatingly affect the image quality
and quantitative results.
Attenuation information can be gathered during the scan process because the Xray photons lose energy as the beam passes through the organic tissue of the patient and
then becomes incident on the detector array. In a more in-depth description of the process
Seeram (1994) states:
“Attenuation is the reduction of the intensity of a beam of radiation as it passes
through an object-some of the photons are absorbed, but others are scattered. Attenuation
depends on the electrons per gram, the atomic number, the density of the tissue, and the
energy of the radiation used…Attenuation in CT depends on the effective atomic
density(atoms/vol), the atomic number (Z) of the absorber, and the photon energy (p.
71).”
The preferred direction by which the X-ray beam travels through the patient is
known as a ray and is characterized as one transmission of X-rays that pass through the
tissue of the patient or object and into a single detector. The total attenuation along the
ray based on the initial energy is measured at the detector position and produces a value
known as the ray sum that reflects the total attenuation along the ray and for any given
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ray α the distance, d = x cosθ + y sinθ, and thus the projection or view is given by P(θ,d)
and the following integral relation where f(x,y) is the function representing the object and
ds represents integration along the line created from the photon path from the X-ray tube
to the detector (Kak & Slaney, 1988):

P (θ , d ) = ∫ α f ( x, y )ds

(2.14)

The X-ray tube rotates around the subject as the scan progresses, which results in
multiple points of view throughout the rotation period. These different fields of view, if
separated into discrete elements of rotation position, define a ray and the series of rays
along a single view angle are known as a projection or view. Each projection is a
component that is used to construct the total three-dimensional aspect of the CT image
that will ultimately be constructed into a format that can be interpreted by imaging
software to allow the ability to seemingly fly through the human body, slice by slice and
at multiple perspectives (Seeram, 1994).
The acquired rays that are collected by the detector have a given intensity that, in
Bushberg, Seibert, Leidholt, & Boone (2002) notation for linear attenuation, is given as,
It, where the original intensity of the beam measured in the light image calibration is
given by the variable, Io. The mathematical equation that describes how Io and It are
numerically related is given by the Beer-Lambert law:

I t = I 0 e − µt

(2.15)

where t is the path length through the object and µ is the value sought, namely the photon
linear attenuation coefficient, giving attenuation values for each voxel in the image space.
With simple mathematical manipulation it is easy to arrive at an equation that gives a
43 | P a g e

linear relationship between the initial intensity and the final intensity of the X-ray beam
and the attenuation of the beam through the material.

ln


I0

 = µt
I t 

(2.16)

This is a simplification of the result because µ-vales are energy dependent and the actual
equation must be integrated over the entire range of energies of the X-ray tube spectrum.
It is seen that a linear relationship is developed with which one can determine the
attenuation coefficients for each voxel based on the original and final intensities of the Xray photons that can then be calibrated using the parameters above. This then provides
non machine biased information that relies solely on the composition of the organic
material being analyzed during the scan (Bushberg, Seibert, Leidholt, & Boone, 2002).
For diagnostic X-ray tubes, the beam is poly-energetic spread over a wide spectrum of
energies. Because of this, the derivation above must be reanalyzed to integrate over the
entire energy spectrum of attenuation with the following starting equation and result,
E max

− ∫ µdt
=
I t I 0 e E min

and

  E max
 
ln I 0  = ∫ µdt
  E min
 It 

(2.17)

(2.18)

thus showing that in order to calculate the nonlinear attenuation one must calculate the
straight forward integral on the right hand side of the equations. It is now necessary to
review how the µ-values from the projection data can be calculated into a 3D image
volume used to display CT information to the user. The CT numbers used for display of
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the data are assigned during the image reconstruction process, which for CT data is
predominantly the filtered back projection reconstruction method (Kalendar, 2006).

III. Hounsfield Units
The variable, µ, in CT applications represents the linear attenuation coefficient of
the materials being imaged and is used in the calculation of Hounsfield Units; a scaling of
the voxel intensities to normalize the values to water and air. The Hounsfield Unit is
named after Godfrey Hounsfield, the creator of the original CT platform (Hendee &
Ritenour, 2002). Each of the particular values stored in a voxel, which represents the
density characteristics of the tissue in the voxel area, are calculated using a simple
equation that gives a relational value of the attenuation of the material normalized to the
attenuation value of water. Equation 2.19 gives the value of the so-called CT numbers
that have the following form:

CTnumber =

µtissue − µwater
×K
µwater

(2.19)

where K is a scale factor that is used to determine varying contrasts (Seeram, 1994). If
the value for K is set to 1000, the scale becomes that of the well-known Hounsfield Unit
and is the standard for CT image representation. The Hounsfield Unit scale gives values
for bone being approximately +1000, air -1000, and water equal to zero. In Dowsett,
Kenny & Johnston (2006), the Hounsfield scale takes the following form where K =
1000.
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HounsfieldUnit =

µtissue − µwater
× 1000
µwater

(2.20)

The resulting numbers are then typically given a corresponding grayscale value
such that, usually, +1000 is white and -1000 is black, while the intermediate values of the
varying CT numbers are shades of gray. This scaling allows the data matrix to be viewed
on screen as a normal image as shown in examples throughout this chapter.
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Preclinical CT
For clinical systems the typical image resolutions are on the order of two
millimeters with the greatest emphasis of the imaging system being on highest possible
throughput. In contrast, preclinical CT systems have a dramatically different set of user
requirements that must be met with the primary focus here being high resolution imaging.
These systems must also be as versatile as possible to cover the full gamut of imaging
applications from high-resolution bone imaging to low resolution, fast anatomical CT. To
this end, specific hardware is manufactured to meet the diverse and higher performance
requirements of the preclinical imaging community.

Dose Concerns
Another paradigm shift seen in preclinical imaging, which directly corresponds to
trends in clinical CT imaging, are concerns of excessive X-ray dose delivered to the
object. Excess dose may lead to unnecessary patient risk and increased risk of cancer
while for preclinical imaging, many studies involving cancer and other disease models
might be compromised if too much dose is delivered to the subject (Boone, Velazquez, &
Cherry, 2004). As an example, in a longitudinal cancer study assessing the efficacy of a
new tumor treatment compound, if the study designer is not careful to minimize the CT
exposure during the study, the excess CT dose can lead to inadvertent treatment of the
tumor skewing the true results of the compound being examined (Laforest, Waterson,
Broski, & Lewis, 2004). Additionally, it is possible that the CT dose may cause
additional spontaneous cancer in the subject due to the increased radiation exposure. In
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either event, the study results would be invalidated if the exposure to the X-ray radiation
resulted in an undesired change in the physiology of the experiment.
To mitigate these potential experimental pitfalls due to CT imaging, it is essential
to design imaging protocols with the lowest possible dose in mind while maintaining high
quality images. This not only results in reduced dose to the subject but typically enables
decreased imaging and processing times as well as the potential for decreased risk to the
system operators depending upon the type of preclinical CT system being used. With
proper tuning of the imaging protocol it is possible to eliminate potential radiation
exposure issues for both the operator and the subject being imaged (Carlson, Classic,
Bender, & Russell, 2007).
Third generation CT systems used in most preclinical imaging offer several ways
in which users are able to reduce dose to their subjects. These systems often offer various
hardware settings as well as a range of image protocol settings that can be used to
minimize the dose delivered during an imaging study. Optimizing the protocol options in
conjunction with the possible hardware settings available to a given imaging platform is
fundamental to minimizing the delivered dose (Osborne, Stuckey, & Wall, 2011).
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Chapter 3: Methodology & Results
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Chapter Introduction
This chapter outlines the details for each study performed. Because of the way in
which the data for this dissertation must be organized, the methodology, results,
conclusions and future work sections will comprise a single chapter. Each subsection of
the chapter is split into defined headings for ease of reading and to create a more logical
flow through the material covered.
All measurements within this chapter were taken by drawing regions of interest
over image or projection data and using the statistics derived from the values within that
region and are calculated by the software in which the regions of interest were drawn. For
this dissertation, the two region drawing software package used were the Inveon
Research Workplace (Siemens Medical Solutions, 2006) and ImageJ (National Institutes
of Health, 1997-2011). Any values referenced, such as minimum, maximum, standard
deviation, etc., will typically refer to those values within a specific region of interest
unless otherwise noted. Equations are given for any non-standard usage or specialized
calculations that were performed on the data.
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SPECT Calibration
Introduction
The individual projection data acquired by the system represents the
number of counts acquired in the scan and the distribution of those counts over the field
of view. For parallel hole collimators, this would be all that is needed to reconstruct the
data into a representation of what had been imaged but the high performance needs of
preclinical SPECT demand the use of pinhole and multi-pinhole collimators to achieve
the necessary resolution and sensitivity (Barrett & Kupinski, 2005). Pinhole collimation
of the emitted gamma photons results in projection data that are based on a cone beam
imaging geometry. This essentially views the pinhole as a point source with rays
extending towards the object in a three-dimensionally expanding cone-shaped beam.
This geometry, while providing greater detection efficiency over parallel or fan beam
geometries, requires a significant number of parameters to fully describe the collimator
and detector geometry relationships.
For a given pinhole collimator, regardless of whether the collimator is designed as
a single or multi-pinhole arrangement, values must be determined for the required
parameters. For each collimator design, nominal parameters are known from the original
engineering design. However, some of these physical parameters will be variable
depending upon the collimator being used and the isotope being imaged. Consequently,
this requires that the parameters to be calculated for specific imaging environments. The
fundamental parameters that must be calculated are:
1. The pinhole to axis parameter (D) which describes the distance from the collimator
focal point to the geometric center of rotation of the scanner.
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2. The focal length of the collimator (D’) which describes the distance from the focal
spot to the detector face.
3. The center of rotation location or transaxial offset (c) to define the possible offset
of each projection from the midline of the center of rotation.
The sample geometry from Zeng, Gullbert, Tsui, & Terry (1991) indicates the reference
points required (Figure 9).

Collimator
Pinhole

Detector
Figure 9: Sample geometry for pinhole SPECT.
The location of the collimator pinhole and the detector are labeled for orientation
purposes.
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The relevant parameters on the Inveon SPECT platform are calculated through the
use of a specially designed calibration phantom shown in Figure 10. This phantom
consists of a cylinder with four point sources arranged in an asymmetric pattern. Each
point source has an activity of approximately 20 µCi yielding a total of 80 µCi in the
field of view. SPECT and CT data are acquired to determine the coordinates of the points
in space as well as to find the relative geometry between the CT and SPECT datasets for
a given collimator set. In each experiment described in this section, the five pinhole
constellation with 1.0 mm diameter pinholes was used. This collimator was chosen
because it is the most widely used multi-pinhole collimator for preclinical SPECT
imaging with this particular platform.

Figure 10: Co-57 calibration cylinder.

The CT data were used to ascertain the three dimensional coordinates of the point
source cylinder in imaging space while the SPECT data provided the nuclear medicine
image of the radioactive sources that is then used to align the SPECT and CT datasets.
The transformation between these datasets is a non-linear fit that requires advanced
methods to obtain a geometric fit between the CT and SPECT data. The particular
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method used is the well-known Levenberg-Marquardt algorithm, originally developed by
Kenneth Levenburg in 1944 (Levenberg, 1944); (Marquardt, 1963).
This algorithm uses non-linear least squares fitting techniques to determine the
transformation needed to fit one set of data to another. The unknown volumetric positions
of the point sources in the SPECT field of view are fit to the accurately known point
source locations in the CT data using the Levenberg-Marquardt algorithm. The
parameters calculated during the fit can then be used to calculate the correction
parameters needed for use in reconstructing the SPECT image data.
This calibration scan is essential to achieve properly reconstructed data and will
provide consistent results over many consecutive scans. If the bed position of the
phantom on the imaging system remains unchanged between workflows then the
calculated positions of the point sources in space should also remain the same.
Additionally, since the calculated SPECT parameters rely on the CT data for accurate
positioning, the parameters in the SPECT should not vary substantially. The accuracy and
consistency of this calibration was examined in detail and is fully described in the
methodology section below. Figure 11 shows a comparison between reconstructed data
with and without proper geometric calibration.
MacDonald, et al. (2001), found that there is a specific dependence on the cone
angle of the collimator and the energy of the isotope emission. It was found that with
higher energy emissions, the cone angle became narrower resulting in a decreased
imaging field of view. One would expect that the focal length would become smaller with
decreasing energy. From the above study, it is expected that the focal length stands to be
the parameter most affected by the use of I-125 to calibrate the Inveon hardware.
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The algorithm used by the manufacturer is expected to be extremely robust. Even
in situations of increased noise or being positioned from the center of the field of view,
the system is expected to accurately identify the CT sources and use their accurate
localization to geometrically calibrate the SPECT system. It is anticipated that in nearly
all of the test cases that the calibration routine will result in accurate calibration of the
SPECT geometric parameters and result in reconstructed images that show clearly
defined point sources in the field of view. The calibration routines that are assumed to
have the greatest risk of introducing mathematical errors are those involving the
reduction of the CT exposure time and angular sampling. Both of these changes result in
increased probability that the initial position of the source in the CT data will not be
accurately located resulting in incorrect calculations for the SPECT data geometry.
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Thyroid

Liver

Spleen
(a)

(b)

Figure 11: Geometrically uncorrected and corrected SPECT data.
(a) shows a reconstructed mouse image with incorrect geometric data and (b) shows data
reconstructed with an accurate geometric calibration.
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Methodology
To characterize the consistency of the calibration, SPECT-CT acquisitions
were acquired of the phantom using the calibration phantom shown in Figure 14. This is
the manufacturer’s recommended method of acquiring the calibration data each of the
Inveon collimator configurations. The imaging protocols used to acquire using the default
calibration scan settings. The manufacturer’s recommended settings result in a wellsampled CT dataset with one projection acquired per degree and a well-sampled SPECT
scan using one revolution with thirty projections and twelve degrees between each
projection.
The manufacture recommended calibration phantom was centered in the SPECT
field of view and scans were performed three times for each available (factory-set) radius
of rotation, using the five pinhole mouse whole body collimator that provides wider axial
and transaxial coverage enabling whole body mouse imaging. The selectable radii of
rotation for this collimator are 30, 35 and 40 mm resulting in bore sizes of 60, 70 and 80
mm (i.e., 2x the radius of rotation). This sequence of imaging resulted in a total of twelve
calibration scans with the phantom centered in the imaging field of view.

Accuracy of Point Source Localization in CT
The first aim of this study was to examine the accuracy with which the Co-57
point sources embedded into the phantom body were located within the imaging volume.
For the calibration of the system to be both accurate and reliable, it is important that
consecutive CT imaging protocols result in the consistent calculation of the position of
the sources in the imaging space. This is important since the geometric parameters used
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for SPECT image reconstruction are based on the location of the point sources in the
corresponding CT calibration data.
The x, y and z coordinates for each point source were calculated from the CT data
using the manufacturer supplied algorithm. The average coordinate calculated for each
point source location was recorded for each of three scans at each radius of rotation. The
average values for the x, y and z coordinates were then compared between groups.
The estimated point source locations in image space could be considered
consistent among all nine calibration scans if the difference between the individual scans
and the average value of the scans is equal to zero. A matrix of values calculating the
percent difference between each measured x, y, z coordinate and the average of those
values was constructed for each radius of rotation and then evaluated to verify that each
element in the matrix was zero. The average result of the difference matrices were
recorded in a table for use in validation of the experimental results.
To further assess the accuracy of the point source location algorithm, tests were
performed with the phantom located 5 mm axially and transaxially off-center. A 5 mm
offset was chosen because the phantom becomes visibly and clearly off-center at this
distance. With such a visible offset from center, it is unlikely that an Inveon user would
align the phantom past a 5 mm offset in either the transaxial or axial direction. The same
workflows used in the above tests were repeated with the phantom at the off-center
locations and the data analysis repeated to determine the accuracy of the point source
positions.
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Accuracy & Consistency of Geometric Calculations from SPECT Data

The second aim focused on the accuracy and consistency of the necessary
geometric calculations required to perform accurate SPECT reconstruction. With the
geometric location of the point sources in the CT known, it is now possible to find the
points in the SPECT data and correlate the geometric locations in the CT to the geometric
locations in the SPECT volume. The fitting of this data used the Levenberg-Marquardt
described at the beginning of this section and implemented as part of the manufacturer’s
calibration routine.
The difficulty with the SPECT projection data is that, unlike the CT, the
projections are not as easily interpreted since the image on the detector is created with
multiple pinholes. This makes the precise localization of point sources in the calibration
phantom inherently difficult to discern. Figure 12 illustrates how a single point source in
the field of view appears as many point sources when looking at the projections from a 2detector, 5-pinhole imaging system, such as the Inveon. Using known geometric
information about the SPECT system, it is possible to estimate how the projections
should look with the individual pinhole projections combined.
The first series of tests to address this aim, used the Co-57 calibration phantom
provided with the system. The CT data acquired above was used for accurate location of
the point sources and the manufacturer calibration routine executed using the CT and
SPECT data. The algorithm fits the SPECT data to the CT images and calculates a
number of parameters that describe the geometry of the SPECT system that is used in
subsequent image reconstructions.
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Figure 12: Multi-pinhole projections of a point source.
The images above show the projection data from two different detector heads indicating
the importance of accurate calibration since each detector will record events from a
slightly different perspective than the other.

For each of the three radii of rotation available, three calibration scans were
acquired resulting in a total of nine scans. Mean values and standard deviations were
calculated for all key parameters.
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Percentage change from nominal values was calculated for those parameters where
nominal values exist for the Inveon SPECT imaging platform.
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(3.2)

The process was also repeated for the calculation of the calibration parameters with the
phantom located transaxially and axially at 5 mm from the center of the field of view.
The third series of tests were performed to examine sensitivity of the calibration
algorithm to adverse imaging conditions. This involved introducing image artifacts into
the data to determine if any changes to specific image characteristics could lead to
erroneous geometric calibration results. The first test in this series systematically reduced
the number of counts acquired per projection. These tests were designed to introduce
unexpected noise into the projection data to determine if there is a count density threshold
for which the algorithm used will not succeed in calculating reasonably accurate
geometric parameters.
The SPECT count rate scans were acquired with the manufacturer supplied Co-57
calibration phantom centered in the field of view. The first scan was acquired with a
count density equal to that of the manufacturer’s recommended calibration settings.
Subsequent scan times were reduced to drop the count density by 3/4, 1/2, 1/4, 1/8, 1/16
and 1/32. The calibration algorithm was then performed on the acquired data using a
standard CT for initial localization of the point sources in 3D space.
The second set of tests in this series involved altering the recommended CT
protocol parameters to introduce noise from decreased exposure times and undersampling
artifacts caused by acquiring too few projections for a given gantry rotation angle. These
tests are designed to reduce the calibration algorithms ability to accurately locate the
point source positions in 3D space. The loss of accuracy in the positioning would
subsequently result in reduced accuracy in the calculated SPECT geometric parameters.
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The results of the calibration routine were assessed using the same criteria described
above.
In addition to analysis of the resulting parameters from the geometric calibration
calculations, dimensional analysis was also performed on the datasets to validate that the
point sources displayed in the final reconstructed images are true points. Although, some
variation may occur in the calculated parameters, the final result should show four
individual point sources with minimal artifacts. This validation takes the form of visual
analyses to see if the resulting images have the proper spherical shape expected of the
point source. Figure 16 shows a comparison between correctly calibrated data and data
that has an incorrectly calculated transaxial offset.
To assess the spherical nature of the point source, each calibration dataset was
reconstructed using a 3D Ordered Subset Expectation Maximization (3D-OSEM)
algorithm using 8 iterations and 6 subsets. Each point source was examined for any
artifacts or non-spherical shapes in both 2 dimensional orthogonal views as well as using
Maximum Intensity Projections (MIPs). The phantom was visualized in a 3D
visualization package (Inveon Research Workplace, Siemens, Knoxville) using a volume
rendering of the data with a window/level setting of 3800 and 7200 respectively and an
image zoom of 540%. For two of the imaging sequences a lower threshold had to be used
because of the significantly decreased number of counts in the reconstructed SPECT
image. In order to perform an assessment based on more quantitative methods, each point
source in the phantom was segmented using a thresholding technique.
The geometric calibration routine was further tested to examine the accuracy of
the calibration using I-125. To achieve this, the experiment was repeated for a custom-
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built calibration phantom comprised of four zeolite beads saturated with I-125. The
zeolite beads were attached to a syringe with a similar diameter as the manufacturer
supplied calibration phantom and the point source positions made to mirror the
orientation and spacing of those on the factory provided source. The phantom was
centered and the same series of scans repeated for the available radii of rotation with
omission of the count rate reduction and introduction of CT artifact tests. The results of
the calibration data were then compared to the Co-57 data to ascertain the effects of the I125 isotope on the calibration of the SPECT system.
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Results
The tables below represent the data acquired and analysess performed to validate
the robustness of the SPECT calibration routine. The data are presented in the following
order.
Point Source Localization in CT

1. Accuracy with Co-57 phantom axially centered
2. Accuracy with Co-57 phantom axially and transaxially off-center
3. Accuracy with I-125 phantom axially centered
4. Accuracy as a function of reduced exposure time per CT projection
5. Accuracy as a function of reduced number of CT projections
6. Accuracy as a function of reduced number of CT projections using a half
scan
SPECT Geometric Calibration
1. Accuracy using Co-57 phantom
2. Accuracy with Co-57 phantom axially and transaxially off-center
3. Accuracy using I-125 phantom
4. Accuracy as a function of reduced CT exposure time per projection
5. Accuracy as a function of reduced SPECT exposure time per projection
6. Accuracy as a function of reduced number of CT projections
7. Accuracy as a function of reduced number of CT projections (half scan)

The first set of tests examined the accuracy of the geometric calibration routine
provided by the SPECT platform manufacturer and the robustness of this algorithm when
presented with unexpected calibration configurations. This series of tests used the
manufacturer supplied Co-57 calibration phantom centered in the field of view. Table 3
shows the results of the average x, y and z coordinates for each radii of rotation was
calculated using the manufacturer supplied calibration routine and importing the results
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into Excel. The percent difference was also calculated using Excel and the results used to
populate tables 3-12.
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Table 3: Average calculated x, y and z coordinates for Co-57.
x, y, z coordinates imported into Excel for calculation of average between groups.
Average Calculated Point Source Location
Co-57
(x,y,z coordinates)
30 mm ROR
Coordinate

Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

2.6512

9.6505

-4.348

2.0149

Y

-7.5295

-0.5302

-1.1665

6.469

Z

11.9835

-9.4384

-12.6193

5.4085

35 mm ROR
Coordinate Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)
X

2.6512

2.0149

9.6505

-4.348

Y

-7.5295

6.469

-0.5302

-1.1665

Z

11.9835

5.4085

-9.4384

-12.619

40 mm ROR
Coordinate
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Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

2.6512

2.0149

9.6505

-4.348

Y

-7.5295

6.469

-0.5302

-1.1665

Z

11.7714

5.4085

-9.4384

-12.6198

The data shows that the average difference matrices for each x, y and z coordinate
for each workflow results in a zero value. This indicates that out of the nine imaging
workflows performed to test the consistency of this function that the algorithm
consistently located and positioned each of the point sources within the CT data. This
validates that the point source localization algorithm on the Inveon platform is very
consistent from one calibration scan to the next resulting in a high degree of certainty in
each measurement. This, in turn, creates a solid baseline for later analyses regarding
parameters that may affect all SPECT systems when performing delicate calibration
routines.
The second series of tests examined the data with the point source phantom
located in positions 5 mm from the axial and transaxial center of the CT field of view
shown in Tables 4 and 5. The calibration algorithm was executed and the same series of
comparisons performed. The calculated difference matrix resulted in zeroes for all
measured x, y and z coordinates. The results show that the algorithm consistently found
the point sources within the CT imaging volume regardless of the location of the point
source phantom within the CT volume.
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Table 4: Average x, y and z coordinates for source 5 mm axially off-center.
x, y, z coordinates imported into Excel for calculation of average between groups.
Average Calculated Point Source Location
5 mm Axially Off-Center
Co-57
(x,y,z coordinate)
30 mm, 35 mm and 40 mm ROR
Coordinate

Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

2.6512

2.0149

9.6505

-4.348

Y

-7.5295

6.469

-0.5302

-1.1665

Z

6.8932

0.5302

-14.3166 -17.4981

Table 5: Average x, y and z coordinates for source 5 mm transaxially off-center.
x, y, z coordinates imported into Excel for calculation of average between groups.
Average Calculated Point Source Location
5 mm Transaxially Off-Center
Co-57
(x,y,z coordinate)
30 mm, 35 mm and 40 mm ROR
Coordinate
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Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

2.6512

2.227

9.6505

-4.348

Y

-2.4391

11.5593

4.5601

3.9238

Z

11.7714

5.4085

-9.4384

-12.6198

The third set of tests used the same analysis as above but using a custom made I125 phantom to determine if any effects on the point source localization could be
determined. The custom-made I-125 phantom was centered in the CT field of view for
the first set of scans followed by imaging with the phantom five millimeters from the
axial and transaxial center. Table 6 shows the result of the average calculated x, y and z
coordinates for this phantom while the difference matrix between the calculated values to
show that there is no difference in coordinates between subsequent scans using this
phantom.
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Table 6: Average x, y and z coordinates for I-125 source centered in the FOV.
x, y, z coordinates imported into Excel for calculation of average between groups.
Average Calculated Point Source Location
I-125 Custom-built Phantom
(x,y,z coordinates)
30 mm ROR
Coordinate

Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

-5.6206

8.59

1.5907

1.3786

Y

-1.5907

-0.9544

7.7416

-8.1658

Z

10.0747

6.8932

-9.4384

-5.4085

35 mm ROR
Coordinate

Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

-5.6206

8.8021

1.5907

1.3786

Y

-1.1665

-1.3786

7.7416

-8.1658

Z

10.0747

7.1053

-9.4384

-5.4085

40 mm ROR
Coordinate
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Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

-5.6206

8.8021

1.5907

1.5907

Y

-1.3786

-0.7423

7.7416

-7.9537

Z

10.0747

7.1053

-9.4384

-5.8327

.

Similar to the Co-57 phantom, additional testing was performed by moving the I125 phantom off-center by five millimeters axially and transaxially. The analysis was
repeated to show the average x, y and z values along with the corresponding average
difference among the population. The results again indicated no variation in the data
because of the shift in position even though a five millimeter shift is enough off center
that a user would easily see that the phantom is outside of the center position.
The next set of results were taken from the series of acquisitions that examined
the effects on point source localization with changes in CT performance characteristics
and image quality. For the results below, imaging of the Co-57 phantom with varying
exposure times and number of projections used in a given scan were examined.
Additionally, scans were performed to look at performance characteristics for a
calibration protocol using a half scan CT of 220 degrees with a varying number of
projections. Table 7 shows the average calculated coordinates for the scans performed at
varying exposure times with calculations of the percent difference between calculated
values indicating no difference between measured values.
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Table 7: x, y, and z coordinates for exposure times of 169 ms, 113 ms, 56 ms and 28 ms.
x, y, z coordinates imported into Excel for calculation of average between groups.
Average Calculated Point Source Location
30 mm, 35 mm, 40 mm ROR
Varying CT Exposure Time
(x,y,z coordinate)
Three Quarters Factory Recommended (169 ms)
Coordinate

Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

-3.2875

-9.6505

-2.6512

4.348

Y

-8.3779

-0.9544

5.8327

-1.5907

Z

-12.8319

8.3779

-6.6811

11.1351

Half Factory Recommended (113 ms)
Coordinate

Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

-3.2875

-9.6505

-2.6512

4.348

Y

-8.3779

-0.9544

5.8327

-1.5907

Z

-12.8319

8.3779

-6.6811

11.3472

Quarter Factory Recommended (56 ms)
Source 1 Source 2 Source 3 Source 4
Coordinate
(mm)
(mm)
(mm)
(mm)
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X

-3.2875

-9.6505

-2.4391

4.348

Y

-8.3779

-0.9544

5.6206

-1.5907

Z

-12.8319

8.59

-6.6811

11.3472

Eighth Factory Recommended (28 ms)
Coordinate

Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

-3.2875

-9.6505

-2.4391

4.348

Y

-8.3779

-0.9544

5.8327

-1.5907

Z

-12.8319

8.3779

-6.8932

11.3472

Tables 8 show the average values for the x, y and z coordinates for every scan and
every reduction in exposure time and the average difference within that group of
measurements. Even with the reductions reaching unacceptable image quality levels of 28
ms exposures, the average values for the x, y and z coordinates only varied by a
maximum of 4% shown in Table 9. This indicates that the calibration routine is capable
of handling adverse imaging conditions.

Table 8: x, y and z coordinates averaged over all scans and all RORs
x, y, z coordinates imported into Excel for calculation of average between groups.
Average Calculated Point Source Location
Averaged Over All RORs & Exposure Reductions
(x,y,z coordinates)
Source 1 Source 2 Source 3 Source 4
Coordinate
(mm)
(mm)
(mm)
(mm)
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X

-3.2875

-9.6505

-2.54515

4.348

Y

-8.3779

-0.9544

5.779675

-1.5907

Z

-12.8319 8.430925 -6.73413 11.29418

Table 9: Average % difference over all radii of rotation and exposure reductions
% difference calculated using data imported into Excel.
Average Difference Matrix
Averaged Over All RORs & Exposure
Reductions
Average Average Average Average
Source 1 Source 2 Source 3 Source 4
0.0%
0.0%
4.2%
0.0%
0.0%
0.0%
0.9%
0.0%
0.0%
0.6%
0.8%
1.4%

The final three sets of results, shown in Table 10, 11 and 12, illustrate the point
source localization accuracy and the findings from imaging protocols that reduced the
number of projections within a given workflow. As described in the methodology section,
two sets of scans were performed using a full scan (360 degrees) and a half scan (220
degrees). The factory recommended number of projections is one projection per degree of
rotation. For the full scans this means 360 projections and 220 projections for the half
scan measurements.
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Table 10: Average source location for all radii of rotation with varying CT projections.
x, y, z coordinates imported into Excel for calculation of average between groups.
Average Calculated Point Source Location
30 mm, 35 mm, 40 mm ROR
Varying CT Projections (Full Scan)
(x,y,z coordinate)
Three Quarters Factory Recommended (270 projections)
Coordinate

Source 1
(mm)

Source 2 Source 3
(mm)
(mm)

Source 4
(mm)

X

-3.2875

-9.6505

-2.6512

4.348

Y

-8.3779

-0.9544

5.8327

-1.5907

Z

-12.8319

8.59

-6.6811

11.1351

Half Factory Recommended (180 projections)
Coordinate

Source 1
(mm)

Source 2 Source 3
(mm)
(mm)

Source 4
(mm)

X

-3.2875

-9.6505

-2.6512

4.348

Y

-8.3779

-0.9544

5.8327

-1.5907

Z

-12.8319

8.3779

-6.6811

11.3472

Quarter Factory Recommended (90 projections)
Source 1 Source 2 Source 3 Source 4
Coordinate
(mm)
(mm)
(mm)
(mm)
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X

-3.2875

-9.6505

-2.6512

4.348

Y

-8.3779

-0.9544

5.8327

-1.5907

Z

-12.8319

8.59

-6.6811

11.3472

Eighth Factory Recommended (45 projections)
Coordinate
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Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

-3.2875

-9.6505

-2.6512

4.348

Y

-8.3779

-0.9544

5.8327

-1.5907

Z

-12.8319

8.3779

-6.6811

11.1351

Table 11: Average x, y and z coordinates using a half scan with varying # of projections.
x, y, z coordinates imported into Excel for calculation of average between groups.
Average Calculated Point Source Location
30 mm, 35 mm, 40 mm ROR
Varying CT Projections (Half Scan)
(x,y,z coordinate)
Factory Recommended (220 projections)
Coordinate

Source 1
(mm)

Source 2 Source 3
(mm)
(mm)

Source 4
(mm)

X

-3.0754

-9.6505

-2.4391

4.5601

Y

-8.3779

-0.7423

5.6206

-1.3786

Z

-12.8319

8.3779

-6.6811

11.3472

Three Quarters Factory Recommended (165 projections)
Coordinate

Source 1
(mm)

Source 2 Source 3
(mm)
(mm)

Source 4
(mm)

X

-3.0754

-9.6505

-2.4391

4.5601

Y

-8.3779

-0.9544

5.6206

-1.3786

Z

-12.8319

8.59

-6.6811

11.1351

Half Factory Recommended (110 projections)
Source 1 Source 2 Source 3 Source 4
Coordinate
(mm)
(mm)
(mm)
(mm)
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X

-3.0754

-9.6505

-2.4391

4.5601

Y

-8.3779

-0.9544

5.6206

-1.3786

Z

-12.8319

8.3779

-6.6811

11.3472

Quarter Factory Recommended (55 projections)
Coordinate

Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

-3.0754

-9.6505

-2.4391

4.5601

Y

-8.3779

-0.9544

5.6206

-1.3786

Z

-12.8319

8.59

-6.6811

11.3472

Eighth Factory Recommended (28 projections)
Coordinate

Source 1 Source 2 Source 3 Source 4
(mm)
(mm)
(mm)
(mm)

X

-3.2875

-9.6505

-2.4391

4.5601

Y

-8.3779

-0.9544

5.6206

-1.3786

Z

-12.8319

8.3779

-6.6811

11.3472

Table 12: Average % difference for all radii of rotation, exposure reductions and
projection reductions.
% difference calculations performed using data imported into Excel.
Average Percent Difference
Averaged Over All RORs, Exposure
Reductions & Projection Reductions
Average Average Average Average
Source 1 Source 2 Source 3 Source 4
0.0%
0.0%
4.2%
0.0%
0.0%
0.0%
0.9%
0.0%
0.0%
0.6%
0.8%
1.4%
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The next series of analyses examined the geometric calibration results used by the
SPECT system when reconstructing the projection data into the final images. This section
of the results focuses on studying the response of geometric parameters to the various
imaging conditions used to assess the point source localization accuracy in the CT data.
The first series of data examined the geometric parameters calculated using the
Co-57 phantom with the phantom imaged with CT and SPECT modalities. These
imaging studies included imaging the Co-57 phantom centered in the imaging field of
view as well as 5 mm transaxially and axially off-center. Additional tests using the Co-57
phantom examined the consistency of the geometry calibration when artifacts in the CT
data were created because of increased image noise and undersampling artifacts. Tables
14-18 show the calculated parameters for each acquisition performed on the SPECT
system. Each table shows the values determined by the calibration routine for the focal
length and pinhole to axis parameters along with statistics for the standard deviation to
mean and the deviation from the nominal values based on the engineered geometry of the
scanner. The data were calculated by importing the nominal data from table 13 and the
calculated values into Excel for comparison.

Table 13: Nominal detector parameters derived from the engineered geometry of the
scanner.

Nominal Detector Parameters
Parameter
Focal Length
(mm)
Pinhole to Axis
(mm)
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30 mm ROR

35 mm ROR

40 mm ROR

90

90

90

30

35

40

Table 14: Calculated parameters for centered Co-57 phantom at 30 mm ROR.
Mean values obtained from calibration routine with standard devation to mean and
percent difference from nominal calculated with data imported into Excel.
30 mm ROR: Detector 1
30 mm ROR: Detector 2
Centered
Centered
Standard
Relative
%
%
Mean Deviation Difference
Mean
Standard Difference
Parameter
Parameter
(mm)
to Mean
(mm) Deviation
from
from
(%)
(mm)
Nominal
Nominal
focal
focal
90.028
0.091
0.032
89.995
0.371
0.006
length
length
pinhole to
pinhole to
30.262
0.085
0.872
30.107
0.339
0.358
axis
axis
30 mm ROR: All Detectors
Centered
Standard Deviation
Mean
% Difference from
Parameter
to Mean
(mm)
Nominal
(%)
focal length
90.012
0.243
0.013
pinhole to axis
30.185
0.356
0.615

Table 15: Calculated parameters for centered Co-57 phantom at 35mm ROR.
Mean values obtained from calibration routine with standard devation to mean and
percent difference from nominal calculated with data imported into Excel.
35 mm ROR: Detector 1
35 mm ROR: Detector 2
Centered
Centered
Standard
Standard
%
%
Deviation Change
Deviation Change
Mean
Mean
Parameter
Parameter
to Mean
to Mean
(mm)
(mm)
from
from
(%)
(%)
Nominal
Nominal
Focal
focal
89.981
0.095
0.022
90.020
0.060
0.023
length
length
pinhole to
pinhole to
35.211
0.090
0.602
35.092
0.043
0.264
axis
axis
35 mm ROR: All Detectors
Centered
Standard Deviation
Mean
% Difference from
Parameter
to Mean
(mm)
Nominal
(%)
focal length
90.000
0.075
0.000
pinhole to axis
35.152
0.195
0.433
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Table 16: Calculated parameters for centered phantom at 40m ROR.
Mean values obtained from calibration routine with standard devation to mean and
percent difference from nominal calculated with data imported into Excel.
40 mm ROR: Detector 1
40 mm ROR: Detector 2
Centered
Centered
Relative
Relative
%
%
Mean
Standard Change
Mean
Standard Change
Parameter
Parameter
(mm)
Deviation
(mm)
Deviation
from
from
(mm)
(mm)
Nominal
Nominal
Focal
focal
89.957
0.303
0.048
90.359
0.073
0.399
length
length
pinhole to
pinhole to
40.187
0.261
0.467
40.215
0.046
0.538
axis
axis
40 mm ROR: All Detectors
Centered
Standard Deviation
Mean
% Difference from
Parameter
to Mean
(mm)
Nominal
(%)
focal length
90.158
0.314
0.314
pinhole to axis
40.201
0.172
0.172
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Table 17: Calculated parameters for axially off-center Co-57 phantom- All RORs.
Mean values obtained from calibration routine with standard devation to mean and
percent difference from nominal calculated with data imported into Excel.
30, 35, 40 mm ROR: Detector 1
30, 35, 40 mm ROR: Detector 2
Axially Off-Center
Axially Off-Center
Standard
%
Relative
%
Mean
Deviation Difference
Mean
Standard Difference
Parameter
Parameter
(mm)
to Mean
from
(mm) Deviation
from
(%)
Nominal
(mm)
Nominal
focal
focal
length
90.079
0.258
0.088
length
90.141
0.158
0.157
(30 mm)
(30 mm)
pinhole to
pinhole to
axis
30.282
0.225
0.940
axis
30.170
0.131
0.567
(30 mm)
(30 mm)
focal
focal
length
89.819
0.115
0.201
length
89.904
0.025
0.107
(35 mm)
(35 mm)
pinhole to
pinhole to
axis
35.142
0.127
0.404
axis
35.040
0.032
0.115
(35 mm)
(35 mm)
focal
focal
length
90.205
0.257
0.288
length
89.587
0.212
0.458
(40 mm)
(40 mm)
pinhole to
pinhole to
axis
40.302
0.263
0.755
axis
39.917
0.197
0.206
(40 mm)
(40 mm)
30, 35, 40 mm ROR: All Detectors
Axially Off-Center
Mean
Standard Deviation to Mean
% Difference from
Parameter
(mm)
(%)
Nominal
focal
length
89.956
0.283
0.049
(All
RORs)
pinhole to
axis
30.226
0.261
0.753
(30 mm)
pinhole to
axis
35.091
0.183
0.260
(35 mm)
pinhole to
axis
40.110
0.585
0.274
(40 mm)
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Table 18: Calculated parameters for transaxially off-center Co-57 phantom- All RORs.
Mean values obtained from calibration routine with standard devation to mean and
percent difference from nominal calculated with data imported into Excel.
30, 35, 40 mm ROR: Detector 1
30, 35, 40 mm ROR: Detector 2
Transaxially Off-Center
Transaxially Off-Center
Relative
%
Standard
%
Mean Standard Difference
Mean
Deviation Difference
Parameter
Parameter
(mm) Deviation
from
(mm)
to Mean
from
(mm)
Nominal
(%)
Nominal
focal length
focal
91.718
0.062
1.909
91.002
0.102
1.113
(30 mm)
length
pinhole to
pinhole to axis
0.101
1.532
30.835
0.015
2.785
axis
30.459
(30 mm)
(30 mm)
focal
focal length
92.128
0.122
2.364
length
91.076
0.102
1.196
(35 mm)
(35 mm)
pinhole to
pinhole to axis
0.082
1.409
36.052
0.103
3.005
axis
35.493
(35 mm)
(35 mm)
focal
focal length
91.774
0.094
1.972
length
91.079
0.005
1.199
(40 mm)
(40 mm)
pinhole to
pinhole to axis
axis
0.008
1.421
41.030
0.039
2.575
40.568
(40 mm)
(40 mm)
30, 35, 40 mm ROR: All Detectors
Transaxially Off-Center
Mean
Standard Deviation to Mean
% Difference from
Parameter
(mm)
(%)
Nominal
focal length
91.463
0.496
1.625
(All RORs)
pinhole to axis
30.647
0.711
2.158
(30 mm)
pinhole to axis
35.772
0.905
2.207
(35 mm)
pinhole to axis
40.799
0.654
1.998
(40 mm)
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The results from the set of measurements taken with the phantom transaxially offcenter began showing consistent deviations from the nominal values. In all other studies
with the Co-57 phantom centered and axially off-center, the percentage difference from
nominal values consistently remained under 0.76%. Values calculated with the phantom
5 mm transaxially off-center had an average percentage difference from nominal of
approximately two percent.
Table 18 shows the results from the Co-57 phantom centered in the field of view
but with the CT exposure times and number of projections used reduced incrementally
over the course of the experiments. The results for each of the changes in CT exposure
time and projections for both the full and half scan scenarios were consistent across each
population. As such, the average values for all of the calculated parameters for each study
are shown below. Figure 13, below, also shows no discernible trends in the reduction of
exposure time or the number of projections that would indicate any significant influence
on the data.
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Table 19: Results for 30, 35 and 40 mm ROR with the Co-57 phantom centered.
Mean values obtained from calibration routine with standard devation to mean and
percent difference from nominal calculated with data imported into Excel.
30, 35, 40 mm ROR: Detector 1
Centered, Across All Exposure Times, Across
All Projection Reductions
Standard
%
Mean
Deviation Difference
Parameter
(mm)
to Mean
from
(%)
Nominal

30, 35, 40 mm ROR: Detector 2
Centered, Across All Exposure Times,
Across All Projection Reductions
Standard
%
Mean Deviation Difference
Parameter
(mm)
to Mean
from
(mm)
Nominal
focal
focal length
89.150
0.016
0.945
length
89.457
0.050
0.603
(30 mm)
(30 mm)
pinhole to
pinhole to axis
30.031
0.021
0.105
axis
29.974
0.042
0.088
(30 mm)
(30 mm)
focal
focal length
89.147
0.060
0.948
length
89.658
0.021
0.380
(35 mm)
(35 mm)
pinhole to
pinhole to axis
34.928
0.059
0.205
axis
34.965
0.026
0.100
(35 mm)
(35 mm)
focal
focal length
89.632
0.073
0.409
length
89.844
0.056
0.173
(40 mm)
(40 mm)
pinhole to
pinhole to axis
40.105
0.162
0.263
axis
40.013
0.126
0.033
(40 mm)
(40 mm)
30, 35, 40 mm ROR: All Detectors
Centered, Across All Exposure Times, Across All Projection Reductions
Mean
Standard Deviation to Mean
% Difference from
Parameter
(mm)
(%)
Nominal
focal length
89.481
0.298
0.576
(All RORs)
pinhole to axis
30.003
0.103
0.008
(30 mm)
pinhole to axis
34.947
0.070
0.152
(35 mm)
pinhole to axis
40.059
0.305
0.148
(40 mm)
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Figure 13: Plot of calculated focal lengths as a function of fractional counts.
Fractional counts are the fraction of the number of counts per projections that are
recommended by the factory for the calibration routine. Each radius of rotation is
plotted for each detector.

The final set of tables shows the results from the calibration procedure for the
various SPECT parameters when the exposure time per projection of the SPECT
acquisition was reduced from the factory recommended settings to 1/64th of the value.
The tables are presented in the same manner as the other SPECT calibration parameter
calculations from above. This set of tests introduces increasing noise in each projection
that can potentially create difficulties in the calibration algorithm’s ability to properly
determine the geometric parameters required to reconstruct the SPECT projection data
into functional image data.
The average values Table 19 below are averaged over all settings of time per
projection with the exception of the 1/32nd and 1/64th factory recommended times.
When the system is set to acquire initial projection times of less than seven seconds, the
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images begin to become too noisy for the algorithm to accurately calculate the geometric
parameters of the SPECT system. The plot in Figure 14 below illustrates this with the
geometric parameters all showing a high degree of consistency until the time per
projection reaches values below the 1/8th factory recommended value.
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Table 20: Calculated parameters with SPECT acquisition time systematically reduced.
Mean values obtained from calibration routine with standard devation to mean and
percent difference from nominal calculated with data imported into Excel.
30, 35, 40 mm ROR: Detector 1
Centered, Across All SPECT Time Per
Projection Reductions
Standard
%
Mean
Deviation Difference
Parameter
(mm)
to Mean
from
(%)
Nominal
focal length
89.383
0.448
0.685
(30 mm)
pinhole to
axis
30.082
0.441
0.273
(30 mm)
focal length
(35 mm)
pinhole to
axis
(35 mm)
focal length
(40 mm)
pinhole to
axis
(40 mm)

Parameter

30, 35, 40 mm ROR: Detector 2
Centered, Across All SPECT Time Per
Projection Reductions
Standard
%
Mean
Deviation
Difference
Parameter
(mm)
to Mean
from
(%)
Nominal
focal
89.487
0.244
0.570
length
pinhole to
axis
29.960
0.272
0.134
(30 mm)
focal
89.550
0.500
0.500
length
89.718
0.211
0.313
(35 mm)
pinhole to
35.073
0.422
0.209
axis
34.988
0.191
0.034
(35 mm)
focal
89.619
0.508
0.423
length
89.981
0.241
0.021
(40 mm)
pinhole to
40.067
0.464
0.168
axis
40.085
0.271
0.213
(40 mm)
30, 35, 40 mm ROR: All Detectors
Centered, Across All SPECT Time Per Projection Reductions
Mean
Standard Deviation to Mean
% Difference from
(mm)
(%)
Nominal

focal length
(All RORs)
pinhole to
axis
(30 mm)
pinhole to
axis
(35 mm)
pinhole to
axis
(40 mm)
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89.623

0.408

0.419

30.021

0.406

0.069

35.073

0.422

0.209

40.067

0.464

0.168

% Recommended vs. Focal Length
111.000
30 mm ROR Det 1

Focal Length

106.000

30 mm ROR Det 2
35 mm ROR Det 1

101.000

35 mm ROR Det 2
96.000

40 mm ROR Det 1
40 mm ROR Det 2

91.000
86.000
0

1/8

1/4

3/8

1/2

5/8

3/4

% Recommended

Figure 14: Percentage recommended time per projection versus calculated focal length.

Tables 20-24 are the result of analysis performed on the custom calibration
phantom made with I-125 soaked zeolite beads. This phantom is used to assess the
differences that may occur if a non-standard phantom were to be used instead of the Co57 phantom provided by the manufacturer. The circumstances under which this becomes
critical are for sites where Co-57 is difficult to import or where the cost of renewing
manufacturer sources is too expensive to maintain. The tables below show the expected
results that the pinhole to axis parameters are calculated accurately but there is significant
variation in the calculated focal lengths because of the lower energy of the emitted
photons from the I-125 isotope. Even though the imaging conditions with I-125 are nonideal, the calculated parameters for the custom phantom centered in the field of view vary
from the nominal values by no more than 2%.
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Table 21: Calculated parameters at 30 mm ROR using centered I-125 phantom.
Mean values obtained from calibration routine with standard devation to mean and percent difference from nominal calculated with
data imported into Excel.
30 mm ROR: Detector 1
30 mm ROR: Detector 2
I-125 Centered
I-125 Centered
Standard
%
Standard
%
Mean Deviation Difference
Mean Deviation Difference
Parameter
Parameter
(mm)
to Mean
from
(mm)
to Mean
from
(%)
Nominal
(%)
Nominal
focal
focal
88.131
0.133
2.077
87.969
0.168
2.257
length
length
pinhole to
pinhole to
30.376
0.104
1.254
30.169
0.192
0.563
axis
axis
30 mm ROR: All Detectors
I-125 Centered
Standard Deviation
Mean
% Difference from
Parameter
to Mean
(mm)
Nominal
(%)
focal length
88.050
0.169
2.167
pinhole to axis
30.273
0.399
0.909
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Table 22: Calculated parameters at 35 mm ROR using centered I-125 phantom.
Mean values obtained from calibration routine with standard devation to mean and percent difference from nominal calculated with
data imported into Excel.
35 mm ROR: Detector 1
35 mm ROR: Detector 2
I-125 Centered
I-125 Centered
Standard
Standard
%
%
Mean Deviation Difference
Mean Deviation Difference
Parameter
Parameter
(mm)
to Mean
(mm)
to Mean
from
from
(%)
(%)
Nominal
Nominal
focal
focal
87.484
0.164
2.795
87.460
0.075
2.822
length
length
pinhole to
pinhole to
35.046
0.183
0.133
34.909
0.092
0.259
axis
axis
35 mm ROR: All Detectors
I-125 Centered
Standard Deviation
Mean
% Difference from
Parameter
to Mean
(mm)
Nominal
(%)
focal length
87.472
0.115
2.809
pinhole to axis
34.978
0.251
0.063
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Table 23: Calculated parameters at 40 mm ROR using centered I-125 phantom.
Mean values obtained from calibration routine with standard devation to mean and percent difference from nominal calculated with
data imported into Excel.
40 mm ROR: Detector 1
40 mm ROR: Detector 2
I-125 Centered
I-125 Centered
Standard
Relative
%
%
Mean Deviation Difference
Mean Standard Difference
Parameter
Parameter
(mm) to Mean
(mm) Deviation
from
from
(%)
(mm)
Nominal
Nominal
focal
focal
87.981
0.141
2.244
0.065
2.427
87.816
length
length
pinhole to
pinhole to
0.137
0.528
0.062
0.098
40.039
40.211
axis
axis
40 mm ROR: All Detectors
I-125 Centered
Standard
Mean
% Difference from
Parameter
Deviation to Mean
(mm)
Nominal
(%)
focal length
87.898
0.142
2.335
pinhole to axis
40.125
0.253
0.313
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Table 24: Calculated parameters for I-125 phantom 5 mm axially off-center-All RORs.
Mean values obtained from calibration routine with standard devation to mean and percent difference from nominal calculated with
data imported into Excel.

Parameter
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30, 35, 40 mm ROR: All Detectors
I-125 Axially Off-Center
Mean
Standard Deviation to Mean
(mm)
(%)

% Difference
from Nominal

focal length
(All RORs)

87.836

0.056

2.405

pinhole to axis
(30 mm)

30.145

0.720

0.482

pinhole to axis
(35 mm)

35.135

0.418

0.386

pinhole to axis
(40 mm)

40.069

0.115

0.172

Table 25: Calculated parameters for I-125 phantom 5 mm transaxially off-center-All RORs.
Mean values obtained from calibration routine with standard devation to mean and percent difference from nominal calculated with
data imported into Excel.

Parameter
focal length
(All RORs)
pinhole to axis
(30 mm)
pinhole to axis
(35 mm)
pinhole to axis
(40 mm)
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30, 35, 40 mm ROR: All Detectors
I-125 Transaxially Off-Center
Standard Deviation to
Mean
Mean
(mm)
(%)

% Difference from
Nominal

87.144

0.235546

3.173534

29.881

0.156

0.396

34.803

0.466

0.562

39.875

0.451

0.312

The tables above reflect the significant change in the focal length that occurs with
the lower energy emission of the I-125 phantom. The Co-57 phantom resulted in a
maximum percentage difference from nominal values of 0.948% whereas the I-125
phantom resulted in values that were consistently above 2%. As with the other series of
tests, the positioning of the phantom transaxially off-center results in the greatest
deviation from expected nominal values with a maximum of 3.2% occurring when the I125 phantom was positioned 5 mm from the transaxial center of the SPECT field of view.
The final set of results involves the spherical analysis of the point source data to
assess the accuracy of the calculated geometric parameters. The first part of the analysis
involved simply reviewing each reconstructed dataset using the Inveon Research
Workplace visualization software. This analysis package was used to view the three
dimensional SPECT data and assess the spherical nature of each point source.
Assessments were made by reviewing two dimensional orthogonal planes as well as
reviewing rendered MIP images.

Conclusions
The data generated in this study revealed that the Inveon SPECT platform
provides a robust calibration routine that can provide sufficient calibration results even
with non-ideal data. The calibration routine maintained quality results regardless of
whether SPECT or CT artifacts were introduced into the image data. A high degree of
robustness is critical since many types of errors can potentially occur during any series of
data acquisition. For this specific calibration it is even more critical as all images
acquired rely on this calibration to be as accurate as possible in order to achieve accurate
images and useful results from imaging studies.
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Study of the CT portion of the calibration routine indicated that the point source
localization is extremely accurate regardless of the conditions tested. The maximum
variation for any of the adverse conditions introduced was only 4.2%. There are no
indications from the data that this part of the calibration routine would fail under any
circumstances.
The SPECT portion of the calibration process was found to be the most sensitive
to variation in protocol acquisition. Sensitivities were found in both positioning of the
phantom in the field of view as well as settings that determine the number of counts
acquired per projection. It was found that transaxial positioning of the phantom had a
greater effect on the calibration results than that of axial positioning indicating a need to
verify transaxial and axial centering prior to initiation of the calibration workflow.
Results from the count-dependency study revealed acceptable data using count rates as
low as 1/8th the factory recommended values; however, this indicates the importance of
verifying the per projection count rate prior to beginning the calibration workflow to
prevent potentially critical errors that may be associated with low count rates that can
occur when old phantoms are used.
Review of the literature gave some indications of dependence on focal length of
the pinhole collimators with the emission energy of the isotope being imaged. This work
provided further insight into the effects of using the low energy emissions of I-125 for
calibration. Notably, it was confirmed that the detector focal length was decreased when
compared to the focal length calculated using the higher energy gamma photon emissions
from Co-57. However, the I-125 phantom yielded average percent differences from
nominal of just over 2% indicating that, although the focal length value is affected by the
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lower energy, the effect is minimal and is not expected to effect the overall calibration of
the system should this be required as an alternative to the manufacturer supplied sources.

Future Work
Future work in this area would include an assessment of the quality of
reconstructed data when the I-125 calibration has been used instead of the manufacturer
supplied calibration. This study stopped at assessing the effects seen in the calculations of
the parameters and did not proceed into the detailed assessment of the quality of the
reconstructions when using calibrated parameters with the custom designed phantom.
This future work could include a full assessment of the effects of the calibration on
overall geometry and resolution.
Geometry assessments could be made through the use of phantoms designed to be
imaged parallel with each orthogonal direction. This would allow for a complete set of
data to be acquired with a phantom of known geometry that could then be accurately
measured in each plane. Resolution measurements would be performed through the use
of a centered point source, Derenzo or ultra-micro hot spot phantoms and Defrise
phantoms. Full width half max resolution measurements could be made for the point
source data acquisitions and images of the Derenzo and Defrise phantoms could be used
to assess the minimum discernible rod sizes in the transaxial and axial views for the
Derenzo and Defrise phantoms respectively.
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SPECT Detector Uniformity
Introduction
The National Electrical Manufacturer’s Association (NEMA) is a
standards-setting trade organization. This group defines a number of key tests for many
electrical products through the creation of task forces that usually consist of key experts
in the field of the product being evaluated. A series of NEMA tests exist for clinical
SPECT systems that outline the key tests that should be performed on any SPECT
hardware to determine if the system is functioning as other like devices. One of the tests
outlined in NEMA NU 1-2007 is a measure of uniformity performance for a given
detector.
This chapter focuses on characterization of the uniformity of the Inveon small
animal SPECT platform using NEMA-like evaluations of system uniformity. This section
will also look to extend the basic uniformity tests and include specific tests that focus on
known problem areas of the pixelated detector used in the Inveon SPECT platform. In
addition, problems that arise when using I-125 as the normalization source will also be
reviewed.
Uniformity tests are performed by acquiring flood data with the detector system.
Flood data is simply a term used to describe the particular setup when a source is
positioned inside the field of view with nothing between the source and detector material,
i.e., the collimators and pyramids are removed leaving the detector fully exposed to the
source. This creates a uniform flood image on the detector face that is typically used for
normalizing the detectors for use in tomographic reconstruction of the data. These same
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normalization scans can be used to assess the uniformity performance of a given detector.
Figure 15 shows the difference between a standard SPECT scan with a collimator
attached and a normalization or flood acquisition with the collimator and pyramid
removed to enable a uniform flood of the detector.
Two fundamental and identical groups of tests were performed. The first set used
the manufacturer recommended normalization phantom. This phantom is a small Co-57
point source that has approximately 20 µCi of activity. At the time of imaging, this
phantom had approximately 9.75 µCi. The second set of tests used a fillable sphere
phantom shown in Figure 16 filled with approximately 39 µCi of I-125 distributed
throughout the 250 µL spherical volume. Various uniformity data acquisitions were
acquired with each phantom and the data analyzed.
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(b)
(a)
Figure 15:: Comparison of multi
multi-pinhole
pinhole kidney SPECT and flood acquisition.
acquisition
(a) shows a standard projection image from a multi
multi-pinhole SPECT
ECT system. (b) shows a
flood image acquired with the collimators and usually some sort of pyramid structure
removed from the detector to allow for uniform and even irradiation of the detector.

Figure 16:: Fillable sphere phantom filled with 39 µCi of II-125.
125.
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Methodology

The initial uniformity tests were acquired with the phantoms positioned in the
center of the SPECT field of view as determined by using the laser alignment system
built into the imaging platform. For each of the uniformity studies, data were acquired for
10 hours. This normalization acquisition was repeated 3 times for each of the Co-57 and
I-125 point source phantoms. For all studies presented in this section, expect where
noted, the values reported are the counts acquired during the acquisition of the data
In the configurations above, the point source is static in the center of the field of
view and the detector system stays at the same gantry angle for the entire scan. This can
result in potentially severe artifacts if certain conditions are not met. One of these
conditions for a standard flood or normalization scan, arises because for flood
acquisitions to be useful, it is assumed that the point source flooding the detector can be
considered to be infinitely far away from the detector to achieve uniform coverage of the
detector area. As a rule of thumb for most imaging systems, the necessary distance is
approximately four to five times the field of view (O'Connor, 1999). On the Inveon
platform, the amount of space is limited and this condition cannot be met. Because of
this, a characteristic “cross” artifact, as seen in Figure 17, occurs in the reconstructed
images that cannot be properly normalized out of the data resulting in a decrease in the
overall image quality and clarity of images produced. This effect is especially prevalent
in single pinhole collimator acquisitions.
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Figure 17 shows the characteristic “cross” artifact that can be seen due to the geometric
configuration of the normalization point source on this SPECT platform.
The images show how the “cross” can be affected by the position of the flood source in
the field of view.

Integral and Differential Uniformity Measurements
As specified by NEMA test protocols, integral and differential uniformity
calculations were performed on the acquired normalization data (National Electronics
Manufacturers Association (NEMA), 2009). These tests require that edge pixels of the
uniformity image be removed and a 9x9 smoothing kernel applied by convolving the
kernel with the image data. Convolution of the matrix with the projection image was
performed using the Convolver function built into the ImageJ (National Institutes of
Health, 1997-2011) software package. This built-in convolver enables entry of the
desired matrix and the software automatically multiplies the Fourier transform of the
image data and the matrix. The software also automatically performs the inverse Fourier
transform to return the data to image space for normal viewing and processing.
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1 2 1
9 x9 Kernel = 2 4 2
1 2 1

(3.3)

For image processing, convolution must be performed using a discretized form
rather than a continuous function since both the image data and the desired filter kernel
are matrices of numbers. The discrete convolution is given by:

y (t ) = ∑ x(τ )h(t − τ )
τ

(3.4)

In this example, f is the image while g is the desired filter kernel. The process of
convolution is the following
1. Calculate the mirror of the filter kernel: h(-τ)
2. Shift the mirror of the filter kernel by some value of t: h(t-τ)
3. Take the product of the image and the filter kernel: x(τ)h(t-τ)
4. Integrate from -∞ to ∞ to calculate the final result: y(t)
This process can be computationally intensive when the filter kernel or the image sizes
are large. Luckily, the finite Fourier transform can be used to simplify this process as the
convolution algorithm becomes simple multiplication in frequency space. The discrete
Fourier transform is given by equation 3.5 where nτ are data derived from sampling a
continuous function x(t) and X(ω) is the matrix represented in frequency space (Kak &
Slaney, 1988).

X (ω ) ≡

∞

∑ x(nτ )e

n=−∞
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− jωnτ

(3.5)

The fact that this provides a way of calculating convolution is shown in the
deriviation given by Kak & Slaney (1988) that shows how the convolution yi of a pair of
sequences xi and hi can be represented as a basic product X(ω)H(ω) in frequency space.
The convolution of xi and hi can be found using the discrete Fourier transform
(Equation3.4 and 3.5).

yi =

∞

∑x h

j i− j

(3.6)

j =−∞

If the discrete Fourier transform of the convolution yi is calculated then the result is given
by:


 − jwiτ
Y (ω ) = ∑ ∑ xk h j −k  e
i =−∞ 

∞

(3.7)

A rewrite of the exponential yields:


 − jω ( i−k +k )τ
Y (ω ) = ∑ ∑ xk h j −k e
i =−∞ 

∞

(3.8)

Simplification of this result shows that the complex and computationally expensive
process of convolution is identical to simple multiplication of the discrete Fourier
transform of the two datasets (Kak & Slaney, 1988).
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Y (ω ) =

∞

∑x e
k

i =−∞

− jωkτ

∞

∑h e

− jωmτ

m

(3.9)

m=−∞

∴Y (ω ) = X (ω ) H (ω )

(3.10)

Integral uniformity is defined as the difference between the maximum and
minimum number of counts found within the selected region of the uniform flood image
and is given by equation 3.11.

IntegralUniformity =

(Maximum − Minimum) × 100
(Maximum + Minimum)

(3.11)

Differential uniformity is determined by assessing the greatest variation between any two
pixels in a contiguous five pixel row or column of the selected region of the uniformity
data. The greatest differences found are expressed in the same way as the integral
uniformity result.

DifferentialUniformity =

(Maximum − Minimum ) × 100
(Maximum + Minimum )

(3.12)

All data collected from the region of interest measurements for differential and integral
uniformity were imported into Excel for calculation of the standard statistics presented in
the tables below.
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Edge Only Detector Uniformity Measurements

The Inveon SPECT platform used in this project uses a 15 cm x 15 cm NaI(Tl)
detector shown in Figure 18. This detector is a pixelated design with pixel sizes of
approximately 2 mm x 2 mm x 10 mm. The resulting design of the detector limits the
number of edge pixels that can be used for imaging. By limiting the measured area of the
detector to the edge pixels, it removes the possibility that decreased edge performance is
a significant factor in the overall performance of the module. A series of changes to the
NEMA test specifications were devised for this study to try and isolate effects of the edge
crystals and characterize their performance compared to the rest of the detector.
The standard NEMA-like testing for SPECT systems was extended to include a
series of additional tests to physically limit the detection area on the SPECT detector for
an I-125 flood image. This was accomplished by placing a 1/16”thick circular lead plate
onto the detector to block any incoming photons. Uniformity measurements were
repeated in this detector configuration to determine the variation of the detector edge
performance to the central area of the field of view and to see if any compensation
occurred as a result of significant blocking of the central, higher performance region of
the detector. Square regions were drawn in the corners of the detector that extended to the
boundary of the blocked portion of the detector. SNR, mean and standard deviation were
calculated, recorded and compared to the central regions of the detector by importing the
statistics from the regions of interest into Excel.
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Collimator

Pyramid

Detector
Housing

Figure 18: SPECT detector with attached pyramid and single pinhole collimator.

Helical Flood Acquisition

In an attempt to compensate for the platform’s physical limitations in acquiring
SPECT normalization data, a series of new acquisitions were performed with the gantry
rotating about the normalization source instead of the gantry remaining at a fixed angle
during the data acquisition. In addition to the gantry rotating, the acquisition used a
helical orbit that forces the source to move axially through the field of view during the
acquisition. Modifying the way in which the system acquires the normalization was
performed to try and create a more uniform flood image than possible when using the
manufacturer-supplied normalization protocol. Acquisition of the normalization data with
movement occurring in the transaxial and axial directions should result in improved
integral and differential uniformity. If this approach results in increased uniformity and
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decreased artifacts in the reconstructed image data, this would be a fundamental
improvement in the performance of the Inveon small animal SPECT system.
The data for the helical flood acquisition were acquired by forcing the scanner
hardware to allow a SPECT scan with no collimators installed, resulting in a single
volume of projection images that includes data for both detectors. To properly arrange the
data for assessment, the “stack” of projections needed to be manually divided such that
each separate stack represented a detector. For this system, a new stack is created for
every full rotation of the gantry. Since this scan was performed over two revolutions, the
total volume was split into four separate stacks and then two each of the stacks
reassembled to create individual images of detector response. The final step to create the
representative flood image was to sum all of the projection data for each detector.
The helical flood acquisition study was performed using the same flood phantoms
described above with three, 10 hour acquisitions using Co-57 or I-125. A second series of
data were collected using a 3 hour helical acquisition of the flood source. Analyses of the
uniformity and descriptive statistics were performed using the same regions of interest
used for the measurements of uniformity throughout this section. All of the data were
analyzed by importing the measured values into Excel and performing manual calculation
of uniformity, SNR and standard deviation to mean values.

Normalization Correction Matrix Measurements

The final testing performed to characterize the uniformity and normalization
performance of the SPECT system was to examine a series of normalization corrections,
that are applied to the SPECT normalization data on this platform to account for known
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artifacts that result from the geometric normalization issues described above. The
normalization correction matrices provided by the manufacturer apply specific weighting
throughout the normalization data to correct for non-linear responses within the system.
The integral and differential uniformity measurements were assessed before and after
applying the additional corrections on both Co-57 and I-125 to determine their
effectiveness in improving overall system uniformity. Figure 19 shows a typical
normalization image as well as the corresponding normalization correction matrix the
final image in the panel shows the normalization image with the normalization correction
matrix applied. The new normalization method described previously may prevent these
additional normalization corrections from having to be applied or potentially enable them
to be altered to produce a more uniform response than is currently available.
Assessment of the normalization correction factors for Co-57 was performed by
analyzing 3 normalizations performed over a 4 month period from August 21st, 2009 to
December 14th, 2009. The data were processed using the ImageJ software (National
Institutes of Health, 1997-2011) and a region selected that covered the entire active field
of view. This results in an ROI with square dimensions of 68 x 68 pixels.
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(a)

(b)

(c)

o flood image.
Figure 19:: Application of normalization correction matrix tto
(a) shows a standard flood
lood image with no NCM applied, (b
(b) shows a graphical display of
the NCM and (c
(c) shows a flood with the NCM applied.

The same study was performed for normalization data using II-125
125 over a longer
duration of time because of the inherently difficult imaging characteristics of this isotope.
isotope
Normalization data were assessed for a period of 13 months to monitor system
performance over an extended period of time.. The first normalization acquisition was
performed on November
ember 20th, 2009 and the last was acquired on January 1st, 2011.
Statistics for mean, standard deviation, minimum and maximum were collected
collecte
and imported into Excel to perform statistical analyses as well as to calculate estimates of
the integral uniformity. Analyses of regions were performed on the flood images
collected for normalization followed by analysis in the same region after application of
the manufacturer supplied normalization correction matrices. Assessments were made on
flood images acquired off both detector heads at the time of acquiring the normalization
data.
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Application of the normalization correction matrix should result in a flattened
uniform response of the detectors. Since the normalization image should have a mean
value of one, the percent difference from one was calculated for the data before and after
application of the additional normalization correction matrix. To assess the higher
performance region of the detector, this analysis was also performed on a subset of the
entire detector data limited to the more central region of the detector. This removes
outliers from the edges of the detector where inhomogeneities can be introduced because
of edge defects or poorer performance occurring radially from the detector center.
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Results

The mean values for integral and differential uniformity for the three 10 hour
flood images using Co-57 were 23.7 ± 1.7% and 19.9 ± 1.9%. The mean integral and
differential uniformity measurements for the I-125 acquisitions resulted in values of 50.1
± 2.2% and 27.2 ± 0.8%. The percent increase in these values from Co-57 to I-125 was
111% for integral uniformity and 38% for differential uniformity. In all cases, the integral
uniformity consistently showed the most erratic behavior even for the data analyzed on
the individual detector heads.
T-tests performed between uniformity measurements of I-125 flood on the two
detector heads resulted in p-values of 0.44 for differential uniformity and 4.9e-7 for
integral uniformity. This indicates that the mean values recorded from the differential
uniformity measurements between detector heads can be considered to be statistically
equal. The p-value calculated for the mean values of integral uniformity shows
statistically that the data acquired on the two separate heads cannot, with statistical
reliability, be considered equal. This variability in performance between detector heads
can be a potential source of error in reconstructed images if not accounted for with proper
calibration, normalization and system modeling in the reconstruction.
The results of the data analyzed acquired with the corners of the detector isolated
show that the edge regions have only a slight reduction in the mean number of recorded
counts, however, the standard deviation within the regions that lie within the edges are
1.8 times that measured in the central area of the detector. Values of standard deviation to
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mean for the corner regions averaged 15.3% while the calculations for the central
detector regions were 9.1%. Assessments of signal to noise ratio (equation 3.13)
revealed an average SNR of 15.4 for edge regions and 21.1 for central regions of the
crystal.
 Max − Min 

SNR = 20 × log 10 


 StdDev 

(3.13)

Data acquired with the modified helical acquisition, with measurements taken
over the three 10 hour acquisitions, demonstrated an average integral uniformity for all
scans and all detectors of 26.04% while the standard flood images for all detectors and all
scans gave values of 25.38% with lower uniformity percentages indicating better
uniformity performance. For both the static and helical flood acquisitions, the values for
mean, standard deviation, signal to noise, standard deviation to mean and uniformity all
agreed well with each population comparison resulting in t-test p-values of greater than
0.02. The fact that the calculated uniformity for the helical flood acquisition was worse
than the standard flood image indicated no additional benefit to acquiring the data with
this alternate technique, although later findings proved this to be incorrect.
An imaging study added to the experiment included running a three hour spiral
flood acquisition. The analysis of these data gave results statistically identical to the
standard flood acquisition for the values of uniformity, standard deviation to mean and
signal to noise ratio with t-test p-values all greater than 0.05. Mean, maximum, minimum
and standard deviation measurements were not compared as the number of counts
between the 10 and 3 hour scans were significantly different. The three hour scan resulted
in a mean reduction in counts per voxel of 69.9% from the standard 10 hour flood
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acquisition. This surprising result implies that it may be possible to collect a helical
acquisition of a flood source for 3 hours and acquire equivalent uniformity data to that
acquired using a 10 hour flood acquisition.
The final set of tests in this section examined the use of normalization correction
matrices (NCM) to provide adjustments to the normalization data prior to applying the
normalization in reconstruction of the final image data. The normalization correction
matrix, after multiplication with the acquired normalization data, should result in a
flattened response across the face of the detector. Since normalization data are itself
normalized to unit, this should result in a mean value closer to one than without the NCM
applied to the data. Profiles were plotted across three normalization files each for Co-57
(data acquired over four months) and I-125 (data acquired over thirteen months) flood
sources. The values in this plot were recorded as well as descriptive statistics information
for use in calculations of various comparison parameters.
Figure 20 shows the plot for all three normalization files collected for Co-57
while Figure 21 shows the plots for the data collected using I-125. The profiles are
plotted with the same scaling and clearly show the increased variance in the I-125
images. It should be noted, however, that both plots show the characteristic shaping of
the profile that the additional NCM correction seeks to address. The profiles of the NCM
data for I-125 and Co-57 are shown below in Figure 22. Although they appear identical in
the plots, there are minor differences between the I-125 NCM compared to that of the Co57 correction matrix.
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Figure 20: Co-57 flood image profiles plotted using Excel.
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Figure 21: I-125 flood image profiles plotted using Excel.
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I-125 and Co-57 NCM Profiles
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Figure 22: I-125 and Co-57 NCM image profiles plotted using Excel.

Variations of only a few percent in the normalization data can result in significant
image artifacts. Analysis of the variation in the uniformity over the entire normalized
flood images (Data from Figures 24 and 25) shows that the average integral uniformity
without the NCM applied is 9.9% for Co-57 and 25.9% for I-125. The mean value for the
normalization data should be very close to one. Using that as the gold standard the
percent difference from a mean of one gives values of 16% for the maximum value in the
dataset and 32.7% for the minimum value in the dataset.
Analysis of the central portion of the detector where the response is significantly
better than the edges still results in undesirable uniformity and difference from mean
values. The central portion was defined such that any pixels that were not a minimum of
88% of the average counts in the profile then they were removed from the plot.
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Calculations of the integral uniformity in the central region results in average values of
6.8% and 10.1% for Co-57 and I-125 respectively. Percent differences from one for
maximum values were found to be 7.7% and 16% for Co-57 and I-125 with minimum
values yielding percent differences of 6.6% and 6.8% for both isotopes.
The multiplication of the NCM file results a flattened response throughout the
detector. This should give mean values (measured across the entire detector) closer to one
than without the correction. In order to determine how much the NCM effects the profile
data, the percent difference improvement in the mean value of the profile was calculated.
Figures 23 and 24 show plots of the Co-57 and I-125 profiles after application of
the correction matrices. The graphs clearly show a flattened central area compared to the
data presented without the correction matrices in Figures 20 and 21. Measurements of
key statistics in a region (calculated by importing the data into Excel) covering the entire
detector also show that the mean values are closer to one with improvements in most key
performance characteristics of signal to noise integral uniformity and standard deviation
to mean. Although, there is improvement in providing a flatter line profile across the face
of the detector, the overall improvement in performance characteristics is minimal.
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Figure 23: Co-57 profiles with NCM applied plotted using Excel.
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I-125 Profiles with NCM
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Figure 24: I-125 profiles with NCM applied plotted using Excel.
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Analysis of the results the calculated mean for both Co-57 and I-125 data were
brought closer to a value of one by only 0.07% for Co-57 and 0.03% for I-125.
Examining the center region of the detector defined by transaxial pixels from position 26
to 44 (points 26-44 on the x-axis), the change can be seen in the plots above to be most
significant. Corrected values in this section of the detector yield improvements that are on
the order of 2.4% for Co-57 and 2.5% for I-125. Key statistics calculated from the
measurements using the Co-57 phantom are shown in Table 25 while Table 26 gives the
values from the I-125 flood acquisitions.
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Table 26: Key statistics for Co-57 flood acquisitions.
Average integral uniformity was calculated using equation 3.11 and the values measured in the selected region of interest. The data
were imported into Excel for calculation of the values listed in the table.
Key Statistics Measured for Co-57
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Detector 1

Average
Integral
Uniformity (%)
8.65

Standard
Deviation to
Mean
2.88

Detector 1 w/ NCM

7.70

2.43

1.007

Detector 2

11.10

3.03

1.026

Detector 2 w/ NCM

10.91

2.63

1.002

Mean
1.031

Table 27: Key statistics for I-125 flood acquisitions.
Average integral uniformity was calculated using equation 3.11 and the values measured in the selected region of interest. The data
were imported into Excel for calculation of the values listed in the table.
Key Statistics Measured for I-125
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Detector 1

Average
Integral
Uniformity (%)
26.33

Standard
Deviation to
Mean
6.75

Detector 1 w/ NCM

27.60

6.71

1.02

Detector 2

24.53

6.55

1.04

Detector 2 w/ NCM

25.93

6.58

1.02

Mean
1.04

The results of the uniformity tests show definitively that the overall performance
of the sodium iodide-based SPECT system when imaging with I-125 is significantly
reduced. For measurements of both integral and differential uniformity the difference
when imaging I-125 and Co-57, used for standard system setup and calibration, resulted
in degraded values. Integral uniformity appeared to suffer the greatest reductions in
performance.

Conclusions
The Inveon SPECT is a system optimized for imaging with higher energy
isotopes, such as Tc-99m, or for calibration purposes Co-57. Conclusions drawn from
this section indicate that the overall raw uniformity performance of this SPECT system
for imaging I-125 is quite poor compared to tests performed with an isotope having
higher energy emissions. Comparisons of uniformity measurements between Co-57 and
I-125 yielded extreme differences with a 111% increase in the value for differential
uniformity for I-125 compared to Co-57. This is a concern, as it has been shown in the
methodology for the detector uniformity section that changes of as little as four percent
can yield unwanted results.
What becomes clear from this study is that special attention should be given when
imaging with I-125. More frequent normalizations than those recommended by the
manufacturer may be employed to maintain consistent corrections to data acquired with
this isotope. Additionally, it becomes extremely important to frequently assess the
consistency of results using a calibrated uniform phantom filled with I-125. The current
commercial Inveon cannot provide “quantitative” SPECT results because it lacks
attenuation and scatter corrections, however, one can still consistently use a standard
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phantom with known activity to get a reasonable assessment of the number of counts
registered during a given acquisition. For this type of assessment it is critical that all parts
of the experiment remain the same from the type of phantom used to the amount of
activity in the phantom.
The statistical tests for integral uniformity showed differences of enough
significance that the values cannot be considered to be statistically equal. In order for the
projection data acquired to provide good quality reconstructions, the detector heads
should be well matched so that the response around the object is as equal as possible. The
manufacturer performs a calibration at system installation for such a task but the data
suggest that this may need to be repeated over time to maintain a well-balanced detector
system.
The second part of this study examined the performance of the edges of the
Inveon SPECT detector. No compensation mechanisms were found, either electronically
or in the software. The number of counts recorded in the edges, even with the central
region of the detector blocked, resulted in a number of counts per pixel that would be
expected with the amount of activity in the flood source.
The manufacturer limits the detector to acquire a projection size of 68 pixels by
68 pixels. Even with this limitation, the projection data on the edges still showed
considerable variation from the central regions of nearly 2x. From the results of the
uniformity study of the corner regions of the detector it appears that further restriction of
the detector would lead to better uniformity performance.
The third part of this study assessed the possibility of using a new approach to
acquiring normalization data on this platform. The current method employs a static
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technique by which a point source is centered in the field of view and the scanner
acquires data with the source and gantry positions remaining constant throughout the
entire normalization acquisition. This technique requires acquisition of data for extended
lengths of time and results in artifacts in the flood images because of the limited distance
between the flood source and the detector that can be achieved.
In this study a new method was proposed that uses a helical acquisition method to
acquire the data. By comparing a 10 hour helical acquisition and 10 hour static
acquisition it was evident that the static method provided better results in terms of
potential time savings for normalization acquisition. An additional study was performed
using only a three hour helical SPECT to compare to the 10 hour static data. Surprisingly,
3 hour helical acquisition resulted in statistical performance similar to that of a 10 hour
flood acquisition. Thus using the proposed helical acquisition method reduces the time
required for normalization workflows by up to 70% while maintaining high quality data.
This conclusion is significant for preclinical SPECT as the typical imaging team
will use a number of different isotopes in their routine studies. If a given group uses 3
isotopes routinely then the overall savings in normalization of their system could be on
the order of 21 hours. This saves a full day of system down time for the operator and the
facility.
The final analyses performed on the uniformity data were to examine the effect of
normalization correction matrices that are designed to improve the uniformity of the
detector response. For both I-125 and Co-57 examined in this work, the resulting effects
on uniformity from these corrections were minimal. The results for I-125 show that the
mean value is only drawn closer to one by 0.03% for the entire detector face with a
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maximum effect in the central region of 2.5%. This result shows the importance of
having an improved method of acquiring normalization data to achieve greater results
than a standardized correction for all datasets.

Future Work
Future work in this area would include extending the normalization acquisition
method to include axial and transaxial motion during the workflow. This would improve
overall sampling and could enable further reductions of time required to gather the
necessary statistics to properly correct the emission data. This would require the
development of a specialized tool to fit on the end of the calibration tool that would allow
and off-center rotation during the acquisition. The additional rotation along with the axial
bed travel during the scan would enable increased data sampling. The difficulty with this
sort of solution is that the rotation would need to be symmetric over the time of the scan
to prevent any single area of the detector from being exposed to a greater number of
counts.
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Optimization of I-125 Imaging Parameters
Introduction
Nuclear medicine imaging systems have the capability of being tuned to record
only those events that fall within a specified energy or time window. In the case of the
Inveon SPECT platform, all energies are acquired during the scan and it is part of the
post processing step to determine which energy window is used to create the individual
projection data. This enables fine tuning of the desired energy window post acquisition
instead of having to know the desired configuration at the time of the scan.
The selection of the energy window is critical. An energy window that is too wide
increases the number of counts that are binned into a given projection but comes at the
cost of including many events that are either scatter or unrelated background events. This
results in decreased contrast and increased image noise. A window that is too narrow
results in the rejection of potentially valid events that were representative of the object
being imaged. In both cases, poor selection of the energy window used in the imaging
protocol results in degraded image quality and increased risk for quantitative
inaccuracies. The series of images below shows example datasets using I-125 with Figure
25 showing from left to right, a very narrow window (5%), a standard window (20%), the
manufacturer’s recommended window (57%) and a wide open window (100%).
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(a)

(b)

(c)

(d)

Figure 25: Image panel showing effect of energy window on whole body animal SPECT data.
(a) shows a 5% window of 34-36 keV, (b) shows the standard 20% window of 31-39 keV, (c) shows the manufacturer’s recommended
window of 25-45 keV and (d) shows a wide open window of 20-300 keV.
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Selection of optimum parameters must also consider any limitations that may be
inherent in the electronics or detector system. All detection systems will have upper and
lower bounds that will fundamentally limit the lowest and highest possible energy
window selections. The Inveon SPECT platform used in this study is capable of imaging
from 0 keV-300 keV with a minimum selectable lower level threshold of 20 keV and a
maximum upper level threshold of 300 keV. Various energy windows settings were
tested to assess the effects of the resulting reconstructed image data.
As an initial estimate for the bounds of the energy window, a method was
explored that models the raw spectrum from the system with I-125 incident on the
detector. This methodology uses two Gaussian distributions fit to the energy spectrum
with one Gaussian for the primary photopeak and a second used to model the Compton
shoulder. A Gaussian mixture model along with Bayes’ minimum threshold can be used
to make an estimation of upper and lower bounds. Although, this methodology has only
been validated for energies much higher than those emitted from I-125, this has the
potential to be used to provide “on the fly” recommendations of imaging windows for
various acquisitions. A derivation of the method and the final equation (3.19) used in this
analysis, is presented below.
This theory behind this technique relies on the fact that a gamma camera response
to incident photons can be modeled as (Berger & Seltzer, 1972):
E0

R( E 0 , h) = η ( E0 ) ∫ D( E 0 , E ) ∗ G ( E , h)dE
0

(3.14)

where R(E0,h) is the probability that a pulse height of h will be achieved with an incident
gamma photon of energy E0, η(E0) is the probability of detector interaction, D(E0,E) is
the probability that a detector interaction happens with an energy equal to E0 and G(E,h)
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is the probability that an energy deposition of E will result in a pulse height of h. (Wells,
et al. (2005), have shown this modeled response can be represented by a two class
Gaussian mixture model given by equation 3.15.
R ( E c , h) ≅ w( E c )η ( E c )G ( E , h) + w( E p )η ( E p )G ( E , h)

(3.15)

The Bayes minimum threshold, assuming that the photopeak and scatter
contributions can be modeled as Gaussian functions is given by equations 3.16 and 3.17
where γs is the Compton scattered fraction of the spectrum, S(h) is the probability density
function of the scatter distribution, γp is the photopeak fraction of the spectrum and P(h)
is the probability density function of the photopeak distribution.
+∞

ε s = γ s ∫ S (h)dh

(3.16)

ε p = γ p ∫ P(h)dh

(3.17)

T
T

−∞

The sum of these two components gives the total estimated error and can be minimized
using the following partial differential equation and substituting the Gaussian
approximations for the scatter and photopeak contributions.
∂ε
∂h

= γ s S ( h) + γ p P ( h) = 0

(3.18)

The final result is a quadratic equation that can theoretically provide threshold
approximations based on the result from solving the quadratic. The final equation that
was used in assessing potential recommended threshold limits is shown below,

w
(σ p − σ s )T + 2(σ µ s − σ µ p )T − µ σ + µ σ − 2σ σ ln s
w
 p
2
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(3.19)

where σ and µ are the parameters for the Gaussian distributions of the photopeak and
scatter contributions and the natural log function is a weighting used to scale the result
based on smaller sub-windows. The weighting parameters (wp,ws) can be estimated by
evaluating two energy windows surrounding the photopeak (~4 keV) and calculating the
error function of the Gaussian model using those parameters. For this study, the log
function was assumed to be zero as the ratio of scatter to primary was expected to be 1
because the SPECT platform does not have sufficient energy resolution to adequately
separate such small energy windows.

Methodology
To physically test the effect of altering the energy window selection, 3 syringes of
different diameters filled with I-125 using identical activity concentrations. The
phantoms were arranged to create a pyramid with at least 3 mm spacing between each of
the syringes to assess the scatter effects between the areas of activity. The top syringe
was arranged diagonally along the top to vary the distance between phantoms throughout
the axial direction. The varied syringe sizes were used to examine scatter effects within
the individual syringes as a function of size. The diameters used were 4.5 mm, 8.5 mm
and 12 mm.
The SPECT data were acquired with the detectors positioned at a 40 mm radius of
rotation. The scanner was adjusted to acquire 84 projections over 540 degrees resulting in
6.4 degrees between each projection. The acquisition time per projection was
approximately 23 seconds giving a total estimated scan time of 37 minutes. To obtain the
best possible axial sampling in the SPECT data, a helical acquisition was performed with
3 mm of bed travel applied. A second set of SPECT data was acquired with identical
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settings to the first except the time per projection was increased to 230 seconds for a total
scan time of approximately 328 minutes.
The CT acquisition used a circular acquisition with 300 projections acquired over
a 220 degree angle. The system was setup to operate in a low magnification mode that
results in a source to detector distance of 33.68 cm and an X-ray source to center field of
view distance of 26.4 cm. The acquisition used a multi-bed acquisition to cover the entire
imaging field of view so that the data could be used for testing of the attenuation and
scatter correction capabilities of the Inveon system. The X-ray source settings were 80
kVp and 0.5 mA, with an exposure time of 225 ms per projection. The scan was setup to
ensure that the CT data would be of sufficient quality for use in creating attenuation and
scatter correction µ-maps for subsequent tests.
The energy windows tested cover a broad range of energies adjusted in 5 keV
increments around the primary acquisition energy of 35 keV used for this particular
isotope. Table 27 indicates the upper and lower level discrimination (ULD, LLD) values
that were tested with each set of windows attempting to balance around a central energy.
In some cases this is not possible because of the minimum energy setting of the system
only capable of reaching 20 keV.
Assessments of the effect of the energy window change on the syringe phantoms
were performed by taking measurements in each of the cylindrical phantoms using a
cylindrical region of interest in the central 70%-80% of the phantom. Measurements of
the mean, maximum and minimum activity along with standard deviation were recorded.
Comparisons between each of the three phantoms were made to verify that the number of
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counts detected in each of the cylinders matched the expected ratio of injected activity
and to assess any possible scatter effects arising from increasing syringe diameter.
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Table 28: Energy windows used for optimization.
Increased Windows

Decreased Windows

Window ∆

ULD

LLD

Window ∆

ULD

LLD

Base

25

45

0,-5

25

40

0,+5

25

50

0,-10

25

35

0,+10

25

55

0,-15

25

30

0,+15

25

60

+5,-5

30

40

-5,0

20

45

+5,0

30

45

-5,+5

20

50

+10,0

35

45

-5,+10

20

55

+15,0

40

45

-5,+15

20

60

To quantitatively assess the effect of altering the energy window, regions of
interest were drawn in the background of the imaging volume. Mean, maximum,
minimum and standard deviations were recorded to assess the effect of changing the
energy window on the background. The data were imported into Excel for further
processing and calculation of other statistics found in the tables below. This specific
assessment is used to try and pinpoint when the selected energy window may be allowing
a significant amount of unwanted background radiation into the image. These unwanted
events include downscattered events from the I-125 isotope emissions as well as potential
radiation from outside sources such as cosmic rays and naturally occurring background
from the scintillator depositing energy into the detector.
The analysess performed on this data examined the signal to noise ratio of the
regions drawn in the phantoms and then assessed how the signal to noise ratio and other
key statistics varied with adjustments to the energy window. In particular, the focus was
on how adjusting the value for lower level and upper level discrimination varied these
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values. Monte Carlo simulation was used to validate the region of interest-based results
as well as the lower bounds estimations from the Gaussian mixture model estimations
explored as part of this work.
The primary reason for performing the optimization of the energy window used
for I-125 imaging is to optimize the image for scatter effects before applying any
additional scatter correction. In this way, it may be possible to create an overall
improvement in the scatter corrected data. The phantoms in this experiment were
specifically designed to assess scatter effects in regions of significant activity as well as
extensively examining regions where no activity should be present such as in spaces of
air and water within the phantoms. Assessments of scatter optimization for non-activity
regions were performed by drawing regions of interest in areas confirmed by high
resolution CT imaging to contain only air or water. In these regions, the amount of
activity measured from the SPECT data should be zero. If significant activity is found in
these regions then it can be assumed that these are scatter events.
The histogrammed projection data were reconstructed using a 3D Ordered Subset
Expectation Maximization (OSEM) algorithm provided by the manufacturer. This type of
reconstruction is an iterative reconstruction techniques that is one of the most common
reconstruction methods applied to SPECT data because of the low statistical quality
achieved with this imaging method (Hutton, Nuyts, & Zaidi, 2006). The algorithm used
settings of 4 subsets with 8 iterations for the 3 cylinder phantom data and five subsets
with 8 iterations for the NEMA-like scatter phantom described in detail in the next
section. The number of subsets had to be altered between datasets as the number of
subsets must divide evenly into the number of projections acquired.
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The number of subsets was set to the typical settings recommended by the
reconstruction algorithm and kept as low as possible to avoid any possible increases in
noise that may be caused by over-iteration of the data. The number of subsets used in an
iterative reconstruction scheme typically controls the speed with which the algorithm can
produce the final images because the reconstruction task is broken into more manageable
segments. In some cases, setting a large number of subsets to increase speed can results
in degradation of the final image quality if the number of iterations is not adjusted
accordingly (Hudson & Larkin, 1994). The number of iterations was chosen to provide a
result with minimal noise bias introduced by the reconstruction algorithm. Typically, the
greater the number of iterations, the more noise will begin to propagate into the final
reconstructed image.
This particular study is not expected to show significant differences between
intelligently chosen energy window parameters. What is being examined is whether or
not slight optimizations of the projection data with respect to scatter effects, prior to
being reconstructed, may play a role in improving the overall attenuation and scatter
correction performance of the reconstruction algorithms being characterized as part of
this work.
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Results
Changes to the energy window clearly illustrated the potentially significant effect
on the measured activity concentration within an imaged volume when the imaging
window was altered from the standard 20% window with ratios of maximum and
minimum mean values in regions of activity being separated by up to 9x. The data
presented show that minor energy window adjustments with I-125 imaging do not play a
significant role in reducing scatter prior to implementing additional scatter correction
techniques. This is potentially because of the energy resolution limitations of the system
as well as the fact that most of the scatter contributions are found at energies less than the
system is capable of histogramming into valid projection data.
Gaussian functions were fitted to the primary photopeak as well as the Compton
shoulder for use in estimating initial optimum energy thresholds from the raw spectrum
data from the SPECT system. All fits to the data were performed using the curve fitting
toolbox in the Matlab software package. The fit to the photopeak used the entire range of
data while the fit to the Compton shoulder was performed by limiting the data to ignore
energy values above a threshold of 20 keV. The data were optimized manually by
validating that the sum of the selected Compton shoulder fit to the automatically defined
primary photopeak resulted in the closest possible match to the actual energy spectrum
collected from the scanner. Figure 26 shows the two Gaussians fit to the energy spectrum.

137 | P a g e

Figure 26: Gaussian modeled energy spectrum.
The red curve indicates the primary photopeak fit and the blue curve indicates the fit to
the Compton shoulder. Fitting of the data was performed using the Matlab Curve Fitting
Toolbox.
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In order to verify the fit of the data to this modeling scheme, residuals were
calculated by subtracting the model results from the actual spectrum data. This was
performed for fits using one dimensional and two dimensional Gaussian models to
determine which set provided the best fit to the data. Figure 27 shows the accuracy of the
1-D modeled fit by displaying a plot of the real spectrum with the modeled plot and
residuals. Figure 28 shows the accuracy of the 2-D modeled fit. The R-squared values for
the fit of the primary photopeak data to the Gaussian functions was greater than 0.99 for
both the 1-D and 2-D models with an average root mean square error of 16.25. For the
Compton shoulder, the resulting fits using either 1-D or 2-D models were very similar
with r-squared values greater than 0.97 and an average root mean square error of 3.31.
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Figure 27: 1-D Gaussian modeling of I-125 spectrum.
The plot shows each of the photopeaks fit to the Gaussian model along with a plot of the
residuals to graphically demonstrate “goodness of fit”. Fitting of the data was performed
using the Matlab Curve Fitting Toolbox.
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Figure 28: 2-D Gaussian modeling of I-125 spectrum.
The plot shows each of the photopeaks fit to the Gaussian model along with a plot of the
residuals to graphically demonstrate “goodness of fit”. Fitting of the data was performed
using the Matlab Curve Fitting Toolbox.

Using the concepts of the Gaussian mixture model along with Bayes’ minimum
error threshold allows for the calculation of a quadratic equation that relates the Gaussian
models of the emission spectrum to the energy window associated with acquiring data in
an optimum range. The Gaussian fit to the primary photopeak yielded sigma values of
7.722 for the 1-D case and 7.133 and 5.951 for the 2-D case. The µ-values were 33.91 for
the 1-D model and 33.6 and 45.05 for the 2-D result. The Gaussian models for the
Compton shoulder yielded values for sigma of 8.231 for the 1-D case and 0.03846 and
9.141 for the 2-D model. The µ-values calculated from the fits resulted in values of 16.98
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for the 1-D model and 18.52 and 18.23 for the 2-D fit. In all tested cases, the 1-D fit of
the Compton shoulder appeared to be sufficient and had less error in the measurements
than the two dimensional model while the primary photopeak was typically modeled
more accurately using a 2-D fit.
From the sigma and µ-values obtained from the models (show in Table 28), it
was possible to calculate parameters for an optimized energy window using equation
3.19. Solving for the quadratic using the 1-D fit resulted in solutions of 1500 and 18.5
while the 2-D modeled results had solutions of 1500 and 23.5. From these results, it is
suggested that an energy window be selected with the lower level discrimination set to be
within a defined range of 18.5 to 23.5 keV. Although the greater of the two roots seems
unreasonable as an upper threshold, analyses described later implied that the upper
threshold in this problem has no significant impact and that the most important choice is
that of the lower level discrimination value.
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Table 29:Calculation of σ and µ for 1-D and 2-D Gaussian fits to the acquired
photopeak.
Fitting of the curves was performed using the Matlab Curve Fitting Toolbox.
Gaussian Fit to Primary Photopeak & Compton Shoulder
Photopeak

1-D

2-D

Primary

σ
(keV)
7.722

µ
(keV)
33.91

σ
(keV)
7.133

µ
(keV)
33.6

σ
(keV)
5.951

µ
(keV)
45.05

Compton

8.231

16.98

0.03846

18.52

9.141

18.23
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Analysis of the region of interest information from the 3-uniform cylinder scatter
phantom used in this study shows that the signal to noise ratio within a region does not
vary significantly for energy windows with a width greater than 10 keV and chosen with
a lower level discrimination of greater than 20 keV (Table 29). This appears to be
regardless of the maximum energy window chosen. This agrees with the seemingly
erroneous result from the upper limits of Gaussian mixture model solution that gave a
lower energy selection of 18.5-23.5 keV with no valid maximum number obtained. This
may have been a preliminary indicator to expect little effect from the upper threshold
limit when the lower level energy was chosen to fall within the range of solutions.

Table 30: ROI Statistics for SNR Comparison.
Calculations for standard deviation and standard deviation to mean for SNR comparison
were performed by importing data into Excel for manual processing.
ROI Statistics for SNR Comparison
Region of Interest
5 cc Air Bubble
10 cc Air Bubble
3 cc Air Bubble
10 cc Air Bubble
3 cc Syringe
5 cc Syringe
10 cc Syringe
Center Air
Low Center Air
Far Air
Near Air
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StDev
(dB)
0.08
0.19
0.20
0.44
0.42
0.57
0.27
0.19
0.72
0.18
0.15

StdDev/Mean
(%)
0.94%
1.34%
1.52%
3.39%
2.38%
2.88%
1.37%
1.32%
4.79%
0.78%
0.84%

The initial analysis of the image data, Table 30, revealed the importance of the
lower level energy selection and the width of the energy window selected. For energy
windows that were too narrow or that had energy windows that were too high, the
standard deviations of the signal to noise ratio data was up to 96% greater than when an
optimized window was selected. The average standard deviation of the signal to noise
ratio calculations were 0.91 for the three syringe phantom and 2.68 for the NEMA type
phantom. For the three syringe phantom, the resulting average increase for a nonoptimized window was 69% with the NEMA-style phantom showing identical results.

Table 31: Effects of Energy Window Optimization on SNR.
Values calculated by importing data into Excel for manual processing of statistics.

20k Count
Scan
200k Count
Scan
NEMA-Like
Phantom
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Average
StdDev of SNR
Non-Optimized
Window
(dB)

Average StdDev
of SNR
Optimized
Window
(dB)

Average %
Change in
StdDev of SNR
(%)

Maximum %
Change in
StdDev of
SNR
(%)

1.244

0.306

75

96

0.616

0.222

63

85

2.68

0.828

69

81

In regions of the data corresponding to activity, and in scatter affected regions
such as air, the maximum standard deviation of the signal to noise ratio measurements for
an optimized window were only 0.7 with an average standard deviation to mean of 1.86%
demonstrating that the selection of any window between 20-25 keV should be acceptable
for imaging of I-125 and should maintain acceptable image contrast. For the subsequent
analysis, this optimized window selection was used based on the modeled information
and the initial analysis of the signal to noise and mean voxel values.
Since the data were not necessarily of a Gaussian distribution, the average
absolute deviations were also calculated for all populations of data with a maximum
average absolute deviation of the signal to noise calculations being less than 0.47 and
having an average value of 0.22. Most of the data appears to follow a normal distribution
as examined by calculating the ratio of the calculated standard deviations to average
absolute deviations. For normal distribution data, the average absolute deviations should
be equal to eighty percent of the value calculated for the standard deviation of the
population. For the data presented in this section of work, the average percent difference
from the Gaussian relation above was 9.9% for signal to noise ratio measurements and
5.8% for mean value measurements providing some indication that the data can most
likely be considered of a Gaussian form as would be expected in the absence of effects
from the reconstruction of the data.
For the NEMA-like scatter phantom, shown in Figure 29, the results were slightly
different from the three uniform cylinder phantom data with maximum standard
deviations and mean absolute deviations of SNR of 1.4 and 1.3 respectively. The average
values for the standard deviation and mean absolute deviation were 0.8 and 0.6
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respectively. The greatest difference with the NEMA-like phantom was that to optimize
the results to values similar to the previous scans, the energy window width considered
needed to be greater than 15 keV. When this optimization was performed, the maximum
values did not change, however, the average standard deviation and mean absolute
deviation for the entire population decreased to 0.4 showing an improvement in the
spread of the data of up to 50% with the adjustment of the required energy window
width.

Figure 29: NEMA-like scatter phantom with central air region, I-125 activity and outer
water region.
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Statistics for the actual number of counts recorded exhibited similar
characteristics as those seen for the signal to noise ratio data. With ratios of the standard
deviations of mean values to the average absolute deviation all indicating data of a
Gaussian form. The greatest percent difference from the expected ratio of 0.8 was 9.8%
with an average percent difference across all populations of data of only 5.1%.
For the 3 syringe phantom, the maximum standard deviation of the mean values
for the 38 minute acquisition was 154.4 counts with a maximum average absolute
deviation of 117.8 counts. The average ratios of standard deviations to mean values for
this population were 10.2%. For the second scan in this series, using the same phantom
but imaged for 328 minutes, the largest standard deviation for the mean values was 153.5
with a maximum average absolute deviation of 117.2 counts. The average ratios of the
standard deviations to mean values for the longer acquisition was 11.5%. Table 31 shows
a sub-sample of data with the statistics calculated for the 20k, 38 minute acquisition
where the values presented were extracted from a region of interest drawn in the 5 cc
syringe.
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Table 32: Statistics calculated from a region of interest drawn in a 5 cc syringe.
Measured values from regions of interest were imported into Excel for calculation of SNR.
Region of
Interest

Mean
(counts)

SD
(counts)

Min
(counts)

Max
(counts)

SNR
(dB)

5cc Syringe
5cc Syringe
5 cc Syringe
5 cc Syringe
5 cc Syringe
5 cc Syringe
5 cc Syringe
5cc Syringe
5 cc Syringe
5cc Syringe
5cc Syringe
5cc Syringe
5cc Syringe
5cc Syringe
5cc Syringe
5cc Syringe

189.8
264.8
728.3
1092.7
830.9
1286.1
1358.7
1551.5
1617.8
1617.8
1640.3
1706.8
1665.7
1732.2
1670
1736.4

53.5
63.8
107.7
131.7
114.2
145.2
149.2
138.2
144
144
142.3
148.4
143.2
149.3
143
149.1

43.8
72.8
322.4
654.6
467
768.3
853.8
937.9
982.7
982.7
1021.3
1067.7
1069.4
1109.9
1071
1111.3

486.1
633.3
1278.8
1798.9
1542.8
1998.7
2166.8
2365.5
2390.3
2390.3
2496.6
2528
2535.2
2569.1
2544.4
2579.3

18.3
18.9
19.0
18.8
19.5
18.6
18.9
20.3
19.8
19.8
20.3
19.9
20.2
19.8
20.3
19.9
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Window
Width
(keV)
5
5
10
10
10
15
15
20
25
25
25
30
30
35
35
40

Window
Center
(keV)
27.5
42.5
30
35
40
32.5
37.5
35
32.5
32.5
37.5
35
40
37.5
42.5
40

Lower
Threshold
(keV)
25
40
25
30
35
25
30
25
20
20
25
20
25
20
25
20

Upper
Threshold
(keV)
30
45
35
40
45
40
45
45
45
45
50
50
55
55
60
60

For the NEMA phantom tests, the maximum standard deviation of the mean voxel
values for the first scan was 13.6 counts with a maximum average absolute deviation of
10.8. For the repeat scan, the maximum standard deviation and average absolute
deviation calculations were 14.3 and 11.4 respectively showing good repeatability
between scans. The average standard deviation to mean values for both studies were also
very close at 3.8 and 3.7 for the first and second scans.
To verify that the mean values for each of the populations being assessed were
statistically relevant, several statistical analyses were performed. The data for standard
deviation to mean calculations for each scan was tested to determine whether or not equal
variance could be assumed across the data. Once this assessment was made, the
appropriate t-test was used to determine whether or not the mean values for each
population could be considered statistically equal.
For the three syringe phantom, the mean signal to noise ratio calculations were
compared for the 38 minute and 328 minute scans. An f-test of the data reveals a p-value
of 0.11 indicating that the variances can be considered equal. A two sample t-test was
performed assuming equal variance based on the previous f-test results. The two tail pvalue for the t-test resulted in a value of 0.17 indicating that the means can be considered
to be statistically equal.
For the NEMA phantom, the same series of tests were performed for two separate
scans acquired at different times while keeping the phantom in the same position. The ftest of the data resulted in a p-value of 0.397 indicating that the variances can be
considered statistically equal. The t-test results from the two sample test assuming equal
variance resulted in a two tailed p-value of 0.75 indicating statistically equivalent means.
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These data suggest that the scans for this study were acquired with proper settings to
ensure matching count statistics throughout data collection process.

Conclusions
Minimal work has been performed to characterize the proper energy window that
should be used when acquiring I-125 images. This lack of characterization creates
difficulties when attempting to determine optimum imaging parameters I-125. This work
sought to address this and provide insight into what settings would be appropriate for
imaging with this particular isotope.
To gain an initial quantitatively determined suggestion for energy window
selection, a Gaussian mixture model technique was applied to the energy spectrum
collected from the SPECT system. The results from this study included two different fits
to the data that enabled determination of an initial range of values. The study resulted in
the calculation of a lower level discrimination value of 18.5 keV to 23.5 keV. The
manufacturer recommendation for the lower level energy discrimination is 25 keV;
however, the data presented herein indicate that this setting may be omitting some counts
that could contribute significantly to the image data. The exact setting for the upper
bound from this study could not be determined numerically, although the results
indicated that the upper bound did not significantly contribute to increased scatter effects
within the image.
Further analyses involving region of interest measurements on various types of
scatter and uniformity phantoms confirmed the findings from the Gaussian mixture
model analysis. The various energy window settings tested provided reinforcement for
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the use of a lower level discrimination value in the range suggested by the mixture model
solution.
The upper level energy discrimination value was shown to have a very small
effect on the acquired data for energy windows chosen with a width of greater than 15
keV. A detailed analysis of the statistics from these regions of interest revealed that the
best balance of performance with respect to mean values in regions of activity and air,
signal to noise ratio, and standard deviation to mean indicated that an asymmetric energy
window selection of 20-45 keV may be the most suitable for imaging I-125 on the
Inveon. Although the upper level discrimination had a minimal effect on the data, values
above 45 keV began introducing small, but measurable, increases in additional noise.
The manufacturer recommended energy window is programmed for 25-45 keV.
Results from this study have indicated that this selection should be altered to be a 20-45
keV window to improve the overall quality of the data. This optimized energy window
was tested in the attenuation and scatter correction chapter of this dissertation.

Future Work
This part of the dissertation is of specific personal interest as optimization of the
imaging parameters directly correlates with current projects. An area that could be further
pursued is optimization of the energy windows for SPECT imaging using the Gaussian
mixture model technique described above. This method seems to hold a substantial
degree of promise for making initial choices of energy windows based on the emission
spectrum of the isotope. This is especially interesting for use with new isotopes as the
techniques can be employed to provide insight to initial choices for the best way to image
the novel compound.
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Characterization of Attenuation and Scatter Correction for I-125
Introduction
Attenuation and scatter correction on the Inveon SPECT platform was tested
using the series of phantoms acquired for optimizing the acquisition windows used for I125 imaging. In addition to these phantoms additional tests were performed with the
optimized window on a specifically designed phantom (described below) that is more
representative of clinically accepted scatter phantom. This phantom consists of a series of
cold regions (no activity) inside of a warm background (region of activity) surrounded by
an outer shell that contains water. Each phantom image was reprocessed using the
optimized energy window determined in the preceding optimization section so that
scatter effects were minimized to the extent possible with minor adjustments to the
energy window. In each study, both attenuation and scatter corrections are applied to the
data with all measured values being counts/cc, except where specifically noted.

Methodology
The additional phantom used in these measurements consisted of a 60 cc syringe
filled with water. Inside of that syringe, a 12 cc syringe was inserted and filled with an I125 solution that had an activity concentration of approximately 17 µCi/ml. A single tube
of varying thickness was inserted into the 12 cc syringe with the maximum diameter
being approximately 7.6 mm and the minimum diameter being approximately 2.4 mm.
The varying diameter tube contained only air and was sealed to the I-125 syringe using
Parafilm to prevent any leakage of the I-125 solution into the air-filled tube. Figure 33
displayed in a SPECT-CT image of the final phantom.
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3-Syringe Scatter Phantom Assessment

Two imaging protocols were used to acquire data on the 3 varying sized cylinder
scatter phantom. The first protocol used a 38minute acquisition time with 90 projections
and an acquisition time per projection of 16 seconds. The scan was acquired using a
helical acquisition method with 90 mm of bed travel with 1.5 rotations throughout the
entire scan. The second protocol was identical in all aspects except the acquisition time
per projection was increased to 36 seconds. This resulted in a total acquisition time of
approximately 328 minutes for the second imaging protocol. Two scans were used simply
to have an example of a typical imaging protocol along with a scan that provided a more
ideal number of counts per projection.

“NEMA-Like” Scatter Phantom Assessment

For the more traditional NEMA-like scatter phantom with an air, activity and
water region, a different protocol was used. This SPECT protocol acquired 90 projections
over 1.5 revolutions. Each projection was acquired for 40 seconds for a total scan time of
approximately 45 minutes. This is the typical I-125 imaging protocol executed by the
preclinical imaging lab at the University of Tennessee Graduate School of Medicine and
as such will provide better insight into directly applicable imaging conditions.
The CT used in this set of acquisitions was a standard CT with 220 projections
acquired per degree of rotation up to 220 degrees. This provides sufficient image quality
for use as an attenuation or scatter correction dataset as well as providing sufficient
accuracy in dimensional measurements of the phantom while also mimicking typical
imaging protocols used for acquisition of data on live subjects.
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The acquired image data were processed using beta software provided by the
scanner manufacturer that includes implementations of attenuation correction as well as
an implementation of a multiple energy window scatter algorithm. The data were
reconstructed using 3D-OSEM algorithms using 8 iterations with 4 or 5 subsets
depending upon the number of projections in the image. The reconstructed data were
used in further assessment of the ability of the proposed algorithm to account for
attenuation and scatter effects within the I-125 data.
Attenuation of emitted photons from a radioactive source results in a decreased
number of photons counted by the gamma camera as a function of the radial distance
from the surface of the object being imaged. For photons emitted deep within the body of
the object, there will be more significant loss of energy from each photon as well as a
reduction in the number of photons that actually reach the detector surface. For
quantitative imaging of any type, attenuation effects must be taken into account in the
final reconstructed image data.
To assess the accuracy of the applied attenuation correction, line profiles were
drawn in uniform regions to determine the degree of attenuation from within the
phantom. For areas of attenuation, profiles across uniform regions will show a cupped
effect throughout the region where the number of counts in the center of the object is
lower than that of the outer regions. Once the attenuation correction has been applied, the
same profiles should show a flat response through the uniform region indicating that the
proper scaling has been applied. Comparisons of profiles drawn in uncorrected and
corrected data are used to assess the quality of the attenuation correction.
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Scatter Assessment for All Phantom Types

Scatter effects can be a challenge to measure as these types of effects can manifest
in a variety of ways and are often difficult to ascertain free from other external sources of
error in the final image. In order to adequately gauge the effectiveness of the
implemented scatter correction a number of tests were used to examine the data.
1. Uniformity Measurements: Scatter effects often present themselves as nonuniformities within a structure that should be uniform. As each correction was
applied and adjusted, uniformity measurements inside regions of activity were
made to assess the correction. Regions defined to assess uniformity are
outlined below.
a. Three Cylinder Varying Size
i. Activity inside of 10 cc syringe
ii. Activity inside of 5cc syringe
iii. Activity inside of 3 cc syringe
b. NEMA-like Scatter Phantom
i. Inside I-125 12 cc syringe
2. Cold Region Measurements: Scatter events can result in areas of no activity
having non-zero values. This typically depends upon the size, material
composition and location within the material of the cold region inside of a
warm background. Regions of interest were drawn in significant cold areas
within the phantoms. These are outlined below.
a. Three Cylinder of Varying Sizes

156 | P a g e

i. Near region in air with center at approximately twelve
millimeters from the center of the cylinders.
ii. Far region in air with center at approximately thirteen
millimeters from the center of the cylinders.
iii. Central region in air located centrally between all three
cylinders.
iv. Lower region in air located centrally between the bottom two
cylinders and the imaging pallet with center at approximately
8.8 mm from the center of the cylinders.
b. Air, Water, Activity Phantom
i. Region drawn in outer water
ii. Region drawn over all the air phantom in the center of the
phantom
iii. Region drawn in large diameter air region in the center of the
phantom
iv. Region in drawn in small diameter air region in the center of
the phantom
v. Region drawn in the wall of the inner 12 cc syringe
Each test is specifically focused on trying to determine the way to achieve the most
quantitative results possible throughout the entire imaging volume. The data were
imported into Excel for further processing.
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Results
A number of comparisons were performed for this study that included
performance measurements of the manufacturer recommended energy window of 25-45
keV compared to that of the energy window found as part of the optimization work for
this dissertation that yielded a recommended energy window of 20-45 keV. Each of these
histogrammed datasets were reconstructed with the attenuation and scatter compensating
algorithm with a 20-23 keV and 20-24 keV scatter window. This sequence of
reconstructions was performed for both of the NEMA scatter phantom scans as well as
the two uniform syringe acquisitions.
The findings in this section demonstrate the drastic effect attenuation can have
when imaging with I-125. Even with the low attenuating plastic cylinders used for these
experiments and the small diameter changes from 4.5 mm – 12 mm, the effects from
attenuation correction are shown to result in increases in ROI mean values of up to 27%
for the uniform syringe with a diameter of approximately 12 mm. This difference was
seen when comparing mean values in regions of activity between data reconstructed with
the standard reconstruction algorithm and the algorithm currently under development that
compensates for attenuation effects.
Attenuation effects were assessed using the profile information drawn on the
uniform syringe phantom data. For each syringe of 10 cc, 5 cc and 3 cc, a profile was
drawn in the coronal view through the central region of the syringe. The profiles clearly
illustrate the effect of the attenuation correction on the profile plots with the standard
reconstruction showing fewer counts for any given pixel along the profile within the
plastic syringe.
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For the large syringe measuring approximately 12 mm in diameter, the attenuation
was greatest with values reaching just under 26% when using an energy window of 25-45
25
keV. Figure 30 shows the profile plot across the 10 cc syringe phantom acquired with a
SPECT
PECT protocol to acquire 20,000 counts per projection
projection. This figure shows the data
analyzed using the manufacturer recommended 25
25-45
45 keV energy window with a scatter
window of 20-23
23 keV resulting in an increase in measured counts of 23.2% and a scatter
window of 20-24 keV resulting in an increase in counts of 25.9%. For this energy
window and phantom size the average increase in counts from attenuation compensation
was approximately 24.6%. The values were acquired from the statistics that are created
from the
he line profile drawn across the phantom.

Figure 30:: Line profile drawn over 10 cc uniform phantom
phantom: 25-45
45 keV energy window.
Data were plotted using Excel
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Profiles were also drawn over the same phantom using the optimized energy
window of 20-45 keV with the same scatter windows applied to the data for the
attenuation and scatter compensating algorithm. The results indicated an increase in
counts over the standard reconstruction algorithm of 24.8% for the 20-45 keV window
using a scatter window of 20-23 keV. A 15.4% increase was seen for the 20-24 keV
window resulting in an average increase in counts from attenuation compensation to
20.1%. Figure 31 shows the profile plot of the image data for the 20-45 keV energy
window.
The same series of tests were performed again on data acquired using the same
phantom with 200,000 counts per projection. This simply increases the number of counts
acquired and improves the overall statistics of the data. Results from profiles drawn in the
10 cc syringe, show that the 25-45 keV window results in an average increase in counts
of 25.2% and 24.1% for the 20-45 keV window. Figures 32 and 33 show the line profiles
drawn for each of the 25-45 keV and 20-45 keV energy window settings. Table 32 shows
the results for the mean values and the average percent increase in counts for each energy
window examined for both of the 20,000 (20k) and 200,000 (200k) counts per projection
studies.
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Voxel Intensity vs. Profile Length
20-45 keV Energy Window
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Figure 31: Line profile drawn over 10 cc uniform phantom: 20-45 keV energy window.
Data plotted using Excel.

Voxel Intensity vs. Profile Length
25-45 keV Energy Window
Voxel Intensity
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Figure 32: Line profiles drawn on 10 cc syringe: 200k count acquisition.
Data plotted using Excel.
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Voxel Intensity vs. Profile Length
20-45 keV Energy Window
Voxel Intensity
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Figure 33: Line profiles drawn on 10cc syringe: 200k count acquisition.
Data plotted using Excel.

Table 33: Statistics for line profiles drawn on 10 cc syringe.
Mean values obtained from regions of interest drawn in the Inveon Research Workplace
software package. % increases were calculated by importing the data into Excel.
200k Count 10cc Syringe
Mean
25-45 keV
Standard
25-45 keV
w/ AC
20-45 keV
Standard
20-45 keV
w/
Attenuation
Correction
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%
Increase

1017.8
1274.6

25.2%

1101.1

1366.2

20k Count 10 cc Syringe

24.1%

Mean
25-45 keV
Standard
25-45 keV w/
AC
20-45 keV
Standard
20-45 keV w/
Attenuation
Correction

%
Increase

1058.8
1319

24.6%

1127

1353.7

20.1%

The above study was extended to the other uniform syringe phantoms consisting
of 5 cc and 3 cc syringes. For these phantoms, attenuation effects should be considerably
less than in the 10 cc syringe but it is expected to remain a factor that shows variation that
is significant enough to warrant attention regardless of the phantom imaged.
Measurements made for the 20k counts acquisition on the medium 5 cc syringe
phantom, resulted in average increases in counts of 16% using the 25-45 keV window
and 17% when using the optimized 20-45 keV settings. Mean values reported for this
data differed by 2.8% with values of 937.7 and 963.6 for the respective energy windows
The equivalent 200k study on the 5cc syringe yielded an average of 19% increased counts
for the 25-45 keV window and 20.3% for the 20-45 keV setting. Mean values for the
profile were 883 and 926.1 for the respective energy windows giving a percent difference
of 4.9% between the two settings.
The last syringe assessed using the above methodology was the 3 cc syringe with
a diameter of approximately 4 mm. Results for the profile drawn on the 20k acquisition
gave average percent increases in counts of 8.1% for the 25-45 keV window and 10% for
the window set for 20-45 keV. Mean values for these data differed by 2.8% with mean
counts of 500.8 and 514.6 for the respective energy window selections. The data for the
200k counts acquisition resulted in average percent increases in counts of 11.2% for the
25-45 keV energy window and 10.95% for the 20-45 keV window selection. Mean values
differed by only 3.4% with mean counts in the profile of 500.7 and 517.6 respectively.
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The plot shown in Figure 34 shows the general behavior of the percent attenuation
increase as a function of object size in the scanner. The plot shows curves for the two
energy windows under examination. The collected data gave percent attenuation values
that ranged from approximately 10% for the 3 cc phantom up to 25% for the 10 cc
syringe.

% Attenuation vs. Phantom Size
30
% Attenuation

25
20
15
10
5
0
3

5

10

Phantom Size (cc)
25-45 keV % Attenuation

20-45 keV % Attenuation

Figure 34: Plot of % Attenuation versus phantom size.
The blue line indicates attenuation vs. volume effects for the 25-45 keV energy window
while the red shows illustrates the same for the 20-45 keV energy window.

164 | P a g e

The regions of interest drawn in the uniform syringe phantoms were used to
further ascertain the accuracy of the attenuation correction algorithm. Each of the
phantoms, although, varying in size were filled with identical concentrations of activity
with the standard deviation of the measured activity concentration in the phantom being
less than 0.14 µCi/ml as measured in a calibrated well counter.
The SPECT data using the standard algorithm should show values that vary as a
function of the size of the object. With the attenuation correction applied, the resulting
values should appear to be consistent regardless of the object size indicating that the
attenuation correction has been applied. Mean values measured from regions of interest
drawn in the three syringe phantoms reconstructed with the standard and attenuationcompensated reconstruction were plotted. The curves representative of the attenuation
correction algorithm show relatively flat responses indicating equal activity concentration
for each phantom while the plot for the measurements taken from the standard
reconstruction shows a downward trend in activity as a function of increasing syringe
diameter.
Figure 35 shows a plot of the count concentration versus the syringe volume for
the 20k counts per projection acquisition. Figure 36 shows the same plot for the data
acquired with the longer acquisition time with 200k counts per projection. The plots show
series for each of the histogrammed data types including data for corrected and
uncorrected data for each of the primary and scatter windows selected.
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20k Counts/cc vs. Syringe Volume
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Figure 35: 20k plot of counts/cc versus syringe volume.
The plot displays curves for attenuation-corrected and uncorrected data as well as all
energy windows with each combination of scatter window assessed.

200k Counts/cc vs. Syringe Volume
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Figure 36: 200k plot of counts/cc versus syringe volume.
The plot displays curves for attenuation-corrected and uncorrected data as well as all
energy windows with each combination of scatter window assessed.
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The scatter correction was first tested in this phantom study by drawing regions of
interest in areas that did not contain activity. As per the methodology section, these
background regions were drawn in a number of spaces ranging from regions between
syringes to areas far from any activity. Assessment of the performance of the scatter
routine was performed by calculating the percent decrease in counts in these regions
where all activity in the region can be attributed to scatter effects.
Results of the assessment show that all regions measured in the scatter corrected
data that were considered to clearly have no activity showed significant reductions in
measured counts. For all regions the reduction in mean value was a minimum of 30%
with an average reduction of 37% for all regions drawn in regions of air in the 20k and
200k workflows. The 20-45 keV energy window with a scatter window of 20-24 keV
showed the greatest reduction of scatter events from the regions drawn in air with an
average reduction of 39.5% from the uncorrected data, although this window also results
in slightly elevated mean values compared to the tighter energy window.
Scatter compensation should also result in improved image contrast with increases
in the ratio between the maximum and minimum values within a scatter affected region.
A primary way to measure this effect is to calculate peak to valley ratios between
maximum and minimum points within the defined region of interest. Measurements can
also be taken in regions where no activity should exist and a determination can be made
as to whether the scatter correction algorithm has accurately removed scatter events from
these regions surrounded by areas of activity.
Peak to valley calculations for all regions of interest drawn on the three syringe
phantom resulted in improved ratios for the data reconstructed with the attenuation and

167 | P a g e

scatter correction algorithm regardless of the scatter window used during the scan. The
average peak to valley ratio for data reconstructed without attenuation and scatter
compensation were 99.4 and 86.2 for the 25-45 keV and 20-45 keV energy windows. The
minimum increase in this ratio using measurements from scatter corrected data was
34.8% using the manufacturer recommended energy window and a scatter window of 2024 keV. The greatest increase in the average of the calculated ratios was obtained using
the optimized energy window of 20-45 keV with a scatter window of 20-24 keV. This
data yielded increases in the peak to valley ratios of 65.6%.
The second series of data to be analyzed for attenuation and scatter effects were
performed on the NEMA-like scatter phantom. Line profiles were drawn through the
phantom in the coronal view and plots made of these line profiles as in Figure 37.
Comparisons were performed between the profiles drawn on the data reconstructed with
the standard and attenuation compensating reconstruction. Measurements of percent
increase in counts measured for regions of activity as well as peak to valley ratios for
contrast measurements were assessed to determine the effect of the attenuation and
scatter compensation on the emission data.
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Voxel Intensity vs. Profile Length
20-45 keV Energy Window
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Figure 37: Line profile drawn through the scatter phantom for the 20-45 keV window.
The plot displays data for uncorrected data as well as attenuation and scatter corrected
data with each tested scatter window.

This phantom was presumed to have reasonably significant attenuation effects as
it is a “multi-layered” phantom. The activity is inside of a syringe that is inside of a large
water-filled syringe that was all wrapped in a plastic coating to prevent the I-125 isotope
from leaking out of the source. Initial estimates of the attenuation from the line profile
data suggest an average attenuation effect for both the 25-45 keV and 20-45 keV energy
windows of over 50%. Peak values in the line profile drawn through the largest diameter
of the air region inside the uncorrected scatter phantom data yielded a value of 510
counts per cc. The attenuation and scatter corrected values resulted in counts per cc of
833 and 750 resulting in an average increase in counts of approximately 55%.
The smaller air region of the scatter phantom shows extreme scatter effects
because of its small diameter and its proximity to a hot source. With the uncorrected data,
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profile values in this region never reach a number of counts less than 111 counts/cc. With
the scatter corrected data, the values never reach zero but are reduced by 48% using the
25-45 keV window. The data along the line profile for the 20-45 keV window shows a
reduction of 35% in a similar region of the phantom.
Peak to valley ratio calculations for the line profiles result in an average increase
in this contrast measurement by 35% for both the 25-45 keV and 20-45 keV energy
windows, however, one of the profiles for the attenuation and scatter corrected data
actually showed greater values than the uncorrected data in air. The line profiles for this
small diameter phantom are very noisy, as demonstrated in Figure 38, because the total
diameter of the air region is only 2.5 mm with 0.75 mm voxel sizes used in the SPECT
reconstruction. This leaves only very few pixels to pass through the small region and is
especially challenging for attenuation and scatter correction because even small
misalignments of the CT to the SPECT data could result in errors in the applied
correction values.
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Counts/cc vs. Profile Length
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Figure 38: Line profile through small cylindrical air region.
The plot displays data for uncorrected data as well as attenuation and scatter corrected
data with each tested scatter window.

Analysis of the regions of interest drawn in this phantom reveal similar
attenuation characteristics but should better measures of peak to valley ratios for the
smaller air regions as the number of voxels used in the calculation is significantly higher
than that used for the line profile measurements. Attenuation correction of the I-125
region of this phantom resulted in an average increase in counts of 46.8% for the 25-45
keV window and 50.3% for the 20-45 keV setting. Even with the larger number of voxels
per region, results for peak to valley ratios showed that data in certain regions, processed
with attenuation and scatter, actually led to an increase in the number of counts recorded
in air rather than a decrease as expected. Increases averaged 20% for all data with an
average 9% decrease in the large section of the central air phantom.
The final test in this section was to assess the quantitative nature of the data with
the attenuation and scatter correction applied. This task was performed by calculating a
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calibration factor determined by imaging a uniform phantom of known activity and
relating the activity concentration to the voxel values. Once the calibration factor is
known, any data that is processed in the same way can use the same calibration factor for
scaling the counts/cc voxel values to a measure of activity concentration.
For the phantom used in this study, an acquisition was performed with a uniform
10 cc syringe of I-125 filled with an activity concentration of 2.8 MBq/ml. This phantom
was imaged for two hours to collect a statistically valid number of counts. The data were
reconstructed using energy windows of 20-45 keV and 25-45 keV and with scatter
windows selected of 20-23 keV and 20-24 keV. The data acquired on this phantom
yielded a mean number of counts collected of 1880 counts/cc. Dividing the known
activity concentration by the number of counts collected results in the proper scale factors
for each energy and scatter window as shown below in Table 33.
The regions of interest drawn in the cylindrical phantoms used in this study were
setup to have similar activity concentrations as the calibration phantom. For each of the
regions of interest drawn in areas of injected activity, the mean value was scaled using
the calculated calibration factor and the corresponding activity concentration calculated.
Table 34 shows the values for the selected regions that were scaled and the activity
concentration within the region of interest calculated. The table gives values of the mean
counts/cc, calculated activity concentration, actual activity concentration and the %
difference for each.
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Table 34: Calibration factors for each energy and scatter window.
The factors calculated here were determined by calculating the ratio between values
measured from the image data acquired from the system and those values acquired from
a dose calibrator. The calibration factor was calculated by importing the data into Excel
and manually calculating the ratio between the measured and imaged activity.
Mean
(counts/cc)
25-45 sc 20-23
25-45 sc 20-24
20-45 sc 20-23
20-45 sc 20-24
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2015
1984
1916.97
1910.3

Activity
Concentration
(MBq/ml)
2.88
2.88
2.88
2.88

Calculated
Calibration
Factor
1429.28
1451.61
1502.37
1507.62

Table 35: Comparison of calculated to measured activity concentration.
Actual activity concentrations determined from well counter measurements. Mean and
calculated activity values were determined from regions of interest. The % differences
between values were obtained by importing the data into Excel.

Phantom
25-45 sc
20-23
25-45 sc
20-24
20-45 sc
20-23
20-45 sc
20-24
25-45 sc
20-23

25-45 sc
20-24

20-45 sc
20-23

20-45 sc
20-24
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I-125
Scatter
I-125
Scatter
I-125
Scatter
I-125
Scatter
3cc
Syringe
5cc
Syringe
10cc
Syringe
3cc
Syringe
5cc
Syringe
10cc
Syringe
3cc
Syringe
5cc
Syringe
10cc
Syringe
3cc
Syringe
5cc
Syringe
10cc
Syringe

Mean
(cts/cc)

Calculated
Activity
Concentration
(µCi/cc)

Actual
Activity
Concentration
(µCi/cc)

%
Difference

549.5

29.1

31.2

6.9

545.4

29.3

31.2

6.1

592.4

32.9

31.2

5.5

587

32.7

31.2

4.9

105.5

84.2

103.8

87.5

105.0

77.88

105.7

84.2

103.9

87.5

104.9

77.88

105.0

84.2

103.5

87.5

105.1

77.88

106.3

84.2

104.7

87.5

106.1

77.88

1898.3
1867.7
1888.2
1895.2
1861.9
1880.1
1985.1
1957.4
1987.6
1979.5
1948.9
1976.3

25.3
18.7
34.8
25.6
18.7
34.7
24.7
18.3
35.0
26.3
19.6
36.3

Conclusions
The results from the attenuation correction studies indicate that the correction
algorithm performs well in a variety of imaging conditions. The three cylinder phantom
study showed that attenuation effects in the data were on the order of 25% which is
consistent with prior publications regarding I-125 (Hasegawa, et. al, 1996). This indicates
that the algorithm is correcting the data in a manner that would be expected for the type
of cylinders used in this series of data acquisitions.
For the more complicated scatter phantom, attenuation effects were seen to cause
a loss of up to 50% of total counts. This phantom was a good model to indicate the
severity of the attenuation issue when imaging I-125 and the importance in using a
reconstruction algorithm that can compensate for such effects. When considering small
animal imaging, the mouse is often considered to be “made of water”, which is a valid
assumption for higher energy isotopes. In regions of dense bone or thick muscle mass,
however, this phantom shows the possibility of extreme attenuation which would be nonuniform in a mouse because of the natural non-uniformity of tissue distribution within the
body.
The scatter correction studied in this work also worked well for most situations
resulting in overall improvements in mean values for scatter affected regions of over
30%. Measurements of peak to valley ratios consistently showed the superior
performance of the corrected data to that of the images reconstructed with no scatter
correction applied. Averaged over all datasets, the peak to valley ratio improvement was
approximately 20% when scattered events were taken into account in the final
reconstruction.
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Although the scatter correction worked well in a number of scenarios, it fell short
when presented with considerable amounts of activity in close proximity to a small
region of air. These circumstances were seen in the small diameter of the inner air region
of the NEMA-like scatter phantom as well as measurements taken within air bubbles
throughout the syringes. These extreme circumstances and close proximity to higher
amounts of activity actually resulted in increases in voxel values for those regions of an
average of 20%. It is possible that small errors in registration of the emission data to the
CT data used to correct the images could be behind the apparent increase in values.
With regards to quantitative imaging, the correction algorithm still shows some
dependence on size. Studies with calibrated datasets yielded some excellent results with
activity concentrations measured by the system remaining within 7% of actual values
while other results, such as those measured on larger phantoms resulted in error of over
35%. The size dependency was seen in phantom measurements on three syringes of
varying size that consistently showed differences in measured activity of 25%, 18% and
35% for the 3cc, 5cc and 10cc phantoms respectively. It is not clear why this size
dependency still is apparent but further assessment of this is warranted.
The work performed for attenuation and correction also provided further
validation for the energy window optimization work. Studies performed with attenuation
and scatter correction applied consistently showed that the energy window of 20-45 keV
with a scatter window of 20-24 keV resulted in the best balance between improving mean
values from lost counts and decreasing unwanted counts in cold regions. This window
showed excellent results with one set of I-125 phantoms yielded the smallest percent
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difference from actual activity of 4.9% and the greatest peak to valley ratio improvement
of over 65%.

Future Work
Future work in this area would include deeper analysis into the algorithm to
determine why size dependencies still remain as well as reasons for the increase in
activity measured in small regions of air near uniform activity. These issues are both
concerns for small animal imaging as animals vary significantly in size and do not have
uniform distributions but complex systems that contain small regions of no uptake near
large regions of massive uptake. Issues with compensation in these areas could prevent
quantitative imaging because of inconsistency in the data from one scan to the next.
Further analysis into this set of corrections could also include a study of partial
volume effects on the reconstruction and subsequent corrections. SPECT imaging is often
selected as the modality to use for a given imaging task because of its high resolution
capabilities compared to other functional imaging techniques. The size dependencies seen
in this reconstruction algorithm could present specific challenges in this realm as
extremely small objects suffering from effects of partial volume would potentially lead to
more inaccuracies.
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Simultaneous CT-SPECT Acquisition
Introduction
The final chapter focuses on a key potential application for SPECT-CT imaging
systems. Currently all SPECT-CT systems for preclinical imaging use a sequential
acquisition mode that results in longer than necessary acquisition times. Although the
SPECT portion of the study demands the greatest time requirements, the CT in a
preclinical system can add between 5 and 15 minutes. This section looks at the possibility
of modifying the Inveon SPECT-CT system such that both modalities can be used to
acquire data simultaneously thus reducing the acquisition time to that of the SPECT
system only. This study looks at simultaneous imaging with Tc-99m rather because of
availability of isotope at the factory where this study was performed.
The SPECT-CT system modified for this work consisted of two SPECT detectors,
an X-ray detector, and an X-ray source mounted coaxially on a rotating gantry as shown
in Figure 39. Each of these components were mounted on high-precision, computercontrolled motion stages for automatic field of view adjustment. The X-ray source
operates in a voltage range of 30 – 80 kVp, while the SPECT detectors operate within an
energy range of 30 – 300 keV. The SPECT data were acquired in listmode format that
enables the energy window to be selected post acquisition rather than having to know the
optimum energy window prior to beginning the scan (Atkins, Austin, Mintzer, Siegel, &
Gleason, 2007).
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SPECT
Detector

X-ray Detector

X-ray
Source

SPECT
Detector
Figure 39
39: SPECT-CT hardware configuration.

Methodology
In this work, a Siemens manufactured SPECT-CT
CT system was modified to support
simultaneous SPECT-CT
CT acquisitions using methods available to anyone that owns this
particular imaging platform and has a similar X
X-ray detector configuration. The
T CT and
SPECT subsystems cannot be used simultaneously in their standard imaging positions
without disabling sensors that prevent hardware collisions.. Disabling these precautionary
mechanisms enables the SPECT ddetectors and CT components to be simultaneously
moved in towards the center of rotation so that the fields of view of each subsystem can
be matched for imaging. The X
X-ray
ray CT components were placed in a “medium”
magnification mode that provid
provided a magnification factor of approximately 1.9. With the
large area detector installed in this gantry
gantry, the maximum transaxial
ansaxial field of view that
could be matched to the SPECT system was 6.7 cm
cm.
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Helical CT Adaptation

Since the SPECT system requires a helical acquisition in order to match the axial
field of view of the CT system, the acquisition software had to be modified to support a
helical CT orbit. An issue remained with this configuration as the center of the CT field
of view was roughly 18 mm offset axially from the center of the SPECT field of view.
This issue could not be resolved without significant hardware modifications to the
SPECT and CT subsystem mounting units, that, although, possible would have been
outside of one of the primary constraints of this project, which was to maintain a setup
that could be used by any owner of this particular equipment. This limitation simply
meant that images acquired using a simultaneous SPECT-CT acquisition covered slightly
different regions along the axial direction of the phantom with the loss in co-registered
field of view being equal to approximately the offset between the two imaging
subsystems (18 mm).
This SPECT-CT platform has two workstations that comprise the data collection
architecture. An embedded computer, internal to the gantry, controls direct commands to
the hardware while an external acquisition computer sends requests to the embedded PC
via a Gigabit Ethernet connection. This architecture was exploited in this study by forcing
simultaneous acquisition of data by performing independent acquisitions on the two
separate workstations simultaneously. During tomographic scans, SPECT data was
acquired by the embedded computer while the X-ray CT data was collected using the
primary acquisition computer. Finally, the SPECT software was modified to properly
histogram the listmode data and additional CT reconstruction software was written to
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process the helical CT data as described by (Schaller, Stierstorfer, Bruder, & Flohr,
2001).

Collimator Penetration by CT X-rays Optimization

To initially test the feasibility of simultaneous SPECT-CT acquisition methods,
two dimensional radiographs and scintigraphs were acquired using a 1 mCi Co-57 point
source centered in the CT field of view. The SPECT scintigraphs were acquired using a
five pinhole mouse whole-body multi-pinhole collimator with 1 mm diameter pinholes. A
high speed X-ray shutter is attached to the X-ray tube to control when the CT detector is
exposed to incident X-rays for imaging. This shutter was held open for 100 seconds to
continuously acquire CT projection data as the gantry rotated about the point source.
X-ray penetration through a material is a function of the energy settings of the Xray tube. To examine potential effects of penetration through the pyramids and
collimators of the SPECT subsystem during a routine acquisition, scintigraphs were
collected using the SPECT detector heads with the X-ray source at 60, 70, and 80 kVp.
The results of this study provided information as to the maximum kVp setting that could
be used in a routine simultaneous SPECT-CT acquisition. This was an important and
necessary part of this study as penetration of extraneous radiation through the pyramids
or collimators causes artifacts as shown in Figure 40. These types of artifacts, if not
accounted for, would render the image data unsatisfactory for routine use.
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(a)

(b)

SPECT.
Figure 40:: Collimator penetration artifacts in SPECT
(a) shows projection data of a point source usin
using
g a 5 pinhole collimator, (b) shows the
same projection image using higher energy X
X-rays
rays resulting in significant penetration of
the collimator and pyramid.

Tomographic
omographic scans were acquired with th
the X-ray source set to 70 kVp, which
also permitted short X-ray
ray pro
projection exposure times of 250 milliseconds.. The data were
acquired using a step and shoot acquisition mode using 120, 180, or 360
60 projections with
0 – 12 mm of axial bed travel. To provide good statistics for the SPECT data, a settle
time or dwell time between projections was adjusted to set the total scan time to be 15 to
30 minutes. It is important to note that although the total scan time was a maximum of
30 minutes, the total X-ray
ray exposure was only 30 – 45 s during the scans. It was
important to maintain reasonable X
X-ray
ray exposure during the simultaneous acquisition as a
protocol that had constant
stant 70 kVp exposure for 30 minutes would also be unacceptable
for routine use.
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Simultaneous SPECT-CT Phantom Studies

For the tomographic scan tests, phantoms were created using Tc-99m instead of I125 because of ease of access to Tc-99m at the facility where simultaneous imaging tests
were performed. The Tc-99m phantoms used for this study were a uniform water
phantom and a Derenzo phantom. The uniform syringe contained an aqueous solution of
Tc-99m with a total activity of 1.8 mCi at scan time. The Derenzo phantom was injected
with approximately 3 mCi. For each series of consecutive scans, the number of total
counts in each image was kept as statistically identical as possible by increasing the
necessary per projection acquisition time to compensate for the natural decay of the Tc99m isotope.
For each of the Tc-99m phantom studies, data were acquired as SPECT only, CT
only and simultaneous SPECT-CT. The CT data was examined to verify that the SPECT
isotope in the field of view during the CT did not cause any image artifacts or errors in
quantitative measurements from the CT modality. The collimator used for SPECT
acquisition of the Tc-99m phantom data was a 3 pinhole rat whole-body collimators with
1.2 mm diameter pinholes. The CT data were reconstructed with 0.13 mm voxel size. All
SPECT data were reconstructed using OSEM with a point-spread function model using 8
iterations, 12 subsets, and a voxel size of 0.5 mm (DiFilippo, 2006). The imaging
protocols for each modality are described below.
For the CT data, the acquisition was performed using a voltage of 70 kVp and
current of 500 µA. The number of projections acquired ranged from 120 to 360
projections acquired over a full 360 degree acquisition. For each CT projection an
exposure time of 0.25 s was used. For the Derenzo phantom, contrast was used in the
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form of dissolving iodinated salt into the water prior to imaging with CT. This enabled
visualization of the Derenzo phantom rods with the CT modality.
For the SPECT imaging protocol, 120 projections were acquired over 360 degrees
with per projection acquisition times ranging from 14 to 30 seconds. The radius of
rotation for the detectors was set to 50 mm resulting in a 100 mm bore size and an
approximately transaxial field of view of 6.5 cm. A settle time of five seconds was used
to enable the SPECT system to acquire enough counts in a given projection to acquire
useful data for reconstruction into image volumes.
The uniformity analysis was performed by drawing a single rectangular region of
interest with a volume of 10675 mm3. This ROI was positioned centrally in the transaxial
and axial directions within the phantom. Mean to standard deviation calculations were
made in Excel as well as calculations of the signal to noise ratio using the SNR equation
below.
 Max − Min 

SNR = 20 × log 10 


 StdDev 

(3.20)

Tables were generated for the regions drawn on the CT only, SPECT only and the
SPECT-CT data. Additionally, the SPECT data were reconstructed using two methods
that included a standard sensitivity model as well as a point spread function (PSF)
modeled algorithm. The tables presented below show the comparison in values calculated
between these two reconstruction algorithms. The final comparison between SPECT with
and without X-rays was performed using the PSF reconstruction.
A comparison of the feasibility of this type of simultaneous acquisition used the
Derenzo phantom. Visual analysis was performed to determine whether there is
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significant degradation in the image quality between X-ray on and off images in the
SPECT data. The final test involves drawing line profiles over the rod clusters to examine
peak to valley ratios, SNR and standard deviation to mean values within the hot rods to
determine if, and how much, degradation in image quality might be present in
simultaneous SPECT-CT measurements. Figure 41 shows a picture of the Derenzo
phantom loaded into the SPECT-CT system while Figure 42 shows a multimodal image
of the Derenzo phantom using SPECT with contrast enhanced CT. Additionally, regions
of interest as shown in Figure 43 were drawn within the hot rods of each of the phantom
scans to assess mean, standard deviation to mean and SNR values.
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Figure 41 shows an image of the Tc-99m and saline filled Derenzo phantom on the
carbon fiber imaging pallet provided by the manufacturer.

Figure 42 shows a multimodal SPECT-CT of a Derenzo phantom.
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Figure 43 shows the Derenzo phantom with regions of interest drawn in the various rods
using a threshold technique.
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Results
For the initial point source assessments of the feasibility of data acquisition with
SPECT in the presence of X--rays,
rays, the resulting acquisitions at various voltage settings of
the X-ray
ray source clearly indicated that the highest possible setting that could be used with
SPECT imaging on this platform would be 70 kVp
kVp.. Projection data acquired with higher
energies showed significant penetration of the collimator and pyramid hardware that
would not be useful for routine imaging. In the images, the single point ssource
ource appears as
five independent sources because of the five pinhole arrangement used for acquiring the
projection data.
Figure 44 shows the Co
Co-57
57 point source data acquired as a planar projection
image. This image was acquired with no X
X-rays present in the field of view during the
SPECT acquisition. The energy window used was the full extent of the system set to
histogram all data within the range of 30 – 300 keV.

Figure 44: Co-57
57 point source with no X
X-rays present and a wide open energy window.
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Figure 45 shows the same Co
Co-57 projection data with X-rays
rays present at the full
power of the X-ray
ray source. The image shows clear penetration of the high energy X-rays
X
through the collimators resulting in the inability to discern the iindividual
ndividual point source
that are still present in the SPECT field of view. This image clearly shows that it is not
possible to perform simultaneous CT
CT-SPECT imaging using the X-ray
ray source at full
power as the effects on the final SPECT image would be severe
severe.. The energy window was
kept fully open for the SPECT data to show the full range of effects of the highly
penetrating X-rays.

Figure 45: Co-57
57 point source with X
X-ray
ray at full power and a wide open energy window.
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The Co-577 point source is again shown in Figure 46 with the X-rays
rays at full power
and the SPECT energy window settings adjusted to the proper imaging window of Co-57.
Co
This result shows a dramatic improvement in image quality of the SPECT data with full
power X-rays
rays present but still shows significant artif
artifacts
acts in projection data that would
cause severe image degradation in the reconstructed SPECT data if the X-ray
ray settings
were left at full power for simultaneous acquisitions.

57 point source with X
X-rays at 70 kVp and wide open energy window.
Figure 46: Co-57
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The data from these various acquisitions enabled the creation of a plot of the
mean pixel values in the SPECT data as a function of the X-ray tube settings. In Figure
47, the plot clearly indicates that at 70 keV, the plot for no Co-57 source present and the
X-ray shutter open nearly coincides with the Co-57 source present but the X-ray shutter
closed. This indicates that it is probable that a 70 kVp beam setting will result in an
image that could be suitable for simultaneous imaging.
The final image in Figure 48 shows the fully optimized settings using the Co-57
phantom centered in the field of view. The X-ray tube was adjusted to 70 kVp with a
current of 0.5 mA and the SPECT energy window was tuned to the optimum Co-57
settings of 110-134 keV. This results in a relatively clean projection image acquired
simultaneously with SPECT and CT modalities.
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Figure 47: Plot of mean pixel values in SPECT projection data vs. X-ray
ray tube voltage.
The data presented show the mean counts acquired with various combinations of the XX
ray source and Co
Co-57 source in the field of view.

Figure 48:: Fully optimized simultaneously acquired projection of Co-57
57 point source.
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Uniformity tests were performed with the Tc-99m uniform syringe phantom with
regions on interest drawn on the SPECT only, CT only and SPECT-CT workflows. The
same region of interest was used for each measurement to ensure that the statistics for the
ROI and the dimensions were kept constant between each individual measurement. The
results show that the CT data was not adversely affected by the Tc-99m radioactive
solution with only a slight decrease in overall uniformity. The measurements using the
SPECT and SPECT-CT workflows also did not show a significant variation in values
which provides initial positive results regarding the feasibility of this type of study in a
routine practice. Figures 49 and 50 show the uniform syringe phantom with regions of
interest drawn on the SPECT, CT and SPECT-CT data. Tables 35-37 show the values
illustrating the changes in the quantitative nature of the data with and without
simultaneous imaging.
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Figure 49: Region drawn for CT only uniformity measurements.
The image shows a syringe filled with I-125.This creates a uniformly distributed phantom
of activity.

(a)

(b)
Figure 50: Region drawn for uniform syringe measurements on SPECT (a) and SPECTCT (b) acquisitions.
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Table 36: Regions statistics for CT acquisitions with and without isotope.
Volume, min, max and mean values were obtained through region drawing while all
other calculations were performed by importing the data into Excel.
CT
Syringe
H2O
Tc99m

SNR H20
SNR
Tc99m

Volume
(mm^3)
10681.6
10681.6

Min
(counts/cc)
-95
-77.2

SNR (dB)
21.81

% Diff

20.63

5.40

Max
Mean
Std Dev
StdDev/Mean
(counts/cc) (counts/cc) (counts/cc)
(%)
134
4.8
18.6
25.8%
108.8
4.5
17.3
26.0%

Table 37: Region statistics for SPECT only imaging using two recon algorithms.
Volume, min, max and mean values were obtained through region drawing while all
other calculations were performed by importing the data into Excel.
SPECT
Syringe
Standard
Recon
PSF Recon

SNR
Standard
SNR PSF

Volume
(mm^3)

Min
(counts/cc)

Max
(counts/cc)

Mean
(counts/cc)

Std Dev
(counts/cc)

StdDev/Mean
(%)

10675.4
10675.4

452
246

4660
2434

1828.4
882.4

475.7
243.3

26.0%
27.6%

SNR
(dB)

% Diff

18.93
19.08

0.76

Table 38: Region statistics for simultaneous SPECT-CT uniformity measurements.
Volume, min, max and mean values were obtained through region drawing while all
other calculations were performed by importing the data into Excel.
SPECT-CT
Syringe
No X-rays
With X-rays

SNR No Xrays
SNR X-rays

Volume
(mm^3)
10675.4
10675.4

Min
(counts/cc)
246
402

SNR
(dB)

% Diff

19.08
19.70

3.25
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Max
(counts/cc)
2434
3088

Mean
(counts/cc)
882.4
1130.4

Std Dev
(counts/cc)
243.3
277.9

StdDev/Mean
(%)
27.6%
24.6%

The results from this analysis show that the mean values for the SPECT data
varies by 28% between X-rays off and on. The standard deviation to mean showed a
difference of twelve percent. The signal to noise ratios differed by only 3.25% indicating
similar SNR characteristics. The next section of the results illustrates the values obtained
from measurements performed using a Derenzo phantom that is used in performance
measurements of nuclear medicine systems.
The last phase of this study examined imaging protocols using CT, SPECT and
SPECT-CT on a standard Derenzo phantom filled with Tc-99m and a solution of Iodized
salt for CT contrast of the rods within the phantom. The results discussed later show the
visual analysis of the data as well as the information derived from line profiles drawn
through the hot rod regions.
The visual analysis of the data shown in Figure 51 illustrates that there is little
difference in visible image quality or resolution degradations. There appears to be slight
impact on resolution as noted by the reduction of separation between the smallest visible
group of rods in the phantom. It is also somewhat evident in the visual review that the
noise characteristics of the Derenzo phantom data acquired with a simultaneous SPECTCT workflow are slightly worse than the standard SPECT only scans.
The top image is that of a 37 minute SPECT only acquisition. The middle image
is a SPECT only study with an acquisition time of 72 minutes. The bottom image shows
the Derenzo phantom imaged using a simultaneous SPECT-CT workflow. Some image
quality degradations appear to occur in the simultaneously acquired SPECT. This is most
likely caused by the introduction of scattered X-ray events into the Co-57 energy
window; the full effect of which will be assessed in the section below.
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(a)

(b)

(c)
Figure 51: Comparison of simultaneous SPECT-CT acquired in 37 and 72 minutes.
(a) shows a 37 minute SPECT only, (b) shows a 72 minute SPECT only and (c) shows
SPECT data from a simultaneous SPECT-CT workflow.
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The line profile study quantitatively validated the initial visual assessment of the
imaging study. The peak to valley ratios for each profile drawn on the various rod sizes
show consistent ratios for the 37 minute, 72 minute and SPECT-CT scans with
percentage difference from the average values never reaching more than 8% for the
SPECT-CT studies. Additionally, the ratios of peak to valley measurements between
decreasing rod sizes also shows consistent reductions. This leads to an initial
confirmation that the simultaneous SPECT-CT acquisitions are not significantly degraded
compared to the SPECT only workflows. Figures 52-54 show the plots of the line profiles
for drawn across the 4.8 mm, 4.0 mm, 3.2 mm and 2.4 mm rods. Tables 38-40 display the
average peak to valley ratio measurements for each rod size with Table 41 showing
calculations of the ratio of peak to valley calculations between rod sizes. This ratio helps
to indicate the type of effects that may be present simply because of the changing size of
the rods in each profile.
Counts vs. Linear Distance
(4.8 mm & 4.0 mm Rods)
10000

counts

8000
37 min

6000

72 min
SPECT-CT

4000
2000
0
0

5

10

15

20

25

30

mm

Figure 52: Line profile drawn across the 4.8 mm and 4.0 mm hot rods.
Line profiles plotted using Excel.
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Counts vs. Linear Distance
(3.2 mm Rods)

counts

10000
8000

37 min

6000

72 min
SPECT-CT

4000
2000
0
0

5

10
mm

15

20

Figure 53: Line profile drawn across the 3.2 mm hot rods.
Line profiles plotted using Excel.

Counts vs. Linear Distance
(2.4 mm Rods)
8000
7000

counts

6000
5000

37 min
72 min

4000

SPECT-CT

3000
2000
1000
0
0

5

mm

10

15

Figure 54: Line profile drawn across the 2.4 mm hot rods.
Line profiles plotted using Excel.
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Table 39: Average Peak to Valley Ratios for 4.8 mm and 4.0 mm Rods.
Data were imported into Excel for calculation of % difference.
Peak to Valley Ratio
(4.8 mm & 4.0 mm Rods)

% Diff of
Ave.
0.60

37 min
25.93

% Diff of
Ave.
1.28

72 min
25.75

% Diff of
Ave.
1.88

SPECT-CT
26.57

Table 40: Average Peak to Valley Ratios for 3.2 mm Rods.
Data were imported into Excel for calculation of % difference.
Peak to Valley Ratio
(3.2 mm Rods)

37 min
15.05

% Diff of
Ave.
7.65

72 min
12.58

% Diff of
Ave.
9.96

SPECT-CT
14.30

% Diff of
Ave.
2.31

Table 41: Average Peak to Valley Ratios for 2.4 mm Rods
Data were imported into Excel for calculation of % difference.
Peak to Valley Ratio
(2.4 mm Rods)

37 min
6.23

% Diff of
Ave.
19.51

72 min
8.65

% Diff of
Ave.
11.85

SPECT-CT
8.33

% Diff of
Ave.
7.65

Table 42: Ratios of Peak to Valley Calculations.
Data were imported into Excel for calculation of % difference.
Ratios Between Decreasing Rod Sizes

4.8, 4.0 to 3.2 mm
3.2 to 2.4 mm
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37 min
1.72
2.43

72 min
2.04
1.45

SPECT-CT
1.86
1.72

Average
1.87
1.87

The results from region of interest segmentation of the rods provide greater
insight into subtle changes in noise levels present in the phantom when simultaneous
imaging protocols are used. Each of the rod sections were segmented and ROI tables
produced. From these tables the signal to noise ratios were calculated for each of the
SPECT scans along with calculations of the standard deviation to mean.
The results show that the signal to noise ratio in the rods improved with
simultaneous imaging contrary to the initial visual assessment but this is most likely
because of increased counts from CT photons rather than an actual improvement in
relative SPECT image quality. Signal to noise ratio is a direct function of the number of
counts collected during a given acquisition additional CT events positioned inadvertently
into the SPECT image can increase the number of counts in an image resulting in
seemingly improved signal to noise ratio measurements. Table 42 shows the full ROI
statistics as well as the signal to noise ratio and standard deviation to mean calculations.
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Table 43: Derenzo Phantom Hot Rod Statistics with SNR Calculation.
Mean, SD, Min and Max all derived from regions drawn using the Inveon Research
Workplace. SNR and SD/Mean calculated by importing the data into Excel.
37 min
All Rods
4.8, 4.0 mm
3.2 mm
2.4 mm
72 min
All Rods
4.8, 4.0 mm
3.2 mm
2.4 mm
SPECT-CT
All Rods
4.8, 4.0 mm
3.2 mm
2.4 mm

Mean
(counts)
3466.9
3713.8
3480.8
2824.3

SD
(counts)
923.1
940.4
907.9
468.8

Min
(counts)
2211.4
2211.4
2211.4
2211.4

Max
(counts)
6619
6563.4
6619
4868.5

SNR SD/Mean
(%)
(dB)
13.6
26.6
13.3
25.3
13.7
26.1
15.1
16.6

Mean
(counts)
7011.3
7580.2
7062.9
5546.3

SD
(counts)
2015.4
2022.6
1913.6
1121.5

Min
(counts)
2114.6
2801.7
2490.6
2573.5

Max
(counts)
13220.5
13220.5
12987.9
8825.3

SNR SD/Mean
(%)
(dB)
14.8
28.7
14.2
26.7
14.8
27.1
14.9
20.2

Mean
(counts)
2861.7
3128
2851.6
2190.5

SD
(counts)
872.3
865.6
824.3
494.8

Min
(counts)
787.3
946.1
869.5
787.3

Max
(counts)
5501.5
5501.5
5447.6
3970.7

SNR SD/Mean
(%)
(dB)
14.7
30.5
14.4
27.7
14.9
28.9
16.2
22.6

The mean values for each of the 37 and 72 minutes acquisitions are consistent as
the mean number of counts in the image increases approximately proportional to the
increase in scan time (approximately 2x). The simultaneous SPECT-CT acquisition also
shows agreement with this expected result as the ratio of mean counts in identical regions
is less by approximately 1.2x. This agrees with the ratio in scan time of 37 minutes to 30
minutes showing that there are minimal adverse effects in the mean counts acquired by
the SPECT while X-rays are present in the imaging field of view.
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Conclusions
The data indicate that the Inveon SPECT-CT can be used for simultaneous
SPECT-CT imaging. Excellent results were obtained both for uniform phantoms with
known activity concentrations as well as a Derenzo phantoms. For each series of
measurements using the optimized parameters, the results indicated minimal degradation
of image quality when simultaneous SPECT and CT acquisition was performed.
This study required that minor hardware modifications be made to disable some
default collision prevention mechanisms built into the gantry hardware. Since the SPECT
and CT data required a helical acquisition method for simultaneous imaging, a
reconstruction algorithm had to be developed to handle the projection data from the CT
system. The development of this capability to process the CT data was necessary to allow
simultaneous imaging of the SPECT and CT data.
This is an important development from the stand point that currently all imaging
on preclinical systems is performed serially. As such, operators must wait for one
modality to finish its data collection prior to beginning the next sequence of scans. This
results in prolonged imaging times and consequently longer exposure times to anesthesia
for the subjects being imaged. For SPECT-CT acquisitions these workflows can easily
reach 1 hour or more where simultaneous imaging could potentially perform these
acquisitions in 30 to 45 minutes.
These efforts could also be used to improve synchronization between modalities
when performing complex imaging workflows such as those required for cardiac and
respiratory gated. With sequential imaging and long scan times required for each
modality, it becomes probable that the physiology of the animal will change over the time
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required for imaging and result in physiological differences manifested in variations seen
in the respective modalities used. Simultaneous acquisition reduces this variation over
time as each projection acquired for SPECT also results in projections acquired for CT.
In this way, each projection for both modalities has measured the data at the same point
in time.
Simultaneous acquisition also means better co-registration between data. If the
subject moves in one modality then it also has moved in the other. This leads to the
assumption that more accurate attenuation and scatter corrections might be provided with
simultaneous acquisition as the two modalities are better aligned with respect to
movement of the animal during the acquisition. Movement is always a concern with
attenuation and scatter correction as the correction data must be registered to the emission
study in order to properly correct the data. Many studies have been performed to assess
the effects of misregistration of correction data with emission images that result in
incorrect voxel values in the areas of movement (Austin, Osborne, Chen, Deng, Feng, &
Yan, 2009).

Future Work
Tc-99m was used in this simultaneous study both for the reason that I-125 was not
available at the time of this study and for the fact that Tc-99m presents a simpler problem
with respect to simultaneous imaging than I-125. The average energy for the X-rays
emitted during the CT acquisition is closer to the energy emissions of I-125 rather than
the 140 keV emission of Tc-99m. This enables an improved ability to truly separate the
Tc-99m emission from radiation from the X-ray tube that penetrated the SPECT
collimator during the acquisition. This effect was clearly demonstrated in the
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methodology section of the simultaneous SPECT-CT acquisition chapter where the
SPECT images are shown with a window that is wide open and one in which the window
was limited to the typical energy window accepted for Tc-99m imaging.
Future work in simultaneous acquisition methods could be extended to attempting
simultaneous imaging with I-125 and to assess any specific sensitivities that might exist
with this isotope. The primary issue would be to develop a method by which the gammas
emitted from I-125 could be separated from the CT X-rays that penetrated the collimator
and pyramid. Initial experiments could be performed to reduce the kVp settings of the
tube to a point where almost no X-ray photons could penetrate the collimator and
pyramid. The primary concern with this simple method is that the exposure time per
projection for the CT would increase to a point that could result in scan times that are too
long for routine use. The more accurate approach might be to devise a Monte Carlo-based
model that would enable a statistical method of removing the CT X-rays from the I-125
SPECT projection data.
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