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NICHOLS ALGEBRAS THAT ARE QUANTUM PLANES
NICOLÁS ANDRUSKIEWITSCH AND JOÃO MATHEUS JURY GIRALDI
Abstract. We compute all Nichols algebras of rigid vector spaces of
dimension 2 that admit a non-trivial quadratic relation.
1. Introduction
1.1. Let V be a vector space. We say that c ∈ End(V ⊗ V ) satisfies the
braid equation if
(1.1) (c⊗ id)(id⊗c)(c⊗ id) = (id⊗c)(c⊗ id)(id⊗c).
If in addition c is invertible, then we say that (V, c) is a braided vector
space and that c is a braiding. Assume that dimV < ∞ and let (vi) be a
basis of V and (vi) its dual basis. Then c (or else V ) is rigid if the map
c♭ : V ∗⊗V → V ⊗V ∗ given by f ⊗ v 7−→
∑
i(ev⊗ id⊗ id)(f ⊗ c(v⊗ vi)⊗ v
i)
is invertible.
Let (V, c) be a rigid braided vector space and let B(V ) be its Nichols
algebra, see §2.2 for details. An important problem is to determine the
presentation and structure of B(V ), particularly when it has finite dimen-
sion, or Gelfand-Kirillov dimension. For example, let n ∈ N and I = In =
{1, 2, . . . , n}; let q = (qij)i,j∈I ∈ (k
×)I×I; let V be a vector space with a basis
(vi)i∈I; and let c ∈ End(V ⊗ V ) be given by
c(vi ⊗ vj) = qijvj ⊗ vi, i, j ∈ I.
Then (V, c) is a rigid braided vector space, called of diagonal type. The
classification of the finite-dimensional Nichols algebras of diagonal type is
known [He]. The following particular case was studied in [AS1]. Assume
that qijqji = 1 for all i 6= j ∈ I and set Ni =
{
ord qii, if qii 6= 1;
∞, if qii = 1.
, i ∈ I.
Then B(V ) is presented by generators xi, i ∈ I, with relations
xixj = qijxjxi, i < j,(1.2)
xNii = 0, if Ni <∞.(1.3)
In particular dimB(V ) =
∏
i∈INi is finite if and only if all Ni are finite.
Also, GK-dimB(V ) = |{i ∈ I : Ni =∞}|.
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An algebra A presented by generators xi, i ∈ I, with relations (1.2), (1.3)
is known as a quantum linear space, or a quantum plane when n = 2. It is
well-known that for any quantum linear space A, we have
{xa11 . . . x
an
n : 0 ≤ ai < Ni, i ∈ I} is a basis of A.(1.4)
1.2. In [GGi, Propositions 4.8, 4.9], there were found braided vector spaces
(V, c) of dimension 2 not of diagonal type but such that B(V ) are quantum
planes with N1 = 2 and N2 = 4. Notice that the coproduct of a Nichols alge-
bra is determined by the braiding c, and vice versa the algebra and coalgebra
structures determine the braiding [S2]; thus these Nichols algebras are not
isomorphic to Nichols algebras of diagonal type as a braided Hopf algebras.
Consequently, the following question arises naturally: classify all Nichols al-
gebras (of rigid braided vector spaces) that are isomorphic to quantum linear
spaces as algebras. In the present paper we solve this question for quantum
planes; we recover the examples in [GGi] in Remarks 3.2 and 3.9.
More generally, we consider braided vector spaces of dimension 2 and
compute the quadratic relations of their Nichols algebras, which is straight-
forward. Roughly speaking, there are four possible scenarios:
(A) There are no quadratic relations. We plan to address (at least some of)
these in the future.
(B) There is a quadratic relation close enough to (1.2) that, together with
(1.3) for suitable N1 and N2, is a presentation of B(V ). Furthermore
there is a PBW-basis (1.4).
(C) There are strange examples with quadratic relations and more relations
in higher degree with basis of a very specific type.
(D) There is a unique quadratic relation x21 = 0 and an extra cubic relation
that together present B(V ). The super Jordan plane [AAH] fits here.
Here is our main result:
Theorem 1.1. Let (V, c) be a rigid braided vector space of dimension 2, not
of diagonal type. If B(V ) has quadratic relations, then (V, c) is as in Table 1.
Furthermore, the explicit presentation of B(V ), a PBW-basis, the dimension
and the GK-dimension are given.
In Table 1, the first column follows the conventions of [Hi], cf. §2.3; the
third provides the defining relations, while the fourth contains the reference
to the proof and the fifth, the conditions needed to have quadratic relations.
We use for R1,1 the notation
a = p2 − q2, b = p2 + q2.(1.5)
1.3. We discuss some features of the outcome of Theorem 1.1. First, in
all cases where at least one non-trivial quadratic relation exists, the Nichols
algebra can be determined. This is neatly different from the diagonal case.
Indeed, consider a braided vector space V of diagonal type with generalized
Dynkin diagram ◦q
p
◦−1 (see [He] for details). Then B(V ) has the
NICHOLS ALGEBRAS THAT ARE QUANTUM PLANES 3
Table 1. Nichols algebras of rank 2
Name R-matrix B(V ) Ref. Conditions
R2,1

k2 0 0 0
0 kp k2 − pq 0
0 0 kq 0
0 0 0 k2
 (3.1) §3.1 k2 = −1 or
pq = 1
R2,2

k2 0 0 0
0 kp k2 − pq 0
0 0 kq 0
0 0 0 −pq
 (3.6), (3.8) §3.2 k2 = −1 or
pq = 1
R2,3

k p q s
0 k 0 q
0 0 k p
0 0 0 k
 Table 2 §3.3 k2 = 1
R1,1

a+ 2pq 0 0 a
0 b a 0
0 a b 0
a 0 0 a− 2pq
 Table 3 §3.4 2p2 = −1 or
2q2 = 1
R1,2

p 0 0 k
0 p p− q 0
0 0 q 0
0 0 0 −q
 Tables 4, 5,
6, 7
§3.5 p = −1 or
q = 1
R1,3

k2 kp −kp pq
0 k2 0 kq
0 0 k2 −kq
0 0 0 k2
 Table 8 §3.6 k4 = 1
R1,4

0 0 0 p
0 0 k 0
0 k 0 0
q 0 0 0
 Table 9 §3.7 k = −1 or
pq = 1
R0,1

k 0 0 k
0 −k 0 0
0 0 −k 0
0 0 0 k
 (3.39), (3.40) §3.8 k2 = 1
quadratic relation x22 = 0 but to the best of our knowledge the complete set
of defining relations is in general not known.
Second, the list of (isomorphism classes of) algebras underlying the Nichols
algebras in our classification is rather short, see the Appendix, and the same
algebra underlies various different Nichols algebras, as already present in
the motivating examples from [GGi]. This suggests relations between the
different Nichols algebras, e.g. twisting.
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1.4. Let (V, c) be a rigid braided vector space and let R = τc be the corre-
sponding solution of the QYBE, cf. §2.3. For applications of the determina-
tion of B(V ), it is necessary to find Hopf algebras H that realize V in HHYD,
see §2.1. Indeed, B(V ) becomes a Hopf algebra in HHYD and the bosonization
B(V )#H is a Hopf algebra that likely inherits properties of B(V ) and H.
For instance, under some mild conditions, cf. [AAH, Lemma 2.2],
GK-dimB(V )#H = GK-dimB(V ) + GK-dimH.
Notice that GK-dimB(V ) ≤ 2 for all V in Table 1.
Now, if H is a co-quasitriangular Hopf algebra, then the category MH
of right H-comodules embed into HHYD [T2, (3.4)]. Thus we may seek for
co-quasitriangular Hopf algebras H that realize (V, c) in MH . The cele-
brated FRT-construction [FRT] provides a universal co-quasitriangular bial-
gebra A(R) realizing (V, c); see [T2] for details and more references. When
dimV = 2, A(R) was computed explicitly in [ACDM1, ACDM2, FHR, T1].
Further, the rigidity of c is equivalent to the existence of a Hopf alge-
bra H(R) realizing (V, c) as a H(R)-comodule [S1, Ha]. The construction
of H(R) is simpler when A(R) has a group-like element g with favourable
properties (the so-called quantum determinant) so that H(R) is the local-
ization of A(R) at g [FRT, T1]; but otherwise is involved. Particularly, it
is not evident to us whether GK-dimH(R) < ∞ if GK-dimA(R) < ∞, ex-
cept when localizing at the quantum determinant. When dimV = 2, H(R)
is a localization of A(R) by the quantum determinant for R2,1 [T1], but
otherwise it is not known, apparently.
Notation. If j ≤ k ∈ N0, then we denote Ij,k = {j, j + 1, . . . , k} and
Ik = I1,k. We denote by GN , N ≥ 1, the group of N -th roots of unity and
by G′N ⊂ GN the subset of primitive roots. We also set G∞ =
⋃
N≥1GN ,
G
′
∞ = G∞ − {1}. Given n ∈ N, 0 ≤ i ≤ n and q ∈ k, we consider the
q–numbers
(n)q =
n−1∑
j=0
qj, (n)!q =
n∏
j=1
(j)q,
(
n
i
)
q
=
(n)!q
(n− i)!q(i)
!
q
The multiplication of an algebra A is denoted µ, or µA when emphasis is
needed.
Acknowledgments. We thank Iván Angiono, Juan Cuadra and Leandro
Vendramin for fruitful conversations at different stages of our research.
2. Preliminaries
2.1. Yetter–Drinfeld modules. For more information on the material in
this Subsection, see e.g. [AHS, AS2]. Let H be a Hopf algebra. A Yetter-
Drinfeld module V over H is simultaneously a left H-module and a left
H-comodule via ρ satisfying the compatibility
ρ(h · v) = h(1)v(−1)S(h(3))⊗ h(2) · v(0), v ∈ V, h ∈ H.
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The category of Yetter-Drinfeld modules over H, denoted by HHYD, is a
braided tensor one: the tensor product of V,W ∈ HHYD has the natural
action and coaction, while the braiding is given by
cV,W (v · w) = v(−1)w˙ ⊗ v(0), v ∈ V, w ∈W.
Thus, every V ∈ HHYD becomes a rigid braided vector space (V, cV,V ); but
a rigid braided vector space could be realized in HHYD for many possible H.
As every braided tensor category, HHYD has some special features:
♦ Algebras in HHYD are objects in
H
HYD that are also associative algebras,
with the unit and multiplication maps being morphisms in HHYD. Same
for coalgebras.
♦ The tensor product of two algebras A and B in HHYD is the object A⊗B ∈
H
HYD with the multiplication µA⊗B = (µA ⊗ µB)(idA⊗cB,A ⊗ idB). It is
denoted A⊗B.
♦ A bialgebra in HHYD is an algebra and coalgebra R in
H
HYD with the co-
multiplication ∆ : R→ R⊗R and the counit being morphisms of algebras.
♦ A Hopf algebra in HHYD is a bialgebra whose identity is convolution-
invertible (the inverse is called the antipode).
Here is a distinguished fact of HHYD: if R is a Hopf algebra in
H
HYD, then
R#H = the vector space R⊗H with the semi-direct product and semi-direct
coproduct structures is again a Hopf algebra called the (Radford-Majid)
bosonization of R by H.
2.2. Nichols algebras. Let V ∈ HHYD. The tensor algebra T (V ) has a nat-
ural structure of (graded) Hopf algebra in HHYD, where the comultiplication
is the algebra map ∆ : T (V )→ T (V )⊗T (V ) given by ∆(v) = v ⊗ 1 + 1⊗ v,
v ∈ V . Let C be the set of Hopf ideals of T (V ) that are generated by
homogeneous elements of degree ≥ 2 and subobjects in HHYD.
Definition 2.1. The Nichols algebra B(V ) is the quotient of the T (V ) by
the largest ideal J (V ) in C.
Thus, if I ∈ C, then B = T (V )/I is a graded Hopf algebra in HHYD and
there is a natural epimorphism B → B(V ); such B are called pre-Nichols
algebras over V .
We emphasize B(V, c), J (V, c), if needed. As a coalgebra, B(V ) depends
only on the braided vector space (V, c) and not on the realization in HHYD.
The ideal J (V ) = ⊕n≥2J
n(V ) has alternative descriptions. For instance,
J n(V ) is the kernel of the quantum symmetrizer associated to c; in particular
J 2(V ) = ker(id+c).(2.1)
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Left skew derivations are also quite useful. Let f ∈ V ∗ and consider
∂Lf = ∂f ∈ EndT (V ) given by
∂f (1) = 0, ∂f (v) = f(v),∀v ∈ V,
∂f (xy) = ∂f (x)y +
∑
i
xi∂fi(y), where c
−1(f ⊗ x) =
∑
i
xi ⊗ fi.
(2.2)
Let B be a pre-Nichols algebra over V . Then for every f ∈ V ∗, there
is ∂f ∈ EndB satisfying (2.2), compatible with the projection T (V ) →
B. This was proved in [AAH] albeit previous partial formulations appeared
much before.
We now outline the method to determine Nichols algebras, already used
in many papers.
First, one looks for relations in J (V ): the quadratic ones are given by
(2.1); if c(v ⊗ v) = qv ⊗ v for some q ∈ G′n, N ≥ 2, then v
N ∈ J (V ); for
more relations the following fact is convenient: Let x ∈ T (V ). Then
∂f (x) = 0 for all f ∈ V
∗ =⇒ x ∈ J (V ).(2.3)
So, one disposes of a collection of homogeneous relations (rℓ)ℓ∈Λ. Let
I = 〈rℓ : ℓ ∈ Λ〉. We may assume that I is a Hopf ideal, since usually the
rℓ’s are either primitive, or primitive modulo other relations.
Second, one considers the pre-Nichols algebra B = T (V )/I and the nat-
ural projection π : B ։ B(V ). Assume that there is 0 6= r ∈ kerπ that
we choose homogeneous of the lowest degree. Then ∂f (r) ∈ ker π, hence
∂f (r) = 0 by minimality of the degree. If this leads to a contradiction, then
π is actually an isomorphism.
2.3. The braid equation in rank 2. We say that R ∈ GL(V ⊗V ) satisfies
the quantum Yang-Baxter equation (QYBE)
R12R13R23 = R23R13R12.(2.4)
Let τ : V ⊗ V → V ⊗ V be the usual flip, τ(x⊗ y) = y ⊗ x.
The QYBE (2.4) is equivalent to the braid equation (1.1) in two ways:
R
⋆
←→ c = τR, R
∗
←→ c˜ = Rτ.(2.5)
Therefore, we have involutions of the set of solutions of the QYBE (2.4),
respectively the braid equation (1.1), given by
R 7→ R# := τRτ, c 7→ c# := τcτ.(2.6)
Obviously, c = τR iff c = R#τ , etc.
2.3.1. Classification. Assume that dimV = 2. The classification of the solu-
tions of (2.4) was performed by J. Hietarinta in [Hi], up to the equivalence
generated by the following relations, listed exactly as in loc. cit.:
(a) R↔ Rt (the transpose).
(b) The change of basis R 7→ (F ⊗ F )R(F ⊗ F )−1, F ∈ GL(V ) given by
x1 7→ x2, x2 7→ x1; a particular case of (e) below.
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(c) A change of basis given by x1 ⊗ x1 7→ x1 ⊗ x1, x2 ⊗ x1 7→ x1 ⊗ x2,
x1 ⊗ x2 7→ x2 ⊗ x1, x2 ⊗ x2 7→ x2 ⊗ x2. This is just the assignment
R 7→ R# defined above.
(d) Homotheties R 7→ κR, κ ∈ k×.
(e) The change of basis R 7→ (ϕ⊗ ϕ)R(ϕ ⊗ ϕ)−1, ϕ ∈ GL(V ).
Thus, we proceed case-by-case following the classification in [Hi] up to
⋆. It turns out that there are 23 families of solutions, numbered (R0,j)j∈I6 ,
(R1,j)j∈I12 , (R2,j)j∈I4 and R3,1. We are interested in those invertible and
rigid; we also exclude the diagonal braidings. The remaining solutions are
listed in Table 1. Notice that we homogeneize R0,1 from [Hi] for the discus-
sion in §2.3.2 below.
Remark 2.2. The R-matrices (R0,j)j=4,5,6, (R1,j)j=5,...,12 and R2,4 are not
invertible; (R0,j)j=2,3 are invertible but not rigid; R3,1 is of diagonal type.
We shall denote by Vi,j the braided vector space corresponding to R-
matrix Ri,j . We have fixed a basis x1, x2 of Vi,j and the R-matrix is de-
scribed in the ordered basis x1⊗ x1, x2⊗x1, x1⊗ x2, x2⊗x2 of Vi,j ⊗Vi,j.
In Section 3 we determine the quadratic relations of these 8 families and
describe the Nichols algebras of them, when there are quadratic relations.
2.3.2. Behaviour of Nichols algebras up to equivalence. It remains to discuss
the relations between the Nichols algebras under the equivalence in [Hi].
Let R, R′ be solutions of (2.4) on V and V ′ respectively (where dimV =
dimV ′ < ∞), and c = τR, c′ = τR′. Assume that c, c′ are rigid. Notice
that there are two ways of identifying (V ⊗ V )∗ with V ∗ ⊗ V ∗, namely
〈f ⊗ g, v ⊗ w〉
(I)
= 〈f,w〉〈g, v〉 and 〈f ⊗ g, v ⊗w〉
(II)
= 〈f, v〉〈g,w〉,
v, w ∈ V , f, g ∈ V ∗. The map (V ⊗ V )∗ → (V ⊗ V )∗ induced by these two
identifications turns out to be the change of basis in (c). In short, we have:
(a) Let R′ = Rt. Then ct = Rtτ , (ct)# = τRt = c′.
(c) Let R′ = R#. Then c′ = Rτ and (c′)# = c.
(d) if R′ = κR for κ ∈ k, then c′ = κc. Observe that if R belongs to the
family Ri,j, then so does κR; this is why we homogeneize R1,1. (Actu-
ally J 2(V, c′) = ker(id+c′) = ker(id+κc) = ker(κ−1 + c). Therefore,
J 2(V, c′) 6= 0 ⇐⇒ −κ−1 is an eigenvalue of c).
(e) Let ϕ ∈ GL(V ). If R′ = (ϕ⊗ϕ)R(ϕ⊗ϕ)−1, then c′ = (ϕ⊗ϕ)c(ϕ⊗ϕ)−1.
Hence the map T (ϕ) : T (V ) → T (V ) is an algebra isomorphism that
induces a Hopf algebra isomorphism B(ϕ) : B(V, c)→ B(V, c′).
In conclusion, the new braided vector spaces to be considered from a
solution Ri,j arise by the three transformations (a), (c) and (a) composed
with (c). Indeed the transformations (a) and (c) are commuting involutions.
Sometimes we will use (b), when it coincides with any of those.
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3. Nichols algebras of rank two with quadratic relations
This Section contains the case-by-case analysis of the Nichols algebras
with quadratic relations of the braided vector spaces (V, c) in the list in [Hi].
We fix a basis (xi)i∈I2 of V ; let (fi)i∈I2 be its dual basis. We denote ∂i = ∂fi .
3.1. Case R2,1. We assume that k, p, q 6= 0 and k
2 6= pq. The associated
braiding is
(c(xi ⊗ xj))i,j∈I2 =
(
k2x1 ⊗ x1 kqx2 ⊗ x1 + (k
2 − pq)x1 ⊗ x2
kpx1 ⊗ x2 k
2x2 ⊗ x2
)
.
Remark 3.1. The braided vector space K1 = k{z0, z1, f0, f1} associated to
the Nichols algebra K of [AAH, Lemma 4.37] has the following braiding
c(z0 ⊗ z0) = −z0 ⊗ z0, c(z0 ⊗ z1) = −q21(z1 + f0)⊗ z0,
c(z0 ⊗ f0) = −q21f0 ⊗ z0, c(z0 ⊗ f1) = −q
2
21f1 ⊗ z0,
c(z1 ⊗ z0) = −q12z0 ⊗ z1 − (2z1 + f0)⊗ z0, c(z1 ⊗ z1) = −z1 ⊗ z1,
c(z1 ⊗ f0) = −f0 ⊗ z1 + 2q21f1 ⊗ z0, c(z1 ⊗ f1) = q21f1 ⊗ z1,
c(f0 ⊗ z0) = −q12z0 ⊗ f0 − 2f0 ⊗ z0, c(f0 ⊗ f0) = −f0 ⊗ f0,
c(f0 ⊗ z1) = −z1 ⊗ f0 − 2q21f1 ⊗ z0, c(f0 ⊗ f1) = q21f1 ⊗ f0,
c(f1 ⊗ z0) = −q
2
12z0 ⊗ f1 − 2q12f0 ⊗ z1 + 2q12z1 ⊗ f0,
c(f1 ⊗ z1) = q12(z1 − f0)⊗ f1 + f1 ⊗ (f0 − 2z1),
c(f1 ⊗ f0) = q12f0 ⊗ f1 − 2f1 ⊗ f0, c(f1 ⊗ f1) = −f1 ⊗ f1.
Observe that V = k{f0, f1} is a braided vector subspace and K
1/V is a
quotient braided space that fit in this case.
Remark 3.2. The braidings of the braided vector spaces Vi,0 and Vi,2 consid-
ered in [GGi, Prop. 3.4] belong to this case.
Here is our main result for this family. Let N =
{
ord k2, if 1 6= ord k2;
∞, otherwise.
Proposition 3.3. If k2 6= −1 and pq 6= 1, then there are no quadratic
relations. Otherwise, the Nichols algebras are
B(V ) = T (V )/〈x1x2 − kqx2x1, r1, r2〉(3.1)
where ri = x
N
i , i = 1, 2 only if N <∞.(3.2)
Also B = {xa22 x
a1
1 : 0 ≤ ai < N} is a PBW-basis of B(V ) and
GK-dimB(V ) =
{
0 if N <∞ (and dimB(V ) = N2),
2 otherwise.
Proof. Set u = λ1x
2
1 + λ2x1x2 + λ3x2x1 + λ4x
2
2. Then
∆(u) = u⊗ 1 + 1⊗ u+ λ1(1 + k
2)x1 ⊗ x1 + λ4(1 + k
2)x2 ⊗ x2(3.3)
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+ (λ3 + λ2kq)x2 ⊗ x1 + (λ3kp+ λ2(1 + k
2 − pq))x1 ⊗ x2.
From (3.3), all assertions made about quadratic relations hold. The rela-
tions (3.2) are also clear. Let B be the pre-Nichols algebra in the right-hand
side of (3.1) and let π : B → B(V ) be the natural projection. A standard
argument shows that B is a system of linear generators of B. We claim that
the image of B (that we call B again) in B(V ) is linearly independent; the
claim implies that π is an isomorphism and that B is a basis as claimed. As-
sume that B is not linearly independent and pick r a homogeneous relation
of minimal degree n > 2:
r =
∑
M2≤a≤M1
cax
a
2x
n−a
1 ,
where M1 = min{n,N − 1}, M2 = max{0, n + 1−N}. Then
∆(r) =
∑
M2≤a≤M1
ca
( a∑
i=0
(
a
i
)
k2
xi2 ⊗ x
a−i
2
)( n−a∑
j=0
(
n− a
j
)
k2
xj1 ⊗ x
n−a−j
1
)
=
∑
M2≤a≤M1
a∑
i=0
n−a∑
j=0
ca
(
a
i
)
k2
(
n− a
j
)
k2
(kp)(a−i)jxi2x
j
1 ⊗ x
a−i
2 x
n−a−j
1 .
Thus
∂1(r) =
∑
M2≤a≤min{M1,n−1}
ca(n− a)k2(kp)
a xa2x
n−a−1
1 ,
∂2(r) =
∑
max{M2,1}≤a≤M1
ca(a)k2x
a−1
2 x
n−a
1 .
By minimality of n, ∂1(r) = ∂2(r) = 0, hence
ca(n− a)k2 = 0, M2 ≤ a ≤ min{M1, n− 1},
ca(a)k2 = 0, max{M2, 1} ≤ a ≤M1.
If any ca 6= 0, then either (a)k2 or (n − a)k2 = 0, but this contradicts the
definition of N . Therefore the coefficients ca are trivial and π is bijective. 
We close this Subsection by a discussion of the Nichols algebras arising
from the equivalence in [Hi]. First, (b) and (c) give rise to the same braiding,
that is
(c′(xi ⊗ xj))i,j∈I2 =
(
k2x1 ⊗ x1 kpx2 ⊗ x1
kqx1 ⊗ x2 + (k
2 − pq)x2 ⊗ x1 k
2x2 ⊗ x2
)
.(3.4)
Since (b) is a change of basis, the Nichols algebras are isomorphic. Second,
(a) gives rise to the braiding
(c′′(xi ⊗ xj))i,j∈I2 =
(
k2x1 ⊗ x1 kqx2 ⊗ x1
kpx1 ⊗ x2 + (k
2 − pq)x2 ⊗ x1 k
2x2 ⊗ x2
)
.(3.5)
But (3.5) is (3.4) up to p↔ q, so no new Nichols algebra arises.
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Third, (a) composed with (c) gives the initial R2,1 up to p↔ q, so no new
Nichols algebra arises.
3.2. Case R2,2. We assume that k, p, q 6= 0 and k
2 6= pq. The associated
braiding is
(c(xi ⊗ xj))i,j∈I2 =
(
k2x1 ⊗ x1 kqx2 ⊗ x1 + (k
2 − pq)x1 ⊗ x2
kpx1 ⊗ x2 −pqx2 ⊗ x2
)
.
Let N1 =
{
ord k2, if 1 6= ord k2;
∞, otherwise.
and N2 =
{
ord(−pq), if 1 6= ord(−pq);
∞, otherwise.
Proposition 3.4. If k2 6= −1 and pq 6= 1, then there are no quadratic
relations. Otherwise, the Nichols algebras are
B(V ) = T (V )/〈x1x2 − kqx2x1, r1, r2〉(3.6)
where ri = x
Ni
i , i ∈ I2, only if Ni < ∞. Also {x
a2
2 x
a1
1 : ai ∈ I0,Ni−1} is a
PBW-basis and GK-dimB(V ) = |{i ∈ I2 : Ni =∞}|; if 0, then dimB(V ) =
N1N2.
Proof. Similar to the proof of Proposition 3.3. 
We next discuss the Nichols algebras arising from the equivalence in [Hi].
First, (a) gives rise to the braiding
(c′(xi ⊗ xj))i,j∈I2 =
(
k2x1 ⊗ x1 kqx2 ⊗ x1
kpx1 ⊗ x2 + (k
2 − pq)x2 ⊗ x1 −pqx2 ⊗ x2
)
.(3.7)
Let N1 and N2 be as above.
Proposition 3.5. If k2 6= −1 and pq 6= 1, then there are no quadratic
relations. Otherwise, the Nichols algebras are
B(V ) = T (V )/〈x2x1 − kpx1x2, r1, r2〉(3.8)
where ri = x
Ni
i , i ∈ I2, only if Ni < ∞. Also {x
a2
2 x
a1
1 : ai ∈ I0,Ni−1} is a
PBW-basis and GK-dimB(V ) = |{i ∈ I2 : Ni =∞}|; if 0, then dimB(V ) =
N1N2.
Proof. Similar to the proof of Proposition 3.3. 
Second, (c) gives rise to the braiding
(c′′(xi ⊗ xj))i,j∈I2 =
(
k2x1 ⊗ x1 kpx2 ⊗ x1
kqx1 ⊗ x2 + (k
2 − pq)x2 ⊗ x1 −pqx2 ⊗ x2
)
.(3.9)
But (3.9) is (3.7) up to p↔ q, so no new Nichols algebra arises here.
Third, (a) composed with (c) gives the initial R2,1 up to p↔ q, so no new
Nichols algebra arises.
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3.3. Case R2,3. We assume that k 6= 0, and either p 6= 0, or q 6= 0, or s 6= 0.
The associated braiding is (c(xi ⊗ xj))i,j∈I2 =
=
(
kx1 ⊗ x1 kx2 ⊗ x1 + qx1 ⊗ x1
kx1 ⊗ x2 + px1 ⊗ x1 kx2 ⊗ x2 + sx1 ⊗ x1 + px2 ⊗ x1 + qx1 ⊗ x2
)
.
Remark 3.6. The braided vector spaces V(ǫ, 2) considered in [AAH, §1.2] fit
in this case taking k = ǫ, q = 1 and p = s = 0. In particular, the Jordan
plane V(1, 2) and the super Jordan plane V(−1, 2) belong to this case.
To state the next result, we need the notation
x21 = [x2, x1]c = x2x1 − µ(c(x2 ⊗ x1)).
Table 2. Nichols algebras of type R2,3
k p s J (V ) Basis GK-dim
−1 −q q2 〈x21, x
2
2 − qx1x2, x1x2 + x2x1〉 (∗2,3)1 0, dim = 4
6= q2 〈x21, x1x2 + x2x1〉 (∗2,3)2 1
6= −q 〈x2
1
, x2x21+(p−q)x1x21−x21x2〉 (∗2,3)3 2
1 〈
q − p
2
x21 − x1x2 + x2x1〉 (∗2,3)4 2
Proposition 3.7. If k 6= ±1, then there are no quadratic relations. Other-
wise, the Nichols algebras are as in Table 2, where
(∗2,3)1 = {x
a1
1 x
a2
2 : 0 ≤ ai ≤ 1};
(∗2,3)2 = {x
a1
1 x
a2
2 : 0 ≤ a1 ≤ 1, 0 ≤ a2 <∞};
(∗2,3)3 = {x
a
1x
b
21x
c
2 : 0 ≤ a ≤ 1, 0 ≤ b, c <∞};
(∗2,3)4 = {x
a1
1 x
a2
2 : 0 ≤ ai <∞}.
Proof. Set u = λ1x
2
1 + λ2x1x2 + λ3x2x1 + λ4x
2
2. Then
∆(u) = u⊗ 1 + 1⊗ u+ (λ1(1 + k) + λ2q + λ3p+ λ4s)x1 ⊗ x1
+ λ4(1 + k)x2 ⊗ x2 + (λ2k + λ3 + λ4p)x2 ⊗ x1
+ (λ2 + λ3k + λ4q)x1 ⊗ x2.
Then all the assertions on quadratic relations hold. The claim in the first
row of Table 2 follows then easily. To simplify the discussion of the rest, we
consider three cases:
(i) k = −1, p = −q and s 6= q2;
(ii) k = −1, p 6= −q;
(iii) k = 1.
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Case (i): We first prove by induction that for n ≥ 2
∂1(x
n
2 ) =

n
2
qxn−12 + (
n(n− 2)
4
q2 +
n
2
s)x1x
n−2
2 , if n is even;
−
n− 1
2
qxn−12 +
((n− 1)(n − 3)
4
q2 +
n− 1
2
s
)
x1x
n−2
2 ,
if n is odd.
∂2(x
n
2 ) =
−
n
2
qx1x
n−2
2 , if n is even;
xn−12 −
n− 1
2
qx1x
n−2
2 , if n is odd.
From this, we prove again by induction that, for n ≥ 2
∂1(x1x
n−1
2 ) =
x
n−1
2 +
n
2
qx1x
n−2
2 , if n is even;
xn−12 −
n− 1
2
qx1x
n−2
2 , if n is odd.
∂2(x1x
n−1
2 ) =
{
−x1x
n−2
2 , if n is even;
0, if n is odd.
Let B = T (V )/〈x21, x1x2 + x2x1〉 and let π : B → B(V ) be the natural
projection. A standard argument shows that (∗2,3)2 generates linearly B.
Assume that the image B = π(B) is not linearly independent and pick a
linear homogeneous relation of minimal degree n > 2
r = c1x
n
2 + c2x1x
n−1
2 .
Assume that n is odd. Then
0 = ∂2(r) = c1
(
xn−12 −
n− 1
2
qx1x
n−2
2
)
=⇒ c1 = 0 =⇒
0 = ∂1(r) = c2
(
xn−12 −
n− 1
2
qx1x
n−2
2
)
=⇒ r = 0.
Assume that n is even. Then
0 = ∂1(r) = c1
(
n
2
qxn−12 +
(
n(n− 2)
4
q2 +
n
2
s
)
x1x
n−2
2
)
+ c2
(
xn−12 +
n
2
qx1x
n−2
2
)
=
(n
2
qc1 + c2
)
xn−12 +
((
n(n− 2)
4
q2 +
n
2
s
)
c1 +
n
2
qc2
)
x1x
n−2
2 ;
0 = ∂2(r) = −c1
n
2
qx1x
n−2
2 − c2x1x
n−2
2 = (−
n
2
qc1 − c2)x1x
n−2
2 .
Hence
nq
2
c1 + c2 = 0,
(
n(n− 2)q2
4
+
ns
2
)
c1 +
nq
2
c2 = 0.
The system above has non trivial solution iff q2 = s. The claim in row 2
of Table 2 is established.
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Case (ii): By analogy with the super Jordan plane V(1, 2), we look for
cubic relations and obtain the following one by (2.3):
0 = x22x1 + (p − q)x1x2x1 − x1x
2
2 = x2x21 + (p − q)x1x21 − x21x2.
LetB = T (V )/〈x21, x2x21+(p−q)x1x21−x21x2〉. Observe that x1x21 = x21x1
in B. Arguing as in [AAH], that is using the commutation relations, we see
that (∗2,3)3 is a system of linear generators of B. We need the formulae of
the derivations on the elements of this basis. First,
∂1(x
b
21) = b(p+ q)x1x
b−1
21 , ∂2(x
b
21) = 0, b ≥ 1.
For i ∈ I2, c ≥ 0, set
∂i(x
c
2) = ∂i,c = ∂i,c,0 + x1∂i,c,1, where ∂i,c,j ∈ k{x
b
21x
d
2 : b, d ≥ 0}.
Straightforward calculations show that, for b ≥ 1, c ≥ 0,
∂1(x
b
21x
c
2) = x
b
21(∂1,c − 2bq∂2,c) + b(p + q)x1x
b−1
21 x
c
2,(3.10)
∂2(x
b
21x
c
2) = x
b
21∂2,c,(3.11)
∂1(x1x
b
21x
c
2) = x
b
21x
c
2 − x1x
b
21∂1,c,0 + (2b+ 1)qx1x
b
21∂2,c,0,(3.12)
∂2(x1x
b
21x
c
2) = −x1x
b
21∂2,c,0,(3.13)
∂2,c,0 =
{
0, if n is even,
xc−12 , if n is odd.
(3.14)
Assume that the image of B under the projection π : B → B(V ) is not
linearly independent. Pick r a non-trivial linear combination homogeneous
of minimal degree N ≥ 4.
Suppose first that N is odd. Then there are scalars λb, µt such that
r =
∑
0≤b≤N−1
2
λb x
b
21x
N−2b
2 +
∑
0≤t≤N−1
2
µt x1x
t
21x
N−1−2t
2 .
Applying ∂2 to r, we obtain
0 =
∑
0≤b≤N−1
2
λbx
b
21∂2,N−2b −
∑
0≤t≤N−1
2
µtx1x
t
21∂2,N−1−2t,0
=
∑
0≤b≤N−1
2
λbx
b
21(∂2,N−2b,0 + x1∂2,N−2b,1)−
∑
0≤t≤N−1
2
µtx1x
t
21∂2,N−1−2t,0
(3.14)
=
∑
0≤b≤N−1
2
λbx
b
21x
N−1−2b
2 + λbx1x
b
21∂2,N−2b,1.
From this, we see that λb = 0, b = 0, 1, · · · ,
N−1
2 . Therefore
0 = ∂1(r)
(3.14)
=
∑
0≤t≤N−1
2
µt(x
t
21x
N−1−2t
2 − x1x
t
21∂1,N−1−2t,0);
hence r = 0.
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Assume next that N is even. Then there are scalars λb, µt such that
r =
∑
0≤b≤N
2
λbx
b
21x
N−2b
2 +
∑
0≤t≤N−2
2
µtx1x
t
21x
N−1−2t
2 .
Thus
0 = ∂2(r)
(3.14)
=
∑
0≤b≤N
2
λbx1x
b
21∂2,N−2b,1 −
∑
0≤t≤N−2
2
µtx1x
t
21x
N−2−2t
2
=
∑
0≤b≤N−2
2
λbx1x
b
21∂2,N−2b,1 −
∑
0≤t≤N−2
2
µtx1x
t
21x
N−2−2t
2 .
(3.15)
Applying ∂1 to r, we obtain for some z ∈ B
N−2(V )
0 =
∑
0≤b≤N
2
λbx
b
21(∂1,N−2b,0 − 2bq∂2,N−2b,0) +
∑
0≤t≤N−2
2
µtx
t
21x
N−1−2t
2 + x1z
(3.14)
=
∑
0≤b≤N−2
2
λbx
b
21∂1,N−2b,0 +
∑
0≤t≤N−2
2
µtx
t
21x
N−1−2t
2 + x1z.
In particular,
0 =
∑
0≤b≤N−2
2
λbx
b
21∂1,N−2b,0 +
∑
0≤t≤N−2
2
µtx
t
21x
N−1−2t
2 .(3.16)
Also observe that if n ≥ 2 is even, then we obtain that for some wi ∈
k{xb21x
d
2 : b, d ≥ 0, b+ d = n+ i− 5}, i ∈ I2,
∂2,n,1 =
n
2
pxn−22 + x21w1, ∂1,n,0 =
n
2
qxn−12 + x21w2.
Looking at the terms x1x
N−2
2 in (3.15) and x
N−1
2 in (3.16), we get{
N
2 pλ0 − µ0 = 0
N
2 qλ0 + µ0 = 0
whose determinant is N2 (p + q) 6= 0. Thus λ0 = µ0 = 0. Similarly, we prove
that λi = µi = 0, i = 0, 1, · · · ,
N−2
2 . It remains λN
2
, but
∂1(x
N
2
21) =
N(p+ q)
2
x1x
N−2
2
21
hence r = 0.
Case (iii): We start by the following claim, whose proof is straightforward:
c(xn1 ⊗ x2) = x2 ⊗ x
n
1 + nqx1 ⊗ x
n
1 , n ≥ 1.(3.17)
Let B = T (V )/〈 q−p2 x
2
1 − x1x2 + x2x1〉. By a standard argument, (∗2,3)4
generates linearly B. We need the formulae of the derivations on (∗2,3)4.
First, we set
∂2(x
n
2 ) =
∑
0≤j≤n−1
d
(n−1)
j x
j
1x
n−1−j
2 , n ≥ 1,
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and claim that
d
(n−1)
0 = n, n ≥ 1.(3.18)
Indeed, the case n = 1 is clear. Assume that (3.18) holds for n. Projecting
∆(xn+12 ) to V ⊗ B
n(V ), we get∑
i∈I2
xi ⊗ ∂i(x
n+1
2 ) = (x2 ⊗ 1)(1 ⊗ x
n
2 ) + (1⊗ x2)(x1 ⊗ ∂1(x
n
2 ) + x2 ⊗ ∂2(x
n
2 ))
= x1 ⊗ (x2∂1(x
n
2 ) + px1∂1(x
n
2 ) + sx1∂2(x
n
2 ) + qx2∂2(x
n
2 ))
+ x2 ⊗ (x
n
2 + x2∂2(x
n
2 ) + px1∂2(x
n
2 )).
Hence, by the inductive hypothesis,
∂2(x
n+1
2 ) = x
n
2 + x2∂2(x
n
2 ) + px1∂2(x
n
2 )
= xn2 + x2(nx
n−1
2 +
∑
1≤j≤n−1
d
(n−1)
j x
j
1x
n−1−j
2 ) + px1∂2(x
n
2 )
= (n+ 1)xn2 + x1(x2 +
p− q
2
x1)
∑
1≤j≤n−1
d
(n−1)
j x
j−1
1 x
n−1−j
2
+ px1∂2(x
n
2 ),
and the claim is proved.
Observe that, by (3.17), for n ≥ 3
∂2(x
i
1x
n−i
2 ) =
{
0, if i = n;
xi1∂2(x
n−i
2 ), if 0 ≤ i < n.
(3.19)
Assume that the image of B under the projection π : B → B(V ) is not
linearly independent. Pick r =
∑n
i=0 cix
i
1x
n−i
2 a non-trivial homogeneous
relation of minimal degree n > 2. By (3.19)
0 = ∂2(r) =
∑
0≤i≤n−1
cix
i
1∂2(x
n−i
2 ).(3.20)
Observe that the term xn−12 appears only one time in (3.20). Furthermore,
by (3.18), we can rewrite (3.20) as
0 = ∂2(r) = c0nx
n−1
2 +
∑
1≤j≤n−1
mjx
j
1x
n−1−j
2(3.21)
for some mj ∈ k. By minimality of n, we obtain c0 = 0. Similarly, we can
replace (3.21) by
0 = ∂2(r) = c1(n− 1)x1x
n−2
2 +
∑
2≤j≤n−1
m′jx
j
1x
n−1−j
2(3.22)
what gives us c1 = 0. Inductively, we get ci = 0, 0 ≤ i < n. Thus, r = cnx
n
1 .
But ∂1(x
n
1 ) = nx
n−1
1 which implies r = 0. 
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We next discuss the Nichols algebras arising from the equivalence in [Hi].
First, (a) and (b) give rise to the same braiding, that is (c′(xi ⊗ xj))i,j∈I2
=
(
kx1 ⊗ x1 + sx2 ⊗ x2 + px1 ⊗ x2 + qx2 ⊗ x1 kx2 ⊗ x1 + px2 ⊗ x2
kx1 ⊗ x2 + qx2 ⊗ x2 kx2 ⊗ x2
)
.
Since (b) is a change of basis, this Nichols algebra is isomorphic to the original
one. Second, (c) gives rise to the braiding (c′′(xi ⊗ xj))i,j∈I2
=
(
kx1 ⊗ x1 kx2 ⊗ x1 + px1 ⊗ x1
kx1 ⊗ x2 + qx1 ⊗ x1 kx2 ⊗ x2 + sx1 ⊗ x1 + qx2 ⊗ x1 + px1 ⊗ x2
)
.
But this is the initial R2,3 up to p ↔ q, so no new Nichols algebra arises.
Thus, (a) composed with (c) gives the braiding c′ above up to p↔ q, so no
new Nichols algebra arises.
3.4. Case R1,1. We assume that p, q 6= 0 and p
2 6= q2 with a and b as in
(1.5). The associated braiding is (c(xi ⊗ xj))i,j∈I2 =
=
(
((a+ 2pq)x1 ⊗ x1 + ax2 ⊗ x2 bx2 ⊗ x1 + ax1 ⊗ x2
bx1 ⊗ x2 + ax2 ⊗ x1 (a− 2pq)x2 ⊗ x2 + ax1 ⊗ x1
)
Table 3. Nichols algebras of type R1,1
2p2 2q2 −2pq J (V ) Basis GK-dim
−1 1 〈r1, r2, r3〉 (∗1,1)1 0, dim = 4
6= −1 1 ∈ G′N , N ≥ 3, N 6= 4 〈r1, r2, r4,N 〉 (∗1,1)2 0, dim = 2N
6∈ G∞ 〈r1, r2〉 (∗1,1)3 1
−1 6= 1 ∈ G′N , N ≥ 3, N 6= 4 〈r1, r3, r4,N 〉 (∗1,1)2 0, dim = 2N
6∈ G∞ 〈r1, r3〉 (∗1,1)3 1
Proposition 3.8. If 2p2 6= −1 and 2q2 6= 1, then there are no quadratic
relations. Otherwise, the Nichols algebras are as in Table 3, where
r1 = x
2
1 −
a+ 2pq + 1
a
x22;(3.23)
r2 = x1x2 − x2x1;(3.24)
r3 = x1x2 + x2x1;(3.25)
r4,N =
{
xN2 , if N is odd;
x1x
N−2
2
2 , if N is even.
(3.26)
and (∗1,1)1 = {1, x1, x2, x
2
2};
(∗1,1)2 =
{
{xa11 x
a2
2 : 0 ≤ a1 ≤ 1, 0 ≤ a2 < N}, if N is odd;
{x1x
a
2 : 0 ≤ a <
N−2
2 } ∪ {x
a
2 : 0 ≤ a <
N+2
2 }, if N is even.
(∗1,1)3 = {x
a1
1 x
a2
2 : 0 ≤ a1 ≤ 1, 0 ≤ a2 <∞}.
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Proof. To start with, observe that N 6= 1, 2 in rows 2 and 4 of Table 3
because a 6= 0 by hypothesis. Moreover, N 6= 4 since this case is already
covered by row 1.
As previously, we set u = λ1x
2
1 + λ2x1x2 + λ3x2x1 + λ4x
2
2. Then
∆(u) = u⊗ 1 + 1⊗ u+ (λ1(a+ 2pq + 1) + λ4a)x1 ⊗ x1
+ (λ1a+ λ4(a− 2pq + 1))x2 ⊗ x2 + (λ2(1 + a) + λ3b)x2 ⊗ x1
+ (λ2b+ λ3(1 + a))x1 ⊗ x2.
Then all the assertions on quadratic relations hold. In particular, row 1
is established. To simplify the exposition, we consider two cases:
(i) 2p2 6= −1 and 2q2 = 1;
(ii) 2p2 = −1 and 2q2 6= 1.
Case (i): We consider the braided Hopf algebra B˜ = T (V )/〈r1, r2〉; clearly
(∗1,1)3 = {x
a1
1 x
a2
2 : 0 ≤ a1 ≤ 1, 0 ≤ a2 <∞}
generates linearly B˜. By induction, it follows that for n ≥ 2
∂1(x
n
2 ) = g1(n)x1x
n−2
2 , ∂2(x
n
2 ) = f1(n)x
n−1
2 ,
∂1(x1x
n−1
2 ) = g2(n)x
n−1
2 , ∂2(x1x
n−1
2 ) = f2(n)x1x
n−2
2 ;
(3.27)
here the functions fj and gj , found explicitly with WolframAlpha, are
fj(n) =
q2np2n + (−1)j(p+ q)(−2pq)n + p
4pq(p+ q)
;
gj(n) =
q2np2n + (−1)j(q − p)(−2pq)n − p
4pq(p+ (−1)j+1q)
.
Let 0 6= r = c1x
n
2 + c2x1x
n−1
2 ∈ ker(B˜ → B(V )) with n ≥ 3 minimal. Then
∂1(r) = c1g1(n)x1x
n−2
2 + c2g2(n)x
n−1
2 ;
∂2(r) = c1f1(n)x
n−1
2 + c2f2(n)x1x
n−2
2 .
In other words, ker(B˜ → B(V )) 6= 0 iff there exists n ∈ N such that either
f1(n) = g1(n) = 0 or f2(n) = g2(n) = 0. But
fj(n) = gj(n) = 0 =⇒ −2pq ∈ Gjn.
Hence, if −2pq /∈ G∞, then B˜ ≃ B(V ) and arguing as in all preceding cases,
(∗1,1)3 is a basis of B(V ). This establishes the third row of Table 3.
Next, we assume that −2pq ∈ G∞ and set N = ord(−2pq). As explained
above, we suppose that N 6= 1, 2, 4. Then:
If N is odd, then f1(N) = g1(N) = 0.
If m ∈ N and f1(m) = g1(m) = 0, then N |m.
If N is even, then f2(N/2) = g2(N/2) = 0.
If m ∈ N and f2(m) = g2(m) = 0, then N/2|m.
(3.28)
