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We describe a method to calculate the electronic properties of an insulator under an applied
electric field. It is based on the minimization of an electric enthalpy functional with respect to
the orbitals, which behave as Wannier functions under crystal translations, but are not necessarily
orthogonal. This paper extends the approach of Nunes and Vanderbilt (NV) [Phys. Rev. Lett. 73,
712 (1994)], who demonstrated that a Wannier function representation can be used to study insu-
lating crystals in the presence of a finite electric field. According to a study by Ferna´ndez et al.
[Phys. Rev. B. 58, R7480 (1998)], first-principles implementations of the NV approach suffer from
the impact of the localization constraint on the orthogonal wave functions, what affects the accuracy
of the physical results. We show that because non-orthogonal generalized Wannier functions can
be more localized than their orthogonal counterparts, the error due to localization constraints is
reduced, thus improving the accuracy of the calculated physical quantities.
PACS numbers: 71.15.-m, 77.22.Ch, 77.22.Ej
I. INTRODUCTION
The ability to perform first-principles calculations of
solids under the influence of finite electric fields is of fun-
damental as well as practical interest. Linear and nonlin-
ear susceptibilities of materials could be simultaneously
extracted from such calculations to determine their di-
electric and ferroelectric behavior. These parameters can
be further used, for example, in the simulation of elec-
tronic devices1.
At this point the study of materials in a finite electric
field remains a challenging theoretical problem2. The
main difficulty comes from the scalar potential “E · r”
that accounts for the electric field E . It induces a linear
term in the spatial coordinates r and thus violates the
periodicity condition underlying Bloch’s theorem. This
term acts as a singular perturbation to the electronic
eigenstates. As a consequence, standard computational
methods relying on the solution of the eigenfunctions of
the effective one-electron Hamiltonian are not suitable
for this kind of applications.
This restriction can be alleviated by making use of
linear-response theory3, which provides a framework for
computing derivatives of various quantities with respect
to the applied field. Practically, however, with such tech-
niques only the response to infinitesimal electric fields can
be accurately studied. Moreover, their extension to non-
linear order is not straightforward and must be carefully
handled to avoid divergences in the static limit4.
In Ref. 5, Nunes and Vanderbilt (NV) proposed an ap-
proach to circumvent the difficulties associated with finite
electric fields. They showed that a real-space Wannier
function representation could be used to describe an insu-
lating periodic system in the presence of a finite electric
field. In this scheme, an electronic enthalpy functional
W is minimized with respect to localized orthogonal or-
bitals. The functional W is made of the usual band-
structure energy Ebs and a field coupling term −P el · E.
Here Ebs and the macroscopic electronic polarization P el
are expressed in terms of Wannier functions (WFs), the
latter via the modern theory of polarization6. The NV
approach was implemented within density functional the-
ory by Ferna´ndez et al.7, but was hindered by conver-
gence problems with respect to the size of the localization
regions of the truncated WFs.
In this paper, we propose an original formalism to per-
form first-principles calculations of insulators under finite
electric fields using non-orthogonal generalized Wannier
functions (NGWFs). This extension is motivated by
the fact that non-orthogonal wave functions can be con-
siderably more localized than orthogonal ones8. Non-
orthogonal orbitals have been used in previous compu-
tational studies9–11 at zero electric field. In this case,
they are not truly localized, but rather represent Bloch
functions of the cell or supercell calculated at a momen-
tum k = 0. Hence they cannot be applied to finite field
situations. Instead, we employ here the orbitals that
are truly localized in the manner of Wannier functions
and explore the effect of non-orthogonality also in the fi-
nite field case. This is done through the implementation
of a self-consistent scheme based on the minimization of
the electronic enthalpy functional expressed in terms of
NGWFs. The resulting solver is then utilized to study
the ability of NGWFs to predict the electronic and di-
electric properties of materials from first-principles and
to discuss the convergence of these physical quantities
with respect to the size of the orbital localization region.
The reminder of this paper is organized as follows. In
the next section the formalism is presented and its the-
oretical foundations are introduced. Details about the
implementation are given in Sec. III, including a discus-
sion of the minimization procedure and a description of
the calculations in real-space. In Sec. IV, we show tests
that have been performed to probe the practical useful-
ness of the method and compare the calculation results
using localized wave functions with and without the or-
2thogonality constraint. Finally, in Sec. V we conclude
and mention possible future developments.
II. FORMALISM
In this work, the pseudopotential approximation12 to
the Kohn-Sham density functional theory13 (DFT) is em-
ployed. In this context, the problem of interacting elec-
trons and ions is mapped onto a problem of an effective
system of N non-interacting valence electrons following
the potential of ions screened by the core electrons. The
effective Hamiltonian in real-space is equal to
H [ρ](r) = −
1
2
∇2 + Vion(r) + VH [ρ](r) + Vxc[ρ](r) . (1)
Here, the notation H [ρ](r) indicates that the Hamilto-
nian H is a functional of the electron density ρ(r) and
a function of the spatial coordinate r. Expressed in the
same form, Vion is the ion core pseudopotential, VH the
Hartree potential, and Vxc the exchange-correlation po-
tential. In this work, the local density approximation
(LDA) is adopted and Vxc[ρ](r) is derived from the value
of the charge density, i.e. Vxc[ρ](r) = Vxc(ρ(r)). Atomic
units e¯ = ~ = me = 1 are used throughout the paper.
Within DFT, the total energy of a system of inter-
acting electrons and ions is a unique functional of the
electron density ρ(r) and can be written as
E[ρ] = Ebs[ρ]− Edc[ρ] + EII , (2)
where Ebs is the band-structure energy that is defined
as a trace of the Hamiltonian in the occupied space,
Edc =
∫
ρ(r)
(
1
2VH(r) + Vxc(ρ(r))− ǫxc(ρ(r))
)
d3r ac-
counts for double counting in the Coulomb electronic
repulsion and for the exchange-correlation corrections,
while EII is the Coulomb interaction energy between the
ions. By applying the variational principle of Hohenberg
and Kohn14, the ground state energy of the system can
be obtained. This requires minimizing the total energy
functional E in Eq. (2) with respect to either single par-
ticle wave functions15 or density matrices10.
In the density matrix description, the expectation
value of any operator Oˆ is given by tr[Oˆρˆ], where ρˆ is the
density matrix operator defined as the projection onto
the occupied space. The diagonal element of the den-
sity matrix in a spatial representation corresponds to the
charge density ρ(r) = 2 〈r| ρˆ |r〉, where the factor of 2 ac-
counts for the spin degeneracy. In this formalism the
band-structure energy is given by
Ebs[ρ] = 2tr
[
ρˆHˆ
]
. (3)
In Eq. (3), Hˆ is the Hamiltonian operator, in the position
representation given by Eq. (1). Minimizing Eq. (3) for
a fixed, density-independent Hamiltonian and finding a
self-consistent solution for the charge density is equiva-
lent to solving the non-linear Kohn-Sham equations15.
Our goal is to perform the calculations at finite electric
fields. The Hamiltonian then becomes
H [ρ](E; r) = H [ρ](r) + E · r . (4)
It has now a parametric dependence on the electric field
E. Replacing H [ρ](r) by H [ρ](E ; r) in Eq. (3) leads to
the electronic enthalpy functional
W [ρ](E) = Ebs[ρ]− ΩE · P el[ρ] , (5)
whose minimization with respect to a set of field-
dependent density matrices ρˆ(E) results in the electronic
ground state of an insulator in the presence of an electric
field. The variable P el[ρ] refers to the electronic macro-
scopic polarization. In the density matrix formalism, it
is defined as
P el[ρ] = −
2
Ω
tr [ρˆrˆ] , (6)
where rˆ is the position operator and Ω is the volume of
the chosen unit cell.
For an insulating crystal, the density operator ρˆ may
be expanded in terms of localized functions {νia}, repre-
sented below in Dirac’s bra-ket notation, as16
ρˆ =
∑
ij
ab
|νia〉K
ij
ab 〈ν
j
b | . (7)
The upper-case sum over i, j runs over cell replicas
whereas the lower-case sum over a, b goes over occupied
bands. The periodicity of the crystal is taken into ac-
count by imposing that any wave function is obtained by
translating that of a reference unit cell, denoted by index
0, with the help of Bravais lattice vectors
|νia〉 = TˆRi |ν
0
a〉 , (8)
where TˆRi is the translation operator corresponding to
the lattice vector Ri. For the density kernel matrix K
the following relation holds16
Kijab = Kab(Rj −Ri) . (9)
In the above parametrization of the density operator in
Eq. (7), the K matrix plays the role of an inverse overlap
matrix between the generally non-orthogonal {νia} func-
tions. These functions are called non-orthogonal gen-
eralized Wannier functions (NGWFs). Note that for
Kijab = δijδab, the wave functions are orthogonal and cor-
respond to the standard Wannier functions (WFs) of a
periodic system. For a discussion of the ground state
K matrix properties see Appendix A.
It should be emphasized that similar parametrizations
of the density matrix in terms of non-orthogonal orbitals
as in Eq. (7) were proposed and used by a number of
other authors10,11,17,18. However, in all these studies,
the sum over periodic replicas was dropped and the cal-
culations were performed at the Γ-point only, i.e. k = 0.
3The wave functions employed in these investigations are
in fact extended Bloch functions of the solid. They can-
not be directly used to study the response of a periodic
system to an electric field because of ill-posedness of the
position operator rˆ in the Bloch representation, as ex-
plained in Appendix B.
As next step, Eq. (7) is taken as an ansatz for a trial
density operator and the physical density operator
ρˆ′ = 2ρˆ− ρˆ2 (10)
is introduced. The above purifying transformation19 en-
sures that ρˆ′ does not have eigenvalues larger than 1.
This condition on the eigenvalues is termed weak idem-
potency. It is critical to give the underlying energy func-
tional the desired minimal properties20.
In the chosen formalism the expectation value of any
operator Oˆ is re-expressed as tr[ρˆ′Oˆ]. Thus, the band-
structure energy and the electronic polarization per unit
cell become
Ebs = 2
∑
i
ab
Q0iab 〈ν
0
a | Hˆ |ν
i
b〉 (11)
and
P el = −
2
Ω
∑
i
ab
Q0iab 〈ν
0
a | rˆ |ν
i
b〉 , (12)
where
Qijab = 2K
ij
ab − (K× S×K)
ij
ab (13)
and S is the overlap matrix between the orbitals
Sijab = 〈ν
i
a|ν
j
b 〉 . (14)
In Eq. (13) the short-hand notation
(M ×N)ijab =
∑
k
c
M ikacN
kj
cb
is introduced to represent matrix-matrix multiplications
between overlap-type matrices M ijac =Mac(Rj −Ri).
The charge density is then given by
ρ(r) = 2
∑
ij
ab
〈r|νia〉Q
ij
ab 〈ν
j
b |r〉 . (15)
Substituting Eqs. (11) and (12) into Eq. (5) leads to
an expression for the electronic enthalpy per unit cell
W = 2
∑
i
ab
(
2K0iab −
∑
jk
cd
K0jac 〈ν
j
c |ν
k
d 〉K
ki
db
)
×
× 〈ν0a| Hˆ(E) |ν
i
b〉 ,
(16)
where Hˆ(E) = Hˆ + E · rˆ. We note that for Kijab = δijδab
the functional in Eq. (16) corresponds to the one origi-
nally proposed by NV, which is minimized by orthogonal
orbitals. The introduction of the K matrix in our ap-
proach gives more variational freedom for the minimiza-
tion and results in non-orthogonal orbitals that can be
made more localized, as it will be shown in the following.
The electronic degrees of freedom are the coefficients
of the wave functions {ν0a} and the density kernel matrix
elements {K0iab} in the base cell corresponding to R0 = 0.
The remaining variables are obtained by employing the
periodicity relations in Eqs. (8) and (9) for the wave
functions and density kernel matrix elements, respec-
tively. Using these conditions, the extermized functional
in Eq. (16) can be written explicitly in terms of mini-
mization variables as
W = 2
∑
i
ab
(
2K0iab −
∑
jk
cd
K0jac 〈ν
0
c |ν
k−j
d 〉K
0i−k
db
)
×
× 〈ν0a | Hˆ(E)
(
TˆRi |ν
0
b 〉
)
.
(17)
The search for the minimum of the functional W re-
quires the knowledge of its partial derivatives with re-
spect to the variational degrees of freedom. In the above
Eq. (17), the partial derivatives of W with respect to the
minimization variables {ν0a} and {K
0i
ab} can be carried
out. Differentiating Eq. (17) with respect to ν0a gives:
∂W
∂ν0a
= 4
∑
i
b
[
Hˆ(E) |νib〉Q
0i
ab+
− |νib〉
(
K×H(E)×K
)0i
ab
]
.
(18)
The partial derivative of W with respect to K0iab has the
following form:
∂W
∂K0iab
= 2
[
2H0iab −
(
H(E)×K× S
)0i
ab
+
−
(
S×K×H(E)
)0i
ab
] (19)
Above, H(E) stands for the matrix representation of the
Hamiltonian Hijab = 〈ν
i
a| Hˆ |ν
j
b 〉 in the basis of the em-
ployed localized orbitals, WFs or NGWFs.
III. COMPUTATIONAL DETAILS
We now give a brief description of our implementation
of the formalism presented above. It was integrated into
PARSEC
21 open-source DFT code. The modified package
was used to obtain the results reported in the following
section.
The wave functions {v0a} are represented on a uniform
real-space grid with spacing h in each direction. Since
these functions are required to be spatially localized, they
have non-zero values only on the grid points inside the
localization regions (LRs). In the present work, we let
each LR be a cube of edge size aLR. The centers of the
4LRs may be chosen arbitrarily. For the cutoff of the den-
sity kernel matrix, the K0iab elements are non-zero only if
the LRs of v0a and v
i
b overlap. Note that if this localiza-
tion condition is imposed, the sums over periodic replicas
(i,j,k,l) appearing in the preceding section become finite.
They are determined by the set of LRs that overlap with
all LRs centered in the supercell containing the origin
and indicated by the index 0.
By using a homogeneous grid, the real-space integra-
tion is replaced by a summation over the discretization
points, so that, e.g., the overlap matrix elements can be
calculated as
Sijab ≃ h
3
∑
rg
via(rg)v
j
b (rg) .
The sum goes over the set of grid points rg that are
shared by the localization regions of both via and v
j
b or-
bitals. Note that h3 is the volume of each grid point.
The Hamiltonian operator is evaluated directly on the
real-space grid, as implemented in the PARSEC code22.
A finite-difference expansion of order M of the Lapla-
cian ∇2 is used to evaluate the kinetic energy operator.
The ionic potential Vion is determined by a pseudopoten-
tial cast in the Kleinman-Bylander form23. The Hartree
and exchange-correlation potentials VH(r) and Vxc(r) are
represented by numerical values on the grid. The real-
space Hamiltonian H(r) in PARSEC is defined only in the
base supercell. To act on the localized orbitals {via} the
Hamiltonian is circularly shifted to the LRs of the or-
bitals and evaluated there.
In the tests presented below, we use norm-conserving
pseudopotentials generated with the method of Troullier
and Martins12 and obtained from Ref. 21. The ex-
change and correlation effects are treated within the
local-density functional of Ceperley and Alder24, as pa-
rameterized by Perdew and Zunger25.
The evaluation of the Hamiltonian and two-center in-
tegrals allows one to calculate the enthalpy functional
W in Eq. (17) and its derivatives ∂W
∂ν0a
and ∂W
∂K0i
ab
in
Eqs. (18) and (19), respectively. It enables a search for
the ground state that minimizes the energy. This opti-
mization can be carried out in two nested stages
Wmin = min
{v0a}
W ′({v0a}) , (20)
with
W ′({v0a}) = min
{K0i
ab
}
W ({K0iab}, {v
0
a}) . (21)
The minimization with respect to the density kernel in
Eq. (21) ensures that W ′ of Eq. (20) is a function of
NGWFs only. The above minimizations has been imple-
mented with a conjugate gradient scheme based on the
analytical gradients from Eq. (18) to optimize the orbitals
in Eq. (20) and from Eq. (19) for the optimization of the
density kernel in Eq. (21). The gradients are made mutu-
ally conjugate using Polak-Ribie`re formula26. The nested
minimization approach is inspired by the method devel-
oped in Ref. 27 in the context of zero field calculations
with periodic non-orthogonal wave functions. When op-
timizing WFs we set the density kernel to an identity ma-
trix K0iab = δ0iδab and skip the minimization in Eq. (21).
This results in the orthogonal wave functions as shown
in Appendix A.
During the electronic enthalpy minimization, as de-
scribed above, the Hamiltonian is kept fixed. This has
the practical advantage that the enthalpy functional in
Eq. (17) is a quartic function of the {va0} coefficients
and a quadratic function of the {K0iab} elements. The
conjugate-gradient line searches can therefore be solved
exactly28 by computing the coefficients of the fourth and
second-order polynomials for the orbital and density ker-
nel optimizations, respectively. In order to assure the
existence of a minimum, the Hamiltonian eigenspectrum
is shifted by a transformation H → H − µI, where µ
is a free parameter that makes all the eigenvalues nega-
tive. A discussion of this transformation and its impact
on the minimized enthalpy functional is derefered to Ap-
pendix A.
The results of the minimization algorithm are the grid
coefficients {v0a(rg)} of the wave functions in the base
cell and the corresponding matrix elements {K0iab}. The
functions {via} and the elements {K
ij
ab} are evaluated
on-the-fly when calculating the sums over the replicas
(i,j,k,l). The periodicity relations of the wave functions
in Eq. (8) and of the matrix elements in Eq. (9) are ex-
ploited to do that. The charge density ρ(r) is periodic in
the supercell and is calculated according to Eq. (15). At
the end of the minimization procedure, if it is found that
the charge density as well as the Hartree and exchange-
correlation potentials are not consistent, the whole op-
eration is repeated with the updated potentials, as in
standard self-consistent field (SCF) cycle.
IV. RESULTS
In this section the application of the above described
methodology is presented. In particular, we emphasize
that the main purpose of the conducted study is to ex-
hibit and understand the impact of the localization con-
straint on the accuracy of the ground state and finite-
field calculations, using orthogonal and non-orthogonal
Wannier functions: WFs and NGWFs respectively.
Since DFT is variational29, any restriction placed on
the class of density matrices that can be searched over
has the effect of raising the minimum energy Ebs Eq. (3)
above its true ground state value E0. This suggests that
the error introduced by using LRs of finite size aLR in
the minimization Eq. (20) can be assessed by calculating
∆Ebs(aLR) = Ebs(aLR)− E0 , (22)
where Ebs(aLR) is the minimum band-structure energy
at aLR and E0 is the reference energy, with no local-
ization constraints. The value of E0 can be estimated
5by the conventional diagonalization of the Hamiltonian
using Bloch functions and converged k-point sampling.
In general it can be presumed that the density matrix
ρ(r, r′) in the true ground state tends to zero as the sep-
aration of its arguments |r − r′| increases30. In an early
pioneering work, Kohn31 proved that the density matrix
and Wannier functions for a one-dimensional (1D) model
crystal decay exponentially in systems with a band gap.
In a more recent work, He and Vanderbilt32 demon-
strated that in 1D insulators the spatial decay of the
density matrix and Wannier functions has the form of
a power law times exponential, what results in a faster
decay than that predicted by Kohn. These authors have
also shown that for 1D model problems non-orthogonal
Wannier-like functions exhibit superior localization as
compared to orthogonal ones. In the all three spatial
dimensions, the exponential decay of the Wannier func-
tions has been proven for a single-band case33, and that
of the density matrix has been proven in general30. For
the density matrix also some simple predictions of the
inverse decay length are available, in the tight-binding34,
and weak-binding35 limits.
The above considerations strongly suggests that the
the error in the energy should go quickly to zero with the
increase of the real-space cutoff RC imposed on ρ(r, r
′):
ρ(r, r′) = 0, |r − r′| > RC . The localization properties
of the density matrix create a fundamental basis for the
development of various expansion algorithms36–41 which
enable calculations of density matrix with computational
complexity that scale linearly with system size. In our
formulation the cutoff RC is controlled by the size of LRs,
aLR
2 , of the localized functions {ν
i
a} and the dimension of
the density kernel matrix K, as can be seen by substitut-
ing ρ(r, r′) = 〈r| ρˆ |r′〉 in the expansion Eq. (7). It will
be verified by the test calculations below that the error
∆Ebs(aLR) decreases with increasing aLR.
A strict localization is not compatible with
orthogonality8. This introduces an error in the to-
tal particle number, what can be examined by looking
at the quantity
∆N(aLR) = N −
∫
ρ(aLR; r) dr , (23)
where N is the number of valence electrons in the sys-
tem, and ρ(aLR; r) denotes the charge density optimized
at aLR. Since there are only
N
2 eigenvalues of ρˆ that
are different from 0, and because these eigenvalues are
constrained to be smaller or equal to 1, N is a rigorous
upper bound to 2trρˆ =
∫
ρ(r) dr and ∆N is necessarily
non-negative as it will be exemplified below.
The electronic response of an insulating solid to applied
electric field E can be quantified by considering high-
frequency dielectric constants. The dielectric tensor ǫ is
related to the macroscopic polarization P by
ǫαβ = δαβ + 4π
dPα
dEβ
, (24)
where α and β indicate Cartesian coordinates. It can be
obtained by finite differences of the induced polarization
vector components Pα for different values of Eβ coeffi-
cients. That is, Eβ is increased by small increments ∆E
and the computed values of Pα are used to evaluate 1-st
order approximation: dPαdEβ ≈
Pα(Eβ+∆E)−Pα(Eβ)
∆E , substi-
tuted in Eq. (24). The calculation is repeated for a few
values of ∆E to minimize the impact of numerical errors.
If the ions are kept fixed, as for the results reported be-
low, this gives high-frequency dielectric constants ǫ∞αβ. It
will be shown that the calculation of ǫ∞ converges expo-
nentially as the size of the localization aLR is increased.
Fitting the calculated values of ǫ∞ at different aLR, using
the function
ǫ∞(aLR) = A exp(−(aLR/a)/α) +B , (25)
allows to extract dielectric constants in the limit of no
localization constraint ǫ∞(aLR →∞) = B.
Two different systems were selected to test the imple-
mentation of our method. The first structure — bulk Sil-
icon is chosen due to its practical relevance and because it
often serves as a benchmark for DFT codes7,9,10. The sec-
ond one is cubic BaTiO3 which has very interesting bond-
ing properties examined so far only using Maximally lo-
calized Wannier functions16 (MLWFs), constructed from
Bloch orbitals at zero electric field42.
A. Bulk Silicon
The simulation of bulk Silicon is performed using peri-
odically continued cubic cell containing 8 atoms arranged
in a diamond structure. The lattice parameter used is
a = 10.2 a0, a0 denoting the atomic length unit. A to-
tal of N = 32 valence electrons are accounted for by 16
doubly occupied orbitals. The LRs of the considered or-
bitals are centered on the bonds connecting one Si atom
with its four nearest neighbors. Their start values are
assumed to be centrosymmetric Gaussian functions with
their origin at the localization centers and their variance
corresponding to half of the Si–Si bond length. The iden-
tity matrix is used as a initial guess forK. The converged
grid spacing is h = 0.3 a0 and we employM = 6 order fi-
nite difference expansion for the Laplacian operator. The
chemical potential is set to µ = 3 Ry. With these param-
eters, the minimizations are carried out until the change
in the energy is less than 10−6Ry/atom. For comparison
purposes, we also perform calculations using extended
Bloch functions with the same real-space setup as for the
localized wave functions and 3 × 3 × 3 Monkhorst-Pack
grid43 for the computations in reciprocal space.
Fig. 1 shows the error in the band-structure energy
from Eq. (22) evaluated for different LR sizes aLR and
compared to the reference value resulting from a sum of
N
2 doubly-occupied Bloch eigenstates over the considered
k-points.
The results displayed in Fig. 1 demonstrate that the
effect of non-orthogonality is especially pronounced for
61 1.5 2 2.5 3 3.5 4 4.5 5
10 -3
10 -2
10 -1
FIG. 1. Si: Error in band-structure energy ∆Ebs versus the
size aLR of the localization regions. Squares: Wannier func-
tions (WFs). Diamonds: non-orthogonal generalized Wannier
functions (NGWFs). aLR is normalized with the lattice con-
stant a = 10.2a0.
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FIG. 2. Si: Line plot of σ-oriented wave functions along Si–Si
bond in the ground state. |r| is the distance from the localiza-
tion center. Solid line: WF. Dashed line: NGWF. The wave
functions are constrained to be zero outside the localization
region of size aLR = 2a.
strict localization constraints: aLR < 2a. This improve-
ment can be understood by examining Fig. 2 which plots
the profiles of the wave functions along Si–Si bond. As
can be observed both WFs and NGWFs are localized,
but in the WF case the tail of the wave function does
not decay as rapidly as with NGWF. This feature of WF
is dictated by the orthogonality requirement. The two
roots of ν(r) in Fig. 2 correspond to the positions where
the wave function must be zero in order to be orthogonal
to the neighboring orbitals. Consequently, the NGWFs
can be made better localized than WFs, because they
do not need to fulfill the orthogonality constraints. This
results into a reduction of the energy error ∆Ebs when
working with non-orthogonal orbitals.
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FIG. 3. Si: Error in total particle number ∆N versus local-
ization size aLR. Squares: WFs. Diamonds: NGWFs.
Fig. 2 confirms that strict localization is not compat-
ible with orthogonality. The corresponding error in to-
tal particle number from Eq. (23) is plotted in Fig. 3
as a function of the localization size aLR. The results
show that the accuracy losses due to the orthogonal-
ity constraint in the limit of strong localization can be
significantly reduced by using NGWFs instead of WFs.
This enhancement can be attributed to the inclusion of
the density kernel matrix K to compensate for the non-
orthogonality of the orbitals.
As next step, we address the question of relaxing the
orthogonality constraint on the localized wave functions
and its influence on the electronic response of bulk silicon
to external electric fields. In order to quantify the differ-
ence between WFs and NGWFs, the electronic dielectric
constant ǫ∞ has been calculated using Eq. (24) at differ-
ent aLR. For the considered zinc blende structure it holds
ǫ = ǫxx = ǫyy = ǫzz. The electric field used to induce the
electronic response is applied along the [100] direction
with maximum intensity equal to e¯|E | = 10−2Ry/a0. The
weak intensity of the field guarantees the linear response
of the material and lies well below the onset of the Zener
breakdown. The results are shown in Fig. 4.
As can be seen in Fig. 4 the convergence of ǫ∞ with
respect to aLR is exponential. Fitting the data using the
function in Eq. (25) gives the limit of the no localization
constraint aLR →∞. The value of ǫ
∞(aLR →∞) is 12.7
for WFs and 12.8 for NGWFs. Ferna´ndez et al. reported
in Ref. 7 a value of 13.4 for analogous calculations using
orthogonal Wannier functions. The LRT results of ǫ∞
vary between 12.6 to 12.9, depending on the details of
the calculation44. Therefore, it can be concluded that
the difference in the extracted values of ǫ∞ between our
results and those of Ferna´ndez et al. remains within an
acceptable range. The convergence of ǫ∞ with respect
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FIG. 4. Si: Electronic dielectric constant ǫ∞ computed with
WFs (squares) and NGWFs (diamonds) for different sizes of
the localization regions aLR. The dotted and dash-dotted
lines display fittings of Eq. (25) to WF and NGWF data,
respectively. The vertical dashed line shows the average of
the extrapolated fitted curves in the limit aLR →∞.
TABLE I. Si: Fitting parameters of ǫ∞(aLR) function in
Eq. (25) to the WF and NGWF data in Fig. 4. The val-
ues from Ref. 7 are for calculations using orthogonal Wannier
functions. The value of α in Ref. 7 is multiplied by a factor of
2 to account for the aLR 7→ 2a
′
LR relation between localization
region size aLR used in our work and a
′
LR used in Ref. 7.
Calculation α A B
WF 1.77 -11.9 12.7
NGWF 1.39 -11.0 12.8
Ref. 7 1.62 -13.2 13.4
to aLR was also found to be exponential in Ref. 7 for
bulk Si using orthogonal Wannier functions. Note that
the definition of localization size in Ref. 7 corresponds
to 12aLR in our work. The fitting parameters of Eq. (24)
for WF and NGWF data in Fig. 4 as well as the results
from Ref. 7 are given in Table I. As it can be seen our
calculation with orthogonal Wannier functions converges
slower than that of Ferna´ndez et al.. As a consequence
large LRs are required for reliable estimations of the elec-
tronic response. The situation is improved by using non-
orthogonal orbitals. If, for example, a convergence to
within 5% of ǫ∞(aLR → ∞) is acceptable, then a local-
ization region with aLR = 3.7a is needed in the case of
NGWFs, aLR = 4.6a for WFs. Hence, the amount of
required real-space volume decreases by a factor of 1.9 to
represent each wave function.
The significant impact of the localization constraint
on the electronic response calculations reported above
can be better understood by examining of how the wave
functions change under the action of an external elec-
tric field. Fig. 5 shows the variation of the wave func-
tions ∆ν(r) = ν(E ; r) − ν(r) along Si–Si bond due to
an electric field e¯|E | = 10−2Ry/a0 applied along the [111]
direction, parallel to the bond. The field-induced wave
functions ∆ν(r) are calculated with respect to the ground
state ones ν(r) displayed in Fig. 2. Looking at Figs. 2
and 5 it can be seen that because ∆ν(r) × ν(r) ≷ 0
for r ≶ 0, the field-polarized wave functions ν(E ; r) are
amplified at r < 0 and damped at r > 0. There-
fore, the centroids of charge of the orbitals are shifted
with respect to the zero-field case. The displacement oc-
curs in the positive direction of the r axis, opposite to
the applied field. From Eq. (12) it can be concluded
that this gives rise to an induced electronic polarization
∆P el(E) = P el(E) − P el(0), in the direction compati-
ble with the field. It is used to quantify the dielectric
response of the material according to Eq. (24). The re-
sults in Fig. 5 show that the field-induced wave functions
are better constrained within the localization region for
non-orthogonal Wannier functions than for orthogonal
ones. This lead to (i) a lower impact of the localization
constraints when studying the electronic response with
NGWFs and (ii) a more reliable value of the dielectric
constant calculated for small localization regions.
The ground state and field polarized Wannier func-
tions of Si are shown in Fig. 6. These σ type orbitals
are oriented along Si–Si bond. The orbitals are con-
strained to be zero outside the LRs with size aLR = 2a.
The polarized orbitals are inducted by an electric field
e¯|E | = 10−2Ry/a0 applied along the bond in [111] di-
rection. It is encouraging to notice the similarity of
the ground state WF in Fig. 6a to maximally localized
Wannier functions in bulk silicon16. As is apparent in
Fig. 6a the ground state WF orbital represents the in-
tuitive chemical concept of a covalent bond. It clearly
-0.5 -0.25 0 0.25 0.5
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5 10
-2
Si Si Si Si
WF
NGWFE
FIG. 5. Si: Variation ∆ν(r) = ν(E; r)− ν(r) of σ wave func-
tions along Si–Si bond due to an electric field e¯|E| = 10−2Ry/a0
applied in the direction parallel to the bond. Solid line: WF.
Dashed line: NGWF. The reference ground state wave func-
tions ν(r) are displayed in Fig. 2.
8(a) ground state WF
E
(b) polarized WF
(c) ground state NGWF
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(d) polarized NGWF
FIG. 6 (Color online). Si: Amplitude isosurface plots of bond-
centered σ wave functions at zero electric field (ground state
orbitals) and in presence of macroscopic electric field (polar-
ized orbitals). The isosurfaces are taken at ±2 × 10−3a
−3/2
0
(red and blue surfaces correspond to positive and negative am-
plitudes, respectively). The two bonded Si atoms are shown
(partially covered by the bonding wave function) as well as
their three remaining nearest-neighbors. The polarized or-
bitals are induced by the electric field E along [111] direc-
tion as indicated by arrows. Drawings created with VESTA
program45.
displays the character of the σ-bonding wave function
created by the constructive interference of two sp3 hy-
brid atomic orbitals centered on the bonded atoms. In
addition, it can be seen in Fig. 6b that this covalent bond
and its centroid of charge are shifted in the direction anti-
parallel to the applied electric field. The main difference
in NGWFs as compared to WFs noticeable in Fig. 6 is
the absence of p-like contributions on Si, what makes
NGWFs more localized and therefore better suited for
practical calculations. The better localization of NGWFs
as compared to WFs is more apparent in Fig. 2 which
shows the line cuts along rotation symmetry axis of the
profiles displayed in Fig. 6a (WF) and Fig. 6c (NGWF).
B. Cubic Barium Titanate
We now turn to a more complex system — BaTiO3 in
the centrosymmetric phase. The simulation structure is
a cubic perovskite unit cell. It is composed of a Ba atom
placed in the cube corner, a Ti atom sitting at the body-
center position, and 3 O atoms occupying the face-centers
of the perpendicular sides. The lattice parameter used is
a = 7.7a0 (a0 denotes atomic length unit). The N = 24
valence electrons are covered by 12 doubly occupied or-
bitals. We consider localization regions of these orbitals
centered on the O atoms and assign 4 localization centers
to each of the 3 O atoms. The 4 orbitals in the overlaying
localization regions are initialized with Gaussians having
a s, px, py and pz symmetry, and origin on the central O
atom. A grid spacing of h = 0.3a0 and finite difference
discretization order M = 6 is used. The chemical poten-
tial is set to µ = 6Ry. The reference energy calculations
are performed using a 3× 3× 3 Monkhorst-Pack mesh43
for the Brillouin Zone sampling.
Fig. 7 shows the convergence of the band-structure
energy of BaTiO3 with respect to the size of localiza-
tion aLR. We observe that, similarly to the bulk silicon
case (see Fig. 1), allowing the wave functions to be non-
orthogonal reduces the error in the calculation due to the
localization constraint. We note however a faster conver-
gence in the case of BaTiO3 than for Si.
The results presented in Fig. 7 are supported by care-
fully examining the profiles of the orbitals. An exem-
plary line cut of the σ-type (pz -initialized) orbital along a
Ti–O–Ti bond in [001] direction is displayed in Fig. 8. As
it can be seen, the non-orthogonal wave function is well
contained within a distance |z| < 2a. In contrary, the
orthogonal one presents a significant amplitude around
distant O atoms located at z = ±2a. A similar behavior
was observed for the other types of the orbitals. As a
consequence a larger LR is required for orthogonal wave
functions than for non-orthogonal ones in order to reduce
the impact of the localization constraint on the quality
of the calculations.
The error due to incompatible localization and orthog-
onality constraints manifests itself in the deviation of the
total particle number from its nominal valence value ex-
pressed by Eq. (23). This can be observed in Fig. 9. As is
apparent, in the limit of strong localization, the accuracy
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FIG. 7. BaTiO3: Error in band-structure energy ∆Ebs versus
the size aLR of the localization regions. Squares: Wannier
functions (WFs). Diamonds: non-orthogonal generalized
Wannier functions (NGWFs). aLR is normalized with the
lattice constant a = 7.7a0.
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FIG. 8. BaTiO3: Line plot of Oxygen-centered σ wave func-
tions in ground state. The orbitals are oriented parallel to the
Ti–O–Ti bond in the [001] direction. |z| is the distance from
the localization center along the [001] axis. Solid line: WF.
Dashed line: NGWF. The wave functions are constrained to
be zero outside localization region of size aLR = 3a.
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FIG. 9. BaTiO3: Error in total particle number ∆N ver-
sus the localization size aLR. Squares: WFs. Diamonds:
NGWFs.
losses are severe when using WFs, but not for NGWFs
for which the inclusion of the K matrix compensates for
the non-orthogonality of the wave functions.
Fig. 10 presents the electronic dielectric constant of cu-
bic BaTiO3 calculated using WFs and NGWFs as a func-
tion of localization region size aLR. Due to the inversion
symmetry of the considered cubic perovskite structure it
holds: ǫ = ǫxx = ǫyy = ǫzz. In the calculations, the elec-
tric field is applied along the [001] direction, by varying
Ez coefficient, and the computed values of the induced
Pel,z polarization component are used to evaluate the ǫ
∞
zz
tensor element according to Eq. (24). The maximum in-
tensity of the field is e¯|E| = 10−2Ry/a0. As can be seen in
Fig. 10 the computed values of ǫ∞ converge exponentially
with increasing aLR. Fitting the data using the function
in Eq. (25) gives in the limit aLR → ∞ the values of
ǫ∞ equal to 5.77 for WFs and 5.84 for NGWFs. Pub-
lished LRT results vary between 5.60 and 6.8046. The
experimental value is 5.447.
As can be seen in Fig. 10 the electronic response of
BaTiO3 is practically converged at aLR equal to 3.8a and
2.7a when using WFs and NGWFs, respectively. In this
case the error in ǫ∞ is less than 5% of the average extrap-
olated value ǫ∞ at aLR →∞. This is quite different from
the case of Si, which requires LRs that contain larger
number of unit cells aLR/a to perform the calculations
of the same quality. As for Si, by using non-orthogonal
orbitals the impact of the localization constraint on the
dielectric response is reduced. In the case of BaTiO3 the
volume fraction of LRs giving a relative error in ǫ∞ of
5% for WFs and NGWFs is 2.6.
To shed light on the charge transfer in BaTiO3 due
to external electric field, we have listed in Table II a
decomposition of the induced polarization coming from
the individual orbitals. The orbitals are labeled by their
dominant atomic character on the O atom at the local-
ization center. The O atoms are classified in two groups:
the O atom along the [001] axis, denoted as OZ , and
the O atoms in (001) plane, named OXY . The results
listed in table II show that the contributions from the
same types of orbitals are similar for WFs and NGWFs.
We also note that the form of the decomposition is al-
most independent from the size of the localization region
— the changes in the relative orbitals contributions are
less than 1% for aLR = [1, 5]a. As it stands out from a
further inspection of the table, the OZ(pz) orbital gives
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FIG. 10. BaTiO3: Electronic dielectric constant ǫ
∞ com-
puted with with WFs (squares) and NGWFs (diamonds) for
different sizes of localization regions aLR, normalized by the
lattice constant a = 7.7a0. The dotted and dash-dot lines dis-
play fitting of Eq. (25) to WF and NGWF data respectively.
The vertical dashed line show the average of the extrapolated
fitted curves in the limit of aLR →∞.
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TABLE II. BaTiO3: Orbital decomposition of the induced
electronic polarization dPel = Pel(E) − Pel(0) due to elec-
tric field e¯|E| = 10−2Ry/a0 along [001] direction for WFs and
NGWFs. These values correspond to relative contributions
dPel,i
dPel
of the individual orbitals i = 1, . . . , 12. The equiva-
lent orbitals on the two OXY atoms give the same contribu-
tions to dPel.
Calculation
Atom Orbital WF NGWF
OZ s 0.003 0.002
OZ px 0.161 0.161
OZ py 0.161 0.161
OZ pz 0.343 0.344
OXY (×2) s 0.000 0.000
OXY (×2) px 0.041 0.040
OXY (×2) py 0.022 0.022
OXY (×2) pz 0.103 0.104
dominant contribution to the induced polarization, for
the electric field applied in [001] direction. This orbital
corresponds to the σ wave functions displayed in Fig. 8.
Fig. 11 shows how the σ wave functions of BaTiO3
change under an applied electric field. As it can be seen,
for the orthogonal wave function a large charge transfer
is present around distant O atoms located at z = ±2a.
In consequence by using aLR < 2a leads to a significantly
reduced electronic response and results in an underesti-
mated value of ǫ∞, as reported in Fig. 10. Because non-
orthogonal wave functions are only slightly perturbed by
the electric field at distances |z| > 2a, a better conver-
gence of the dielectric constant calculations is obtained
with NGWFs than by using WFs.
Finally, in Fig. IVB we show the isosurfaces of the
σ orbitals oriented along Ti–O–Ti bond in [001] direc-
tion. They result from pz atomic orbitals centered on
O atom along [001] axis, after minimization of the elec-
tric enthalpy functional under the localization constraint
aLR = 3a. The ground state orbitals correspond to zero
field calculation and the polarized orbitals are induced
by an electric field e¯|E| = 10−2Ry/a0 applied in the [001]
direction. We note the similarity of the ground state WF
in Fig. 12a to the corresponding MLWF in centrosym-
metric Barium Titanate42. As it can be seen in Fig. 12a,
the wave function show clearly the hybridization between
pz orbital on the O atom in the center and dz2 orbitals
on the neighboring Ti atoms. The hybridization to Ti
dz2 states appears in the form of tori surrounding the Ti
atoms (in Fig. IVB the Ti atoms are embedded in the
dz2 orbitals). Such hybridization is at the origin of the
ferroelectric instability as argued by Posternak et al.48.
The application of the electric field changes the chem-
ical bonding, as indicated in Fig. IVB. For the elec-
tric field acting in the [001] direction, the hybridization
weakens for the upper O–Ti bond and strengthens for
the lower one, endowing the wave functions with less dz2
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FIG. 11. BaTiO3: Variation ∆ν(z) = ν(E; z) − ν(z) of σ
wave functions along Ti–O–Ti bond in the [001] direction due
to an electric field e¯|E| = 10−2Ry/a0 applied in the direction
parallel to the bond. Solid line: WF. Dashed line: NGWF.
The corresponding ground state wave functions are displayed
in Fig. 8.
character on the top than on the bottom. This feature is
captured by both WFs and NGWFs.
The main difference between WFs and NGWFs is the
presence of the pz-like contributions at distant O atoms
on the top and bottom of the figures, in the case of or-
thogonal Wannier functions. The better localization of
NGWFs as compared to WFs is also apparent in Fig. 2
which plots the line cuts along rotation symmetry axis
of the profiles displayed in Fig. 12a (WF) and Fig. 12c
(NGWF). When the electric field is applied in the [001]
direction, a charge transfer occurs between these contri-
butions, which can be seen by comparing Fig. 12a and
Fig. 12b. As a consequence, a localization region con-
taining at least 3 unit cells is necessary to perform qual-
itatively accurate calculations with WFs. On the con-
trary, for non-orthogonal Wannier functions the charge
transfer occurs only in the main body of the wave func-
tion, contained within the utmost O atoms (comparison
of Figs. 12c and 12d). This alleviates the impact of the
localization constraint on the accuracy of the calculations
employing NGWFs.
V. CONCLUSIONS
We have developed a formalism for calculating the re-
sponse of an insulator to a static, homogeneous electric
field based on an optimization of non-orthogonal general-
ized Wannier functions. It extends the NV approach to fi-
nite electric fields in which orthogonal Wannier functions
are used to write a functional for the electric enthalpy of
a solid in a uniform electric field. We have implemented
this formalism in a fully self-consistent pseudopotential
LDA scheme and applied it to representative systems.
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This has allowed us to asses the practical usefulness of
the method.
The analysis carried out has demonstrated the ability
of polarized Wannier functions to highlight the changes
of chemical bonding in solids due to applied electric field.
As has also been shown, the localized orbitals allow for
an intuitive understanding of the effects of the field in
terms of displacements of centroids of charge of the wave
functions. Therefore a decomposition of the electronic
response coming from the individual orbitals is readily
available. The main qualitative features are shared be-
(a) ground state WF
E
(b) polarized WF
(c) ground state NGWF
E
(d) polarized NGWF
FIG. 12 (Color online). BaTiO3: Amplitude isosurface plots
of oxygen-centered σ wave functions at zero electric field
(ground state orbitals) and in presence of macroscopic elec-
tric field (polarized orbitals). Isosurfaces at ±2× 10−3a
−3/2
0
(red and blue surfaces correspond to positive and negative
amplitudes respectively). The orbitals are oriented along O–
Ti–O–Ti–O chains in the [001] direction. A O atom is at
the center, embedded in a pz orbital; above and below are
Ti atoms (yellow), almost hidden under dz2 orbitals; the two
other O atoms (light blue) are visible on top and bottom.
The four Ba atoms (light green) neighboring the central oxy-
gen are also shown. The polarized orbitals are induced by the
electric field E along [001] direction as indicated by arrows.
Drawings created with VESTA program45.
tween orthogonal and non-orthogonal orbitals. However
our results have clearly demonstrated that the higher lo-
calization of non-orthogonal wave functions does not af-
fect the physical results.
As future developments, the proposed method could
possibly be extended to use more orbitals than the num-
ber of occupied bands. The density kernel matrix would
then play the role of generalized occupation numbers16.
The inclusion of extra orbitals would enable long-range
charge transfers in the minimization process, irrespec-
tive of the extent of the localization regions of the wave
functions. This has been shown to decrease the error
in the variational estimate of the ground state energy in
the context of zero field calculations based on localized
Bloch-like orbitals49. For the finite field calculations the
ability of working with truly localized Wannier-like non-
orthogonal orbitals, as in our formulation, is a necessary
first step.
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Appendix A: Use of the Chemical Potential to
Ensure the Variational Property of the
Minimized Energy Functional
In this Appendix we justify the approach consisting of
shifting the eigenspectrum of the Hamiltonian operator,
to make its eigenvalues negative. This is done by using
the chemical potential parameter µ in the optimization
procedure, as introduced in Sec. III. To this end, the
minimized energy functional is compared with the exact
one and its variational properties are revealed.
The single-particle density matrix written for overlap-
ping orbitals is given by50
ρˆ[{ν},S−1] = 2
∑
ab
|νa〉 (S
−1)ab 〈νb| , (A1)
where S−1 is the inverse of the overlap matrix S in
Eq. (14), S−1 × S = I. For notational simplicity the
indexing over cell replicas is dropped in this Appendix.
The exact electronic energy W [{ν},S−1], evaluated as
the trace of the product of the density matrix in Eq. (A1)
and the Hamiltonian operator in Eq. (4), can be writ-
ten as
W [{ν},S−1] = 2
∑
ab
(S−1)ab 〈νa| Hˆ |νb〉 . (A2)
Note that Eq. (A2) corresponds to the DFT energy func-
tional written for overlapping orbitals. It is used in large
scale electronic structure calculations50 and ab initio
molecular dynamics simulations51, under zero electric-
field conditions.
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The expression for the electronic enthalpy introduced
in Eq. (16) and used in the minimization procedure of
Sec. III is restated below
W [{ν},Q] = 2
∑
ab
Qab 〈νa| Hˆ |νb〉 , (A3)
where
Q = 2K−K× S×K , (A4)
as given in Eq. (13).
This energy functional corresponds to the transformed
density operator defined in Eq. (10)
ρˆ[{ν},Q] = 2
∑
ab
|νa〉Qab 〈νb| . (A5)
The difference between the approximate and exact en-
ergy functionals
∆W =W [{ν},Q]−W [{ν},S−1] , (A6)
can be calculated with the method of Mauri et al.52.
In this approach, the changes in the energy functional
are parameterized with respect to a dimensionless pa-
rameter λ. The later varies continuously from zero, which
corresponds to W [{ν},S−1], to one, which is equivalent
to W [{ν},Q]. Hence, Eq. (A6) can be written as
∆W =
∫ 1
0
∂W [{ν},A(λ)]
∂λ
dλ , (A7)
where A(λ) = λ ·
(
Q− S−1
)
+ S−1.
By combining Eqs. (A2) and (A3), Eq. (A7) can be
evaluated as
∆W =
∑
ab
(Q− S−1)ab 〈νa|
ˆ¯H |νb〉 , (A8)
where ˆ¯H is the λ-averaged Hamiltonian operator,
given by
ˆ¯H = −
1
2
∇2 + Vˆext +
∫ 1
0
VˆHXC(λ) dλ . (A9)
Here, Vˆext = Vˆion+E ·r and VˆHXC(λ) = VˆH(λ)+VˆXC(λ),
where the Hartree and exchange-correlation potentials
are calculated using the charge density ρ[{ν},A(λ)],
when integrating over λ.
By recalling the definition of the Q matrix, repeated
in Eq. (A4), the matrix (Q−S−1) appearing in Eq. (A8)
can be expressed as
(Q− S−1) = −S−1 × (I− S×K)2 . (A10)
The above form shows that (Q − S−1) is negative-
definite (ND) — it can be seen from Eq. (A10) that it is
the negation of a product of two positive-definite (PD)
matrices. The S−1 matrix is PD since the overlap ma-
trix S possesses this property and every PD matrix is
invertible and its inverse is also PD53. The PD property
of the second term in Eq. (A10) follows directly from the
fact that it is the square of a matrix. A similar line of
argument can be used to prove that the (Q − S−1) ma-
trix is ND too when optimizing the orthogonal Wannier
functions with K = I.
Given a finite basis set, one can choose the µ parameter
large enough so that all eigenvalues of the operator
ˆ¯H(µ) = ˆ¯H − Iˆµ (A11)
are negative, ˆ¯H(µ) ≺ 0. Then, the (N/2 × N/2) matrix
〈νa| (
ˆ¯H − Iˆµ) |νb〉 is also ND. This requirement defines
the chemical potential parameter µ.
By substituting Eq. (A11) into Eq. (A8) it can be ver-
ified that the eigenspectrum shift of the Hamiltonian en-
sures that ∆W is non-negative, because it is equal to the
trace of a product of two ND matrices. This proves that
if µ satisfies ˆ¯H(µ) ≺ 0, then it holds:
W [{ν},Q] ≥W [{ν},S−1] . (A12)
The above inequality gives the desired variational prop-
erty. It ensures that our variational principle in Eq. (A3)
has the exact Kohn-Sham ground-state energy as its ab-
solute minimum. Consequently, no spurious solutions are
generated.
The equality in Eq. (A12) holds for each set of {ν},
when K = S−1, as can be seen from Eqs. (A2), (A3),
and (A4). In this case ∆W = 0, as is apparent from
Eqs. (A8) and (A10). Thus, the auxiliary matrixK at the
minimum becomes a generalized inverse of the overlap
matrix of the localized orbitals. The property K = S−1
results in a weakly idempotent density matrix, ρˆ2 = ρˆ,
as can be concluded from Eqs. (A4) and (A5).
Finally, we note that when the functional W [{ν},Q] is
minimized with respect to {ν}, with the density kernel
fixed and set to the identity matrix, i.e. K ≡ I, the
equality in Eq. (A12) can be realized by S = I. This
follows from Eqs. (A2), (A3), and (A4), with Q = 2I−S.
Thus, the optimized orbitals are orthogonal. In this case,
the functional in Eq. (A3) corresponds to the one derived
by Mauri et al.52 and Ordejon et al.54. In our approach,
by varying K, the optimized orbitals are allowed to be
non-orthogonal, which improves their localization.
Appendix B: Position Operator in
Extended Systems
The position operator in extended systems has been in-
vestigated in detail by Resta in Ref. 55. In this Appendix
we summarize the main results relevant in the context of
finite-field calculations.
Within the Schro¨dinger representation the result of the
position operator, rˆ, acting on a wave function, φ, equals
the coordinate function, r, multiplied by the wave func-
tion,
(
rˆφ
)
(r) = rφ(r).56 This applies only to localized
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orbitals which belong to the class of square-integrable
wave functions. In the basis of periodic Bloch func-
tions, {ψ}, this operation becomes ill-defined because of
the following argument. The Hilbert space of the single
particle wave functions is determined by the condition
ψ(r + R) = ψ(r), where the lattice vector R specifies
the imposed periodicity. An operator maps any function
of the given space into another function belonging to the
same space. This cannot be true for the position operator
acting on a Bloch wave function, ψ, since
rψ(r) 6=
(
r +R
)
ψ(r +R) . (B1)
As can be seen from Eq. (B1) the multiplicative position
operator rˆ is not a legitimate operator when periodic
boundary conditions are adopted for the Bloch functions,
since rˆψ(r) is not a periodic function, even if ψ(r) is.
This problem was addressed by Resta55 who proposed
to define the expectation value of the position operator
in periodic systems by using the Berry phase approach,
with much of the conceptual work stemming from the ear-
lier development of the modern theory of polarization6.
One of the most relevant features of this method is that
the position operator in an extended quantum system
within periodic boundary conditions is no longer a single-
particle operator: it acts as a genuine many-body op-
erator on the periodic wave function of N electrons.
This renders its implementation particularly challenging.
On the contrary, the position operator can be readily
evaluated in the basis of Wannier-like functions. The ma-
trix elements of the position operator in this representa-
tion can be calculated directly, using real-space integrals
〈νia| rˆ |ν
j
b 〉 =
∫
ν0a(r +Ri) ν
0
b (r +Rj) r dV , (B2)
where the periodicity relation in Eq. (8) is used to ex-
press the remaining orbitals in terms of the electronic
degrees of freedom, which are indicated by the super-
script 0 and centered in the unit cell containing the ori-
gin. In practical calculations the integration takes place
over the part of space where the two localized orbitals
overlap. Since the wave functions are truncated to finite
localization regions this operation is well-defined.
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