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THE CLUSTER VARIATION METHOD FOR APPROXIMATE 
REASONING IN MEDICAL DIAGNOSIS 
H.J. KAPPEN 
Laboratory of Biophysics, University of Nijmegen, 
bert�mbfYs. kun. nL 
In this paper, we discuss the rule based and probabilistic approaches to computer 
aided medical diagnosis. We conclude that the probabilistic approach is superior to 
the rule based approach, but due to its intractability, it requires approximations for 
large scale applications. Subsequently, we review the Cluster Variation Method and 
derive a message passing scheme that is efficient for large directed and undirected 
graphical models. W hen the method converges, it gives close to optimal results. 
1 Introduction 
Medical diagnosis is the a process, by which a doctor searches for the cause 
(disease) that best explains the symptoms of a patient. The search process is 
sequential, in the sense that patient symptoms suggest some initial tests to 
be performed. Based on the outcome of these tests, a tentative hypothesis is 
formulated about the possible cause(s) . Based on this hypothesis, subsequent 
tests are ordered to confirm or reject this hypothesis. The process may pro­
ceed in several iterations until the patient is finally diagnosed with sufficient 
certainty and the cause of the symptoms is established. 
A significant part of the diagnostic process is standardized in the form 
of protocols. These are sets of rules that prescribe which tests to perform 
and in which order, based on the patient symptoms and previous test results. 
These rules form a decision tree, whose nodes are intermediate stages in the 
diagnostic process and whose branches point to additional testing, depending 
on the current test results. The protocols are defined in each country by a 
committee of medical experts. 
The use of computer programs to aid in the diagnostic process has been 
a long term goal of research in artificial intelligence. Arguably, it is the most 
typical application of artificial intelligence. 
The different systems that have been developed so-far use a variety of 
modeling approaches which can be roughly divided into two categories: rule­
based approaches with or without uncertainty and probabilistic methods. The 
rule-based systems can be viewed as computer implementations of the pro­
tocols, as described above. They consist of a large data base of rules of the 
form: A -+ B, meaning that "if condition A is true, then perform action B" 
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or " if condition A is true, then condition B is also true" . The rules may be 
deterministic, in which case they are always true, or 'fuzzy' in which case they 
are true to a (numerically specified) degree. Examples of such programs are 
Meditel1, Quick Medical Reference (QMR)2, DXplain3, and TIiad4. 
In Berner et al. 5 a detailed study was reported that assesses the perfor­
mance of these systems. A panel of medical experts collected 110 patient 
cases, and concensus was reached on the correct diagnosis for each of these 
patients. For each disease, there typically exists a highly specific test that 
will unambiguously identify the disease. Therefore, based on such complete 
data, diagnosis is easy. A more challenging task was defined by removing this 
defining test from each of the patient cases. The patient cases were presented 
to the above 4 systems. Each system generated its own ordered list of most 
likely diseases. In only 10-20 % of the cases, the correct diagnosis appeared 
on the top of these lists and in approximately 50 % of the cases the correct 
diagnosis appeared in the top 20 list. Many diagnoses that appeared in the 
top 20 list were considered irrelevant by the experts. It was concluded that 
these systems are not suitable for use in clinical practice. 
There are two reasons for the poor performance of the rule based systems. 
One is that the rules that need to be implemented are very complex in the 
sense that the precondition A above is a conjunction of many factors. If each 
of these factors can be true or false, there is a combinatoric explosion of con­
ditions that need to be described. It is difficult, if not impossible, to correctly 
describe all these conditions. The second reason is that evidence is often not 
deterministic (true or false) but rather probabilistic (likely or unlikely). The 
above systems provide no principled approach for the combination of such 
uncertain sources of information. 
A very different approach is to use probability theory. In this case, one 
does not model the decision tree directly, but instead models the relations 
between diseases and symptoms in one large probability model. As a (too) 
Simplified example, consider a medical domain with a number of diseases 
d = (d1, ... , dn) and a number of symptoms or findings f = (It, . . .  , f m) . 
One estimates the probability of each of the diseases p(di) as well as the 
probability of each of the findings given a disease, p(fj Idi). If diseases are 
independent, and if findings are conditionally independent given the disease, 
the joint probability model is given by: 
p(d, f) = p(d)p(fld) = IIp(di) IIp(fjldi) 
j 
(1) 
It is now possible to compute the probability of a disease di, given some 
I bari: submitted to World Scientific on December 1 7, 2001 
findings by using Bayes' rule: 
(2) 
where It is the list of findings that has been measured up to diagnostic itera­
tion t. Computing this for different di gives the list of most probable diseases 
given the current findings It and provides the tentative diagnosis of the pa­
tient. FUrthermore, one can compute which additional test is expected to be 
most informative about any one of the diagnoses, say di, by computing 
fj do 
for each test j that has not been measured so-far. The test j that minimizes 
Iij is the most informative test, since averaged over its possible outcomes, it 
gives the distribution over di with the lowest entropy. 
Thus, one sees that whereas the rule based systems model the diagnos­
tic process directly, the probabilistic approach models the relations between 
diseases and findings. The diagnostic decisions (which test to measure next) 
is then computed from this model. The advantage of this latter approach 
is that the model is much more transparent about the medical knowledge, 
which facilitates maintenance (changing probability tables, adding diseases or 
findings) , as well as evaluation by external experts. 
One of the main drawbacks of the probabilistic approach is that it is 
intractable for large systems. The computation of marginal probabilities re­
quires summation over all other variables. For instance, in Eq. 2 
p(lt) = L 0f,f,p(d, f) 
d,f 
and the sum over d, I contains exponentially many terms. Therefore, pr ob­
abilistic models for medical diagnosis have been restricted to very small 
domains6•7 or when covering a large domain, at the expense of the level of 
detail at which the disease areas are modeled8. 
In order to make the probabilistic approach feasible for large applications 
one therefore needs to make approximations. One can use Monte Carlo sam­
pling but one finds that accurate results require very many iterations. An 
alternative is to use analytical approximations such as for instance mean field 
theory9.1O. This approach works well for probability distributions that resem­
ble spin systems (so-called Boltzmann Machines) but, as we will see, they 
perform poorly for directed probability distributions of the form Eq. 1. 
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2 The Cluster Variation Method 
A very recent development is the application of the Cluster Variation method 
(CVM) to probabilistic inference. CVM is a method that has been developed 
in the physics community to approximately compute the properties of the Ising 
model 11 . The CVM approximates the probability distribution by a number 
of (overlapping) marginal distributions (clusters). The quality of the approx­
imation is determined by the size and number of clusters. When the clusters 
consist of only two variables, the method is known as the Bethe approxima­
tion. Recently, the method has been introduced by Yedidia et al.l2 into the 
machine learning community, showing that in the Bethe approximation, the 
CVM solution coincides with the fixed points of the belief propagation algo­
rithm. Belief propagation is a message passing scheme, which is known to 
yield exact inference in tree structured graphical modelsl3. However, BP can 
can also give impressive results for graphs that are not trees14. 
Let x = (Xl, ... , xn) be a set of variables, where each Xi can take a finite 
number of values. Consider a probability distribution on X of the form 
( ) _ _ 1_ -H{x) PH X 
- Z(H)e Z = L e-
H{x) 
x 
It is well known, that PH can be obtained as the minimum of the free energy, 
which is a functional over probability distributions of the following form: 
FH(P) = (H) + (logp) , (3) 
where the expectation value is taken with respect to the distribution p, i.e. 
(H) = L:x p(x)H(x). When one minimizes FH(p) with respect to P under the 
constraint of normalization L:x p(x) = I, one obtains PH ". 
Computing marginals of PH such as PH(Xi) or PH(Xi,Xj) involves sums 
over all states, which is intractable for large n. Therefore, one needs tractable 
approximations to PH. The cluster variation method replaces the probability 
distribution PH(X) by a large number of (possibly overlapping) probability 
distributions, each describing the interaction between a small number of vari­
ables. Due to the one-to-one correspondence between a probability distribu­
tion and the minima of a free energy we can define approximate probability 
distributions by constructing approximate free energies and computing their 
minimum (or minima!) . This is achieved by approximating Eq. 3 in terms of 
the cluster probabilities. The solution is obtained by minimizing this approx­
imate free energy subject to normalization and consistency constraints. 
Cl Minimizing the free energy can also be viewed as maximizing the entropy with an addi­
tional constraint on (H). 
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Define clusters as subsets of distinct variables: x"" = (XiI'" . ,Xik)' with 
1 ::; ij ::; n. Define a set of clusters P that contain the interactions in Hand 
write H as a sum of these interactions: 
H(x) = L Hl (x".) 
aEP 
For instance for Boltzmann-Gibbs distributions, H(x) = Li>j WijXiXj + 
LJ}iXi and P consists of all pairs and all singletons: P = {ala = (ij), i > 
j or a = (in. For directed graphical models with evidence, such as 
Eq. 2, P is the set of clusters formed by each node i and its parent set 1fi: 
P = {ala = (i,1fi),i = 1, ... , n} . X is the set of non-evidence variables (d in 
this case) and Z = p(ft). 
We now define a set of clusters E, that will determine our approximation 
in the cluster variation method. B should at least contain the interactions in 
p(x) in the following way: 
'<la E P:::} 3a' E B,a cd. 
In addition, we demand that no two clusters in E contain each other: 
a, a' E E :::} a <t a', a' <t a. Clearly, the minimal choice for E is to chose 
clusters from P itself. The maximal choice for B is the cliques obtained when 
constructing the junction tree15. In this case, the clusters in B form a tree 
structure and the CVM method is exact. In general, one, can chose any set 
of clusters B that satisfy the above definition. Since the proposed method 
scales exponentially in the size of the clusters in E, the smaller the clusters 
in B, the faster the approximation. For a simple directed graphical model an 
intermediate choice of clusters is illustrated in Fig. l. 
Define a set of clusters M that consist of any intersection of a number of 
clusters of E: M = {,8I;1 = nkak,ak E E}, and define U = BuM. Once U 
is given, we define numbers afJ recursively by the Moebius formula 
1 = L a"", '<1;1 E U 
""EU.""�fJ 
In particular, this shows that a"" = 1 for a E B. 
The Moebius formula allows us to rewrite interactions on potentials in P 
in terms of interactions on clusters in U: 
H(x) = L H� (x/3) = L L a""H� (xfJ) = L a""H"", 
/3EP /3EP ""EU.a�fJ aEU 
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Figure 1. Directed graphical model consisting of 5 variables. Interactions are de­
fined on clusters in P = {(1),(1,2),(2,3),(1,4),(3,4,5)}. The clusters in B are de­
picted by the dashed lines (B = {(I,2,3),(2,3,5),(1,4,5),(3,4,5)}. The set M = 
{(I), (2,3), (3), (5), (3,5)} 
where we have defined HO!. as the stun of all interactions in f3 E P that are 
contained in cluster a E U: 
HO!.(xO!.) = L HJ(x(3) 
(3EP,(3CO!. 
Since interactions may appear in multiple clusters, the constants aO!. ensure 
that double counting is compensated for. b Thus, we can express (H) in Eq. 3 
explicitly in terms of the cluster probabilities PO!. as 
bIn the case of the Boltzmann distribution 
Ht = Hi = ()iXi 
Htj = WijXiXj 
Hij = WijXiXj + OiXi + OjXj 
and a(ij) = 1 and a(i) = 2 - n. 
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(4) 
Whereas (H) can be written exactly in terms of Pcn this is not the case 
for the entropy term in Eq. 3. The approach is to decompose the entropy of 
a cluster Cl: in terms of 'connected entropies' in the following way: C 
Sa = - LPa(Xa) log Pa (xoJ = L Sh' (5) 
Xa �Ca 
Such a decomposition can be made for any cluster. In particular it can be 
made for the 'cluster' consisting of all variables, so that we obtain 
S = - LP(x) logp(x) = L Sh 
x � 
(6) 
where fJ runs over all subsets of variables d. The cluster variation method 
approximates the total entropy by restricting this sum to only clusters in 
U and re-expressing Sh in terms of Sa, using the Moebius formula and the 
definition Eq. 5. 
S � L Sh = L L aaS1 = L aaSa 
�EU �EU a-:J� aEU 
(7) 
Since Sa is a function of Pa (Eq. 5) we have expressed the entropy in terms 
of cluster probabilities Pa. 
The quality of this approximation is illustrated in Fig. 2. Note, that 
the both the Bethe and Kikuchi approximation strongly deteriorate around 
J = 1, which is where the spin-glass phase starts. For J < 1, the Kikuchi 
approximation is superior to the Bethe approximation. Note, however, that 
this figure only illustrates the quality of the truncations in Eq. 7 assuming that 
the exact marginals are known. It does not say anything about the accuracy 
of the approximate marginals using the approximate free energy. 
Substituting Eqs. 4 and 7 into the free energy Eq. 3 we obtain the ap­
proximate free energy of the Cluster Variation method. This free energy must 
be minimized subject to normalization constraints L:xa Pa(xa) = 1 and con­
sistency constraints 
(8) 
Note, that we have excluded constraints between clusters in M. This is suf­
ficient because when fJ,fJ' E M, fJ c fJ' and fJ' C Cl: E B: Pa(x�/) = pW(X�/) 
"This decomposition is similar to writing a correlation in terms of means and covariance. 
For instance when et = (i). S(i) = Sii) is the usual mean field entropy and S(;j) = sii) + 
Sin + Siij) defines two node correction. dOn n variables this sum contains 2n terms. 
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F igure 2. Exact and approximate entropies for the fully connected Boltzmann-Gibbs dis­
tribution on n = 10 variables with random couplings (SK model) as a function of mean 
coupling strength. Couplings Wij are chosen from a normal Gaussian distribution with mean 
zero and standard deviation J /..;n. External fields 0; are chosen from a normal Gaussian 
distribution with mean zero and standard deviation 0.1. The exact entropy is computed 
from Eq. 6. The Bethe and Kikuchi approximations are computed using the approximate 
entropy expression Eq. 7 with exact marginals and by choosing B as the set of all pairs and 
all triplets, respectively. 
and Pa(xe) = Pe(xe) implies Pw(xe) = pe(xe)· In the following, 0: and (3 will 
be from B and M respectively, unless otherwise stated e. 
Adding Lagrange multipliers for the constraints we obtain the Cluster 
Variation free energy: 
Fcvm({Pa(xa)}, {Aa}, {Aae(xe)}) = L aa LPa(Xa) (Ha (xa) + logPa(xa)) 
aEU x", 
- L Aa (LPa(Xa) -1) - L L L Aae(xe)(Pa(xe) -Pe (xe)) 
aEU x", aEU eCa xl' 
(9) 
3 Iterating Lagrange multipliers 
Since the Moebius numbers can have arbitrary sign, Eq. 9 consists of a sum of 
convex and concave terms, and therefore is a non-convex optimization prob­
lem. One can separate Fcvrn in a convex and concave term and derive an 
ern fact, additional constraints can be removed, when clusters in M contain sub clusters in 
M. See Kappen and Wiegerinck16. 
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iteration procedure in Po: and the Lagrange multipliers that is guaranteed to 
converge17. The resulting algorithm is a 'double loop' iteration procedure. 
Alternatively, by setting (){)Fc(vm), a E U equal to zero, one can express Po. XQ 
the cluster probabilities in terms of the Lagrange multipliers: 
(10) 
(11) 
The remaining task is to solve for the Lagrange multipliers such that all 
constraints (Eq. 8) are satisfied. There are two ways to do this. One is to 
define an auxiliary cost function that is zero when all constraints are satisfied 
and positive otherwise and minimize this cost function with respect to the 
Lagrange multipliers. This method is discussed in Kappen and Wiegerinck16. 
Alternatively, one can substitute Eqs. 10-11 into the constraint Eqs. 8 
and obtain a system of coupled non-linear equations. In Yedidia et al.12 a 
message passing algorithm was proposed to find a solution to this problem. 
Here, we will present an alternative method, that solves directly in terms of 
the Lagrange multipliers. 
Consider the constraints Eq. 8 for some fixed cluster (3 and all clusters 
a :J (3 and define B(3 = {a E Bla :J (3}. We wish to solve for all constraints 
a :J (3, with a E B(3 by adjusting Aa(3, a E B(3. This is a sub-problem 
with IB(31 IX(3 I equations and an equal number of unknowns, where IB(31 is 
the number of elements of B{3 and IXj31 is the number of values that xj3 can 
take. The probability distribution Pj3 (Eq. 11) depends only on these Lagrange 
multipliers, up to normalization. Po: (Eq. 10) depends also on other Lagrange 
multipliers. However, we consider only its dependence on Aa(3, a E Bj3, and 
consider all other Lagrange multipliers as fixed. Thus, 
(12) 
with Pa independent of Aa{3, a E B{3. 
Substituting, Eqs. 11 and 12 into Eq. 8, we obtain a set of linear equations 
for Aa{3 (x{3) which we can solve in closed form: 






IB I af3 + f3 
We update the probabilities with the new values of the Lagrange multipliers 
using Eqs. 11 and 12. We repeat the above procedure for all f3 E M until 
convergence. 
4 Numerical results 
We show the performance of the Lagrange multiplier iteration method (LMI) 
on several 'real world' directed graphical models. For undirected models, 
see Kappen and Wiegerinck16. First, we consider the well-known chest clinic 
problem, introduced by Lauritzen and Spiegelhalter15. The graphical model is 
given in figure 3a. The model describes the relations between three diagnoses 
(Tuberculosis(T) , Lung Cancer(L) and Bronchitis(B), middle layer) , clinical 
observations and symptoms (Positive X-ray(X) and Dyspnoea(D) (=shortness 
of breath), lower layer) and prior conditions (recent visit to Asia(A) and 
whether the patient smokes(S)) .  In figure 3b, we plot the exact single node 
marginals against the approximate marginals for this problem. For LMI, 
the clusters in B are defined according to the conditional probability tables, 
i.e. when a node has k parents, a cluster of size k + 1 on this node and its 
parents is included in the set B. Convergence was reached in 6 iterations. 
Maximal error on the marginals is 0.0033. For comparison, we computed the 
mean field and TAP approximations, as previously introduced by Kappen and 
Wiegerinck1o. Although TAP is significantly better than MF , it is far worse 
than the CVM method. This is not surprising, since both the MF and TAP 
approximation are based on single node approximation, whereas the CVM 
method uses potentials up to size 3. 
Secondly, we consider a graphical model that was developed in a project 
together with the department of internal medicine of the Utrecht Academic 
hospital. In this project, called Promedas, we aim to model a large part of in­
ternal medicine18. The network that we consider was one of the first modules 
that we built and models in detail some specific anemias and consists of 91 
variables. The network was developed using our graphical tool BayesBuilder19 
which is shown with part of the network in figure 4. The clusters in B are de­
fined according to the conditional probability tables. Convergence was reached 
in 5 iterations. Maximal absolute error on the marginals is 0.0008. The mean 
field and TAP methods perform very poorly on this problem. 
Finally, we tested the cluster variation method on randomly generated 
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(a) Chest clinic 
graphical model 
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(b) Approximate inference 
Figure 3. a) The Chest Clinic model describes the relations between diagnoses, findings and 
prior conditions for a small medical domain. An arrow a -+ b indicates that the probability 
of b depends on the values of a. b) Inference of single node marginals using MF, TAP and 
LMI method, comparing the results with exact. 
directed graphical models. Each node is randomly connected to k parents. 
The entries of the probability tables are randomly generated between zero 
and one. Due to the large number of loops in the graph, the exact method 
requires exponential time in the so-called tree width, which can be seen from 
Table 1 to scale approximately linear with the network size. Therefore exact 
computation is only feasible for small graphs (up to size n = 40 in this case) . 
For the CVM, clusters in B are defined according to the conditional prob­
ability tables. Therefore, maximal cluster size is k + 1. On these more chal­
lenging cases, LMI does not converge. The results shown are obtained with 
the auxiliary cost function as that was briefly mentioned in section 3 and 
fully described in Kappen and Wiegerinck16. Minimization was done using 
conjugate gradient descent. The results are shown in Table 1. 
5 Conclusion 
In this paper, we have described two approaches to computer aided medical 
diagnosis. The rule based approach directly models the diagnostic decision 
tree. We have shown that this approach fails to pass the test of clinical 
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Figure 4. BayesBuilder graphical software environment, showing part of the Anemia net­
work. The network consists of 91 variables and models some specific Anemias. 
n Iter ICI Potential error Margin error Constraint error 
10 16 8 0.068 0.068 5.8e-3 
20 30 12 0.068 0.216 6.2e-3 
30 44 16 0.079 0.222 4.5e-3 
40 48 21 0.073 0.218 4.2e-3 
50 51 26 - - 3.2e-3 
Table 1. Comparison of CVM method for large directed graphical models. Each 
node is connected to k = 5 parents. 101 is the tree width of the triangulated graph 
required for the exact computation. Iter is the number of conjugate gradient descent 
iterations of the CVM method. Potential error and margin error are the maximum 
absolute error in any of the cluster probabilities and single variable marginals com­
puted with CVM, respectively. Constraint error is the maximum absolute error in 
any of the constraints Eq. 8 after termination of CVM. 
relevance and we have given several reasons that could account for this failure. 
The alternative approach uses a probabilistic model to describe the rela­
tions between diagnoses and findings. This approach has the great advantage 
that it provides a principled approach for the combination of different sources 
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of uncertainty. T he price that we have to pay for this luxury is that proba­
bilistic inference is intractable for large systems. 
As a generic approximation method, we have introduced the Cluster Vari­
ation method and presented a novel iteration scheme, called Lagrange Multi­
plier Iteration. When it converges, it provides very good results and is very 
fast. However, it is not guaranteed to converge in general. In those more 
complex cases one must resort to more expensive methods, such as CCCP 17 
or using an auxiliary cost function16. 
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