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ABSTRACT
The electric activity of living cells is accompanied with changes in their optical and mechanical
properties, which arise from the intrinsic biophysics of the cell membrane. These intrinsic changes can be
used as an indicator for cell electric activity, but, to our knowledge, the intrinsic signal of electric activity has
never been detected in single vertebrate cells. We describe here our development of a quantitative phase
microscopy technique that is capable of detecting the intrinsic changes induced by electric activity in a human
cell line.
Chapter 1 provides introductory material regarding cellular electrophysiology and a review of the
literature on the intrinsic signal of cell electric activity. This chapter also briefly introduces the quantitative
phase microscope. In Chapter 2, we discuss our pilot studies and introduce the electromotility of prestin-
expressing HEK293 cells as a test system. We describe our design of an effective optical detection scheme
based on quantitative phase imaging and frequency domain detection which provides full-field, high
resolution, high sensitivity, quantitative detection of electrically induced optical signals in cells. In Chapter 3,
we demonstrate an improved quantitative phase microscope based on low-coherence interferometry with
enhanced sensitivity and lower noise. We successfully acquired images of the intrinsic optical signal from
electrically stimulated single HEK293 cells. In Chapter 4, we characterized the electrochemical properties and
dynamic properties of the intrinsic optical signal. We argue that the signal is generated through the
electromechanical coupling mechanism called membrane electromotility(MEM). Using the MEM signal as an
indicator of membrane electric activity, we imaged the propagation of an applied potential in a network of
cells in Chapter 5.
Our research shows that high resolution quantitative phase imaging is a powerful tool that can provide
significant insight into the underlying mechanism of cellular intrinsic optical signal of electric activity.
Membrane electromotility imaging provides a novel opportunity for the visualization of the electrical
connectivity of cultured cells.
Thesis supervisor: Michael Stephen Feld
Title: Professor of Physics; Director of George R. Harrison Spectroscopy Laboratory
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Chapter 1
Introduction
1.1. Background and motivations
In 1991, Erwin Neher and Bert Sakmann, the inventors of patch clamp recording
technique received the Nobel prize in medicine for their discoveries concerning the
function of single ion channels in cells. (Hamill, et al. 1981) Patch clamp recording opened
an unprecedented capability to record and control the electrical activity of cells and it
revolutionized the field of electrophysiology. But the weak point of patch clamping
technique was that physical contact of glass micropipette and the cell is required. This
made it very difficult to study the simultaneous electrical activity of multiple interacting
neurons.
If the electrical activity of cells can be observed using optical techniques it would be
best suited for study of the neuronal network and the emergence of network functions. In
the same year, a group of scientists at Bell Laboratories published a paper demonstrating
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"a procedure to detect electrical activity in cultured neurons by changes in their intrinsic
optical properties" and suggested future endeavors "to detect changes in [optical phase]
retardation with a microscope based on a Mach-Zehnder interferometer or to image the
electrical activity with dark-field or interferometric techniques". (Stepnoski, et al. 1991)
This work proved the concept of using intrinsic optical signals to detect electrical activity of
neurons. However this work was done using the neurons of sea slugs which have very
different size and optical properties than neurons from vertebrates. It turned out that
detection of intrinsic optical signals is significantly more challenging with vertebrate
neurons.
Because of its potential impact in neuroscience and clinical applications, optical
techniques capable of detecting electrical activity in mammalian neurons have been
continually studied and improved. Mechanical and optical properties closely related to
electrical activity of nerve terminals (Kim, et al. 2007) and brain tissue of rats (David M.
Rector 2001) have been observed by using various optical techniques, but the
understanding of the underlying mechanism has been incomplete.
In G. R. Harrison Spectroscopy Laboratory at MIT, as we were developing various digital
interferometric microscopy techniques that provide a new level of speed and sensitivity in
optical imaging, we hypothesized that these techniques would be capable of detecting
intrinsic signals of electric activity in mammalian cells. After years of effort, we successfully
demonstrated the first optical wide-field imaging of intrinsic optical signal induced by
electrical activity of single cells in human cell line culture. The result of this research is
described in this thesis.
1.2. Outline of thesis
The remaining of Chapter 1 will summarize the background knowledge of cellular
electrophysiology, and also briefly introduces the quantitative phase microscope which we
will fully described in later chapters. We review the existing methods for intrinsic optical
imaging of electrical activities from neurons and discuss the existing models of the origins
of intrinsic optical signals of electrical activity of living cells.
In Chapter 2, we discuss the design of optical device for intrinsic signal of electrical
activity in mammalian cells based on our pilot studies. We also introduce the
electromotility of prestin-expressing HEK293 cells as a test system. We describe our
effective experimental design based on quantitative phase imaging and frequency domain
detection which provides full-field, high resolution, high sensitivity, quantitative detection
of electrically induced optical signals in cells.
In Chapter 3, we demonstrate an improved quantitative phase microscope based on
low-coherence interferometry with enhanced sensitivity and lower noise. We successfully
acquired images of the intrinsic optical signal from electrically stimulated single HEK293
cells.
In chapter 4, we characterized the electrochemical properties and dynamic properties
of the intrinsic optical signal observed using our instrument. We argue that the signal is
generated through the electromechanical coupling mechanism called membrane
electromotility (MEM).
In Chapter 5, we demonstrated multi-cell imaging capability. Using the MEM signal as
an indicator of membrane electric activity, we imaged the propagation of an applied
potential in a network of cells. The gap junction mediated electrical coupling in the cell
network was successfully detected with single cell resolution.
Our research shows that high resolution quantitative phase imaging is a powerful tool
that can provide significant insight into the underlying mechanism of cellular intrinsic
optical signal of electrical activity. Membrane electromotility imaging (MEM imaging)
provides a novel opportunity for the visualization of the electrical connectivity of cultured
cells. In Chapter 6, we discuss the perspective for the future of utilizing and understanding
the mechanism of intrinsic optical signals of electrical activity of living cells.
Specific aims of the thesis
" Development of optical instrument that detects and utilizes the intrinsic optical
signal of electrical activity in mammalian single cells. -- Chapter 2 and 3
e Understanding the origin of the intrinsic optical signals from single mammalian
cells. - Chapter 4
e Demonstration of the feasibility of intrinsic optical imaging of electrical activity in
multiple cells with individual cell resolution. + Chapter 5
1.3. Cellular electrophysiology
Various events at the membrane of a living cell generate electricity. The cell membrane
is double layer of phospholipids with embedded proteins among which are ion pump
proteins and ion channel proteins. The active and passive transport of ions through these
membrane proteins result in asymmetric distribution of ions across the cell membrane,
which causes electrical potential gradient, the membrane potential, across the membrane.
The electricity of the living cells are linked to diverse biological functions.
The most amazing example among such biological functions is found in the nervous
system. The brain is called the organ of the mind and the nervous system as a whole is the
basis of all cognitive functions. The function of the nervous system is intrinsically linked to
electrical activity of neurons and glia cells. Neurons exhibit pulse-like changes in the
membrane potential called the action potential (Figure 1). Action potentials propagate
along the fine projections of neurons, transmitting the electrical event over a long distance
in the body. The link between the information process in the nervous system and the
electrical activity of individual neurons and glia cells is still not well understood and is a
subject of tremendous research effort.
Electrical activity is also vital to the function of many other organs. The pancreas is an
important hormone secreting organ and host of pancreatic p-Cells which are responsible
for insulin secretion from the islets of Langerhans. P-Cells exhibit a complex electrical
activity upon stimulation with glucose including repeated bursts and continuous spiking
which propagate within the islet. These electrical activities are strongly correlated with the
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Figure 1 Action potential of a neuron. The first action potential recorded intracellularly from a neuron, by
Hodgkin and Huxley; inset, the electrode inserted into a giant squid axon. Reproduced from (Scanziani 2009).
@ 2009 Macmillan Publishers Limited.
release of insulin. Contraction of muscle cells are stimulated by electrical impulses from
motor neurons or pacemaker cells. Sensory organs generate electrical activity when
stimulated with external stimulus. The retina in the eye, the organ of Corti in the inner ear,
and the taste buds of the tongue and the nose all have sensory cells which encode the
sensory information in the electrical activities.
Various forms of electrodes have been developed to detect the membrane potential
change of cells. For extracellular recording, a metal electrode can be coated with insulating
material except at the tip, which can be put close to a cell to detect the change in membrane
potential. The membrane potential can be measured from the inside of the cell using
electrolyte filled glass micropipettes with silver-silver chloride electrodes. The tip of the
intracellular recording micropipette is made very sharp and penetrates the cell membrane
to access the inside of the cell. In patch clamp recording, the opening of the micropipette is
a few microns large and is sealed with the cell membrane with high electrical resistance,
making it possible to measure and control the electrical activity of individual cells with high
sensitivity.
1.4. Optical imaging of electrical activity
NEED FOR OPTICAL DETECTION OF MEMBRANE POTENTIAL
With increasing knowledge of molecular and cellular physiology of single neurons,
efforts have been made to answer how the nervous system's functions emerge from the
concerted electrical activity of network of neurons. The top-down approach is to study the
electrical activity of neurons in nervous system of known function. The bottom-up
approach is to construct a simple network of neurons and look for the outcome of
concerted electrical activity. In both approaches, it is essential to observe multiple cells or
multiple points in a cell.
Though the patch-clamp technique is an excellent tool to measure and control electric
activity with high signal-to-noise ratio, its application in multi-cell systems is limited
because of the physical constraint of putting a glass electrode on the cell under study. In
contrast, extracellular recording provides simultaneous detection from multiple cells. In
extracellular electrode recording, a metal or semiconductor electrode which works like an
antenna is placed in the brain tissue. The electrode picks up the signature of the action
potential from neurons in the neighboring area. Different neurons are isolated by the shape
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of the waveform and the firing characteristics. Furthermore, since the induction in the
electrode decreases with the distance from the spiking neuron, it is possible to distinguish
different neurons by using multiple electrodes. Ideally, by increasing the number of
electrodes it is possible to identify as many neurons in the brain as desired. Nevertheless, a
strong disadvantage is that there is no way to identify the anatomy of the recorded
neurons. The error in the spike sorting is another major problem.
The ideal setting for the study of a neuronal network would provide (1) images to
identify the individual neurons within the network, (2) probes to measure the electrical
activity of multiple neurons simultaneously and (3) means to control the activity of
individual neurons among the network. Optical imaging has great strength and potential in
meeting all three of these requirements.
OPTICAL PROBE OF ELECTRIC ACTIVITY IN LIVING CELLS
New optical microscopy techniques have been a driving force in neurobiology and
medicine. Multi-photon microscopy made it possible to obtain high resolution images from
deeper parts of brain tissue. (Brian A. Wilt 2009) Also, micro-endoscopic imaging led to
important observations in the deep brain area of living animals. (Brian A. Wilt 2009)
Various fluorescence tags are available for identifying different types of neurons.
Genetically encoded fluorescence proteins eliminated the need to deliver the dye to the
cells and enabled highly selective tagging in living animals. (Liqun Luo 2008) Also, a recent
breakthrough made it possible to optically control the electrical activity of cells. Light-
sensitive ion channels can be used to excite and mute the electrical activity of cells by light.
These ion channels can be expressed in specific subpopulation of neurons in living animals
by genetic manipulation. (Liqun Luo 2008)
Optical probing of electrical activity shares the great advantages of optical imaging, that
includes spatial resolution, depth penetration, the possibility for simultaneous
measurements from multiple cells, and to the ability to target specific subpopulations of
cells through genetic engineerging. Accordingly, there has been immense effort to develop
and improve optical probes of electrical activity in cells.
EXISTING OPTICAL PROBES OF ELECTRIC ACTIVITY IN LIVING CELLS
An optical probe of electrical activity requires a mechanism that converts the
membrane potential into an optical signal. Table 1 lists the classes of optical probes of
electrical activity of neurons. Most existing optical probes available for study of the
mammalian system rely on a chemical agent that couples fluorescence with the electric
activity of cells. As a matter of fact, the majority of optical probes convert the downstream
events of electrical activity rather than the electric activity itself (Table 1). The most notable
downstream event that is tightly coupled with electric activity is the fluctuation of calcium
ions. Calcium is a major signaling molecule in neurons, and synaptic input and membrane
voltage fluctuations often trigger changes in calcium concentration. Hence, fluorescence
calcium indicators have long been successfully used to infer electric activity in neurons. But
calcium is also involved in many other metabolic activities of cell and careful calibration is
therefore required for quantitative measurements. Some calcium indicators act as buffers
of calcium and affect the natural dynamics of calcium fluctuation that would
Type of molecule Illustration Type of molecule Illustration
Measuring Measuring
Voltage sensors Optical Light Receptor/channel
probe F reporters
Membrane
Calcium sensors Channel Synaptic release
Ca2+ reporters Synaptic
bouton
Neuron
Table 1 Classes of optical probes used for measuring neuronal activity. Representative examples of
probes in current use are provided, along with relevant citations. The illustrations show in schematic form
the operation of the respective probes. Adopted from (Scanziani 2009) @ 2009 Macmillan Publishers
Limited.
occur in the absence of the indicator. The calcium ions' dynamics is about an order of
magnitude slower than that of electric activity, limiting the temporal resolution of electric
activity measurements. (Figure 2) As a result, the relationship between calcium signals and
voltage should be carefully addressed in a neuron-specific manner.
Direct voltage-sensing probes employ molecules inserted to the plasma membrane.
The influence of the transmembrane potential on these molecules can be optically detected
using fluorescence, FRET (F6rster resonance energy transfer) or SHG (Second Harmonic
Generation). Their signal-to-noise ratio is not yet as high as that of widely successful
calcium sensitive probes, and they are not yet minimized with phototoxicity and bleaching.
Also, the insertion of exogenous molecules in the plasma membrane can alter the spiking
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properties of neurons. There are on-going efforts for improving of voltage sensitive
molecular probes through rational probe design and high-throughput screening methods.
INTRINSIC OPTICAL SIGNAL OF MEMBRANE POTENTIAL
A very different approach for a voltage probe for living cells makes use of the
endogenous property of living cells instead of inserting exogenous probe molecules.
Intrinsic optical signals that accompany electric activity of brain and nerve fiber have been
studied for decades. Because they do not require dye, they have clear benefit for clinical
applications. Intrinsic optical signals have been very successful in low-resolution(>100pm)
brain imaging and widely used in vivo experiments. But use of intrinsic optical signals for
cellular resolution has been largely unexplored. In the next section, we will discuss current
knowledge of cellular intrinsic optical imaging.
loose-patch 10
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Figure 2 Calcium fractional fluorescence change AF/F and simultaneous intracellular membrane potential
Vm. (Let) The nonlinear relationship between burst-like electric spikes and slower somatic calcium dynamics.
(Right) The complex modulations of the calcium signal and their relationship to voltage. Reproduced from
(Laurent Moreaux 2008) @ 2008 Moreaux and Laurent.
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Figure 3 Voltage sensitive dye converts membrane potential to fluorescence whose intensity level is
modulated by the potential. A. Averaged optical responses (black traces) to complex spike-like burst of
membrane potential (red traces) recorded from the soma (n=16 sweeps) and dendrite (n=13 sweeps) of a
Purkinje neuron indicated in the confocal image (yellow crosses in the insert). B. Fluorescence change of the
voltage sensitive dye due to the action potential recorded from different locations (yellow crosses) within the
same cell. Average responses from the axon (blue, n=9 sweeps), soma (black, n=14), and dendrite (red, n=10)
are shown to the left. Traces have been temporally aligned with respect to the electrically recorded action
potential and superimposed below the image. Reproduced from (Bradley, et al. 2009). @ 2009 Society for
Neuroscience
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1.5. Methods for intrinsic optical signal detection
LIGHT SCATTERING TECHNIQUES
Changes in light scattering properties accompany electric activity of cells. (Stepnoski, et
al. 1991) One way to observe light scattering changes is to image the sample using
darkfield microscopy. Darkfield microscopy forms images only with light scattered by the
sample, and therefore provides better signal-to-noise ratio than common trans-
illumination (bright field) microscopy. Alternatively, back-scattered light can be imaged
using epi-illumination. The advantage of epi-configuration is that it can be easily applied to
in vivo imaging. Angle resolved light scattering can provide additional information about
the optical properties of the scatterer. But detection is limited to one point. Light scattering
based techniques were successful in detecting intrinsic optical signals in both invertebrate
(Figure 4, Figure 5) (Stepnoski, et al. 1991) and vertebrate preparations (Figure 6) (David M.
Rector 2001), but with limited spatial resolution. Sub-cellular resolution imaging has never
been achieved using light scattering signals, and the origin of the intrinsic optical signal has
not clearly been demonstrated.
OPTICAL INTERFEROMETRY FOR MOTION SENSING
Electric activity of spiking neurons or nerves are accompanied by small motion that can
be measured using atomic force microscopy(AFM). It is not yet clear if the displacement or
deformation is the predominant source of the light scattering signal. This mechanical signal
can be optically measured in various ways. In early attempts, change of light intensity due
to occlusion by the moving edge of nerve was measured using a photo detector, or the
25
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Figure 4 Darkfield light scattering measurement of a spiking Aplysia neuron faithfully follows the
membrane potential. The area of membrane in the field was 1 x 10ptm 2 and consisted almost exclusively of
old outgrowth. Data are the averaged over 500 traces. (Stepnoski, et al. 1991) @1991 the National Academy
of Sciences
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Figure 5 (A) Angle-resolved light scattering of the Aplysia axon. Intensity of scattered light S(0)
measured as a function of the scattering angle 0 for an axon (R = 5.8 pm) after 2 days in vitro. (B) Static
scattering pattern of a neuron (R = 5.0 ptm) for which the change in intensity AS was measured at select
angles as a function of electrical activity. +, Angles at which an increase in intensity was observed
concomitant with a spike; -, angle at which a decrease was observed; o, angle at which no change was
discernible. (B inset) Change in intensity at two angles in response to the injection of a pulse of current. The
intracellular record of the spike is shown below. Data points are the averaged over 200 traces. (Stepnoski, et
al. 1991) @1991 the National Academy of Sciences
light scattering of a bead attached to a nerve was measured. Interferometric probes are
better suited for quantitative measurement of such small displacements (Figure 7). Since the
size of the motion is usually less than a wavelength of light, phase sensitive interferometry
is required. Phase sensitive optical coherence tomography is also well suited for sensitive
displacement detection (Figure 8). These techniques have successfully detected spiking of
invertebrate samples (Fang-Yen, et al. 2004), but not yet in vertebrate samples.
POLARIZATION MEASUREMENT
Birefringence is known to be an intrinsic optical signal of membrane potential in
invertebrate cells which offers a substantial signal-to-noise ratio. Using a polarization
microscope, change in birefringence of 1 : 104 signal-to-baseline ratio was obtained in a
lobster nerve (Figure 9) (Foust and Rector 2007). The time course of birefringence change
follows the membrane potential with good precision . However, birefringence optical
signals have not yet been detected in vertebrate cells.
NONLINEAR OPTICAL METHODS
Using nonlinear optical responses of contrast agents such as voltage-sensitive dyes has
been a way to increase the signal-to-noise ratio of such contrast agents in highly scattering
environment. Only recently, the nonlinear optical signatures of intrinsic neuronal activity
was identified. Self-phase modulation (SPM) is a nonlinear process through which the
spectrum of an optical pulse can change. SPM signals were shown to have correlation with
the activation of rat hippocampal tissue in the time scale of minutes. (Fischer, et al. 2008)
Phyuishp
Figure 6 Scattered light imaging using fiber optic image conduit employs a form of darkfield illumination.
(Top left) A picture of the image probe. (Bottom left) A schematic of the probe is shown in the lower panel.
The image conduit or light guide (L.G.) is in direct contact with both the tissue and detector (photodiode or
CCD camera). Light delivered to the tissue around the perimeter of the probe penetrates into tissue before
scattering back into image conduit fibers. (Right) Epi-illumination imaging probe can be used in vivo imaging
of light scattering signal coupled to electric activity of neurons. (David M. Rector 2001) @ 2001 Elsevier
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Figure 7 Interferometric detection of nerve displacement induced by electric spiking. (Top Left)
Schematic diagram of interferometer. Dashed box, Michelson interferometer. SLD, superluminescent diode;
AOM1, AOM2, acousto-optic modulators; M1, M2, mirrors; C1-C3, optical circulators; 13S, beam splitter; PD1,
PD2, InGaAs photodetectors; HeNe, guide laser; WDM, wavelength division multiplexer; 1's and 2's, surfaces
of the sample and of the reference gap. (Top Right) Nerve chamber. (Bottom left and right) Simultaneously
measured displacement and electric activity of lobster waling leg nerve. (Fang-Yen, et al. 2004) © 2004
Optical Society of America
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Figure 8 (Left) Schematic of a free-space spectral-domain OCT/OCM system. The output of the laser is
split into reference and sample arms (region II). The combined reflections from the reference and sample arm
are detected by a spectrometer (region I) giving a depth profile of the sample. The scanning mirrors move the
beam across the sample to construct an image. (BS) beamsplitter, (M) mirror, (P) pinhole, (G) diffraction
grating, (CCD) CCD line camera, (S) scanning mirrors, (0) objective. (Right) M-mode scattering image and
membrane voltage of a single Aplysia bag cell neuron in culture during a train of stimulation pulses. The beam
was positioned over the axon hillock of the neuron. Stimulation of the neuron causes an increase in the
scattering intensity from the cell membrane. (Graf 2009) @ 2009 Optical Society of America
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Figure 9 Voltage sensitive dye signal (VSD) and birefringence signal (BIR) induced by electrical
stimulation of lobster walking leg nerve. The vertical lines indicate the time of stimulus. Each trace is an
average of 100 measurements. Recordings were taken before (thin traces), immediately after (arrowed
traces), and 2 min after (thick traces) 20 nM TTX introduction. VSD and BIR signals were collected during
separate experiments. (Foust and Rector 2007) © 2007 Elsevier
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1.6. Existing models for intrinsic signals of electrical
activity
There are two main proposed mechanisms that explain how electrical activity of an
individual cell can generate optically detectable signatures - the swelling model (water flux
model) and the birefringence model (membrane dipole model). Note that these models
were developed based on observations made from different animal species using different
techniques. It is possible that both of these mechanisms may be present in neurons or non-
neuronal cells from a given animal species, and the signal strength may depend on the
animal species, cell types, and the detection methods.
SWELLING MODEL
Both light scattering signals and mechanical signals were observed in spiking nerve
terminal of mouse neurohypophysis (Kim, et al. 2007), frog retina (Yao and George 2006)
and rat barrel cortex (Rector, et al. 2005). Changes in light scattering intensity and
deflection of AFM probe were correlated with each other and both followed membrane
potential with millisecond temporal resolution and sensitivity. It was proposed that the
optical and mechanical signals were based on nanometer size swelling of cell body caused
by water entry along the inward sodium current during the action potential (Kim, et al.
2007) or by the water flow due to the osmotic pressure (Su, Liu and Peng 2007).
DIPOLE MODEL
In Aplysia neurons, the light scattering change was attributed to the change of
birefringence of the membrane. (Stepnoski, et al. 1991) The plasma membrane has dipoles
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which preferentially align in the direction normal to the membrane due to the
transmembrane electrical field (Figure 10). Depolarization of the membrane potential will
reduce the degree of alignment Suppose that the refractive index of the membrane is n, in
the direction normal to the membrane and n0 = nz in the direction tangent to the
membrane, while d is the thickness of the membrane and AV is the change of the
membrane potential. Then the voltage-dependent change of the refractive indices were
estimated to be
n(1 )AV
Anr 
-2Anq = -2Anz= d
,n) = 1.2 + 0.4 x 10lcm
VCOC V=O
Figure 10 The dipole in the membrane is aligned along the direction of the transmembrane electric field.
(Stepnoski, et al. 1991) @1991 the National Academy of Sciences
1.7. Membrane electromotility (MEM)
In mammalian cells, membrane potential is coupled with cell membrane tension (Ping-
Cheng Zhang 2001). The membrane potential modulates the tension of the plasma
membrane with the efficiency of about 70nN/m per mV. This membrane tension induces
motion of the cell membrane by a few nanometers which has been measured first by AFM
and later with optical tweezers. This so-called membrane electromotility (MEM) comes
from the electromechanical energy transduction at the lipid bilayer and is distinct from the
well known electromotility of outer hair cell whose motion is driven by voltage dependent
motor proteins in the membrane. Zhang et. al. proposed that trans-membrane potential
affects ion accumulation on either side of the membrane, where the lateral repulsion of
ions affects the net surface tension. (Ping-Cheng Zhang 2001)
MEM has been has not been identified as the mechanism of intrinsic optical signal of
electrical activity (Kim, et al. 2007). However we propose that the membrane potential
modulation can generate MEM induced motions that can be detected using quantitative
phase microscopy or other high sensitivity interferometric techniques. Since MEM derives
from general interfacial properties of the lipid membrane, all the cell types will possess
MEM. Also MEM is directly coupled to membrane potential and is likely to have fast
response time.
1.8. Quantitative phase microscopy
Light has both particle and wave features. Conventional light microscopy techniques for
biology have been focused on collecting more photons to identify the origin in space with
the smallest spatial uncertainty Ax. On the other hand, recent light field-based microscopy
techniques aim to measure the wave properties of light with high precision, minimizing the
uncertainty in the wave vector Ak. The wave properties can be observed using
interferometry. Quantitative phase microscopy is an interferometric technique that
provides quantitative phase information about the light.
Quantitative phase provides unique information about unstained live cells. Light travels
slower in the cell than in the medium due to the relatively higher refractive index of cells,
which causes a relative phase delay of light in the cell with respect to that in the medium.
The magnitude of the phase delay is approximately proportional to both the thickness and
the average refractive index of the specimen. Specifically, the physical relation between
phase and optical path is given by A#(x, y) = 2 (nave - nmedium )d(x, y), where A#(x, y) isA
the phase induced by the cell, d(x, y) the cell height map, nae, is the averaged refractive
index of cell, nmium is the refractive index of medium, and X is the wavelength of the light
source in air.
We will compare the quantitative phase measurement with the intensity base optical
techniques in the next chapter. We will introduce two different forms of quantitative phase
microscopes in Chapter 2 and Chapter 3.
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Chapter 2
Experimental design for the detection of
electrical activity in cells
2.1. Motivation
The specific aim of our investigation was to detect any kind of optical signal correlated
to the electric activity of a human cell line. There were multiple alternative approaches to
the design of optical apparatus, schemes for electric stimulation, choice of sample
preparation, and analysis method to extract small signals from raw data. Therefore our
initial effort was focused on testing the alternative approaches to find out the most suitable
experimental design. In doing so, we came up with the most successful design, which is
quantitative phase imaging combined with frequency domain detection. In this chapter, we
will discuss the pros and cons of alternative designs and the success of the final design.
2.2. Choice of sample preparation
With the view to apply our technical development for neuronal activity detection, we
considered various options for sample preparation. Samples can be drawn from animals
with various closeness to the human nervous system. Setting aside human brain in vivo
studies, the preparations from mammals are most similar to human brain tissue. Note that
an optical detection system capable of detecting intrinsic optical signals in invertebrate
samples is incapable of detecting such signals from vertebrate samples. This is because
invertebrate neurons are typically larger and more optically scattering than vertebrate
neurons. Invertebrate nervous systems have also been used to make important
neuroscience discoveries, but we aim to optically detect electrical activities of vertebrate
neurons because vertebrate nervous system is indispensible for studying high-level
functions. Therefore, in developing our optical detection apparatus, it should be tested with
cells that have the same optical properties as human brain cells. Considering this, brain
tissue from rats, mice, cats, or monkeys as well as human cell lines would be appropriate
model systems.
Neural tissue can also come in various level of intactness. Whole brain in vivo studies
allow one to see the activity of cells in their most natural state, but constrains the
invasiveness of the optical probes. With human subjects, diffuse scattered light is detected
through the skull, or the open surface of the brain is imaged during surgical operations
(Steinbrink, et al. 2005, Prakash, et al. 2009). With animals, high resolution brain surfaces
imaging as well as endoscopic probes into deep brain tissue were developed (Brian A. Wilt
2009). Acute brain slices are freshly excised from the animal immediately before the
experiment, preserving the local architecture of neuronal networks. Excised brain tissue
can also be cultured as slice culture or broken down to individual cells and cultured on a
dish as a single layer. Cells obtained from animals as in these preparations are called
primary cells. Primary cells have finite life time in culture. Immortalized cell lines are
altered in some of their genes so that cells can proliferate in culture indefinitely. Cell lines
come with representative characteristics of particular cell types similar to those found in
animals. For example, neuronal cell lines can grow axons and dendrites and fire action
potentials like neurons. Monolayer cell cultures of primary cells or cell lines are equally
advantageous for high resolution imaging because individual cells are most optically
accessible. By using immortalized cell lines, unnecessary sacrifice of animals can be
avoided.
If the optical apparatus is designed to measure one point at a time, it is necessary to
select a region of interest. One can use a large region of interest and average the signal from
an entire cell, or select a subcellular region of interest. For example, in our initial
investigation, we used both primary rat neuron culture as well as neuronal cell lines. The
cell bodies of neurons from these preparations are about 10 ptm in diameter, with fine
outgrowths whose diameters range from 1pm to smaller and length spans typically more
than 50pm. Our test optical apparatus had high magnification (e.g. 40x) and we could
selectively observe the cell body or the fine processes. Size of the sample structure affects
the signal-to-noise ratio. Conventional dye based voltage-sensitive detection often has
better signal-to-baseline ratio (AF/F) in fine outgrowths than in thick cell bodies because
the amount of dye responsive to the membrane potential is proportional to the surface
area, whereas the amount of unresponsive dye is proportional to volume. Similarly, the
light scattering signal of aplysia membrane potential has been shown to have larger signal-
to-baseline ratios in finer structures. This is because the cytoplasm of aplysia neurons are
highly scattering. Hence, baseline light scattering is proportional to the volume but the
voltage dependent light scattering is proportional to the surface area. Mammalian cells in
general are very transparent and baseline scattering comes from both the surface
scattering and the internal structure. Furthermore, the light scattering of the internal
structure strongly depends on the condition of the cell. Cytoplasm of normal cells in
healthy condition is more optically homogeneous and scatters less light than cells under
stressful conditions because highly scattering stress granules form in the cytoplasm.
Our initial experimental apparatus for neurons failed to detect any light scattering
signals from either the cell body or fine outgrowths, and we could not draw conclusions
regarding the signal-to-baseline ratio advantage of fine versus large structure in
mammalian neurons. In our subsequent study using non-neuronal preparations, we
developed a full field imaging apparatus that removes the need to select subcellular
structures for detection. Also, in the transmission geometry the photon count is nearly
constant over the field of view, rendering the instrumental noise constant. Hence, the
signal-to-noise ratio is mostly from the optical noise of the sample.
2.3. Choice of electrical stimulation method
Different settings of electrical stimulation can generate different sets of events in a cell.
Action potentials in neurons can be triggered using a brief current stimulus delivered using
a patch clamping electrode or external electrode. The action potential is the natural mode
of electric activity in neurons. It results from various cellular functions and events,
including transmembrane electric field, opening and closing of voltage sensitive ion
channels, large change in the flux of potassium and sodium ions and subsequent increase in
calcium ion level. Observations in invertebrate neurons showed that the time course of
intrinsic optical signals is very close to that of the membrane potential rather than other
related cellular events. These events can also be manipulated using chemical agents.
Alternatively, the membrane potential of a cell can be modulated in any arbitrary shape
by using voltage clamping techniques. In the voltage clamping mode, a patch clamping
electrode is coupled to a negative feedback voltage amplifier that sets the potential
difference between the patching electrode and the ground electrode to any desired level.
Membrane potential modulation using voltage clamping can activate voltage sensitive
channels in neurons, which may result in rapid changes in current. Such rapid changes in
current can distort the voltage clamping and also result in excessive water flux and make
the cell swell. For the simplicity of voltage clamping, these ion channels can be blocked
using tetrodotoxin (TTX, sodium channel blocker) and tetraethylammonium (TEA,
potassium channel blocker). On the other hand, non-neuronal cells do not have these
particular voltage-sensitive ion channels, and their electric properties can be described
with passive electric components such as resistance and capacitance. A non-neuronal cell is
a convenient sample for membrane potential modulation using voltage-clamping, but it will
lack any neuron-specific properties.
In summary, both the action potential of the neuron and voltage clamped non-neuronal
cell lines make good model systems for the intrinsic optical signal of electrical activity with
various characteristics.
2.4. Choice of optical apparatus configuration
The first things to decide in designing the optical apparatus is whether to put the light
source and optical detector on the same side of the sample (epi-illumination) or on the
opposite sides of the sample (trans-illumination), whether to put the detector in the image
plane or in the Fourier plan; and whether to count the scattered photons or make use of the
wave properties of light.
INTENSITY MEASUREMENT TECHNIQUES
First, we will consider intensity based techniques. Most optical apparatus that measures
light in Fourier plane measures angle resolved light scattering. Forward light scattering has
the largest peak at the zero angle and rapidly decreases with increasing angle (Figure 5).
Light scattering signals can be spread over many orders of magnitude in weakly scattering
samples such as mammalian neurons. Therefore, it is important to optimize the dynamic
range of the light scattering detection system. Common charge coupled device (CCD)
cameras have a typical dynamic range of 16 bits, which provides 5 orders of magnitude
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dynamic range. Photo detector arrays provide excellent dynamic range but often come in
smaller array size that compromise angular resolution. A rotating photo detector does not
have such problem and was used to perform the angle resolved light scattering
measurements of spiking Aplysia neurons. (Stepnoski, et al. 1991) But optimization of the
optical apparatus will be necessary to apply to mammalian neurons, where the light
scattering is significantly weaker.
Backward light scattering measurements also require large dynamic range. Since
backward light scattering occurs at the interface between different refractive indices, the
order of magnitude of scattered light intensity can be estimated using the Fresnel
equations. The reflection coefficients for s-polarized light and p-polarized light are given by
(Hecht 1997):
[sin(o0 o. )- 2 n1 cosO -n 2 cos Ot 2  n icos O -n 2 1 - (isin Oi]
sin(o:+ 0) nc i + n2 COSfC ± n1 cos i +n2 1 sin O);
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a
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respectively.
The refractive index of water is 1.33, and that the range of intracellular structure is
1.36-1.39. The largest refractive index contrast occurs at the outer membrane and the
surface of nucleoli and smaller internal particles. The largest refractive index contrast is
only 0.06 which results in a reflectivity R (reflection coefficient for backward reflection) of
0.0005 which means that 2000 photons need to be delievered to the sample to have one
photon return in the incident direction.
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Figure 11 Reflectance coefficients of interface from n1=1.33 to n2=1.39.
Scattered photons can be more efficiently collected by imaging with high numeric
aperture darkfield imaging techniques which form the image of the sample only with
scattered light by blocking the unscattered light. Because scattered light of many angles is
summed, the size of the signal is larger than in angle resolved light scattering
measurements. However, it is difficult to infer the origin of light scattering intensity
changes from the change of total intensity. Such techniques were successfully applied in
study of the action potential propagation within a single Aplysia neuron. (Stepnoski, et al.
1991) An light scattering experiment of rat brainstem surface reported an interesting light
scattering change that has fast (-30msec) response time, which may be directly induced
from membrane potential (David M. Rector 2001). But due to the low spatial resolution of
the instrument, the origin of the signal could not be determined. Further research will be
needed to understand this potentially useful intrinsic optical signal of electrical activity in
the nervous system.
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INTERFEROMETRIC TECHNIQUES
In contrast with the intensity based techniques, the interferometric techniques measure
both the intensity and phase of the light. Since these two parameters completely describe
the propagation of light in space, the light field measured in any plane can be used to
calculated the field in any other plane. Therefore, the choice of detector location (image
plane or Fourier plane) can be selected to optimize other aspects, especially the effective
use of the dynamic range of the detector. In the trans-illumination setup, weakly scattering
samples have most of the intensity focused in a small scattering angle. Therefore, in the
Fourier plane only small region of a two dimensional detector will have the majority of
photons, and a large area will receive very few additional photons, resulting in less
effective use of the dynamic range in these pixels. On the other hand, the light intensity
distribution of the image of a weakly scattering sample is fairly homogeneous over the field
of view. Therefore, in the image plane, maximum dynamic range of most of the detector
pixels can be utilized.
The choice of epi- and trans-illumination has another important consequence in the
sample-induced phase. Suppose a monochromatic plane wave illuminates a sample
(refractive index n1 , height h) immersed in medium with refractive index no. The sample
induces an additional phase delay to the transmitted light Ap = "(ni - no)h, which is
measured in radians. In the case of a human cell line (n1=1.37, h=10pm) in saline solution
(no=1.33), the cell induces about 4 radians of relative phase delay when probed with
600nm wavelength light.
In the reflection geometry, insertion of a sample introduces additional surfaces at which
reflection can happen. For example, a bead sitting on a cover glass can reflect light at its top
surface and at its bottom surface. The phase induced by a sample in reflection geometry
measures the change of optical path length due to the location of the sample rather than the
optical thickness of the sample. The light travels in the medium less by the sample height
h, reflects at the surface, and travels the same less distance backward. Therefore, the phase
of the reflected light at the top surface is proportional to the top surface height
&p = "2noh, in which the factor of 2 is due to the round trip. This reflected phase is very
sensitive to the height change. For example, a 10 pm tall cell in water (no =1.33) will induce
140 radians of phase shift. Since the reflectivity of cells (especially mammalian cells) is very
small (R-0.0005 in water) most of the illumination is transmitted through the sample.
Often the reflection of the glass surface on which cells are growing is larger than the
reflection from the cells. Reflectivity of the water-glass interface is R-0.0036 for BK7 glass
(n1 =1.5), which is about 7 times greater than water-cell reflectivity. The reflection from
these surfaces can saturate the detector and compromise the useful dynamic range. One
way to tackle this issue is by anti-reflection coating the glass surface. The coating can be
adjusted to provide residual reflectivity which can be used as a reference. Alternatively, the
unwanted reflection can be blocked by confocal gating or coherence gating. Both of the
techniques have depth sectioning capability. The confocal microscope blocks the out of
plane light using a pinhole in the image plane. But it is a point detection technique and the
pinhole signal is scanned over the sample to obtain an image. This requires careful
optimization for imaging of fast events such as the action potential of neurons. Moreover, it
is not easy to register the phase measured at different points into an image. In this context,
using a slit instead of a pinhole can make it possible to construct phase image while using
confocal gating. (Yaqoob, et al. 2009)
In summary, phase detection using interferometric apparatus can have very different
characteristics between transmission and reflection geometry. In transmission imaging the
phase shift is less sensitive to the sample height than in reflection measurements.
Nevertheless, transmission measurements provide much more light intensity than in
reflection, facilitating detection of these smaller signals.
Transmission
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Figure 12 Phase induced by sample in transmission and reflection geometries. In transmission geometry,
the light transmitted through the sample has different phase relative to the background light. The size of the
phase difference between the sample and the background transmitted light is proportional to the sample
thickness and the refractive index difference between the sample and the surrounding medium. In reflection
geometry, the light can be reflected from the top or the bottom of the sample. The phase difference relative to
the background reflected light is proportional to sample height and medium refractive index for light
reflected from the top surface. The phase of the light reflected from the bottom surface is proportional to the
sample height and the difference of the refractive index of the sample and the medium.
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2.5. Choice of light source
In choosing the light source for the optical detection of electrical activity, one should
consider both the design parameter of the optical apparatus and the optical properties of
the biological samples. The design of the optical instrument determines whether the
wavelength, spatial coherence, and temporal coherence of the light source are
advantageous for the fabrication and performance of the instrument. Also, seldom will a
light source fulfill all requirements, and compromises must be made. Generally,
transmission type instruments can use low power light sources, but reflection type
instruments may need higher power depending on the reflection/scattering properties of
the samples. Imaging and non-imaging optical instruments have different requirements.
Non-imaging instruments such as those collecting light scattered from one point may use
highly collimated laser light. Imaging instruments will gain optical (spatial) resolution by
using shorter wavelength since the diffraction limited spot size is linearly proportional to
the wavelength of light. Shorter wavelength is also advantageous for interferometric
instruments because the same sample thickness would correspond to a larger optical
phase.
Optical properties of biological samples are also important in deciding the wavelength
of the light source. The wavelength range from approximately 600 nm to 1150 nm is
known as the optical window in biological tissue because the penetration depth of light is
maximum in this range. (Figure 13) (Hamblin and Demidova 2006) The absorption
coefficient of biological tissues increases due to hemoglobin below 600 nm and due to
water above 1000 nm. The details of the absorption spectra may vary depending on the
chemical composition of the particular tissue type. Cultured cells or excised tissue slices
may not have hemoglobin from blood and, hence, can be observed using any visible or
near-IR light. On the other hand, the light can be toxic to the cell through various
mechanisms. UV lights damages cells extremely quickly, and visible light also affects the
viability of cells. (Feuerstein, et al. 2005) Therefore, it is desirable to use longer wavelength
which has smaller energy per photon and to reduce the duration of light exposure to
ensure long-term viability of cells.
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Figure 13 Optical window in tissue due to reduced absorption of red and near-infra-red wavelengths
(600-1200 nm) by tissue chromophores. (Hamblin and Demidova 2006) @ Copyright SPIE
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2.6. Considerations for data analysis
To enhance the signal from experimental data, we tried various spatial averaging,
referencing, temporal averaging, and frequency spectrum analysis. First, spatial averaging
over an area larger than the diffraction limited spot size degraded the signal-to-noise ratio
in imaging techniques because the signal often had heterogeneous spatial structure which
is washed out when averaged over. Especially, averaging over the entire cell may result in
signals of opposite sign cancelling out each other. Second, temporal noise can be reduced
by using an empty corner of the field of view as reference. But we note that it is difficult to
set a reference point in Fourier domain light scattering measurements. Third, averaging
many repetitions in time reduces the noise level. Finally, the signal-to-noise ratio can be
improved by appropriate frequency domain analysis. Band pass filters are commonly
applied to enhance action potential detection in extracellular electrode recording. (Buzsaki,
et al. 1996) Since the intrinsic optical signal of the action potential will have same
frequency domain characteristics with the electrical signals, the same frequency filtering
can be applied to enhance signal-to-noise ratio. When using voltage clamping stimulation,
the frequency spectrum of potential modulation can be arbitrarily chosen. Therefore the
intrinsic optical signal can be modulated at a single frequency, which makes it possible to
use a very narrow band pass filter, even the width of frequency resolution limit. This
removes most of the noise and greatly enhances the signal-to-noise ratio.
2.7. Prestin electromotility as a benchmark
Developing a new technique that would achieve a challenging goal should better be
done in steps, where the intermediate goal should give insight to the path toward the
ultimate success. For detecting intrinsic optical signals of electrical activity, invertebrate
neurons have been the model system for the intermediate step with which the proof of
principle was demonstrated. Nevertheless, the transition to vertebrate neurons was still
challenging. Optical apparatus that can detect intrinsic optical signals from invertebrate
neurons are incapable of detecting the signals from vertebrate neurons. Our first few
apparatus designs for mammalian neurons failed to detect any intrinsic optical signal from
spiking rat neurons. Therefore, we found that a model system that can bridge the transition
from invertebrate neurons to vertebrate neurons is essential. We noted that human cell
line expressing motor protein prestin is an excellent model system for this purpose. Prestin
expressing human cell lines have the same optical properties as the normal human cells,
but prestin moves the cell in response to electrical stimulation, making it an ideal sample to
test any apparatus that detects signals coupled to electrical stimulation.
Prestin was initially found in a specialized cell, the outer hair cell in cochlea. Outer hair
cells show large electromotility, motion in response to electrical stimuli, which have an
important function in transduction of sound into physiological signals. Prestin molecules,
known as motor proteins, are membrane protein that changes molecular conformation in
response to membrane potential. The electrical potential is the energy source that switches
the molecular conformation between 'long' and 'short' states, and other molecular energy
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Figure 14 The outer hair cells change length as part of their normal operation of regulating hearing
sensitivity. Here an outer hair cell is doing its pushups under electrical stimulation. (LePage 1999) @ LePage
sources such as adenosine triphosphate (ATP) are not involved. Because of its physical
nature, prestin electromotility response occurs at microsecond rates and works in a cycle-
by-cycle mode up to a frequency of at least 70 kHz, which makes it an ideal substitute
model system for fast events such as intrinsic optical signal of action potentials.
Outer hair cells are rather large in size (about 30pim long and 5pm wide) and upon
electrical stimulation change length by a few microns, which can be readily observed using
an optical microscope. Prestin is thought to change the membrane area or tension, but the
outer hair cell has a specialized cytoskeletal structure that induces large uniaxial motions
from the membrane tension change.
The prestin coding gene is sequenced and can be expressed in non-specific cells by
various gene delivery methods. The size of electromotility in the human cell line is smaller
than that of outer hair cells. Because cytoplasm is incompressible in the relevant force
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scale, the motion induced by prestin should be such that the volume of cell is constant
through the deformation. This means that, if a cell is perfectly spherical, change in
membrane tension cannot induce any motion. To generate larger motion from the prestin
induced tension change, cells are deformed with a micro-lever to have a non-spherical
shape. Under these conditions, prestin expressing human cell line (typically 15pm in
diameter) shows electromotility up to about 0.2pm. An alternative technique that
maximizes prestin-induced electromotility include microchamber stimulation. A
microchamber is a glass capillary with tapered end whose diameter is smaller than but
comparable to the size of the cell. It functions as both holding pipette and electrode pipette.
A pressure control system is connected to the back of the microchamber with which a cell
can be grabbed using small suction and partially inserted through the relatively large
opening. The opening is still smaller than the cell so that when a cell is inserted to the
midway, the contact between the cell and the inner wall of the glass is tight, which offers a
modest level of electrical sealing.
A silver-silver chloride electrode is inserted into the opposite end of the microchamber
for electric stimulation. As a whole, a microchamber provides a form of external field
stimulation focused around the cell. When a cell is half way inserted into a microchamber,
the sign of the stimulation electric potential is opposite on the membrane segment inside
and outside the microchamber. Therefore the sign of membrane tension change induced by
prestin is also opposite. This is advantageous in generating larger motions because forces
are not working against the volume conservation of cytoplasm.
Figure 15 Prestin expressing TSA201 cell is partially drawn into a microchamber. (Jing Zheng 2000)
@2000 Macmillan Publishers Ltd
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Figure 16 Electric circuit diagram of microchamber stimulation of a cell.
2.8. Design of a prototype apparatus using prestin
Through our initial survey, we narrowed our goal to the development of an optical
apparatus capable of detecting voltage induced signals from electrically driven individual
HEK293 cells. For this, we designed a quantitative phase microscope that provided
quantitative measurement, high sensitivity, large photon number from transmission
configuration, and full field imaging capability. Since many previous optical apparatus
detected no signal at all, we used HEK293 cells transfected with prestin expressing genes.
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Prestin-expressing cells has magnified voltage induced motion signals, making them
suitable for benchmark measurements for our optical apparatus. Quantitative phase
images were acquired simultaneously as a prestin-expressing cell was electrically
stimulated using a microchamber. To further enhance the sensitivity, the prestin
electromotility was stimulated at a single frequency and the motion signal was obtained
from the Fourier component of the images corresponding to the stimulation frequency.
2.8.1. Heterodyne Mach-Zehnder Phase Microscope
The setup consists of a Mach-Zender laser interferometer integrated with an inverted
microscope. A helium-neon laser (Melles Griot) is collimated and divided into sample and
reference paths by a beam splitter. The sample beam passes through a microscope
consisting of a sample, a 60X objective lens (Olympus SAPO, focal length f1=3.0 mm), and a
tube lens (focal length f2=200 mm). To preserve the phase of the field transmitted through
the sample, the distance between the objective and tube lens is set equal to the sum of their
focal lengths. The reference beam passes through two acousto-optic modulators, AOM1 and
AOM2, driven at frequencies w1=110.0 MHz and W2=110.0 MHz+f1, respectively, with f2
variable over 0-10,000 Hz using a custom-built digitally synthesized RF driver. Irises select
the +1st and -1st order diffracted beams, respectively, such that the total reference beam
frequency shift is . After passing through the AOMs, the reference beam is spatially
filtered and enlarged by a beam expander. A beam splitter recombines the sample and
reference fields, which are incident on a complementary metal-oxide semiconductor
camera (Photron 1024PCI).
SF
Figure 17 Heterodyne Mach-Zehnder phase microscope. HeNe, helium-neon laser; solid line, laser beam;
dashed line, bright-field illumination beam. In the sample path: S, sample; OBJ, objective lens; DBS, dichroic
beam splitter; TL, tube lenses; LED, lightemitting diode bright-field illuminator (removed during
interferometry measurements); CCD, camera for bright-field and fluorescence imaging. In the reference path:
AOM1,2, acousto-optic modulators; BE, beam expander; SF, spatial filter; CMOS, camera for interferometric
imaging. Not shown: mercury lamp fluorescence illuminator and filter cube in the bright-field illumination
path.
The irradiance at the image plane consists of a "rolling" fringe pattern due to
interference between the magnified sample field and the frequency-shifted reference plane
wave (Christopher Fang-Yen 2007):
I(x, y,t) = Is(x,y) + IR (x,.y) + 2 IS(x, y)IR (x, y)cosbS (x,,y,t) + fit]
where I (x, y), IR (x, y) are the irradiances of the sample and reference fields,
respectively, and es (x, y, t) is the time-dependent sample phase. This time-domain
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approach has the advantage of being largely independent of illumination geometry and
does not affect spatial resolution. The focus and tilt of the sample and reference beams are
adjusted to minimize the difference between the two wavefronts. Irradiances at the
detector plane were -10 pW/cm 2 for both the sample and reference fields. Exposure times
were typically -50 ps.
Demodulation of the time-dependent phase signal was performed by one of the two
methods:
(i) In the Hilbert transform technique, a complex representation of the sample phase is
calculated via
zs(x, y, t) = (I(x, y, t) + iH [I(x, y, t)]) exp(iflt),
where H is the Hilbert transform, I(x, y, t) represents the time-dependent raw image
data, and the exponential term compensates for the heterodyne signal.
(ii) In the phase-shifting interferometry technique, the frame rate is set to exactly four
times the heterodyne frequency, such that consecutive frames differ in phase by R/2. For
each sequence of four consecutive images 11, 12, 13, and 1, a complex representation of the
sample phase can be calculated via
zS(x, y, t) = (I4 - 12) + i(I 3 - I)
#Is(x, y, t) = argEks(x, y, t)]
The two methods gave identical results except for slightly different noise
characteristics.
To reduce the effects of temporal phase noise between the sample and reference paths,
the sample phase is measured relative to a reference region R in the field of view. We let
ZR (t) = HR zS (x, y, t)dxdy and calculate the relative sample field via #s (x, y, t) =
arglfrs(x, y, t)IzR]. A background phase image from an area devoid of the sample was
subtracted to reduce spatial phase nonuniformity. Two dimensional phase unwrapping
was performed using Goldstein's algorithm (R. M. GoldsteinH. 1988).
The quantitative phase image of a rat hippocampal neuron (Figure 18) demonstrates
the instrument's capabilities for cell imaging. Cell body and fine processes are clearly
resolved. Furthermore, the quantitative phase measurement in each pixel allows us to
quantify the motility signal.
In summary, the quantitative phase microscope combines an inverted microscope with
Mach-Zehnder interferometer and the phase is calculated from a time-dependent
interference pattern induced by acousto-optic frequency shifting of a reference beam.
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Figure 18 Quantitative phase image of a cultured rat hippocampal neuron clearly shows cell body and
fine processes. The phase-shifting interferometry demodulation technique was used. Color bar is in radians.
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2.8.2. Sample preparation of prestin-transfected cells
In our experiments, human embryonic kidney (HEK 293) cells were transfected with a
plasmid coding for a fusion between gerbil prestin and green fluorescent protein (GFP)
using Effectene transfection reagent (Qiagen). Since prestin and GFP are fused together, the
brightness of GFP fluorescence is a good measure of the expression level of prestin.
Electromotility experiments were performed 3-7 days after transfection when the
expression level is highest. Cells were detached from culture dishes using Cellstripper
(Mediatech) and suspended in phosphate buffered saline (PBS). Prestin-GFP expression
level was observed using fluorescence imaging of GFP and only cells with high prestin-GFP
expression were selected for experiment.
We used microchamber stimulation to induce electromotility in prestin expressing
HEK293 cells. Microchamber was manufactured by from pulling partially molten thin
walled glass capillary and the pulled end was fire-polished for smoothness. The final size of
the tip opening was a 5-6 pm in diameter. Microchamber was filled with PBS from the tip
and silver-silver chloride electrode was inserted in the back. The back opening was again
connected to a pressure control system. The microchamber-electrode unit was mounted on
a 3-axis micro-manipulator (MP-256, Sutter) to move near to a suspended cell. Then a
small negative pressure was applied to draw the cell.
To induce prestin electromotility, sinusoidal electrical stimulation with frequency 200-
250 Hz and amplitude 400-600 mV (peak-to-peak) was applied to the electrode in the rear
of the microchamber. The high frequency of electrical stimulation was chosen to take
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advantage of the very fast response of prestin's voltage-force transduction mechanism for
obtaining better signal-to-noise ratio. By generating prestin electromotility at high
frequencies, high-pass filter or frequency domain analysis can be applied to the optical
imaging data to remove the instrumental noise. The amplitude of the stimulation is larger
than the natural range of membrane potentials, but thanks to the confined geometry of
microchamber it is much smaller than the voltage stimulus commonly used in external
stimulation.
2.8.3. Result and discussion
Figure 19 shows a phase image of a prestin expressing HEK293 cell in a microchamber
modulated at 217 Hz frequency and 400 mV peak-to-peak amplitude. Time-dependent
phase image data for a 96x96 pixel (24.5 pmx24.5 jim) field of view were collected using
the Hilbert transform technique with frame rate 6000 frames/s and heterodyne frequency
fl=600 Hz. The recording length was about 2 seconds. Approximately half of the cell is
visible outside the microchamber. The other half of the cell inside the cell is not visible. The
microchamber generates some phase unwrapping errors due to the large index contrast
and thickness but do not affect our time-dependent phase measurements in the cell area.
To probe for electromotility signals, we binned the phase data into 5x5 pixel
(1.275x1.275 [tm) regions of interest (ROIs). Figure 19 (c) shows the power spectrum of
the phase at three such ROIs: (1) at the edge of the cell, (2) at the glass pipette, and (3) at a
point separated from both cell and pipette. Each is measured with the fourth ROI used as
the reference region R. The phase from region (1) displays a sharp peak at the stimulation
frequency, indicating voltage dependent motions. The microchamber holding the cell
shows no peak at this frequency, ruling out artifacts from pipette motion. Baseline noise
levels are typically 0.2 mrad/Vilz, corresponding to optical path length change of
approximately 20 pm/4ii2 .
To analyze the spatial dependence of electromotility, we calculated the in-phase
amplitude at the stimulus frequency for every ROI in or near the cell, with the in-phase
defined relative to the phase of the maximum signal. Typical data are shown in Figure 19
(b). Signal amplitudes are largest near the upper and lower boundaries of the cell, and two
sides are seen to be moving in opposite phase laterally in the pipette. Comparison of the
frequency-dependent phase signals with the spatial gradient of phase images from the
same cells leads to an estimate of electromotility amplitude of 10 nm for the cell shown in
Figure 19. Electromotility signals were observed in roughly 60% of transfected cells tested
and varied in peak amplitude from 1 to 5 mrad. For all cells showing responses, the spatial
dependence of electromotility signals was similar to that shown in Figure 19. Non-
transfected control cells displayed no measurable electromotility.
The measurement of transverse cell motions is in contrast with other studies of prestin-
induced electromotility, in which longitudinal motions along the axis of the stimulation
pipette were assumed. (Ludwig, et al. 2001, Jing Zheng 2000) Similarly, we hypothesized
that the motion would be alternation of swelling and shrinking because prestin induced
membrane tension on inside and outside of the microchamber have opposite directions
and would squeeze the cytoplasm in and out. Sideway motion may result from asymmetries
in the distribution of prestin adherence of the cell membrane to the microchamber, or
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Figure 19 (a) Phase image of prestin transfecte HEK 293 cell in a micropipette. Squares, regions of
interest (ROI) labeled 1-3 and reference region R. Phase in radians. (b) Map of the in-phase component of
fast Fourier transform at stimulus frequency 217 Hz. ROIs are denoted by circles. (c) Power spectra of the
phase signals from ROIs 1-3. (d) Solid line, time trace of phase of ROI-1 referenced by ROI-R; dashed line, 217
Hz, 20 mrad peak-to-peak amplitude sine wave.
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simply because the moment of inertia with respect to the pivot point at microchamber tip
is relatively smaller than that of other motion modes. These imaging results suggest that
single-point measurements alone may not accurately describe the amplitudes of voltage-
dependent motions.
2.9. Conclusion
Through our preliminary study using various transmission and reflection optical probes
for optical signals of electrical activity, we discovered that prestin-expressing human cell
line is a useful model system for technical development because it has optical specifications
very similar to the ultimate target system but exhibits larger signals. Using prestin-HEK293
as the target, we designed an effective detection scheme for small cellular motion based on
quantitative phase imaging and frequency domain detection. This technique provides full-
field images of voltage induced motion in prestin-HEK293 cell, which is a quantitative
measure of the topography change of the cell.
Through this study, we developed three crucial ideas for optical detection of intrinsic
signals of cell electrical activity. (i) Transmission type optical detection is effective for the
measurement of small cellular motion in spite of smaller index contrast compared to that of
reflection type detection. (ii) Frequency domain detection is an effective scheme to
enhance signal-to-noise ratio. (iii) Spatially resolved detection is necessary unless there is
prior knowledge that the optical signal will not cancel out when averaged. We relied on
these ideas in our further efforts to observe intrinsic optical signals of electrical activity.
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Chapter 3
Quantitative phase imaging of intrinsic
signals of electrical activity
3.1. Motivation
Intrinsic optical and mechanical changes of cells and tissues that accompany the
changes in the membrane potential have been the extensive subject of research because of
their potential use as an endogenous reporter for the electrical activity of cells. Light
scattering experiment of in vivo brain reported optical signal that seem to have direct
correlation to membrane potential, but has not yet been utilized, and further investigation
is required to understand the origin of the signal. (David M. Rector 2001)
As discussed in Chapter 1 there are a few hypotheses about the origin of the cellular
intrinsic optical signals of electrical activity. Electrical activity of cells may give rise to
change in cell shape through mechanisms such as swelling or membrane electromotility.
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Also electrical activity of cells can directly modulate the refractive index, especially
birefringence, of the cell membrane. In this chapter, we analyze these hypotheses to
estimate the size of the optical phase delay which may be induced by each hypothetical
mechanisms. Given the success of prestin electro-motility detection as described in Chapter
2, our next goal was to apply the quantitative phase microscopy and frequency domain
detection technique to detect the optical phase delay induced by the electrical activity in
single mammalian cells. To detect intrinsic optical signals of electrical activity in single
cells, we developed a quantitative phase microscopy based on low-coherence
interferometry that offers high sensitivity and low noise. Combined with single frequency
stimulation, we successfully obtained images of intrinsic optical signal from single cells
from HEK293 cell cultures.
3.2. Prediction of the size of intrinsic optical signals
We discuss the upper limits of the size of intrinsic optical signals when measured by a
quantitative phase microscope. First, the membrane dipole model was originally developed
from the light scattering experiment with single aplysia neurons. Though there is
difference between aplysia cells and human cells, we will use the parameters obtained from
aplysia to estimate the optical change that would be detected from human cells by
quantitative phase imaging. According to the literature (Stepnoski, et al. 1991), the
incremental change of refractive index of membrane is n(') = 1.2 - 10-8cm/V per
membrane potential modulation per thickness of plasma membrane. Assuming the
membrane thickness of 10nm and 100 mV change of membrane potential, the refractive
index change is on the order of 10-3. If probed with light with wavelength 600 nm, the
optical path length change from 10-3 refractive index change of 10 nm membrane will be
about 0.1 mrad.
Secondly, we will consider the size of the cell swelling model for the intrinsic optical
signal of electrical activity. Even though it is the most frequently referred model among
cellular mechanisms of intrinsic optical signal, there is no consensus about the details of
the mechanism. In the literature, the estimate of the membrane displacement due to
swelling ranges from 0.08nm (in a calculation based on sodium current) to 4.5pm (in a
calculation that estimates the water flow from osmotic pressure). Note that to estimate the
net flux of water during action potential, the number of water molecules that transfer
through ion channels and ion pumps is required, and this may not be known for all ion
channels and ion pumps.
Cell swelling is likely to change the optical properties and geometry in a complex way
because water influx not only changes the physical height of the cell, but also dilutes the
cell contents and decreases the refractive index. The refractive contrast of the cell comes
from organic molecules such as proteins, nucleic acids and lipids. The cell content of these
materials does not change during osmotic swelling or shrinking. The refractive index is a
linear function of the concentration of these biomolecules as described by n = no + a - C,
where no is the refractive index of water, C concentration of biomolecules and a is specific
refractive index increment. This implies that as long as the biomass is conserved during
swelling, the optically measured volume will remain same, i. e. the integral of optical
thickness over the cell is constant. Therefore, certain swelling motions (Figure 20) may not
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have any change of optical topography that can be measured using the quantitative phase
microscope.
Lastly, we will consider the size of the cell motion derived from membrane
electromotility. According to the previous work (Ping-Cheng Zhang 2001), the size of
membrane tension change is on the order of 10 pN/m per 100 mV membrane potential
change. In their experiment, the AFM tip was softer than the cell. Therefore it is likely that
that the cell can deform at most as much as the AFM tip movement, which was 0.5 nm per
100 mV membrane potential modulation. This would correspond to 0.2 mrad if probed
with 600 nm wavelength light. Note that since the force is in the form of membrane tension,
the motion is also limited by conservation of cytoplasm volume. Therefore both the size
and spatial structure of membrane electromotility may depend more on the topography of
cell rather than the mechanical properties of the cell material.
B
Figure 20 (A) When a cell swells due to water influx, the concentration of intracellular solutes
decreases, which in turn decreases the average refractive index of the cell. (B) If, before and after swelling,
the cell is in the shape of half-ellipse with the same cross section, the optical phase remains unchanged.
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In summary, intrinsic optical signal of cell electrical activity are likely to be on the order
of milliradians or smaller according to the membrane dipole model and the membrane
electromotility model, except for the swelling model which we couldn't determine well. As
we observe intrinsic optical signals using quantitative phase microscopy, from the spatial
structure of the motion we should be able to differentiate the models.
3.3. Overview of experimental design
In order to observe intrinsic optical signals from single cells, the optical imaging system
must be able to detect nanometer scale cell motions. As we discussed in the previous
section, the expected optical phase change from either MEM model or birefringence model
is on the order of only a few milliradians or smaller. To maximize the sensitivity of optical
imaging, and thus to ensure enough signal-to-noise, we implemented low-coherence
diffraction phase microscopy (LCDPM) which incorporates low-coherence interferometry
into optical microscopy. Also, for precise control of the cell membrane potential, the whole
cell patch clamp technique was used to deliver electrical stimulation.
We made two important efforts to maximize the signal-to-noise for detecting the
intrinsic optical signals. First, we employed a low-coherence light source with coherence
length 6 pm. In conventional diffraction phase microscopy, which uses high-coherence
laser sources, various stray reflections from the optics contribute spatially correlated noise
in the phase image. The use of a low-coherence source eliminates the interference of stray
reflections from the signal beam. The change of design from Heterodyne Mach-Zehnder
Phase Microscope to LCDPM was necessary to be able to use low-coherence source.
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Because of its common-path configuration, the optical path lengths for the sample and the
reference beam is automatically matched, and also helps reducing mechanical noises. As a
result, we achieved a phase detection sensitivity of LCDPM of about 10 mrad per diffraction
limited spot size, corresponding to 30 nm of height change of the cell.
Second, we applied the electrical stimulation in high frequency so that it is separated
from background noise. The 10 mrad phase noise comes from the mechanical fluctuations
of the system and shows a 1/f power spectrum. In addition to the instrumental noise, cells
add phase fluctuations independent of the electrically driven optical signals. They are
driven by thermal energy and tend to move spontaneously. Also, intracellular particles
move around either spontaneously or actively, and contribute to the phase fluctuations.
These intrinsic phase fluctuations were measured to be on the order of a few hundred
milliradians, an order or two of magnitude larger than the electrically induced optical
signals. We note that both sources of background noise, the intrinsic cell fluctuations and
the mechanical fluctuations of the instrument, show 1/f power spectrum and most noise
power is below 10Hz. Therefore, by driving the membrane potential at a single frequency
higher than the noise band, electrically induced optical phase signals compete only with
the noise spectrum of the signal bandwidth, not with the entire noise spectrum.
3.4. Construction of a low coherence diffraction phase
microscope
A low coherence diffraction phase microscope employs a common-path configuration
that result in better stability and ease of low-coherence interferometry. The configuration
for LCDPM is illustrated in Figure 21.
An aspheric lens (L1) collimates the low-coherence laser light coming out of the single
mode fiber. The beam diameter is about 1mm when it reaches the sample, S. An inverted
microscope (IX71, Olympus) consists of the objective lens (L2, Olympus UPlanFLN, 40x
0.75NA) and the tube lens (L3) forms image of the sample in the first image plane (IP1).
The sample image is then relayed and magnified by two lenses (L4, LS, f=75mm and
f=200mm, respectively). A transmission grating (G, Edmund Optics high precision Ronchi
ruling, 1000 lines per inch) is placed on the second image plane (IP2) to split the beam into
multiple diffraction orders. To avoid loss of resolution, the frequency of grating (G) is
selected to be larger than twice the highest spatial frequency of sample image at IP2.
Another set of lenses (L6, L7, f=150mm and f=250mm, respectively) are arranged to relay
the image to the camera at the third image plane (IP3). Pinhole and aperture (P) are placed
in the Fourier plane (FP). The undiffracted light is filtered through the pinhole of P and
becomes a plane wave after lens (L7) and serves as a reference field. The first order
diffracted light goes through the aperture of P and contains the sample information. All
other diffraction orders are blocked by P. Note that aforementioned condition for grating
frequency keeps diffracted beams from overlapping in the Fourier plane (FP). At the third
image plane (IP3), the interference of the sample and reference field forms fringes with
characteristic spatial frequency of the magnified image of grating (G). There is no
wavelength-dependent dispersion in the sample image because the grating is in the image
plane. The detector in the camera plane (IP3) is a CMOS camera (Photron 1024PCI). The
Nyquist limit of detecting the grating-induced spatial modulation requires that the last 4-f
lens pair (L6 and L7) magnifies the grating period to be larger than twice the pixel size. But
the highest spatial frequency of the sample field at the camera plane (IP3) is higher than
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the frequency of the magnified grating image by the maximum spatial frequency of the
sample, which is determined by the numerical aperture of the microscope from L2 to L7.
The sample beam aperture at the camera plane (IP3) is NAobj/Mtot=0.75/178=0.0042,
where NAobj=0.75 is the objective NA and Mtot=178 is the total magnification of imaging
system. The angle of the first order diffracted beam at the camera plane is X/A/M3 =
0.8um/25.4um/1.67 = 0.0189, where X is wavelength, A is grating period and M3 is the
magnification of the lens pair L6 and L7. Therefore the maximum spatial frequency is
X/(0.0042+0.0189)= 0.8/0.0231=34.6 microns. The camera pixel size is 17 microns, which
is sufficient to resolve such information. Additionally, the camera is rotated by 45 degrees
relative to the grating to have some margin in resolution power. In the end, the diffraction
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Figure 21 Schematic of low coherence diffraction phase microscope. See text for the details.
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limit resolution is 0.89 microns and corresponds to about 9 pixels, whereas the period of
grating at the camera is about 2.5 pixels. Thus, there is no loss of spatial resolution due to
spatial modulation by the grating.
3.5. Data processing method
To create a quantitative phase image from the interference pattern, we used the same
analysis method as described in the previous report (Ikeda, et al. 2005). The intensity
image of the interference pattern is I(x, y) = IR + Is + 21 /ISicos(ko -r + Acp(x, y)), where
IR and Is are the intensity of reference and sample field, ko is the wave vector of grating
image (i. e. the reciprocal of the grating period, A), and Ap(x, y) is the phase of the sample
field relative to the reference field.
Given any two dimensional image f(x,y) and g(x,y) and their respective Fourier
transforms F[f] and F[g], the linearity and convolution relation are given by: F[f + g] =
F[f] + F[g], F[f x g] = TIf] * F[g], where the * sign denotes convolution. Especially,
F[f () -exp(iko. x)](k) = F[f](k - ko). On the other hand, the length scale in image
plane and Fourier plane are reciprocal in scaling. That is, a finer structure in the image
plane is higher spatial frequency (wave number k) in the Fourier plane. Detector
specifications determine the pixel size 6 (=17ptm, in our experiment), and detector
dimension L (=17mm, in our experiment) and the wavelength of the light source and the
optical elements of the microscope determines the optical resolution D (=0.89pm in terms
of diffraction limited spot size) and the periodicity of information encoding fringe pattern A
(=42.4pm, the period of grating image).
Given the above relations and length scales, the Fourier transform of the acquired
interferogram I(x, y) = IR + Is + 2J7Rjicos(ko - i + Acp(x, y)) is the linear sum of the
Fourier transform of each part, Y[I] = F[IR] + F[Is] + F[2IRISCOS o i + A P(x,y ))].
Because IR is the optical field of the reference beam, which is ideally a plane wave, it is a
constant function in the (x, y) plane and a delta function in the Fourier, plane as shown in
Figure 23-(A). Is is the sample field and should have spatial variation from as small as the
optical resolution, D, to as large as the field of view, L. Therefore, F[Is] is bounded by 2n/D
in the Fourier plane, as shown in Figure 22 and Figure 23-(B). The Fourier transform of the
interference term can be rewritten as
F [IRIS fexp (i o -r + iALp(x,y)) + exp (-iko -r - iAp(x,y))1
F [fI MIexp(iAVp(x, y))] (k' - No) + F [jI Mexp(-iAp(x,y))|QN + ko).
This term has identical patterns in opposite phase located relative to +kO and -ko in
the Fourier plane. Also, the area of this term in Fourier plane is same as that of F[jJRI]. If
F[IR] is a delta function in Fourier space, the amplitude of this term F[V/J7s] is linearly
proportional to F[fI , which is the field amplitude of the sample beam. To obtain the
quantitative phase image of the sample AVp(x, y), one of the interference terms around
either +kO or -ko is cropped and shifted to DC to be inverse-Fourier transformed.
- L --------- _
image plane Fourier plane
Figure 22 Relation of spatial scales in image and Fourier planes. L is the dimension of the image; D is the
optical resolution; 8 is the pixel resolution. A is the period of fringe pattern generated by the grating. The
scales are reciprocal in the image and Fourier planes. The Fourier plane is in the same units as wave number
k.
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Figure 23 Area in Fourier space of (A) reference field, (B) sample field, and (C) interference term in
spatial phase shifting interferometry. (D) is the actual Fourier transform of the interferogram image and has
all (A-C) components. See text for details.
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3.6. Performance of LCDPM
Low-coherent imaging reduces multiple reflection noise. To demonstrate this
advantage we acquired quantitative phase images with high-coherence and low-coherence
lasers, and compared the signal-to-noises in both cases (Figure 24).
For a high-coherence laser source, we used a custom-built single longitudinal mode
extended-cavity diode laser (A. S. Arnold 1998), which is widely used in atomic
spectroscopy. The output wavelength is 808 nm and the coherence length is on the order of
100 meters or longer. A total of 5000 frames of interferogram were recorded at 500 frames
per second for both high-coherence and low-coherence lasers.
To demonstrate the temporal noise spectrum, we plotted the temporal spectrum for a
9x9 pixel (0.86micron) area of phase images averaged in space first and Fourier
transformed in time. The noise for the low-coherence source is lower than that of the high-
coherence source over the entire measured spectrum. For the high-coherence source
laser
4 low coherence
3-
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Figure 24 The frequency spectrum of quantitative phase measurements of the same optical setup with
coherent laser (blue trace) and low-coherence laser (red trace).
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multiple dominant peaks are visible across the entire spectrum. The spatial shape of this
noise has fringe-like fixed-pattern, implying that the origin of the noise can be the
interference of multiple reflections. The root-mean-square fluctuations of the 9x9 pixel
area over 250Hz bandwidth is 26.3 miliradians and 12.3 miliradians for high-coherence
and low-coherence light sources, respectively.
We can compare this measurement with a theoretical estimation of the noise level. The
origin of noise can be anything that can affect the measurement at the camera, including
the light source and the vibration of the optical components, whereas the camera itself may
contribute with photon count noise (shot noise), dark current noise, digitization noise and
readout noise (electronic noise). Noise levels from independent sources can be added in
quadrature so that ntotal = Vn + nb + ---. Even an ideal photon sensor device is limited
by the shot noise which originates from the quantized nature of photons (as measured by
photoelectrons). This is the fundamental limit of the measurement sensitivity. The
photoelectron count follows a Poisson distribution and therefore the noise level is the
inverse of the square root of the number of photoelectrons, Sne = N . We assumed that
we have adjusted the light source intensity so that every frame from the camera is using
the maximum dynamic range. From the specifications of our camera, we estimated that the
maximum number of photoelectrons per pixel is approximately Ne ,max = 2- 104 . Due to
spatial interference fringes, the light intensity alternates high and low from line to line.
Hence, the average photoelectron in one sensor pixel is Ne(1) = 1 . 104, or for a 9x9 pixel
area Ne(9,9) = 81 - 104 in a single frame and 6ne = 900. On the other hand, the noise of
phase measurement is related to the signal-to-noise ratio, SNR, of intensity measurement
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Sn = sin-'(1/SNR) = sin-1(1/J5 )
as depicted in Figure 25. 6n, is about 10 mrad for 1 pixel and 1 mrad for a 9x9 pixel area.
In comparison, the digitization error from the 10 bit depth camera is 1/210 ~ 1 mrad for 1
pixel and about 0.01 mrad for a 9x9 pixel area, both of which are much smaller than the
shot noise. In a typical experiment we take 5000 frames at 500 frames per second. Since
shot noise is assumed to be temporally uncorrelated from frame to frame, the shot noise in
the frequency domain Sng(f) is white noise (uniform spectral distribution). By equating
the noise power in the time domain and that in the frequency domain, we obtain
6n4, = 6np/5000. Therefore, our estimated phase noise on, for a 9x9 pixel area is about
0.01 mrad for a bandwidth df = 0.1 Hz. This estimate is smaller than the experimentally
measured noise by an order of magnitude.
measurement
Noise
Signal
no (phase noise)
(phase) SNR>1 SNR=1 SNR<1
Figure 25 The relationship of the intensity measurement signal-to-noise ratio and the noise in
quantitative phase measurement. In the case of shot noise limited measurement, Signal = N, Noise = J5 ,
and no = sin- (IIN) if SNR > 1. If SNR is not larger than 1, the phase of the signal cannot be reliably
measured.
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The benefit of low-coherence light is rejection of coherent noise, which many
holographic microscopes suffer. It is worth noting that the function of coherence gating is
different from the depth sectioning of optical coherence tomography, where low-coherent
light is used in reflection. In OCT, the sample field and the reference field interfere only if
the path lengths of sample and reference arms are matched. And the sample scatterer
should lie at the same depth as the coherence gate. In contrast, both sample and reference
fields traverse through the same set of optical components in LCDPM, and hence the
difference in the optical path length of the sample field and the reference field is induced by
the optical thickness of the sample. As long as the optical size of the sample scatterer is
smaller than the coherence gate, the sample field can interfere with the reference field no
matter where the scatterer is axially located.
The optical dispersion at NIR is small both in biological samples and in optics. But when
a very wide-band light source (such as lamp) is used as a low-coherence light source,
correction of chromatic aberration in the optical system is desired, and the resultant
quantitative phase image will be the average weighted by the light source spectrum.
Given the excellent sensitivity of LCDPM, the optical noise of the sample is larger than
the instrumental noise. Figure 26 shows the phase fluctuation in terms of standard deviation
of each pixel of the quantitative phase image. Phase fluctuations on the cell is larger than
the instrumental noise in the background. These fluctuations are likely generated by the
motion of intracellular particles with different refractive index or membrane fluctuations,
which may be thermal or active. For the imaging of electrically driven intrinsic optical
signals, we avoid this noise by frequency domain detection.
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Figure 26 Quantitative phase image detects the spontaneous fluctuation of a HEK293 cell at room
temperature. (A) Quantitative phase image, (B) fluctuation in time. Colorbar in radians.
3.7. Cell culture and electrophysiology preparation
HEK293 cells were cultured in DMEM with 5% FBS and 5% Penstrep on a glass
coverslip coated with collagen and PDL mixture. After 12-36 hours of incubation the cell
was transferred to a recording chamber filled with HEPES buffered balanced solution as
described in reference (Ping-Cheng Zhang 2001). The pipette solution for the whole cell
patch clamping is HEPES-EDTA buffered balanced solution. The patch pipette is pulled with
Sutter pipette puller to have bath resistance of about 4 Mohms. Table 2 summarizes the
composition of these solutions. All experiments were performed at the room temperature if
not specified. Rupture whole cell patch clamping was performed using Axon Multiclamp
700A.
ELECTRICAL CIRCUIT OF A PATCH-CLAMPED CELL
The schematic electrical circuit of a whole-cell patch clamping is presented in Figure 27.
............
Pipette solution Molecular Composition Bath solution Molecular Composition
composition weight by weight composition weight by weight
(mM) (g/mol) (mg/L) (mM) (g/mol) (mg/L)
KCl 145 74.551 10809.9 NaCl 167 58.443 9759.981
EGTA 10 380.35 3803.5 KCl 5.6 74.551 417.4856
HEPES 5 238.30 1191.5 HEPES 11 238.30 2621.313
CaC12  0.6 110.99 66.5916
Mg9l2 0.6 95.211 57.1266
Table 2 Composition of solutions used in the experiment. Both solutions were adjusted to pH 7.4 and 366
mOsm. EGTA (glycol-bis(2-aminoethylether)-N,N,N',N'-tetraacetic acid) is chelating agent that buffers calcium
ions in the intracellular solution. HEPES (2-[4-(2-hydroxyethyl)piperazin-1-yl]ethanesulfonic acid) is organic
pH buffering agent.
R
R 1 C1
Figure 27 Equivalent circuit of a patch-clamped cell. Vpipet is pipette potential, Vm1 membrane
potential of cell1, R1 membrane resistance of cell1, C1 membrane capacitance, Rs series resistance of patch
electrode. GND is electrical ground.
Note that the cell membrane resistance, Rm, cell membrane capacitance, Cm, and also
the series resistance, Rs, of the patch clamp recording all together serve as a low pass filter.
Therefore the membrane potential, Vm, is not the same as the pipette potential, Vcmd, and
tends to decrease as the driving frequency increases as expressed by equation Vm =
Vcmd x 1 + Rs x + i2nfCm1. By measuring the current response to step voltage
pulse, we measured these resistances and capacitance prior to the optical recording of
MEM in order to calculate the membrane potential Vm.
3.8. Results and discussion
The cell membrane potential was modulated by voltage clamp mode whole-cell patch
clamping at frequency fo , typically > 15 Hz, which is sufficiently high to suppress the low-
frequency components of the background noise. In conjunction with electrical stimulation
of MEM, optical phase image #(x,y, t) was taken at 250-500 frames per second for 10-20
seconds. The movie of the phase image was Fourier-transformed in time at each pixel. Any
Fourier component #(x, y,f) means the modulation of optical phase at the particular
frequency bandwidth f-f + df, with frequency resolution df = 1/T, where T the length of
the recording. The Fourier component p(x, y, fo) at stimulation frequency o then contains
the electrically induced signal.
Figure 28-B shows the frequency spectrum of the cell in Figure 28-A when the electrical
stimulation of 25Hz frequency and 1OOmV amplitude is on (blue curve) or off (red curve).
The plots are obtained from a diffraction limited disk of 0.67 pm diameter on the cell. A
peak appears at the stimulation frequency 25Hz when the electrical stimulus is applied to
the cell, but is absent in the control. Most of the optical phase noise is distributed at very
low frequencies < 10 Hz, and the background noise at higher frequencies is on the order of
only 0.1 milliradian, far smaller than the magnitude of phase modulation due to electrical
stimulation, which is about 1.5mrad at 25 Hz. At each pixel (x,y), we extracted the
amplitude A(x,y) = |k(x,y,fo)| of the spectrum at 25 Hz, and constructed a two-
dimensional image as shown in Figure 28-C. We refer to these as the "modulation signal" and
"modulation image". The modulation signal is clearly shown on the cell in contrast to the
background where the noise level is about 0.1 mrad. The modulation signal appears only in
the stimulation frequency and is absent in the neighboring frequency components(Figure 28
E and F). Also the modulation signal goes away when the electrical stimulation is turned
off. Figure 28-D is the image constructed from the control data in which electrical
stimulation was not applied. The modulation signal is absent and only the artifact from the
patch clamping micropipette is visible. In short, using low coherence quantitative phase
microscopy and in frequency domain, we achieved, to our knowledge, the first cellular
intrinsic optical imaging of membrane potential in mammalian cells. Henceforth, we will
refer the "modulation signal" obtained by the method described in this section as "cellular
intrinsic optical signal of membrane potential" or simply "optical signal", following the
nomenclature in intrinsic optical imaging.
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Figure 28 (A) Quantitative phase image of HEK293 cell and a patch pipette. (B) Frequency spectrum of
quantitative phase image of the cell when electrical stimulation is applied (blue trace) and turned off (red
trace) Frequency component of the phase image at the stimulation frequency (C) shows the modulation
signal, but other frequency components do not exhibit this signal(E, F). The modulation signal is also absent
when the electrical stimulation is turned off(D).
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Chapter 4
Characteristics of
cellular intrinsic optical signal
In Chapter 3, we demonstrated quantitative phase imaging of the intrinsic optical
signals induced by the membrane potential in single HEK293 cells. In this chapter, we
characterized the electrochemical properties and dynamic properties of the intrinsic
optical signals and identified the origin of optical signal as the electromechanical coupling
mechanism at the lipid bilayer membrane, called membrane electromotility (MEM). Our
research shows that high resolution quantitative phase imaging is a reliable tool that can
provide significant insight for the underlying mechanism of cellular intrinsic optical signals
of electrical activity.
4.1. Spatial organization of cellular intrinsic optical
signal
As we discussed in section 3.2, the spatial structure is an important clue to discriminate
different models of cellular intrinsic optical signals. In terms of amplitude, typical size of
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voltage-induced modulation signals is a few mrad in general, and smaller in attached cells
and larger in unattached cells. For example, the size of optical signal in Figure 28-C is about
1.5 mrad and corresponds to about 5nm height change of the cell. To study the spatial
structure, we will introduce another piece of information in this section. Suppose we are
observing the fluctuations of optical phase measurement p(t) of a cell that is electrically
stimulated at a single frequency. Figure 29 depicts an ideal noiseless measurement without
any active mechanism that generates phase fluctuations in frequencies different from the
stimulation frequency (such as due to thermal energy or metabolic activity). The optical
phase fluctuations will be at the same frequency as the stimulation. Still, there can be time
delay between the optical phase V (t) and voltage stimulus VCMD -
While the absolute value of the Fourier component |(f)|is equal to the amplitude of
the phase fluctuations, the complex argument z.V(f) is equal to the relative phase 6
between the optical phase Vp(t) and the voltage stimulation VCMD. We define the phase lag 6
so that positive value of 0 is temporal lag and negative value is temporal lead. For example,
the optical phase signal with zero complex argument follows the voltage stimulation, but
optical phase signals with w or -7 complex argument are 180 degrees out of phase with
the voltage stimulation. The synchrony of optical phase acquisition and electric stimulation
was verified by measuring the intensity fluctuations of a light emitting diode driven by the
electric stimulus generator.
Figure 30 shows examples of optical phase signals generated by electrical stimulation.
The first column is the quantitative phase images of patch-clamped cells. The second
column is the absolute value of the Fourier components at the stimulation frequency. The
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Figure 29 Single frequency membrane potential stimulation VCMD generates optical phase signal p(t) at
the same frequency. The time lag of the optical phase signal relative to the electric stimulus is denoted by
T= 6/f.
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Figure 30 The amplitude and the angle of quantitative phase signal provide complimentary information
about the spatial structure of the voltage-induced optical signal. (A, D) Quantitative phase image of HEK293
cells with patch clamp electrodes. The cells are electrically stimulated with sine wave of 87Hz frequency and
100mV half amplitude. The holding potential is -60mV. (B, E) Amplitude of the modulation signals at 87Hz.
(C, F) The complex arguments or the 'angles' of the modulation signals. The background noise in the empty
area is about 0.3mrad. Images are convoluted with a diffraction limited spot sized disk. Optical recording is
acquired at 1000 frames per second for 10 sec length. These data are acquired using coherent laser light
source by carefully choosing a particular frequency that has low noise.
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third column is the complex argument of the Fourier components. To avoid confusion
between the phase of the light wave and the phase of motion, whose meaning is the
temporal lag relative to electric stimulus, we will denote the latter 'angle'.
The amplitude of the optical phase signals vary from cell to cell and is on the order of a
few milliradians. The signal amplitude is often strongest around the boundary of a cell. In
contrast, the signal angle shows a clear pattern within the body of the cell. We find that the
cell body is divided into large regions, comparable to the size of the entire cell, over which
the signal angle displays a nearly constant value. Notably, through all our observations,
these angle domains appear in pairs so that their angles are 180 degrees out of phase to
each other. In the background area of the image, the noise amplitude is about 0.3 mrad and
the angle is random. The grain size of the random angle in the background is determined by
the optical resolution.
4.2. Electrochemical properties of cellular intrinsic
optical signal
Next, we characterized how the cellular intrinsic optical signals depend on the
electrochemical conditioning - the effects of membrane potential, ionic strength of external
solution, and salicylate ion in the external solution.
First, we observed how the size of intrinsic optical signal depends on the membrane
potential. For this, we stimulated one cell multiple times with electric stimulus of different
amplitudes at a fixed frequency. Figure 32 shows the average MEM amplitude over 4.7 m2
area on the cell. The magnitude of cell motion varies linearly with the membrane potential
modulation over a wide range of stimulus amplitudes. At voltage stimulus amplitudes
smaller than 40mV, the background noise level (Figure 32 black line) is comparable to or
higher than the MEM signal such that the signal is below the noise level. The bar around the
blue circle is not the measurement error range but the standard deviation of MEM
amplitude within the region of interest. The increase of the standard deviation implies that
the whole signal distribution scales in amplitude with increasing membrane potential
modulation (Figure 31). Since the background noise has random phase, the total phase $ is
given by V = f(yVCMD) 2 + n2 , where n is the noise amplitude and y - VCMD is the voltage
dependent optical signal. The fitting with the experimental data (red curve in Figure 32)
resulted in y = 0.0040 mrad/mV and n = 0.110 mrad, which is optical phase modulation
per mV of membrane potential modulation amplitude (half of peak-to-peak) and noise
amplitude at 42Hz respectively.
Secondly, we observed the effect of ionic strength of the external solution. (Figure 33)
Optical signals were obtained by stimulating the cell with 100mV single frequency voltage
stimuli in normal external solution first, then in low ionic strength solution, and then in the
normal solution again. The osmotic pressure of the low ion solution was matched with the
normal solution using mannitol/sucrose, which increased the refractive index of the
external medium by 0.015-0.016. In normal solution the optical signal was about 1-2
mrad. When the medium was exchanged with low ionic strength solution, the cell tended to
shrink. The optical signal also dramatically decreased, nearly to the noise level. When
external solution was replaced with the normal solution, the cell shape recovered, but
30 40 50 60 70
Figure 31 (First left) Quantitative phase image of a patch-clamped cell. Color bar 0-2.5 radians. Scale bar
5 microns. (From second) Cellular intrinsic optical signal is generated at 42Hz with incremental amplitude.
Holding potential was -60mV. Number above each panel is the half amplitude of the membrane potential
stimulus. Intrinsic optical is visibly increasing with stimulus size. Color bar 0-1 mrad.
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Figure 32 The size of cellular intrinsic optical signal is proportional to the amplitude of voltage
modulation. An ROI from the same cell as in Figure 31 is analyzed here for larger voltage range. The circles
denote the amplitude of optical signal averaged over 4.7 mm 2 area, and the error bars are the standard
deviation. Red curve is fitting with a model(See text). Solid black line is the background noise level obtained
by fitting, with the 95% confidence range marked by black dashed lines.
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not to the original state. The optical signal after the recovery was usually larger than the
first size from the original cell state. It seems that the cell undergoes unknown mechanical
changes in low-ion high sugar solution, which persist in the recovery stage. Nevertheless,
the change of mechanical state is unlikely to be responsible for the loss of optical signal in
low ion solution, because the rescued optical signal which is from the cell in the altered
mechanical state is even larger.
Lastly, the optical signal was reduced when salicylate ions are present in the external
solution. Figure 34 shows the distribution of intrinsic optical signal averaged over cell area
from recordings in salycilate condition (n=3 recordings) and in normal condition (n=6
recordings). Though the salycilate recording is higher in noise, the signal amplitude is
reduced compared to the control.
4.3. Dynamical properties of cellular intrinsic optical
signals
Time constant is an important parameter that is used to discriminate different
underlying mechanisms and this can be indirectly observed in the frequency domain. For
this, we observed the amplitude of the optical signal induced by the electrical stimulation
with fixed amplitude and varying frequency from 5 Hz to 150 Hz. Note that the cell
membrane resistance, cell membrane capacitance and also the series resistance of the
patch clamp recording all together serve as a low pass filter. Therefore we measured cell
circuit prior to the optical recording in order to calculate the relation between the
membrane potential and the pipette potential. Figure 35 shows the amplitude of optical
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Figure 33 Ionic strength of external solution affects cellular intrinsic optical signal. The same cell was
measured in normal solution, low ionic strength solution and in normal solution sequentially. Left column is
quantitative phase images, the middle column and the right column are the amplitude and angle of MEM
signals respectively. MEM signal is probed at 25Hz. Scale bar is 5 pm.
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Figure 34 Effect of salicylate on intrinsic optical signal. The circles are mean amplitudes of optical signals
acquired from stimulating cells with 1OOmV 25-35Hz electric stimulus. Blue circles indicate signal and red
circles indicate background noise.
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Figure 35 Frequency dependence of the voltage-induced optical phase fluctuations from a typical cell.
Blue circles are the amplitude of the optical signals averaged over a 5 pm2 area on a cell while the cell is
electrically stimulated. The error bar stands for the standard deviation within this selected area. The red
circles and the red error bars are the average and the standard deviation of the same area when the electrical
stimulation is absent. The optical signal decreases with frequency at low frequencies and is constant at high
frequencies. The membrane potential was voltage-clamped at -60mV holding potential plus 1OOmV amplitude
sine wave at various frequencies.
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signal induced by 1OOmV membrane potential modulation of a typical cell. The frequency
dependence shows two distinct characteristics; The optical signal shows a steep decrease
in the low frequency range (<30Hz) and a plateau or very slow decrease at higher
frequencies.
4.4. Origin of cellular intrinsic optical signal
Observed voltage-induced optical phase fluctuations could arise from the change of
refractive index (membrane dipole model) or from the change in the cell shape (swelling or
MEM model). In this section we will evaluate how various models introduced in Chapter 1
fit or contradict our experimental observation.
The membrane dipole model predicts that the sign of the change will be different
depending on the orientation of the membrane. The change of refractive indices are
Anr = -2Ano = -2Ang = no') AVId, where nr is the refractive index of light whose
polarization is normal to the membrane and nop are the refractive index of light whose
polarization is tangent to the membrane. Figure 36 illustrates the case of y-polarized light
interacting with a hemispherical cell. The effective voltage dependent refractive index is
Anr = n(l) AV/d for B and D, but An0 = -n) AV/2d for A and C (Figure 36). Therefore, if
these voltage dependent birefringence changes result in the modulation of quantitative
phase, the two opposing ends of the cell (B and D) should have the same sign. This relation
should hold when the polarization direction is along the x-axis or is a linear combination of
x- and y- polarization. Therefore, it is not possible to have opposing ends of a cell have
different sign of the optical change. On the other hand, we have often observed that the
Axis of birefringence
anisotropy
It -,
Cell membrane
Top view
B
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Index ellipse at different points of the cell surface
Figure 36 A linearly polarized plane wave propagates through a hemispherical cell membrane. The net
refractive index from the cell membrane is the sum of the membrane potential independent isotropic
refractive index and the membrane potential dependent anisotropic refractive index. The dipole model
predicts membrane potential dependent birefringence change whose axis of anisotropy is normal to the
membrane surface. The membrane potential dependent refractive index changes depends on the relative
orientation of the light polarization and the membrane. Light wave experiences extraordinary refractive
index at points B and D, and ordinary refractive index at points A and C. (Hecht 1997)
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optical phase change induced by the membrane potential shows opposing signs, as shown
in Figure 30-C or Figure 33. Therefore the birefringence signal cannot be the dominant part
of the observed cellular intrinsic optical signal. Birefringence changes may possibly be
better detected with polarization sensitive device.
The dynamic property of the observed intrinsic optical signal strongly indicates that the
origin is not swelling. Swelling model assumes that the voltage-dependent shape change is
due to the inward and outward water flow that accompanies the electrical trans-membrane
current. In such case, the magnitude of swelling will depend on the integration of the water
flow in time, rather than the instantaneous speed of flow. Since we applied sinusoidal
electrical stimulation, the direction of the trans-membrane current alternates between
inward and outward as the duty cycle is determined by the stimulation frequency. This
means that the magnitude of cell swelling monotonically decreases as we increase the
stimulation frequency. On the contrary, we observed that the voltage-induced quantitative
phase modulations are constant of frequency in high frequencies (Figure 35). The
electrochemical characteristic of the intrinsic optical signal also supports that the origin is
membrane electromotility (MEM) rather than swelling. Salicylate is a small amphiphilic
molecule that makes pores in the membrane and increase passive permeability, and it has
many other effects on the cell membrane (Raphael September 2005). If the cell membrane
permeability is increased, the cell is more likely to swell. On the contrary, we observed that
the optical signal is reduced in salicylate. On the other hand, it is known that salicylate
reduces the membrane electromotility (Ping-Cheng Zhang 2001).
As a side note, we note that the dependence on the ionic strength is not a enough
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evidence to exclude one model or other. The dependence of MEM on ionic strength has
been extensively studied and is in agreement with our observation. But the swelling model
also explains that removal of ions will reduce current, hence water influx. It is possible that
the swelling is connected to a particular current that is specific to the action potential and
is not present in our model system of voltage-clamped HEK293 cells.
Let us now examine how the MEM model fits with our observations. An AFM study has
reported that the MEM membrane tension decrease the strength with decreasing ionic
strength and reachs zero around 10mM, but at even lower ionic strengths of 0.01-10mM,
the MEM membrane tension shows rather constant strength with reversed sign. (Ping-
Cheng Zhang 2001) However, in our experiment the intrinsic optical signal reached zero at
the lowest ionic strength and did not show the reversal. The authors of the AFM study
explained that the narrow space between probe tip and plasma membrane accumulates
ions, causing the local ionic environment to significantly deviate from the external solution,
which certainly does not happen in our optical technique. The difference probably comes
from the presence or absence of the AFM probe tip.
If the intrinsic optical signal is generated by the MEM mechanism, it is solely due to cell
shape deformation and not from change in refractive index. In considering the spatial
structure of the optical signal, we note that the optical signal is the z-projection of the
deformation of a cell. Therefore, motions of the same size can give rise to different looking
signals depending on the orientation of the motion. The most pronounced consequence of
this effect is that optical signals will be largest when the cell surface slope is steepest, in
agreement with our observations (Figure 30).
The amplitude and angle of the optical signal can be interpreted as the deformation of
the cell. For example, the top half of the cell in Figure 30-A thickens temporally in phase
with voltage stimulus, whereas the bottom half is 180 degrees out of phase and gets
thinner temporally in phase with voltage stimulus. This is highly suggestive of an
translational motion (Figure 37-A and C). When the membrane potential increases, the cell
in Figure 30-D increase its thickness in the center and decrease its thickness along the
edges. This mode of motion is highly suggestive of a squishing deformation (Figure 37-B
and D). It is interesting that the motion models in Figure 37 represent global deformations
of the cell. Such long distance coupling is likely caused by the mechanical constraint of cell
deformation, such as volume conservation.
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Figure 37 Models of mechanical deformation that can generate the spatial structure of intrinsic optical
signals in Figure 29. (a, b) side view of the deformation of cells shown in Figure 29-A and D, respectively.
Cells deform between the solid line shape and the dashed line shape due to electrical stimulation. The objects
in the upper left corner represent patch pipettes. (c, d) The difference of the z-projections of solid line and
dashed line cell shapes result in quantitative phase signals with spatial organization similar to Figure 29-B, C,
E and F.
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Also, the mechanical interpretation is consistent with our observation of the size of the
motion. We observed that cells that are not attached to the substrate exhibit the largest
signals, and the signals from tall cells such as the cell shown in Figure 37-A is the next
largest, and the signal from substrate-attached cells such as the cell shown in Figure 37-D is
the smallest. It is likely that unattached cells easily wobble around the patch pipette, which
can give rise to large motion. On the other hand, substrate-attached flat cells cannot
undergo translational motion and are limited to deformational motion. And substrate
attached cells that are tall enough may still wobble, pivoted at the bottom. Also, these
motions are still extremely small and likely will not perturb the patch clamping nor the
mechanical structure of the cell.
In short, from our observation we concluded that the intrinsic optical signal originates
from cell motion and deformation generated by the MEM mechanism. Henceforth we will
use "(cellular intrinsic) optical signal" and "MEM signal" exchangeably.
4.5. Mechanical model of cellular intrinsic optical signals
A previous study of MEM using AFM reports frequency dependence of MEM tension
between 66 - 2000Hz (J. Mosbacher 1998). MEM tension decreased with frequency only by
3 dB at 1000Hz, which implies that the underlying mechanism has a relaxation time less
than 150 psec. This behavior is consistent with our observations at higher frequencies in
which the signal amplitude is relatively constant up to ~ 200Hz. But the frequency
dependence in the low frequencies requires a different explanation.
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Figure 38 (A) Maxwell model is a linear model with a viscous (dashpot) and a elastic (spring)
components in series. (B) Voltage-induced MEM signal size decreases with frequency at low frequencies and
is constant in frequency at high frequencies. In this study the membrane potential was voltage-clamped at -
60mV holding potential plus 1OOmV amplitude sine wave at various frequencies. The frequency dependence
is well explained by the viscoelastic mechanical properties of the cell. The solid line is fitted with the Maxwell
model in (A). (C) The angle of the optical signal shows that the temporal delay of the voltage-induced motion
relative to the voltage stimulus is close to zero over the frequency range used in the experiment The solid
line is the prediction of the angle from the Maxwell model fit obtained from the amplitude date shown in (B).
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We proposed that the mechanical properties of the cell can explain the frequency
dependence at lower frequencies. As the MEM mechanism results in voltage-dependent
membrane tension, this membrane tension is exerted on the cell contents and deforms the
cell shape. Therefore the mechanical properties of cell contents should affect the size and
shape of the cell deformation induced by MEM membrane tension.
Mechanical properties of living cells can be understood in various levels of complexity.
To model the mechanical properties of the cell contents, we chose the standard linear solid
model (SLS model) which models the cell as combination of viscous (dash-pot, ') ) and
elastic (spring, k) components. The Maxwell model, which is a standard linear solid model
consisting of an elastic component and a viscous component in series, has been useful for
describing the mechanics of adherent cells whose initial response to a step function force is
fast, as described by the elastic term, then undergoes slower deformation in later time as
descrbed by the viscous term. The dynamic response x to force F of angular frequency to is
1 1
given by x/F = + -. The model predicts that the cell is predominantly elastic at highk towr
frequencies and the ratio x/F is close to constant 1/k, but at low frequencies the response
is dominated by the viscous element and the ratio x/F diverges as frequency approaches
zero. The size of the elastic and viscose constants are on the order of 102 Pa and 103 Pa-sec
for living cells, respectively, and the characteristic frequency separatingthe elastic and
viscous regimes is on the order of 10-1 to 10 Hz (Lim, Zhou and Quek 2006). Therefore,
even when the amplitude of the membrane potential modulation, hence the MEM tension
modulation is fixed, the cell material is increasingly viscous at lower frequencies, causing
an increase in MEM motion amplitude.
To apply this model to experimental data, we made two assumptions: First, the
displacement x can be represented by the MEM signal at the ROI. Second, as the membrane
potential modulation generates MEM tension whose net force is F at the ROI, we assumed
that the amplitude of F is linearly related to the amplitude of MEM tension, thus to that of
the membrane potential modulation. By assuming an unknown factor of the linear
coefficient of force to membrane potential, we can fit the data points (open circles in Figure
35) with our Maxwell model to obtain the characteristic frequency g = k/rl. The
characteristic frequency was 80 Hz (95% confidence range of is 44-115Hz), which is
about 10 times larger than the characteristic time for adherent cells. The discrepancy is
likely come from that we are observing nanoscale cell motion which may involve very
different sets of cellular components compared to the micron scale displacement observed
in the conventional cell microrheology.
To further verify that the cell mechanical properties affect MEM response, we observed
MEM of cells that are treated with Cytochalasin D (CD). CD inhibits polymerization of the
actin, which is a major component of the cytoskeleton, thus making the cell mechanically
less stiff. In terms of linear viscoelastic parameters, CD makes both elastic and viscous
parameters decrease. If we assume that the force generation of MEM, which depends on the
electrochemical conditioning of the plasma-membrane, is not affected by cytoskeleton
stiffness or CD, the size of MEM signal is expected to increase with the softening of the
cytoskeleton. To test this assertion, we observed MEM of CD treated HEK293 cells. Cells
were plated on a collagen+PDL coated coverslip a day in advance. To add CD, a
Cytochalasin D-DMSO mixture was diluted with culture medium first and added to the cell
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culture. The final concentration of Cytochalasin D was 0.0lmg/lmL (20 pmol) and the final
concentration of DMSO was 0.4ptL/1mL. The cell culture was incubated at 37 degrees for
about 30 minutes before the experiment. During the experiment the cell culture was moved
to normal recording solution, which does not contain CD. MEM images were acquired in the
same way as previously described using electrical stimulations of 1OOmV amplitude and
15-25Hz frequencies. Control experiments were performed using cells cultured in normal
medium. Figure 39 shows the MEM amplitude averaged over the area of each cell for CD
treated cells (N=5) and control cells (N=10). CD treated cells indeed show increased MEM
motion, which is larger than the control by approximately 50%.
4.6. Conclusion
In summary, we demonstrated that the dynamics of MEM signal is such that the high
frequency dynamic property is limited by the fast mechanism that couples the membrane
potential to membrane tension, whereas the slow frequency dynamic property is
determined by the mechanical property of the cytoplasm which affects the mechanical
response to the force. These two mechanisms that determine the lower and higher
frequency dynamical properties are summarized in Figure 40. The force generation part is
the fast component. The lipid membrane is the site of force generation and the
electrochemical environment such as ion concentration or Salicylate ions affect MEM
through this first step. The mechanical deformation of the cytoplasm is the origin of slow
component. Both geometry and material property of the cell affects the spatial shape and
magnitude of the MEM motion.
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Figure 39 Mechanical property of cytoskeleton affects the size of electromotility. Cells that were
incubated with 20mmol Cytochalasin D prior to the experiment shows larger MEM amplitude. Membrane
potential stimulation was 1OOmV in size at 15-25Hz frequency. Amplitude of MEM is larger in CD treated
cells.
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Figure 40 The causality of events in MEM motion generation. Membrane potential changes result in the
change of membrane tension, which in turn is exerted on the cytoplasm to induce optically detectable motion.
The electrochemical property of the MEM signal and the high frequency dynamical property is from the first
step, whereas the slow frequency dynamical property is determined by the mechanical property of the
cytoplasm at the second step.
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Chapter 5
Optical imaging of membrane potential
using MEM signal
The original motivation to pursue the optical signals of electrical activity is that it
enables simultaneous detection of the electrical activity in multiple cells. Using the MEM
signal as the reporter for the membrane potential, we observed gap junction mediated
membrane potential propagation in a population of HEK293 cells. Membrane electro-
motility imaging (MEM imaging) provides a novel opportunity for the visualization of the
electrical connectivity of cultured cells.
5.1. Gap junction intercellular coupling
The gap junction is the membrane structure that connects two cells. The gap junction
couples neighboring cells by allowing selective diffusion of metabolites, nutrients, second
messengers and ions (Muriel Abbaci 2008). Cell-to-cell communication through gap
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junction has important physiological functions in regulation of homeostasis, growth and
differentiation.
Electrical coupling of cells by gap junction channels implies exchange of ions between
cells and synchronization of membrane potential dynamics. Electrical coupling through the
gap junction coordinates the contraction of heart cells. When pancreatic beta cells of
Langerhans islet are stimulated by glucose, the islet cells show action potential
synchronized over the islet as a result of gap junctional coupling. Electrical synapses found
in glia cells and neurons have diverse functional roles. Supporting tissue of Cochlea are
extensively coupled by the gap junction and thought to serve as a pathway for potassium
transportation. Furthermore, gap junction channels whose functions are not yet fully
studied are found in most organs.
Gap junction coupling is conventionally studied by observing the diffusion of dye
molecules across gap junctions or by double patch clamping a pair of cells. Double patch
clamping provides highly sensitive recording of electrical conduction through gap
junctions, yet are labor intensive for studying multiple cells. Dye transfer is effective in
large scale, but is not a direct measurement of electric conduction. Electric conduction is
based on transfer of ions through gap junction channels. Since the smallest dye molecule is
still larger than ions, the diffusion property is not the same. Also, up to now voltage
sensitive dyes have been only rarely used to study gap junction. The MEM imaging scheme
we demonstrate here requires no preparation for the sample, and with only single cell
patch clamping, the connectivity among multiple cells can be observed.
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5.2. Cell culture preparation
HEK293 cells were grown attached to a glass cover slip and transported to the
experimental setup. We first characterized the electrical connectivity of the cell culture by
the double patch clamping method, in which a pair of cells are simultaneously patch-
clamped. A small voltage step pulse was applied to a cell in voltage clamp mode and the
post-junctional membrane potential fluctuations of the other cell were recorded in current
clamp mode. We defined the coupling strength as the relative size of the potential pulse in
the second cell with respect to that of the voltage pulse applied to the first cell. Cells were
not electrically coupled right after plating because gap junctions were lost during the
process of cell trypsinization. The coupling strength of adjacent cell pairs increased with
the incubation time and reached a maximum within 36 hours.
5.3. MEM imaging of electrical coupling through the gap
junction
Next, we imaged the MEM signal over a wide area of electrically coupled cellular
networks while stimulating one cell with single patch clamping. Figure 41Figure 41-A shows
the quantitative phase image of a low density culture of HEK293 cells 24-36 hours after
plating. To generate MEM signals a cell (marked by arrowhead) was whole-cell patch
clamped in voltage clamp mode and stimulated by a sine wave of 42Hz frequency and
1OOmV amplitude. Quantitative phase images were acquired for 10 seconds at 500 frames
per second. Figure 41-B is the MEM image, that is the amplitude image of the frequency
component at the stimulation frequency, and Figure 41-C is the same frequency
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Figure 41 (a) Quantitative phase image of HEK293 cells. (b) Amplitude of MEM signal. (c) Noise level.
(d) Complex argument of MEM signal is color-coded as hue on top of (b). Scale bar 10pm, Color bars are
radians in (a), milliradians in (b) and (c), radians in (d)
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component when the stimulation is turned off, and shows the background noise level. The
MEM signals report the modulation of membrane potential with high sensitivity and shows
that the voltage pulse is delivered to the neighboring cells as well as to the patch clamped
cell, revealing electrical coupling between cells. The cell on the top of the field of view does
not contact the cells in the bottom part of the field of view by its cell body, but a fine
projection between the top cell and the other cells is partially visible in the quantitative
phase image. Nevertheless, the MEM signal clearly shows that the fine projection connects
and electrically couples the remote cell with the others.
5.4. MEM imaging of the effect of the gap junction blocker
We employed the MEM imaging technique to observe the effect of the gap junction
blocker Carbenoxolone (CBX) on the electrical coupling between cells. In the control
experiment, the MEM image was obtained for a confluent cell monolayer including 13 cells
in normal bath solution, while one cell was whole-cell patch clamped and stimulated by a
42Hz sine wave. Afterward the bath solution was exchanged with bath solution containing
100 pmol CBX, and MEM images were acquired. Figure 42-A and B show the distribution of
amplitude of MEM signals averaged over each cell area in normal and CBX conditions. The
first columns in each chart are the MEM signals of the patch clamped cell, 'cell1'. The 12
neighboring cells were grouped by their closeness to cell1, that is, group 2 cells are direct
neighbors with cell1, group 3 cells are direct neighbors with group2 cells, and so forth. In
the normal medium the MEM signal maintains remarkably similar level in the cell1 and in
the neighboring cell groups. (Figure 42-a) This means that the sine wave voltage pulse
propagates from cell to cell without significant loss. Since the electric resistance of the gap
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junction Rj is in series with the cell membrane impedance Zcei, the post-junctional potential
Vm2 is smaller than the pre-junctional potential Vmi according to the voltage divider ratio
Vm2
- = Zcell/(Rj + Zcell). Hence, the relatively unattenuated voltage propagation among
cells implies very small gap junction resistance.
We could confirm the very high electrical coupling between distant cells by a double
patch clamping experiment. The electrical coupling strength between a pair of distant cells
was as high as 80% of intracellular electrical coupling strength if there are other cells
filling the space between the cell pair. (Figure 43)
On the other hand, application of CBX makes the MEM signal of neighboring cells to
drop rapidly as the distance from the cell1 increases. (Figure 42-b) It is reported that CBX
blocks gap junction coupling by 80% at maximum. The remaining 20% gap junction
coupling allows voltage propagation to nearby cells, but with attenuated amplitude. The
increase in gap junction resistance due to the reduced coupling results in decrease of the
voltage divider ratio, and therefore reduced post-junctional potential Vm2.
Using MEM imaging, information of membrane potential propagation among multiple
cells could be obtained without repeated double patch clamping. Optical imaging observed
the coupling strength between cell 1 and 11 other cells in one recording, which can be
obtained from eleven double patch clamping.
In addition, we noted that in the CBX solution, cell1 shows a larger MEM signal than in
normal solution, and the average MEM signal of group 2 cells, which is lesser than cell1,
still is as much as that in the normal solution. (Figure 42-a and b) In short, gap junction
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blocking of CBX results in stronger voltage stimulus in a smaller number of cells. This can
be explained by the change of equivalent electrical circuit of cell networks caused by CBX.
The equivalent electrical circuit of a single cell has membrane capacitance and
membrane resistance components in parallel. The typical value of capacitance can be 30-
100 pF depending on the surface area of the cell, whereas the resistance may have more
variation ranging from a few tens of megaohms to gigaohms depending on the ion channel
expression of the cell. The conductance of individual gap junction channel is 50-140 pS (D.
G. McMahon 1989, J. D. Young 1987) and the total conductance between a pair of cells
greatly varies according to the number of channels. Since gap junction couples equivalent
circuits of neighboring cells in parallel, the equivalent electrical circuit of large number of
cells has significantly smaller resistance than that of individual cells. (Figure 44) Therefore,
when gap junction coupling is strong, whole cell patch clamp recording of a single cell
among a cluster of cells inevitably measures the net equivalent circuit of the entire cell
network. The total resistance of an HEK293 cell in a confluent cell layer measured by a
patch clamp electrode is as small as only a few tens of megaohms, which is significantly
smaller than that of an isolated single cell. (Figure 45)
This low total resistance degrades the capability of voltage clamping the membrane
potential of the patch clamped cell. The micropipette for the patch clamping is glass
micropipette with silver-silver chloride electrode inside. Its resistance in the bath
solution(-4 MG) is mostly determined by the diameter of the pipette tip. During the
intracellular recording the resistance of the pipette is often higher (-10 Mfl) than
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Figure 42 (a) The normal propagation of membrane potential in gap junction coupled cells is measured
using MEM signal. the number in the x-axis indicates the cell group from 1 to 4 in the order of closeness to the
direct patch clamping. Cell1 is patch clamped. Cell group 2 has 4 cells group 3 has 5 cells and group 4 has
three cells. y-axis is the mean amplitude of optical signal averaged over each cell area. (b) The propagation of
membrane potential in a cell treated with gap junction blocker CBX.
adjacent connected separate cont
Figure 43 Double patch clamping of five pairs of cells with varying separation.
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Figure 44 Electrical circuit of gap junction coupling. (a) Electrical circuit diagram of a cell (cell2)
electrically coupled to another cell (cell1) through gap junction channels. (b) Cell1 is patch clamped and
electrically coupled to cell2 through gap junction. Vpipet patch clamping pipette potential. the electrical load
attached to the patch clamping pipette is the combined circuit of cell1 and cell2. Since cell1 and cell2 are
connected in parallel, the effective impedance of the combined circuit, Zcels, has lower resistance and higher
capacitance than the individual impedance Z1 and Rj+Z2. Therefore, if many cells are strongly coupled (small
RJ) to cell1, the effective impedance of the gap junction coupled cells Zceins can be much smaller than that of
any isolated cell. In such case, the voltage clamping of the membrane potential is significantly smaller than
the pipette potential as Vmi/Vpipet = Zceiis/((Zce1is+Rs)) becomes small. Vmi membrane potential of cell1. Vm2
membrane potential of cell2. R1 membrane resistance of cell1. C1 membrane capacitance of cell1. R2
membrane resistance of cell2. C2 membrane capacitance of cell2. Rs series resistance of patch clamping
pipette. Rj junctional resistance of gap junction between cell1 and cell2. Z1 impedance of cell1. Z2 impedance
of cell2. GND electrical ground.
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the bath resistance, because cytoplasm is sucked into the pipette and partially clog the tip.
This resistance from the pipette tip is called the series resistance, Rs, as it is in series
between the voltage source and the inside of the cell. The membrane potential of the
voltage clamped cell deviates from the amount of voltage drop at the series resistance.
With a finite series resistance, the membrane potential modulation Vm is smaller than the
potential of electrode Vpipet by the factor Vm = Zcell/(Rs + Zcell), where Zcell is theVpipet
impedance of the cell electrical circuit. This ratio represents the actual voltage stimulus
Figure 45 Total resistance measured from a patch electrode is the net resistance of entire connected
cells. Therefore, the total resistance of isolated cell or cell cluster with only a few cells is large, but that of cell
cluster with many cells are small. Phase contrast images of cell clusters with various size. (a) Total resistance
was 1.2 Gil when only two cells are connected. (b-d) Total resistance was 40 MfI (b, c) and 57 M11 (d) when
large number of cells are connected.
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transfer from electrode to cell, and is close to unity for electrically isolated cells or cells in a
small island where Zcen >> Rs. But the ratio is very small for a cell in extensively connected
confluent monolayer where Rs and Zceii are comparable in size, resulting in smaller voltage
stimulus delivered to the cells and in smaller MEM signal. But when CBX disconnects the
first few cells from the rest of the cell layer, the total resistance increases and the size of the
voltage stimulus delivered to cell1 became larger, inducing larger MEM signal as we
observed in Figure 42.
On the other hand, It is possible that the prolonged whole cell patch clamping altered
the mechanical property of the 'cell1' between experiments in normal and CBX solution and
that this caused enhancement of the MEM amplitude in 'cell1' in CBX condition. This
mechanical model cannot replace the previous explanation based on electrical circuit
modification since it cannot explain the 'group 2 cells' amplitude in CBX, but may have
additional contribution to the effect as described by the electrical model.
5.5. Conclusion
To our knowledge this is the first demonstration of using cellular intrinsic optical signal
of membrane potential in mammalian cells. Using membrane electromotility (MEM) as the
intrinsic optical signal for the membrane potential, we detected the propagation of voltage
modulation through gap junction channel among 12 cells in one recording, and observed
the effect of gap junction blocker carbenoxolone on the electrical circuit of network of gap
junction coupled cells.
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Chapter 6
Conclusion of the thesis
6.1. Summary of key accomplishments
As presented in Chapter 5, we were able to obtain images of membrane potential
propagation through cellular networks with cellular resolution using MEM signals. As a
result, the extent of gap junction coupling in cell monolayer and the effect of gap junction
blocker was observed and explained. This is the first demonstration of intrinsic optical
signal of electrical activity from individual vertebrate cells, and the first to use MEM
phenomenon as the reporter of the membrane potential. This also means that our work is
the first intrinsic optical signal of membrane potential from any vertebrate system in any
scale (single cell to tissue level) whose underlying mechanism is identified. From the
electrochemical and morphological characteristics of the optical signals, we could
unambiguously identify the origin as the membrane electromotility. We showed that the
underlying mechanism of MEM signal involves two fold actions with different time scales -
114
the fast force generation at the membrane lipid bilayers and the slow dynamics of
cytoskeleton deformation of the cell body.
In the course of the research, the experimental condition for intrinsic optical imaging is
comprehensively analyzed for various possible designs. This will serve as a guideline for
future endeavors in exploring other target systems, different optical designs or other
mechanisms of intrinsic optical signals. Also, we proposed that prestin-expressing human
cell line is a convenient samples that can serve as a benchmark for optical apparatus that is
designed to detect intrinsic optical signals from mammalian cells.
Also, a heterodyne Mach-Zehnder microscope and a low-coherence diffraction phase
microscope were developed and implemented. The strong point of the heterodyne Mach-
Sender microscope is its flexibility in design which indeed contributed to the development
of tomographic phase microscope by our own group. The extremely stable and low-noise
LCDPM is serving as a tool to study various biophysics.
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6.2. Future works on cellular intrinsic optical signal of
electrical activity
Our research clearly showed the strength of bottom-up approach in studying cellular
intrinsic optical signals with non-averaging high resolution imaging. Our work should be
only the beginning of more research in cellular intrinsic optical signal.
Reflection mode detection is advantageous for in vivo experiments. With further
research it will be possible to detect MEM signals in reflection geometry by using low-
coherence interferometry, darkfield imaging or light scattering. Especially, reflection mode
low-coherence interferometry is sensitive to the physical height of the cell rather than its
optical height (Figure 12). Therefore, it is more suitable for detecting swelling motions
induced by electrical activity.
We detected cellular intrinsic optical signal in the frequency domain and studied the
dynamic response from the frequency response, but many biological events such as action
potential spiking are better observed in the time domain. Also, literature (Kim, et al. 2007)
suggests that swelling motion may be specific to neurons. Therefore, it would be extremely
useful to be able to detect the optical signal in time domain, preferably using single shot
detection. This requires improvement in the optical apparatus as well as the analysis
method, because it is not only the instrumental noise, but also the cell's spontaneous
motion that give rise to the net background noise. (Figure 26) To overcome the spontaneous
fluctuations, we suggest applying the band pass filtering technique used for extracellular
recording to time domain intrinsic optical signal data. Both data has small high frequency
signal (action potential is very rapid and its frequency components are high) in large low
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frequency noise, and the extensively developed filtering technique is already extracting
action potential spikes from extracellular recording.
We did not observe birefringence-induced optical phase change in our experiments, but
birefringence signals are reportedly a very good indicator of membrane potential in
invertebrate systems with better sensitivity. Birefringence signals would be better detected
in polarization sensitive apparatus, which has not yet been much investigated so far using
vertebrate systems. Polarization sensitive imaging is possibly challenging to be
implemented in reflection geometry with either field-based or light scattering approaches.
On the other hand, the underlying mechanism of the birefringence signal is based on the
notion that there is coupling between membrane potential and dipole moments in the
membrane. Recent research showed that the interaction of transmembrane electric field
and the molecular/submicron structure may provide mechanisms for electro-optic
coupling that can be detected using non-linear optics. (Fischer, et al. 2008) Non-linear
optics signatures of membrane potentials have great potential for highly sensitive optical
probes of electric activity of living cells.
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