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ABSTRACT
An efficient and effective clustering process is a core task
of data mining analysis, and has become more important in
the nowadays scenario of big data, where scalability is an is-
sue. In this paper we present the ClusMAM method, which
proposes a new strategy for clustering large complex data-
sets through metric access methods. ClusMAM aims at ac-
celerating the process of relational partitional clustering by
taking advantage of the inherent node separations of met-
ric access methods. In comparison with other methods from
the literature, ClusMAM is up to four orders of magnitude
faster than the competitors maintaining clustering quality.
Additionally, ClusMAM exploits the datasets to find com-
pact and coherent clusters, suggesting the number of clusters
k found in the data. The method was evaluated employing
synthetic and real datasets, and the behavior of the method
was consistent regarding the number of distance calculations
and time required for the clustering process as well.
CCS Concepts
•Information systems→Multimedia databases; Clus-
tering;
Keywords
Metric access methods; unsupervised clustering; complex data-
sets; multimedia indexing
1. INTRODUCTION
Over the past decades, both the amount and variety of data
available for analysis have significantly increased. This sce-
nario has influenced the development of techniques for the
processing, summarization, fast and automatic understand-
ing of such data. The data clustering detection is a technique
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies
are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. Copy-
rights for components of this work owned by others than ACM must
be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee. Request permissions from Permis-
sions@acm.org.
SAC 2016, April 04-08, 2016, Pisa, Italy
c©2016 ACM. ISBN 978-1-4503-3739-7/16/04. . . $15.00
DOI: http://dx.doi.org/10.1145/2851613.2851661
in the data mining field to support data analysis by synthe-
sis and aids several areas, such as biology (genes), chemistry
(compounds), marketing (customers), medicine (diagnosis),
among others. It has been one of the fundamental resources
for the obtaining of knowledge from large portions of data.
The data clustering main objective is the organization of
data into clusters of similar elements on the intrinsic charac-
teristics of the data (measured or perceived) [3]. Fifty years
have passed since the proposal of the first k-means clustering
algorithm [1], and the development of this kind of technique
has already been extensively explored in literature. However,
two key issues still deserve attention: scalability and quality
of the resulting clustering [6].
The demand for efficient manipulation of complex data (e.g.,
images, videos, audio, time series) has motivated the devel-
opment of new strategies for storing and retrieval of differ-
ent data domains [7]. The application of indexing structures
(e.g., R-tree and its descendants [8]) to data mining algo-
rithms has motivated the development of new approaches.
Examples of works that have proposed new strategies of
clustering using indexing structures are [4, 9]. The authors
defined the use of sampling techniques for data clustering
methods that demand several iterations, considering differ-
ent initializations. For example, Ester et al. [9] employed
R*-tree [8] in the CLARANS algorithm [2] and Barioni et
al. [4] developed the PAM-Slim algorithm, which uses a Slim-
tree [7]. Hwang et al. [10] applied an indexing structure for
density-based clustering and Lai et al. [11] presented an em-
pirical study of different clustering algorithms on large image
databases.
In this work we propose ClusMAM to answer the follow-
ing question: “Which elements can we consider to evaluate
similarity?”. That is, we want to state that our approach
can identify and suggest the number of groups k present in
a given dataset, without the necessity of parameters. Clus-
MAM searches for the presence of categories of data linearly
separated, with aims at assisting the analysis of the data.
The new strategy is guided by the hypothesis that elements
of the same cluster are in the same node or in a near node
of the resulting indexing structure.
Motivated by the aforementioned reasons, in this paper we
present ClusMAM, a strategy for speeding the clustering
process with the following advantages:
• Parameter free: ClusMAM is capable of automatically
suggesting a number of clusters (k) present in the data-
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sets, without the necessity of input parameters. For
this, the strategy generates the shortest path among
all representative elements of the resulting structure
and finds the longest distances.
• Efficient : ClusMAM is up to four orders of magnitude
faster than its competitors. It uses a Metric Access
Method to speed-up the clustering process.
• Clustering quality : We performed experiments with real
and synthetic datasets, and ClusMAM wins or ties
with all competitors regarding clustering quality.
The remainder of the paper is organized as follows: Section 2
gives the background of this work and the proposed strategy
is presented in Section 3. Section 4 describes the methodol-
ogy and Section 5 reports experiments involving synthetic
and real datasets. The conclusions are summarized in Sec-
tion 6.
2. BACKGROUND
This section presents partitional clustering methods, clus-
tering by sampling and metric access methods.
2.1 Partitional Clustering Methods
Partitional Clustering Methods partition a dataset based
on the application of (dis)similarity measures (i.e., distance
functions [3]) between the elements. Examples of such ap-
proaches are k-means and its descendants [1], PAM (Parti-
tioning Around Medoids), CLARA (Clustering LARge Ap-
plications), CLARANS (Clustering Large Applications based
upon RANdomized Search) and other algorithms [3, 2].
The k-means algorithm is a relatively efficient method with
execution time O(nkt) on the number of elements (n), clus-
ters (k) and iterations (t). However, a problem faced by k-
means is the initialization of the centroids, the algorithm is
very sensitive to the presence of outliers in the dataset. The
k-medoid-based algorithms have been proposed as a differ-
ent approach to address the problems aforementioned. For
example, PAM [3] replaces the centroid computed by the
closest element to this centroid (of the cluster), which is
then named medoid. Even if an outlier influences the cen-
troid, the choice of a medoid amortizes this phenomenon.
The k-medoids method can be more robust than k-means.
However, it has a higher order of complexity and it is not
an efficient option for the processing of large datasets. Over-
all, algorithms that use the relational approach (e.g., the
PAM algorithm) show advantages, such as data confiden-
tiality, treatment of mixed attributes, among others [3]. On
the other hand, they are computationally expensive. The
next sections describe some of the studies on strategies that
address this issue.
2.2 Clustering by Sampling
Due to the high computational cost of the PAM algorithm,
in [3] the authors proposed the CLARA algorithm, which se-
lects a few data samples for processing instead of the whole
dataset. The samples are randomly selected, in such a way
they represent the dataset. CLARA performs PAM on each
sample and returns the best clustering found. Its time com-
plexity is O(ks2+k(n−k)), where s is the sample size. There-
fore, it can work with large datasets. Lastly, the CLARANS
algorithm, proposed in [2] does not assume a fixed sample
size, instead, a random search is carried out by medoid can-
didate elements, limited to a maximum amount. If no bet-
ter medoid is found after this limited amount, the current
medoid is assumed to be a local optimum.
Another approach for the selection of samples is the use of a
MAM (Metric Access Method) as Slim-tree [7], which uses
representative elements to partition the dataset. An imple-
mentation of this approach is the PAM-Slim algorithm pre-
sented in [4]. It performs the PAM algorithm on an interme-
diate level of a Slim-tree (with at least k elements). Accord-
ing to the experiments conducted, PAM-Slim can find clus-
ters very similar to those found by PAM and CLARANS, but
much faster. Thus, PAM-Slim and CLARANS algorithms
are the baseline algorithms used for comparison purposes.
The next section describes the Slim-tree Metric Access Me-
thod (MAM) in more details.
2.3 Slim-tree
Slim-tree is a dynamic and balanced tree data structure,
constructed from the leaves toward the root (bottom-up). As
other MAMs (e.g., M-tree and its descendants [7]), the Slim-
tree gathers the elements of a dataset in fixed-size pages,
such that each page corresponds to a node of the tree. Slim-
tree keeps all elements in the leaves and arranges them hi-
erarchically in the tree. This hierarchy is built from a selec-
tion of elements, called representatives, which define centers
of regions in the data space. Each region has a coverage ra-
dius, therefore, only the elements inside the given region can
be associated with the node of the representative element in
question. The policies for the subtree choice and the node
splitting must be defined for the construction of the Slim-
tree, details about such policies can be found in [6]. A MAM
cannot perform all the clustering process because the page
size is limited, which restricts the development of the pro-
cess.
In the strategy adopted by PAM-Slim, the middle level of
the tree is selected as sample for speeding the selection of
the k-medoids of the PAM algorithm. CLARANS uses ran-
dom samples of the dataset and displays proper clustering
quality. However, it incurs higher computational costs. In
this work we propose ClusMAM, that is based on the iden-
tification of addressed shortcomings on the aforementioned
strategies. Its objective is to suggest the number of clusters
k presents in the datasets without the support of other clus-
tering algorithms. The next section describes ClusMAM in
more details.
3. ClusMAM
ClusMAM is a new strategy for finding clusters from a met-
ric access method. The algorithm uses all representative el-
ements of the tree for finding “natural” clusters in the data-
sets. It does not take advantage of a clustering algorithm,
like PAM-Slim does. In fact, ClusMAM is guided by the idea
that elements in the same cluster are at roughly the same
distance (i.e., they are in the same node or in a near node of
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the tree). Figures 1 and 2 illustrate the main phases of the
new strategy. In Figure 1, 16 elements were indexed by the
Slim-tree MAM. In Figure 2, considering a tree with l levels,
a list of representative elements is composed of elements of
the level l−1 (level with all representative elements). Then a
minimum distance list of the representative elements is built
by sorting the distances from each element to the previous
element of this list. The goal is to use this ranked list to split
the elements in clusters according to the threshold calcula-
tion. The threshold value is given by the sum of the average
with the standard deviation of the minimum distance list
(presented in Figure 2 (a)).
Overall, the resulting clustering exhibits higher degree of
compatibility with the data distribution. Thus, a dataset can
contain c classes, but not always the same number of clus-
ters k [14]. This process demands an exploratory analysis of
the datasets. The ClusMAM algorithm suggests the num-
ber of clusters from the data distribution and requires no
input parameter k. However, caution must be taken because
large and sparse clusters with overlapping categories may
be poorly evaluated. For this issue, the literature presents
specific strategies [3], but the objective of this paper is to
evaluate only hard approaches, i.e., one element must belong
to only one cluster.
Algorithm 1 outlines the proposed ClusMAM method. It is
important to highlight that, in line 4 the parameter page
size influences the results of the algorithm. Then, firstly the
values can be configured regarding the dimension number.
Overall, if the elements are closer to each other (the intra-
group variance is lower), then the clustering quality is better
when the page capacity is smaller. However, if the elements
are more distant from each other (the intragroup variance is
large), then the analysis of the parameters is done in reverse
mode, i.e., increasing the capacity of the node. Thus, we
can analyze the distribution of the elements in the resulting
groups quickly, instead of running the dataset directly on
a classic clustering algorithm by applying validity indexes
(varying the value k). The strategy searches do not mini-
mize an objective function (intragroup distance), it searches
linearly separated clusters through of the representative ele-
ments. Thus, a resulting clustering is returned to aid in the
exploratory analysis of the datasets. The first loop (lines 9-
11) builds the minimum distance list illustrated in Figure
2 (a) and the second loop (lines 15-17) builds the clusters
exemplified in Figure 2 (b), according to the threshold (line
14).
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Figure 1: Illustration of 16 elements distributed on the Slim-
tree. The internal nodes store all representative elements,
and all elements of the dataset are kept in the leaf nodes.
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Figure 2: Illustration of the ClusMAM algorithm. In (a) two
lists are presented: the list of representative elements, with
all representative elements of the indexing structure; and
the minimum distance list, containing the elements sorted
by distance. In (b) is presented an example of clusters found
by the new strategy, given a threshold.
Algorithm 1: ClusMAM
1 input: data elements to be indexed ;
2 output: the suggested number of clusters and a set of clusters;
3 begin
4 choose the parameters for the construction of the tree;
5 build the indexing structure;
6 select level l− 1;
7 select all representative elements of level l− 1;
8 build a list of representative elements ;
9 foreach element ej ∈ list of representative elements do
10 find the closest element;
11 build the minimum distance list sorted by distance;
12 compute the sum of the distances of the minimum distance list;
13 compute average, variance and standard deviation of the minimum
distance list;
14 threshold = (average + standard deviation);
15 foreach element ∈ minimum distance list do
16 if distance value ≥ threshold then
17 build cluster;
18 select the medoid element of each cluster (the closest elements to
the center);
19 assign each element of the dataset to the closest medoid element;
20 end
4. METHODOLOGY
In order to assess the quality of the resulting clustering re-
garding homogeneity and separation of the elements, we
evaluated our experiments based on validity indexes. The
indexes applied were Average Distance (AD), Simplified Sil-
houette (SS) and Davies-Bouldin (DB), described as follows
[12]:
• Average Distance (AD) of the resulting clustering is
the sum of the distances between all elements of the
same cluster (from their medoid element) divided by
the number of clusters. If AD produces low values (near
to 0), it indicates a proper clustering was achieved.
• Simplified Silhouette (SS) of clustering is the average
silhouette of one element to the medoid elements. If SS
presents values higher than 0 and near to 1, it indicates
a proper clustering of the dataset was achieved.
• Davies-Bouldin (DB) indicates the potential number
of clusters. If this index results in a value near 0, it
indicates the presence of well homogeneous and sepa-
rated clusters.
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5. EXPERIMENTS
This section reports the experimental analysis regarding the
number of distance computations (efficiency) and of the qual-
ity of the resulting clustering (effectiveness) according to the
validity indexes: AD, SS and DB. Thus, we studied a sim-
ple, fast and unsupervised clustering strategy that can be
employed at metric access methods for generic data spaces.
This feature guided the selection of the baseline algorithms
applied in the experiments. All experiments were performed
on an Intel R© CoreTM i7-2600S (2.8GHz) with 8GB of RAM,
SATA hard disk of 1 TB (7,200rpm) and Ubuntu R© 14.04
(64-bit) GNU/ Linux OS. All strategies were implemented
in C++, using the same framework for a fair comparison.
The trees were built based on the Euclidean metric (L2)
and with disk page size compatible with the data dimen-
sionality. The building policies for the selected tree were
MinDist as subtree-choose policy and MinMax as node-split
policy. CLARANS only runs in main memory and it is not
influenced by the page size. It was configured using its best
recommend setup as presented in literature.
5.1 Dataset Description
Several synthetic datasets with different dimensions and num-
ber of clusters were employed in the validation of the new
strategy. The results presented were also based on two real
datasets.
• Synthtetic datasets: 16 synthetic datasets were created
with Gaussian distribution and varying the number of
dimensions from 16, 32, 64 and 128 for 5, 10, 15 and 20
clusters in the datasets. The synthetic datasets will be
referenced in all text, following the construction rule:
S100E16D for the synthetic dataset with 100,000 fea-
ture vectors composed of 16 dimensions. The process
for the generation of these datasets is described in [5]
and the variance used was σ2 = 0.01. The strategy pre-
sented same behavior varying the number of elements
as well.
• Real dataset : Corel and Scenes datasets [13] were used
in the experiments. They are composed of feature vec-
tors of 128 dimensions based on the feature extrac-
tor SIFT. Corel dataset contains 1000 images clas-
sified into 10 classes (africa, beach, buildings, buses,
dinosaurs, elephants, flowers, food, horses and moun-
tains), and Scenes dataset is comprised of 1678 images
divided into 5 classes (2 classes of urban environments
and 3 classes of natural environments).
5.2 Results
In order to evaluate the efficiency and the clustering quality
obtained by each algorithm presented here, we ran exper-
iments to measure the clustering quality and the number
of distance calculations demanded in the process. In Figure
3 we show the results obtained by applying our algorithm,
ClusMAM, in the synthetic dataset S10E3D. In Figure 3 (a)
the original dataset is plotted in three dimensions, showing
the separation of clusters in the data distribution. Figure 3
(b) shows that the resulting number of clusters suggested by
ClusMAM is equal to the number of clusters of the dataset
(k = 10).
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Figure 3: Example of the datasets used in the experiments.
(a) Considering a 3-Dimensional dataset (S10E3D) of 10
clusters and (b) after the application of the ClusMAM with
the labels of the clusters. This performance maintains as we
vary the number of dimensions and elements.
Figures 4 and 5 show the graphs regarding the number of
distance calculations, execution time and validity indexes of
the synthetic data clustering, respectively. Table 1 summa-
rizes the technical characteristics of each algorithm.
According to Figure 4, the new strategy required fewer dis-
tance computations to process the clustering. For example,
the results in the graph of Figure 4 (c) show that the new
strategy required fewer distance calculations, with approxi-
mately 4 orders of magnitude lower when compared to PAM-
Slim for the S100E64D dataset of 10 clusters. This behavior
was similar for all datasets, i.e., ClusMAM showed higher
efficiency than the competitors, considering different values
of dimensions and clusters. Therefore, the time spent to per-
form the clustering was also short (see Figure 5 (a)).
The graphs of the validity indexes in Figures 5 (b), (c) and
(d) show that the quality was practically the same for all
algorithms. The values of the graph in Figure 5 (b) are near
to 0, and the same behavior was shown in Figure 5 (d), i.e.,
proper clusters were found. The values of the graph in Fig-
ure 5 (c) show high quality, because the values of SS were
higher than 0.5, i.e., all values are near to 1. Furthermore,
ClusMAM showed the best efficiency, i.e., fewer distance cal-
culations and shorter execution time demanded for the clus-
tering process.
Table 2 shows the results of the algorithms for k = 5, the
value suggested by ClusMAM for the Scenes dataset. The
comparison was made based on three measures: number of
distance calculations, SS (where values close to 1 indicate
that a proper clustering was performed) and DB (where val-
ues close to 0 indicate the presence of well homogeneous
and separated clusters). This dataset contains 5 classes and
ClusMAM showed better quality of the resulting clustering
than the other algorithms.
Regarding efficiency, ClusMAM also demanded fewer dis-
tance computations. For example, in comparison to PAM-
Slim, to process 5 clusters it required approximately 4 orders
of magnitude less distance computations. We used the num-
ber of groups suggested by ClusMAM to analyze the quality
of the other algorithms. Figure 6 shows the performance
of PAM-Slim, the values of k varied from 2 to the maxi-
mum number of clusters suggested by ClusMAM (k = 5).
In general, the quality varying k was alike, but according
to the validity indexes the best value of k for the Scenes
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Figure 4: Number of distance calculations performed by each algorithm (the results on a the y-axis are in log scale). ClusMAM
achieved the best results for all datasets. For instance, with S100E64D and k=10, ClusMAM performed up to four orders of
magnitude less distance calculations than PAM-Slim.
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Figure 5: Graphs of the analysis of data clustering for the S100E64D dataset. (a) Execution time (y-axis on a log scale).
(b) Average Distance index (AD: the lower the better), (c) Simplified Silhouette index (SS: the higher the better) and (d)
Davies-Bouldin index (DB: the lower the better).
dataset was 2. Finding clusters is a subjective task, and we
are interested in searching anomalies present in the different
datasets in a timely way, such as image datasets. The Clus-
MAM algorithm aids to identify the number of clusters in
data distribution of the datasets that are linearly separated
(i.e., higher values of k can present no gain in quality).
Algorithm # groups Complexity Input
ClusMAM yes O(n2) -
PAM-Slim no O(k.(n− k)2) k
CLARANS no O(k.(n2)) k
Table 1: Comparison between the strategies, considering if
the algorithms suggest the number of groups, the complexity
of the time on the samples of the datasets and the input
parameters.
Algorithm Distances SS DB
ClusMAM 9,251 0.343 1.348
PAM-Slim 45,529,688 0.161 2.095
CLARANS 210,523,728 0.287 1.521
Table 2: Comparison between the strategies for Scenes
dataset, regarding the number of distance computations, SS
index (the higher the better) and DB index (the lower the
better).
Table 3 shows the results of the experiments performed with
the Corel dataset. ClusMAM suggested the value k = 5, re-
quired fewer distance calculations and provided better qual-
ity. Corel dataset contains 10 classes and different feature
descriptors can influence the result. It is important to high-
light that, in real applications, the datasets can present no
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Figure 6: Graphs of the quality indexes, with the values of k
varied from 2 to the maximum value suggested by ClusMAM
(k = 5) for the Scenes dataset. (a) Values of SS index. (b)
Values of DB index.
labels (i.e., classes), but if they were presented may not cor-
respond at linearly separate clusters [14] due to the overlap-
ping. Thus, ClusMAM can help in this issue, indicating the
number of clusters.
Algorithm Distances SS DB
ClusMAM 5,325 0.346 1.302
PAM-Slim 16,154,020 0.222 1.932
CLARANS 194,011,170 0.288 1.604
Table 3: Comparison between the clustering strategies re-
garding the number of distance computations, SS index (the
higher the better) and DB index (the lower the better). The
maximum value of k = 5 was suggested by performing of the
ClusMAM on the Corel dataset.
Figure 7 shows the results obtained by PAM-Slim, the val-
ues of k varied from 2 to the number of classes of the Corel
dataset. However, the best suggested value was 3, according
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to the SS and DB validity indexes. For this dataset Clus-
MAM suggested k equal 5 as maximum value of clusters
present in the dataset. Higher values of k showed no gain of
quality in the resulting clustering. Therefore, the new strat-
egy can collaborate for suggesting the value of k to be used
to speed-up the process of clustering algorithms. Overall,
the results show that the new strategy ClusMAM displayed
the same behavior with both synthetic and real datasets.
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Figure 7: Results of the quality indexes obtained by PAM-
Slim, the values of k varied from 2 to the number of classes
of the Corel dataset. (a) Values of SS index. (b) Values of
DB index. ClusMAM suggested k = 5 as maximum value, it
is possible to observe that values of k higher than 5 showed
no gain of quality, corroborating the ClusMAM results.
6. CONCLUSION
We presented ClusMAM, a new strategy that takes advan-
tage of metric access methods to scale-up the clustering pro-
cess. Overall, clustering algorithms that use the relational
approach require higher computational costs. Through our
experimental analysis, we can state that ClusMAM has the
following contributions:
• Identification of natural clusters: ClusMAM does not
require the number of clusters k as input parameter. It
automatically identifies the number of clusters presents
in the datasets. The experimental results on all data-
sets help to corroborate the hypothesis that elements
of the same cluster are in the same node or in a near
node. The number of clusters identified can be used to
guide future work, for example to assist classifiers and
validity indexes.
• Speed-up the clustering process: The strategy adopted
by ClusMAM provides proper clusters in a much shorter
time. The distance calculations were up to 4 orders of
magnitude in comparison with its best competitors.
The algorithm takes advantage of MAM to speed-up
the clustering process. ClusMAM can be applied to
several MAM, such as M-tree and its descendants. Our
algorithm assumes that a MAM tends to show natural
clusters in its distribution from a given distance. Un-
like ClusMAM, its competitors do not employ a search
for natural clusters in the data distribution.
• Increasing of clustering quality : The results obtained
by validity indexes indicate that ClusMAM can out-
perform its competitors.
The new strategy employs no clustering algorithm to help
in the process. We argue that considering all representative
elements of the MAM, we can find anomalies in the datasets,
i.e., to explore something that deviates from what is pattern.
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