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SUMMARY
Semidefinite programming (SDP) is a generalization of linear programming. SDP
has numerous applications in various fields, such as statistics, structural design, electrical
engineering and combinatorial optimization. Interior-point methods (IPMs) are known as
polynomial time methods for solving SDPs, and are favorable for small or medium-sized
SDPs. It is well-known that weighted central paths play important role in the design and
analysis of IPMs for SDPs. The first topic of this thesis is to study limiting behavior of
weighted paths associated with the SDP map X1/2SX1/2 and provide applications to error
bound analysis and superlinear convergence of a class of primal-dual IPMs.
Although SDPs are polynomially solvable, it is still very challenging to solve large-scale
SDPs efficiently. The second topic of this thesis is to provide an approach for solving large-
scale well-structured sparse SDPs via a saddle point mirror-prox algorithm with O(ε−1)
efficiency by exploiting sparsity structure and reformulating SDPs into smooth convex-
concave saddle point problems.
The third topic of this thesis is to develop a long-step primal-dual infeasible path-
following algorithm for convex quadratic programming (CQP) whose search directions are
computed by means of a preconditioned iterative linear solver. A uniform bound, depending
only on the CQP data, on the number of iterations performed by a preconditioned iterative
linear solver is established. A polynomial bound on the number of iterations of this method
is also obtained.
The last topic of this thesis is to develop an efficient “nearly exact” type of method for
solving large-scale “low-rank” trust region subproblems by completely avoiding the com-
putations of Cholesky or partial Cholesky factorizations. We also provide a computational





1.1 Semidefinite Programming (SDP)
In this section, we introduce and discuss semidefinite programming (SDP) that will be
studied in Chapters 2 and 3 of this thesis. In Subsection 1.1.1, we briefly introduce SDP
and provide some motivations for two research topics on SDP included in this thesis. We
discuss some duality results of SDP and its central path in Subsection 1.1.2.
1.1.1 Preliminary remarks
One form of describing semidefinite programming (SDP) problem is as the problem of
minimizing a linear function of a symmetric matrix variable X subject to linear equality
constraints on X and the essential constraint that X be positive semidefinite (see (1)). The
last constraint is nonlinear and nonsmooth, but convex, so semidefinite programs are convex
optimization problems.
Prior to the development of interior-point methods (IPMs) for SDP, there has been a
somewhat scattered and slow development but relatively long history of SDP. Very early
works in solution stability of linear differential equations and control theory has demon-
strated the modeling power of linear matrix inequalities (LMI) (see Boyd et al. [15] for a
detailed historic account on this). Early approaches to graph theory involving SDP prob-
lems have been proposed in Cullum et al. [25], Donath and Hoffman [30, 31] and Lovász
[67]. Also, SDP was studied very early by the nonlinear programming (NLP) community
[33, 34, 100, 113, 114, 115]. Despite these early developments, SDP has become a central
focus and exciting area in the field of optimization only in the last twelve years or so. A
major factor behind this explosive interest in SDP was the development of efficient algo-
rithms for their solution and subsequently the discovery of SDP as a powerful modeling
tool. Landmark works by Nesterov and Nemirovski [94, 95, 96] develop a deep and unified
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theory of IPMs for solving convex programs based on the notion of self-concordant barrier
functions. (See their book [97] for a comprehensive treatment of this subject.) In particular,
they and, independently Alizadeh in his breakthrough work [2], showed that primal-only
and/or dual-only IPMs for linear programming (LP) can all be extended to SDP. Other
primal-only methods have also been proposed by Freund [36] and Jarre [56].
From an algorithmic standpoint, most of the polynomial-time interior-point algorithms
for LP have been extended to SDP albeit with much more difficult mathematical analysis
(see Todd [122] and Monteiro [79] and references therein). Computationally, IPMs have
proven successful in effectively solving small- to medium-sized SDPs. Several applications
in convex constrained optimization, control theory and combinatorial optimization, which
could not be easily handled before, can now be routinely solved. Many problems can be
cast in the form of an SDP. For example, LP, optimizing a convex quadratic form subject to
convex quadratic inequality constraints, minimizing the volume of an ellipsoid that covers
a given set of points and ellipsoids, maximizing the volume of an ellipsoid that is contained
in a polytope, matrix norm minimization, cluster analysis using ellipsoids, and a variety
of maximum and minimum eigenvalue problems can be cast as SDPs (see Vandenberghe
and Boyd [125]). In addition, SDP has applications in minimum trace factor analysis
[11, 33, 34, 113, 127] and optimal experiment design [108] in the area of statistics, and
in engineering fields such as structural design [8, 10] and control theory [15]. Another
important application of SDP is to the solution of NP-hard combinatorial optimization
problems, for which SDPs serve as tractable relaxations (e.g., see Shor [115], Lovász and
Schrijver [68], Goemans and Williamson [41], Alizadeh [2], Kamath and Karmarkar [57]) and
also as the basis for polynomial-time approximation algorithms with strong performance
guarantees (e.g., [41]). In fact, the work [41] was another major factor in the increased
interest on SDP, specially by the “approximation algorithms” community. Finally, a long
list of SDP applications can be found in the Handbook of Semidefinite Programming [112],
the books by Ben-Tal and Nemirovski [9] and Boyd et al. [15], as well as the survey papers
by Vandenberghe and Boyd [125], Todd [122], and Monteiro [79].
It is well-known that weighted central paths have played important role in the design
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and analysis of high performance IPMs for LPs, monotone linear complementarity problems
and SDPs (e.g., see Guler [47], Sturm [121], Kojima et al. [63], Preiß and Stoer [107, 106]
and Lu and Monteiro [70, 69]). One topic of this thesis is to study limiting behavior of
weighted central paths associated with the SDP map X1/2SX1/2 and provide applications
to error bound analysis and superlinear convergence of a class of primal-dual IPMs (see
Chapter 2).
The SDPs that arise as relaxations of combinatorial optimization problems are typically
large-scale, and it has become evident in the past few years that current IPMs, in their most
naive form, are largely unsuitable in practice when applied to such SDPs due to an inherent
high demand for computer time and storage. At the present level of our knowledge, the only
way to process numerically large-scale SDPs seems to use simple first-order methods with
computationally cheap iterations. Although all known first-order methods in the large-scale
case exhibit slow – sublinear – convergence and thus are unable to produce high-accuracy
solutions in realistic time, medium-accuracy solutions are still achievable. Historically, the
first SDP algorithm of the latter type was the spectral bundle method [54] – a version of
the well-known bundle method for nonsmooth convex minimization “tailored” to SDPs. A
weak point of the spectral bundle method, at least from the theoretical viewpoint, is the
convergence rate: the inaccuracy in terms of the objective can decrease with the iteration
count t as slowly as O(t−1/2) (this is the best possible, in the large scale case, rate of
convergence of first-order methods on nonsmooth convex programs). Some other first-order
methods based on NLP reformulations were recently proposed in [20, 19]. Theoretical
convergence rate results are not established for these methods. Also, as opposed to the
primal-dual IPMs, these methods are primal- or dual-only methods and the design of a
universal set of termination conditions that works well for all classes of SDP problems is not
obvious, and might not be feasible. Recently, novel O(t−1)-converging first-order algorithms,
based on smooth saddle-point reformulation of nonsmooth convex programs were developed
[92, 91, 90]. Numerical results presented in these papers demonstrate high computational
potential of the proposed methods. However, theoretical and computational advantages
exhibited by the O(t−1)-converging methods as compared to algorithms like spectral bundle
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have their price, specifically, the necessity to operate with eigenvalue decompositions of
matrices rather than computing a few largest eigenvalues. As a result, the algorithms from
[92, 91, 90] as applied to SDP become impractical, when the largest size of diagonal blocks
in the matrices exceeds about 1000. Another topic of this thesis is to provide an approach
for solving large-scale well-structured sparse SDPs via a saddle point mirror-prox algorithm
with O(ε−1) efficiency by exploiting sparsity structure and reformulating them into smooth
convex-concave saddle point problems (see Chapter 3).
Before ending this subsection, we introduce some notations that will be used throughout
this section. Sn denotes the space of n×n symmetric matrices, and X  0 indicates that X
is positive semidefinite. We also write Sn+ for {X ∈ Sn : X  0}, and Sn++ for its interior, the
set of positive definite matrices in Sn. For X ∈ Sn+, X1/2 denotes its positive semidefinite
square root. If X ∈ Sn++, we write X−1/2 for the inverse of X1/2, or equivalently the positive
semidefinite square root of X−1. We use A•B to denote the inner product Tr(ATB) of two
m×n matrices A and B, where Tr(·) denotes the trace of a matrix. Given a linear operator
F : E → F between two finite dimensional inner product spaces (E, 〈·, ·〉E) and (F, 〈·, ·〉F ),
its adjoint is the unique operator F∗ : F → E satisfying 〈F(u), v〉F = 〈u,F∗(v)〉E for
all u ∈ E and v ∈ F . A linear operator G : E → E is called self-adjoint if G = G∗.
Moreover, G is said to be positive semidefinite (resp. positive definite) if 〈G(u), u〉E ≥ 0
(resp., 〈G(u), u〉E > 0) for all 0 6= u ∈ E.
1.1.2 The SDP problem, duality and the central path
In this subsection, we introduce the pair of primal-dual SDP problems which will be a
subject of our study and discuss some of the duality results that hold for them. We also
describe the associated central path which plays an important role in primal-dual interior-
point algorithms.
We consider the SDP given in the following standard form:
(P ) minX C •X




where each Ai ∈ Sn, b ∈ <m, and C ∈ Sn are given, and X ∈ Sn. Throughout this
subsection, we assume that the set of matrices {Ai} is linearly independent. The dual
problem associated with (P ) is:
(D) maxy,S bT y∑m
i=1 yiAi + S = C,
S  0,
(2)
where y ∈ <m and S ∈ Sn. We write F (P ) and F (D) for the sets of feasible solutions
to (P ) and (D) respectively, and correspondingly F 0(P ) and F 0(D) for the sets of strictly
feasible solutions to (P ) and (D) respectively; here “strictly” means that X or S is required
to be positive definite. Hence
F (P ) := {X ∈ Sn+ : Ai •X = bi, i = 1, · · · ,m},
F 0(P ) := {X ∈ F (P ) : X ∈ Sn++},
F (D) := {(y, S) ∈ <m × Sn+ :
m∑
i=1
yiAi + S = C},
F 0(D) := {(y, S) ∈ F (D) : S ∈ Sn++}.
The optimal values for (P ) and (D) will be denoted by val (P ) and val (D), respectively.
We start by giving the following simple result commonly referred to as the “weak duality
lemma”.
Proposition 1.1.1 If X and (y, S) are feasible in (P ) and (D) respectively, then
C •X − bT y = X • S ≥ 0.
Thus, the quantity X • S is the “excess” of the primal objective function value C •X
over the dual value bT y. It is commonly referred to as the duality gap at (X, y, S).
Corollary 1.1.2 Suppose that X and (y, S) are feasible solutions for (P ) and (D) respec-
tively, satisfying X • S = 0, or equivalently XS = 0. Then X and (y, S) are optimal in
their respective problems.
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We say that (P ) or (D) satisfies strong duality if there exist X and (S, y) satisfying
the assumptions of Corollary 1.1.2. Unfortunately, the optimal values of (P ) and (D) are
not necessarily equal for every SDP problem, and even if they are, strong duality does not
necessarily have to hold. The following result gives sufficient conditions for the duality gap
between (P ) and (D) to be zero and/or for strong duality to hold.
Proposition 1.1.3 The following statements hold:
a) If val (P ) > −∞ and F 0(P ) 6= ∅ then the set of optimal solutions for (D) is nonempty
and bounded and val (P ) = val (D);
b) If val (D) <∞ and F 0(D) 6= ∅ then the set of optimal solutions for (P ) is nonempty
and bounded and val (P ) = val (D);
c) If F 0(P ) 6= ∅ and F 0(D) 6= ∅ then the set of optimal solutions of (P ) and (D) are
nonempty and bounded and val (P ) = val (D). (Hence, strong duality is satisfied.)
A proof of Proposition 1.1.3 can be found for example in Section 4.2 of [97]. By Corollary
1.1.2, it is clear that the conditions below (together with X and S belonging to Sn+) are
sufficient for X and (y, S) to be optimal solutions:
∑m
i=1 yiAi + S = C,
Ai •X = bi, for i = 1, . . . ,m,
XS = 0.
(3)
To simplify the notation slightly, we introduce the operator A : Sn → <m defined as
(AX)i := Ai •X for all X ∈ Sn and i = 1, ...,m. Then the adjoint A∗ : <m → Sn of this
operator is given by A∗y =
∑m
i=1 yiAi for every y ∈ <m. Using this notation, we can rewrite
the equations above as





In both (3) and (4) we could replace the last equation equivalently by X1/2SX1/2 = 0, or
by S1/2XS1/2 = 0.
The central path is defined as the set of solutions (X, y, S) = (X(ν), y(ν), S(ν)) ∈
Sn+ ×<m × Sn+ to




for all ν > 0. Clearly any solution to these equations gives strictly feasible solutions to both
(P ) and (D), since the last condition implies that X and S are nonsingular, hence positive
definite. It turns out that the existence of strictly feasible solutions for both (P ) and (D)
is sufficient for the existence and uniqueness of solutions to (5) for every positive ν.
The key to the proof of the above result is the analysis of a certain barrier problem
associated with (P ) whose set of optimality conditions is exactly (5). Consider the following
barrier function for the cone of positive semidefinite matrices Sn+:
f(X) := − ln DetX. (6)
(By convention, we call this a barrier function for Sn+, even though it is defined only for
points in Sn++; it clearly tends to +∞ as X in Sn++ converges to a point on the boundary
of Sn+.) We need to deal with the derivatives of f . The first derivative of f at X ∈ Sn++ is
f ′(X) = −X−1, in the usual sense that
f(X +H) = f(X) + [−X−1] •H + o(‖H‖).
For the second derivative, we introduce the useful notation P Q for n×n matrices P and
Q (usually P and Q are symmetric). This is an operator defined from Sn to Sn by
(P Q)U := 1
2
(PUQT +QUP T ). (7)
Then it is not too hard to show that the second derivative of f is f ′′(X) = X−1 X−1, in
the usual sense that
f(X +H) = f(X) + f ′(X) •H + 1
2
[(X−1 X−1)H] •H + o(‖H‖2).
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Note that f ′′(X) is a self-adjoint and positive definite operator:
f ′′(X)U • V = [X−1UX−1] • V = Tr(X−1UX−1V ) = Tr(X−1V X−1U) = f ′′(X)V • U
and
f ′′(X)U • U = Tr(X−1UX−1U) = Tr((X−1/2UX−1/2)2) = ‖X−1/2UX−1/2‖2F ,
where ‖ · ‖F denotes the Frobenius norm, the norm induced by the inner product we are
using; this quantity is nonnegative, and positive unless X−1/2UX−1/2 (and hence U) is zero.
Since f ′′ is positive definite everywhere, f is strictly convex. Now we consider the primal
barrier problem:
(Pν) minX C •X + νf(X)
AX = b,
X ∈ Sn++,
for positive ν. Note that the KKT (or Lagrange) conditions for this problem are necessary
and sufficient, since the objective function is convex and the constraints linear (apart from
the open set constraint). These optimality conditions can be written as
AX = b, C − νX−1 −A∗y = 0,
for X ∈ Sn++, which can alternatively be expressed as (5) by setting S := νX−1 ∈ Sn++.
Let us note that (5) also gives the optimality conditions for the dual barrier problem:
(Dν) maxy,S bT y − νf(S)
A∗y + S = C,
S ∈ Sn++.
The next result shows that the central path is well-defined and is strongly related to the
optimal solutions of (Pν) and (Dν).
Theorem 1.1.4 Suppose that both (P ) and (D) have strictly feasible solutions. Then, for
every ν > 0, there is a unique solution (X(ν), y(ν), S(ν)) in Sn++×<m×Sn++ to the central
path equations (5). Moreover, for every ν > 0, X(ν) and (y(ν), S(ν)) are the unique optimal
solutions of the barrier problems (Pν) and (Dν), respectively.
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A proof of Theorem 1.1.4 can be found for example in Section 2 of [93]. The above
result guarantees the existence and uniqueness of points on the central path, but it does
not justify calling it a path. This fact will follow if we show that the equations defining it
are differentiable, with a derivative that is square and nonsingular at points on the path.
Unfortunately, while the equations of (5) are certainly differentiable, the derivative is not
even square since the left-hand side maps (X, y, S) ∈ Sn++ × <m × Sn++ ⊆ Sn × <m × Sn
to a point in Sn × <m × <n×n; XS is usually not symmetric even if X and S are. We
therefore need to change the equations defining the central path. There are many possible
approaches, which as we shall see lead to different search directions for our algorithms,
but for now we choose a simple one: we replace XS = νI by −νX−1 + S = 0. As in
our discussion of the barrier function f , the function X → −νX−1 is differentiable, with
derivative ν(X−1 X−1). So the central path is defined by the equations
















ν(X−1 X−1) 0 I
 , (9)
where I denotes the identity operator on Sn. We have been rather loose in writing this in
matrix form, since the blocks are operators rather than matrices, but the meaning is clear.
We want to show that this derivative is nonsingular, and for this it suffices to prove that
its null-space is trivial. Since similar equations will occur frequently, let us derive this from
a more general result.
Theorem 1.1.5 Suppose the operators E and F map Sn to itself, and that E is nonsingular
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and E−1F is positive definite. Then the solution to
A∗∆y + ∆S = Rd,
A∆X = rp,
E ∆X + F ∆S = REF
(10)
is uniquely given by
∆y = (AE−1FA∗)−1(rp −AE−1(REF −FRd)),
∆S = Rd −A∗∆y,
∆X = E−1(REF −F∆S).
(11)
Proof. The formulae for ∆S and ∆X follow directly from the first and third equations.
Now substituting for ∆S in the formula for ∆X, and inserting this in the second equation,
we obtain after some manipulation
(AE−1FA∗)∆y = rp −AE−1(REF −FRd).
Since E−1F is positive definite and theAi’s are linearly independent, them×mmatrix on the
left is positive definite and hence nonsingular. This verifies that ∆y is uniquely determined
as given, and then so are ∆S and ∆X. Moreover, these values solve the equations.
In our case, F is the identity, while E is ν(X−1 X−1) with inverse ν−1(X X). This
is easily seen to be positive definite, in the same way we showed that f ′′(X) was. Hence
the theorem applies, and so the derivative of the function ΦP is nonsingular on the central
path (and throughout Sn++ × <m × Sn++); thus the central path is indeed a differentiable
path.
By taking the trace of the last equation of (5), we obtain the last part of the following
theorem, which summarizes what we have observed.
Theorem 1.1.6 Assume that both (P ) and (D) have strictly feasible solutions. Then the
set of solutions to (5) for all positive ν forms a nonempty differentiable path, called the
central path. If (X(ν), y(ν), S(ν)) solve these equations for a particular positive ν, then
X(ν) is a strictly feasible solution to (P ) and (y(ν), S(ν)) a strictly feasible solution to (D),
with duality gap
C •X(ν)− bT y(ν) = X(ν) • S(ν) = nν. (12)
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A rigorous proof of Theorem 1.1.6 can be found in Section 2 of [93]. It has been shown
that as ν tends to 0, the central path (X(ν), y(ν), S(ν)) converges to a specific primal-
dual optimal solution of (P ) and (D) (see Goldfarb and Scheinberg [42], Kojima et al. [64]
and Halicka et al. [52, 51]). Indeed, the primal-dual path-following interior-point methods
generate a sequence of iterates closely following the central path and approaching primal-
dual optimal set.
1.2 Convex Quadratic Programming (CQP)
In this section, we introduce a pair of primal-dual convex quadratic programming (CQP)
problems which will be studied in Chapter 4 of this thesis, and discuss some of the duality
results that hold for them. We also describe the associated central path which plays an
important role in the design and analysis of primal-dual interior-point algorithms for CQP.
We consider the CQP in standard form:





where the data are Q ∈ Sn+, A ∈ <m×n, b ∈ <m, and c ∈ <n, and the decision vector is
x ∈ <n.
The dual problem associated with (QP ) is:
(QD) maxx,y,s d(x, y, s) ≡ bT y − 12x
TQx
AT y − Qx + s = c,
s ≥ 0,
(14)
where y ∈ <m and s ∈ <n. We write F (QP ) and F (QD) for the sets of feasible solutions
to (QP ) and (QD) respectively, and correspondingly F 0(QP ) and F 0(QD) for the sets of
strictly feasible solutions to (QP ) and (QD) respectively; here “strictly” means that x or s
is required to have positive components. Hence
F (QP ) := {x ∈ <n+ : Ax = b},
11
F 0(QP ) := {x ∈ F (QP ) : x ∈ <n++},
F (QD) := {(x, y, s) ∈ <n ×<m ×<n++ : AT y −Qx+ s = c},
F 0(QD) := {(x, y, s) ∈ F (QD) : s ∈ <n++},
where <n+ and <n++ denote the set of n- vectors having nonnegative, and positive compo-
nents, respectively. The optimal values for (QP ) and (QD) will be denoted by val (QP )
and val (QD), respectively.
We start by giving the following simple result commonly referred to as the “weak duality
lemma”.
Proposition 1.2.1 If x and (x, y, s) are feasible in (P ) and (D) respectively, then
p(x)− d(x, y, s) = xT s ≥ 0.
Thus, the quantity xT s is the “excess” of the primal objective function value p(x) over
the dual value d(x, y, s). It is commonly referred to as the duality gap at (x, y, s).
Corollary 1.2.2 Suppose that x and (x, y, s) are feasible solutions for (QP ) and (QD) re-
spectively, satisfying xT s = 0. Then x and (x, y, s) are optimal in their respective problems.
We say that (QP ) and (QD) satisfys strong duality if there exist x and (x, y, s) satisfying
the assumptions of Corollary 1.2.2. The following proposition shows that strong duality
holds for (QP ) and (QD).
Proposition 1.2.3 The following statements hold:
a) If val (QP ) > −∞ and F (QP ) 6= ∅ then the set of optimal solutions for (QP ) and
(QD) are nonempty and val (QP ) = val (QD);
b) If val (QD) < ∞ and F (QD) 6= ∅ then the set of optimal solutions for (QP ) and
(QD) are nonempty and val (QP ) = val (QD);
c) If F (QP ) 6= ∅ and F (QD) 6= ∅ then the set of optimal solutions of (QP ) and (QD)
are nonempty and val (QP ) = val (QD).
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Proof. Under the assumption of statement a), it immediately follows from Proposition
5.2.1 of [13] that the set of optimal solutions for (QD) is nonempty and val (QP ) = val (QD).
Hence, we obtain that val (QD) < ∞ and F (QD) 6= ∅, which together with Proposition
5.2.1 of [13] implies that the set of optimal solutions for (QP ) is nonempty. Therefore,
statement a) holds. The proof of statement b) is similar the one of statement a). Statement
c) immediately follows from Proposition 1.2.1, and statements a) and b).
By Corollary 1.2.2, it is clear that the conditions below (together with x and s belonging
to <n+) are sufficient for x and (x, y, s) to be optimal solutions:




where X = Diag(x).
The central path is defined as the set of solutions (x, y, s) = (x(ν), y(ν), s(ν)) ∈ <n+ ×
<m ×<n+ to




for all ν > 0, where e ∈ <n is a vector of all ones. Clearly any solution to these equations
gives strictly feasible solutions to both (QP ) and (QD), since the last condition implies that
x and s are strictly positive. It turns out that the existence of strictly feasible solutions
for both (QP ) and (QD) is sufficient for the existence and uniqueness of solutions to (16)
for every positive ν. The proof of the above result is the analysis of a certain barrier
problem associated with (QP ) whose set of optimality conditions is exactly (16). Consider





(By convention, we call this a barrier function for <n+, even though it is defined only for
points in <n++; it clearly tends to +∞ as x in <n++ converges to a point on the boundary
of <n+.)
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Note that g is strictly convex. Now we consider the primal barrier problem:
(QPν) minx p(x) + νg(x)
Ax = b,
x > 0,
for positive ν. Note that the KKT (or Lagrange) conditions for this problem are necessary
and sufficient, since the objective function is convex and the constraints linear. These
optimality conditions can be written as
Ax = b, Qx+ c− νX−1e−AT y = 0,
for x > 0, which can alternatively be expressed as (16) by setting s := νX−1e ∈ <n++.
Let us note that (16) also gives the optimality conditions for the dual barrier problem:
(QDν) maxx,y,s d(x, y, s) − νg(s)
AT y − Qx + s = c,
s > 0.
The next result shows that the central path is well-defined and is strongly related to the
optimal solutions of (QPν) and (QDν).
Theorem 1.2.4 Suppose that both (QP ) and (QD) have strictly feasible solutions. Then,
for every ν > 0, there is a unique solution (x(ν), y(ν), s(ν)) in <n++ × <m × <n++ to the
central path equations (16). Moreover, for every ν > 0, x(ν) and (x(ν), y(ν), s(ν)) are the
unique optimal solutions of the barrier problems (QPν) and (QDν), respectively.
The proof of Theorem 1.2.4 is similar to the one given in Section 2.3 of [55]. The duality
gap of the point (x(ν), y(ν), s(ν)) satisfies
x(ν)T s(ν) = nν,
according to (16). It is well-known that (x(ν), y(ν), s(ν)) is continuously differentiable for
ν > 0. Hence, if ν ↓ 0 then x(ν) and (x(ν), y(ν), s(ν)) will converge to optimal primal and
dual solutions, respectively. In addition, the following property holds for CQP along the
central path.
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Proposition 1.2.5 The objective function p(x(ν)) of the primal problem (QP ) is mono-
tonically decreasing and the objective function d(x(ν), y(ν), s(ν)) of the dual problem (QD)
is monotonically increasing if ν decreases.
A proof of Proposition 1.2.5 can be found in Section 2.3 of [55]. Indeed, the primal-dual
path-following interior-point methods generate a sequence of points closely following central
path and approaching the primal-dual optimal set of CQP. In Chapter 4, we will develop a
long-step primal-dual infeasible path-following algorithm for CQP whose search directions
are computed by means of a preconditioned iterative linear solver.
1.3 Trust Region (TR) Methods
Trust region (TR) algorithms are classical methods for solving both convex and nonconvex
nonlinear optimization problems. They are known to possess strong convergence properties
(see Fletcher [32]). In this section, we briefly introduce trust region methods and provide
some motivations for the research done in Chapter 5.




where f : <n → < is a twice continuously differentiable function and x ∈ <n is the decision
variable. At the current iterate xk, we assume that a model function qk is constructed
whose behavior near xk is similar to that of the actual objective function f . Usually, a
model function qk has the form:




where fk = f(xk), ∇fk = ∇f(xk), and Hk ∈ <n×n is some symmetric matrix. Using the
mean value theorem, we have




for some t ∈ (0, 1). This together with (18) implies that the difference between qk(p) and
f(xk + p) is O(‖p‖2), and so the approximate error is small when p is small. To obtain the
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next step xk+1, we seek the solution pk to the TR subproblem
min { qk(p) : ‖p‖Mk ≤ ∆k } (19)
where ∆k > 0 is a TR radius, Mk is a symmetric positive definite matrix, and the norm
‖ · ‖Mk is defined as
‖p‖Mk =
√
pTMkp, ∀p ∈ <n.
Given pk, we compute the ratio
ρk =
fk − f(xk + pk)
qk(0)− qk(pk)
,
where the numerator is usually referred to as the actual reduction, and the denominator is
the predicted reduction. Based on ρk, we use the following strategy to update iterate and
trust-region radius: if ρk is close to one, we set xk+1 := xk + pk and increase the TR radius
for next TR subproblem (since there is a good agreement between the model qk and the
function f over this step); if ρk is positive but not close to zero or one, we set xk+1 := xk+pk
and do not alter the TR radius; if ρk is close to zero or negative, we set xk+1 := xk, and
shrink the TR radius by a certain factor.
For the sake of global convergence of a TR method, an “approximate” solution to the TR
subproblem (19) is only required, which achieves at least as much reduction in the model
q as the reduction achieved by the so called “Cauchy point” (see for example Moré [88]
and Chapter 4 of Nocedal and Wright [98]). There are at least three well-known methods
available in the literature for finding an “approximate” solution of the TR subproblem
(19) (e.g., dogleg method [105], two-dimensional subspace minimization method [39], and
Steihaug method [118]). Each of them has some specific requirement on the matrix Hk (see
Chapter 5 of this thesis). Besides those “approximate” methods, there is a method due to
Moré and Sorensen [89], which finds an approximate solution of the TR subproblem (19) in
a stronger sense (see (224)). We will refer to this method as a nearly exact (NE) method.
Since the NE method of [89] requires repeated computations of Cholesky factorizations of
diagonal displacements of Hk, it is suitable only for small- to medium-sized problems.
One topic of this thesis is to develop a method for computing NE solutions of a “low-
rank trust region” (LRTR) subproblem whose Hk and Mk are large-scale matrices having
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the following special structures:
Hk = D + V EV T , Mk = D̃ + Ṽ ẼṼ T  0,
where D, D̃ and Ẽ are positive diagonal matrices, V and Ṽ have a few columns (say less than
10), and E is a diagonal matrix. LRTR subproblems arise in several contexts. For example,
when using TR methods to solve unconstrained or linear-equality constrained minimization
problems, the matrix Hk is usually obtained by using a low-rank update (memoryless)
formula and the resulting Hk has the structure mentioned above. In such a case, Mk is
chosen as either the identity matrix or some other positive definite matrix whose structure
is as specified above and depends on the specific problem at hand. We will show that every
step of the NE method of [89] can be properly modified to handle the LRTR subproblem
and also that the resulting modified NE method is quite efficient and robust for computing
NE solutions of large-scale LRTR subproblems.
1.4 Outline and main results of the thesis
In this section, we present the outline and main results of this thesis.
In Chapter 2 we study the limiting behavior of weighted infeasible central paths for
semidefinite programming obtained from centrality equations of the form X1/2SX1/2 = νW ,
where W is a fixed positive definite matrix and ν > 0 is a parameter, under the assumption
that the problem has a strictly complementary primal-dual optimal solution. It is shown
that a weighted central path as a function of
√
ν can be extended analytically beyond 0 and
hence that the path converges as ν ↓ 0. Characterization of the limit points of the path and
its normalized first-order derivatives is also provided. As a consequence, it is shown that a
weighted central path can have two types of behavior, namely: either it converges as Θ(ν)
or as Θ(
√
ν) depending on whether the matrix W on a certain scaled space is block diagonal
or not, respectively. We also derive an error bound on the distance between a point lying
in a certain neighborhood of the central path and the set of primal-dual optimal solutions.
Finally, in the light of the results of this chapter, we give a characterization of a sufficient
condition proposed by Potra and Sheng which guarantees the superlinear convergence of a
class of primal-dual interior point SDP algorithms.
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In Chapter 3 we first demonstrate that the positive semidefiniteness of a large well-
structured sparse symmetric matrix can be represented via the positive semidefiniteness of
a collection of smaller matrices linked, in a linear fashion, to the matrix. We derive also
the “dual counterpart” of the outlined representation, which expresses the possibility of
positive semidefinite completion of a well-structured partially defined symmetric matrix in
terms of positive semidefiniteness of a specific collection of fully defined submatrices of the
matrix. Using the representations, we then reformulate well-structured large-scale semidefi-
nite problems into smooth convex-concave saddle point problems, which can be solved by a
Prox-method developed in [90] with efficiency O(ε−1). Implementations and some numerical
results for large-scale Lovász capacity and MAXCUT problems are presented.
In Chapter 4 we develop a long-step primal-dual infeasible path-following algorithm for
convex quadratic programming (CQP) whose search directions are computed by means of
a preconditioned iterative linear solver. We propose a new linear system, which we refer to
as the augmented normal equation (ANE), to determine the primal-dual search directions.
Since the condition number of the ANE coefficient matrix may become large for degenerate
CQP problems, we use a maximum weight basis preconditioner introduced in [99, 111, 124]
to precondition this matrix. Using a result obtained in [81], we establish a uniform bound,
depending only on the CQP data, for the number of iterations needed by the iterative
linear solver to obtain a sufficiently accurate solution to the ANE. Since the iterative linear
solver can only generate an approximate solution to the ANE, this solution does not yield
a primal-dual search direction satisfying all equations of the primal-dual Newton system.
We propose a way to compute an inexact primal-dual search direction so that the equation
corresponding to the primal residual is satisfied exactly, while the one corresponding to the
dual residual contains a manageable error which allows us to establish a polynomial bound
on the number of iterations of our method.
In Chapter 5 we first discuss how the nearly exact (NE) method proposed by Moré and
Sorensen [89] for solving trust region subproblems can be modified to solve large-scale “low-
rank” trust region TR subproblems efficiently. Our modified algorithm completely avoids
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the computation of Cholesky factorizations by instead relying primarily on the Sherman-
Morrison formula for computing inverses of “diagonal plus low-rank” type matrices. We
also implement a specific version of the modified log-barrier (MLB) algorithm proposed
by Polyak [101] where the generated log-barrier subproblems are solved by a trust region
method. The corresponding direction finding TR subproblems are of the low-rank type and
are then solved by our modified NE method. We finally discuss the computational results of
our implementation of the MLB method and its comparison with a version of LANCELOT
[23] based on a collection extracted from CUTEr [43] of nonlinear programming problems
with simple bound constraints.
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CHAPTER II
ERROR BOUNDS AND LIMITING BEHAVIOR OF
WEIGHTED PATHS IN SDP
2.1 Preliminary Remarks
Let Sn denote the space of n × n real symmetric matrices. We consider the semidefinite
programming (SDP) problem
(P )
minimize C • X
subject to AX = b,
X  0,
(20)
and its associated dual SDP problem
(D)
maximize bT y
subject to A∗ y + S = C,
S  0,
(21)
where the data consists of C ∈ Sn, b ∈ <m and a linear operator A : Sn → <m, the primal
variable is X ∈ Sn, and the dual variable consists of (S, y) ∈ Sn×<m. For a matrix V ∈ Sn,
the notation V  0 means that V is positive semidefinite. Given a fixed positive definite
matrix W ∈ Sn, ∆b ∈ <m and ∆C ∈ Sn, our interest in this chapter is to study the set
of solutions of the following system of nonlinear equations parametrized by the parameter
ν > 0:
AX = b+ ν∆b, X  0, (22)
A∗ y + S = C + ν∆C, S  0, (23)
X1/2SX1/2 = νW. (24)
Under suitable conditions on (W,∆C,∆b), it has been shown in Monteiro and Zanjácomo
[86] that the above system has a unique solution, denoted by p(ν) ≡ (X(ν), S(ν), y(ν)), for
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every ν ∈ (0, 1]. We refer to the path ν ∈ (0, 1]→ p(ν) as the (W,∆C,∆b)-weighted central
path associated with (P ) and (D). The main objective of this chapter is to analyze the
limiting behavior of this path as ν ↓ 0.
When (W,∆C,∆b) = (I, 0, 0), the path ν ∈ (0, 1] → p(ν) is a part of the central path
associated with (P ) and (D). Properties of the central path have been extensively studied
in several papers due to the important role it plays in the development of interior-points
algorithms for cone programming, nonlinear programming and complementarity problems.
Early works dealing with the well-definedness, differentiability and limiting behavior of
weighted central paths in the context of the linear programming and monotone complemen-
tarity problems include [1, 4, 7, 44, 47, 48, 49, 60, 73, 74, 75, 78, 82, 84, 87, 117, 119, 120,
128, 129].
Using the fact that every real algebraic variety has a triangulation, Kojima et al. [59]
showed that the central path associated with a monotone linear complementarity problem
converges to a solution. In [64], Kojima et al. claims that similar arguments as the ones used
in [59] can also be used to show that the central path of a monotone linear semidefinite com-
plementarity problem (which is equivalent to SDP) converges to a solution of the problem.
More generally, Drummond and Peterzil [44] established convergence of the central path
for analytic convex nonlinear SDP problems. An alternative proof based on a deep result
from algebraic geometry (see for example Lemma 3.1 of Milnor [76]) of the convergence of
the central path for an SDP problem was given by Halická et al. [52]. Characterization of
the limit point of the central path has been obtained by De Klerk et al. [28] and Luo et
al. [72] for SDP problems possessing strictly complementary primal-dual optimal solutions.
Using an approach based on the implicit function theorem described in Stoer and Wechs
[119, 120], Halická [50] showed that the central path of an SDP problem possessing a strictly
complementary primal-dual optimal solution can be extended analytically as a function of
ν > 0 to ν = 0. For more general SDP problems, the above issues regarding the central
path still remain open but some advances have been made on a few papers. These include
De Klerk et al. [27] and Goldfarb and Scheinberg [42] who proved that any cluster point of
the central path must be a maximally complementary optimal solution. Also, Halická et al.
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[51] and Sporre and Forsgren [117] provided partial characterizations of the limit point of
the central path as being the analytic center of some convex subset of the optimal solution
set and the unique solution of a perturbed log barrier problem over the optimal solution
set, respectively. Finally, the recent paper by Cruz Neto et al. [26], which appeared after
the release of the first version of the present work, establishes the convergence of the central
path for a special class of SDPs which do not satisfy the strict complementarity condition.
Generalization of the notion of weighted central paths from linear programming to SDP
problems is a delicate issue. While for a linear programming a weighted central path can
be characterized as optimal solutions of certain weighted logarithmic barrier problems, this
characterization does not seem to be a good source to obtain a suitable notion of weighted
central paths for SDP. Instead, Monteiro and Zanjácomo [86] (see also Monteiro and Pang
[83]) work directly with a system consisting of (22), (23) and an equation of the form
Φ(X,S) = νW , for some suitable map Φ : D ⊆ Sn × Sn → Sn, and show that this system
has a unique solution for every ν ∈ (0, 1]. Special instances of the map Φ for which the
above result applies include the map (X,S)→ (XS + SX)/2 and (X,S)→ X1/2SX1/2.
Independently to the present work, Preiß and Stoer [107] have proved that the weighted
central paths associated with the map (X,S)→ (XS +SX)/2 is analytically extendible as
functions of ν ∈ (0, 1] to ν = 0 (see also Lu and Monteiro [70] for another proof of this result).
In this chapter, we will be interested only in the second map and its corresponding weighted
central paths, i.e., the path of solutions of systems of the form (22)-(24). More specifically,
we will investigate the asymptotic properties of the weighted central paths ν ∈ (0, 1]→ p(ν)
and their derivatives for the special class of SDPs possessing strictly complementary primal-
dual optimal solutions. Using a suitable change of variables together with the technique
described in [119, 120] based on the implicit function theorem, we prove in Section 2.3 that
the path t ∈ (0, 1] → p(t2) can be extended analytically to t = 0 and we also characterize
the limit point of p(ν) as ν ↓ 0. In Section 2.4, we characterize the limit of the normalized
derivative p′(ν)/‖p(ν)‖ as ν ↓ 0. As a consequence, we show that a weighted central path
can have two types of behavior, namely: it converges either as Θ(ν) or as Θ(
√
ν), depending
on whether the matrix W on a certain scaled space is block diagonal or not, respectively.
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Using these results, we derive in Section 2.5 an error bound on the distance between a
point lying in a certain neighborhood of the central path and the set of primal-dual optimal
solutions. Finally, we consider in Section 2.6 a sufficient condition proposed by Potra and
Sheng [103], which guarantees the superlinear convergence of a large class of primal-dual
interior point SDP algorithms, and obtain a characterization of it in terms of the results
obtained in this chapter.
The organization of this chapter is as follows. Section 2.2 introduces the assumptions
made throughout this chapter and discusses some preliminary known results about weighted
central paths. Sections 2.3-2.6 establish the results mentioned in the previous paragraph.
Finally, we end this chapter by providing some concluding remarks in Section 2.7.
2.1.1 Notation
The space of symmetric n× n matrices will be denoted by Sn. Given matrices X and Y in
<p×q, the standard inner product is defined by X • Y ≡ Tr(XTY ), where Tr(·) denotes the
trace of a matrix. The Euclidean norm and its associated operator norm, i.e., the spectral
norm, are both denoted by ‖ · ‖. The Frobenius norm of a p × q-matrix X is defined as
‖X‖F ≡
√
X • X. Given a point f and a set F in a finite dimensional normed vector
space, the distance from f to F is defined as dist(f, F ) ≡ inf f̃∈F ‖f − f̃‖. If X ∈ S
n is
positive semidefinite (resp., definite), we write X  0 (resp., X  0). The cone of positive
semidefinite (resp., definite) matrices is denoted by Sn+ (resp., Sn++). Either the identity
matrix or operator will be denoted by I. The image (or range) space of a linear operator
A will be denoted by Im(A); the dimension of the subspace Im(A), referred to as the
rank of A, will be denoted by rank(A). Given a linear operator F : E → F between two
finite dimensional inner product spaces (E, 〈·, ·〉E) and (F, 〈·, ·〉F ), its adjoint is the unique
operator F∗ : F → E satisfying 〈F(u), v〉F = 〈u,F∗(v)〉E for all u ∈ E and v ∈ F .
Given functions f : Ω → E and g : Ω → <++, where Ω is an arbitrary set and E is
a normed vector space, and a subset Ω̃ ⊂ Ω, we write f(w) = O(g(w)) for all w ∈ Ω̃ to
mean that there exists M ≥ 0 such that ‖f(w)‖ ≤ Mg(w) for all w ∈ Ω̃; moreover, for a
function U : Ω → Sn++, we write U(w) = Θ(g(w)) for all w ∈ Ω̃ if U(w) = O(g(w)) and
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U(w)−1 = O(1/g(w)) for all w ∈ Ω̃. The latter condition is equivalent to the existence of a





U(w) MI, ∀w ∈ Ω.
2.2 Preliminaries
In this section, we describe the assumptions that will be used in our presentation. We also
describe the weighted central path that will be the subject of our study in this chapter.
Some preliminary results about this path are also stated including conditions for its well-
definedness.
Throughout this chapter we will be dealing with the pair of dual SDPs (P ) and (D)
(see (20) and (21), respectively). Denote the feasible sets of (P ) and (D) by FP and FD,
respectively. Throughout our presentation we make the following assumptions on the pair
of problems (P ) and (D).
A.1 A : Sn → <m is an onto linear operator;
A.2 There exists a pair of strictly complementary primal-dual optimal solution for (P ) and
(D), that is a triple (X∗, S∗, y∗) ∈ FP ×FD satisfying X∗S∗ = 0 and X∗ + S∗  0.
We will assume that Assumptions A.1 and A.2 are in force throughout our presentation.
Hence, we will state our results without explicitly mentioning them.
Assumption A.1 is not really crucial for our analysis but it is convenient to ensure that
the variables S and y are in one-to-one correspondence. We will see that the dual weighted
central path can always be defined in the S-space. The goal of Assumption A.1 is just to
ensure that this path can also be extended to the y-space.
Assumption A.2 is the one that is commonly used in the analysis of superlinear conver-
gence of interior-point algorithms and it plays an important role in our analysis. In fact,
it is a very challenging problem to generalize the analysis of this chapter to the case where
Assumption A.2 is dropped or simply relaxed.
By assumption A.2, since X∗S∗ = S∗X∗ = 0, we can diagonalize X∗ and S∗ simultane-
ously, i.e. find an orthonormal P ∈ <n×n such that P TX∗P and P TS∗P are both diagonal.
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Performing the change of variables X̂ = P TXP and (Ŝ, ŷ) = (P TSP, y) on problems (P )
and (D) yield another pair of primal and dual SDPs which has a primal-dual optimal solu-
tion (X̂∗, Ŝ∗, ŷ∗) such that X̂∗ and Ŝ∗ are both diagonal. To simplify our notation, we will
assume without loss of generality that the original (P ) and (D) already have a primal-dual








where ΛB ≡ diag(λ1, · · · , λK), ΛN ≡ diag(λK+1, · · · , λn) for some integer 0 ≤ K ≤ n and
some scalars λi > 0, i = 1, 2, · · · , n. Here the subscripts B and N signify the “basic” and
“nonbasic” subspaces (following the terminology of linear programming). Throughout this
chapter, the decomposition of any n×n matrix V is always made with respect to the above





so that VBN and VNB denote the off-diagonal block of V . If VBN = 0 and VNB = 0, V is
called block diagonal, otherwise it is called non-block diagonal.
Notice that X ∈ FP is an optimal solution of (P ) if and only if XS∗ = 0. Hence, by
assumption A.2, the primal optimal solution set F∗P is given by
F∗P ≡ {X ∈ FP : XBN = 0, XNB = 0 and XN = 0}.
Analogously, the dual optimal solution set F∗D is given by
F∗D ≡ {(S, y) ∈ FD : SBN = 0, SNB = 0 and SB = 0}.
Define the linear map G : Sn × Sn ×<m → Sn ×<m by
G(X,S, y) ≡ (A∗ y + S − C, AX − b) (26)
and the sets G++ and W by
G++ ≡ G(Sn++ × Sn++ ×<m), (27)
W ≡
{
W ∈ Sn++ : ‖W − νI‖ < ν/
√




Given (W,∆C,∆b) ∈ Sn×Sn×<m, in this chapter we are interested in the solutions of the
system of nonlinear equations (22)-(24) parametrized by the parameter ν > 0. The following
result gives condition on (W,∆C,∆b) for system (22)-(24) to have a unique solution for each
ν ∈ (0, 1].
Proposition 2.2.1 Assume that (W,∆C,∆b) ∈ W × G++. Then, for any ν ∈ (0, 1],
system (22)-(24) has a unique solution, denoted by (X(ν), S(ν), y(ν)). Moreover, the path
ν ∈ (0, 1]→ (X(ν), S(ν), y(ν)) is analytic.
Proof. By A.2 and the assumption that (W,∆C,∆b) ∈ W × G++, we easily see
that ν(W,∆C,∆b) ∈ W × G++ for all ν ∈ (0, 1]. The first conclusion of the proposition
now follows from Theorem 1(b) of Monteiro and Zanjácomo [86] by letting F , Φ and V in
that theorem be defined as F = G, Φ(X,S) = X1/2SX1/2 for all (X,S) ∈ Sn+ × Sn+ and
V = W. The second conclusion follows by applying the analytic version of the implicit
function theorem to system (22)-(24) viewed as a function of (X,S, y, ν) and using the fact
that the assumption (W,∆C,∆b) ∈ W×G++ implies that the Jacobian of this system with
respect to (X,S, y) is nonsingular at (X(ν), S(ν), y(ν), ν) for every ν ∈ (0, 1]. (See Theorem
2.4 of [85] and the paragraph following it.)
For a given (W,∆C,∆b) ∈ W × G++, the path ν ∈ (0, 1] → (X(ν), S(ν), y(ν)) will be
referred to as the (W,∆C,∆b)-weighted central path. In view of the above proposition, we
will assume throughout Sections 2-4 that the following condition is true, without explicitly
mentioning it in the statements of the results.
A.3 (W,∆C,∆b) ∈ W × G++.
The next result gives some estimates on the size of the blocks of X(ν) and S(ν).
Lemma 2.2.2 For all ν > 0 sufficiently small, we have:
XB(ν) = O(1), SN (ν) = O(1), (29)
XN (ν) = O(ν), SB(ν) = O(ν), (30)
XBN (ν) = O(
√




Proof. Assume that ν > 0 is sufficiently small and, for notational convenience, let
X ≡ X(ν) and S ≡ S(ν). Also, let (X∗, S∗, y∗) be as in condition A.2. Since (∆C,∆b) ∈
G++, we have (∆C,∆b) = G(X0, S0, y0) for some (X0, S0, y0) ∈ Sn++×Sn++×<m. It is easy
to see that A(X−νX0− (1−ν)X∗) = 0 and S−νS0− (1−ν)S∗ ∈ Im(A∗), and hence that
(X − νX0 − (1− ν)X∗) • (S − νS0 − (1− ν)S∗) = 0. (32)
This equality together with (25) and the fact that X∗ • S∗ = 0, X • S = ν Tr(W ) and all
the quantities X,X0, X∗, S, S0, S∗ are in Sn+ imply that
X • S0 +X0 • S ≤ Tr(W ) + ξ(ν) (33)
and
XN • S∗N +X∗B • SB = X • S∗ +X∗ • S ≤
ν(Tr(W ) + ξ(ν))
1− ν
, (34)
where ξ(ν) ≡ ν(X0 • S0)+(1−ν)(X0 • S∗+X∗ • S0). The above two inequalities together
with the fact that the matrices X0, S0, X∗B, S
∗
N , XN , SB are all positive definite clearly imply
that (29) and (30) hold. Using the fact that X(ν)  0 and S(ν)  0, we obtain that
X2ij(ν) ≤ Xii(ν)Xjj(ν) and S2ij(ν) ≤ Sii(ν)Sjj(ν) for all i, j. These inequalities together
with (29) and (30) imply (31).
The next result gives estimates on the size of the blocks of the matrix X1/2(ν) ≡
[X(ν)]1/2.
Lemma 2.2.3 Let U(ν) ≡ X1/2(ν) for all ν ∈ (0, 1]. Then, for all ν > 0 sufficiently small,
we have:
U(ν) =
 UB(ν) UBN (ν)
UNB(ν) UN (ν)
 =







Proof. For notational convenience, let U = U(ν). Since X = UU , we have XB =
UBUB + UBNUTBN and XN = UNUN + UNBU
T
NB. Hence, we obtain that
n‖XB‖ ≥ TrXB = ‖UB‖2F + ‖UBN‖2F ≥ max{‖UB‖2 , ‖UBN‖2},
n‖XN‖ ≥ TrXN = ‖UN‖2F + ‖UNB‖2F ≥ max{‖UN‖2 , ‖UNB‖2},
from which the result follows in view of (29) and (30).
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We end this section by stating a convergence result of the (W,∆C,∆b)-weighted central
path to a primal-dual optimal solution of (20) and (21). We do not provide a proof for it
since it is similar to the one given in the Appendix of Halická et al. [52].
Proposition 2.2.4 There exists some ε > 0 and an analytic function ν : [0, ε) → (0, 1)
such that ν(0) = 0 and the path t ∈ (0, ε)→ (X(ν(t)), S(ν(t)), y(ν(t))) is analytic at t = 0.
In particular, (X(ν(t)), S(ν(t)), y(ν(t))) converges to some primal-dual optimal solution
(X∗, S∗, y∗) as t ↓ 0.
We observe that Proposition 2.2.4 holds even without requiring Assumption A.2. As a
consequence, its main advantage is that it holds for any SDP problem. Its main drawbacks
are that it neither gives a characterization of the limit point (X∗, S∗, y∗) nor describes how
fast ν(t) converges to 0. These issues and others will be addressed in the remaining sections
of this chapter in the context of SDPs satisfying Assumption A.2.
2.3 Analyticity of the weighted central path
In the parametrization introduced in the previous section, the weighted central path in
general cannot be extended analytically to an interval of the form (−ε,∞), for some ε >
0 (see Corollary 2.4.3). However, in this section we will show that the re-parametrized
weighted central path t→ p(t2) can be extended analytically to an interval as above.
For the sake of brevity, it is convenient to introduce the following definition.
Definition 1 Let w : (0, δ)→ E be a given function where δ > 0 and E is a finite dimen-
sional normed vector space. The function w is said to be analytic at 0 if there exist ε > 0
and an analytic function ψ : (−ε, ε)→ E such that w(t) = ψ(t) for all t ∈ (0, ε).
The basic result that we use to establish that a function w : (0, δ)→ E is analytic at 0
is the following corollary of the analytic version of the implicit function theorem.
Proposition 2.3.1 Let w : (0, δ) → E be a given function where δ > 0 and E is a finite
dimensional normed vector space. Assume that there exists an analytic function H : O ×
(−ε, ε) → E, where ε > 0 and O is an open subset of E, such that w = w(t) is the unique
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solution of H(w, t) = 0 in O, for every t ∈ (0, ε). Assume also there exists w̄ ∈ O such that
H(w̄, 0) = 0 and H ′w(w̄, 0) is nonsingular. Then,
i) w = w̄ is the unique solution of the system H(w, 0) = 0;
ii) w is analytic at 0 and, as a consequence, limt↓0w(t) = w̄ and the limits of all the
derivatives of w(t) as t ↓ 0 exist.
The following theorem is one of the main results of this section. Its proof will be given
at the end of this section.
Theorem 2.3.2 The re-parametrized (W,∆C,∆b)-weighted central path t ∈ (0, 1]→
(X(t2), S(t2), y(t2)) is analytic and also analytic at t = 0. Consequently, the (W,∆C,∆b)-
weighted central path ν ∈ (0, 1]→ (X(ν), S(ν), y(ν)) converges.
A key step towards showing the above result is a reformulation of the weighted central
path system (22)-(24) as we now discuss. First, observe that (22), (23) and the equations
USU = t2W, (35)
UU = X. (36)
have (U,X, S, y) = (U(t2), X(t2), S(t2), y(t2)) as its unique solution in Sn++ ×Sn++ ×Sn++ ×








and noting that DB(t)DN (t) = I/t for every t ∈ (0, 1], we easily see that U,X, S ∈ Sn++
satisfies (35) and (36) if and only if U , X̃ ≡ DN (t)XDN (t) and S̃ ≡ DB(t)SDB(t) satisfies
[UDN (t)] S̃ [DN (t)U ] = W, (38)




U ∈ <n×n : UB ∈ S |B|, UN ∈ S |N |, UNB = 0
}
,
Un++ = {U ∈ Un : UB  0, UN  0 } .
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 , ∀ U ∈ Un.























 = Ũ + tL(Ũ).
The above arguments establish the following key result.
Proposition 2.3.3 Let (X∗, S∗, y∗) ∈ F∗P × F∗D be given. Then, for every t ∈ (0, 1], the
system defined by (40), (41) and the linear equations
A
(
DN (t)−1X̃DN (t)−1 −X∗
)
= t2∆b, (42)
DB(t)−1S̃ DB(t)−1 − S∗ ∈ t2∆C + Im(A∗). (43)
has a unique solution, denoted by (Ũ(t), X̃(t), S̃(t)), in Un++ × Sn++ × Sn++. Moreover, the
path t ∈ (0, 1]→ (Ũ(t), X̃(t), S̃(t)) is analytic and, for every t ∈ (0, 1],
X̃(t) = DN (t)X(t2)DN (t), S̃(t) = DB(t)S(t2)DB(t), (44)
Ũ(t) =
 UB(t2) UBN (t2)/t
0 UN (t2)/t
 . (45)
The next result states some basic properties about the accumulation points of the path
t ∈ (0, 1]→ (Ũ(t), X̃(t), S̃(t)) as t approaches 0.
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Proposition 2.3.4 The path t ∈ (0, 1] → (Ũ(t), X̃(t), S̃(t)) remains bounded as t ap-
proaches 0 and any accumulation point (Ũ∗, X̃∗, S̃∗) of this path as t approaches 0 is in
Un++ × Sn++ × Sn++ and satisfies the equations
Ũ S̃ ŨT = W, (46)
ŨT Ũ = X̃. (47)
Proof. By (37) and (44), we have
X̃(t) =
 XB(t2) XBN (t2)/t
XNB(t2)/t XN (t2)/t2
 , S̃(t) =
 SB(t2)/t2 SBN (t2)/t
SNB(t2)/t SN (t2)
 , (48)
which, together with Lemma 2.2.2, imply that (X̃(t), S̃(t)) remains bounded as t approaches
0. Relation (45) and Lemma 2.2.3 imply that Ũ(t) also remains bounded as t approaches 0.
Consider an accumulation point (Ũ∗, X̃∗, S̃∗) of the path t ∈ (0, 1]→ (Ũ(t), X̃(t), S̃(t))
as t approaches 0. By (44) and (45), we see that (Ũ(t), X̃(t), S̃(t)) ∈ Un++ ×Sn++ ×Sn++ for
all t ∈ (0, 1], and hence we must have Ũ∗ ∈ Un, X̃∗  0, S̃∗  0, Ũ∗B  0 and Ũ∗N  0. Thus,
to conclude that (Ũ∗, X̃∗, S̃∗) ∈ Un++ × Sn++ × Sn++, it suffices to show that Ũ∗, X̃∗ and S̃∗
are all invertible. Indeed, since (Ũ(t), X̃(t), S̃(t)) satisfies (40) and (41), we conclude upon
letting t ↓ 0 that (Ũ∗, X̃∗, S̃∗) satisfies (46) and (47). This conclusion together with the fact
that W  0 implies that Ũ∗, X̃∗ and S̃∗ are all invertible.
Our next goal is to show that the path t ∈ (0, 1]→ (Ũ(t), X̃(t), S̃(t)) is analytic at t = 0.
The basic tool we use to establish this fact is the implicit function theorem applied to a
specific system of equations parametrized by the parameter t ∈ <. A first natural candidate
for such a system seems to be the one given by (40), (41), (42) and (43). However, the
main drawback of this system is that its Jacobian with respect to (Ũ , X̃, S̃) is generally
singular for t = 0 (even though for t ∈ (0, 1) it is always nonsingular). The main cause for
this phenomenon is that the “rank” of the linear equations (42) and (43) changes when t
becomes 0.
We will now show how the linear equations (42) and (43) can be reformulated into
equivalent linear equations for every t ∈ (0, 1]. Moreover, the new linear equations have
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the property that their rank remains constant for every t ∈ <. First note that the linear
operator A : Sn → <m can be expressed as






for some linear operators AB : S |B| → <m, ABN : <|B|×|N | → <m and AN : S |N | → <m.
A well-known result from linear algebra says that any matrix can be put into row-echelon
form after a sequence of elementary row operations. A similar type of argument allows one
to establish the following result.
Lemma 2.3.5 Let A : Sn → <m be an onto linear operator. Assume that
i1 = rank(AB), i2 = rank(AB ABN )− i1, i3 = rank(A)− (i1 + i2) = m− (i1 + i2).
Then there exists an isomorphism T : <m → <m such that (T ◦ A)(X) equals
A11(XB) + A12(XBN ) + A13(XN )













for some linear operators
A11 : S |B| → <i1 , A12 : <|B|×|N | → <i1 ,
A13 : S |N | → <i1 , A22 : <|B|×|N | → <i2 ,
A23 : S |N | → <i2 , A33 : S |N | → <i3
such that rank(A11) = i1, rank(A22) = i2, rank(A33) = i3.
We can now reformulate the linear system (42) with the use of Lemma 2.3.5 as follows.

























where ∆̃b ≡ T (∆b). Dividing the second and third blocks of rows in the above system by t















Note that the linear system (50) is equivalent to (42) for every t ∈ (0, 1]. Hence, X̃(t)
satisfies (50) for every t ∈ (0, 1]. A nice feature of (50) is that the operator on its left
hand side does not lose full rankness as t becomes 0. We state this fact in the following
proposition.
Proposition 2.3.6 Let At : Sn → <m be the operator such that At(X̃) is defined by the
left hand side of (50). Then, t ∈ < → At is a continuous map such rank(At) = m for every
t ∈ <.
The linear system (43) can also be reformulated with the aid of Lemma 2.3.5 as follows.
First note that by Lemma 2.3.5 we have

































Dividing the first and second block of rows in the above system by t2 and t, respectively,

















which is equivalent to (43), and hence satisfied by S̃(t), for all t ∈ (0, 1].
Using the definition of At and the fact that X̃(t) and S̃(t) satisfy (50) and (51), respec-
tively, for every t ∈ (0, 1], we conclude that there exists a function ỹ : (0, 1]→ <m such that












for every t ∈ (0, 1]. Moreover, using Proposition 2.3.6 and the fact that {S̃(t) : t ∈ (0, 1]}
is bounded, we easily see that {ỹ(t) : t ∈ (0, 1]} is also bounded. We have thus established
the following result.
Proposition 2.3.7 There exists a curve ỹ : <++ → <m such that (Ũ(t), X̃(t), S̃(t), ỹ(t))
is the unique solution of (40), (41) and (52) in Un++×Sn++×Sn++×<m for every t ∈ (0, 1].
Moreover, the path t ∈ (0, 1] → (Ũ(t), X̃(t), S̃(t), ỹ(t)) remains bounded as t approaches 0
and any of its accumulation points are in Un++ × Sn++ × Sn++ ×<m.
The system formed by (40), (41) and (52) is the one which we will use to establish
that the path t ∈ (0, 1] → (Ũ(t), X̃(t), S̃(t), ỹ(t)) is analytic at t = 0. This will follow
by Proposition 2.3.1 if we can establish that the Jacobian of this system with t = 0 with
respect to (Ũ , X̃, S̃, ỹ) is nonsingular as long as (Ũ , X̃, S̃) is well-centered in the sense that
‖ŨSŨ − νI‖ < ν/
√
2 for some ν ∈ (0, 1]. The nonsingularity of this Jacobian can be easily
seen to be equivalent to showing that (∆̃U, ∆̃X, ∆̃S, ∆̃y) = (0, 0, 0, 0) ∈ Un×Sn×Sn×<m
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is the only solution of the following linear system:





Ũ + ŨT ∆̃U = ∆̃X,
A0 ∆̃X = 0,
A∗0 ∆̃y + ∆̃S = 0.
(53)
Before establishing the above fact, we state and prove two technical results.
Lemma 2.3.8 For any U ∈ Un++ and H ∈ Sn, there exists a unique matrix V ∈ Un such
that






Proof. The first part of the lemma follows from the fact that the linear map ΨU :
Un → Sn defined by ΨU (V ) = UTV +V TU for all V ∈ Un is an isomorphism. Indeed, since
its domain and co-domain have the same dimension, it suffices to show that ΨU is one-to-
one, or equivalently that UTV + V TU = 0 implies V = 0. In turn, this last implication
follows from the fact that any solution V of (54) satisfies (55) (simply set H = 0 in (55) to
conclude that V = 0). To show the last claim, we multiply both sides of (54) on the left by
U−T and on the right by U−1 to obtain
U−THU−1 = V U−1 + (V U−1)T . (56)
Letting Ũ ≡ V U−1 and squaring both sides of the above equation, we obtain
‖U−THU−1‖2F = ‖Ũ + ŨT ‖2F = 2‖Ũ‖2F + 2Tr(Ũ2). (57)
Since













Tr(Ũ2) = Tr((VBU−1B )












F ≥ 0. (58)
Hence, by (57) and (58), we see that (55) holds.
Lemma 2.3.9 Suppose that γ ∈ [0, 1/
√
2) and that (U,S) ∈ Un++×Sn is such that ‖USUT−
νI‖ ≤ γν for some ν > 0. For some H ∈ Sn, if (∆U,∆X,∆S) satisfies
∆USUT + U∆SUT + US∆UT = H, (59)
∆UTU + UT∆U = ∆X, (60)
∆X • ∆S = 0, (61)
then






Proof. Multiplying both sides of (60) on the left by U−T and on the right by U−1 to
obtain
U−T∆UT + ∆UU−1 = U−T∆XU−1.
By this equality and (59), we have
νU−T∆XU−1 + U∆SUT = H −∆UU−1(USUT − νI)− (USUT − νI)U−T∆UT . (63)
Taking the Frobenius norm on both sides of this equality and using (55) and (61), we obtain
max {ν‖U−T∆XU−1‖F , ‖U∆SUT ‖F }
≤
(
ν2‖U−T∆XU−1‖2F + ‖U∆SUT ‖2F
)1/2
=
∥∥∥H −∆UU−1(USUT − νI)− (USUT − νI)U−T∆UT ∥∥∥
F












Using this last inequality to bound the right hand side of (64), we obtain (62).
As an immediate consequence of the above lemma, we obtain the following corollary.
Corollary 2.3.10 Assume that (Ũ , S̃) ∈ Un++ ×Sn is such that ‖USUT − νI‖ < ν/
√
2 for
some ν > 0. Then, system (53) has (∆̃U, ∆̃X, ∆̃S, ∆̃y) = (0, 0, 0, 0) as its unique solution.
Proof. The last two equations of system (53) imply that ∆̃X • ∆̃S = 0. Using this
identity and the first two equations of (53), by Lemma 2.3.9 we easily obtain that ∆̃X = 0
and ∆̃S = 0, which together with the second equation of (53) and Lemma 2.3.8 implies
∆̃U = 0. Also, ∆̃y = 0 follows from the fact that A∗ is one-to-one and the last equation of
(53).
We are ready to establish the analyticity of the path t ∈ (0, 1]→ (Ũ(t), X̃(t), ỹ(t), S̃(t)).
Theorem 2.3.11 Let (X∗, S∗, y∗) ∈ F∗P ×F∗D be given. There hold:
i) the path t ∈ (0, 1]→ p̃(t) ≡ (Ũ(t), X̃(t), S̃(t), ỹ(t)), where (Ũ(t), X̃(t), S̃(t), ỹ(t)) is the
unique solution of (40), (41), (52) in Un++ × Sn++ × Sn++ × <m, is analytic and also
analytic at 0; consequently, p̃(t) and all its k-th order derivatives, k ≥ 1, converge as
t ↓ 0;
ii) (Ũ∗, X̃∗, S̃∗, ỹ∗) ≡ limt↓0(Ũ(t), X̃(t), S̃(t), ỹ(t)) is the unique solution of the system




















) ≡ limt↓0( ˙̃U(t), ˙̃X(t), ˙̃S(t), ˙̃y(t)) is the unique solution of the linear
system defined by
δ̃U S̃∗(Ũ∗)T + Ũ∗S̃∗ δ̃U
T








Ũ∗ + (Ũ∗)T δ̃U − δ̃X = −
[
L(Ũ∗)T Ũ∗ + (Ũ∗)TL(Ũ∗)
]
, (68)


















Proof. The proof of theorem is based on Proposition 2.3.1. Indeed, let E =
Un×Sn×Sn×<m, O = Un++×Sn++×Sn++×<m, δ = ε = 1, w : (0, 1)→ E denote the path
t ∈ (0, 1) → (Ũ(t), X̃(t), S̃(t), ỹ(t)) and H(w, t) = H(Ũ , X̃, S̃, ỹ, t) be the map determined
by system (40), (41), (52). By Proposition 2.3.7, the path p̃(t) = (Ũ(t), X̃(t), S̃(t), ỹ(t))
has an accumulation point w∗ = (Ũ∗, X̃∗, S̃∗, ỹ∗) in O and, by Corollary 2.3.10, it fol-
lows that H ′w(w
∗, 0) is nonsingular since (46) with (Ũ , X̃, S̃) = (Ũ∗, X̃∗, S̃∗) implies that
‖Ũ∗S̃∗(Ũ∗)T − νI‖ = ‖W − νI‖ < ν/
√
2. Hence, i) and ii) follow directly from Proposition
2.3.1. Differentiating the identity H(p̃(t), t) = 0 with respect to t and letting t ↓ 0, we










∗, 0)δw = −H ′t(w∗, 0).
Statement iii) now follows from the fact that H ′w(w
∗, 0) is nonsingular and the latter system
is equivalent to (67)-(69).
The proof of Theorem 2.3.2 is now obvious. Indeed, the analyticity of the map t →
(X(t2), S(t2)) follows from (48) and the analyticity of t → (X̃(t), S̃(t)). The analyticity of
t→ y(t2) follows from the analyticity of t→ S(t2) and Assumption A.1. The last statement
of the theorem is obvious.









denote the limits of (Ũ(t), X̃(t), S̃(t), ỹ(t)) and ( ˙̃U(t), ˙̃X(t), ˙̃S(t), ˙̃y(t)), respectively, as t ↓ 0
(as in Theorem 2.3.11 above). Observe that Theorem 2.3.11 provides a characterization of
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(Ũ∗, X̃∗, S̃∗, ỹ∗) as being the unique solution of a certain system of equations which arises
by first performing some transformations to the original weighted central path system, and
then setting t = 0 in the resulting system. Hence, it is reasonable to expect that the linear
equations (66) can be entirely described in terms of the original data (W,A, C,∆C, b,∆b).
Indeed, the following result gives this alternative description of (66).
Theorem 2.3.12 (Ũ∗, X̃∗, S̃∗) is the unique solution of the system given by (46), (47) and
the linear equations
AB(X̃B) = b, ABN (X̃BN ) ∈ Im(AB), AN (X̃N ) ∈ ∆b+ Im(AB ABN ), (70)

















Proof. From Theorem 2.3.11(ii), it suffices to show that (66) is equivalent to (70) and
(71). Since the first equation of (66) is the same as (50) with t = 0, we have that the first
equation of (66) holds if and only if
A11(X̃B) = A11(X∗B), A22(X̃BN ) = 0, A33(X̃N ) = ∆̃b3. (72)












and hence it is equivalent to AB(X̃B) = AB(X∗B) = b, in view of relation (49) and the
fact that T is an isomorphism. By Lemma 2.3.5 and the fact that A11 is onto, the second













for some X̂B ∈ S |B|, and hence it is equivalent to ABN (X̃BN ) ∈ Im(AB), in view of (49)
and the fact that T is an isomorphism. Using Lemma 2.3.5 again and the fact that A11 and











 = T (∆b)
for some (X̌B, X̌BN ) ∈ S |B| × <|B|×|N |, and hence it is equivalent to AN (X̃N ) ∈ ∆b +
Im(AB ABN ), in view of (49) and the fact that T is an isomorphism. We have thus shown
that the first equation of (66) is equivalent to (70).
The fact that the second equation of (66) holds if and only if (71) holds can be proved
in a similar way as above.




















 = 0, [ ABN AN ]
 δ̃XBN
X̃∗N
 ∈ ∆b+ Im(AB),

























Proof. From Theorem 2.3.11(iii), it suffices to show that (69) is equivalent to (73)
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and (74). Observe that the first equation of (69) can be written as
A11(δ̃XB) + A12(X̃∗BN ) = 0,
A22(δ̃XBN ) + A23(X̃∗N ) = ∆̃b2,
A33(δ̃XN ) = 0.
(75)
Using Lemma 2.3.5, the fact that A11 and A22 are onto and the identities A22X̃∗BN = 0 and
A33X̃∗N = ∆̃b3 which hold in view of Theorem 2.3.11(ii), we easily see that the above three

































for some X̂B, X̌B ∈ S |B| and X̌BN ∈ <|B|×|N |. The latter conditions in turn are equivalent
to (73) in view of (49) and the facts that ∆̃b = T (∆b) and T is an isomorphism.
Using similar arguments as to ones used above, it can be shown that the second equation
of (69) holds if and only if (74) holds.
2.4 Limiting behavior of the derivative of the weighted cen-
tral path
In this section, we will first characterize the limit of the normalized derivatives of a weighted
central path as ν approaches 0. We then show that a weighted central path can have two
types of behavior, namely: either it converges as Θ(ν) or as Θ(
√
ν) depending on whether
the matrix W on a certain scaled space is block diagonal or not, respectively.
Theorem 2.4.1 limν↓0
√

















Proof. By (48), we have
X(t2) =
 X̃B(t) tX̃BN (t)
tX̃NB(t) t2X̃N (t)
 , S(t2) =
 t2S̃B(t) tS̃BN (t)
tS̃NB(t) S̃N (t)
 (77)
Differentiating both sides with respect to t, letting t ↓ 0, and using Theorem 2.3.11, we
obtain (76) upon letting ν = t2.
We establish one technical lemma as follows, which gives a characterization of block
diagonal weighted matrix W . This lemma will play a crucial role in further analyzing the
limiting behavior of derivatives of the weighted central path.
Lemma 2.4.2 The following statements hold:
i) X̃∗BN • S̃∗BN = 0;
ii) X̃∗BN = S̃
∗
BN = 0 if and only if WBN = 0.
Proof. Statement i) follows from the fact that X̃∗BN and S̃
∗
BN satisfy the second equa-
tions in (70) and (71), respectively, which can be easily seen to determine two orthogonal
complementary subspaces in <|B|×|N |.






















By Proposition 2.3.4, we know that (X̃∗, S̃∗, Ũ∗) ∈ Sn++ × Sn++ × Un++, and hence X̃∗B 
0, S̃∗N  0, Ũ∗B  0, Ũ∗N  0. Thus, the last relation in (78) implies that
X̃∗BN = 0 ⇐⇒ Ũ∗BN = 0. (79)
Assume first that X̃∗BN = S̃
∗
BN = 0. Then, (79) and the first equation in (78) immediately






































Multiplying the above equation on the left by (X̃∗B)
−1/2 and on the right by (S̃∗N )
−1/2,
squaring both sides of the resulting expression and using i), we conclude that
‖(X̃∗B)1/2S̃∗BN (S̃∗N )−1/2‖2F + ‖(X̃∗B)−1/2X̃∗BN (S̃∗N )1/2‖2F = 0,
from which it follows that X̃∗BN = S̃
∗
BN = 0.
From Lemma 2.4.2 and Theorem 2.4.1, the following corollary follows.
Corollary 2.4.3 If WBN 6= 0 then at least one of the limits in (76) is nonzero and
‖(X(ν), S(ν), y(ν))− (X∗, S∗, y∗)‖ = Θ(
√
ν).
Proof. Assume that WBN 6= 0. By Lemma 2.4.2(ii), we have that either X̃∗BN 6= 0
or S̃∗BN 6= 0, which together with (76) implies the first claim of the corollary. The second
claim follows directly from (76) and the equality
lim
ν↓0











which holds due to Theorem 2.3.2.
From Corollary 2.4.3, we immediately see that the weighted central path as a function
of ν in general cannot be extended analytically to an interval of the form (−ε,∞), for
some ε > 0. Theorem 2.4.1 and Corollary 2.4.3 give a precise characterization of how the
primal-dual weighted central path approaches its limit (X∗, S∗, y∗) for the case when W
is non-block diagonal, that is WBN 6= 0. However, it is still possible for one of the limits
in (76) to be equal to zero in this situation. The following result claims that in this case
the corresponding primal or dual weighted central path converges towards (X∗, S∗, y∗) at a
Θ(ν) rate of convergence.
Theorem 2.4.4 The following statements hold:
i) If limν↓0
√
































where ˜δ(2)S∗B ≡ limt↓0 ¨̃SB(t).
Proof. To prove i), assume that limν↓0
√
ν Ẋ(ν) = 0. By Theorem 2.4.1, we must
have δ̃X
∗
B = 0 and X̃
∗
BN = 0. Differentiating both sides of the first identity in (77) with
respect to t and then dividing the resulting identity by 2t, we obtain that
Ẋ(t2) =
 ˙̃XB(t)/(2t) X̃BN (t)/(2t) + ˙̃XBN (t)/2
X̃BN (t)T /(2t) +
˙̃XBN (t)T /2 X̃N (t) + t
˙̃XN (t)/2
 .
Using the fact that δ̃X
∗
B = 0 and X̃
∗
BN = 0 and and using Theorem 2.3.11, we obtain (80)
upon letting ν = t2 ↓ 0. The conclusion that X(ν)−X∗ = Θ(ν) follows immediately from
(80) and the fact X̃∗N  0. Using the same arguments as above and assumption A.1, we
can similarly show ii).
The remainder of this section considers the case when W is block diagonal, that is
WBN = 0. We will show in this case that two limits in (76) are equal to zero, and hence
that limν↓0(Ẋ(ν), Ṡ(ν), ẏ(ν)) exists and ‖(X(ν), S(ν), y(ν)) − (X∗, S∗, y∗)‖ = Θ(ν) due to
Theorem 2.4.4.
Note that to establish the above claim, it suffices to show that δ̃X
∗
B = 0 and δ̃S
∗
N = 0
in view of Lemma 2.4.2(ii). Before showing this fact, we state two technical results from
Monteiro and Tsuchiya [85].
Lemma 2.4.5 (Lemma 2.1 of [85]) For every A ∈ Sn++ and H ∈ Sn, the equation




Lemma 2.4.6 (Lemma 2.3 of [85]) Suppose that γ ∈ [0, 1/
√
2) and that (U,S) ∈ Sn++×
Sn++ is such that ‖USU − νI‖ ≤ γν for some ν > 0. If (∆X,∆S,∆U) ∈ Sn × Sn × Sn is
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a solution of the following system
∆USU + US∆U + U∆SU = H,
∆UU + U∆U = ∆X,
∆X • ∆S = 0










We are now ready to show that δ̃X
∗
B = 0 and δ̃S
∗
N = 0.















Proof. From Lemma 2.4.2(ii), we know that X̃∗BN = S̃
∗
BN = 0. Using this identity








N ) satisfy the first and third equations of (73)









N = 0. (82)
By (79), X̃∗BN = 0 implies Ũ
∗















These equations together with the fact that S̃∗BN = 0 and Ũ
∗
































Moreover, by (46) (Ũ , X̃, S̃) = (Ũ∗, X̃∗, S̃∗) and the fact S̃∗BN = Ũ
∗







which together with the assumption that ‖W − νI‖ < ν/
√
2 for some ν > 0 and the fact
that Ũ∗ ∈ Un++ implies









++. Using the conclusions above, relations (83) and (84), the first















As a consequence of the results obtained above, we have the following theorem when
WBN = 0.




ν (Ẋ(ν), Ṡ(ν)) = 0;
ii) ‖(X(ν), S(ν), y(ν))− (X∗, S∗, y∗)‖ = Θ(ν);
ii) limν↓0(Ẋ(ν), Ṡ(ν), ẏ(ν)) exists and (80) and (81) hold.
Proof. Using Lemma 2.4.2 ii), Lemma 2.4.7 and the condition WBN = 0, we obtain
that X̃∗BN = S̃
∗
BN = 0, δ̃X
∗
B = 0 and δ̃S
∗
N = 0. Consequently, by Theorem 2.4.1, i)
immediately follows. Statements ii) and iii) follow directly from i) and Theorem 2.4.4.
2.5 Error bound analysis
By strengthening some of the results of the previous sections, in this section we derive a
new error bound on the distance of a point lying in a certain neighborhood of the central
path to the primal-dual optimal set.
For any given nonempty compact set K ⊂ G++ and constants γ, τ > 0, define
N (γ, τ,K) ≡
{
(X,S, y) ∈ Sn++ × Sn++ ×<m : G(X,S, y) ∈ τK, ‖X1/2SX1/2 − τI‖ ≤ γτ
}
,
where the map G and the set G++ are defined in (26) and (27), respectively.
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Observe that the set ∪τ>0N (γ, τ,K) forms a neighborhood of the primal-dual central
path. This neighborhood and related ones have been frequently used in the development of
primal-dual interior point algorithms for SDP.
The following result gives a new error bound on the distance of a point lying inN (γ, τ,K)
to the primal-dual optimal set F∗P × F∗D. Its proof will be given at the end of this section
after we have derived stronger versions of the results of the previous sections.
Theorem 2.5.1 Let γ ∈ (0, 1/
√
2) and any nonempty compact set K ⊂ G++ be given.
Then, there exists a constant M = M(γ,K) > 0 such that
dist((X,S, y), F∗P ×F∗D) ≤M(τ +
√
τ‖WBN‖), (85)
for every τ ∈ (0, 1] and (X,S, y) ∈ N (γ, τ,K), where W = W (X,S, τ) ≡ X1/2SX1/2/τ .
In view of Proposition 2.2.1, for each (ν,W,∆C,∆b) ∈ (0, 1] × W × G++, the system
of nonlinear equations (22)-(24) has a unique solution, which in this section we denote by
(X(ν,W,∆C,∆b), S(ν,W,∆C,∆b), y(ν,W,∆C,∆b)) in order to emphasize and study its




denoted by (X(0,W,∆C,∆b), S(0,W,∆C,∆b), y(0,W,∆C,∆b)), exists for any (W,∆C,
∆b) ∈ W × G++. Hence, the functions X(·, ·, ·, ·), S(·, ·, ·, ·) and y(·, ·, ·, ·) are well-defined
in the set of points [0, 1] ×W × G++. In an obvious way, we can also define the functions
X̃(t,W,∆C,∆b), S̃(t,W,∆C,∆b) and ỹ(t,W,∆C,∆b) over the set of points (t,W,∆C,∆b)
∈ [0, 1]×W × G++.
It turns out that re-parametrizations of the above functions are analytic according to
the following definition. We say that that a function f : Ω ⊆ E → F , where E,F are
two finite dimensional normed vector spaces, is analytic if there exists an open set O ⊆ E
containing Ω and an analytic function f̃ : O → F such that f̃ restricted to Ω is equal to f .
Theorem 2.5.2 There hold:
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i) the map (t,W,∆C,∆b) ∈ [0, 1]×W×G++ → (X̃(t,W,∆C,∆b), S̃(t,W,∆C,∆b), ỹ(t,
W,∆C,∆b)) is analytic;
ii) the map (t,W,∆C,∆b) ∈ [0, 1]×W × G++ → (X(t2,W,∆C,∆b), S(t2,W,∆C,∆b),
y(t2,W,∆C,∆b)) is analytic.
Proof. The proof of the theorem is identical to the proof of Theorem 2.3.11 and
Theorem 2.3.2, except that when invoking the implicit function theorem, we should view
(t,W,∆C,∆b) as the parameter vector.
Let
Wb ≡ {W ∈ W : WBN = 0} ,
where W is defined in (28). One important result that we will establish next is that the
function (t,W,∆C,∆b) ∈ [0, 1] × Wb × G++ → (X ′(t2,W,∆C,∆b), S′(t2,W,∆C,∆b)) is
analytic. We emphasize that this result only holds over the smaller set [0, 1] ×Wb × G++.
Note also that this result does not follow immediately from Theorem 2.5.2(ii) since the
derivative of the function in Theorem 2.5.2(ii) is not equal to the above function.
We now state a simple but crucial technical result needed to establish the result stated
in the previous paragraph.
Proposition 2.5.3 Let f : I × E → F be a given analytic function, where I ⊂ < is an
interval and E,F are two finite dimensional normed vector spaces. Then, for any t∗ ∈ I,








∗, u), if t = t∗,
is analytic.
We are now ready to establish the result alluded to just before Proposition 2.5.3.
Lemma 2.5.4 There hold:
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ii) (t,W,∆C,∆b) ∈ [0, 1] ×Wb × G++ → (X ′(t2,W,∆C,∆b), S′(t2,W,∆C,∆b)) is ana-
lytic.
Proof. In view of Theorem 2.4.8(i), we easily see that i) holds. Since partial derivatives
of an analytic function are also analytic, it follows from Theorem 2.5.2(ii) that the functions
(t,W,∆C,∆b) ∈ [0, 1]×Wb × G++ →
(
t ∂X∂ν (t








2,W,∆C,∆b) , ∂S∂W (t
2,W,∆C,∆b)
)
are both analytic. Using i) and Proposition 2.5.3, we conclude that the first function above
divided by t is also analytic. We have thus shown that ii) holds.
For γ > 0, let
W(γ) ≡
{
W ∈ Sn++ : ‖W − I‖ ≤ γ
}
, Wb(γ) ≡ {W ∈ W(γ) : WBN = 0} .
We can easily see that if γ < 1/
√
2 then W(γ) and Wb(γ) are convex compact subsets of
W and Wb, respectively. For the remainder of this section, we let K ⊂ G++ be any given
nonempty compact set.
The next two results provide estimates on the sizes of the blocks of the matrices
X(ν,W,∆C,∆b) and S(ν,W,∆C,∆b) first when (W,∆C,∆b) ∈ Wb(γ)×K and then for a
general (W,∆C,∆b) ∈ W(γ)×K.
Lemma 2.5.5 Let γ ∈ (0, 1/
√
2) be given. Then, for all (ν,W,∆C,∆b) ∈ [0, 1]×Wb(γ)×K,
there holds
‖(X(ν,W,∆C,∆b), S(ν,W,∆C,∆b))− (X(0,W,∆C,∆b), S(0,W,∆C,∆b))‖ = O(ν).
Proof. By the mean value theorem, we have
‖(X(ν,W,∆C,∆b), S(ν,W,∆C,∆b))− (X(0,W,∆C,∆b), S(0,W,∆C,∆b))‖
≤ supθ∈[0,1] ‖(X ′(θν,W,∆C,∆b), S′(θν,W,∆C,∆b))‖ ν
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By Theorem 2.5.4(ii) and the fact that Wb(γ)×K is compact, there exists a constant M =
M(γ,K) > 0 such that ‖(X ′(θν,W,∆C,∆b), S′(θν,W,∆C,∆b))‖ ≤M for all (θ, ν,W,∆C,
∆b) ∈ [0, 1]× [0, 1]×Wb(γ)×K. Hence, the lemma follows.
Lemma 2.5.6 For all (ν,W,∆C,∆b) ∈ [0, 1]×W(γ)×K, there hold
X(ν,W,∆C,∆b)−X(0,W b,∆C,∆b) =





S(ν,W,∆C,∆b)− S(0,W b,∆C,∆b) =










Proof. By Theorem 2.5.2(i), we know that (X̃(t,W,∆C,∆b), S̃(t,W,∆C,∆b)) is ana-
lytic over [0, 1]×W×K. Hence, its derivative function (X̃ ′(t,W,∆C,∆b), S̃′(t,W,∆C,∆b))
is analytic, and hence continuous, over [0, 1]×W×K. Since [0, 1]×W(γ)×K is compact, there
exists a constant M = M(γ,K) > 0 such that ‖(X̃ ′(ν,W,∆C,∆b), S̃′(ν,W,∆C,∆b))‖ ≤M
for all (t,W,∆C,∆b) ∈ [0, 1] × W(γ) × K. This together with (88) and the mean value
theorem implies
‖X̃(t,W,∆C,∆b)− X̃(t,W b,∆C,∆b)‖
= supθ∈[0,1] ‖X̃ ′(t, θW + (1− θ)W b,∆C,∆b)‖ ‖W −W b‖
≤M‖WBN‖ = O(‖WBN‖),
for all (t,W,∆C,∆b) ∈ [0, 1]×W(γ)×K. This estimate and the fact that X̃(t,W,∆C,∆b) =























and using the above estimate together with Lemma 2.5.5, we immediately obtain (86) upon
letting ν = t2. The estimate (87) can be proved in a similar way.
We are now ready to state and prove the main result of this section.
Theorem 2.5.7 For all (ν,W,∆C,∆b) ∈ [0, 1]×W(γ)×K, there hold
X(ν,W,∆C,∆b)−X(0,W,∆C,∆b) =













Proof. We will prove (89) only since the proof of (90) is similar. Since both
X(0,W,∆C,∆b) and X(0,W b,∆C,∆b) are in F∗P , we have
XBN (0,W,∆C,∆b) = XBN (0,W b,∆C,∆b) = 0,
and XN (0,W,∆C,∆b) = XN (0,W b,∆C,∆b) = 0 for any (W,∆C,∆b) ∈ W × K. Hence,




ν ‖WBN‖+ ν). (91)
Indeed, using the fact that X̃B(t,W,∆C,∆b) is analytic over the compact set [0, 1]×W(γ)×
K due to Theorem 2.5.2(i), we conclude that





for every (t,W,∆C,∆b) ∈ [0, 1]×W(γ)×K. Moreover, by Lemma 2.4.7, we have
∂X̃B
∂t
(0,W b,∆C,∆b) = 0,
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X̃B(0,W b,∆C,∆b) +O(‖W −W b‖) = O(‖WBN‖). (93)
Combining (92) and (93), we obtain (91) upon letting ν = t2.
The proof of Theorem 2.5.1 now follows from Assumption A.1 and Theorem 2.5.7 with
ν = τ , W = X1/2SX1/2/τ , (X,S) = (X(ν,W,∆C,∆b), S(ν,W,∆C,∆b)) and the fact
(X(0,W,∆C,∆b), S(0,W,
∆C,∆b), y(0,W,∆C,∆b)) ∈ F∗P ×F∗D.
2.6 Superlinear convergence criteria
In this section, we consider a sufficient condition introduced by Potra and Sheng [103], which
guarantees the superlinear convergence of a class of primal-dual interior point algorithms
for SDP, and show that it is equivalent to a natural condition about the matrix W (X,S, τ)
of Theorem 2.5.1.
For sake of concreteness, we will focus our attention on the algorithm and results ob-
tained in Potra and Sheng (see Algorithm 3.1 in [104]), but we remark that our discussion
also applies to a broader class of algorithms. Potra and Sheng [104] have developed a primal-
dual infeasible-interior-point algorithm which, for some α ∈ (0, 1/2], generates a sequence
of iterates {(Xk, Sk, yk)} ⊆ Sn++ × Sn++ ×<m satisfying









for some sequence {τk} ⊂ <++ converging to 0 at least Q-linearly, where
rkp ≡ AXk − b,
rkd ≡ A∗yk + Sk − C,




for all k ≥ 0. The derived linear rate of convergence of the sequence {τk} is sufficient
to guarantee polynomial convergence of their method under some suitable conditions on
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the initial point (X0, S0, y0). Observe that the first condition in (94) implies that τk =
Θ(Xk • Sk/n), and hence asymptotic convergence of {Xk • Sk/n} can be derived from the
one obtained for {τk}.
Some sufficient conditions have been developed in the literature which guarantee the
Q-superlinear convergence of {τk} to zero. One such condition is the tangential condition
proposed by Kojima et al. [62], namely
lim
k→∞
W k = I. (95)
Another such condition, and the one which will be the main subject of this section, is the





τk = 0. (96)
We remark that Potra and Sheng [103]) have shown that the tangential condition (95)
implies their condition (96). Moreover, they have also established the following superlinear
convergence result.
Proposition 2.6.1 (Theorem 6.1 of [103]) If (96) holds, then the sequence {τk} gen-
erated by Algorithm 3.1 of [104] converges to zero Q-superlinearly. Moreover, if XkSk =
O(τ0.5+σk ) for some constant σ > 0, then {τk} converges to zero with Q-order at least
1 + min{σ, 0.5}.
A natural relaxation of the tangential condition (95) is the condition that
lim
k→∞
W kBN = 0. (97)
Surprisingly, the following result shows that it is equivalent to Potra and Sheng’s condition
(96).
Proposition 2.6.2 Let θk ≡ ‖XkSk‖/
√
τk. Then, ‖W kBN‖+
√
τk = Θ(θk +
√
τk).
Proof. We first show that ‖W kBN‖+
√
τk = O(θk +
√




















































































Since the (B,N)-block of the matrix in the right hand side of the above identity is O(θk +
√
τk), we conclude that ‖W kBN‖+
√
τk = O(θk +
√
τk).
Next we show that θk +
√
τk = O(‖W kBN‖ +
√
τk). By the first condition in (94), we
have
W k =
 O(1) O(‖W kBN‖)
O(‖W kBN‖) O(1)
 ,



















































This together with the definition of θk implies that θk +
√
τk = O(W kBN +
√
τk).
In view of the equivalence between (96) and (97), it follows that a sufficient condition for
the superlinear convergence of the path-following algorithm outlined in this section is that
the sequence of matrices {W k} approaches the set of block diagonal matrices. Clearly, this
a much weaker condition than (95), which requires this sequence to approach the identity
matrix.
2.7 Concluding remarks
In this section we provide some final remarks related to the results derived in this chapter.
Under the assumptions of this chapter, we have shown that the re-parametrized (W,∆C,
∆b)-weighted central path (X(t2), S(t2), y(t2)) is analytic at t = 0 and that the condition
WBN = 0 implies that limν↓0(Ẋ(ν), Ṡ(ν), ẏ(ν)) exists. Based on the latter conclusion, it is
natural to wonder whether the path (X(ν), S(ν), y(ν)) is analytic at ν = 0 when W is block-
diagonal. Note that the answer to this question is affirmative when (W,∆C,∆b) = (I, 0, 0),
i.e., the weighted central path is exactly the central path (see Halická [50]).
In this chapter, we have proved that the rate of convergence of the (W,∆C,∆b)-weighted
central path (X(ν), S(ν), y(ν)) towards the optimal solution set is O(
√
ν) (and O(ν) when
WBN = 0). In contrast, Preiß and Stoer [107] have shown that the rate of convergence of
the weighted central paths associated with the map (XS+SX)/2 is always O(ν)(see also Lu
and Monteiro [70]). An error bound of this type has also been shown by Kojima et al. [63],
where it is shown that an interior-point algorithm based on a centering condition associated
with the (XS+SX)/2-map does not need to approach the central path tangentially in order
to converge superlinearly. On the other hand, the iterates of all superlinearly-convergent
interior-point algorithms based on centering conditions associated with the map X1/2SX1/2
that have been proposed in the literature are required to approach the central path tangen-
tially. The latter requirement is natural in view of the fact that it forces (Xk)1/2Sk(Xk)1/2
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to approach a block diagonal matrix (the identity matrix), and hence it reduces the bound






LARGE-SCALE SEMIDEFINITE PROGRAMMING VIA
A SADDLE POINT MIRROR-PROX ALGORITHM
3.1 Preliminary Remarks
Consider a semidefinite program
min
x
{Tr(cx) : x ∈ N ∩ S+} , (100)
where S+ is the cone of positive semidefinite matrices in the space S of symmetric block-
diagonal matrices with a given block-diagonal structure, N is an affine subspace in S and
c ∈ S. The goal of this chapter is to investigate the possibility of utilizing favourable sparsity
patterns of a large-scale problem (100) (that is, the sparsity pattern of diagonal blocks in
matrices from N ) when solving the problem by a simple first-order method. To motivate our
goal, let us start with discussing whether it makes sense to solve (100) by first-order methods,
given the breakthrough developments in the theory and implementation of Interior Point
methods (IPMs) for Semidefinite Programming (SDP) we have witnessed during the last
decade. Indeed, IPMs are polynomial time methods and as such allow to solve SDPs within
accuracy ε at a low iteration count (proportional to ln(1/ε)) and thus capable of producing
high-accuracy solutions. Note, however, that IPMs are Newton-type methods, with an
iteration which requires assembling and solving a Newton system of n linear equations with
n unknowns, where n = min [dimN , codimN ] is the minimum of the design dimensions of
the problem and its dual. Typically, the Newton system is dense, so that the cost of solving
it by standard Linear Algebra techniques is O(n3) arithmetic operations. It follows that in
reality the scope of IPMs in SDP is restricted to problems with n at most few thousands
– otherwise a single iteration will “last forever”. At the present level of our knowledge,
the only way to process numerically SDPs with n of order of 104 or more seems to use
simple first-order optimization techniques with computationally cheap iterations. Although
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all known first-order methods in the large-scale case exhibit slow – sublinear – convergence
and thus are unable to produce high-accuracy solutions in realistic time, medium-accuracy
solutions are still achievable. Historically, the first SDP algorithm of the latter type was the
spectral bundle method [54] – a version of the well-known bundle method for nonsmooth
convex minimization “tailored” to semidefinite problems. A strong point of the present
method is in its modest requirements on our abilities to handle matrices from N – all we
need is to compute few largest eigenvalues and associated eigenvectors of such matrices.
This task can be carried out routinely when the largest size ζ of diagonal blocks in matrices
from S is not too large, say, ζ ≤ 1000. Note that under this limitation, n still can be of order
of 105, meaning that (100) is far beyond the scope of IPMs. Moreover, the task in question
still can be carried out when ζ is much larger than the above limit, provided that diagonal
blocks in the matrices A ∈ N possess favourable sparsity patterns. A weak point of the
spectral bundle method, at least from the theoretical viewpoint, is the convergence rate:
the inaccuracy in terms of the objective can decrease with the iteration count t as slowly as
O(t−1/2) (this is the best possible, in the large scale case, rate of convergence of first-order
methods on nonsmooth convex programs). Also, theoretical convergence rate results are
not established for the first-order SDP algorithms proposed recently in [20, 19]. Recently,
novel O(t−1)-converging first-order algorithms, based on smooth saddle-point reformulation
of nonsmooth convex programs were developed [92, 91, 90]. Numerical results presented in
these papers (including those on genuine SDP with n as large as 100,000 – 190,000 [90])
demonstrate high computational potential of the proposed methods. However, theoretical
and computational advantages exhibited by the O(t−1)-converging methods as compared
to algorithms like spectral bundle have their price, specifically, the necessity to operate
with eigenvalue decompositions of the matrices from S rather than computing a few largest
eigenvalues of matrices from N . As a result, the algorithms from [92, 91, 90] as applied to
(100) become impractical, when the largest size ζ of diagonal blocks in the matrices from
S exceeds about 1000.
The goal of this chapter is to demonstrate that one can extend the scope of O(t−1)-
converging first-order methods as applied to semidefinite program (100) beyond the just
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outlined limits by assuming that diagonal blocks in the matrices from N possess favourable
sparsity patterns. This type of semidefinite program (100) has also been studied in [38] via
matrix completion in the context of IPM. The outline of this chapter is as follows. In Section
3.2, we explain what a “favourable sparsity pattern” is and introduce some notation and
definitions which will be used throughout this chapter. In Section 3.3, we develop our main
tool, specifically, demonstrate that positive semidefiniteness of a large symmetric matrix A
possessing a favourable sparsity pattern can be represented via positive semidefiniteness of a
bunch of smaller matrices linked, in a linear fashion, to A. We derive also the “dual counter-
part” of the outlined representation, which expresses the possibility of positive semidefinite
completion of a “well-structured” partially defined symmetric matrix in terms of positive
semidefiniteness of a specific bunch of fully defined submatrices of the matrix1). In Section
3.4 we utilize the aforementioned representations to derive saddle point formulations of some
large-scale SDP problems, specifically, those of computing Lovász capacity of a graph and
the MAXCUT problem, with emphasis on the case when the incidence matrix of the under-
lying graph possesses a favourable sparsity pattern. We demonstrate that the complexity of
solving these problems within a fixed relative accuracy by an appropriate O(t−1)-converging
first-order method (namely, the Mirror-Prox algorithm from [90]) is by orders of magnitude
less than complexity associated with IPMs, and show that with our approach, we indeed
can utilize a favourable sparsity pattern in the incidence matrix. In concluding Section 3.5,
we illustrate our constructions by numerical results for the MAXCUT and Lovász capacity
problems on well-structured sparse graphs.
3.2 Well-structured sparse symmetric matrices
In this section, we motivate and define the notion of a symmetric matrix with “favourable
sparsity pattern” and introduce notation to be used throughout this chapter.
Motivation. To get an idea what a “favourable sparsity pattern” might be, consider the
semidefinite program (100), and let A`, ` = 1, ..., L, be the diagonal blocks of a generic
1)This result, which we get “for free”, can be also obtained, with a moderate effort, from general results
of [46] on existence of positive semidefinite completions.
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matrix from N . Assume that these blocks possess certain sparsity patterns. How could
we utilize this sparsity? Our first observation is that even high sparsity by itself can be of
no use. Indeed, consider the simplest SDP-related computational issue, that is, checking
whether a matrix A = Diag{A1, ..., AL} from N is positive semidefinite. Assuming that we
are checking positive semidefiniteness of sparse symmetric matrices A` by applying Cholesky
factorization algorithm, that is, by trying to represent A` as D`DT` with lower triangular
D`, the nonzeros in D` will, generically, be the entries i, j with i − vi ≤ j ≤ i, where
i− vi = min{j : A`ij 6= 0}. In other words, when adding to the original pattern of nonzero
entries all entries i, j with i − vi ≤ j ≤ i (and all symmetric entries), we do not alter
the fill in of the Cholesky factor. Therefore, we do not lose much by assuming that the
original pattern of nonzeros already was comprised of all sub-diagonal entries (i, j) with
i−vi ≤ j ≤ i, with added symmetric entries. For notational convenience, we prefer to work
with “symmetric” situation, where the nonzero entries are super-diagonal entries i, j with
i ≤ j ≤ i+vi, and the symmetric sub-diagonal entries; note that matrices of the former type
can be obtained from those of the latter one by reversing the order of rows and columns.
We arrive at the notion of a well-structured sparse n × n symmetric matrix with sparsity
pattern given by a nonnegative integral vector vi such that i + vi ≤ n for all i; the “hard
zero” super-diagonal entries i, j (i ≤ j) in such a matrix are those with j > i + vi. Note
that for such a matrix A, the “hard zeros” in the upper triangular factor U of the Cholesky
factorization A = UUT , are exactly the same as hard zeros in the upper triangular part of





it is relatively easy to check whether or not A  0; to this end, it suffices to apply to A the
Cholesky factorization algorithm (where the factorization being sought is A = UUT with
upper triangular U).
Next, we introduce terminology and notation for dealing with “well-structured”, in the
sense we have just motivated, sparsity patterns.
Simple sparsity structures and associated entities. Let v ∈ Rn be a simple sparsity
structure – a nonnegative integral vector such that i + vi ≤ n for all i ≤ n. We associate
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with structure v the following entities:
1. A subspace S(v) in the space Sn of symmetric n× n matrices; S(v) is comprised of all
matrices [Aij ]ni,j=1 from S
n such that Aij = 0 for j > i+ vi.
2. The set I = {i1 < i2 < ... < im} of all integers representable as i + vi with i ≤ n.
Note that im = n, since n+ vn = n (recall that i+ vi ≤ n and vi ≥ 0). We refer to m
as the number of blocks in v.
3. The sets
Jk = {i ≤ ik : i+ vi ≥ ik}, J ′k = {i ∈ Jk : i ≤ ik−1}, k = 1, ...,m, (101)
where i0 = 0 (that is, J ′1 = ∅). Note that Jk\Jk−1 = {ik−1 + 1, ..., ik} and that
J ′k = Jk−1 ∩ Jk, where J0 = ∅.
4. The set of occupied cells ij – those with i ≤ j ≤ i + vi. For an occupied cell
ij, both integers i + vi and j + vj are elements of the set I = {i1, ..., im}; thus,
min[i + vi, j + vj ] = ik+ for certain k+ = k+(i, j) ≤ m. Since j ≤ i + vi, we have
j ≤ min[i + vi, j + vj ] = ik+ . Therefore the smallest k, let it be called k− = k−(i, j),
such that j ≤ ik, satisfies k− ≤ k+. Since j + vj is one of is, we conclude that
j + vj ≥ ik− . Note that the segment Dij = {k−, k−+ 1, ..., k+} is exactly the segment
of those k for which i and j belong to Jk; we denote by `(i, j) the cardinality of Dij .
5. Two diagonal matrices L and K defined as
L = Diag{`(1, 1)−1/2, ..., `(n, n)−1/2}, K = Diag{`(1, 1), ..., `(n, n)}. (102)
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We now provide an example to illustrate the definitions given above. Consider a subspace
of S7, consisting of all symmetric matrices with nonzero entries specified as below
∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




We observe that the subspace defined above is S(v) with v = (3, 1, 3, 1, 2, 1, 0)T . We easily
see that m = 5, and i1 = 3, i2 = 4, i3 = 5, i4 = 6 and i5 = 7, and hence I = {3, 4, 5, 6, 7}.
Using (101), we have
J1 = {1, 2, 3}, J2 = {1, 3, 4}, J3 = {3, 4, 5}, J4 = {3, 5, 6}, J5 = {5, 6, 7},
J ′1 = ∅, J ′2 = {1, 3}, J ′3 = {3, 4}, J ′4 = {3, 5}, J ′5 = {5, 6}.
Using the definition of Dij , we have
D11 = {1, 2}, D22 = {1}, D33 = {1, 2, 3, 4}, D44 = {2, 3},
D55 = {3, 4, 5}, D66 = {4, 5}, D77 = {5},
and hence,
`(1, 1) = 2, `(2, 2) = 1, `(3, 3) = 4, `(4, 4) = 2, `(5, 5) = 3, `(6, 6) = 2, `(7, 7) = 1.



















, K = Diag{2, 1, 4, 2, 3, 2, 1}.
Finally, in the sequel λmin(A) (resp., λmax(A)) denotes the minimal (resp., maximal) eigen-
value of a symmetric matrix A. δij denotes the Kronecker delta. For a finite set J , we
denote its cardinality by |J |.
62
3.3 Representation results for well-structured sparse sym-
metric matrices
Consider again the semidefinite program (100). Assuming that the diagonal blocks A` in
a generic matrix A ∈ N to be sparse, with well-structured sparsity pattern as defined in
Section 3.2, it is relatively easy to verify whether the Linear Matrix Inequalities (LMIs) are
satisfied at a given point (since the Cholesky factorization A` = U`UT` with upper triangular
U` does not increase fill in). This possibility, however, in many respects is not sufficient.
When solving SDPs by numerous advanced methods, including interior point ones, we would
prefer to deal with many small dense LMIs rather than with few large sparse ones, at least
in the case when the total row size of the former system of LMIs is of the same order of
magnitude as the total row size of the latter system. In this respect, the following question
is of definite interest:
Given a well-structured sparse matrix A, is it possible to express the fact that
A  0 by a system of relatively small LMIs in variables Aij and perhaps addi-
tional variables?
We are about to give an affirmative answer to this question.
3.3.1 Positive semidefiniteness of well-structured sparse matrices
In this subsection, we will provide some necessary and sufficient conditions for a matrix
from S(v) to be positive semidefinite. The following notations will be used throughout the
remaining chapter.
Notation. Let J ⊂ {1, ..., n} be an index set with ` > 0 elements. We denote by [Bij ]i,j∈J
the ` × ` matrix obtained from B by extracting the rows and columns with indices in J ,
and by ]Bij [i,j∈J – the n× n matrix with entries Bij for all i, j ∈ J and zero entries for the
remaining pairs i, j.
The following notations will be used in this subsection and Subsection 3.4.2 of this
chapter.
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Let v ∈ Rn be a simple sparsity structure, and Jk, k = 1, ...,m, be the corresponding
index sets (see Section 3.2). We define B as an Euclidean space comprised of collections
B = {Bk = [Bkij = Bkji]i,j∈Jk}mk=1 of symmetric matrices, i.e.,
B ≡
{
B = (B1, . . . , Bm) : Bk = [Bkij = B
k
ji]i,j∈Jk , k = 1, . . . ,m
}
,





where ‖Bk‖F is the Frobenius norm of Bk. For B = {Bk = [Bkij = Bkji]i,j∈Jk}mk=1 ∈ B, we
set
Bk =]Bkij [i,j∈Jk∈ S
(v), k = 1, ...,m.





Proposition 3.3.1 (i) A matrix A ∈ S(v) is  0 if and only if there exists B = {Bk =
[Bkij = B
k
ji]i,j∈Jk  0}mk=1 ∈ B such that








‖W TBkW‖2F ≤ ‖W TAW‖2F . (104)
(iii) We have
∀B ∈ B : ‖L1/2S(B)L1/2‖F ≤ ‖B‖F , (105)
where L is given by (102).
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Illustration: Overlapping block-diagonal structure. Before proving Proposition
3.3.1, it makes sense to “visualize” its simplest “overlapping block-diagonal” version. Con-





∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

where ∗ mark nonzero blocks. Proposition 3.3.1.(i) says that such a matrix is positive













∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

,
and similarly when the number of overlapping diagonal blocks is > 3.
Proof of Proposition 3.3.1. (i): Induction in m. For m = 1 the statement is evident.
Assuming that the statement is valid for m = s, let us prove it for m = s + 1. The “if”
part is evident; thus, assume that A ∈ S(v) is  0, and let us prove the existence of the
required Bk. For ε ≥ 0, let Aε ≡ A+ εI =
 P Q
QT R+ εI
 with im−1× im−1 block P . For
ε > 0, let Bε =
 Q(R+ εI)−1QT Q
QT R+ εI
, so that Bε  0. By the Schur Complement
Lemma, we have Aε − Bε  0, thus, Bε remains bounded as ε → +0. Thus, we can find a
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Observe that both Bm and A − Bm are  0. By construction, Bm =]Bmij [i,j∈Jm ; besides
this, the rows i and the columns j in C = A−Bm with i, j > im−1 are zero. Removing these
rows and columns, we get an im−1 × im−1 matrix C̄ ∈ S(v
′), where v′i = min[im−1 − i, vi],
1 ≤ i ≤ im−1 = dim v′. Clearly, the number of blocks in v′ is m− 1, and the corresponding
index sets Jk, 1 ≤ k ≤ m−1, are the same as for v. Applying to C̄ the inductive hypothesis,




whence A = C + Bm =
m∑
k=1
Bk with Bk  0 of the required structure. The induction is
over.
(ii): For matrices B,C  0, one has Tr(BC) ≥ 0. It follows that under the premise of







(iii): Let A = S(B), so that Aij =
∑
k:i,j∈Jk
Bkij . Recall from Section 3.2 that `(i, j) =














































for every i, j. This is evident due to
`(i, j) = |{k : i, j ∈ Jk}| ≤ min [|{k : i ∈ Jk}|, |{k : j ∈ Jk}|] = min[`(i, i), `(j, j)].
66
Proposition 3.3.1(i) establishes a characterization for positive semidefiniteness of ma-
trices from S(v), but it does not give the explicit formulas for the matrices Bk = [Bkij =
Bkji]i,j∈Jk . We next develop an equivalent reformulation of positive semidefiniteness of ma-
trices from S(v) by introducing some additional variables.
Lemma 3.3.2 Let m > 1. A matrix A ∈ S(v) is  0 if and only if there exists a matrix
∆m−1 = (∆m−1)T = [∆m−1ij ]i,j∈J ′m such that the matrices
B ≡ Bm(A,∆m−1) = [Bij ]i,j∈Jm : Bij =

Aij , i 6∈ J ′m or j 6∈ J ′m
∆m−1ij , i, j ∈ J ′m
(107)
and
C ≡ Cm(A,∆m−1) = [Cij ]im−1i,j=1 : Cij =

Aij , i 6∈ J ′m or j 6∈ J ′m
Aij −∆m−1ij , i, j ∈ J ′m
(108)
are positive semidefinite.
Proof. A is the sum of matrices obtained from B and C by adding a number of zero
rows and columns; thus, if B and C are  0, so is A. Conversely, assuming A  0, let
us prove that there exists ∆m−1 such that the corresponding matrices B, C are  0. Let
Bm be defined in (106). Recall from the proof of Proposition 3.3.1(i) that Bm  0 and





. From the construction of Bm, we see that B





, and hence B  0. Similarly, C defined as in
(108) is actually the North-Western im−1 × im−1 block in A−Bm, and hence C  0.
Observing that matrix C = Cm(A,∆m−1) belongs to S(v




where v′i = min[vi, im−1− i], 1 ≤ i ≤ im−1, and applying Lemma 3.3.2 recursively, we arrive
at the following result.
Theorem 3.3.3 Let v ∈ Rn be an integral nonnegative vector such that i+vi ≤ n for all i,
let I = {i1 < i2 < ... < im} be the image of {1, 2, ..., n} under the mapping i 7→ i+vi, and let
the sets Jk, J ′k be defined by (101). A matrix A ∈ S(v) is  0 if and only if this matrix can






, k = 1, 2, ...,m− 1, to
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a solution of an explicit system S of m LMIs
Bk(A,∆)  0, k = 1, ...,m
given by the following recurrence:
Initialization: Set k = m, Cm = A. Step k, m ≥ k ≥ 1: Given matrix Ck ∈ S(vk),
with vki = min[ik − i, vi], i = 1, 2, . . . , ik, set




Ckij , i ∈ Jk\J ′k or j ∈ Jk\J ′k
∆k−1ij , i, j ∈ J ′k








Ckij , i 6∈ J ′k or j 6∈ J ′k
Ckij −∆
k−1
ij , i, j ∈ J ′k
replace k with k − 1 and loop.
From the construction of Bk ≡ Bk(A,∆) above, we see that each cell ij with i ≤ j
belongs to Bk exactly for all k ∈ Dij and for those k the corresponding entry ij in Bk is
Bkij =





∆νij , k−(i, j) = k < k+(i, j)
∆k−1ij , k−(i, j) < k ≤ k+(i, j)
(109)
Note that ∆k is the principal sub-matrix in Bk+1 corresponding to i, j ∈ J ′k+1, and that
A is the sum of matrices obtained from B1, . . . ,Bm by adding zero rows and columns. We
arrive at the following result.
Theorem 3.3.4 A matrix A ∈ S(v) is  0 if and only if there exist matrices ∆k = [∆k]T =
[∆kij ]i,j∈J ′k+1, 1 ≤ k ≤ m − 1, such that the matrices Bk = Bk(A, {∆
k}m−1k=1 ) = [Bkij ]i,j∈Jk
given by (109) are  0. Whenever this is the case, one has





Let v ∈ Rn be a simple sparsity structure, and Jk, J ′k, k = 1, ...,m, be the corresponding
index sets (see Section 3.2). We define ∆ as an Euclidean space comprised of collections










Let ∆ρ be a subset of ∆ defined as
∆ρ =
{






We denote by Bk(A,∆) = [Bkij(A,∆)]i,j∈Jk the linear matrix-valued functions of A ∈ S(v),




The following proposition will be used in Section 3.4.
Proposition 3.3.5 Let A ∈ S(v), ∆ ∈ ∆ be such that λmin(A,∆) = −λ < 0. Then
A  −λK, where K is given by (102).
Proof. Let ∆̂kij =

∆kij , i 6= j
∆kij + λ, i = j
, and let Â = A+ λK. By (109), we have
i, j ∈ Jk ⇒ Bkij(Â, ∆̂)−Bkij(A,∆) = λδij ,
whence Bk(Â, ∆̂)  0, and Â = A+ λK  0.
Sizes of S. We have expressed positive semidefiniteness of A ∈ S(v) as solvability of an
explicit system S (see Theorem 3.3.3) of LMIs in matrix A and additional matrix variables
∆k, k = 1, ...,m− 1. The sizes of S are as follows:
1. Number and sizes of LMIs. S contains m LMIs Bk(A,∆)  0 of row sizes Sk = |Jk|,
k = 1, ...,m.
2. Number of additional variables. Let dk = ik − ik−1, k = 1, ...,m. Clearly, step k ≥ 2
of our construction adds Vk =
(|Jk|−dk)(|Jk|−dk+1)
2 additional variables, and step k = 1








Example: staircase structure. Before ending this subsection, we present an example
for positive semidefinite staircase matrices to illustrate the result established in Theorem
3.3.4.
Let d = (d0, d1, ..., dµ) be a staircase structure - collection of integers with d0 ≥ 0 and
d1, ..., dµ > 0, and let |d| = d0 + ...+ dµ. Let S[d] be the subspace of d-staircase symmetric
matrices in S|d|, which is comprised of (µ+1)× (µ+1) block matrices [Aij ]µi,j=0 with di×dj
blocks Aij such that A = AT and Aij = 0 for 0 < i < j − 1:
A ∈ S[d] ⇔ A =

A0,0 A0,1 A0,2 . . . A0,µ−1 A0,µ
AT0,1 A1,1 A1,2 0 0 0
AT0,2 A
T
1,2 A2,2 A2,3 0 0
... 0
. . . . . . . . . 0
AT0,µ−1 0 0 A
T
µ−2,µ−1 Aµ−1,µ−1 Aµ−1,µ





In view of the definition of simple sparsity structure, we easily see that A ∈ S[d] iff
A ∈ S(v), where v is a simple sparsity structure defined as
vi =







dj < i ≤
k∑
j=0




dj < i ≤ |d|




k = 1, · · · ,m. Using Theorem 3.3.4, we immediately have the following result.
Proposition 3.3.6 A d-staircase matrix A = [Aij ]
µ
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3.3.2 Positive semidefinite completion of matrices from S(v)
Let S(v)+ = S(v) ∩ Sn+ and C(v) = {Z ∈ S(v) : Tr(XZ) ≥ 0 ∀X ∈ S
(v)
+ }. Since the subspace
S(v) clearly intersects the interior of Sn+, the cone C
(v) is exactly the cone of matrices Z
from S(v) admitting positive semidefinite completion, that is, those Z which can be made
positive semidefinite by replacing “hard zero” entries ij (those with j > i+ vi or i > j+ vj)
with appropriate, perhaps nonzero, entries. Proposition 3.3.1 implies the following result.
Proposition 3.3.7 A matrix Z = [Zij ]
n
i,j=1 ∈ S
(v) belongs to C(v) if and only if all matrices
[Zij ]i,j∈Jk , k = 1, 2, ...,m, are  0.
























≥ 0, k = 1, . . . ,m,
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which implies that ]Zkij [i,j∈Jk 0 for k = 1, . . . ,m due to a well-known result that, for a real
symmetric matrix A, minX0 Tr(AX) ≥ 0 if and only if A  0. In other words, Z ∈ C(v) if
and only if [Zij ]i,j∈Jk  0, k = 1, ...,m.
Remark 3.3.8 The result stated in Proposition 3.3.7 can be shown, with a moderate effort,
as a particular case of the results of [46] on necessary and sufficient conditions for a partially
defined symmetric matrix to admit positive semidefinite completion.




Tr(AY ) : Y ∈ S(v),Tr(Y ) = 1, [Yij ]i,j∈Jk  0, k = 1, 2, ...,m
}
. (111)
Indeed, for A ∈ Sn we have λmax(A) = max
Y
{
Tr(AY ) : Y ∈ Sn+,Tr(Y ) = 1
}
; when A ∈ S(v),




Tr(AY ) : Y ∈ C(v),Tr(Y ) = 1
}
.
Invoking Proposition 3.3.7, we arrive at (111).
Before ending this subsection, we give an example on positive semidefinite completion
of staircase matrices from S[d] to illustrate the result established in Proposition 3.3.7.
Proposition 3.3.10 Let d be a staircase structure with µ > 1, and C[d] be the cone of
d-staircase matrices B admitting positive semidefinite completion. Then, a matrix B ∈ S[d]






  0, j = 1, ..., µ− 1.
3.4 Using the representations
In this section, we will use the representations presented in Subsections 3.3.1 and 3.3.2 to
reformulate some large-scale SDP problems into saddle point problems. The saddle point
problem reformulations for a class of SDPs, and SDP relaxations of Lovász capacity and
MAXCUT problems are given in Subsections 3.4.1, 3.4.2 and 3.4.3, respectively.
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3.4.1 Semidefinite programs with well-structured sparse constraint matrices




cTx : x ∈ X,A[x]  0
}
, (112)
where X is a “simple” (see below) convex compact set in RN and A[x] is affine matrix-valued
function on X taking values in S(v).
Throughout this subsection, we make the following assumptions:
A.1. We know a point x̄ ∈ X such that A[x̄]  0;
A.2. We are given a finite upper bound, Optup, on the optimal value Opt in
(112);
A.3. We are given a finite upper bound, ρ, on the quantity
max
x
{Tr(A[x]) : x ∈ X,A[x]  0} .
Given a point x̄ mentioned in A.1, let
ν = max {t : A[x̄]  tK} , (113)
where K is defined in (102). We start with the following simple fact (a kind of “exact
penalty” statement):
Lemma 3.4.1 Let Y = {Y = {Y k = [Y kij ]i,j∈Jk}mk=1 : Y k  0,
∑
k
Tr(Y k) ≤ 1}. Given












(for the definition of ∆ρ, see (110)). Assume that
T ≥ 1
ν
(Opt− cT x̄). (115)
Let (xε,∆ε) be an ε-solution to (114), that is, xε ∈ X, ∆ε ∈ ∆ρ and FT (xε,∆ε) ≥
max
x∈X,∆∈∆ρ











is a feasible ε-solution to (112), i.e., xε ∈ X, A[xε]  0, and cTxε ≥ Opt− ε.
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Proof. We clearly have
FT (x,∆) = cTx+ T min[λmin(A[x],∆), 0].
Further, by Theorem 3.3.4, A[x] with x ∈ X is  0 if and only if max
∆∈∆ρ
λmin(A[x],∆) ≥ 0;
thus, when x is feasible for (112), we have sup
∆∈∆ρ
FT (x,∆) ≥ cTx, so that the optimal value
of (114) is ≥ Opt. Consequently, ε-optimality of xε for (114) implies that
FT (xε,∆ε) ≡ cTxε + T min[λmin(A[xε],∆ε), 0] ≥ Opt− ε. (116)
It is possible that λmin(A[xε],∆ε) ≥ 0; then xε is feasible for (112) by Theorem 3.3.4, xε = xε,
and (116) says that xε is a feasible ε-solution to (112). Now let λmin(A[xε],∆ε) = −λ < 0,
so that γ = λ/ν. Then (116) implies that
cTxε + γcT x̄ ≥ Opt− ε+ Tλ+ γcT x̄ ≥ Opt(1 + γ)− ε
where we have used (115) to get Tλ ≥ γ(Opt − cT x̄), whence cTxε ≥ Opt − ε. It remains
to note that A[xε]  −λK by Proposition 3.3.5, while A[x̄]  νK; it follows that







Lemma 3.4.1 combines with the results of [90] to yield the following
Theorem 3.4.2 Consider problem (112) satisfying Assumptions A.1 – A.3, and let X be
either
(a) the Euclidean ball {x ∈ RN : ‖x‖2 ≤ R}, or the intersection of this ball with
nonnegative orthant,
or
(b) the box {x ∈ RN : ‖x‖∞ ≤ R},
or








Assume that we are given an upper bound χ on the norm of the homogeneous part of
A[·] considered as a linear mapping from (RN , ‖ · ‖X) to (S(v), ‖ · ‖), where ‖ · ‖X is ‖ · ‖2 in
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the cases of (a), (b), and is ‖ · ‖1 in the case of (c), while ‖ · ‖ is the standard matrix norm
(the largest singular value) throughout the remaining part of this subsection.
Under the outlined assumptions, for every ε > 0 one can find a feasible ε-solution xε to
(112) (so that xε ∈ X, A[xε]  0 and cTxε ≤ Opt + ε) in no more than
N(ε) = O(1)


















lnn], case of (c)
, (117)
steps, with computational effort per step dominated by the necessity
• to compute A[x], for a given x;
• to compute, given m symmetric matrices of the row sizes |Jk|, k = 1, ...,m, the eigen-
value decompositions of the matrices.
Above, O(1) is an absolute constant, N = dimx, n is the row dimension of A[·], and ν is
given by (113).
Proof. Let T = Opt
up−cT x̄
ν . By Lemma 3.4.1, a feasible ε-solution to (112) is readily
given by an ε-solution to the saddle point problem (114) with T we have just defined. Now,





[lin(u, Y ) + T 〈A(x) +D(∆), Y 〉] , (118)
where
• lin(u, Y ) is an appropriate affine function of u, Y ,
• Y = Diag{Y 1, ..., Y m}, Y k = [Y kij ]i,j∈Jk , k = 1, ...,m, S is the linear space of all block-
diagonal matrices Y of the indicated block-diagonal structure, and Y = {Y ∈ S : 0 
Y,Tr(Y ) ≤ 1};
• A(·) is the linear mapping from RN into S defined as follows. Given x ∈ RN , we compute
the homogeneous part A = A(x) = A[x]−A[0] of the mapping A[·] at x. The k-th diagonal
block Ak(x) in A(x), k = 1, ...,m, is the contribution of A to Bk(A[x],∆), see (109);
• D(·) is the linear mapping from the space Ŝ of block-diagonal matrices ∆ = Diag{∆1, ...,
∆m−1}, ∆` = [∆`ij ]i,j∈J ′`+1 , ` = 1, . . . ,m − 1, into S defined as follows: The k-th diagonal
block Dk(∆) in D(∆) is the contribution of ∆ to Bk(A[x],∆), see (109);
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• ∆ρ is the set of all positive semidefinite matrices from Ŝ with trace ≤ ρ;
• finally, 〈·, ·〉 is the Frobenius inner product on S.
Now, as shown in [90], the Mirror-Prox algorithm from [90] solves problem (118) within any













R2 lnN, case (c)
, ΘY = lnn, Θ∆ = ρ2 lnn,
LXY is the norm of the linear mapping A considered as a mapping from (RN , ‖ · ‖X) to
(S, ‖ · ‖), and L∆Y is the norm of the linear mapping D considered as the mapping from
(Ŝ, | · |1) to (S, ‖ · ‖), where |∆|1 is the sum of modulae of eigenvalues of ∆ ∈ Ŝ. It remains
to evaluate LXY and L∆Y . Let x ∈ RN satisfy ‖x‖X ≤ 1, and let A = A(x), so that
‖A‖ ≤ χ. Invoking (109), it is immediately seen that Ak(x), for every k, is a “border” in A:
there exist two principal submatrices in A embedded one into another such that Ak(x) is
obtained from the larger submatrix by replacing the entries belonging to the smaller one by
zeros. By Eigenvalue Interlacement Theorem, both submatrices are of norm ≤ χ, so that
the “border” is of norm ≤ 2χ, whence ‖A(x)‖ ≤ 2χ. Thus, LXY ≤ 2χ. Now let us bound
L∆Y . The extreme points of the unit | · |1-ball D in Ŝ are block-diagonal matrices with just
one nonzero diagonal block, which is a symmetric rank 1 matrix of the corresponding size
with the only nonzero singular value equal to 1, or equivalently, is a rank 1 matrix of the
Frobenius norm equal to 1. For such a matrix ∆, it follows immediately from (109) that the
Frobenius (and then – the matrix) norm of every block in D(∆) is at most 2. Since L∆Y is
the maximum of the quantities ‖D(∆)‖ over the extreme points ∆ of D, we conclude that
L∆Y ≤ 2. Combining our observations, we arrive at (117).
We have presented a rather general approach to solving SDPs by reducing them to saddle
point problems which are further solved by the O(t−1)-converging Mirror-Prox algorithm
from [90]. In the sequel, we apply this scheme to the problems of computing Lovász capacity
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of a graph and to MAXCUT, with emphasis on utilizing favourable sparsity patterns of the
underlying graphs.
3.4.2 Computing Lovász capacity for a graph with a favourable sparsity pat-
tern
Let v = (v1, v2, ..., vn+1)T ∈ Rn+1 be a simple sparsity structure with v1 = n, and let G be
an undirected graph with n nodes, indexed by 2, 3, ..., n+ 1, and the set of arcs E such that
if (i, j) ∈ E and i ≤ j, then j ≤ i+ vi. Recall from Section 3.2 that, for each entry ij with















  0, (i, j) 6∈ E ⇒ Xi−1,j−1 = 0

(120)
where e ∈ Rn is the vector of ones and ν > 0 is a parameter. Note that the equivalence of
the two optimization problems in (120) is given by the Schur Complement Lemma. LetM




Z constrained by the requirements
Z11 = Z22 = ... = Znn; (i < j & (i, j) 6∈ E)⇒ Zi−1,j−1 = 0.
We equip S(v) (and thus M) with the Euclidean structure given by the inner product
〈A,B〉L = 〈L1/2AL1/2,L1/2BL1/2〉,





The norm on S(v) corresponding to the inner product 〈·, ·〉L will be denoted ‖ · ‖L. We
denote by P the orthogonal projector of S(v) onto M, so that for any A ∈ S(v) one has
P(A) =
 ν √νeT√













and the matrix Â is obtained from the
South-Eastern n× n angular block of A by replacing all diagonal entries and all entries ij
with (i, j) 6∈ E with zeros.




λ(B) + T‖S(B)− P(S(B))‖L :



















= (P(S(B)))jj , j = 2, 3, ..., n+ 1,
R =
√
θ̂2(n+ 2|E|) + ν2 + 2νn,
(121)
where B is as defined in Subsection 3.3.1 and T ≥ 1.
Observe that
Opt ≤ ϑ(G). (122)




 is  0 and belongs to S(v); by Proposition 3.3.1, this matrix




‖B∗k‖2F ≤ ‖Y∗‖2F ≤ R2, with the latter inequality readily given by the fact that
|(X∗)ij | ≤ ϑ(G) due to Y∗  0. Thus, B∗ is feasible for (121); at this feasible solution, the
objective of (121) clearly is equal to λ(B∗) = ϑ(G), and (122) follows.





F (B, Y ), (123)
where




Y = {Y ∈ S(v) : ‖Y ‖L ≤ 1}
F (B, Y ) = λ(B) + T 〈Y,S(B)− P(S(B))〉L
(124)
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Note that by (105) the norm of the linear part of the affine mapping
B 7→ Q(B) = S(B)− P(S(B)),





the space S(v) equipped with the norm ‖ · ‖L is ≤ 1.
Since the mapping Q is of norm ≤ 1, from the results of [90] the saddle point problem





steps, with the computational effort per step dominated by the necessity to find eigenvalue
decompositions of m symmetric matrices of the sizes |J1|, ..., |Jm|. Thus, computational





Assume that we have found an ε-solution B̃ = {B̃k}mk=1 ∈ B to (123), so that
λ(B̃) + T ‖
∆︷ ︸︸ ︷
S(B̃)− P(S(B̃)) ‖L︸ ︷︷ ︸
δ
≤ Opt + ε. (127)





where X is of the structure required in (120). Since ‖∆‖L ≡ ‖L1/2∆L1/2‖F = δ (where ∆, δ
are defined as in (127)), we have L1/2∆L1/2  δIn+1, whence ∆  δL−1. This combined
with S(B̃)  0 results in P(S(B̃))  −δL−1. This together with (102), (119) and (128)
implies that  ν +m1/2δ √νeT√
νe [λ(B̃) + η1/2δ]In −X
  0,
whence  ν √νeT√
νe ν+m
1/2δ






Thus, an ε-solution B̃ to (123) can be easily converted to a feasible solution (λ̃, X̃ =
ν+m1/2δ
ν X) to (120) with the value of the objective
λ̃ = ν+m
1/2δ









ϑ(G) + ε− (T − η1/2)δ
]
[see (122)]
= ϑ(G) + ε+ δ
[
m1/2(ϑ(G)+ε)






We arrive at the following result:
Proposition 3.4.3 Let η be defined as in (119), and let




Then an ε-solution to (123) induces a feasible ε-solution to (120). The number of steps
required to get such a solution can be bounded by (125), while the computational effort per
step can be bounded by (126).







θ̂2(n+ 2|E|) + ν2 + 2νn
and




With T = T̂ , the outlined procedure allows, for every ε, 0 < ε ≤ θ̂ − ϑ(G), to find a feasible




steps, with the complexity of a step given by (126).















Proof. Indeed, with ν in question, we clearly have
√























This together with Corollary 3.4.4 implies that the conclusion holds.
Example: staircase structure. Let p, q be positive integers, and n = p(q+ 1). Assume
that the incidence matrix of the graph is from S[d], where d ∈ Rq+1 with di = p for
i = 0, · · · , q. Then, from (120), we see that
i+ vi =

n+ 1, 1 ≤ i < 2 + p
1 + (k + 1)p, 2 + (k − 1)p ≤ i < 2 + kp, k = 2, ..., q
1 + (q + 1)p, 2 + pq ≤ i ≤ n+ 1
In the preceding notation, we have ik = 1+(k+2)p, k = 1, ..., q−1, η = q−1, |Jk| = 3p+1,
|E| ≤ O(1)p2q. Thus,






θ̂2p2q + ν2 + νpq
)1/2
.










Since the stability number of the corresponding graph clearly is at least O(q), we have








1. Saddle point approach, similar to the above one, as applied to computing Lovász





ε , see [90];
2. The arithmetic cost of a single interior point iteration in the problem of computing
Lovász capacity of a general pq-node graph is as large as O(1)p6q6, and is at least
p6q3 even in the case of graph possessing the structure in question.
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3.4.3 The MAXCUT problem on a graph with a favourable sparsity pattern
Consider a MAXCUT-type problem
Opt = max
X∈Sn
{Tr(V X) : X  0,diag(X) = e} (129)
where diag(A) is the diagonal of a square matrix A and e is the vector of ones. Assume





Tr(V X) : diag(X) = e, Xk ≡ [Xij ]i,j∈Jk  0, k = 1, ...,m
}
. (130)
















where T > 0 is a parameter. Observe that the optimal value in (131) is ≥ Opt. Indeed, if
X∗ is an optimal solution to (130), then clearly X∗ ∈ X , and Φ(X∗) = Tr(V X∗). Now let
X be an ε-solution to (131), so that X ∈ X and
Tr(V X)− Tλ ≥ Opt+ − ε ≥ Opt− ε,
λ = max[0,−λmin(X1), ...,−λmin(Xm)].
It is possible that λ = 0, that is, X is feasible for (130); in this case, X is a feasible ε-solution
to the latter problem. Now consider the case when λ > 0, and let X̃ = (1 + λ)−1(X + λI).
Clearly, X̃ is feasible for (130). Setting X̂ = X + λI, we have
Tr(V X̂) = Tr(V X) + λTr(V ) ≥ Opt− ε+ λ[Tr(V ) + T ].
Hence, we obtain that
Tr(V X̃) ≥ (1 + λ)−1[Opt− ε] + λ[Tr(V ) + T ]
≥ Opt− ε+ (1 + λ)−1λ [T + Tr(V )−Opt] .
We see that if
T ≥ Opt− Tr(V ),
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then X̃ is a feasible ε-solution to (130). This observation suggests the following scheme
for solving (130): given an upper bound Optup on Opt, we set T = Optup − Tr(V ) and
solve saddle point problem (131) within accuracy ε, and then convert, in the just presented
fashion, the resulting X into a feasible ε-solution to (130).





ε steps, with the
computational effort per step dominated by the necessity to find eigenvalue decompositions
of m matrices Xk, k = 1, ...,m, where Xk is defined as in (130) for X ∈ X . We arrive at
the following result:
Proposition 3.4.6 Let an upper bound Optup on the optimal value in (129) be given. For
every ε > 0, a feasible ε-solution to problem (129) with V ∈ S(v) can be found in no more
than
N(ε) = O(1)







steps of Mirror-Prox algorithm [90], with O(1)
m∑
k=1
|Jk|3 operations per step.
Remark 3.4.7 When V is a diagonal-dominated matrix: Vii ≥
∑
j 6=i
|Vij | (as it is the case
in the true MAXCUT problem), one clearly has Tr(V ) ≤ Opt ≤ 2Tr(V ). In this case, one
can set Optup = 2Tr(V ), thus converting (132) into the bound







Example: staircase structure. Let m, p be positive integers, and n = p(m + 1).
Consider the staircase structure d = (p, ..., p) ∈ Rm+1, and assume that we are given an
n-node graph G with incidence matrix belonging to S[d]. Given a matrix A of nonnega-
tive weights of arcs in G, let Vij = 14

−Aij , i 6= j∑
j
Aij , i = j
, so that (129) becomes the stan-
dard MAXCUT problem associated with (A,G). By Remark 3.4.7, the outlined scheme




ln(pm) operations. Note that the arithmetic cost of a single interior point
iteration as applied to the “most economical” dual reformulation of (129), is O(1)p3m3. It
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follows that when a “moderate” relative accuracy ε/Opt, say, ε/Opt = 0.01 is sought and
m3/2  p
√
ln(pm), the Mirror-Prox algorithm as applied to the MAXCUT problem by
far outperforms Interior Point techniques. The difference becomes even more significant
















the theoretical bound on the number of IPM iterations required to get an ε-solution).
3.5 Numerical implementation
In this section, we present the results of numerical experiments with the Lovász capacity
problem (120) and the (semidefinite relaxation of the) MAXCUT problem (129). These
problems were solved by the first-order Mirror-Prox algorithm from [90] as applied to the
saddle point reformulations (123), respectively, (131), of the problems.
In our experiments, the incidence matrix has staircase structure with d = (p, ..., p) ∈
Rm+1, with dense p× p blocks allowed by the structure. Note that the number of nodes in
such a graph is n = (m+ 1)p, while the number of arcs is p
2(5m−1)−p(m+1)
2 . For our compu-
tations, we generated graphs with p = 2, 3, · · · , 6 and n ranging from about 10, 000 to about
80, 000 (so that the number of arcs varied from about 50,000 to about 1,100,000). We termi-
nate the computations when the relative error, as given by valid on-line inaccuracy bounds
generated by the Mirror-Prox algorithm, became less than 1% for both problems. Our code
is written in ANSI C. All computations are performed on Supermicro dual-2.66GHz Intel
Xeon server with 2GB RAM.
Lovász capacity problem. When solving this problem according to the scheme devel-
oped in Section 3.4.2, one needs an a priori upper bound θ̂ on ϑ(G). Using the well-know
result that Lovász capacity number of a graph G is bounded above by the chromatic num-
ber of the complement graph, it easy to see that for the graphs we are generating one can
take θ̂ = m, and these were the upper bounds used in our computations. The results are
presented in Table 1. In the table 1, the first three columns report the sizes of our gener-
ated graphs. The fourth and the fifth columns present the valid upper, respectively, lower
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Table 1: Computational result for the Lovász capacity problem
(m,p) Nodes Edges LwBnd UpBnd Iter CPU
(4999,2) 10000 44988 2.497e3 2.516e3 11757 3h55′16′′
(9999,2) 20000 89988 4.996e3 5.045e3 17238 11h50′58′′
(14999,2) 30000 134988 7.484e3 7.545e3 30162 32h58′22′′
(19999,2) 40000 179988 9.952e3 1.004e4 34833 51h49′3′′
(3333,3) 10002 69987 1.660e3 1.676e3 10770 4h22′41′′
(6666,3) 20001 139980 3.329e3 3.358e3 20097 16h28′4′′
(9999,3) 30000 209973 4.998e3 5.046e3 24615 33h5′22′′
(13333,3) 40002 279987 6.643e3 6.708e3 29154 51h2′55′′
(2499,4) 10000 94952 1.249e3 1.259e3 8313 4h11′37′′
(4999,4) 20000 189952 2.491e3 2.514e3 17412 17h52′14′′
(7499,4) 30000 284952 3.747e3 3.784e3 21315 34h10′7′′
(9999,4) 40000 379952 4.972e3 5.022e3 28737 61h11′53′′
(1999,5) 10000 119925 9.970e2 1.001e3 9792 5h43′27′′
(3999,5) 20000 239925 1.995e3 2.013e3 13041 15h29′2′′
(5999,5) 30000 359925 2.989e3 3.016e3 23625 42h46′4′′
(7999,5) 40000 479925 3.990e3 4.022e3 27381 75h41′56′′
(1666,6) 10002 144921 8.301e2 8.382e2 9999 6h56′21′′
(3333,6) 20004 289950 1.659e3 1.676e3 14205 20h27′42′′
(4999,6) 30000 434892 2.496e3 2.517e3 17403 46h12′42′′
(6666,6) 40002 579921 3.331e3 3.364e3 21621 62h33′58′′
bounds on ϑ(G) as reported by the Mirror-Prox algorithm. The last two columns report
the number of steps and the CPU time.
Semidefinite relaxation of MAXCUT. The graphs used in our experiments have the
same structure as in the case of Lovász capacity problems. The weights of the arcs were
picked at random from the uniform distribution in [1, 11]. The results are presented in
Table 2; the structure of Table 2 is identical to the one of Table 1.
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Table 2: Computational results for the MAXCUT problem
(m,p) Nodes Edges LwBnd UpBnd Iter CPU
(4999,2) 10000 44988 1.921e5 1.940e5 2604 51′22′′
(9999,2) 20000 89988 3.859e5 3.898e5 3711 2h20′40′′
(14999,2) 30000 134988 5.775e5 5.833e5 3963 3h50′19′′
(19999,2) 40000 179988 7.725e5 7.802e5 4137 5h10′46′′
(39999,2) 80000 359988 1.545e6 1.560e6 5622 13h53′19′′
(3333,3) 10002 69987 2.862e5 2.891e5 3447 1h29′56′′
(6666,3) 20001 139980 5.717e5 5.775e5 3765 3h14′50′′
(9999,3) 30000 209973 8.574e5 8.660e5 4536 5h58′23′′
(13333,3) 40002 279987 1.146e6 1.157e6 5355 9h4′41′′
(26666,3) 80001 559980 2.291e6 2.314e6 7260 24h24′51′′
(2499,4) 10000 94952 3.783e5 3.821e5 2673 1h21′31′′
(4999,4) 20000 189952 7.585e5 7.660e5 3531 3h36′46′′
(7499,4) 30000 284952 1.137e6 1.148e6 4317 6h49′26′′
(9999,4) 40000 379952 1.515e6 1.530e6 4773 9h42′54′′
(19999,4) 80000 759952 3.028e6 3.058e6 6393 25h53′39′′
(1999,5) 10000 119925 4.703e5 4.750e5 3012 1h53′49′′
(3999,5) 20000 239925 9.423e5 9.517e5 3177 3h53′26′′
(5999,5) 30000 359925 1.417e6 1.431e6 3741 9h6′1′′
(7999,5) 40000 479925 1.885e6 1.904e6 4338 10h32′40′′
(15999,5) 80000 959925 3.771e6 3.809e6 5508 26h32′50′′
(1666,6) 10002 144921 5.645e5 5.701e5 2487 1h44′37′′
(3333,6) 20004 289950 1.127e6 1.138e6 3153 4h23′17′′
(4999,6) 30000 434892 1.694e6 1.711e6 3558 9h42′34′′
(6666,6) 40002 579921 2.257e6 2.279e6 4263 11h53′27′′
(13333,6) 80004 1159950 4.514e6 4.559e6 5619 31h17′50′′
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CHAPTER IV
AN ITERATIVE SOLVER-BASED INTERIOR-POINT
ALGORITHM FOR CONVEX QP
4.1 Preliminary Remarks
In this chapter we develop an interior-point long-step primal-dual infeasible path-following
(PDIPF) algorithm for convex quadratic programming (CQP) whose search directions are
computed by means of an iterative linear solver. We will refer to this algorithm as an inexact
algorithm, in the sense that the Newton system which determines the search direction will






xTQx+ cTx : Ax = b, x ≥ 0
}
, (133)
where the data are Q ∈ <n×n, A ∈ <m×n, b ∈ <m, and c ∈ <n, and the decision vector
is x ∈ <n. We also assume that Q is positive semidefinite, and that a factorization Q =
V E2V T is explicitly given, where V ∈ <n×l, and E is a l × l positive diagonal matrix.
A similar algorithm for solving the special case of linear programming (LP), i.e., prob-
lem (133) with Q = 0, was developed by Monteiro and O’Neal in [80]. The algorithm
studied in [80] is essentially the long-step PDIPF algorithm studied in [58, 132], the only
difference being that the search directions are computed by means of an iterative linear
solver. We refer to the iterations of the iterative linear solver as the inner iterations and
to the ones performed by the interior-point method itself as the outer iterations. The main
step of the algorithm studied in [58, 80, 132] is the computation of the primal-dual search
direction (∆x,∆s,∆y), whose ∆y component can be found by solving a system of the form
AD2AT∆y = g, referred to as the normal equation, where g ∈ <m and the positive diagonal
matrix D depends on the current primal-dual iterate. In contrast to [58, 132], the algo-
rithm studied in [80] uses an iterative linear solver to obtain an approximate solution to the
normal equation. Since the condition number of the normal matrix AD2AT may become
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excessively large on degenerate LP problems (see e.g., [66]), the maximum weight basis
(MWB) preconditioner T introduced in [99, 111, 124] is used to better condition this ma-
trix and an approximate solution of the resulting equivalent system with coefficient matrix
TAD2ATT T is then computed. By using a result obtained in [81], which establishes that
the condition number of TAD2ATT T is uniformly bounded by a quantity depending on A
only, Monteiro and O’Neal [80] show that the number of inner iterations of the algorithm
in [80] can be uniformly bounded by a constant depending on n and A.
In the case of CQP, the standard normal equation takes the form
A(Q+X−1S)−1AT∆y = g, (134)
for some vector g. When Q is not diagonal, the matrix (Q+X−1S)−1 is not diagonal, and
hence the coefficient matrix of (134) does not have the form required for the result of [81] to
hold. To remedy this difficulty, we develop in this chapter a new linear system, referred to
as the augmented normal equation (ANE), to determine a portion of the primal-dual search
direction. This equation has the form ÃD̃2ÃTu = w, where w ∈ <m+l, D̃ is an (n+l)×(n+l)
positive diagonal matrix and Ã is a 2× 2 block matrix of dimension (m+ l)× (n+ l) whose
blocks consist of A, V T , the zero matrix and the identity matrix (see equation (153)). As
was done in [80], a MWB preconditioner T̃ for the ANE is computed and an approximate
solution of the resulting preconditioned equation with coefficient matrix T̃ ÃD̃2ÃT T̃ T is
generated using an iterative linear solver. Using the result of [81], which claims that the
condition number of T̃ ÃD̃2ÃT T̃ T is uniformly bounded regardless of D̃, we obtain a uniform
bound (depending only on Ã) on the number of inner iterations performed by the iterative
linear solver to find a desirable approximate solution to the ANE (see Theorem 4.3.5).
Since the iterative linear solver can only generate an approximate solution to the ANE, it
is clear that not all equations of the Newton system, which determines the primal-dual search
direction, can be satisfied simultaneously. In the context of LP, Monteiro and O’Neal [80]
proposed a recipe to compute an inexact primal-dual search direction so that the equations
of the Newton system corresponding to the primal and dual residuals were both satisfied.
In the context of CQP, such an approach is no longer possible. Instead, we propose a way to
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compute an inexact primal-dual search direction so that the equation corresponding to the
primal residual is satisfied exactly, while the one corresponding to the dual residual contains
a manageable error which allows us to establish a polynomial bound on the number of
outer iterations of our method. Interestingly, the presence of this error on the dual residual
equation implies that the primal and dual residuals go to zero at different rates. This is
a unique feature of the convergence analysis of our algorithm in that it contrasts with the
analysis of other interior-point PDIPF algorithms, where the primal and dual residuals are
required to go to zero at the same rate.
The use of inexact search directions in interior-point methods has been extensively
studied in the context of cone programming problems (see e.g., [3, 5, 37, 65, 77, 97, 133]).
Moreover, the use of iterative linear solvers to compute the primal-dual Newton search
directions of interior-point path following algorithms has also been extensively investigated
in [3, 6, 12, 37, 65, 97, 99, 102, 111]. For feasibility problems of the form {x ∈ H1 : Ax =
b, x ∈ C}, where H1 and H2 are Hilbert spaces, C ⊆ H1 is a closed convex cone satisfying
some mild assumptions, and A : H1 → H2 is a continuous linear operator, Renegar [110]
has proposed an interior-point method where the Newton system that determines the search
directions is approximately solved by performing a uniformly bounded number of iterations
of the conjugate gradient (CG) method. To our knowledge, no one has used the ANE system
in the context of CQP to obtain either an exact or inexact primal-dual search direction.
This chapter is organized as follows. In Subsection 4.1.1, we give the terminology and
notation which will be used throughout this chapter. Section 4.2 describes the outer itera-
tion framework for our algorithm and the complexity results we have obtained for it, along
with presenting the ANE as a means to determine the search direction. In Section 4.3, we
discuss the use of iterative linear solvers to obtain a suitable approximate solution to the
ANE and the construction of an inexact search direction based on this solution. Section 4.4
gives the proofs of the results presented in Sections 4.2 and 4.3. Finally, we present some
concluding remarks in Section 4.5.
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4.1.1 Terminology and Notation
Throughout this chapter, upper-case Roman letters denote matrices, lower-case Roman
letters denote vectors, and lower-case Greek letters denote scalars. We let <n, <n+ and <n++
denote the set of n- vectors having real, nonnegative real, and positive real components,
respectively. Also, we let <m×n denote the set of m × n matrices with real entries. For a
vector v ∈ <n, we let |v| denote the vector whose ith component is |vi|, for every i = 1, . . . , n,
and we let Diag(v) denote the diagonal matrix whose i-th diagonal element is vi, for every
i = 1, . . . , n. In addition, given vectors u ∈ <m and v ∈ <n, we denote by (u, v) the vector
(uT , vT )T ∈ <m+n.
Certain matrices bear special notation, namely the matrices X, ∆X, S, D, and D̃.
These matrices are the diagonal matrices corresponding to the vectors x, ∆x, s, d, and d̃,
respectively, as described in the previous paragraph. The symbol 0 will be used to denote
a scalar, vector, or matrix of all zeroes; its dimensions should be clear from the context.
Also, we denote by e the vector of all 1’s, and by I the identity matrix; their dimensions
should be clear from the context.
For a symmetric positive definite matrix W , we denote its condition number by κ(W ),
i.e., its maximum eigenvalue divided by its minimum eigenvalue. We will denote sets by
upper-case script Roman letters (e.g., B, N ). For a finite set B, we denote its cardinality
by |B|. Given a matrix A ∈ <m×n and an ordered set B ⊆ {1, . . . , n}, we let AB denote
the submatrix whose columns are {Ai : i ∈ B} arranged in the same order as B. Similarly,
given a vector v ∈ <n and an ordered set B ⊆ {1, . . . , n}, we let vB denote the subvector
consisting of the elements {vi : i ∈ B} arranged in the same order as B.
We will use several different norms throughout this chapter. For a vector z ∈ <n, ‖z‖ =
√
zT z is the Euclidian norm, ‖z‖1 =
∑n
i=1 |zi| is the “1-norm”, and ‖z‖∞ = maxi=1,...,n |zi|
is the “infinity norm”. For a matrix V ∈ <m×n, ‖V ‖ denotes the operator norm associated
with the Euclidian norm: ‖V ‖ = maxz:‖z‖=1 ‖V z‖. Finally, ‖V ‖F denotes the Frobenius









4.2 Outer Iteration Framework
In this section, we introduce our PDIPF algorithm based on a class of inexact search di-
rections and discuss its iteration complexity. This section is divided into two subsections.
In Subsection 4.2.1, we discuss an exact PDIPF algorithm, which will serve as the basis for
the inexact PDIPF algorithm given in Subsection 4.2.2, and we give its iteration complexity
result. We also present an approach based on the ANE to determine the Newton search
direction for the exact algorithm. To motivate the class of inexact search directions used by
our inexact PDIPF algorithm, we describe in Subsection 4.2.2 a framework for computing
an inexact search direction based on an approximate solution to the ANE. We then intro-
duce the class of inexact search directions, state a PDIPF algorithm based on it, and give
its iteration complexity result.
4.2.1 An Exact PDIPF Algorithm and the ANE












x̂TV E2V T x̂+ bT y : AT y + s− V E2V T x̂ = c, s ≥ 0
}
, (136)
where the data are V ∈ <n×l, E ∈ Diag(<l++), A ∈ <m×n, b ∈ <m and c ∈ <n, and the
decision variables are x ∈ <n and (x̂, s, y) ∈ <n × <n × <m. We observe that the Hessian
matrix Q is already given in factored form Q = V E2V T .
It is well-known that if x∗ is an optimal solution for (135) and (x̂∗, s∗, y∗) is an optimal
solution for (136), then (x∗, s∗, y∗) is also an optimal solution for (136). Now, let S denote
the set of all vectors w := (x, s, y, z) ∈ <2n+m+l satisfying
Ax = b, x ≥ 0, (137)
AT y + s+ V z = c, s ≥ 0, (138)
Xs = 0, (139)
EV Tx+ E−1z = 0. (140)
It is clear that w ∈ S if and only if x is optimal for (135), (x, s, y) is optimal for (136),
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and z = −E2V Tx. (Throughout this chapter, the symbol w will always denote the
quadruple (x, s, y, z), where the vectors lie in the appropriate dimensions; similarly, ∆w =
(∆x,∆s,∆y,∆z), wk = (xk, sk, yk, zk), w̄ = (x̄, s̄, ȳ, z̄), etc.)
We observe that the presentation of the PDIPF algorithm based on exact Newton search
directions in this subsection differs from the classical way of presenting it in that we in-
troduce an additional variable z as above. Clearly, it is easy to see that the variable z is
completely redundant and can be eliminated, thereby reducing the method described below
to the usual way of presenting it. The main reason for introducing the variable z is due to
the development of the ANE presented at the end of this subsection.
We will make the following two assumptions throughout this chapter:
Assumption 1 A has full row rank.
Assumption 2 The set S is nonempty.
For a point w ∈ <2n++ ×<m+l, let us define
µ := µ(w) = xT s/n, (141)
rp := rp(w) = Ax− b, (142)
rd := rd(w) = AT y + s+ V z − c, (143)
rV := rV (w) = EV Tx+ E−1z, (144)
r := r(w) = (rp(w), rd(w), rV (w)). (145)
Moreover, given γ ∈ (0, 1) and an initial point w0 ∈ <2n++ × <m+l, we define the following
neighborhood of the central path:
Nw0(γ) :=
{







where r := r(w), r0 := r(w0), µ := µ(w), and µ0 := µ(w0).




1. Start: Let ε > 0 and 0 < σ ≤ σ < 1 be given. Let γ ∈ (0, 1) and w0 ∈ <2n++ × <m+l
be such that w0 ∈ Nw0(γ). Set k = 0.
2. While µk := µ(wk) > ε do
(a) Let w := wk and µ := µk; choose σ := σk ∈ [σ, σ].
(b) Let ∆w = (∆x,∆s,∆y,∆z) denote the solution of the linear system
A∆x = −rp, (147)
AT∆y + ∆s+ V∆z = −rd, (148)
X∆s+ S∆x = −Xs+ σµe, (149)
EV T∆x+ E−1∆z = −rV . (150)
(c) Let α̃ = argmax {α ∈ [0, 1] : w + α′∆w ∈ Nw0(γ), ∀α′ ∈ [0, α]}.
(d) Let ᾱ = argmin
{
(x+ α∆x)T (s+ α∆s) : α ∈ [0, α̃]
}
.
(e) Let wk+1 = w + ᾱ∆w, and set k ← k + 1.
End (while)
A proof of the following result, under slightly different assumptions, can be found in
[132].
Theorem 4.2.1 Assume that the constants γ, σ, and σ are such that
max
{
γ−1, (1− γ)−1, σ−1, (1− σ)−1
}
= O(1),
and that the initial point w0 ∈ <2n++ × <m+l satisfies (x0, s0) ≥ (x∗, s∗) for some w∗ ∈ S.
Then, the Exact PDIPF Algorithm finds an iterate wk ∈ <2n++ × <m+l satisfying µk ≤ εµ0
and ‖rk‖ ≤ ε‖r0‖ within O(n2log(1/ε)) iterations.
A few approaches have been suggested in the literature for computing the Newton search
direction (147)-(150). Instead of using one of them, we will discuss below a new approach,
referred to in this chapter as the ANE approach, that we believe to be suitable not only for
direct solvers but especially for iterative linear solvers as we will see in Section 4.3.
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Let us begin by defining the following matrices:








 ∈ <(m+l)×(n+l). (153)










 =: h. (154)
This system is what we refer to as the ANE. Next, we obtain ∆s and ∆x according to:
∆s = −rd −AT∆y − V∆z, (155)
∆x = −D2∆s− x+ σµS−1e. (156)
Clearly, the search direction ∆w = (∆x,∆s,∆y,∆z) computed as above satisfies (148) and
(149) in view of (155) and (156). Moreover, it also satisfies (147) and (150) due to the fact






























Theorem 4.2.1 assumes that ∆w is the exact solution of (154), which is usually obtained
by computing the Cholesky factorization of the coefficient matrix of the ANE. In this
94
chapter, we will consider a variant of the Exact PDIPF Algorithm whose search directions
are approximate solutions of (154) and ways of determining these inexact search directions
by means of a suitable preconditioned iterative linear solver.
4.2.2 An Inexact PDIPF algorithm for CQP
In this subsection, we describe a PDIPF algorithm based on a family of search directions that
are approximate solutions to (147)–(150) and discuss its iteration complexity properties.
Clearly, an approximate solution to the ANE can only yield an approximate solution to
(147)–(150). In order to motivate the class of inexact search directions used by the PDIPF
algorithm presented in this subsection, we present a framework for obtaining approximate
solutions to (147)–(150) based on an approximate solution to the ANE.




 = h+ f (158)
for some error vector f . If ∆s and ∆x were computed by (155) and (156), respectively, then
it is clear that the search direction ∆w would satisfy (148) and (149). However, (147) and















Instead, suppose we use (155) to determine ∆s as before, but now we determine ∆x as
∆x = −D2∆s− x+ σµS−1e− S−1p, (159)
where the correction vector p ∈ <n will be required to satisfy some conditions which we will
now describe.
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 AT∆y + V∆z
∆z
+ Ã



























Based on the above equation, one is naturally tempted to choose p so that the right hand
side of (160) is zero, and consequently (147) and (150) are satisfied exactly. However, the
existence of such p cannot be guaranteed and, even if it exists, its magnitude might not
be sufficiently small to yield a search direction which is suitable for the development of a
polynomially convergent algorithm. Instead, we consider an alternative approach where p
is chosen so that the first component of (160) is zero and the second component is small.
More specifically, by partitioning f = (f1, f2) ∈ <m ×<l, we choose p ∈ <n such that
AS−1p = f1. (161)



























from which we see that the first component of (160) is set to 0 and the second component
is exactly E−1q.
In view of (155), (159), and (163), the above construction yields a search direction ∆w
satisfying the following modified Newton system of equations:
A∆x = −rp, (164)
AT∆y + ∆s+ V∆z = −rd, (165)
X∆s+ S∆x = −Xs+ σµe− p, (166)
EV T∆x+ E−1∆z = −rV + q. (167)
As far as the outer iteration complexity analysis of our algorithm is concerned, all we
require of our inexact search directions is that they satisfy (164)–(167) and that p and q be
relatively small in the following sense:
Definition 2 Given a point w ∈ <2n++ × <m+l and positive scalars τp and τq, an inexact
direction ∆w is referred to as a (τp, τq)-search direction if it satisfies (164)–(167) for some
p and q satisfying ‖p‖∞ ≤ τpµ and ‖q‖ ≤ τq
√
µ, where µ is given by (141).
We next define a generalized central path neighborhood which is used by our inexact
PDIPF algorithm. Given a starting point w0 ∈ <2n++×<m+l and parameters η ≥ 0, γ ∈ [0, 1],
and θ > 0, define the following set:
Nw0(η, γ, θ) =
w ∈ <2n++ ×<m+l :
Xs ≥ (1− γ)µe, (rp, rd) = η(r0p, r0d),
‖rV − ηr0V ‖ ≤ θ
√
µ, η ≤ µ/µ0
 , (168)
where µ = µ(w), µ0 = µ(w0), r = r(w) and r0 = r(w0). The generalized central path




Nw0(η, γ, θ). (169)
We observe that the neighborhood given by (169) agrees with the neighborhood given by
(146) when θ = 0.
We are now ready to state our inexact PDIPF algorithm.
Inexact PDIPF Algorithm:
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1. Start: Let ε > 0 and 0 < σ ≤ σ < 4/5 be given. Choose γ ∈ (0, 1), θ > 0 and
w0 ∈ <2n++ ×<m+l such that w0 ∈ Nw0(γ, θ). Set k = 0.
2. While µk := µ(wk) > ε do
(a) Let w := wk and µ := µk; choose σ ∈ [σ, σ].
(b) Set
τp = γσ/4 and (170)
τq =
[√
1 + (1− 0.5γ)σ − 1
]
θ. (171)
(c) Set rp = Ax− b, rd = AT y+s+V z− c, rV = EV Tx+E−1z, and η = ‖rp‖/‖r0p‖.
(d) Compute a (τp, τq)-search direction ∆w.
(e) Compute α̃ := argmax{α ∈ [0, 1] : w + α′∆w ∈ Nw0(γ, θ), ∀α′ ∈ [0, α]}.
(f) Compute ᾱ := argmin{(x+ α∆x)T (s+ α∆s) : α ∈ [0, α̃]}.
(g) Let wk+1 = w + ᾱ∆w, and set k ← k + 1.
End (while)
The following result gives a bound on the number of iterations needed by the Inexact
PDIPF Algorithm to obtain an ε-solution to the KKT conditions (137)–(140). Its proof will
be given in Subsection 4.4.2.
Theorem 4.2.1 Assume that the constants γ, σ, σ and θ are such that
max
{






= O(1), θ = O(
√
n), (172)
and that the initial point w0 ∈ <2n++ × <m+l satisfies (x0, s0) ≥ (x∗, s∗) for some w∗ ∈ S.
Then, the Inexact PDIPF Algorithm generates an iterate wk ∈ <2n++ × <m+l satisfying








4.3 Determining an Inexact Search Direction Via an Iter-
ative Solver
The results in Subsection 4.2.2 assume we can obtain a (τp, τq)-search direction ∆w, where
τp and τq are given by (170) and (171), respectively. In this section, we will describe a way
to obtain a (τp, τq)-search direction ∆w using a uniformly bounded number of iterations of
a suitable preconditioned iterative linear solver applied to the ANE. It turns out that the
construction of this ∆w is based on the recipe given at the beginning of Subsection 4.2.2,
together with a specific choice of the perturbation vector p.
This section is divided into two subsections. In Subsection 4.3.1, we introduce the MWB
preconditioner which will be used to precondition the ANE. In addition, we also introduce
a family of iterative linear solvers used to solve the preconditioned ANE. Subsection 4.3.2
gives a specific approach for constructing a pair (p, q) satisfying (162), and an approximate
solution to the ANE so that the recipe described at the beginning of Subsection 4.2.2 yields
a (τp, τq)-search direction ∆w. It also provides a uniform bound on the number of iterations
that any member of the family of iterative linear solvers needs to perform to obtain such a
direction ∆w when applied to the preconditioned ANE.
4.3.1 MWB Preconditioner and a Family of Solvers
In this subsection we introduce the MWB preconditioner, and we discuss its use as a pre-
conditioner in solving the ANE via a family of iterative linear solvers. Since the condition
number of the ANE matrix ÃD̃2ÃT may “blow up” for points w near an optimal solution,
the direct application of a generic iterative linear solver for solving the ANE without first
preconditioning it is generally not effective. We discuss a natural remedy to this problem
which consists of using a preconditioner T̃ , namely the MWB preconditioner, such that
κ(T̃ ÃD̃2ÃT T̃ T ) remains uniformly bounded regardless of the iterate w. Finally, we analyze
the complexity of the resulting approach to obtain a suitable approximate solution to the
ANE.
We start by describing the MWB preconditioner. Its construction essentially consists
of building a basis B of Ã which gives higher priority to the columns of Ã corresponding
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to larger diagonal elements of D̃. More specifically, the MWB preconditioner is determined
by the following algorithm:
Maximum Weight Basis Algorithm
Start: Given d̃ ∈ <(n+l)++ , and Ã ∈ <(m+l)×(n+l) such that rank(Ã) = m+ l,
1. Order the elements of d̃ so that d̃1 ≥ . . . ≥ d̃n+l; order the columns of Ã accordingly.
2. Let B = ∅, j = 1.
3. While |B| < m+ l do
(a) If Ãj is linearly independent of {Ãi : i ∈ B}, set B ← B ∪ {j}.
(b) j ← j + 1.
4. Return to the original ordering of Ã and d̃; determine the set B according to this
ordering and set N := {1, . . . , n+ l}\B.
5. Set B := ÃB and D̃B := Diag(d̃B).
6. Let T̃ = T̃ (Ã, d̃) := D̃−1B B
−1.
end
Note that the above algorithm can be applied to the matrix Ã defined in (153) since this
matrix has full row rank due to Assumption 1. The MWB preconditioner was originally
proposed by Vaidya [124] and Resende and Veiga [111] in the context of the minimum cost
network flow problem. In this case, Ã = A is the node-arc incidence matrix of a connected
digraph (with one row deleted to ensure that Ã has full row rank), the entries of d̃ are
weights on the edges of the graph, and the set B generated by the above algorithm defines
a maximum spanning tree on the digraph. Oliveira and Sorensen [99] later proposed the
use of this preconditioner for general matrices Ã. Boman et. al. [14] have proposed variants
of the MWB preconditioner for diagonally dominant matrices, using the fact that they can
be represented as D1 + AD2AT , where D1 and D2 are nonnegative diagonal and positive
diagonal matrices, respectively, and A is a node-arc incidence matrix.
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For the purpose of stating the next result, we now introduce some notation. Let us
define
ϕÃ := max{‖B
−1Ã‖F : B is a basis of Ã}. (173)
The constant ϕÃ is related to the well-known condition number χ̄Ã (see [126]), defined as
χ̄Ã := sup{‖Ã
T (ÃẼÃT )−1ÃẼ‖ : Ẽ ∈ Diag(<(n+l)++ )}.
Specifically, ϕÃ ≤ (n + l)
1/2χ̄Ã, in view of the facts that ‖C‖F ≤ (n + l)
1/2 ‖C‖ for any
matrix C ∈ <(m+l)×(n+l) and, as shown in [123] and [126],
χ̄Ã = max{‖B
−1Ã‖ : B is a basis of Ã}.
The following result, which establishes the theoretical properties of the MWB precon-
ditioner, follows as a consequence of Lemmas 2.1 and 2.2 of [81].
Proposition 4.3.1 Let T̃ = T̃ (Ã, d̃) be the preconditioner determined according to the
Maximum Weight Basis Algorithm, and define W := T̃ ÃD̃2ÃT T̃ T . Then, ‖T̃ ÃD̃‖ ≤ ϕÃ
and κ(W ) ≤ ϕ2
Ã
.
Note that the bound ϕ2
Ã
on κ(W ) is independent of the diagonal matrix D̃ and depends
only on Ã. This will allow us to obtain a uniform bound on the number of iterations needed
by any member of the family of iterative linear solvers described below to obtain a suitable
approximate solution of (154). This topic is the subject of the remainder of this subsection.
Instead of dealing directly with (154), we consider the application of an iterative linear
solver to the preconditioned ANE:
Wu = v, (174)
where
W := T̃ ÃD̃2ÃT T̃ T , v := T̃ h. (175)
For the purpose of our analysis below, the only thing we will assume regarding the iterative
linear solver when applied to (174) is that it generates a sequence of iterates {uj} such that





‖v −Wu0‖, ∀ j = 0, 1, 2, . . . , (176)
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where c and ψ are positive, nondecreasing functions of κ ≡ κ(W ).
Examples of solvers which satisfy (176) include the steepest descent (SD) and CG meth-
ods, with the following values for c(κ) and ψ(κ):
The justification for the table above follows from Section 7.6 and Exercise 10 of Section
8.8 of [71].
The following result gives an upper bound on the number of iterations required by any
iterative linear solver satisfying (176) needs to perform to obtain a ξ-approximate solution
of (174), i.e., an iterate uj such that ‖v −Wuj‖ ≤ ξ√µ for some constant ξ > 0:
Proposition 4.3.2 Let u0 be an arbitrary starting point. Then, a generic iterative linear














iterations, where κ ≡ κ(W ).
Proof. Let j be any iteration such that ‖v −Wuj‖ > ξ√µ. We use relation (176) and
the fact that 1 + ω ≤ eω for all ω ∈ < to observe that
ξ
√



















and the result is proven.
From Proposition 4.3.2, it is clear that different choices of u0 and ξ lead to different
bounds on the number of iterations performed by the iterative linear solver. In Subsection
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4.3.2, we will describe a suitable way of selecting u0 and ξ so that (i) the bound (177) is
independent of the iterate w and (ii) the approximate solution T̃ Tuj of the ANE, together
with a suitable pair (p, q), yields a (τp, τq)-search direction ∆w through the recipe described
in Subsection 4.2.2.
4.3.2 Computation of the Inexact Search Direction ∆w
In this subsection, we use the results of Subsections 4.2.2 and 4.3.1 to build a (τp, τq)-search
direction ∆w, where τp and τq are given by (170) and (171), respectively. In addition,
we describe a way of choosing u0 and ξ which ensures that the number of iterations of
an iterative linear solver satisfying (176) applied to the preconditioned ANE is uniformly
bounded by a constant depending on n and ϕÃ.
Suppose that we solve (174) inexactly according to Subsection 4.3.1. Then our final
solution uj satisfies Wuj − v = f̃ for some vector f̃ . Letting ∆y
∆z
 = T̃ Tuj , (178)
we easily see from (175) that (158) is satisfied with f := T̃−1f̃ . We can then apply the
recipe of Subsection 4.2.2 to this approximate solution, using the pair (p, q) which we will
now describe.
First, note that (162) with f as defined above is equivalent to the system
f̃ = T̃ Ã
 S−1p
E−1q







Now, let B = (B1, . . . , Bm+l) be the ordered set of basic indices computed by the MWB
Algorithm applied to the pair (Ã, d̃) and note that, by step 6 of this algorithm, the Bi-th
column of T̃ ÃD̃ is the ith unit vector for every i = 1, . . . ,m+ l. Then, the vector t ∈ <n+l
defined as tBi = f̃i for i = 1, . . . ,m + l and tj = 0 for every j /∈ {B1, . . . , Bm+l} clearly
satisfies
f̃ = T̃ ÃD̃ t. (180)
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It is clear from (181) and the fact that ‖t‖ = ‖f̃‖ that
‖p‖ ≤ ‖XS‖1/2‖f̃‖, ‖q‖ ≤ ‖f̃‖. (182)
As an immediate consequence of this relation, we obtain the following result.
Lemma 4.3.3 Suppose that w ∈ <2n++ × <m+l and positive scalars τp and τq are given.
Assume that uj is a ξ-approximate solution of (174), or equivalently f̃ ≤ ξ√µ, where
ξ := min{n−1/2τp, τq}. Let ∆w be determined according to the recipe given in Subsection
4.2.2 using the approximate solution (178) and the pair (p, q) given by (181). Then ∆w is
a (τp, τq)-search direction.
Proof. It is clear from the previous discussion that ∆w and the pair (p, q) satisfy









Similarly, (182) and the fact that ξ ≤ τq imply that ‖q‖ ≤ τq
√
µ. Thus, ∆w is a (τp, τq)-
search direction as desired.
Lemma (4.3.3) implies that, to construct a (τp, τq)-search direction ∆w as in step 2(d) of



















We next describe a suitable way of selecting u0 so that the number of iterations required
by an iterative linear solver satisfying (176) to find a ξ-approximate solution of (174) can
be uniformly bounded by a universal constant depending only on the quantities n and ϕÃ.











, AT ȳ + s̄+ V z̄ = c. (184)
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Note that vectors x̄ and z̄ satisfying the first equation in (184) can be easily computed once
a basis of Ã is available (e.g., the one computed by the Maximum Weight Basis Algorithm
in the first outer iteration of the Inexact PDIPF Algorithm). Once ȳ is arbitrarily chosen,
a vector s̄ satisfying the second equation of (184) is immediately available. We then define
u0 = −η T̃−T
 y0 − ȳ
z0 − z̄
 . (185)
The following lemma gives a bound on the size of the initial residual ‖Wu0 − v‖. Its proof
will be given in Subsection 4.4.1.
Lemma 4.3.4 Assume that T̃ = T̃ (Ã, d̃) is given and that w0 ∈ <2n++ × <m+l and w̄ are
such that (x0, s0) ≥ |(x̄, s̄)| and (x0, s0) ≥ (x∗, s∗) for some w∗ ∈ S. Further, assume that
w ∈ Nw0(γ, θ) for some γ ∈ [0, 1] and θ > 0, and that W , v and u0 are given by (175) and








As an immediate consequence of Proposition 4.3.2 and Lemmas 4.3.3 and 4.3.4, we can
bound the number of inner iterations required by an iterative linear solver satisfying (176)
to yield a (τp, τq)-search direction ∆w.
Theorem 4.3.5 Assume that ξ is defined in (183), where σ, γ, θ are such that
max{σ−1, γ−1, (1− γ)−1, θ, θ−1}
is bounded by a polynomial of n. Assume also that w0 ∈ <2n++ × <m+l and w̄ are such that
(x0, s0) ≥ |(x̄, s̄)| and (x0, s0) ≥ (x∗, s∗) for some w∗ ∈ S. Then, a generic iterative linear
solver with a convergence rate given by (176) generates a ξ-approximate solution, which













iterations. As a consequence, the SD and CG methods generate this approximate solution
uj in O(ϕ2
Ã
log(nϕÃ)) and O(ϕÃlog(nϕÃ)) iterations, respectively.
Proof. The proof of the first part of Theorem 4.3.5 immediately follows from Proposi-
tions 4.3.1 and 4.3.2 and Lemmas 4.3.3 and 4.3.4. The proof of the second part of Theorem
4.3.5 follows immediately from Table 3 and Proposition 4.3.1.
Using the results of Sections 4.2 and 4.3, we see that the number of “inner” iterations
of an iterative linear solver satisfying (176) is uniformly bounded by a constant depending
on n and ϕÃ, while the number of “outer” iterations in the Inexact PDIPF Algorithm is
polynomially bounded by a constant depending on n and logε−1.
4.4 Technical Results
This section is devoted to the proofs of Lemma 4.3.4 and Theorem 4.2.1. Subsection 4.4.1
presents the proof of Lemma 4.3.4, and Subsection 4.4.2 presents the proof of Theorem
4.2.1.
4.4.1 Proof of Lemma 4.3.4
In this subsection, we will provide the proof of Lemma 4.3.4. We begin by establishing
three technical lemmas.
Lemma 4.4.1 Suppose that w0 ∈ <2n++ × <m+l, w ∈ Nw0(η, γ, θ) for some η ∈ [0, 1],
γ ∈ [0, 1] and θ > 0, and w∗ ∈ S. Then




Proof. Let us define w̃ := w − ηw0 − (1 − η)w∗. Using the definitions of Nw0(η, γ, θ),
r, and S, we have that
Ax̃ = 0
AT ỹ + S̃ + V z̃ = 0
V T x̃+ E−2z̃ = E−1(rV − ηr0V ).
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Multiplying the second relation by x̃T on the left, and using the first and third relations
along with the fact that w ∈ Nw0(η, γ, θ), we see that
x̃T S̃ = −x̃TV z̃ = [E−2z̃ − E−1(rV − ηr0V )]T z̃ = ‖E−1z̃‖2 − (E−1z̃)T (rV − ηr0V )
≥ ‖E−1z̃‖2 − ‖E−1z̃‖‖rV − ηr0V ‖ =
(

















Lemma 4.4.2 Suppose that w0 ∈ <2n++×<m+l such that (x0, s0) ≥ (x∗, s∗) for some w∗ ∈ S.
Then, for any w ∈ Nw0(η, γ, θ) with η ∈ [0, 1], γ ∈ [0, 1] and θ > 0, we have







Proof. Using the fact w ∈ Nw0(η, γ, θ) and (188), we obtain
xT s− η(xT s0 + sTx0) + η2x0T s0 − (1− η)(xT s∗ + sTx∗)




Rearranging the terms in this equation, and using the facts that η ≤ xT s/x0T s0, x∗T s∗ = 0,
(x, s) ≥ 0, (x∗, s∗) ≥ 0, (x0, s0) > 0, η ∈ [0, 1], x∗ ≤ x0, and s∗ ≤ s0, we conclude that






















Lemma 4.4.3 Suppose w0 ∈ <2n++ × <m+l, w ∈ Nw0(η, γ, θ) for some η ∈ [0, 1], γ ∈ [0, 1]
and θ > 0, and w̄ satisfies (184). Let W , v and u0 be given by (175) and (185), respectively.
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Then,
Wu0 − v = T̃ Ã
 −x+ σµS−1e+ η(x0 − x̄) + ηD2(s0 − s̄)
E−1(rV − ηr0V )
 . (190)
Proof. Using the fact that w ∈ Nw0(η, γ, θ) along with (153), (168) and (184), we easily





−1(rV − ηr0V )

= ηÃ




E−1(rV − ηr0V )
 , (191)
s0 − s̄ = −AT (y0 − ȳ)− V (z0 − z̄) + r0d. (192)
Using relations (152), (153), (175), (168), (185), (191) and (192), we obtain








 y0 − ȳ
z0 − z̄
− T̃ Ã





























E−1(rV − ηr0V )
 ,
which yields equation (190), as desired.
We now turn to the proof of Lemma 4.3.4.
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Note that ‖Xs − σµe‖, when viewed as a function of σ ∈ [0, 1], is convex. Hence, it is
maximized at one of its endpoints, which, together with the facts ‖Xs − µe‖ < ‖Xs‖ and
σ ∈ [σ, σ] ⊂ [0, 1], immediately implies that
‖Xs− σµe‖ ≤ ‖Xs‖ ≤ ‖Xs‖1 = xT s = nµ. (194)
Using the fact that (x0, s0) ≥ |(x̄, s̄)| together with Lemma 4.4.2, we obtain that
η‖S(x0 − x̄) +X(s0 − s̄)‖ ≤ η{‖S(x0 − x̄)‖+ ‖X(s0 − s̄)‖} ≤ 2η{‖Sx0‖+ ‖Xs0‖}







Since w ∈ Nw0(γ, θ), there exists η ∈ [0, 1] such that w ∈ Nw0(η, γ, θ). It is clear that the












‖Xs− σµe‖+ η‖X(s0 − s̄) + S(x0 − x̄)‖
]























where the last inequality follows from Proposition 4.3.1, relations (193), (194), (195), and
the assumption that w ∈ Nw0(γ, θ).
4.4.2 “Outer” Iteration Results – Proof of Theorem 4.2.1
In this subsection, we will present the proof of Theorem 4.2.1. Specifically, we will show
that the Inexact PDIPF Algorithm obtains an ε-approximate solution to (137)–(140) in
O(n2log(1/ε)) outer iterations.
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Throughout this section, we use the following notation:
w(α) := w + α∆w, µ(α) := µ(w(α)), r(α) := r(w(α)).
Lemma 4.4.4 Assume that ∆w satisfies (164)-(167) for some σ ∈ <, w ∈ <2n+m+l and
(p, q) ∈ <n ×<l. Then, for every α ∈ <, we have:
(a) X(α)s(α) = (1− α)Xs+ ασµe− αp+ α2∆X∆s;
(b) µ(α) = [1− α(1− σ)]µ− αpT e/n+ α2∆xT∆s/n;
(c) (rp(α), rd(α)) = (1− α)(rp, rd);
(d) rV (α) = (1− α)rV + αq.
Proof. Using (166), we obtain
X(α)s(α) = (X + α∆X)(s+ α∆s)
= Xs+ α(X∆s+ S∆x) + α2∆X∆s
= Xs+ α(−Xs+ σµe− p) + α2∆X∆s
= (1− α)Xs+ ασµe− αp+ α2∆X∆s,
thereby showing that (a) holds. Left multiplying the above equality by eT and dividing the
resulting expression by n, we easily conclude that (b) holds. Statement (c) can be easily
verified by means of (164) and (165), while statement (d) follows from (167).
Lemma 4.4.5 Assume that ∆w satisfies (164)-(167) for some σ ∈ <, w ∈ <2n++ × <m+l
and (p, q) ∈ <n ×<l such that ‖p‖∞ ≤ γσµ/4. Then, for every scalar α satisfying










≥ 1− α. (197)
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Proof. Since ‖p‖∞ ≤ γσµ/4, we easily see that
|pT e/n| ≤ ‖p‖∞ ≤ σµ/4. (198)
Using this result and Lemma 4.4.4(b), we conclude for every α satisfying (196) that
µ(α) = [1− α(1− σ)]µ− αpT e/n+ α2∆xT∆s/n
≥ [1− α(1− σ)]µ− 1
4
ασµ+ α2∆xT∆s/n




Lemma 4.4.6 Assume that ∆w is a (τp, τq)-search direction, where τp and τq are given
by (170) and (171), respectively. Assume also that σ > 0 and that w ∈ Nw0(γ, θ) with
w0 ∈ <2n++ × <m+l, γ ∈ [0, 1] and θ ≥ 0. Then, w(α) ∈ Nw0(γ, θ) for every scalar α
satisfying







Proof. Since w ∈ Nw0(γ, θ), there exists η ∈ [0, 1] such that w ∈ Nw0(η, γ, θ). We will
show that w(α) ∈ Nw0((1− α)η, γ, θ) ⊆ Nw0(γ, θ) for every α satisfying (199).
First, we note that (rp(α), rd(α)) = (1−α)η(r0p, r0d) by Lemma 4.4.4(c) and the definition
of Nw0(η, γ, θ). Next, it follows from Lemma 4.4.5 that (197) holds for every α satisfying
(196), and hence (199) due to γ ∈ [0, 1]. Thus, for every α satisfying (199), we have










Now, it is easy to see that for every u ∈ <n and τ ∈ [0, n], there holds ‖u− τ(uT e/n)e‖∞ ≤
(1 + τ)‖u‖∞. Using this inequality twice, the fact that w ∈ Nw0(η, γ, θ), relation (170) and
statements (a) and (b) of Lemma 4.4.4, we conclude for every α satisfying (199) that
X(α)s(α)− (1− γ)µ(α)e
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Next, by Lemma 4.4.4(d), we have that
rV (α) = (1− α)rV + αq = (1− α)ηr0V + â,
where â = (1 − α)(rV − ηr0V ) + αq. To complete the proof, it suffices to show that ‖â‖ ≤
θ
√
µ(α) for every α satisfying (199). By using equation (171) and Lemma 4.4.4(b) along
with the facts that ‖rV − ηr0V ‖ ≤ θ
√
µ and α ∈ [0, 1], we have
‖â‖2 − θ2µ(α) = (1− α)2‖rV − ηr0V ‖2 + 2α(1− α)[rV − ηr0V ]T q + α2‖q‖2 − θ2µ(α)
≤ (1− α)2θ2µ+ 2α(1− α)θ√µ‖q‖+ α2‖q‖2
− θ2
{
































where the last inequality follows from the quadratic formula and the fact that ‖q‖ ≤ τq,
where τq is given by (171).
Next, we derive a lower bound on the stepsize of the Inexact PDIPF Algorithm.























Proof. We know that ∆w is a (τp, τq)-search direction in every iteration of the Inexact
PDIPF Algorithm, where τp and τq are given by (170) and (171). Hence, by Lemma 4.4.6,






















µ < 0, (204)
since σ ∈ (0, 4/5). Hence, if ∆xT∆s ≤ 0, it is easy to see that ᾱ = α̃, and hence that (201)
holds in view of (203). Moreover, by Lemma 4.4.4(b) and (204), we have

























showing that (202) also holds. We now consider the case where ∆xT∆s > 0. In this case,
we have ᾱ = min{αmin , α̃}, where αmin is the unconstrained minimum of µ(α). It is easy
to see that
αmin =









The last two observations together with (203) imply that (201) holds in this case too.
Moreover, since the function µ(α) is convex, it must lie below the function φ(α) over the
interval [0, αmin], where φ(α) is the affine function interpolating µ(α) at α = 0 and α = αmin.
Hence,

















where the second inequality follows from (204). We have thus shown that ᾱ satisfies (202).
Our next task will be to show that the stepsize ᾱ remains bounded away from zero. In
view of (201), it suffices to show that the quantity ‖∆X∆s‖∞ can be suitably bounded.
The next lemma addresses this issue.
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Lemma 4.4.8 Let w0 ∈ <2n++×<m+l be such that (x0, s0) ≥ (x∗, s∗) for some w∗ ∈ S, and
let w ∈ Nw0(γ, θ) for some γ ≥ 0 and θ ≥ 0. Then, the inexact search direction ∆w used
in the Inexact PDIPF Algorithm satisfies
max(‖D−1∆x‖, ‖D∆s‖) ≤
(





















Proof. Since w ∈ Nw0(γ, θ), there exists η ∈ [0, 1] such that w ∈ Nw0(η, γ, θ). Let
∆̃w := ∆w + η(w0 − w∗). Using relations (164), (165), (167), and the fact that w ∈
Nw0(η, γ, θ), we easily see that
A∆̃x = 0 (207)
AT ∆̃y + ∆̃s+ V ∆̃z = 0, (208)
V T ∆̃x+ E−2∆̃z = E−1(q − rV + ηr0V ). (209)
Pre-multiplying (208) by ∆̃x
T





V ∆̃z = [E−2∆̃z − E−1(q − rV + ηr0V )]T ∆̃z
= ‖E−1∆̃z‖2 − (q − rV + ηr0V )T (E−1∆̃z)
≥ ‖E−1∆̃z‖2 − ‖q − rV + ηr0V ‖ ‖E−1∆̃z‖ ≥ −
‖q − rV + ηr0V ‖2
4
. (210)
Next, we multiply equation (166) by (XS)−1/2 to obtain D−1∆x + D∆s = H(σ) −
(XS)−1/2p, where H(σ) := −(XS)1/2e+ σµ(XS)−1/2e. Equivalently, we have that
D−1∆̃x+D∆̃s = H(σ)− (XS)−1/2p+ η
[
D(s0 − s∗) +D−1(x0 − x∗)
]
=: g.
Taking the squared norm of both sides of the above equation and using (210), we obtain
‖D−1∆̃x‖2 + ‖D∆̃s‖2 = ‖g‖2 − 2∆̃x
T











≤ (‖g‖+ θ√µ)2 ,
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µ by (168), (171), and the fact that
1 + (1− γ/2)σ ≤ 2. Thus, we have
max(‖D−1∆̃x‖ , ‖D∆̃s‖) ≤ ‖g‖+ θ√µ
≤ ‖H(σ)‖+ ‖(XS)−1/2‖ ‖p‖+ η
[





This, together with the triangle inequality, the definitions of D and ∆̃w, and the fact that
w ∈ Nw0(η, γ, θ), imply that
max(‖D−1∆x‖, ‖D∆s‖)
≤ ‖H(σ)‖+ ‖(XS)−1/2‖ ‖p‖+ 2η
[





≤ ‖H(σ)‖+ ‖(XS)−1/2‖ ‖p‖+ 2η‖(XS)−1/2‖
[















It is well-known (see e.g., [61]) that
‖H(σ)‖ ≤
(
1− 2σ + σ21−γ
)1
2 √nµ. (212)
Moreover, using the fact that s∗ ≤ s0 and x∗ ≤ x0 along with Lemma 4.4.2, we obtain
η
(
‖X(s0 − s∗)‖+ ‖S(x0 − x∗)‖
)







The result now follows by noting that ‖p‖ ≤
√
n‖p‖∞, and by incorporating inequalities
(212), (213) and (170) into (211).
We are now ready to prove Theorem 4.2.1.
Proof of Theorem 4.2.1: Let ∆wk denote the search direction, and let rk = r(wk) and
µk = µ(wk), at the k-th iteration of the Inexact PDIPF Algorithm. Clearly, wk ∈ Nw0(γ, θ).
Hence, using Lemma 4.4.8, assumption (172) and the inequality
‖∆Xk∆sk‖∞ ≤ ‖∆Xk∆sk‖ ≤ ‖(Dk)−1∆xk‖ ‖Dk∆sk‖, (214)
we easily see that ‖∆Xk∆sk‖∞ = O(n2)µk. Using this conclusion together with assumption






µk, ∀k ≥ 0.
115
Using this observation and some standard arguments (see, for example, Theorem 3.2 of
[130]), we easily see that the Inexact PDIPF Algorithm generates an iterate wk ∈ Nw0(γ, θ)




iterations. The theorem now follows from this
conclusion and the definition of Nw0(γ, θ).
4.5 Concluding Remarks
We have shown that the long-step PDIPF algorithm for LP based on an iterative linear
solver presented in [80] can be extended to the context of CQP. This was not immediately
obvious at first since the standard normal equation for CQP does not fit into the mold
required for the results of [81] to hold. By considering the ANE, we were able to use the
results about the MWB preconditioner developed in [81] in the context of CQP. Another
difficulty we encountered was the proper choice of the starting iterate u0 for the iterative
linear solver. By choosing u0 = 0 as in the LP case, we obtain ‖v −Wu0‖ = ‖v‖, which
can only be shown to be O(max{µ,√µ}). In this case, for every µ > 1, Proposition 4.3.2
















a bound which depends on the logarithm of the current duality gap. On the other hand,
Theorem 4.3.5 shows that choosing u0 as in (185) results in a bound that does not depend
on the current duality gap.
We observe that under exact arithmetic, the CG algorithm applied to Wu = v generates
an exact solution in at most m + l iterations (since W ∈ <(m+l)×(m+l)). It is clear, then,
that the bound (187) is generally worse than the well-known finite termination bound for
CG. However, our results in Section 4.3 were given for a family of iterative linear solvers,
only one member of which is CG. Also, under finite precision arithmetic, the CG algorithm
loses its finite termination property, and its convergence rate behavior in this case is still an
active topic of research (see e.g., [45]). Certainly, the impact of finite precision arithmetic
on our results is an interesting open issue.
Clearly, the MWB preconditioner is not suitable for dense CQP problems since, in this
116
case, the cost to construct the MWB is comparable to the cost to form and factorize ÃD̃2ÃT ,
and each inner iteration would require Θ((m+ l)2) arithmetic operations, the same cost as
a forward and back substitution. There are, however, some classes of CQP problems for
which the method proposed in this chapter might be useful. One class of problems for which
PDIPF methods based on MWB preconditioners might be useful are those for which bases
of Ã are sparse but the ANE coefficient matrices ÃD̃2ÃT are dense; this situation generally
occurs in sparse CQP problems for which n is much larger than m + l. Other classes of
problems for which our method might be useful are network flow problems. The paper
[111] developed interior-point methods for solving the minimum cost network flow problem
based on iterative linear solvers with maximum spanning tree preconditioners. Related
to this work, we believe that the following two issues could be investigated: (i) will the
incorporation of the correction term p defined in (161) in the algorithm implemented in
[111] improve the convergence of the method? (ii) whether our algorithm might be efficient
for network flow problems where the costs associated with the arcs are quadratic functions
of the arc flows? Identification of other classes of CQP problems which could be efficiently
solved by the method proposed in this chapter is another topic for future research.
Regarding the second question above, it is easy to see (after a suitable permutation of




and E2 is a positive diagonal matrix whose diagonal
elements are the positive quadratic coefficients. In this case, it can be shown that Ã is
totally unimodular, hence ϕ2
Ã
≤ (m+ l)(n−m+ 1) by Cramer’s Rule (see [81]).
The usual way of defining the dual residual is as the quantity
Rd := AT y + s− V E2V Tx− c,
which, in view of (143) and (144), can be written in terms of the residuals rd and rV as
Rd = rd − V ErV . (215)
Note that, along the iterates generated by the Inexact PDIPF Algorithm, we have rd = O(µ)
and rV = O(
√
µ), implying that Rd = O(
√
µ). Hence, while the usual primal residual
converges to 0 according to O(µ), the usual dual residual does so according to O(√µ). This
is a unique feature of the convergence analysis of our algorithm in that it contrasts with the
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analysis of other interior-point PDIPF algorithms, where the primal and dual residuals are
required to go to zero at the same rate. The convergence analysis under these circumstances
is possible due to the specific form of the O(√µ)-term present in (215), i.e., one that lies in
the range space of V E.
CQP problems where V is explicitly available arise frequently in the literature. One
important example arises in portfolio optimization (see [21]), where the rank of V is often
small. In such problems, l represents the number of observation periods used to estimate the
data for the problem. We believe that the Inexact PDIPF Algorithm could be of particular
use for this type of application.
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CHAPTER V
A MODIFIED NEARLY EXACT METHOD FOR SOLVING
A LOW-RANK TRUST REGION SUBPROBLEM
5.1 Preliminary Remarks
Trust region algorithms are classical methods for solving both convex and nonconvex non-
linear optimization problems. They are known to possess strong convergence properties (see
Fletcher [32]). At each iteration of a trust region method, the following is specified: i) a
“simple” approximation φ(x̃) to the objective function, called the model, and; ii) a region T
around the current iterate x, where φ(x̃) is believed to provide a good approximation to the
objective function. An approximate solution p of the subproblem minp{φ(x+p) : x+p ∈ T}
is then computed, and the next iterate x̂ is set to be x̂ := x+ p provided there is a “signifi-
cant” objective function progress; otherwise, we define the next iterate x̂ as x̂ := x. In both
cases, the region T might be updated and the process is then repeated until a desirable
iterate is obtained.
In most trust region methods, the above subproblem is either of or reduces to the
following form:
minimize { q(p) : ‖p‖M ≤ ∆ } (216)
where ∆ is a positive parameter, M is a symmetric positive-definite matrix referred to as
the scaling matrix, ‖ · ‖M is the M -norm defined as
‖x‖M =
√
xTMx, ∀x ∈ <n,
and q : <n → < is the quadratic function defined as
q(p) = gT p+
1
2
pTHp, ∀p ∈ <n, (217)
for some g ∈ <n and symmetric matrix H ∈ <n×n. The matrix H can be either the Hessian
of the objective function or some approximation of it.
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There are at least three well-known methods available in the literature for finding an
“approximate” solution of TR subproblem (216), which achieves at least as much reduction
in the model q as the reduction achieved by the so called “Cauchy point” (see for example
Moré [88] and Chapter 4 of Nocedal and Wright [98]). The first method is the dogleg method
proposed by Powell [105], and later modified by Dennis and Mei [29], which is appropriate
when the model Hessian H is positive definite. Recently, Zhang and Xu [131] proposed a
dogleg method for the case when H is indefinite, which is based on the estimation of the
most negative eigenvalue of H and computation of the stable Bunch-Parlett factorization
of H (see [18]). The second method is the two-dimensional subspace minimization method
proposed by Shultz et al. [39], which can be applied when H is indefinite, though it also
requires an estimate of the most negative eigenvalue of H. The third method, due to
Steihaug [118], is most appropriate when H is the Hessian of the objective function and
when this matrix is large and sparse.
Besides the three “approximate” methods mentioned above, there is a method due to
Moré and Sorensen [89], which finds an approximate solution of the TR subproblem (216) in
a stronger sense (see (224)). Following standard convention, we will refer to such solutions
as “nearly exact” (NE) solutions and to the methods for computing them as NE methods.
Since the NE method of [89] requires repeated computations of Cholesky factorizations of
diagonal displacements of H, it is suitable only for small- to medium-sized problems.
The main goal of this chapter is to develop a method for computing NE solutions of the
TR subproblem (216) when H and M are large-scale matrices having the following special
structures:
H = D + V EV T , (218)
M = D̃ + Ṽ ẼṼ T  0, (219)
where D, D̃ and Ẽ are positive diagonal matrices, V and Ṽ have a few columns (say less
than 10), and E is a diagonal matrix. We will refer to the resulting subproblem as the “low-
rank trust region” (LRTR) subproblem. We will show that every step of the NE method of
[89] can be properly modified to handle the LRTR subproblem and also that the resulting
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modified NE (MNE) method is quite efficient and robust for computing NE solutions of
large-scale LRTR subproblems.
LRTR subproblems arise in several contexts. For example, when using trust region
methods to solve unconstrained or linear-equality constrained minimization problems, the
matrix H is usually obtained by using a low-rank update (memoryless) formula and the
resulting H has the structure specified in (218). In such a case, the scaling matrix M is
chosen as either the identity matrix or some other positive definite matrix whose structure
is as specified in (219) and depends on the specific problem at hand. It is well known
that many constrained minimization problems can be solved by minimizing a sequence of
unconstrained ones, obtained by using either the penalty, log-barrier, augmented Lagrangian
multiplier (see for example [98]), or modified log-barrier methods (see Polyak [101]). Thus,
the NE method developed in this chapter for solving the LRTR subproblem can potentially
be used in solving many optimization problems.
The following notations are used throughout this chapter. We denote the k-th coordinate
vector by ek and the identity matrix by I. Their dimensions are always clear from the
context. The symbol <n denote the n-dimensional Euclidean space. The set of all m × n
matrices with real entries is denoted by <m×n. For J ⊆ {1, . . . , n} and w ∈ <n, we let
wJ denotes the subvector [wi]i∈J ; moreover, if E is an m × n matrix then EJ denotes
the m × |J | submatrix of E corresponding to J . For a vector w ∈ <n, Diag(w) denote
the diagonal matrix whose i-th diagonal element is wi for i = 1, . . . , n, and for any real
number α, wα denote the vector whose i-th component is wαi whenever it is well-defined for
i = 1, . . . , n. The Euclidean norm, the 1-norm and the∞-norm are denoted by ‖·‖, ‖·‖1 and
‖ · ‖∞, respectively. For a matrix E, Im(E) denotes the subspace generated by the columns
of E and Ker(E) denotes the subspace orthogonal to the rows of E. The superscript T
denotes transpose. For any real symmetric matrix E, λmin(E) (resp., λmax(E)) denotes the
minimal (resp., maximal) eigenvalue of the matrix E; E  0 (resp., E  0) denotes that E
is positive semi-definite (resp., positive definite).
Before ending this section, we provide one example to show how the LRTR subproblem
naturally arises in the context of solving linearly constrained minimization problems using
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a log-barrier approach. Indeed, consider the problem
minimize f(x)
subject to Ax = b,
l ≤ x ≤ u,
(220)
where f(x) is twice continuously differentiable in <n, A ∈ <m×n has full row rank, l, u ∈ <n
may have some components equal to −∞ or +∞, and m is small. The log-barrier ap-
proach applied to (220) consists of solving the following sequence of log-barrier subproblems
parametrized by µ > 0:
minimize φµ(x)
subject to Ax = b,
(221)
where
φµ(x) = f(x)− µ
n∑
i=1




Assume that x denotes the current iterate towards a (local) solution of (221). To find the
next iterate, a typical TR method in this context computes the (potential) displacement p
by solving the TR subproblem
minimize gT p+ 12p
THp
subject to Ap = 0,
‖W−1p‖ ≤ ∆,
(222)
where W = Diag([(x− l)−2 +(u−x)−2]−1/2)  0, g = ∇φµ(x), ∆ > 0, and H = D+V EV T
is an approximation to ∇2φµ(x) obtained by using a low-rank (memoryless) update formula.
Thus, H has the structure as in (218), Now, let B ⊂ {1, . . . , n} be a basic index set and let
N denote its complement. By permuting the columns of A, W and D, we may assume that
A = [AB, AN ], W = Diag(WB, WN ), D = Diag(DB, DN ).
Since Ap = 0, we have pB = −A−1B ANpN . Eliminating pB from (222), we obtain the
following equivalent LRTR subproblem
minimize ḡT pN + 12p
T
NH̄pN








Thus, we easily see that






H̄ = DN + (A−1B AN )
TDB(A−1B AN ) + (S
TV )E(V TS).
Noting that A has low full rank and H has the structure specified in (218), we immedi-
ately see that the matrices M and H̄ themselves have the structure as in (219) and (218),
respectively. Thus, the subproblem (223) is indeed an LRTR subproblem.
The outline of this chapter is as follows. In Section 5.2, we review the NE method
proposed by Moré and Sorensen [89]. In Section 5.3, we discuss how this method can be
modified in order to solve large-scale LRTR subproblems efficiently. In Section 5.4, we first
review the modified log-barrier (MLB) algorithm proposed by Polyak [101] and implement
a specific version of this algorithm where the generated log-barrier subproblems are solved
by a trust region method whose direction finding subproblems are of the LRTR type. The
LRTR subproblems are then solved by our modified NE method. Section 5.4 also gives
computational results of our implementation of the MLB method and its comparison with
a version of LANCELOT [23] based on a collection extracted from CUTEr [43] of nonlinear
programming problems with simple bound constraints.
5.2 Review the NE method for solving TR subproblem
It is well-known that the TR subproblems which arise in a TR method does not need to be
solved exactly to guarantee the global convergence of the algorithm. For example, it has
been shown by Moré and Sorensen [89] (see also [88]) that, under some mild conditions, good
theoretical and numerical convergence results for a standard TR method can be obtained
if p is chosen so that
q(p) ≤ τ1q∗ and ‖p‖M ≤ τ2∆ (224)
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for some positive constants τ1 and τ2, where q∗ is the optimal value of TR subproblem
(216). (Note that q∗ ≤ 0 and that q∗ = 0 if and only if g = 0 and H  0.) We will refer to
such vectors p as NE solutions of (216).
The NE method proposed by Moré and Sorensen [89] is a method for computing a
NE solution p of (216). In this section, we review the technical results of the NE method
of [89] for solving TR subproblem (216) (see [24, 35, 89, 88, 98] for more details). The
computational difficulties of using the NE method for TR subproblems corresponding to
large-scale optimization problems are also presented. But, in Section 5.3, we will show
that the NE method can be suitably modified to overcome these difficulties if all the TR
subproblems are constructed as LRTR ones.
This section is divided into five subsections. In Subsection 5.2.1, we discuss the necessary
and sufficient optimality conditions for a global solution of the TR subproblem (216). In
Subsection 5.2.2, we discuss some classical and easily verifiable sufficient conditions for p to
be a NE solution of (216) (see for example [24] and [89]). In Subsection 5.2.3, we discuss
how Newton method applied to a classical one dimensional nonlinear equation provides an
estimate of the optimal Lagrange multiplier associated with the constraint of (216). Since
the search for the optimal Lagrange multiplier requires the estimation of ever-improving
lower bounds for it, we discuss in Subsection 5.2.4 how these bounds are normally generated.
The complete NE method of [89] and its computational difficulties in the context of large-
scale problems are also discussed in this subsection.
5.2.1 Characterization of the solution of TR subproblem
In this subsection, we provide optimality conditions which characterize the global solutions
of subproblem (216).
The proof of the next lemma, which provides the above mentioned optimality condi-
tions, is given in Theorem 7.4.1 on pp. 201 of Conn et al. [24]. (This result was obtained
independently by Gay [40] and Sorensen [116].)
Lemma 5.2.1 p is a global solution of TR subproblem (216) if only if ‖p‖M ≤ ∆ and there
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exists λ ≥ 0 such that
H(λ)p = −g, (225)
λ(∆− ‖p‖M ) = 0, (226)
H(λ)  0, (227)
where H(λ) ≡ H + λM for any λ ∈ <. Moreover, there exists a unique λ∗ ≥ 0 such that:
i) λ = λ∗ for every pair (p, λ) as above;
ii) if H(λ∗)  0 then (216) has a unique global optimal solution.
We now introduce some notation. Define
λ1 ≡ λmin(M−1/2HM−1/2), λ̂ ≡ max(−λ1, 0). (228)
Moreover, we define
p(λ) ≡ −H(λ)−1g, (229)
for every λ ∈ < for which the above inverse exists. It is well-known that, when g 6= 0, the
function ‖p(λ)‖M is strictly decreasing and convex on (λ̂,∞).
We now describe how an exact solution for (216) can be computed, depending on which
of the following three cases occur:
1) If there exists λ̃ ∈ (λ̂,+∞) such that λ̃ solves the equation
‖p(λ)‖M = ∆, (230)
then λ∗ = λ̃ > 0 and p(λ̃) is the unique solution of (216). This case is usually referred
to as the “easy” one. (Note that this case occurs if and only if limλ↓λ̂ ‖p(λ)‖M > ∆.)
2) If λ1 > 0 and (230) has no solution in (λ̂,+∞), then λ∗ = λ̂ = 0 and p(0) is a solution
of (216). (This case can easily be detected and usually referred to as the “interior
convergence” one.)
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3) If λ1 ≤ 0 and (230) has no solution in (λ̂,+∞), then λ∗ = λ̂ = −λ1. Hence, there
exist 0 6= u ∈ Ker(H + λ̂M) and αM ∈ < such that
‖pcrt + αMu‖M = ∆,
where pcrt ≡ −H(λ̂)†g, and the superscript † denotes the Moore-Penrose generalized
inverse. Using Lemma 5.2.1, one easily sees that pcrt + αMu is a solution of (216).
This case is usually referred to as the “hard” one.
Some steps in the NE algorithm for solving (216) require to test whether λ > λ̂ or
λ > λ∗. These two inequalities can be checked by using the following easily verifiable
characterizations: i) λ > λ̂ if and only if λ > 0 and H(λ)  0; ii) λ > λ∗ if and only if
λ > λ̂ and ‖p(λ)‖M < ∆.
5.2.2 Termination conditions
Among the three cases mentioned in Subsection 5.2.1, only the interior convergence case
can be implemented exactly. When the other two cases occur, we can only expect to obtain
an approximate solution of (216). In this subsection, we review some sufficient conditions
for a vector p ∈ <n to be a NE solution of (216) when either the easy or hard case occurs.
While looking for a scalar λ > λ̂ satisfying (230), we might simply stop when
| ‖p(λ)‖M −∆ | ≤ ke∆,
where ke ∈ (0, 1) is a fixed tolerance. In this case, the following result establishes that p(λ)
is a NE solution of (216). Its proof is similar to the one given in Lemma 7.3.5 on pp. 195
of [24] (see also [89]).
Lemma 5.2.2 If λ > λ̂ satisfies | ‖p(λ)‖M −∆ | ≤ ke∆ for some ke ∈ (0, 1), then, there
holds
q(p(λ)) ≤ (1− ke)2q∗
.
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The following result describes how an approximate version of the hard case yields NE
solutions for (216). Its proof is similar to the one given in Lemma 7.3.6 on pp. 196 of [24]
(see also [89]).





and ‖p(λ) + αu‖M = ∆, (231)
for some kh ∈ (0, 1). Then, q(p(λ) + αu) ≤ (1− kh)q∗.
The main use of Lemma 5.2.3 is related with the hard case, but we emphasize that the
result can also be applied in other cases. We now explain how to satisfy the conditions
of Lemma 5.2.3 in the hard case. From the discussion in Subsection 5.2.1, we know that
λ∗ = −λ1. Hence, if λ−λ∗ is sufficiently small, then H(λ) is nearly singular and thus there
exists a vector u such that ‖u‖M = 1 and uTH(λ)u is nearly zero. Once the pair (λ, u) is
determined, a scalar α satisfying the equality in (231) can be easily obtained by solving the
following problem
minimizeα 12(p+ αu)
TH(p+ αu) + gT (p+ αu)
subject to ‖p+ αu‖M = ∆.
(232)
Using the well-known formula of α for the case when M = I (see page 558 of [89]), it is
easy to see that the optimal solution of (232) is given by
α =
∆2 − ‖p‖2M
pTMu+ sgn(pTMu)[(pTMu)2 + ∆2 − ‖p‖2M ]1/2
, (233)
where the function sgn : < → < is defined as sgn(t) = 1 if t ≥ 0, and sgn(t) = −1 if t < 0.
It can be easily verified that the right hand side of the inequality in (231) evaluated at a
triple (λ, u, α) obtained as above stays bounded away from zero as λ− λ∗ approaches zero.
Thus, as λ− λ∗ approaches zero, a triple (λ, u, α) obtained as above will eventually satisfy
(231) when the hard case occurs.
The key part to find a triple (λ, u, α) satisfying (231) in the hard case is the computation
of a vector u = uλ such that uTH(λ)u approaches zero as λ ↓ λ∗. The NE method of [89]
computes such a vector u by first computing the Cholesky factor of H(λ), and then using
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the LINPACK technique [22] (see also Appendix of [89]) for estimating its smallest singular
value. On the other hand, since our approach for solving the low rank version of (216) does
not rely on computation of Cholesky factorizations, it uses an entirely different approach
to compute a vector u as above (see Subsection 5.3.3).
5.2.3 Newton update for λ
We have seen in the Subsection 5.2.1 that λ∗ is a root of (230) in the easy case. Hence,
given an approximation λ > −λ1 of λ∗, it is natural to try to perform a Newton iteration at
λ with respect to (230) to obtain a new approximation of λ∗. In this subsection, we describe
the details of a Newton iteration applied to a reformulation of the nonlinear equation (230)
and discuss its main properties.
Since the function ‖p(λ)‖M goes to infinity as λ tends to −λ1, it is highly nonlinear near
−λ1 (see [88] and [98]). As a result, Newton method applied directly to (230) might not
work well when λ is near −λ1. Reinsch [109] and Hebden [53] independently observed that







The following result describes some important properties of the function φ(λ) and pro-
vides the formula of a Newton iteration for (234).
Lemma 5.2.4 Suppose g 6= 0. Then, φ(λ) is strictly increasing and concave on (−λ1,∞).








Proof. For λ > −λ1, let p̄(λ) ≡ −H̄(λ)−1ḡ, where ḡ ≡ M−1/2g and H̄(λ) ≡
M−1/2H(λ)M−1/2 = M−1/2HM−1/2 + λI. By (229) we have p̄(λ) = M1/2p(λ), which








Hence, by Lemma 7.3.1 on pp. 183 of [24], it follows that the function φ(λ) is strictly





The formula (235) for the Newton iteration λ+ = λ−φ′(λ)/φ(λ) can be easily derived using
(236), p̄(λ) = M1/2p(λ) and H̄(λ) = M−1/2H(λ)M−1/2.
The next result gives a few useful properties of Newton method applied to (234).
Proposition 5.2.5 Suppose g 6= 0. Then the following statements hold:
a) Suppose λ ∈ (−λ1, λ∗). Then all Newton iterates starting from λ will stay in (−λ1, λ∗)
and converge to the solution λ∗ of the equation (234) monotonically. The convergence





and is ultimately Q-quadratic.
b) Suppose λ ∈ (λ∗,∞). Then the next Newton iterate λ+ satisfies
λ+ ∈ (−λ1, λ∗] or λ+ ∈ (−∞,−λ1].
Proof. The proof is similar to the ones given in Lemmas 7.3.2 and 7.3.3 on pp. 185-186
of [24].
To compute the Newton iterate λ+ according to (235), the NE method of [89] first
computes the lower Cholesky factor L of H(λ), and uses it to first compute a vector p such








In our approach for solving the low rank version of (216) we entirely avoid the computation of
Cholesky factorizations by instead computing the inverse of H(λ) by means of the Sherman-
Morrison-Woodbury (SMW) formula (see Subsection 3.2).
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5.2.4 A safeguard Newton method
Since a Newton iteration might result in infeasible iterates λ+ ≤ −λ1, the NE method of
[89] uses some safeguard strategies to handle such iterates in order to obtain a globally
convergent method for obtaining a NE solution of (216). The basic idea used is to bracket
λ∗ by a lower bound λL and an upper bound λU and reduce the length of the interval
[λL, λU ] by using a clever bisection strategy. In this subsection, we discuss the details of
this hybrid method.
At every iteration of the method, we have two scalars λL and λU such that 0 ≤ λL ≤
λ∗ ≤ λU and a current approximation λ ∈ [λL, λU ] of λ∗. Each iteration of the method then
consists of updating the quantities λL, λU and λ. We first describe the basic idea used to
update λL. Suppose that u ∈ <n is a vector such that ‖u‖M = 1. Using (228), we see that
for any λ ∈ <,
uTH(λ)u = (M1/2u)T (M−1/2HM−1/2 + λI)(M1/2u) ≥ (λ1 + λ)‖u‖2M = λ1 + λ.
Defining
λB = λB(λ, u) ≡ λ− uTH(λ)u, (238)
it follows from the above inequality that λB ≤ −λ1 ≤ λ∗, or in words, λB is a lower bound
for λ∗. In view of this discussion, we conclude that a natural update for λL is simply to let
λL ← max(λL, λB).
We are now ready to describe how the NE method of [89] updates the three quantities
λL, λU and λ. Fix some constant θ ∈ (0, 1) (e.g., θ = 0.01). It is convenient to consider the
following three cases separately:
i) Assume λ ≤ −λ1. If λ = −λ1, we perform the update λL ← max(λL, λ). Other-
wise, H(λ) is indefinite, and hence there exists a vector u such that ‖u‖M = 1 and
uTH(λ)u < 0. One approach to find such a vector u is to perform a partial Cholesky
factorization of H(λ) to find a scalar δ > 0 and a vector v such that
(H(λ) + δekeTk )v = 0 and e
T
k v = 1. (239)
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(for more details, see [89] or pp. 191-192 of [24]). Letting u = v/‖v‖M in (238) and
using (239), we easily see that λB = λ+ δ/‖v‖2M . Then, we perform the update λL ←
max(λL, λB). Finally, we perform the update λ← max(
√
λLλU , λL + θ(λU − λL)).
ii) Assume λ ∈ (−λ1, λ∗). In this case, we perform the updates λL ← λ and λ ← λ+,
where λ+ denotes the Newton iterate defined in (235).
iii) Assume λ > λ∗. In this case, we have seen in the paragraph following Lemma 5.2.3
that a vector u ∈ <n such that ‖u‖M = 1 can be computed using the LINPACK
technique which makes uTH(λ)u small as long as λ + λ1 is small. This vector u,
together with λ, is then used to compute λB according to (238), and the updates
λU ← λ, λL ← max(λL, λB) and λ← max(λ+, λL) are then performed.
The above scheme for updating λL, λU and λ can be shown to generate a sequence
of λ’s which approaches λ∗. Indeed, if case ii) occurs then the sequence of λ’s generated
afterwards approaches λ∗ monotonically from the left in view of Proposition 5.2.5(a). Also,
Proposition 5.2.5(b) implies that if case iii) occurs then either case i) or ii) must occur at
the next iteration. Hence, if case ii) never occurs then case i) must occur infinitely often.
But every time i) occurs, it is easy to see that the ratio of the length of the interval [λL, λU ]
at the end of the next iteration and its length at the current iteration is bounded above by
max(θ, 1− θ). Hence, if case ii) never occurs, the length of the generated intervals [λL, λU ]
converges to zero, and thus the generated sequence of λ’s approaches λ∗.
Note that the implementations of cases i) and iii) of the above scheme for updating λL,
λU and λ are based on the computation of the (partial) Cholesky factorization of a matrix.
In our approach for finding NE solutions of the low rank version of (216), these cases must
be implemented differently so as to avoid the computation of Cholesky factorizations, which
are known to be expensive for large scale problems. These alternative implementations of
cases i) and iii) are discussed in detail in Subsections 5.3.2 and 5.3.3.
We are now ready to state the whole algorithm of [89] for finding a NE solution of (216).
Algorithm 1 (NE method for solving (216)):
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Let constants θ, ke, kh ∈ (0, 1) be given (e.g., θ = 0.01, ke = 0.1, kh = 0.2).
1) Find initial scalars 0 ≤ λL < λU such that λ∗ ∈ [λL, λU ] and set λ = λL.
2) Attempt to do Cholesky factorization H(λ) = LLT to check whether λ > −λ1.
3) If λ > −λ1, solve LLT p = −g for p. Check for interior convergence and easy termination.
If λ > λ∗, compute a pair (u, α) ∈ <n ×< to check for the hard termination (231).
4) If λ ≤ −λ1, then update λL and λ according to case i) as above, and go to step 2).
5) If λ ∈ (−λ1, λ∗), then update λL and λ according to case ii) as above, and go to step 2).
6) If λ > λ∗, then update λL, λU and λ according to case iii) as above, and go to step 2).
End
For large-scale problems, several computational difficulties arise in the NE method of
[89] above. In step 1), it generally takes O(n2) amount of arithmetic operations to find the
initial λU (see Section 7.3.8 of [24]), which is somehow expensive for large-scale problems.
The Cholesky or partial Cholesky factorization of H(λ) used in steps 2), 4), 6) and 7) needs
O(n3) amount of arithmetic operations. It will be prohibitive for large-scale problems. In
the next section, we will modify the NE method of [89] above to overcome those difficulties
for solving the LRTR subproblem.
5.3 A modified NE method for solving LRTR subproblem
In this section a modified NE (MNE) method for solving large-scale LRTR subproblems is
presented. We follow the framework of Algorithm 1 as described in Section 5.2. Our main
effort is to overcome the computational difficulties mentioned in Section 5.2.
This section is divided into four subsections. A more efficient approach for checking
whether H(λ) is positive definite is given in Subsection 5.3.1. We also modify the approach
of solving the linear equation H(λ)p = −g and computing a Newton iterate in this sub-
section. A more efficient approach for dealing with hard case termination is developed
in Subsection 5.3.2. In Subsection 5.3.3, a more efficient approach for improvingλL when
λ < λ1 is given. In Subsection 5.3.4, we develop a cheaper approach to initialize λU . We
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emphasize that all modified approaches completely avoid computing Cholesky or partial
Cholesky factorization of large-scale matrices.
5.3.1 Checking positive definiteness of H(λ) and solving H(λ)p = −g
In step 2) of Algorithm 1, given any λ ≥ 0, the NE method of [89] checks whether H(λ)
is positive definite by computing the Cholesky factorization of it, which is very expensive
and even prohibitive for the large-scale problems. In this subsection, we provide a more
efficient method instead, which needs O(n) amount of arithmetic operation for large-scale
LRTR problems. Furthermore, in steps 5) and 6) of Algorithm 1, the NE method of [89]
uses the Cholesky factor of H(λ) to solve the linear equation H(λ)p = −g and compute
Newton iterate, respectively. We will modify those approaches as well in this subsection.
The following theorem provides the main tool for the analysis in this subsection.
Theorem 5.3.1 Let Ê ∈ Sm, V̂ ∈ <n×m and an invertible matrix D̂ ∈ Sn be given and
define Ĥ ≡ D̂ + V̂ ÊV̂ T and Ŵ ≡ V̂ T D̂−1V̂ . Then, the following statements hold:
i) If Ê is invertible, then Ĥ is invertible if and only if Ê−1 +W is invertible.
ii) If D̂  0, then Ĥ  0 if and only if Ŵ + Ŵ ÊŴ  0.
iii) If D̂  0, then Ĥ  0 and V̂ has full column rank if and only if Ŵ + Ŵ ÊŴ  0.
Proof. It is well-known that if Ê−1 + Ŵ is invertible then the SWM formula applied
to Ĥ implies that Ĥ−1 = D̂−1−D̂−1V̂ (Ê−1 +Ŵ )−1V̂ T D̂−1. Similarly, if Ĥ = D̂+ V̂ ÊV̂ T is
invertible then the SMW formula applied to Ê−1 + Ŵ reveals that this matrix is invertible.
Hence, i) follows.
To prove statement ii), assume that D̂  0. We can then write Ĥ as Ĥ = D̂1/2FD̂1/2,
where F ≡ I + D̂−1/2V̂ ÊV̂ T D̂−1/2. Clearly, Ĥ  0 if and only if F  0. In view of the
decomposition <n = Ker(V̂ T D̂−1/2) + Im(D̂−1/2V̂ ), it follows that, for any p ∈ <n, there
exist u, v ∈ <n and y ∈ <m such that
p = u+ v, V̂ T D̂−1/2u = 0, v = D̂−1/2V̂ y.
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This relation, the facts that Fu = u and uT v = 0, and some simple algebraic manipulation
imply that
pTFp = (u+ v)TF (u+ v) = uTFu+ 2uTFv + vTFv,
= ‖u‖2 + vTFv = ‖u‖2 + yT (Ŵ + Ŵ ÊŴ )y.
By the arbitrariness of p, we easily see that F  0 if only if Ŵ + Ŵ ÊŴ  0. This,
together with the fact that Ĥ  0 if only if F  0, implies that ii) holds. Under additional
assumption that V̂ has full column rank, the statement iii) can be shown by using a similar
argument as ii).
We now describe an efficient approach to check whether H(λ) with λ ≥ 0 is positive
definite in step 2) of Algorithm 1. Noting that H(λ) = H + λM , we see from (218) and
(219) that
H(λ) = D̂ + V̂ ÊV̂ T , (240)
where
D̂ ≡ D + λD̃  0, V̂ ≡ (V, Ṽ ), Ê ≡ Diag(E, λẼ). (241)
Hence, by Theorem 5.3.1 ii), if V̂ has full column rank, then we can check the positive
definiteness of H(λ) by checking whether
X ≡ Ŵ + Ŵ ÊŴ (242)
is positive definite. On the other hand, if V̂ does not have full column rank, then we
determine a matrix R with full column rank and a matrix T such that V̂ = RT . It then
follows that H(λ) = D̂ + V̂ ÊV̂ T = D̂ + RĚRT , where Ě ≡ TÊT T . Hence, Theorem
5.3.1 ii) can now be used to check the positive definiteness of H(λ) by checking whether
W̌ +W̌ ĚW̌  0, where W̌ ≡ RT D̂−1R. For convenience of the presentation, we will assume
throughout the remaining subsections that V̂ has full column rank.
Recall that one of the requirements for (216) to be a LRTR subproblem is that the
number of columns of V̂ be small. In this case, X is a small-sized matrix whose positive
definiteness can be checked by performing a relatively cheap Cholesky factorization. Since
134
the amount of arithmetic operations to compute X for a large-scale LRTR subproblem is
O(n), the above approach for checking whether H(λ) is positive definite only requires O(n)
arithmetic operations. If H(λ) turns out to be positive definite, we can then solve the linear
system H(λ)p = −g by means of SMW formula as
p = −H(λ)−1g = −
(
D̂−1 − D̂−1V̂ (Ê−1 + V̂ T D̂−1V̂ )−1V̂ T D̂−1
)
g,
= −D̂−1g + D̂−1V̂ (Ê−1 + Ŵ )−1V̂ T D̂−1g.
Note that the matrix Ê−1 + Ŵ is invertible due to the fact H(λ)  0 and Theorem 5.3.1 i).
Since the size of Ê−1 + Ŵ is small, this approach for solving the linear system H(λ)p = −g
also requires O(n) arithmetic operations. Note that, in the context of a LRTR subproblem,
the Newton iterate λ+ can be efficiently computed by means of (235), which requires solving
another linear system with coefficient matrix H(λ).
5.3.2 Handling the hard case termination
Recall that one of the key parts in the implementation of steps 3) and 6) of Algorithm 1
is the computation of a vector u = uλ such that ‖u‖M = 1 and uTH(λ)u approaches zero
as λ ↓ −λ1 (see Subsections 5.2.2 and 5.2.4). In this subsection, we provide an efficient
approach to find such a vector u in the context of the low-rank version of (216), which
completely avoids the computation of the Cholesky factorization of H(λ).
Recall from (218) that H = D+V EV T , where D  0 and E is diagonal and nonsingular.
We can partition E (after performing a symmetric permutation of its rows and columns)
as E = Diag(E1,−E2), where both E1 and E2 are positive diagonal matrices. Accordingly,
we partition V as V = (V1, V2), and hence
V EV T = V1E1V T1 − V2E2V T2 . (243)
Noting that H(λ) = H + λM , we can write H(λ) as
H(λ) = F (λ)− V2E2V T2 , (244)
where F (λ) = D + λM + V1E1V T1  0 for any λ ≥ 0 due to the fact that D, M  0.
The following technical lemma provides the key tool for our analysis in this subsection.
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where V2 is defined as above.
Proof. For any λ > −λ1, using (244) and SMW formula twice, we have

















= E2 + E2V2TH(λ)
−1V2E2. (246)
Using the definition of F (λ) and the fact M  0, we easily see that F (λ)  D  0 for
any λ > −λ1 ≥ 0. This implies that ‖F (λ)−1‖, and hence ‖F (λ)−1V2‖, is bounded for all
λ > −λ1. From (245), we obtain that
‖H(λ)−1‖ ≤ ‖F (λ)−1‖+ ‖F (λ)−1V2‖
∥∥∥∥(E−12 − V2TF (λ)−1V2)−1∥∥∥∥ ‖V2TF (λ)−1‖ (247)
By the definitions of H(λ) and λ1, we have limλ↓−λ1 ‖H(λ)
−1‖ =∞, which, together with
(247) and the fact that ‖F (λ)−1‖ and ‖F (λ)−1V2‖ are bounded for all λ > −λ1 ≥ 0, implies
lim
λ↓−λ1
∥∥∥∥(E−12 − V2TF (λ)−1V2)−1∥∥∥∥ =∞. (248)
Moreover, from (246), we have∥∥∥∥(E−12 − V2TF (λ)−1V2)−1∥∥∥∥ ≤ ‖E2‖+ ‖E2‖ ∥∥∥V2TH(λ)−1V2∥∥∥ ‖E2‖,







∥∥∥V2TH(λ)−1V2∥∥∥→∞ as λ ↓ −λ1.
The following theorem provides an efficient approach to compute the vector u for dealing
with the hard case termination in step 3) of Algorithm 1 and updating λL in step 6) of
Algorithm 1.
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Theorem 5.3.3 Assume that λ1 defined in (228) is nonpositive. Suppose that
uλ = H(λ)
−1v/‖H(λ)−1v‖M ,
where v = V2r and r is a unit eigenvector of V T2 H(λ)





Proof. It follows from Cauchy-Schwarz inequality that
vTH(λ)−1v ≤ ‖v‖M−1‖H(λ)−1v‖M . (249)
























which, together with Lemma 5.3.2, immediately implies that the conclusion holds.
Before ending this subsection, we make two observations. First, since λ∗ = −λ1 in
the hard case, Theorem 5.3.3 implies that the vector uλ defined in its statement satisfies
limλ↓λ∗ uTλH(λ)uλ = 0, which is exactly the condition required in the discussion of the hard
case (see Subsection 5.2.2). Second, since the number of columns of V is assumed to be
small in the low-rank version subproblem (216), it follows that the matrix V T2 H(λ)
−1V2 is
small-sized, and hence a unit eigenvector r as in Theorem 5.3.3 can be easily computed.
Moreover, the SMW formula can be used to compute V T2 H(λ)
−1V2 and uλ in O(n) arith-
metic operations.
5.3.3 Improving λL when λ < −λ1
Recall that the key part in the implementation of step 4) of Algorithm 1 consists of finding
a vector u satisfying ‖u‖M = 1 and uTH(λ)u < 0, whenever λ < −λ1 (see Subsections
5.2.4). In this subsection, we provide an efficient approach to find such a vector u in the
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context of the low-rank version of (216), which completely avoids the computation of a
partial Cholesky factorization of H(λ).
Assume then that 0 ≤ λ < −λ1. This implies that H(λ) is indefinite, and hence that the
matrix X defined in (242) is also indefinite, in view of Theorem 5.3.1(iii). Hence, letting y
be an eigenvector of X corresponding to its minimum eigenvalue, we have that yTXy < 0.
Using the definition of Ŵ and relations (240), (241) and (242), we easily see that
X = Ŵ + Ŵ ÊŴ = V̂ T D̂−1H(λ)D̂−1V̂ . (250)





Note that since X is a small-sized matrix (see Subsection 5.3.1), it is relatively cheap
to compute the vector y as described above. Moreover, since the amount of arithmetic
operations to compute X for a large-scale LRTR subproblem is O(n), the computation of
the vector u described above can be carried out in O(n) arithmetic operations.
5.3.4 Finding the initial λU
Recall that step 1) of Algorithm 1 requires initial estimates of the lower bound λL and the
upper bound λU . An approach for estimating these bounds for a general TR subproblem in
O(n2) arithmetic operations is described in Section 7.3.8 of [24]. For the large-scale lower-
rank version subproblem (216), the above approach is expensive, and hence not suitable.
In our implementation of Algorithm 1, we set λL = 0. We now provide an efficient
approach to find an initial estimate of λU in the context of the low-rank version of (216) in
this subsection.
Recall that H and M have low-rank structure (see (218) and (219)). Assume that
the row size of matrices E and Ẽ is k̄ and k̃, respectively. For the convenience of the
presentation, we rewrite H and M in (218) and (219) as follows













where vi, ṽi are the ith column of V and Ṽ , respectively.
Given any ε > 0, we can trivially set initial λU to be ε if λ∗ = 0. Hence, we now assume
that λ∗ > 0. It follows from Lemma 5.2.1 that λ∗ together with a global solution p of (216)
satisfies
(H + λ∗M)p = −g, (253)
‖p‖M = ∆, (254)
H + λ∗M  0 . (255)
Multiplying (253) by pT on the left and using (254) and the fact M  0, we obtain
pTHp+ λ∗∆2 = −pT g ≤ ‖p‖M‖g‖M−1 = ∆‖g‖M−1 .
Hence
λ∗ ≤ ‖g‖M−1∆−1 − (pTHp)∆−2. (256)















where ζ = λmin(D) +
∑
{i|Eii<0}












−1 ≤ ‖M−1/2p̃‖2 ≤ λmin(M)−1.































if ζ < 0.
(260)
This together with the fact that λU = ε if λ∗ = 0 implies that max(ε, λe) is a proper initial
estimate of the upper bound λU for any λ∗.
Using the fact that M (219) has low-rank structure, we see that M−1g can be computed
by means of SMW formula requiring O(n) arithmetic operations. This together with (260),
and the fact that ‖g‖M−1 =
√
gTM−1g and k̄ and k̃ are small, implies that this approach
for finding initial estimate of the upper bound λU requires O(n) arithmetic operations in
the context of a LRTR subproblem.
5.4 Some numerical implementation results
In this section, our main goal is to test the numerical performance of “low-rank” trust
region methods whose LRTR subproblems are solved by the MNE method proposed in
Section 5.3. For this purpose, we implement a specific version of the modified log-barrier
(MLB) algorithm due to Polyak [101] (see Subsection 5.4.1) and use it to solve a collection
of nonlinear programming problems from CUTEr [43] where only simple bound constraints
are present. Like the log-barrier method discussed in Section 5.1, the MLB algorithm
also consists of solving a parametrized family of unconstrained nonlinear problems. In our
implementation, these subproblems are solved by using a “low-rank” trust region approach
similar to the one discussed in Section 5.1 in the context of the log-barrier method. This
section is divided into two subsections. In Subsection 5.4.1, we discuss the generic MLB
algorithm for solving nonlinear programming problems with general inequality constraints
and its specialization to problems with simple bound constraints. In Subsection 5.4.2,
we report the computational results of our implementation of the MLB method and its
comparison with a version of LANCELOT [23] based on the forementioned collection of
problems from CUTEr [43].
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5.4.1 The modified log-barrier algorithm
In this subsection, we discuss the generic MLB algorithm for solving nonlinear programming
problems with general inequality constraints and its specialization to problems with simple
bound constraints.
Consider the nonlinear programming problem
minimize f(x)
subject to ci(x) ≥ 0, i = 1, · · · ,m.
(261)
where the functions f(x) and ci(x), i = 1, · · · ,m are twice continuously differentiable in <n.




λi∇ci(x) = 0, λ ≥ 0,
m∑
i=1
λici(x) = 0, ci(x) ≥ 0, i = 1, · · · ,m.
The MLB method proposed by Polyak [101] consists of solving a sequence of unconstrained
problems with objective functions given by












where λ(k) ∈ <m is an estimate of a Lagrange multiplier at a solution of (261) and µ(k) > 0
is a log-barrier parameter. Letting x(k) denote a stationary point ofM(x, µ(k), λ(k)), Polyak
[101] has shown under reasonable conditions that there exists a threshold value µ̄ > 0 such







generates a sequence of iterates {(x(k), λ(k))} which converges to a point satisfying the
first-order optimality condition of (261) as k →∞.
In order to give the detailed description of the MLB method, we introduce the following
parameters and definitions (see Breitfeld and Shanno [16] and [17]).
Let T1 = 10−4, T2 = 10−6, ε0 = 10−5, σ = 0.5 or 0.1. Also, let
















































The algorithm below is a complete description of MLB method as implemented in [16]
and [17].
Algorithm MLB:




3 be given, and set k = 1.
For k = 1, 2, 3, . . ., until ν(k−1)2 < T1 or (ν
(k−1)
1 < T1 and ν
(k−1)
3 < T2), do
1. Minimize the function (262) approximately,
obtaining x(k) such that ‖∇M(x(k), µ(k), λ(k))‖ ≤ εk.
2. Update λ(k+1) by (263). If ν(k)4 < ξ, set µ
(k+1) = σµ(k).
Increment k by 1, and return to step 1.
End
In our implementation, we initialize µ(0) = 10−2 and λ(0)i = 1 for i = 1, · · · ,m as
suggested in [16] and [101], respectively.
While Breitfeld and Shanno [16] have used a line search method to find x(k), we in-
stead use a trust region method whose associated TR subproblems have quadratic objective
functions with low-rank Hessian matrices obtained by means of limited-memory BFGS (L-
BFGS) method (see Section 9.1 of [98])). The MNE method is then used to solve the
resulting LRTR subproblems.
We next provide more details of how a low-rank approximation of the Hessian of
M(·, µ(k), λ(k)) is computed in the context of solving nonlinear programming problems with
simple bound constraints. For the purpose of this discussion, assume that the constraints
of (261) are given by cli(x) ≡ xi − li ≥ 0 for i ∈ Il and cui (x) ≡ ui − xi ≥ 0 for i ∈ Iu where
Il, Iu ⊆ {1, · · · , n} are index sets corresponding to the lower and upper bound constraints,
respectively. Let λl and λu be the Lagrange multipliers corresponding to the lower and upper
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(cui (x) + µ)2
. (265)
Since Q is a diagonal matrix and can be easily computed, it makes sense to just compute a
low-rank approximation F of ∇2f(x) and use H ≡ F + µQ as a low-rank approximation of
∇2M(x, µ, λ). We use the L-BFGS method to obtain a low-rank apprximation of ∇2f(x).
This matrix H is used as the Hessian of the objective function of the LRTR subproblem
(216) at the point x. Moreover, the other data of this subproblem is determined as g ≡
∇M(x, µ, λ) and M ≡ Diag(v), where v ∈ <n is defined as vi = 1/
√
Qii if i ∈ Il ∪ Iu, and
vi = 1 if i /∈ Il ∪ Iu.
5.4.2 Implementations of some problems from CUTEr
In this subsection, we will report the computational results obtained from the implementa-
tion of a specifc version of Algorithm MLB described in Subsection 5.4.1 and present the
comparisons of our method with LANCELOT [23] on a collection of nonlinear programming
problems from CUTEr [43] where only simple bound constraints are present.
All computations are performed on a Sun Ultra 10 workstation which has a single Ultra-
SPARC IIi processor running at 440Mhz and 512MB of memory. The sixty test problems
are selected from CUTEr. Seventeen of them have simple bound constraints and fixed vari-
ables. The remaining problems are unconstrained ones. Each row of Tables 4 and 5 gives
the problem name, the number of variables, the number of bound constraints, the number of
free variables, and the number of fixed variables on columns one through five, respectively.
Some computational results for our code are also presented in Tables 4 and 5. For
each test problem, the total number of iterations performed by the MNE method is given
in the sixth column, and the total number of LRTR subproblems (216) solved is given in
the seventh column. The average iterations performed by the MNE method for each test
problem is given in the eighth column, which is obtained by dividing the entry in the sixth
column by the entry in the seventh clolumn.
From the eighth column of Tables 4 and 5, we observe that the average iterations
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performed by the MNE method are between 1.0 and 2.0 for almost all test problems, except
the problems QRTQUAD (2.89) and FLETCBV2 (0). Moreover, the average of the entries in
the eighth column over all test problems is 1.25, which is better than the average 1.6 obtained
by Moré and Sorensen [89] for the NE method applied to the general TR subproblems (216).
Hence, this indicates that the MNE method developed in this chapter is efficient and robust
for solving the low-rank version TR subproblem (216).
Our code MTR is written in ANSI C and LANCELOT is a FORTAN code. MTR and
LANCELOT are both compiled under the default optimization. In MTR, we set the param-
eter σ = 0.1 for the Algorithm MLB and store 3 most recent vector pairs that provide cur-
vature information for L-BFGS update. We select the same initial point x0 as LANCELOT
whenever it is strictly feasible; otherwise, we modify the infeasible components of this initial
point x0 in order to make it strictly feasible. We set up an upper bound of one hour com-
putation time (or 3,600 seconds) per problem for both codes. We implement the version of
LANCELOT which uses bfgs-approximate-second-derivatives, bandsolver-preconditioned-
cg-solver, inexact-cauchy-point, two-norm-trust-region and all its other default settings.
LANCELOT terminates when the infinity norm of the projected gradient is less than 10−5
or exceeds one hour computation time.
Tables 6 and 7 give the performance of MTR and LANCELOT. The objective function
values of both methods are given in the second and third columns. The CPU times (in
seconds) are given in the fourth and fifth columns. The iterations given in the sixth and
seventh columns represent the total number of conjugate gradient iterations performed by
LANCELOT and the total number of TR subproblems generated by MTR, respectively.
The total numbers of function and gradient evaluations for both codes are given in the last
two columns.
Based on the results of Tables 6 and 7, we now give some conclusions about the perfor-
mance of the MTR and LANCELOT codes in terms of CPU time and the relative difference
(rel. diff.) of the objective values obtained by MTR and LANCELOT. As applied to those
test problems, MTR has:
i) better CPU time and better or close optimal value (i.e., rel. diff. ≤ 1.0e-5) for 60%
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Table 4: The main test problems and some results of MTR
Problem Var Free Bound Fix TrsIt Trs Ratio
ARGLINA 387 387 0 0 11 6 1.83
ARGLINB 387 387 0 0 25 21 1.19
ARGLINC 388 388 0 0 23 19 1.21
ARWHEAD 10000 10000 0 0 13 12 1.08
BDQRTIC 19999 19999 0 0 180 136 1.32
BRATU1D 13333 13331 0 2 6508 6021 1.08
BROWNAL 547 547 0 0 11 8 1.38
BRYBND 14288 14288 0 0 70 61 1.15
CHEBYQAD 316 0 316 0 383 342 1.12
COSINE 20000 20000 0 0 27 14 1.93
CURLY20 14295 14295 0 0 1597 1471 1.09
CVXBQP1 20000 0 20000 0 1200 1162 1.03
DIXMAANA 19998 19998 0 0 21 15 1.4
DIXMAANB 19998 19998 0 0 21 15 1.4
DIXMAANC 19998 19998 0 0 23 17 1.35
DIXMAAND 19998 19998 0 0 25 19 1.32
DIXMAANJ 19998 19998 0 0 626 617 1.01
DIXMAANK 19998 19998 0 0 419 413 1.01
DIXMAANL 19998 19998 0 0 450 444 1.01
EDENSCH 13333 13333 0 0 55 43 1.28
EIGENBLS 1122 1122 0 0 1695 1608 1.05
EIGENCLS 1122 1122 0 0 1559 1452 1.07
ENGVAL1 19999 19999 0 0 32 26 1.23
ERRINROS 50 50 0 0 819 772 1.06
FLETCBV2 13330 13330 0 0 0 0 0.00
FMINSRF2 19881 19881 0 0 846 841 1.01
FREUROTH 19999 19999 0 0 97 61 1.59
FMINSURF 19881 19881 0 0 2405 2362 1.02
GRIDGENA 6218 0 5560 658 111 98 1.13
HILBERTB 282 282 0 0 16 11 1.45
LIARWHD 19999 19999 0 0 43 32 1.34
LINVERSE 10001 5000 5001 0 110 85 1.29
LMINSURF 19881 19321 0 560 1672 1669 1.00
MANCINO 183 183 0 0 32 21 1.52
NLMSURF 19881 19321 0 560 3618 3579 1.01
NOBNDTOR 12544 6050 6050 444 413 346 1.19
NONDIA 16666 16666 0 0 19 18 1.06
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Table 5: The main test problems and some results of MTR(cont’d)
Problem Var Free Bound Fix TrsIt Trs Ratio
OBSTCLAE 12769 0 12321 448 296 254 1.17
OBSTCLBL 12769 0 12321 448 135 113 1.19
OBSTCLBM 12769 0 12321 448 139 120 1.16
OBSTCLBU 12769 0 12321 448 141 117 1.21
ODC 16900 16384 0 516 682 682 1.00
PENALTY1 19999 19999 0 0 151 116 1.30
PENALTY3 120 120 0 0 94 76 1.24
POWELLSG 20000 20000 0 0 39 31 1.26
POWER 20000 20000 0 0 779 740 1.05
PROBPENL 19999 0 19999 0 10 6 1.67
QRTQUAD 20000 10000 10000 0 104 36 2.89
SENSORS 199 199 0 0 51 42 1.21
SINQUAD 19999 19999 0 0 82 54 1.52
SPARSQUR 16666 16666 0 0 41 37 1.11
TOINTGSS 20000 20000 0 0 29 21 1.38
TORSION2 12544 0 12100 444 357 298 1.20
TORSION4 12544 0 12100 444 203 180 1.13
TORSION6 12544 0 12100 444 149 125 1.19
TORSIONB 12544 0 12100 444 290 269 1.08
TORSIOND 12544 0 12100 444 244 200 1.22
TORSIONF 12544 0 12100 444 143 123 1.16
TQUARTIC 19999 19999 0 0 29 21 1.38
VARDIM 19999 19999 0 0 101 96 1.05
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of problems;
ii) better CPU time and worse optimal value (i.e., rel. diff. > 1.0e-5) for 10% of problems;
iii) worse CPU time and better or close optimal value for 23% of problems;
iv) worse CPU time and worse optimal value for 7% of problems.
Based on the above comparison, we see that it is promising to solve large-scale problems
with simple bound constraints using our approach.
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Table 6: Comparison of the Two Methods on the main test problems
Problem Obj Value Time Iter Nfg
Name mtr lan mtr lan mtr lan mtr lan
ARGLINA 3.870000e+02 3.870000e+02 0.78 38.48 6 3 14 14
ARGLINB 1.931252e+02 1.931252e+02 2.25 29.00 21 1 44 13
ARGLINC 1.951252e+02 1.951252e+02 2.05 28.89 19 2 40 13
ARWHEAD 0.000000e+00 0.000000e+00 5.52 7.86 12 1 26 12
BDQRTIC 8.008640e+04 8.008640e+04 82.48 21.89 136 17 274 40
BRATU1D 5.840393e+06 1.261025e+08 3600.00 3600.00 6021 4540 12044 16852
BROWNAL 2.572063e-11 2.615568e-11 0.98 81.35 8 5 18 14
BRYBND 1.325909e-12 9.511770e-14 26.00 22.94 60 54 122 78
CHEBYQAD 6.778464e-03 8.047224e-03 224.84 3600.00 342 2394 698 2103
COSINE -2.000000e+04 -1.999900e+04 8.35 5.16 14 11 30 33
CURLY20 -1.434017e+06 -1.434021e+06 580.10 3600.00 1471 43104 2944 47
CVXBQP1 2.894382e-04 9.000450e+06 577.99 238.05 1162 9760 2338 14
DIXMAANA 1.000000e+00 1.000000e+00 8.13 7.83 15 21 32 34
DIXMAANB 1.000000e+00 1.000000e+00 8.46 9.14 15 17 32 40
DIXMAANC 1.000000e+00 1.000000e+00 9.51 9.79 17 20 36 42
DIXMAAND 1.000000e+00 1.000000e+00 10.57 14.96 19 33 40 66
DIXMAANJ 1.000001e+00 1.000000e+00 325.88 52.51 617 577 1236 88
DIXMAANK 1.000001e+00 1.000000e+00 217.59 46.26 413 389 828 87
DIXMAANL 1.000001e+00 1.000000e+00 233.88 38.11 444 354 890 84
EDENSCH 8.000128e+04 8.000128e+04 15.97 10.18 43 25 88 70
EIGENBLS 1.974164e-03 1.125255e-01 172.40 3600.00 1608 3424 3218 6914
EIGENCLS 2.454111e-02 7.176403e+02 158.73 3600.00 1452 3131 2906 9172
ENGVAL1 2.219933e+04 2.219933e+04 14.35 5.83 26 10 54 28
ERRINROS 3.990416e+01 3.990415e+01 0.83 0.17 772 110 1546 209
FLETCBV2 -5.001006e-01 -5.001006e-01 0.17 0.59 0 0 2 2
FMINSRF2 1.000002e+00 1.000000e+00 413.21 676.48 841 1454 1684 2341
FREUROTH 2.433123e+06 2.433123e+06 39.90 11.97 61 20 124 47
FMINSURF 1.000002e+00 7.466224e+00 1176.94 3600.00 2362 106 4726 211
GRIDGENA 2.352000e+04 2.352000e+04 16.89 10.70 98 126 210 48
HILBERTB 6.262020e-16 8.799383e-12 1.41 12.19 11 31 24 86
LIARWHD 2.130882e-13 5.932646e-14 17.03 13.34 32 43 66 64
LINVERSE 3.409000e+03 3.409000e+03 29.54 3600.00 85 12067 184 16626
LMINSURF 9.000355e+00 9.000000e+00 856.11 3059.60 1669 7650 3340 10168
MANCINO 2.117119e-16 9.787775e-20 17.58 22.76 21 12 44 45
NLMSURF 3.914874e+01 4.290681e+01 1760.28 3600.00 3579 7237 7160 11997
NOBNDTOR -4.418497e-01 -4.418594e-01 130.18 32.54 346 402 706 72
NONDIA 1.344590e-15 3.812729e-19 7.93 2.63 18 4 38 12
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Table 7: Comparison of the Two Methods on the main test problems(cont’d)
Problem Obj Value Time Iter Nfg
Name mtr lan mtr lan mtr lan mtr lan
OBSTCLAE 1.894773e+00 1.894763e+00 105.41 389.08 254 6264 522 26
OBSTCLBL 7.285840e+00 7.285834e+00 45.48 165.98 113 2938 240 36
OBSTCLBM 7.285838e+00 7.285834e+00 48.09 291.40 120 4431 254 16
OBSTCLBU 7.285840e+00 7.285834e+00 47.26 58.55 117 1107 248 40
ODC -1.137898e-02 -1.082613e-02 374.75 3600.00 682 6018 1366 14458
PENALTY1 1.985763e-01 1.985846e-01 61.19 1769.96 116 30 206 124
PENALTY3 9.998808e-04 7.704032e-02 5.63 3600.00 76 14981 154 25899
POWELLSG 2.023535e-07 3.498944e-05 13.52 4.90 31 19 64 40
POWER 2.723993e-07 1.546668e-08 305.59 1222.89 740 68 1482 80
PROBPENL 1.000000e-08 1.007191e-08 4.03 202.40 6 5 22 18
QRTQUAD -5.375101e+10 -1.526995e+10 34.46 3600.00 36 7354 72 23
SENSORS -8.336250e+03 -8.064563e+03 18.57 265.23 42 282 86 1008
SINQUAD -1.040172e+08 1.509966e-05 34.91 208.92 54 781 110 586
SPARSQUR 9.098914e-10 3.009349e-06 17.47 19.87 37 68 76 46
TOINTGSS 1.000050e+01 1.000050e+01 11.79 8.34 21 23 44 48
TORSION2 -4.263058e-01 -4.263350e-01 117.85 340.90 298 5327 610 28
TORSION4 -1.212871e+00 -1.212881e+00 69.53 459.81 180 7990 374 20
TORSION6 -2.859436e+00 -2.859446e+00 49.44 474.08 125 9381 264 18
TORSIONB -4.183918e-01 -4.184089e-01 106.21 267.73 269 3829 552 20
TORSIOND -1.204444e+00 -1.204454e+00 82.87 497.59 200 8585 414 22
TORSIONF -2.850759e+00 -2.850769e+00 50.39 485.76 123 9229 260 16
TQUARTIC 1.098962e-14 2.620727e-09 10.51 15.01 21 53 44 50
VARDIM 1.524712e-15 3.050031e-04 40.28 3600.00 96 2 194 108
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CHAPTER VI
CONCLUSIONS AND FUTURE WORK
One goal of this thesis has been to study weighted paths in semidefinite programming
(SDP). We have studied the limiting behavior of weighted infeasible central paths for SDP
associated with the SDP map X1/2SX1/2 under the assumption that the problem has a
strictly complementary primal-dual optimal solution. We have also derived an error bound
on the distance between a point lying in a certain neighborhood of the central path and
the set of primal-dual optimal solutions. A natural but challenging extension for future
research is to analyze the limiting behavior of SDP weighted central paths without the strict
complementarity assumption. Another interesting area for research relevant to this topic is
to explore whether there exists a standard primal-dual interior point SDP algorithm, which
is of polynomial and superlinear convergence automatically (i.e., with no need to perform
multiple centrality steps between two consecutive standard steps).
Another goal of this thesis has been to develop an efficient method for solving large-
scale SDPs. We have provided a new approach for solving well-structured large-scale SDPs
via a saddle point mirror-prox algorithm by exploiting sparsity structure and reformulating
them into smooth convex-concave saddle point problems. Through a set of computational
experimentations, we have been capable of solving very huge SDPs, which are far beyond of
the scope of interior-point methods and can be also challenging for other first-order methods.
Of course, the sparsity pattern of SDPs plays important role in our approach. An interesting
question is how to optimize the sparsity pattern by performing some reformulations or
transformations such that the performance of our approach could be improved. Another
area for future research is to apply our method to solve some SDPs from real-world problems
(e.g., structural design).
We have also developed a long-step primal-dual infeasible path-following algorithm for
convex quadratic programming (CQP) whose search directions are computed by means of
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a preconditioned iterative linear solver. The preconditioner that we used in the analysis is
restricted to maximum weight basis preconditioner. However, it might be possible to extend
our analysis to a family of preconditioners (e.g., partial-update and ellipsoid precondition-
ers). Another intriguing but challenging area for future research is to extend our results to
SDPs or general convex programming.
Finally we have developed an efficient “nearly exact” type of method for solving the
large-scale “low-rank” trust region subproblems. Through a large set of computational
results, we have established good performance of our method for solving large-scale nonlinear
programming problems with simple bound constraints. It would be interesting to extend
our approach to solve the large-scale problems with general constraints.
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