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1
1 Introduction
In this paper, we consider the singular stochastic control problem for systems
governed by nonlinear controlled diffusion of the type{
dxt = f (t, xt, ut) dt+ σ (t, xt, ut) dWt +Gtdηt,
xs = y,
(1.1)
where (Wt)t is a standard l−dimentional Brownian motion defined on the
filtered probability space (Ω, F, (Ft)t ,P). The minimized criteria associated
with the state equation (1.1) is defined by
J (s, y, u, η) = E
[
h (xT ) +
∫ T
s
ℓ (t, xt, ut) dt+
∫ T
s
ktdηt
]
, (1.2)
where E denotes the expectation with respect to P, and the value function
is defined as
V (s, y) = inf
(u,η)∈U([s,T ])
{J (s, y, u, η)} . (1.3)
The kind of stochastic control problem has been investigated extensively,
both by the Bellman’s dynamic programming method [6] and by Pontrya-
gin’s maximum principle [18]. In this paper, we are concerned by th second
method. Peng [17] introduced the second-order adjoint equation and ob-
tained the global maximum principle of optimality, in which the control is
present in the both drift and diffusion coefficients.Studying near-optimal
controls makes a good sense as studying optimal controls from both the-
oretical as well as applications point of view. Many more near-optimal
controls are available than optimal ones, indeed, optimal controls my not
even exist in many situations, while near-optimal controls always exist. The
near-optimal deterministic controls problem has been treated by many au-
thors, including [12, 20, 21, 15]. Recently, in an interesting paper, Zhou
[22] established the second-order necessary as well as sufficient conditions
for near-optimal stochastic controls for general controlled diffusion with two
adjoint processes. The near-optimal control problem for systems descripted
by volterra integral equations has been studied by [16]. However, Chighoub
et al., [8] extended Zhou’s maximum principle of near-optimality to SDEs
with jumps. The similar problem for systems driven by forward-backward
stochastic differential equations has been solved in [5]. For justification of
establishing a theory of near-optimal controls see ([22, 20], Introduction).
Singular stochastic control problem is an important and challenging class
of problems in control theory, it appear in various fields like mathematical
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finance, problem of optimal consumption etc. Stochastic maximum principle
for singular controls was considered by many authors, see for instance [1,
2, 7, 10, 11, 3, 13, 14]. The first version of maximum principle for singular
stochastic control problems was obtained by Cadenillas et al., [7]. The first-
order weak stochastic maximum principle has been studied in [3]. In [10] the
authors derived stochastic maximum principle where the singular part has
a linear form. Sufficient conditions for existence of optimal singular control
have been obtained in [11].
The main objective of this paper is to establish necessary as well as suf-
ficient conditions for near-optimal singular control for SDEs. The control
domain is not necessarily convex. The proof of our result is based on Eke-
land’s variational principle [12], and some delicate estimates of the state and
adjoint processes. Finally, as an illustration an example is solved explicitly.
This result permit us to extend Zhou’s maximum principle of near-optimality
to singular control problem.
The paper is organized as follows. The assumptions and statment of the
control problem is given in the second section. In the third and forth section,
we establish the main result of this paper.
2 Assumptions and statement of the problem
We consider stochastic optimal control of the following kind. Let T be a
fixed strictly positive real number and (Ω, F, {Ft}t ,P) be a fixed filtered
probability space satisfying the usual conditions in which a l−dimentional
Brownian motion W = {Wt : s ≤ t ≤ T} with s ∈ [0, T ] and Ws = 0 is
defined. Let A1 be a closed convex subset of R
m and A2 := ([0,∞))
m . Let
U1 be the class of measurable adapted processes u : [s, T ]×Ω→ A1 and U2
is the class of measurable adapted processes η : [0, T ]× Ω→ A2.
Definition 1. An admissible control is a pair (u, η) of measurable A1×A2-
valued, Ft−adapted processes, such that
1) η is of bounded variation, nondecreasing continuous on the left with right
limits and ηs = 0.
2) E
[
supt∈[s,T ] |ut|
2 + |ηT |
2
]
<∞.
We denote U = U1×U2, the set of all admissible controls. Since dηt may be
singular with respect to Lebesgue measure dt, we call η the singular part of
the control and the process u its absolutely continuous part.
Throughout this paper, we also assume that
(H1) f : [0, T ] × Rn×A1→ R
n, σ : [0, T ] × Rn×A1→Mn×l (R) and ℓ :
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[0, T ]×Rn×A1 → R, are measurable in (t, x, u, ) and twice continuously
differentiable in x, and there exists a constant C > 0 such that, for
ϕ = f, σ, ℓ :∣∣ϕ(t, x, u, ) − ϕ(t, x′, u, )∣∣ + ∣∣ϕx(t, x, u, ) − ϕx(t, x′, u, )∣∣ ≤ C ∣∣x− x′∣∣ .
(2.1)
|ϕ(t, x, u, )| ≤ C (1 + |x|) . (2.2)
(H2) h : Rn→ R is twice continuously differentiable in x, and there exists
a constant C > 0 such that∣∣h(x)− h(x′))∣∣+ ∣∣hx(x)− hx(x′))∣∣ ≤ C ∣∣x− x′∣∣ . (2.3)
|h(x)| ≤ C (1 + |x|) . (2.4)
(H3) G : [0, T ]→Mn×m (R) , k : [0, T ]→ ([0,∞))
m , for each t ∈ [0, T ] : G
is continuous and bounded, and k is continuous.
Under the above assumptions, the SDE (1.1) has a unique strong solution
xt which is given by
xt = y +
∫ t
s
f (r, xr, ur) dr +
∫ t
s
σ (r, xr, ur) dWr +
∫ t
s
Grdηr,
and by standard arguments it is easy to show that for any q > 0, it hold
that
E( sup
t∈[s,T ]
|xt|
q) < C (q) ,
where C (q) is a constant depending only on q and the functional J is well
defined.
For any (u, η) ∈ U and the corresponding state trajectory x, we define the
first-order adjoint process Ψt and the second-order adjoint process Qt as the
ones satisfying the following two backward SDEs respectively

dΨt = − [f
∗
x (t, xt, ut)Ψt + σ
∗
x (t, xt, ut)Kt + ℓx (t, xt, ut)] dt
+KtdWt,
ΨT = hx (xT ) ,
(2.5)
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and
dQt = − [f
∗
x (t, xt, ut)Qt +Qtf
∗
x (t, xt, ut) + σ
∗
x (t, xt, ut)Qtσ
∗
x (t, xt, ut)
+σ∗x (t, xt, ut)Rt +Rtσx (t, xt, ut) + Γt] dt+RtdWt,
ΨT = hxx (xT ) ,
(2.6)
where
Γt = ℓxx (t, xt, ut) +
n∑
i=1
(
Ψitf
i
xx (t, xt, ut) +K
i
tσ
i
xx (t, xt, ut)
)
.
As is well known, under conditions (H1), (H2) and (H3) the first-order
adjoint equation (2.5) admits one and only one F−adapted solution pair
(Ψ,K) ∈ L2F ([0, T ] ,R
n)×L2F ([0, T ] ,R
n) and the second-order adjoint equa-
tion (2.6) admits one and only one F−adapted solution pair (Q,R) ∈
L
2
F ([0, T ] ,R
n×n)× L2F ([0, T ] ,R
n×n) . Moreover, since fx, σx, ℓx and hx are
bounded then we have the following estimate
E
[
sup
s≤t≤T
|Ψt|
2 +
∫ T
s
|Kt|
2 dt + sup
s≤t≤T
|Qt|
2 +
∫ T
s
|Rt|
2
]
≤ C.
Define the usual Hamiltonian
H (t, x, u, p, q) := −pf (t, x, u)− qσ (t, x, u)− ℓ (t, x, u) , (2.7)
for (t, x, u) ∈ [s, T ] × Rn × A1. Furthermore, we define the H functional
corresponding to a given admissible pair (x, u) as follows
H(x,u)(t, x, u) = H (t, x, u,Ψt,Kt −Qtσ (t, x, u))
−
1
2
σ∗ (t, x, u)Qtσ (t, x, u) ,
for (t, x, u, p, q) ∈ [s, T ] × Rn × A1×R
n × Rn, where Ψt, Kt and Qt are
determined by adjoint equations (2.5) and (2.6) corresponding to (x, u).
Befor concluding this section, let us recall Ekeland variational principle and
the Clarke’s generalised gradient as follows
Lemma 1. (Ekeland’s Lemma [12] ) Let (F, ρ) be a complete metric space
and f : F → R be a lower semi-continuous function which is bounded below.
For a given ε > 0, suppose that uε ∈ F satisfying f (uε) ≤ inf (f) + ε, then
for any λ > 0, there exists uλ ∈ F such that
1) f
(
uλ
)
≤ f (uε) .
2) ρ
(
uλ, uε
)
≤ λ.
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3) f
(
uλ
)
≤ f (u) +
ε
λ
ρ
(
u, uλ
)
for all u ∈ F.
For u, v ∈ U To apply Ekeland’s variational principle to our problem, we
define a distance function ρ on the space of admissible controls such that
(U, d) becomes a complete metric space. To achieve this goal, we define for
any (u, η) and (v, ξ) ∈ U :
d ((u, η) , (v, ξ)) = d1 (u, v) + d2 (η, ξ) , (2.8)
where
d1 (u, v) = P⊗dt {(w, t) ∈ Ω× [0, T ] : u (w, t) 6= v (w, t)} , (2.9)
and
d2 (η, ξ) =
[
E( sup
t∈[s,T ]
|ηt − ξt|
2)
] 1
2
, (2.10)
here P⊗dt is the product measure of P with the Lebesgue measure dt on
[s, T ] . It is easy to see that (U2, d2) is a complete metric space. Moreover, it
has been shown in Yong et al., ([19] pp. 146-147) that (U1, d1) is a complete
metric space. Hence (U, d) as a product of two complete metric spaces is a
complete metric space under d.
Definition 1. (Clarke’s generalized gradient [9]) Let E be a convex set
in Rn and let f : E → R be a locally Lipschitz function. The Clarke’s
generalized gradient of f at x ∈ E, denoted by ∂xf , is a set defined by
∂xf (x) =
{
ξ ∈ Rn : 〈ξ, v〉 ≤ lim
y→x
sup
t→0
f (y + tv)− f (y)
t
. ∀v ∈ R and y, (y + tv) ∈ E
}
.
3 Necessary conditions for near-optimal singular
control
Our purpose in this paper is to establish second-order necessary and suffi-
cient conditions for near-optimal singular control for systems governed by
nonlinear SDEs. It is worth montioning that optimal singular controls may
not even exist in many situations, while near-optimal singular controls al-
ways exists. Ekeland’s variational principle [12] is applied to prove our
maximum principle. The proof follows the general ideas as in ([20, 21, 22])
where similar results are obtained for other class of controls.
We give the definition of near-optimal control as given in Zhou ([22], Defi-
nition 2.1 and Definition 2.2).
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Definition 2. For a given ε > 0 the admissible control (uε, ηε) is near-
optimal if
|J (s, y, uε, ηε)− V (s, y)| ≤ O (ε) , (3.1)
where O (.) is a function of ε satisfying limε→0O (ε) = 0. The estimater
O (ε) is called an error bound. If O (ε) = Cεδ for some δ > 0 independent
of the constant C then (uε, ηε) is called near-optimal control with order εδ.
If O (ε) = ε the admissible control (uε, ηε) called ε−optimal.
Our first Lemma below, is deals with the continiuity of the state processes
under distance ρ
Lemma 2. If xu,ηt and x
v,η
t be the solution of the state equation (1.1)
associated respectively with u and v. For any 0 < α < 1 and β > 0 satisfying
αβ < 1, there exists a positive constants C = C (T, α, β) such that
E( sup
s≤t≤T
∣∣∣xu,ηt − xv,ξt ∣∣∣2β) ≤ Cdαβ1 (u, v) . (3.2)
Proof. First, we assume that β ≥ 1. Using Burkholder-Davis-Gundy in-
equality for the martingale part, we can compute, for any r ≥ s
E
[
sup
s≤t≤r
∣∣∣xu,ηt − xv,ξt ∣∣∣2β] ≤ CE(∫ r
s
{∣∣∣f (t, xu,ηt , ut)− f (t, xv,ξt , vt)∣∣∣2β
+
∫ r
s
∣∣∣σ (t, xu,ηt , ut)− σ (t, xv,ξt , vt)∣∣∣2β} dt
+CE |ηT − ξT |
2β ,
≤ CE(
∫ r
s
{
|f (t, xu,ηt , ut)− f (t, x
u,η
t , vt)|
2β
+
∫ r
s
|σ (t, xu,ηt , ut)− σ (t, x
u,η
t , vt)|
2β
}
χut 6=vt (t) dt
+CE(
∫ r
s
{
|f (t, xu,ηt , vt)− f (t, x
u,η
t , vt)|
2β
+
∫ t
0
|σ (t, xu,ηt , vt)− σ (t, x
u,η
t , vt)|
2β
}
+CE |ηT − ξT |
2β ,
now arguing as in ([22], Lemma 3.1) taking b = 1
αβ
> 1 and a > 1 such that
1
a
+ 1
b
= 1, and applying Cauchy-Schwarz inequality, we get
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E∫ r
s
|f (t, xu,ηt , ut)− f (t, x
u,η
t , vt)|
2β
χut 6=vt (t) dt
≤
{
E
∫ r
s
|f (t, xu,ηt , ut)− f (t, x
u,η
t , vt)|
2βa
dt
} 1
a
×
{
E
∫ r
s
χut 6=vt (t) dt
} 1
b
,
using definition of d1 and linear growth condition on f we obtain
E
∫ r
s
|f (t, xu,ηt , ut)− f (t, x
u,η
t , vt)|
2β
χut 6=vt (t) dt
≤ C
{
E
∫ r
s
(
1 + |xu,ηt |
2βa
)
dt
} 1
a
d1 (u, v)
αβ
≤ Cd1 (u, v)
αβ .
Similarly, we can prove
E
∫ r
s
|σ (t, xu,ηt , ut)− σ (t, x
u,η
t , vt)|
2β
χut 6=vt (t) dt ≤ Cd1 (u, v)
αβ . (3.3)
Therefore, by using assumption (H1), we conclued that
E( sup
s≤t≤r
∣∣∣xu,ηt − xv,ξt ∣∣∣2β) ≤ C
{
E
∫ r
s
sup
s≤r≤θ
∣∣∣xu,ηt − xv,ξt ∣∣∣2β dθ + E |ηT − ξT |2β + d1 (u, v)αβ
}
.
Hence (3.1) follows immediately from definition 1 and Gronwall’s inequality.
Now we assume 0 ≤ β < 1. Since 2
α
> 1 then the Cauchy-Schwarz inequality
yields
E( sup
s≤t≤T
∣∣∣xu,ηt − xv,ξt ∣∣∣2β) ≤
[
E( sup
s≤t≤T
∣∣∣xu,ηt − xv,ξt ∣∣∣2)
]β
≤ [Cd1 (u, v)
α]β
≤ Cd1 (u, v)
αβ .
This completes the proof of Lemma 2.
Lemma 3. For any 0 < α < 1 and 1 < β < 2 satisfying (1 + α) β < 2,
there exist a positive constant C = C (α, β) such that for any (u, η), (v, ξ) ∈
U ([s, T ]), along with the correspending trajectories xu,η, xv,ξ and the solu-
tions (Ψ,K,Q,R) , (Ψ′,K ′, Q′, R′) of the corresponding adjoint equations, it
holds that
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E∫ T
0
(
∣∣Ψt −Ψ′t∣∣β + ∣∣Kt −K ′t∣∣β)dt ≤ Cdαβ21 (u, v) . (3.4)
E
∫ T
0
(
∣∣Qt −Q′t∣∣β + ∣∣Rt −R′t∣∣β)dt ≤ Cdαβ21 (u, v) . (3.5)
Proof. Since the adjoint processes are independant to singular part, we use
similar argument as in Zhou ([22] Lemma 3.2).
Now we are able to state and prove the necessary conditions for near-
optimal singular control for our problem, which is the main result in this
paper.
Let (Ψε,Kε) and (Qε, Rε) be the solution of adjoint equations (2.5) and
(2.6) respectively corresponding to (xε, (uε, ηε)) .
Theorem 1. (Maximum principle for any near-optimal singular control).
For any δ ∈ (0, 13 ], and any near-optimal singular control (u
ε, ηε) there exists
a positive constant C = C (δ) such that for each ε > 0

−Cεδ ≤ E
∫ T
s
{
1
2 (σ (t, x
ε
t , u)− σ (t, x
ε
t , u
ε
t ))
∗Qεt (σ (t, x
ε, u)− σ (t, xεt , u
ε
t ))
+Ψεt (f (t, x
ε
t , u)− f (t, x
ε
t , u
ε
t )) +K
ε
t (σ (t, x
ε
t , u)− σ (t, x
ε
t , u
ε
t ))
+ (ℓ (t, xεt , u)− ℓ (t, x
ε
t , u
ε
t ))} dt,
(3.6)
and
−Cεδ ≤ E
[∫ T
0
(kt +G
∗
tΨ
ε
t )d (η − η
ε)t
]
. (3.7)
Proof. By using Ekeland’s variational principle with λ = ε
2
3 , there is an
admissible pair (xε, (uε, ηε)) such that for any (u, η) ∈ U :
ρ ((uε, ηε) , (uε, ηε)) ≤ ε
2
3 . (3.8)
and
J (s, y, uε, ηε) ≤ J (s, y, uε, ηε) + ε
1
2d ((u, η) , (uε, ηε)) .
Notice that (uε, ηε) which is near-optimal for the initial cost J defined in
(1.2) is optimal for the new cost Jε given by
Jε (s, y, u, η) = J (s, y, u, η) + ε
1
3 d ((u, η) , (uε, ηε)) . (3.9)
then we have
Jε (s, y, uε, ηε) ≤ Jε (s, y, u, η) for any (u, η) ∈ U ([s, T ]) ,
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Next, we use the spike variation techniques for uεto drive the first variational
inequality and we use convex perturbation for ηε as follows
First variational inequality: For any θ > 0, we define the following
strong perturbation (uε,θt , η
ε
t) ∈ U :
(uε,θ, ηεt ) =
{
(u, ηεt ) , t ∈ [t0, t0 + θ] ,
(uεt , η
ε
t ) , otherwise.
(3.10)
The fact that
Jε (s, y, uε, ηε) ≤ Jε(s, y, uε,θ, ηε), (3.11)
and
d((uε,θ, ηεt ), (u
ε, ηεt )) = d1(u
ε,θ, uε) ≤ θ,
imply that
J(s, y, uε,θ, ηε)− J (s, y, uε, ηε) ≥ −θε
1
3 .
Since the diference J(s, y, uε,θ, ηε)) − J (s, y, uε, ηε) is independant to the
singular part, the near-maximum condition (3.6) follows by applying similar
argument as in Zhou ([22]), we get
−Cε
1
3 ≤ E
∫ T
s
{
1
2 (σ (t, x
ε
t , u)− σ (t, x
ε
t , u
ε
t ))
∗Q
ε
t (σ (t, x
ε, u)− σ (t, xεt , u
ε
t ))
+ Ψ
ε
t (f (t, x
ε
t , u)− f (t, x
ε
t , u
ε
t)) +K
ε
t (σ (t, x
ε
t , u)− σ (t, x
ε
t , u
ε
t))
+ (ℓ (t, xεt , u)− ℓ (t, x
ε
t , u
ε
t ))} dt.
(3.12)
New we are to derive an estimate for the term similar to the right hand side
of the abov inquality with all the (xεt , (u
ε
t , η
ε
t)) etc, replacing by (x
ε
t , (u
ε
t , η
ε
t))
etc. To this end, we use similar method as in Zhou ([22]) we obtian the
following estimates:
E
∫ T
s
[
K
ε
t (σ (t, x
ε
t , u)− σ (t, x
ε
t , u
ε
t ))
− Kεt (σ (t, x
ε
t , u)− σ (t, x
ε
t , u
ε
t ))] dt ≤ Cε
δ,
(3.13)
and
E
∫ T
s
{
1
2 (σ (t, x
ε
t , u)− σ (t, x
ε
t , u
ε
t ))
∗Q
ε
t (σ (t, x
ε, u)− σ (t, xεt , u
ε
t))
−12 (σ (t, x
ε
t , u)− σ (t, x
ε
t , u
ε
t ))
∗Qεt (σ (t, x
ε, u)− σ (t, xεt , u
ε
t ))
+
[
Ψ
ε
t (f (t, x
ε
t , u)− f (t, x
ε
t , u
ε
t ))−Ψ
ε
t (f (t, x
ε
t , u)− f (t, x
ε
t , u
ε
t ))
]
+ [ℓ (t, xεt , u)− ℓ (t, x
ε
t , u
ε
t )]− [ℓ (t, x
ε
t , u)− ℓ (t, x
ε
t , u
ε
t )]} dt
≤ Cεδ,
(3.14)
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where
(
Ψ
ε
,K
ε)
and
(
Q
ε
, R
ε)
are the solutions of adjoint equations (2.5)
and (2.6) respectively corresponding to (xε, (uε, ηε)) . The first variational
inequality (3.6) follows from combining, (3.12) (3.13) and.(3.14)
Corollary 1. Under the assumptions of Theorem 1, we have
E
∫ T
s
H(x
ε,uε)(t, xεt , u
ε
t )dt ≥ sup
u∈U([s,T ])
E
∫ T
s
H(x
ε,uε)(t, xεt , ut)dt− Cε
δ.
(3.15)
Second variational inequality: To obtain the second variational inequal-
ity, we define the following convex perturbation (uεt , η
ε,θ
t ) ∈ U1 × U2 :
(uεt , η
ε,θ
t ) = (u
ε
t , η
ε
t + θ (ξ − η
ε
t )) , (3.16)
where ξ is an arbitrary element of the set U2. Using the optimality of (u
ε, ηε)
to the new cost, Jε we have
Jε(s, y, uε, ηε) ≤ Jε(s, y, uεt , η
ε,θ
t ), (3.17)
a simple computation on d2(u
ε
t , η
ε,θ
t ) we obtain
J(s, y, uεt , η
ε,θ
t )− J (s, y, u
ε, ηε) ≥ −Cθε
1
3 ≥ −Cθεδ.
Finally, arguing as in ([4]) for the left-hand side of the above inequality, then
we have
lim
θ→0
1
θ
[
J(s, y, uεt , η
ε,θ
t )− J (s, y, u
ε, ηε)
]
= E
∫ T
s
(kt +G
∗
tΨ
ε
t)d (η − η
ε)t ,
then the near-singular maximum condition follows
− Cεδ ≤ E
[∫ T
s
(kt +G
τ
tΨ
ε
t )d (η − η
ε)t
]
. (3.18)
Now, we are to drive an estimate for the term similar to the right hand side
of (3.18) with all (xε, (uε, ηε)) ect., replacing by (xε, (uε, ηε)) ect. We first
estimate the following difference:
E
∫ T
s
(kt +G
∗
tΨ
ε
t )d(η − η
ε)t − E
∫ T
s
(kt +G
∗
tΨ
ε
t)d(η − η
ε)t
= E
∫ T
s
G∗t
(
Ψ
ε
t −Ψ
ε
t
)
dηt + E
∫ T
s
(kt +G
∗
tΨ
ε
t )dη
ε
t
−E
∫ T
s
(kt +G
∗
tΨ
ε
t )dη
ε
t .
= E
∫ T
s
G∗t
(
Ψ
ε
t −Ψ
ε
t
)
d (η − ηε)t + E
∫ T
s
(kt +G
∗
tΨ
ε
t )d (η
ε − ηε)t .
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Using the boundness of Gt, kt, Lemma3, definition 1 (ηs = η
ε
s = η
ε
s = 0,
E |ηT − η
ε
T |
2+E |ηεT − η
ε
T |
2 <∞) and the fact that E
(
sups≤t≤T |Ψ
ε
t |
2
)
< C
we have
E
∫ T
s
(kt +G
∗
tΨ
ε
t )d(η − η
ε)t − E
∫ T
s
(kt +G
∗
tΨ
ε
t)d(η − η
ε)t ≤ Cε
δ. (3.19)
Combining (3.18) and (3.19) the proof of inequality (3.7) is complete.
Corollary 2. Under the assumptions of Theorem 1, we have
E
∫ T
s
(kt +G
∗
tΨ
ε
t )dη
ε
t ≤ inf
η∈U2([s,T ])
E
∫ T
s
(kt +G
∗
tΨ
ε
t)dηt + Cε
δ. (3.20)
4 Sufficient near-optimality conditions
In this section, we will prove that under an additional assumptions, the
near-maximum condition on the Hamiltonian function is sufficient for near-
optimality. We assume:
(H4) ρ is differentiable in u for ϕ = f, σ, ℓ and there is a constante C such
that∣∣ϕ(t, x, u, ) − ϕ(t, x, u′, )∣∣+ ∣∣ϕu(t, x, u, ) − ϕu(t, x, u′, )∣∣ ≤ C ∣∣u− u′∣∣ .
(4.1)
Theorem 2. Assume the H (t, ·, ·,Ψεt ,K
ε
t ) is concave for a.e. t ∈ [s, T ] ,
P − a.s, and h is convex. Let (Ψεt ,K
ε
t ) , (Q
ε
t , R
ε
t ) be the solution of the
adjoint equation (2.5)-(2.6) associated with (uε, ηε) . If for some ε > 0 and
for any (u, η) ∈ U :
E
∫ T
s
H(x
ε,uε)(t, xεt , u
ε
t )dt ≥ sup
u∈U1([s,T ])
E
∫ T
s
H(x
ε,uε)(t, xεt , ut)dt− ε, (4.2)
and
E
[∫ T
s
ktd (η − η
ε)t
]
≥ −Cε
1
2 , (4.3)
then we have
J (s, y, uε, ηε) ≤ inf
(u,η)∈U([s,T ])
J (s, y, u, η) + Cε
1
2 , (4.4)
where C is a positive constant independent of ε.
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Proof. First, define the cost functional
J (s, y, u, η) = J1 (s, y, u) + J2 (s, η) , (4.5)
where
J1 (s, y, u) = E
[
h (xT ) +
∫ T
s
ℓ (t, xt, ut) dt
]
,
and
J2 (s, η) = E
[∫ T
s
ktdηt
]
.
Let us fix ε > 0, Define a new metric d˜ on U ([s, T ]) as follows: for any
(u, η) and (v, ξ) ∈ U :
d˜ ((u, η) , (v, ξ)) = d˜1 (u, v) + d2 (η, ξ) ,
where
d˜1 (u, v) = E
[∫ T
s
ςεt |ut − vt| dt
]
, (4.6)
and
ςεt = 1 + |Ψ
ε
t |+ |K
ε
t |+ |Q
ε
t |+ |R
ε
t | ≥ 1. (4.7)
Obviously d˜1 is a metric on (U1, d˜1), and it is a complete metric as a weighted
L
1 norm. Hence (U, d˜) as a product of two complete metric spaces is a
complete metric space under d˜.
Define a functional Υ on U1 ([s, T ]) by
Υ (u) = E
∫ T
s
H (t, xε, u,Ψε,Kε, Qε) dt
= E
∫ T
s
H(x
ε,uε) (t, xε, u) dt,
a simple computation shows that
|Υ(u)−Υ(v)| ≤ CE
[∫ T
s
ςεt |ut − vt| dt
]
,
which implies that Υ is continuous on U1 ([s, T ]) with respct to d˜1. Now by
using (4.2) and Ekeland variational principle, there exists a uε ∈ U1 ([s, T ])
such that
d˜1(u
ε,, uε) ≤ ε
1
2 ,
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and
E
∫ T
s
H˜(t, xεt , u
ε
t )dt = max
u∈U1([s,T ])
E
∫ T
s
H˜(t, xεt , ut)dt, (4.8)
where
H˜(t, x, u) = H(x
ε,uε)(t, x, u) − ε
1
2 ςεt |u− u
ε
t | . (4.9)
The maximum condition (4.8) implies a pointwise maximum condition namely,
for a.e. t ∈ [s, T ] and P− a.s,
H˜(t, xεt , u
ε
t) = max
u∈A
H˜(t, xε, u).
Using Proposition A1 (Appendix), then we have
∂uH˜(t, x
ε
t , u
ε
t ) ∋ 0.
Since |u− uεt | is not differentiable in u
ε
t (locally Lipschitz), then we use
Proposition A1 (Appendix) we get
∂u
{
ε
1
2 ςεt |u− u
ε
t |
}
=
[
−ε
1
2 ςεt , ε
1
2 ςεt
]
.
By using (4.9) and fact that the Clarke’s generalized gradient of the sum of
two functions is contained in the sum of the Clarke’s generalized gradient of
the two functions, we get
∂uH˜(t, x
ε
t , u
ε
t) ⊂ ∂uH
(xε,uε)(t, xεt , u
ε
t) +
[
−ε
1
2 ςεt , ε
1
2 ςεt
]
.
Applying the similar method as in ([22]) for the rest of the proof, we obtian,
for an arbitrary u
J1 (s, y, u
ε) ≤ J1 (s, y, u) +Cε
1
2 . (4.10)
Now, by using (4.3) we get
J2 (s, η
ε) = E
[∫ T
s
ktdη
ε
t
]
≤ E
[∫ T
s
ktdηt
]
+ Cε
1
2 ,
which implies that for an arbitrary η
J2 (s, η
ε) ≤ J2 (s, η) + Cε
1
2 . (4.11)
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Combining (4.10), (4.11) and (4.5) we arrive at
J (s, y, uε, ηε) ≤ J (s, y, u, η) + Cε
1
2 .
Since (u, η) is arbitrary, the desired result follows.
Corollary 3. Let the assumptions of Theorem 2 holds. A sufficient condi-
tions for an admissible pair (xε, uε, ηε) to be ε−optimal is
E
{∫ T
s
H(x
ε,uε)(t, xεt , u
ε
t )dt−
∫ T
s
ktdη
ε
t
}
≥ sup
(u,η)∈U([s,T ])
E
{∫ T
s
H(x
ε,uε)(t, xεt , ut)dt−
∫ T
s
ktdηt
}
−
( ε
C
)2
.
Example 1. Consider the one-dimensional stochastic control problem: n =
l = 1, Gt = 1, A1 = [0, 1], A2 = [0, 1] , η1 = 1,{
dxt = utdWt + dηt,
x0 = 0,
(4.12)
and the cost functional being
J (s, y, u, η) = E
[
1
2
x21 −
∫ 1
0
utdt+
∫ 1
0
ktdηt
]
, (4.13)
For a given admissible pair (xε, (uε, ηε)), the correspending second-order
adjoint equation is {
dQεt = R
ε
tdWt
Qε1 = 1,
(4.14)
By the uniqueness of this solution, (Qε, Rε) = (1, 0), then for any admissible
control (u, η) we have
H(x
ε,uε)(t, xεt , ut) = ut − (K
ε
t −Q
ε
tu
ε
t ) ut −
1
2Q
ε
tu
2
t
= 12
[
(uεt −K
ε
t + 1)
2 − (ut − u
ε
t +K
ε
t − 1)
2
]
.
Replacing ut = u
ε
t , we get
H(x
ε,uε)(t, xεt , u
ε
t ) =
1
2
[
(uεt − (K
ε
t − 1))
2 − (Kεt − 1)
2
]
= 12
[
(uεt )
2 + 2uεt (1−K
ε
t )
]
.
Hence by simple computation shows that if
uεt − (K
ε
t − 1) ∈ [0, 1] , (4.15)
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then (3.15) and (3.20) gives
E
∫ 1
0
1
2
[
(uεt )
2 + 2uεt (1−K
ε
t )
]
dt
≥ sup
u∈[0,1]
E
∫ 1
0
1
2
[
(uεt −K
ε
t + 1)
2 − (ut − u
ε
t +K
ε
t − 1)
2
]
dt− Cεδ,
and
E
∫ T
s
(kt +Ψ
ε
t )dη
ε
t ≤ inf
η∈U2([s,T ])
E
∫ T
s
(kt +Ψ
ε
t)dηt + Cε
δ,
thus
E
∫ 1
0
(Kεt − 1)
2 dt ≤ Cεδ. (4.16)
We denote B =
{
(w, t) ∈ Ω× [0, 1] : kt +Ψ
ε
t ≥ −Cε
1
2
}
and define
dηt =
{
0 if kt +Ψ
ε
t ≥ −Cε
1
2
dηεt otherwise.
Hence a simple calculation shows that
E
∫ 1
0
(kt +Ψ
ε
t )d (η − η
ε)t = E
∫ 1
0
(kt +Ψ
ε
t )χBd (−η
ε)t ≥ −Cε
1
2 ,
which implies that
E
∫ 1
0
(kt +Ψ
ε
t )χBdη
ε
t ≤ Cε
δ (4.17)
It worth montioning that the above conditions reveals the minimum qual-
ification for the pair (xε, (uε, ηε)) to be ε−optimal. As an example, the
admissible controls (uε, ηε) = (1−ε
1
2 , ηε) are condidate ε−optimality, where
ε > 0 is sufficiently small. Note that the first-order adjoint equation is{
dΨεt = K
ε
t dWt
Ψε1 = x
ε
1,
(4.18)
with the corresponding trajectories xεt = (1−ε
1
2 )Wt+η
ε
t then the unique solu-
tion pair of the first-order adjoint equation will be (Ψεt ,K
ε
t ) =
(
(1− ε
1
2 )Wt + 1, (1 − ε
1
2 )
)
.
Hence (4.15) and (4.16) will be satisfied.
Conversely, for the sufficient part, since the hamiltonianH (t, x, u, p, q) = u−
qu is concave in (x, u), we use Theorem 1 to conclude that uεt = (1−
(
ε
C
)2
) is
a condidate to be ε−optimality for sufficiently small ε is indeed an ε−optimal
control.
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Appendix
The following result gives some basic properties of the Clarke’s gneralized
gradient.
Proposition A1. If f : Rn → R is locally Lipschitz at x ∈ Rn, then the
following statements holds
(1) ∂xf (x) is nonempty, compact, and convex set in R
n
(2) ∂x (−f) (x) = −∂x (f) (x) ,
(3) 0 ∈ ∂x (f) (x) if f attains a local minimum or maximum at x
(4) If f is Freˆchet-differentiable at x, then ∂xf (x) = {f
′ (x)} .
(5) If f, g : Rn → R are locally Lipschitz at x ∈ Rd, then
∂x (f + g) (x) ⊂ ∂xf (x) + ∂xg (x) .
See ([19] Lemma 2.3), [9] for the detailed proof of the above Proposition.
As an example, the Clarke’s generalized gradient of the absolute value func-
tion f : x 7→ |x| which is continuously differentiable everywhere except at
0. Since f ′ (x) = 1 for x > 0 and, f ′ (x) = −1 for x < 0 then the Clarke’s
generalized gradient of f at x = 0 is given by
∂xf (0) = co {−1, 1} = [−1, 1] ,
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