We study algorithmic randomness and monotone complexity on product of the set of infinite binary sequences. We explore the following problems: monotone complexity on product space, Lambalgen's theorem for correlated probability, classification of random sets by likelihood ratio tests, decomposition of complexity and independence, Bayesian statistics for individual random sequences. Formerly Lambalgen's theorem for correlated probability is shown under a uniform computability assumption in [H. Takahashi Inform. Comp. 2008]. In this paper we show the theorem without the assumption.
Introduction
It is known that Martin-Löf random sequences [11] satisfy many laws of probability one, for example ergodic theorem, martingale convergence theorem, and so on, see [24, 19] . In this paper, we study Martin-Löf random sequences with respect to a probability on product space Ω × Ω, where Ω is the set of infinite binary sequences. In particular, we investigate the following problems:
1. Randomness and monotone complexity on product space (Levin-Schnorr theorem for product space)
2. Lambalgen's theorem [22] for correlated probability.
3. Likelihood ratio test and classification of random sets.
4. Decomposition of complexity and independence of individual random sequences.
5. Bayesian statistics for individual random sequences.
The above problems are property of product space except for 3.
In Section 3, we show Lambalgen's theorem for correlated probability. In the previous paper [19] , the theorem is shown under a uniform computability assumption. In this paper, we show the theorem without that assumption. This is the main theorem of this paper (Theorem 3.3).
The other sections are as follows: In Section 2, we define monotone complexity on product space. A usual definition of one-dimensional monotone complexity strongly depends on an order structure of one-dimensional space. In order to define monotone complexity on product space, we give an algebraic definition of monotone function for product space, which is applicable, mutatis mutandis, to an abstract partially ordered set. In Section 4, we show a classification of random sets by likelihood ratio tests. In particular we show an important theorem by Martin-Löf, i.e., two computable probabilities are mutually singular iff their random sets are disjoint. As a simple application, we show consistency of MDL for individual sequences. In Section 5, we show a decomposition of monotone complexity for prefixes of random sequences under a condition. As a corollary, we show some equivalent conditions for independence of individual random sequences. In Section 6, we apply our results to Bayesian statistics. By virtue of randomness theory, we can develop a point-wise theory for Bayesian statistics. In particular, we show consistency of posterior distribution (and its equivalent conditions) for individual random sequences. In order to show this, the results of Section 4 plays an important role. Also we show an asymptotic theory of estimation for individual sequences, which is closely related to decomposition of complexity.
Randomness and complexity
First we introduce Martin-Löf randomness on Ω. Let S be the set of finite binary strings. Let Ω be the set of infinite binary sequences with product topology. As in [19] , we write A ⊂ B including A = B. Throughout the paper, the base of logarithm is 2. We use symbols such as x, y, s to denote an element of S and x ∞ , y ∞ to denote an element of Ω. For x ∈ S, let ∆(x) := {xω : ω ∈ Ω}, where xω is the concatenation of x and ω, and for x ∞ ∈ Ω, ∆(x ∞ ) := {x ∞ }. Let λ ∈ S be the empty word, then ∆(λ) = Ω. For A ⊂ S, let σ{∆(x)} x∈A be the σ-algebra generated by {∆(x)} x∈A and B := σ{∆(x)} x∈S . Let (Ω, B, P ) be a probability space. We write P (x) := P (∆(x)) for x ∈ S, then we have P (x) = P (x0) + P (x1) for all x. Let N, Q, and R be the set of natural numbers, rational numbers, and real numbers, respectively. P is called computable if there exists a computable function p : S × N → Q such that ∀x ∈ S∀k ∈ N |P (x) − p(x, k)| < 1/k. A set A ⊂ S is called recursively enumerable (r.e.) if there is a computable function f : N → S such that f (N) = A. For A ⊂ S, letÃ := ∪ x∈A ∆(x). A set U ⊂ N × S is called (Martin-Löf) test with respect to P if 1) U is r.e., 2)Ũ n+1 ⊂Ũ n for all n, where U n = {x : (n, x) ∈ U}, and 3) P (Ũ n ) < 2 −n . In the following, if P is obvious from the context, we say that U is a test. A test U is called universal if for any other test V , there is a constant c such that ∀nṼ n+c ⊂Ũ n . Theorem 2.1 (Martin-Löf [11] ) If P is a computable probability, a universal test U exists.
In [11] , the set (∩ ∞ n=1Ũ n ) c (complement of the limit of universal test) is defined to be random sequences with respect to P , where U is a universal test. We write R P := (∩ ∞ n=1Ũ n ) c . Note that for two universal tests U and V , ∩ ∞ n=1Ũ n = ∩ ∞ n=1Ṽ n and hence R P does not depend on the choice of a universal test. An equivalent definition of test is that U is r.e. and n P (Ũ n ) < ∞. Then the set covered byŨ n infinitely many times is a limit of a test, i.e., lim sup nŨn ⊂ (R P ) c , see [17] . For x, y ∈ S, let ∆(x, y) := ∆(x) × ∆(y). Let B S 2 := σ{∆(x, y)|x, y ∈ S}. Then computability of P on (Ω 2 , B S 2 ), its Martin-Löf tests, and the set of random sequences are defined similarly.
Complexity
. Then S ∪ Ω and (S ∪ Ω) 2 are partially ordered sets. For A ⊂ S 2 , let A be the least upper bound of A. Then A exists in (S ∪ Ω) 2 iff ∩ (x,y)∈A ∆(x, y) = ∅. In the following bold-faced symbols x, y, p denote an element of (S ∪ Ω)
2 , x ∞ denote an element of Ω 2 , and λ = (λ, λ).
First we define monotone functions (S
Set
We see that f : (S ∪ Ω) 2 → (S ∪ Ω) 2 and f is monotone, i.e.,
2 be a monotone function, and set
, and the function defined by F coincides with f . If F is a r.e. set, the function f defined by (2) is called computable monotone function. For s ∈ S, let |s| be the length of s. In particular |λ| = 0 and |x
The monotone complexity with respect to a computable monotone function f : (S ∪ Ω) 2 → (S ∪ Ω) 2 is defined as follows:
2 . We can construct an optimal function in the following manner. First, observe that there is a r.e. setF ⊂ N × S 2 × S 2 such that 1) F i = {(p, x)|(i, p, x) ∈F } satisfies (1) for all i ∈ N, and 2) for each r.e. set F that satisfies (1), there is i such that F = F i . Note that the first condition in (1) is necessary to enumerate {F i }. Next, set
. Let u be a computable monotone function defined by F u via (2), then we see that u is optimal. In the following discussion, we fix u and let
By definition, we have ∀x, y, Km 2 (x, y) ≤ Km(x, y). Note that Km is equivalent to a monotone complexity that is defined from an optimal monotone function S ∪ Ω → (S ∪ Ω) 2 . Also note that Km(x) defined above is different from Km 2 (x) := Km 2 (x, λ). Later we show that Km 2 and Km are asymptotically bounded for prefixes of random sequences under a condition, see Corollary 2.1.
In the following, a subset A of S ∪ Ω or (S ∪ Ω) 2 is called non-overlapping if ∆(x) ∩ ∆(y) = ∅ for x, y ∈ A, x = y. Note that ∆(x) ∩ ∆(y) = ∅ ⇒ x and y are incomparable. The converse is true if x, y ∈ S ∪ Ω. However if x, y ∈ (S ∪ Ω) 2 then there is a counter-example, e.g., (λ, 0) and (0, λ) are incomparable but ∆(λ, 0) ∩ ∆(0, λ) = ∆(0, 0). In one-dimensional case, the notion of non-overlapping is equivalent to that of prefix-free. Throughout the paper we use the term "non-overlapping". Proposition 2.1 a) monotonicity: x ⊑ z ⇒ Km(x|y) ≤ Km(z|y), and
Proof) a) Obvious. b) Let u be an optimal monotone function and p x ∈ {p|x ⊑ u(p)}. Suppose that ∆(x)∩∆(x ′ ) = ∅ and ∃z, z = p x ∨p x ′ . Then x ⊑ u(z) and x ′ ⊑ u(z), which contradicts to ∆(x)∩∆(x ′ ) = ∅. Thus {p x |x ∈ A} is non-overlapping for a non-overlapping set A. By setting p x to be an optimal code, i.e., |p x | = Km 2 u (x), we have x∈A 2 −Km 2 (x) ≤ 1. Since Km 2 ≤ Km, we have the statement. c) Let u be an optimal monotone function. Suppose that x ⊑ u(p, y), Km(x|y) = |p| and
. Next we show Levin-Schnorr theorem for product space. Let A ⊂ S 2 be a r.e. set and
Before proving the theorem, we need conditions on A:
x, y ∈ A ⇒ x and y are comparable or ∆(x) ∩ ∆(y) = ∅. 
Since ∆(a
Since A is r.e. and A ′′ (n−1) is finite, β(n) is r.e. from a ′ (n) and A ′′ (n − 1). In particular, since α(n) ⊂ β(n), we can compute a finite non-overlapping α(n) that satisfies (5) from a ′ (n) and [9, 15, 16] on product space) Let P be a computable probability on (Ω 2 , B S 2 ). Let A be a r.e. set that satisfies (3) and (4) . Then
The above statements hold for Km 2 .
Proof) Suppose that x ∞ / ∈ R P and x ∞ = ∨A(x ∞ ). Then there is a test U such that for all n, x ∞ ∈Ũ n and P (Ũ n ) < 2 −n . Let U ′ n := {y ∈ A|∃x ∈ U n , x ⊑ y}. Since U n and A are r.e. sets, U ′ n ⊂ A is a r.e. set. From Lemma 2.1, there is a non-overlapping r.e. set U
where K is the prefix complexity.
Conversely, let U n := {x ∈ A |Km(x) < − log P (x) − n}. From (3), we see that there is a non-overlapping set U
, where the last inequality follows from Proposition 2.1 b. Since U n is a r.e. set, {U n } is a test and ∩ nŨn ⊂ (R P ) c . The proof for Km 2 is the same as above.
Then A g is decidable and satisfies (3) and (4). If g is unbounded then
Next we study a coding problem for multi-dimensional monotone complexity.
The following lemma shows that if A is decidable and satisfies (3), we have the same one-dimensional coding as in [20] .
Lemma 2.2 Let P be a computable probability on (Ω 2 , B S 2 ) and let A ⊂ S 2 be a decidable set that satisfies (3), then there is a computable monotone function g :
Proof) If A is decidable and satisfies (3) then, by rearranging an enumeration of A, we see that there is a computable f :
, and 4) a and b are computable, i.e., there are rational valued computable functions A :
We see that F is a r.e. set that satisfies (1). Let g be a computable monotone function defined by F , then we have g :
From Theorem 2.2, Lemma 2.2, and Proposition 2.1 c, we have Corollary 2.1 Let P be a computable probability on (Ω 2 , B S 2 ). If A ⊂ S 2 is decidable and satisfies (3) and (4), then
The above statements are true for Km 2 , and
Km(x, y) − Km(x|y) − Km(y) < ∞.
For 1-dimensional monotone complexity and its relation to other complexities, see [10, 21] . In [5] , a conditional complexity K * that is monotone with the conditional argument is defined.
Remark 1 It is not difficult to develop monotone function and complexity in an abstract way. Indeed, let A andĀ be partially ordered sets such that A is r.e. andĀ := {∨B|B ⊂ A}. Let F ⊂ A×A be a r.e. set that satisfies (1) with respect to the partial order of A. Then we can define (optimal) monotone function f :Ā →Ā in a similar way with Section 2.1. For example, for
We can define computable monotone function f :Ā →Ā. For x = (x 1 , . . . , x n , . . .) ∈Ā, let |x| := n |x n |. Then Km f is defined. For example, let us consider discrete time (computable) stochastic processes X i ∈ Ω, i = 1, 2, . . .. Then their randomness and complexity of sample paths are modeled with a computable probability on (Ω ∞ , B A ) and Km f , where
is defined in a similar manner with finite dimensional case.
∞ is a decidable set that satisfies (3) and (4) then Theorem 2.2 and Corollary 2.1 hold for Km l,t for 1 ≤ l, t ≤ ∞. In order to simplify the argument, in the following discussion, we use Km.
Section and relativized randomness
Let P be a computable probability on X × Y = Ω 2 . Let P X and P Y be its marginal distributions on X and Y , respectively, i.e., P X (x) = P (x, λ) and
, and P (x|y ∞ ) := lim
For example, R
exists for all x ∈ S, and P (·|y ∞ ) is a probability measure on (Ω, B).
is computable relative to y ∞ , then let R P (·|y ∞ ),y ∞ be the set of random sequences with respect to P (·|y ∞ ) relative to y ∞ . In [19] ,
is uniformly computable relative to all y ∞ ∈ R P Y . In [19] , it is shown that R P (·|y ∞ ),y ∞ ⊂ R P y ∞ , and under uniform computability,
In the following we show the equivalence without assuming the uniform computability; we only assume that P (·|y ∞ ) is computable relative to a given y ∞ ∈ R P Y . In order to show 
MartinLöf test with respect to P (·|y ∞ ) relative to y ∞ , i.e., U y ∞ is a r.e. set relative to y ∞ , and P (Ũ
where (8) follows from (a2); (9) follows from that U ′ n is non-overlapping; (10) follows from that: from (a1) and (a2), (i) if P (x|y
A(x, y, k) and y ⊏ y ∞ then |P (x|y
A(x, y, k), i.e.,
From V n , we can construct a r.e. set W n ⊂ S × S × N that satisfies (12), (13) , (14), (15) , and (16) (Lemma 3.1 below):
W X×Y n is non-overlapping, where
Let P ′ (x, z) := A(x, z, k)P Y (z) for (x, y, k) ∈ W n , y ⊑ z and P ′ (x, y) := 0 for (x, y) such that ∆(x, y) ∩W X×Y n = ∅. Then by (15) 
Finally let
Since W X×Y n is r.e. and P is computable, we see that U X×Y n is a r.e. set. Since W X×Y n is non-overlapping, we have (x,y)∈W X×Y n
2
−|x| P Y (y) ≤ 1 and
From (12), we have (
} is r.e. and n P (Ũ X×Y n ) < ∞, we have lim sup nŨ X×Y n ⊂ (R P ) c and R P y ∞ ⊂ R P (·|y ∞ ),y ∞ . The converse inclusion is shown in [19] .
Lemma 3.1 There is a r.e. set W n that satisfies (12) , (14), (15) , and (16).
} is non-overlapping, and
Since W (t − 1) is finite, there is a finite non-overlapping set W Y such that ∪ y∈W Y ∆(y) = Ω and σ{∆(y)|y ∈ W Y } = σ{∆(y)|(x, y, k) ∈ W (t − 1)}. Since V n is a r.e. set, let v : N → V n be a computable function such that
and Figure 1 . Thus (17) holds for W (t). By induction, W (t) is finite and satisfies (17) for all t. Since W (t − 1) is finite, we see that w(t) is decidable. Let W n := ∪ t W (t) then W n is a r.e. set. Since ∀t W (t − 1) ⊂ W (t), from (17), we have (15) . From (8) we have (12) . From the last condition of the definition of w(t), we have (13) and (14) . From (9), we have x∈V
Then for any V ′ y ∞ that satisfies (i) and (ii), from (7) and (11), we have (10) and (12), we have (16).
Likelihood ratio test
Let P and Q be computable probabilities on Ω. Let
, if P (x) > 0 0, if P (x) = 0 , for x ∈ S. We see that r is a computable martingale. By the martingale convergence theorem for algorithmically random sequences [19] , we have 
, and β = ∆(x 2 , y 2 ) for some t as shown in the figure. W Y is illustrated by the partition on the Y -axis. If v(t) = (x 3 , y 3 , k 3 ) and γ = ∆(x 3 , y 3 ) (the rectangle below α) then γ is divided into γ 1 = ∆(x 3 , y 1 ) and
The following lemma was appeared in [3] .
Lemma 4.1 Let P and Q be computable probabilities on Ω. a) :
, where the last equality follows from Corollary 4.1.
Remark 3
Let g be an unbounded increasing total-computable function and A g,n := {(x, y) | |x| = n, (x, y) ∈ A g }, where A g is defined in (6) . Let , (x, y) ∈ A g,n . Then {r n } is martingale with respect to {F n }. If we replace lim x→x ∞ r(x) with lim (x,y)→(x ∞ ,y ∞ ),(x,y)∈Ag (x ∞ ,y ∞ ) r(x, y) in Corollary 4.1 and Lemma 4.1, they hold for computable probabilities on Ω 2 .
Remark 4
In a similar manner with the proof of Lemma 4.1 a), we have
If we replace inf x⊏x ∞ with inf (x,y)∈Ag (x ∞ ,y ∞ ) for unbounded increasing total-computable g, it holds for computable probabilities on Ω 2 .
Absolute continuity and mutual singularity
By Lebesgue decomposition theorem, there exists N ∈ B such that P (N) = 0 and
We write (a) P ⊥ Q if P and Q are mutually singular, i.e., there exist A and B such that A ∩ B = ∅, P (A) = 1, and Q(B) = 1, and (b) P ≪ Q if P is absolutely continuous with respect to Q, i.e., ∀C ∈ B Q(C) = 0 ⇒ P (C) = 0.
Remark 5 By (18), we have (a) P ⊥ Q iff P ({lim r = 0}) = 1, and (b) P ≪ Q iff P ({lim r = 0}) = 0; for example, see [14] .
The following theorem appeared in pp. 103 of [12] without proof.
Theorem 4.1 (Martin-Löf) Let P and Q be computable probabilities on
Proof) Since P (R P ) = Q(R Q ) = 1, only if part follows. Conversely, assume that P ⊥ Q. Let N := {x ∞ |0 < lim inf x⊏x ∞ r(x) ≤ lim sup x⊏x ∞ r(x) < ∞}. By Remark 5, we have P (N) = Q(N) = 0. Since 0 < lim inf x⊏x ∞ r(x) ⇔ 0 < inf x⊏x ∞ r(x) and lim sup x⊏x ∞ r(x) < ∞ ⇔ sup x⊏x ∞ r(x) < ∞, we have There is a counter example for the converse implication of the above lemma, see [3] . The above results are related to Kakutani's theorem on product martingale [8, 25] , see [7, 23] .
Countable model class
In the following discussion, let {P n } n∈N be a family of computable probabilities on Ω; more precisely, we assume that there is a computable function A : N × S × N → Q such that |A(n, x, k) − P n (x)| < 1/k for all n, k ∈ N and x ∈ S. Note that we cannot set {P n } n∈N as the entire family of computable probabilities on Ω since it is not a r.e. set. Let α be a computable positive probability on N, i.e., ∀n α(n) > 0 and n α(n) = 1. Then, set P := n α(n)P n . We see that P is a computable probability. The following lemma is a special case (discrete version) of Corollary 3.1
n 10 ∞ |n ∈ N}, and R
, we have the lemma. Let β be a computable probability on N such that 1) β(n) > 0 if n = n * and β(n * ) = 0, and 2) n β(n) = 1. Then, set
We see that P − is a computable probability. By Lemma 4.1 and 4.3, we have
Letn (x) := arg max n α(n)P n (x).
In [1, 2] , it is shown that lim x→x ∞ P − (x)/P n * (x) = 0 ⇒ lim x→x ∞n(x) = n * . Thus we have
The above corollary shows that if x ∞ is random with respect to R P n * and it is not random with respect to other models thenn classifies its model. Estimation of models byn is called MDL model selection, for more details, see [1, 2] . Note that by Theorem 4.1, if {P n } are mutually singular, then R P n * ∩ n =n * (R Pn ) c = R P n * , and by Lemma 4.2, if P n * ≪ P − , then R
Decomposition of complexity
It can be shown that
The above equation shows that there is a sequence of strings such that the left-hand side of the above equation is unbounded. However, if we restrict strings to an increasing sequence of prefixes of random sequences x ∞ , y ∞ with respect to some computable probability and a convergence rate of conditional probability is effective, then we can show that the left-hand-side of (19) is bounded (see Theorem 5.1 below).
Let P be a computable probability on X × Y = Ω 2 . From Theorem 3.1,
Observe that
This follows from that
If (x ∞ , y ∞ ) ∈ R P then from (20) and (21), we have
By letting f be a function of |x|, we have for any f : N → {q ∈ Q|q > 0}, there is g : N → N∪{0} such that
In the above, g depends on f and (x ∞ , y ∞ ). We say that the conditional probability P (·|y ∞ ) is f, (x ∞ , y ∞ ) effectively converges if there is a totalcomputable monotonically increasing g in (22), where we allow that g is bounded, see Remark 6. g is called effective convergence rate function.
Lemma 5.1 Let P be a computable probability on X×Y = Ω 2 and (x ∞ , y
effectively converges. Let g be an effective convergence rate function. Then there is a computable monotone function
and for x ∈ S P ′ (x0|y
and g is computable, we see that there is a partial computable A : S × S × N → Q such that
Let D := {(x, y)|g(|x|) = |y|, P (x|y) > 0}. From (27), we can construct a family of half-open intervals V (x,y) ⊂ [0, 1], (x, y) ∈ D such that 1) the endpoints of V (x,y) are computable with arbitrary precision form (x, y) ∈ D and |V (x,y) | = P ′ (x|y ∞ ), and 2) if (x, y), (x ′ , y ′ ) ∈ D, and y and y ′ are comparable, ,y) , (x, y) ∈ D} ∪ {(s, y, λ)|s, y ∈ S}. Then F is r.e. and satisfies (1) . Let e be the monotone function defined by F . Then
(28) By replacing P (x|y) in (25) with P (x|y ∞ ), from (22), we have for |x| = 1,
Similarly, by replacing P (xz|y) and P (x|y) in (26) with P (xz|y ∞ ) and P (x|y ∞ ) respectively, from (22), we have for 1 ≤ |x|, |z| = 1,
Therefore we have (28), we have the lemma. Theorem 5.1 Let P be a computable probability on X×Y = Ω 2 and (x ∞ , y
effectively converges. Let g be an effective convergence rate function. Then
where A g is defined in (6) . In addition, if P (·|y ∞ ) is computable relative to y ∞ , then sup
sup
From (24) and (33) 
By relativized version of Levin-Schnorr theorem, we have (22) and (29), we have (31).
Example 2 Let P
′ be a computable probability on Ω. For
Then P is a computable probability on X × Y = Ω 2 , i.e., X and Y are the spaces of odd and even coordinates, respectively. For
From Theorem 3.3, if the conditional probability is computable relative to y ∞ ∈ R P Y then x ∞ ⊕ y ∞ is random with respect to P ′ iff y ∞ is random and x ∞ is random with respect to the conditional probability at y ∞ . Let P ′ be a computable first order Markov process, i.e.,
We see that P (x|y ∞ ) = P (x|y 1 · · · y |x| ). Thus g(n) = n satisfies (22) for any f and Theorem 5.1 holds.
Remark 6 In Lemma 5.1 and Theorem 5.1, g need not be unbounded if (22) hold. For example if P := P X P Y then g := 0 satisfies (22) for any f .
Independence
We show some equivalent conditions for independence of two individual sequences. The following result shows that if (x ∞ , y ∞ ) is random with respect to some computable probability (in [13] such a sequence is called natural), then we can represent independence of (x ∞ , y ∞ ) in terms of complexity.
Corollary 5.1 Let P be a computable probability on Ω 2 and (x ∞ , y ∞ ) ∈ R P . Assume that P (·|y ∞ ) is computable relative to y ∞ and f, (x ∞ , y ∞ ) effectively converges for f = 1. Let Q be a computable probability such that ∀x, y, Q(x, y) := P X (x)P Y (y). The following statements are equivalent:
Proof) a⇒b: Every increasing computable g satisfies (22) for Q. From Theorem 5.1, if (x ∞ , y ∞ ) ∈ R Q then sup (x,y)∈Ag (x ∞ ,y ∞ ) |Km(x|y)+log P X (x)| < ∞, sup x⊏x ∞ |Km(x) + log P X (x)| < ∞, and (30) holds. Thus we have b. b⇒a: Let g be unbounded computable increasing function. Since
. From Lemma 4.1 (see Remark 4), we have a. a⇒c: Since g := 0 satisfies (22) for Q, from Theorem 5.1, we have c, see Remark 6. c⇒a: Let g be an unbounded effective convergence rate function for P (·|y ∞ ), f = 1, and (x ∞ , y ∞ ) ∈ R P . Then we have
for (x, y) ∈ A g (x ∞ , y ∞ ). From Theorem 3.3 and Levin-Schnorr theorem, we have sup x⊏x ∞ |Km(x|y ∞ )+log P (x|y ∞ )| < ∞ and sup x⊏x ∞ |Km(x)+log P X (x)| < ∞. From the statement c), we have 0 < inf (x,y)∈Ag (x ∞ ,y ∞ ) Q(x,y) P (x,y)
. From Lemma 4.1 (see Remark 4), we have a.
Note that R P ∩ R Q = ∅ iff P and Q are not mutually singular (Theorem 4.1) iff P (lim r > 0) > 0 (Remark 5).
Bayesian statistics
Let P be a computable probability on X × Y and P X , P Y be its marginal distributions as before. In Bayesian statistical terminology, if X is a sample space, then P X is called mixture distribution, and if Y is a parameter space, then P Y is called prior distribution. We show that section of random set satisfies many theorem of Bayesian statistics, see also [19] , and it is natural as a definition of random set with respect to conditional probability from Bayesian statistical point of view.
Consistency of posterior distribution
We show a consistency of posterior distribution for algorithmically random sequences. We see that the classification of random sets by likelihood ratio test (see Section 4) plays an important role in this section.
Theorem 6.1 Let P be a computable probability on X × Y = Ω 2 . The following six statements are equivalent:
, where I y ∞ is the distribution that has probability of 1 at
There exists a surjective function f :
Proof) a ⇔ b follows from Theorem 4.1.
. If P Y (z) > 0 then from Lemma 4.1, we have lim x→x ∞ P (x|z)/P (x|y) = 0, and
If P Y (z) = 0 then the last equation in (34) holds. Hence the last equation in (34) holds for all z and we see that the posterior distribution P Y |X (·|x) converges weakly to
we have e, see Figure 2 . e ⇒ f : By Theorem 3.2, we have f.
Usually, consistency of posterior distribution is derived from f, see [6] . Note that the statements a and f do not contain algorithmic notion.
Example 3 Let {P (·; y ∞ )} y ∞ ∈Y be the parametric model of Bernoulli process, i.e., P (x; y
x i where x = x 1 · · · x n , y ∞ = y 1 y 2 · · ·, and r(y ∞ ) := i y i 2 −i . Let P Y be a computable probability on Ω and P (x, y) := ∆(y) P (x; y ∞ )dP Y for x, y ∈ S. Then P is a computable probability on Ω 2 . By the law of large numbers, f (and all the statements) are satisfied. Note that the conditional probability P (·|y ∞ ) is defined by P , see Section 4 in [19] . In general, it is possible that P (·|y ∞ ) = P (·; y ∞ ) at y ∞ of a null set.
Algorithmically best estimator
We study asymptotic theory of estimation for individual samples and parameters from algorithmic point of view. Suppose that one of the statement of Theorem 6.1 holds. Then from the statement c, we have P (y|x ∞ ) = 1 for y ⊏ y ∞ , (x ∞ , y ∞ ) ∈ R P . Since P (y|x) → P (y|x ∞ ) as x → x ∞ if x ∞ ∈ R P X , we have ∀ǫ > 0, y ⊏ y ∞ , ∃x ⊏ x ∞ , P (y|x) > 1 − ǫ. In particular there is an increasing h such that ∀ǫ, y ⊏ y ∞ , x ⊏ x ∞ , |x| ≥ h(|y|) ⇒ P (y|x) > 1 − ǫ. Roughly speaking, the following theorem shows that if this happen then y is estimated from x of size h and if P (y|x) goes to 0 then we cannot estimate y from sample size h. Theorem 6.2 Let P be a computable probability on X × Y = Ω 2 . Let h : N → N be an increasing computable function and A := {(x, y)||x| = h(|y|)}. For each (x ∞ , y ∞ ) we have: a) If inf (x,y)∈A(x ∞ ,y ∞ ) P (y|x) > 0, then there is a computable function ρ such that y = ρ(x) for infinitely many (x, y) ∈ A(x ∞ , y ∞ ), where ρ need not be monotone. b) Let f : N → {q ∈ Q|0 < q < 1} such that n f (n) < ∞. Assume that P (·|x ∞ ) effectively converges for f and (x ∞ , y ∞ ) ∈ R P , i.e., there is a total computable increasing h : N → N such that |x| = h(|y|) ⇒ | P (y|x) P (y|x ∞ ) − 1| < f (|y|).
If inf (x,y)∈A(x ∞ ,y ∞ ) P (y|x) > 0 then there is a computable monotone function ρ such that ∀(x, y) ∈ A(x ∞ , y ∞ ), y ⊑ ρ(x). c) If (x ∞ , y ∞ ) ∈ R P and inf (x,y)∈A(x ∞ ,y ∞ ) P (y|x) = 0, then there is no computable monotone function ρ such that ∀(x, y) ∈ A(x ∞ , y ∞ ), y ⊑ ρ(x).
Proof) a) By applying Shannon-Fano-Elias coding to P (·|x) on the finite partition {y||y| = h −1 (|x|)}, we can construct a computable function e and a program p ∈ S such that e(p, x) = y and |p| = ⌈− log P (y|x)⌉ + 1. Here, e need not be a monotone function. Since |p| < ∞ as x → x ∞ , there is a p 0 such that e(p 0 , x) = y for infinitely many prefix x of x ∞ . Thus, ρ(x) := e(p 0 , x) satisfies a. b) From (23), there is a computable monotone function e and p ∈ S such that ∀(x, y) ⊏ A(x ∞ , y ∞ ), y ⊑ e(p, x). Let ρ(x) := e(p, x) then ρ satisfies b. c) As in the same way of (33), we have sup (x,y)∈A(x ∞ ,y ∞ ) − log P (y|x) − Km(y|x) < ∞. Since sup (x,y)∈A(x ∞ ,y ∞ ) − log P (y|x) = ∞, we have sup (x,y)∈A(x ∞ ,y ∞ ) Km(y|x) = ∞. If there is a computable monotone function ρ such that ∀(x, y) ∈ A(x ∞ , y ∞ ), y ⊑ ρ(x) then sup (x,y)∈A(x ∞ ,y ∞ ) Km(y|x) < ∞, which is a contradiction.
By definition, we have −log P (y|x) = − log ∆(y)
Let P Y be a Lebesgue absolutely continuous measure. Letŷ be the maximum likelihood estimator. By using Laplace approximation with suitable conditions, ifŷ ∈ ∆(y) and h −1 (|x|) ≈ log |x|, then the right-hand-side of (35) is asymptotically bounded, for example see [1] , and we have inf x⊏x ∞ P (y|x) > 0, where |y| = h −1 (|x|). Thus, by Theorem 6.2 a, we can compute initial ⌈ 1 2 log |x|⌉-bits of y ∞ from x infinitely many times, which is an algorithmic version of a well known result in statistics: |y ∞ −ŷ| = O(1/ √ n). Let h −1 (·) be a large order function such that inf x⊏x ∞ P (y|x) = 0 for |y| = h −1 (|x|); for example, set h −1 (|x|) = ⌈log |x|⌉. By Theorem 6.2 c, there is no monotone computable function that computes initial h −1 (|x|)-bits of y ∞ for all x ⊏ x ∞ . If such a function exists, then y ∞ is not random with respect to P Y and the Lebesgue measure of such parameters is 0. On the other hand, it is known that the set of parameters that are estimated within o(1/ √ n) accuracy has Lebesgue measure 0 [4] . Theorem 6.2 shows a relation between the redundancy of universal coding and parameter estimation; as in [18] , if we set P Y to be a singular prior, we have inf x⊏x ∞ P (y|x) > 0 for a large order h −1 . In such a case we have a super-efficient estimator.
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