Abstract. In this article, we try to construct an algorithm to compute the Heegaard Floer homology HF (Y ) for a 3-manifold Y . The method can also be used to compute the filtration coming from a knot K in Y .
Introduction
Heegaard Floer homology is a 3-manifold invariant introduced by Peter Ozsváth and Zoltán Szabó [3] . There are four versions, denoted HF , HF ∞ , HF + and HF − , which are graded abelian groups satisfying certain long exact sequences. A knot K in a 3-manifold Y induces a filtration of HF (Y ), and the filtration type is a knot invariant. The successive quotients give a knot invariant KF (K, Y ), which was discovered independently by Ozsváth-Szabó [2] and Jacob Rasmussen. This invariant, called the Knot Floer homology, is a categorification of Alexander polynomial for knots in S 3 , and among other things, it detects the genus of a knot, and there is an invariant τ coming from the knot filtration whose absolute value gives a lower bound for slice genus.
All these invariants are constructed after taking a Heegaard diagram (Σ g , α, β) for the 3-manifold Y with a basepoint w (and another basepoint z in case we are considering knots in Y ). The generators come from the intersection points between the tori T α and T β in Sym g (Σ g ), and the boundary maps count the number of holomorphic discs joining 2 such points relative to the tori, and we keep track of how many times disc intersects the codimension-2 subspace(s) {basepoint}×Sym g−1 (Σ g ). Given any such holomorphic disc φ, we can associate to it a formal expression i a i D i , where D i are the different regions in Σ cut out by the g α circles and the g β circles, and a i is the intersection number of φ with {a point in D i }×Sym g−1 (Σ g ). For g > 2 such an expression uniquely determines the homotopy class of φ.
We shall be trying to find an algorithmic (or combinatorial) way of counting the number of holomorphic representatives of φ, when φ doesn't pass through a special region of our choice (called D 0 ) containing the basepoint w. This will lead to a combinatorial way of calculating HF (Y ), KF (K, Y ) and also the knot filtrations.
We proceed as follows. We are given a Heegaard diagram (of a 3-manifold, or a knot in a 3-manifold). We stabilise if necessary to ensure g > 2. We shall isotope α and β circles to ensure that all the regions D i are 2n-gons. Then we choose our favourite region D 0 (the one containing the basepoint w), and start isotoping β circles again such that in the final diagram, D 0 is a 2n-gon, and all the other regions (we might be creating a few extra ones) are either bigons or squares. Also if we start with an admissible diagram, our construction will yield an admissible diagram. Using this diagram, it will be very easy to count holomorphic discs that do not pass through w.
Diagram
In this section, we are going to describe in detail how to construct the Heegaard diagram of our choice. After stabilising, assume g > 2 (Actually we can allow g = 2 because with a different defintion of π 2 (x, y), D(φ) uniquely determines φ even for g = 2). Proof. Let D be a region with b(D) = k − 1 > 0. plane, and hence it looks like a disc minus a few other discs. There has to be atleast one α arc on ∂D, or else the β arcs are not linearly independent, and similarly there has to be atleast one β arc on the boundary. Since there are at least 2 boundary components, it is not difficult to choose a β arc and an α arc on two different boundary components. Take an arc γ joining a point on that β arc to a point on that α arc, without hitting ∂D at any other point. Then create a small finger on the β arc and push it along γ until it hits the α arc, and moves over to create a bigon. Thus we decreased b(D), we did not increase it at any other region, and for the new region that we created (the bigon), b = 0. Hence this isotopy decreases b(Σ, α, β). Proof. In the isotopy that we are going to describe, it is easy to check that we are not increasing b at any intermediate point, and we shall not be checking that at every step.
Step 1 Let D 1 be some region with a(D 1 ) = n − 2 > 0. Create a path δ from a point in D 0 to a point in D 1 avoiding α circles (and avoiding entering and leaving a region through the same arc, and avoiding entering same region twice). Make a finger in the β arc near ∂D 0 ∩ δ and push it all the way upto D 1 . (Whenever you encounter other β arcs, push them along with you). Then push it through an α arc on ∂D 1 not adjacent to the β arc in the finger (can find one such as n > 2), to reach an adjacent region D 2 . Thus this step doesn't change a(Σ, α, β).
Step 2 In this new Heegaard diagram draw a path γ from a point in D 0 to D 2 avoiding β circles (and with same qualifications as before). If γ doesn't enter D 2 through the same arc as the finger did, just extend the finger back through γ (when we push the finger through α arcs, we just intersect instead of pushing α arcs along with us). Thus, in this case, we managed to decrease a(Σ, α, β). However, if this fails, then γ enters D 2 through the same α arc as the finger did. We shall be extending γ, so call γ upto D 2 as γ 1 , and the extension as γ 2 .
Step 3 Start extending γ to newer and newer regions avoiding β arcs (this time just ensuring that it doesn't exit through the entry edge, and nothing else) until we either hit a bigon or hit a region treaded earlier by γ. Lemma 2.6. If γ 2 hits a bigon, and we extend the finger upto that bigon, then the process decreases a(Σ, α, β).
Step 4 Otherwise, look at the first region of repeat D. If D = D 0 , extend the finger back to D 0 using γ 2 , and by 2.5, we are done.
In the other cases, γ can't enter D via the same arc as it entered the previous time (for then it won't be our first repeat). So γ 2 can retrace γ back from that point upto D 0 . In either case, by a modification of 2.5, we are done. So the only case left is when D = D 2 .
Step 5 Note that the finger once moving into D 2 cuts one of the α arcs in ∂D 2 into 2 pieces, say α 1 and α 2 (note actually both these arcs are part of the same circle, so our notation here isn't quite standard). Without loss of generality, let us assume γ 1 enters D 2 through α 1 (and hence γ 2 enters through α 2 ).
If any region on γ 2 is not a square (or if D 2 isn't a hexagon), then look that the first one that isn't, and call it D 3 (D 3 could be D 2 ). Then construct a path γ 3 which is same as γ 2 upto D 3 , but exits D 3 through a different α arc. Either this new γ 3 (along with γ 1 ) is nice enough to complete the proof via 2.6 or 2.7, or else the first repeat of γ 3 (like γ 2 ) is also D 2 . In that case, look at the parts of the paths γ 2 and γ 3 from D 3 to D 2 . They have to intersect somewhere in between (strictly in between), and look at the first time (as seen from γ 3 say) when they visit the same region D 4 . Then pick path γ 3 from D 2 to D 4 and γ 2 to come back to D 2 , and the proof goes through according to 2.7.
So now, in addition assume, all regions on γ 2 are squares (and D 2 with the finger in it, is a hexagon).
Step 6 Now basically repeat the whole construction (from Step 1 to, if necessary,
Step 4), with D 2 taking the role of D 1 , and α and β circles interchanging roles. So the first path δ ′ from D 0 to D 2 avoiding β circles has to enter D 2 through α 1 , and we create the finger and push it through the β arc on D 2 (being a hexagon, we don't have a choice) to a region D 5 . Then we try to take this finger back to D 0 avoiding α arcs, via a path γ ′ . Either γ ′ doesn't enter D 5 through the same β arc as the finger, and then by 2.5, we are done. Otherwise we keep extending γ ′ until we either repeat a region or hit a bigon. The only way we shall fail again is if the first region of repeat of γ ′ is D 5 .
Lemma 2.8. The first region of repeat of γ ′ can not be D 5 . This is because γ ′ cannot enter D 5 from D 6 , the region next to the end of the previous finger.
And thus, we have managed to decrease a(Σ, α, β) and hence the induction goes through. 
Holomorphic discs
Let φ ∈ π 2 (x, y). As g > 2, this is equivalent to an expression D(φ) = i a i D i . Let Mas(φ) = 1 and a 0 = 0. We want to count the number of (unparametrised) holomorphic representatives of φ.
We can choose a complex structure on Sym g (Σ g ) such that, whenever any a i < 0, φ has no holomorphic representative. So now, in addition, assume a i ≥ 0∀i. Now let x = (x 1 , x 2 , . . . , x g ) and y = (y 1 , y 2 , . . . , y g ), with x i , y i ∈ α i . Since φ is non-trivial, it has to hit at least one α circle, say α 1 and hence (as ∂(∂φ) = y − x), µ x 1 , µ y 1 ≥ . (When we say φ hits some α circle, we mean ∂φ is non-zero on some part of that α circle).
We now note that e(φ) can only take half-integral values, and thus only the following cases might occur.
• φ hits α 1 and α 2 , D(φ) consists of squares,
consists of squares and exactly one bigon,
The first case corresponds to a map from F to Σ, where F is a connected double branched cover over D 2 with 0 Euler characteristic and 1 double point (for holomorphic maps, the number of double points is given by µ x + µ y − e(φ)), i.e. F is a square.
The map induces a complex structure on F (with 4 marked points on the boundary), and hence there is a unique holomorphic branched cover F → D 2 satisfying boundary conditions, and upto reparametrisation.
The other cases corrospond to maps from a single cover of D 2 (i.e. from D 2 ) to Σ. Hence the second case can not occur, because number of double points has to be 0 and in this case we have number of double points = 1(2).
In the last case, the map from D 2 to Σ induces a complex structure on D 2 and 2 marked points on the boundary, and hence there is a unique holomorphic map to the standard D 2 (after reparametrisation).
In the above cases, we might actually try to analyse D(φ) as a whole, and not just the individual regions. In the first case, D(φ) is an immersed square tiled by squares, which is an embedding near the 4 corners, and in the last case D(φ) is an immersed bigon tiled by squares and 1 bigon, which is also an embedding near its 2 corners. Proof. We shall be concentrating on the case of the square in more detail, but the other case is similar.
Case I In this case we have an immersion f : F → Σ,where F is a square (with boundary). Look at the preimage of all the α and β circles in F (and by abuse of notation, we shall also be calling them α and β arcs). Using the embedding condition near the 4 corners, we see that at each corner only one α arc and only one β arc can come in. The different α arcs cannot intersect and the different β arcs cannot intersect, and all intersections between α and β arcs are transverse.
Note that since inverse image of each square region is a square, so F (with all the α and β arcs) is also tiled by squares. Thus in F there cannot be any closed loop, for then F \{inside of loop} has e negative and hence cannot be tiled by squares. (This also follows from linear independence). Also no α arc can enter and leave F through the same β arc on the boundary, for again the complement will have negative e. Thus the α arcs slice up F into horizontal rectangles, and in each rectangle, no β arc can enter and leave through the same α arc. This shows that the α arcs and β arcs make the standard co-ordinate chart on F .
Call all the points of intersection between α and β arcs to be vertices (and we shall be calling the 4 original vertices of the square F as corners). Note that to show f is an embedding, it is enough to show that no 2 different vertices map to the same point. Assume p, q ∈ F be distince vertices with f (p) = f (q). There could be 2 subcases.
• Both p and q are inF .
• At least one of p and q is in ∂F .
We shall be reducing the first subcase to the second. So assume both are in the interior of F . Choose a direction on the α arc passing through f (p) = f (q) in Σ, and keep looking at successive points of intersection with β arcs, and locate their inverse images in F . For each point, we shall get at least a pair of inverse images, one on the α arc through p, and one on the α arc through q, until one of the points falls on ∂F , and thus the reduction the second subcase.
In this subcase, assume without loss of generality p lies on an β arc in ∂F . Then choose a direction on the β arc in Σ through f (p) = f (q) and proceed as above, until one of the preimages hits an α arc on ∂F . If that preimage is on the β arc through q, then just reverse the direction and proceed again, and this time we can ensure that the preimage which hits α arc on ∂F first is the one that was on the β arc through p. Thus we get 2 distinct vertices in F mapping to the same point in Σ, one of them being a corner. This is a contradiction to the embedding assumption near the corners.
Case II In this case we have f : F → Σ an immersion with F being a bigon. Again look at the preimage of α and β circles. All intesections will be transverse (call them vertices), and at each of the 2 corners there can be only one α arc and only one β arc. Again there cannot be any closed loops. We get an induced tiling on F with squares and 1 bigon.
But however this time the α arcs can (in fact they have to) enter and leave F through the same β arc, but they do have to do it in a completely nested fashion (i.e. there is only one innermost bigon). Thus F decomposes into two pieces, one bigon, and one square (possibly degenerate). From the earlier case, β arcs must cut up the square piece in a standard way, and from the previous argument, the β arcs must enter and leave the bigon in a nested fashion.
Again to show f is an embedding, enough to show that it is an embedding restriced to vertices. Take 2 distinct vertices p, q mapping to the same point, and follow them along α arcs in some direction, until one of them hits a β arc on ∂F . Then follow them along β arcs, and ∃ some direction such that one of them will actually hit a corner, giving the required contradiction.
So in either case, f is an embedding.
Conclusion
And thus we have an algorithm to compute a few of the Floer homologies, although most of these diagrams will have huge number of intersection points, and it may not be a practical algorithm. Also there is no obvious way to generalise this to HF ∞ or other similar versions which allow holomorphic discs to pass through w.
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