Automatic acquisition of raw source material is of great aid for the compilation of dictionaries, and, in particular, of specialized dictionaries such as collocation dictionaries. The extraction of collocations from corpora has been actively worked on since the late eighties. The quality of the state-of-the-art extraction algorithms allows the lexicographers to obtain lists of collocations they can work with. However, mere lists of collocations are not sufficient. In collocation dictionaries, collocations are grouped semantically, which also presupposes a semantic classification of collocations. In this article, a distributional semantics-based model is proposed that classifies collocations with respect to broad semantic categories as encountered in dictionaries. In experiments with Spanish verb-noun and noun-adjective collocations from the lexicographic field of emotion nouns, it is shown that the use of features extracted from the context of collocations is decisive for retrieval of draft entries for collocation dictionaries.
Introduction
The term "collocation" as introduced by Firth (1957) and cast into a definition by Halliday (1961) encompasses the statistical distribution of lexical items in context: lexical items that form high probability associations are considered collocations. It is this interpretation that underlies, for instance, the COBUILD English Learner's Dictionary and that is drawn upon in most works on automatic identification of collocations in corpora. 1 However, in contemporary lexicography and lexicology, an interpretation that stresses the idiosyncratic nature of collocations prevails. Thus, Benson (1989) states that "collocations should be defined not just as 'recurrent word combinations', but as 'arbitrary recurrent word combinations' ". "Arbitrary", as opposed to "regular", means that collocations are unpredictable and language-specific. For instance, in English, one takes a walk, while in French, German and Italian one 'makes' it: faire une promenade, einen Spaziergang machen, fare una passeggiata, and in Spanish one 'gives' it: dar un paseo. In English, one gives a lecture, in German and Italian one 'holds' it: eine Vorlesung halten, tenere una lezione, and in Russian one 'reads' it: cˇitat lekciju. According to Hausmann (1984) , Cowie (1994) , Mel'cˇuk (1995) and others, a collocation is a binary idiosyncratic cooccurrence of lexical items, where the occurrence of one of the items (the base) is subject of the free choice of the speaker, while the occurrence of the other item (the collocate) is restricted by the base. Thus, in the case of take [a] walk, walk is the base and take is the collocate, in the case of high speed, speed is the base and high is the collocate, etc. It is this understanding of the term 'collocation' that we find reflected in general public collocation dictionaries and that we follow in this article.
2
Regardless of the ongoing discussion (as witnessed, e.g., at the by now wellestablished biannual Electronic Lexicography in the 21st Century (eLex) conferences) 3 about the future and adequate form of dictionaries in the age of the World Wide Web, general public collocation dictionaries such as the Oxford Collocations Dictionary (OCD), MacMillan Collocations Dictionary (MCD), Longman Collocations Dictionary (LCD), etc. continue to enjoy a great popularity among language learners. Intelligent electronic aids that facilitate the compilation of such dictionaries are thus still of high demand among lexicographers. A great number of works addresses since at least the late eighties one of the fundamental tasks of collocation dictionary compilation, namely the retrieval of (first of all, English) lists of collocations from which then the lexicographers can select those samples that they consider appropriate for inclusion; see, among others, (Choueka 1988 , Church and Hanks 1989 , Smadja 1993 , Evert and Kermes 2003 , Kilgarriff 2006 , Evert 2007 , Pecina 2008 , Bouma 2010 , Wible and Tsao 2010 , and, in particular, A. Kilgarriff's Sketch Engine (http://www.sketchengine.co.uk/), which proved to be instrumental for the task. However, a closer look at the dictionaries tells us that mere lists of collocations, possibly grouped with respect to the part of speech of their elements (i.e. verb + noun, adj + noun, verb + adverbial, etc.) , are only half of the story. An essential feature of the microstructure of the dictionaries is that the elements that co-occur with the headword are grouped according to semantic criteria, such that learners can easier choose among semantically similar (or even quasi-synonymous) elements to express a given meaning. Consider, for instance, a fragment of the entry for the noun GRANT in the OCD, where 'j' separates the element groupings:
ADJ large, substantial j small j full j . . . VERB + GRANT apply for j be eligible for, qualify for j get, obtain, receive j award (sb), give (sb), make (sb), offer (sb), provide (sb with) j refuse (sb) j cut . . . However, automation of semantic grouping (or classification) of the relations between elements of the extracted collocations has hardly been paid attention to so far in computational lexicography. Only a few proposals address the problem (Moreno et al. 2013 , Wanner 2004 , Wanner et al. 2006 , Chung-Chi et al. 2009 , Kolesnikova and Gelbukh 2012 . All of them, except Moreno et al. (2013) , who also use contextual features, draw exclusively upon WordNet (Fellbaum 1999) or EuroWordNet (Vossen 1998) features of the collocation elements, which limits their application to languages with large coverage WordNets. Furthermore, they classify either with respect to the rather finegrained semantic typology of lexical functions (LFs) as defined in the Explanatory Combinatorial Lexicology (Mel'cˇuk 1996) or with respect to generic semantic categories like 'goodness', 'heaviness', 'measures', etc. See, for instance, (Wanner 2004 , Wanner et al. 2006 , Kolesnikova and Gelbukh 2012 for the first and (Chung-Chi et al. 2009 ) for the second. Moreno et al. (2013) classify with respect to both LFs and generic semantic categories. But collocation dictionaries do not present collocations in terms of LFs or generic semantic categories; as the entry for GRANT above shows; they choose a typology that is in between.
Large
In this article, we present a proposal for the semantic classification of the collocates of the headwords that (i) exploits the notion of distributional semantics (Lenci 2008) in that it uses for classification the distributional features of the context in which the collocations are used in the corpus, and (ii) draws upon categories that correspond in their level of detail to the categories used in general public collocation dictionaries: 16 broad semantic categories for verbal collocates in verb + noun collocations and 5 categories for adjectival collocates in noun + adjective collocations.
So far, we experimented with Spanish collocations from the lexicographic field of emotion nouns. However, as Wanner (2004)'s experiments show, classification experiments on one lexicographic field can be extrapolated with an acceptable loss of accuracy to the vocabulary in general.
In the next section, we briefly introduce the semantic categories that we use in our collocate classification experiments. In Section 3, we outline the foundations of our classification, and in Section 4 we describe the experiments that we carried out to assess the performance of our proposal and discuss their outcome. Section 5 presents the related work, before Section 6 summarizes the insights that we obtain and sketches the directions of our future work on this topic.
Semantic Categories of Collocations
The base and the collocate of a collocation are always linked by a semantic relation. This relation is often of abstract nature, such that it is encountered in a large number of collocations. For instance, the same relation can be said to hold between speech and deliver, suicide and commit, step and take, etc. It is the same in the sense that deliver, commit, and take contribute to their respective base the same semantic features. Lexemes that are by no means (quasi-) synonyms when taken in isolation may become quasi-synonymous when used as collocates of the same base; consider, for instance, deliver, hold, give, and make in co-occurrence with speech, or take, make and do in co-occurrence with step. This observation led Mel'cˇuk define lexical functions (LFs); see (Mel'cˇuk 1996) : each LF captures one type of collocation relation. As mentioned in Section 1, LFs have been used as underlying typology for automatic collocation classification by Wanner (2004) and Kolesnikova and Gelbukh (2012) , among others.
However, for learners, dictionaries that list LF instances in their entries (see the French Dictionnaire explicatif et combinatoire du franc¸ais contemporain I-IV (Mel'cˇuk 1984 (Mel'cˇuk -1999 ) are rather difficult to consult and comprehend. To remedy this drawback, Alonso Ramos et al. (2010) and Mel'cˇuk and Polgue`re (2007) use glosses instead of LF names; consider a fragment of the entry for Sp. MIEDO 'fear': Unfortunately, to the best of our knowledge, no guidelines are published on how collocates are to be grouped into these categories, or, in other words, how each of these categories is defined; neither is a complete category list accessible. Therefore, in order to obtain a coherent collocate typology that matches the level of detail used in general public collocation dictionaries, we defined ad hoc five generic disjoint semantic categories of sample collocates of adjective + noun collocations and 16 categories of the collocates of sample verb + noun collocations; consider Tables 1 and 2 for the glosses of the categories and their illustration by examples collected manually. 6 In order to facilitate a better understanding of the categories and signal that they are domain-independent, we also include into Tables 1 and 2 examples that are not from the emotion domain, which is the domain on which we carried out our experiments (see Section 4). The categories group collocations with respect to semantic and syntactic criteria. In contrast to, for instance, LAF and MCD, which use entry-specific glosses, the glosses of our categories are intended to be entry-independent, as they are, for example, in DiCE, where they are lexicographic field-specific. Thus, the category 'V1' in Table 2 is glossed as 'begin with L' (where 'L' is the headword (the base) or simply 'begin' of the entry). Our categories can be also viewed as generalizations over concrete LFs. For example, V1 covers the LFs 'PreparReal1' and 'IncepOper1'; 'V2', which is glossed as 'execute', covers the LFs CausPredPlus, Magn + Oper1, Oper1, ContOper1, Real1, PredA1Manif, Perm1Manif; and so on; see (Mel'cˇuk 1996) for a detailed introduction to LFs.
Consider the verbal collocation fragment of the entry for Sp. MIEDO 'fear' in DiCE, organized in terms of our generalized categories and adapted to the layout of MCD: v+N begin cobrar, coger experience $ albergar, conocer, experimentar, pasar, sentir, tener, aumentar, abrigar, acojonarse, cagarse The goal of our semantic classification of collocations described in Sections 3 and 4 below is to obtain entries of this kind. Note, however, that the categories we use are sample categories that shall merely serve the purpose of illustration of our classification techniques. They can be adapted to the needs of the users or redesigned following more rigorous lexicographic guidelines, without, as we believe, that the techniques need to be modified.
Semantic Classification of Collocations

Basic Considerations
The last decade saw an increasing role of distributional semantics in lexicallyoriented computational linguistics research. The basic assumption of distributional semantics (see (Lenci 2008 ) for a detailed review) is that the sense of a lexical item is determined by the context it occurs in. Thus, in
(1)(a) Join one of the most prestigious and long-established golf clubs in England.
(1)(b) Authorities in Florida said a spring breaker's father allegedly struck cars with a golf club.
the context tells us that the meaning of CLUB in (1)(a) is different from the meaning of CLUB in (1)(b). The contexts of CLUB in (1)(a) and (1)(c)-(f) below let us furthermore deduce that in all of them CLUB stands for 'organization'.
(1)(c) This guide will help you understand what it takes to join a club.
(1)(d) The club history is well known, but it's worth remembering again.
(1)(e) Community clubs are generally open to anyone, while company clubs are often limited to employees of that company. (1)(f) The prestigious New York Athletic Club, one of the world's premier private clubs has been founded in 1868.
Intuitively, the context predicts the meaning not only of isolated words, but also of words in co-occurrences, that is, collocations. Consider, for instance, (2)(a)-(d):
(2)(a) Dr. Miller will * a free public lecture.
(2)(b) The GM is set to * a chess lecture and play simultaneous games. . .
(2)(c) If you are * lectures in a course at any level, don't rely on notes.
(2)(d) It is extremely difficult to * a good lecture without prior organisation.
'*' stands for a word that has been omitted, but whose meaning (namely 'carry out') in co-occurrence with LECTURE can be deduced from the context. As speakers of English, we also know that 'carry out' in co-occurrence with LECTURE can be lexicalized as deliver, give or hold. In co-occurrence with TALK, we would simply pick give:
(3)(a) In 2005, Mark Zuckerberg * a talk and barely anyone showed up.
That is, if speakers of English are able to deduce from the context the meaning of the co-occurrence even if the collocate is missing, it should be also possible to achieve this automatically using machine learning techniques. In what follows, we present a formal view on the semantic classification of collocations (or, more precisely, of collocates) based on their context.
A more formal view on the semantic classification of collocations
The task of assigning a semantic category label (such as 'carry out' in the examples (2)(a)-(d), and (3)(a) above) to the collocate depending on the context of the collocation can be interpreted as a multi-class supervised learning task, where the context of a number of training samples for each category is captured in terms of features. The "learned" model reflects the composition of the most distinctive features for each category, such that when a new sample is classified, its features are compared with the distinctive features of the categories, to choose the most proximate one. Different supervised learning models, ranging from neural networks over Bayesian statistics to kernel-based algorithms, can be used; see, for instance, (Alpaydin 2010) . Among the most popular models in Natural Language Processing applications are the kernel-based Support Vector Machines, SVMs (Vapnik 1998 During the classification, each co-occurrence (each collocation instance) is assigned to one of the N classes. The goal of the classifier is to construct a function that, given a new data instance (a new collocation), predicts the class to which the new instance belongs.
Experiments
In what follows, we present the setup of the experiments carried out to validate the collocation classification strategy proposed above and discuss its outcome.
Experiments setup
Our experiments are based on a corpus of Spanish annotated with LFs. The corpus has been compiled as part of the electronic dictionary of collocations of Spanish, DiCE (Alonso Ramos et al. 2010) , http://www.dicesp.com, from the corpus of the Spanish Language Academy. 8 The DiCE corpus is composed of sentences that illustrate the use of LF instances listed in the dictionary; for each LF instance, at least one sample sentence is available. In total, the DiCE corpus contains 30,643 sentences. 9 Since we draw in our experiments only upon a subset of collocations, only the corresponding sample of the corpus is used. The distribution of the collocations in our corpus sample across the classes in Tables 1 and 2 is depicted in Figure 1 . The figure shows that the distribution is highly unbalanced. In the case of verb-noun collocations, the majority class contains more than 1,800 instances, while the minority class has less than 50 instances. Similarly, in the case of noun + adjective collocations, the majority class contains about 1,800 instances, and the minority class less than 100. This reflects the varying commonality of collocations of different classes in language use. We carried out two main experiments on the classification of verbal and adjectival collocates with respect to our typologies with the SVM and Naı¨ve Bayes classifiers from the WEKA machine learning environment (http://www. cs.waikato.ac.nz/ml/weka/). The POS, morphological and syntactic dependency features of the LF instances and their contexts were obtained by Bohnet (2009) The experiments had two main objectives. Firstly, to explore whether distributional features extracted from the context of collocations suffice to classify collocations with a high accuracy; that is, whether we can dispense with using external semantic resources of the type of WordNet. Secondly, to assess whether the existing interdependence between the individual features is of relevance or whether it suffices to consider the features as such.
In the first experiment, WEKA's SVM classifier was used together with the LibSVM implementation. SVM captures all features and their interdependencies. In the second experiment, WEKA's Naı¨ve Bayes (NB) classifier with its default parametrisation was used. NB treats the features as being independent.
A linear kernel was chosen to generate the SVM models since linear kernels proved to be adequate for text classification tasks, which usually need to cope with a high number of features (Abraham and Thampi 2013) . For the multiclass classification with SVM, we used the One-vs-All method, where N different binary classifiers are learned to distinguish between the members of a class from the members of the other classes. When classifying a new instance, the N classifiers are run, and the label of the classifier which outputs the largest value is chosen.
12 To account for the highly unbalanced class distribution, we used the Synthetic Minority Oversampling Technique with Different Costs (Akbani et al. 2004) . As baseline for both experiments, we used the majority class.
Experiment results
To assess the performance of our classifier models, we used a 10-fold crossvalidation scheme with 10 repetitions. In other words, for each experiment run, we used 9/10 of the sample material (cf. Figure 1 for its distribution) for training and 1/10 for testing, picking each time a different 1/10. Figures 2 and 3 show the performance of the multi-class classification of verbal + noun and noun + adjective collocations, respectively, when POS, morphological, and syntactic and lexical features were used. For both experiments, precision (the share of correctly classified positive instances among all positive instances in the system output) and recall (the share of correctly identified positive instances among all instances that should have been identified as positive) are used to evaluate the classification with respect to the individual classes. The precision of the SVM classification in the case of verb-noun collocations is rather high. Only for V9 and V16 it is lower than 0.6, which is likely due to the heterogeneity of the contextual features of their instances and, in particular, the reduced size of the training data (recall that for V16, only a small sample is available). The SVM recall is even more stable, with an oscillation around 0.8 and only two outliers for V7 and, again, V16. The performance of NB is much more erratic. For V6, its precision reaches 0.9, while for V16 de facto no instances have been recognized at all. Its recall is even poorer, including for classes for which SVM provides a good coverage. Overall, the average F-score (the harmonic means between precision and recall) achieved with SVM for verb-noun collocation classification is 0.80 and for NB 0.60.
In the case of the noun-adjective collocation classification, an analogous picture can be observed. In the average, for SVM both precision and recall are higher for noun-adjective collocation classification than for verb-noun classification. In the case of NB, the performance again varies significantly, for recall more than for precision. Table 3 shows the performance of the majority class baselines, also in terms of precision and recall.
The exploration to what extent lexical features (i.e. word tokens) and semantic features from EuroWordNet influence the accuracy of the classification with SVM led to the results shown in Table 4 . 
Discussion
In general, our experiments demonstrate that an automatic classification of verb-noun and noun-adjective collocations with respect to collocation typologies as used in collocation dictionaries is feasible using only contextual features of the collocations. Or, in other words, that the use of external semantic resources whose existence is ensured only for a small subset of languages is not required. Table 4 shows that the performance is, in fact, best if we use all available features, including the semantic ones. But adding semantic features does not lead to a significant rise of accuracy. The use of lexical features is of more importance (cf. the last line in Table 4 , which shows the performance when no lexical features are used). This is especially the case for verb-noun collocations. Our hypothesis is that this is likely to be due to the restricted variation of the contexts of the verb-noun collocations in our corpus sample. For adjective-noun collocations, the impact of lexical features is lower. On the other hand, the importance of semantic features seems to be reduced because of the rather abstract nature of the EuroWordNet features we used. Further experiments would be required to validate this hypothesis. We also observe that using only features of the collocation elements themselves ('Simple' in Table 4 ) leads to poor results for both verb-noun and nounadjective collocations. However, for noun-adjective collocations, the context is not as important as for verb-noun collocations (cf. the performance with the 'Simple' feature set). We assume that this is because of the limited variety of the adjectival collocate lexemes in our corpus sample (recall that our experiments are done on an emotion vocabulary corpus). Again, further experiments with other corpora will be needed to verify our assumption. The significant performance difference between SVM and NB (especially in terms of recall) shows that it is essential to capture the interdependence (or correlation) between the features: as pointed out above, SVM allows us to model this interdependence, while NB assumes that the features are independent. Table 5 summarizes the most prominent confusions between verbal collocate classes. It shows that, in particular, collocates of V2 and V7 are confused. This is likely due to the same syntactic dependency structure of V2 and V7 collocations (such that the POS and morphological contexts are also likely to be similar).
It can be also observed that collocation instances are most often misclassified as V2. This might be due to the fact that the classification algorithm prefers V2 because it is the majority class (and the probability of misclassification is thus lower than it would be with classes that contain only a few instances). This tendency is likely to be further increased by the One-vs-All method we use. The confusion matrix furthermore reveals that half of the instances from the minority class V16 has been misclassified. This is not surprising, given that V16 contains only 18 instances (cf. Figure 1 ) and the learning effect can be only limited. Here, the mayor confusions are with V2 and V13. In general, phrasal collocates of the type pain $ be caused by, anger $ come from, etc. are captured worst by both SVM and NB. This is certainly due to their syntactic and semantic complexity and also lower frequency.
Related Work
As already pointed out in the Introduction, there is only a limited number of works dealing directly with the semantic classification of collocates. Most similar to our proposal is (Moreno et al. 2013) . They also use contextual features to classify collocations. However, while they classify with respect to lexical functions (LFs) or very broad semantic categories (five in total), we classify with respect to categories of the kind as used in general public collocation dictionaries. Wanner et al. (2006 Wanner et al. ( , 2005 and Gelbukh and Kolesnikova (2012) classify collocations with respect to LFs only. Instead of distributional semantics, they use exclusively EuroWordNet features of the collocation elements, without considering the context of the collocations in the corpus. Moreno et al. (2013) report an average F-score of 0.8 for LFs and an average F-score of about 0.9 for semantic category classification. Wanner et al. (2006) achieve in the average an F-score of 0.84 when classifying with the Nearest-Neighbor (NN) learning model emotion verb-noun collocations with respect to five common LFs. Wanner et al. (2005) reach with the NN and Tree-Augmented Bayesian Network (TAN) classification techniques that also use semantic features from EuroWordNet for four selected noun-adjective LFs an average precision of 0.67 (NN) respectively 0.66 (TAN) and an average recall of 0.66 (NN) respectively 0.7 (TAN). Given that these are figures achieved on emotion vocabulary, as in our experiments, they are directly comparable to the figures in our experiments, and we can thus conclude that it pays off to draw upon the contexts of collocations. Kolesnikova and Gelbukh (2012) achieve with their rule-based models an average F-score of 0.75 when classifying over the LF typology. Furthermore, in contrast to our experiments, this average does not reflect the classification of collocations with one single model, but, rather, the average of the best scores achieved with one of the twelve models from a series of models they use for each individual LF. The figures in our experiments thus suggest that for generalized verb-noun collocation classification the use of distributional context features of collocations in corpora is more promising than the exclusive use of EuroWordNet features of the collocation elements.
We already argued above that apart from the use of semantic features from external resources for model training, both Wanner et al.'s and Gelbukh & Kolesnikova's approaches suffer from the fact that they use LFs as such and are thus difficult to port. The annotation of corpora in other languages with LFs would be by far more expensive than their annotation with the type of semantic categories we use since LFs require much more subtle distinctions, with a higher potential to err and to disagree among the annotators. Therefore, to support the compilation of material for collocation dictionaries from corpora without depending on existing external lexical resources and on LF-annotation, we must be able to group the collocates of a given headword automatically in terms of categories used in general public collocation dictionaries, as suggested in this article.
Chung-Chi et al. (2009)'s proposal differs significantly from ours because, on the one hand, they interpret the notion of 'collocation' in the sense of Firth (1957) , while our interpretation adheres to that introduced by Hausmann (1984) and others, and, on the other hand, they classify the relations between collocate elements with respect to very coarse-grained semantic categories of the type 'goodness', 'heaviness', 'measures', etc., which appear to be too generic for use in collocation dictionaries. Their assessment performance is based on the evaluation by two human judges, with an average precision of 0.76 and an average recall of 0.69.
Conclusions and Future Work
We presented novel work on the semantic classification of collocates in verb + noun and noun + adjective collocations in Spanish. Our work differs from most of the previous works in this area in two respects. Firstly, we use distributional context features of the collocation elements rather than EuroWordNet features of the collocation elements only. In addition, we also show that adding EuroWordNet features does not lead to a significant increase of the performance. This makes our proposal more robust since we do not depend on the availability of external language resources. Secondly, we classify over a generic collocation typology of the kind used for grouping collocations in the entries of general public collocation dictionaries rather than over the typology of lexical functions or a typology of very broad semantic categories. It has been argued that the former are too detailed and the latter too coarse grained for the standard user of such dictionaries. The output of our classification can thus be directly used as material for the compilation of collocation dictionaries. Given the extreme work load related to the production of collocation dictionaries, this is an important aid. In the future, we plan to carry out experiments with material in other languages, which also includes the annotation of corpora with collocation class tags, to test other classification models, and to review with lexicographers the collocation categories we use.
