We consider the Fujita equation u t = ∆u + u p on R N with N ≥ 3.
Introduction
We consider the Cauchy problem
where p > 1, and
is a nonnegative function. With an exception of a few introductory remarks, we shall also assume that u 0 is radially symmetric, that is, u 0 (x) depends on |x| only.
Problem (1.1), (1.2) and its counterpart on bounded domains have been widely studied as model problems in the theory of blowup and related topics. Equation (1.1) also appears as a scaling limit of more general superlinear equations whose nonlinearities have polynomial growth. As such, (1.1) plays an important role in the theory of semilinear parabolic equations. For a general background in blowup for parabolic equations and the role of equation (1.1) the reader can consult the monographs [14, 26] , for example.
Problem (1.1), (1.2) has a unique (classical) solution u defined on some time interval [0, T ) with 0 < T ≤ ∞. We take T = T (u 0 ) maximal possible, so the solution cannot be extended beyond T . If T < ∞, then necessarily the solution blows up at T : u(·, t) L ∞ (R N ) → ∞. If T = ∞, we say that the solution is global. In this case, two possibilities can occur, in principle: either u is bounded or lim sup
The latter is sometimes referred to as infinite time blowup or growup of u. One of the fundamental problems concerning equation (1.1) is whether the infinite time blowup can actually occur for some u 0 or not.
To discuss this problem in more specific terms, first recall that blowup solutions of (1.1) exist for all p > 1: u 0 identical to a positive constant gives the simplest example. For 1 < p ≤ p F , p F := 1 + 2/N being the Fujita exponent, it is even true that all positive solutions blow up (see [9, 14, 16, 26] ). If p > p F , there exist positive bounded solutions. Examples are provided by forward self-similar solutions (see [13] ) and, for p ≥ p S , also by positive steady states. Here p S is the Sobolev critical exponent:
The problem of existence of global, unbounded solutions is more delicate. In the subcritical range, p < p S , not only are all global positive solutions bounded, they even decay to zero as t → ∞ [22, 23, 26] (this result uses the radial symmetry of u 0 ; without the radial symmetry it has only been proved for a smaller range of exponents [3, 23, 26] ). For the Sobolev critical exponent, p = p S , there does not seem to be a rigorous proof of the existence or nonexistence of global, unbounded solutions (see [26, Remark 22 .10] for a discussion of the critical case).
As for the supercritical case, the problem has been resolved for p ≥ p JL , where p JL is the Joseph-Lundgren exponent:
Positive global solutions with
as well as solutions with
have been found by the present authors in [24] . The latter case was studied in more detail in [7, 8, 21] , where various rates of growup were found. In the intermediate range, p S < p < p JL , the question whether the solution of (1.1), (1.2) can be global and unbounded has been open until now, although it has been answered in negative under additional assumptions on u 0 . In particular, Mizoguchi [19] proved that the solution cannot be global and unbounded, provided that u 0 is a C 1 nonnegative radially symmetric function with compact support and, viewed as a function of r = |x| ∈ [0, ∞), u 0 has only finitely many local minima. Matano and Merle [17, 18] proved this result under weaker conditions on u 0 (still assuming the radial symmetry). Namely, it is sufficient that u 0 ∈ H 1 (R N ) or that u 0 , viewed again as a function of r, has only finitely many intersections with the singular steady state ϕ ∞ (see (2.1) below for the definition of ϕ ∞ ).
In this paper, we prove that without any such additional conditions on u 0 , the solution of (1.1), (1.2) can actually be global and unbounded. The following is our main theorem. Theorem 1.1. Let p S < p < p JL . There exists a radially symmetric and radially nonincreasing nonnegative function u 0 ∈ C(R N ) such that the solution u of (1.1), (1.2) has the following properties: u is global,
where C is a constant, and
Condition (1.5) in particular implies that the solution u is localized: u(x, t) → 0 as |x| → ∞ uniformly in t.
We remark that our existence result for the intermediate range is not as complete as for the range p ≥ p JL , cp. [24] . Namely, it does not assert that both possibilities (1.3) and (1.4) can occur. While we do show the existence of solutions satisfying (1.3) (see relations (3.3) at the end of the proof of Theorem 1.1), it is not clear if our method can be modified so as to yield solutions satisfying (1.4).
There is some flexibility in choosing the initial value u 0 in Theorem 1.1. As one can easily check (specifically, see condition (3.2) in the proof of Theorem 1.1), our construction shows that there is a nonempty open set G in a suitable weighted space L ∞ (R N , ρ) such that Theorem 1.1 holds for each radially symmetric and radially nonincreasing nonnegative function u 0 ∈ G. In particular, u 0 can be chosen smooth.
For completeness of the discussion, let us briefly mention related results for the Dirichlet problem
If Ω is a ball in R N centered at the origin and u 0 ∈ C(Ω) is a radially symmetric nonnegative function, then for all p > 1, p = p S , the solution of (1.6)-(1.8) has to be bounded if it is global; see [5, 10, 20] for the proofs in the supercritical case p > p S , and [4, 6, 11, 25] in the subcritical case p < p S (in the subcritical case, the result is valid without the radial symmetry requirement and for any smooth bounded domain). The proofs of these results, their discussion, and additional references can also be found in [26] . On the other hand, if N ≥ 3 and p = p S , then for a suitable radially symmetric u 0 , the solution of (1.6)-(1.8) is global and unbounded, see [10] or [26] .
The rest of this paper is organized as follows. In the next section, we collect preliminary results. We discuss in some detail threshold solutions of (1.1), which play a crucial role in our construction. Theorem 1.1 is proved in Section 3.
In the remainder of this paper, we shall only consider initial values u 0 in X + , where
At some occasions, when there is no danger of confusion, we abuse the notation slightly and view a radial function u 0 of x ∈ R N as a function of r = |x| ∈ [0, ∞). The same applies to the solution of (1.1), (1.2). Note that, by uniqueness, the solution is radially symmetric in x. Also, when u 0 is radially decreasing, then so is the solution for each t. This follows from the maximum principle applied to the function u x 1 on {x ∈ R N : x 1 ≥ 0}. Below we frequently use the notation
In the rest of the paper we assume that
Properties of threshold solutions
First we recall some known results concerning the structure of the radial steady states of (1.1). Let
This is a singular radial steady state of (1.1). There is a one-parameter family of classical radial positive steady states ϕ α , parameterized by α = ϕ α (0). In view of the scaling invariance of (1.1), one has
The graphs of any two radial steady states ϕ α , ϕ β , 0 < α < β ≤ ∞, intersect each other infinitely many times [27, 12] . Moreover, the radial steady states are unstable. In particular, the following is true.
For α < ∞, this is a part of the instability result of [12] ; the case α = ∞ is treated in [10] .
We next examine threshold solutions of (1.1). Let u 0 ∈ X + \ {0}. We say that u 0 is a threshold initial value and the solution of (1.1), (1.2) is a threshold solution if for eachũ 0 ∈ X + \ {u 0 } the following statements are valid:
(t1) ifũ 0 ≤ u 0 , then the solution of (1.1) with u(·, 0) =ũ 0 is global and satisfies (2.2); (t2) ifũ 0 ≥ u 0 , then the solution of (1.1) with u(·, 0) =ũ 0 blows up.
In literature, threshold solutions are usually defined a little differently, requiring merely that (t1), (t2) hold for functionsũ 0 of the formũ 0 = λu 0 , λ > 0. The next lemma implies that in all cases we deal with, these definitions are equivalent. Also, we will need the fact that the threshold solutions blow up.
Suppose that there are sequences {u n }, {ū n } in X + such that u n → u 0 ,ū n → u 0 , as n → ∞, uniformly on R N , and the following conditions are satisfied for all n = 1, 2, . . . :
(p2)ū n ≥ū n+1 ,ū n+1 ≡ū n ; (p3) the solution of (1.1) with u(·, 0) = u n is global; (p4) the solution of (1.1) with u(·, 0) =ū n blows up.
Then u 0 is a threshold initial value and the solution of (1.1) (1.2) blows up.
, it can be assumed without loss of generality that the functions u n , n = 1, 2, . . . , have compact supports. Indeed, being a radial H 1 -function, u 0 decays to 0 as |x| → ∞ [2, Lemma A.II]. So there is a sequence {φ n } ⊂ X + of functions with compact supports
. If the original u n do not have compact supports, we can simply replace them with the function min{φ n , u n }. Note that (p3) remains valid for the new functions by the comparison principle.
There are several ways to prove Lemma 2.2. We shall derive it from results of [17] , [18] , and [15] . Under slightly different assumptions, arguments of [19] could also be used.
Proof of Lemma 2.2. The fact that, under the given assumptions, the solution of (1.1), (1.2) blows up is proved in [18, Proof of Theorem 5.1]. Specifically, in the arguments following formula (5.25) in [18] , it makes no difference if in place of λ * v and λ n v one considers u 0 andū n , respectively. By comparison, it now follows that statement (t2) holds for eachũ 0 ∈ X + \ {u 0 }. It remains to prove that (t1) holds.
Suppose, for a contradiction, that for someũ 0 ∈ X + \ {u 0 } withũ 0 ≤ u 0 the solutionũ of (1.1) with u(·, 0) =ũ 0 blows up at someT . We intend to apply [15, Theorem 2] to conclude that the proper extension of the solution u blows up completely at some time T c <T . Let us first recall the terminology (see, for example, [1, 10, 18, 26] for more detailed discussions of these concepts). The proper extension U of u is defined by
where v k is the solution of the problem
with f k (v) := max{v p , k}. Since the f k are globally Lipschitz and f k+1 ≥ f k , the solutions v k are global and v k+1 ≥ v k . Consequently, the limit in (2.3), finite or infinite, exists for all (x, t) ∈ R N × [0, ∞). Set
If T c < 0, we say that the solution u (or, more precisely, its proper extension U ) blows up completely at T c . Theorem 2 of [15] deals with solutions whose initial conditions are related as in our case:ũ 0 ≤ u 0 andũ 0 ≡ u 0 . Its conclusion is that T c <T . Although [15] apparently focuses on problems on bounded domains, as noted in [ 
To verify this condition, we estimate the function U and then use the fact that the comparison principle holds for the proper extension of solutions of (1.1) (see [18, Proposition 5.9] ). In particular, for each t ∈ [0,T ) one has
Estimating U , we will at the same time get a contradiction to the conclusion T c <T .
In the sequel, we assume without loss of generality that the functions u n , n = 1, 2, . . . , have compact supports (cp. Remark 2.3).
Let U n be the solution of (1.1) with U n (·, 0) = u n . By (p3), this solution is global and, by (p1) and the comparison principle, U n+1 ≥ U n . Consequently, as n → ∞, the limit of U n (x, t), possibly infinite, exists for all (x, t) ∈ R N × [0, ∞). Proposition 5.5 of [18] says that this limit coincides with the proper extension U of u:
, the functions U n (x, 0) = u n , n = 1, 2, . . . , are uniformly bounded. In this situation, [17, Corollary 3.3] shows that for any T * > 0 and δ > 0 there is a constant C = C(T * , δ) such that
We now return to (2.4). Take δ =T /2, T * =T + δ. Sinceũ is uniformly bounded on R N × [0, δ], we see that (2.4) holds for any R > 0 due to the relations (2.5) and (2.6). Thus the application of [15, Theorem 2] is legitimate and we have T c <T < ∞. On the other hand, (2.6) clearly implies that T c = ∞, a contradiction.
This contradiction shows that for eachũ 0 ∈ X + \ {u 0 },ũ 0 ≤ u 0 the solutionũ of (1.1) with u(·, 0) =ũ 0 must be global. To show that u 0 is a threshold initial value, it remains to be verified that
We can argue by comparison again. By [18, Theorem 5.14], the extension U (·, t) is a classical solution of (1.1) for all sufficiently large t and
Using this and relation (2.5), which holds for each 0 < t <T = ∞, we obtain (2.7).
The following result will help us find threshold solutions in ordered families of initial data. (s3) There is a unique λ 0 ∈ (a, b) such that u λ 0 is a threshold solution.
Proof. Assume that (s1), (s2) do not hold. We prove that (s3) holds for
Since (s1), (s2) do not hold, a ≤ λ 0 < b. If λ 0 > a, then u λ 0 is a threshold solution by a direct application of Lemma 2.2.
We next rule out the case λ 0 = a. Assuming it holds, the solution u λ 0 is necessarily global and then, by comparison, so is each solution with initial value u 0 ∈ X + , u 0 ≤ u λ 0 0 . By assumptions and the definition of λ 0 , Lemma 2.2 again applies to u λ 0 0 . However, this time it gives a contradiction to the fact that the solution u λ 0 is global.
To guarantee that some solutions in a family blow up, we shall usually rely on the following sufficient condition (see for example [14, 16, 26] ). Lemma 2.6. There is a constant C = C(p, N ) with the following property: If u 0 ∈ X + is radially nonincreasing and the solution u(x, t) of (1.1), (1.2) is global, then
Proof. Recall that the solution u(·, t) is radially symmetric and radially nonincreasing for each t. Choose a smooth function ψ ∈ X + with support in B 2 and with N ) is sufficiently large, then the solutionū of (1.1) withū(·, 0) = dψ blows up. Therefore the global solution u cannot be above dψ at any time. In other words, for each t 0 there is at least one x ∈ B 2 such that u(x, t 0 ) ≤ dψ(x) ≤ d. Consequently, in view of the radial nonincrease of u, u(
The same applies to the function λ 2/(p−1) u(λx, λ 2 t), which is also a global solution of (1.1) for any λ > 0. Hence we obtain
Given any x ∈ R N \ {0} and t ≥ 0, take λ = |x|/2, t 0 = λ −2 t, x 0 = 2x/|x|, to obtain (2.8) with C := d 2 2/(p−1) .
3 Proof of Theorem 1.1
Throughout this section u(·, t, u 0 ) stands for the (maximally defined) radially symmetric solution of (1.1), (1.2). We shall construct a sequence
4 such that the following statements hold true for each k = 1, 2, . . . .
(ii) u k is radially nonincreasing, u k > 0 onB R k , and
(iii) The solution u(x, t, u k ) is global and
Suppose for a while that such a sequence {(u k , R k , t k ,t k , , δ k )} has been found. We now use it to prove Theorem 1.1.
Proof of Theorem 1.1. Take any radially nonincreasing function
For example, we can define u 0 by
which is legitimate by (vi). By (ii), u 0 ∈ X + , it is radially nonincreasing, and relations (v) and (vi) imply that it satisfies (3.2). By (3.2), statement (v) applies to u 0 for each k. As t k → ∞, by (i) and (v), we see that the solution u(·, t, u 0 ) is global and (3.1) holds for k = 1, 2, . . . . Thus
Finally, Lemma 2.6 yields the bound (1.5) on the solution u(x, t) = u(x, t, u 0 ). The proof of Theorem 1.1 is complete.
We now carry out a construction of the sequence {(u k , R k , t k ,t k , δ k )}. Since we only deal with radial functions, in this construction we view them as functions of r = |x| ∈ [0, ∞). We proceed by induction. STEP 1. Choose a constant > 0 such that < ϕ ∞ on [0, 2]. For each R > 0, we define a piecewise linear, nonincreasing function u
Obviously, for R = 1 we have u
by Lemma 2.1. On the other hand, Lemma 2.5 implies that for R sufficiently large, the solution u(·, ·, u 
Indeed, the second condition in (3.4) is immediate from the definition of a threshold solution and the first one follows from the continuous dependence of the solutions on their initial data. Choose R < R * such that (3.4) holds and set R 1 := R, u 1 := u R 1 . With this choice, (ii), (iii) are met for k = 1. By (3.4), there ist 1 > t 1 + 1 such that u(0,t 1 , u 1 ) < 1. Using the continuity with respect to initial conditions, we find δ 1 > 0 such that (iv) holds for k = 1. This completes STEP 1. STEP 2. Suppose that for some n ≥ 1, (u k , R k , t k ,t k , , δ k ) ∈ X + ×(0, ∞) 4 , k = 1, . . . , n, have been constructed in such a way that the functions u k , k = 1, . . . , n, are piecewise linear, (i)-(iv) hold for all k = 1, . . . , n, and (v), (vi) hold for k < n. Fix some ∈ (0, min{δ k /2, u k (R k )}) with this property. Having fixed , consider the family u R n+1 , R ≥ R n + 1. By Lemma 2.5, for R sufficiently large, the solution u(·, t, u R n+1 ) blows up. Using this and (3.5) (with R = R n + 1), and applying Corollary 2.4 again, we find R * > R n + 1 such that u R * n+1 is a threshold initial value. As in STEP 1, we next choose R < R * , sufficiently close to R * , so that the solution u(·, t, u where t n+1 > 0 is the blow up time of the threshold solution u(·, ·, u R * n+1 ). Obviously, t n+1 >t n , as statement (iv) with k = n applies to u 0 = u R * n+1 .
Setting R n+1 := R, u n+1 := u R n+1 , we see that (ii), (iii) hold for k = n + 1. By (3.6), there ist n+1 > t n+1 + 1 such that u(0,t n+1 , u n+1 ) < 1 n + 1 .
Using the continuity with respect to initial conditions, we find δ n+1 ∈ (0, δ n /2) such that (iv) holds for k = n + 1. By construction, relations (v), (vi) hold for k = n as well. This completes STEP 2 and the induction argument. The existence of the sequence {(u k , R k , t k ,t k , δ k )} with all the desired properties is now proved.
