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Cílem této práce bylo porovnání několika zástupců paralelních souborových systému. Za-
měřuje se na výkonnost operací čtení/zápis v závislosti na různých typech zátěže a spo-
lehlivost systémů, která sleduje odolnost proti výpadkům a ztrátě dat. První část práce je
věnována studiu osmi nejrozšířenějších zástupců paralelních souborových systému. Z nich
byly vybráni tři konkrétní systémy pro podrobnější zkoumání: Lustre, GlusterFS a Ce-
phFS. Za účelem jejich otestování byla navržena a implementována automatizovaná sada
testovacích úloh. Vybrané systémy byly postupně nainstalovány na testovací hardware a
otestovány pomocí připravené testovací sady. Naměřené výsledky byly popsány a vzájemně
porovnány. Závěrečná část práce hodnotí vlastnosti zvolených systémů a jejich vhodnost
pro konkrétní typy zátěže.
Abstract
The goal of this thesis was to explore several parallel file systems, and to evaluate their
performance under various conditions. The main focus of this assessment were read and
write speeds in different workloads, the reliability of each system, and also their ability to
protect from data loss. Initially, this thesis introduces eight of the most commonly used
parallel file systems. From these, three were selected for further testing: Lustre, GlusterFS,
and CephFS. To be able to evaluate their performance accurately, a suite of automated tests
was developed. These benchmarks were run for each individual file system in our testing
lab. The final part of this work evaluates the results and discusses the features of each of
the file systems and their suitability for particular workloads.
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Neustále se zvyšující náročnost úloh a s tím spojené nároky na velikost ukládaných dat
v oblasti vědeckých výpočtů a velkých podnikových aplikací vedla ke vzniku paralelních
souborových systému. Tyto systémy jsou využívány ve velkých výpočetních clusterech, kde
umožňují rozšiřitelné řešení v navyšování výpočetního výkonu a úložného prostoru spolu
s ohledem na zajištění spolehlivosti.
Myšlenka paralelního souborového systému se zrodila, když odborníci pohybující se
v oblasti náročných výpočtů usoudili, že dosavadní trend budování jednoho supervýkonného
počítače je z dlouhodobého hlediska nemožný. Začalo se tedy využívat paralelního řazení
strojů a paralelního zpracovávání. Tento přístup přinesl další problém v podobě pomalých
I/O operací pevných disků a velkých nároků na celkovou velikost úložného prostoru.
Obecným konceptem paralelních souborových systémů je ukládání souborů na více pev-
ných disků. Soubor je rozdělen na menší části a ty jsou následně rovnoměrně rozloženy
v rámci úložného prostoru uvnitř datového clusteru. Klienti potom přistupují k datům přes
síť a to tak, že kontaktují cíle, na kterých se data nachází a ty jim je souběžně poskytují.
Tento paralelismus, pokud je přenosová síť správně koncipována, má za následek rapidní
nárůst propustnosti I/O operací. Navíc takové systémy přináší možnost snadné rozšiřitel-
nosti.
Další oblastí, kterou se systémy musí zabývat je redundance dat, spolehlivost jejich
uložení a konzistence při současném zápisu a čtení. Potýká se s výpadky serverů, sítě nebo
disků, které jsou v tak velkém počtu komponent téměř běžné. Žádná z těchto chyb by
neměla ovlivnit běh aplikace nad souborovým systémem.
Tato práce se zabývá právě porovnáním paralelních souborových systémů. První část
je věnována obecnému popisu a seznámení se s aktuálně rozšířenými zástupci. Z těchto
zástupců byly zvolení tři konkrétní kandidáti: Lustre, GlusterFS a CephFS. Volba byla
provedena na základě jejich vlastností, zajímavých pro nasazení ve fakultním prostředí. Pro
zvolené systémy byl připraven testovací hardware. Další část práce se věnuje popisu instalace
a konfigrace systémů na vytvořenou testovací sestavu. Za účelem porovnání systémů byla
navržena sada testů, zaměřená na otestování rychlosti operací čtení a zápis, zvládání velkého
množství souborů a odolnosti proti výpadkům. Návrh a následný způsob realizace testů je
popsán ve dvou kapitolách. Výsledky testů jednotlivých systémů jsou popsány a porovnány






V následující kapitole budou stručně popsáni aktuální zástupci paralelních souborových
systémů. Zaměříme se na to, kdo daný systém vyvíjí, jaká je jeho aktuální podporovaná
verze a další zajímavosti, týkající se specifických vlastností jednotlivých systémů. Zajímavé
informace, které se týkají popisovaných souborových systémů, jsou shrnuty v přehledné
tabulce na konci této kapitoly.
2.1 Lustre
Tento projekt založil v roce 1999 Peter Braam v rámci svého výzkumu na Carnegie Mellon
University v USA [34]. Od této doby systém prošel rozsáhlým vývojem, na kterém se podílelo
mnoho skupin. V počátku jej financovaly firmy Hewlett-Packard a Intel. V roce 2007 jej
zakoupila společnost Oracle a dále jej vyvíjela až do řady 1.8. V lednu roku 2010 Oracle
oznámil, že pozastavil vývoj řady 2.x a nadále bude udržovat pouze větev 1.8 [18]. Toto
oznámení vyvolalo zájem o projekt u několika organizací, jako Whamcloud, OpenSFS a jiné.
Většina vývojářů systému opustilo Oracle a nadále pokračovalo na tomto projektu [9]. Nyní
je Lustre spravován komunitou OpenSFS. OpenSFS je nezisková organizace, která úspěšně
vede Lustre jako svobodný software [33]. Lustre je momentálně vyvíjen ve dvou řadách:
2.4 a 2.5. Řada 2.4 je označena jako poslední udržovaná a vhodná pro produkční prostředí.
Poslední verzí této řady je 2.4.2, která byla vydána 20.prosince 2013 [30]. Další řada 2.5 je
označena jako experimentální a obsahuje nejrůznější novinky. Tato řada je dostupná ve verzi
2.5.0 od 23.listopadu 2013 [30]. Dle prohlášení na oficiálním portálu Lustre [34], OpenSFS
již neplánuje žádné další verze z řady 2.4 a očekává, že řada 2.5 ji v brzké době nahradí a
stane se novou udržovanou větví.
Lustre je dle žebříčku TOP100 [33] nasazen přibližně na šedesáti ze sta superpočítačů.
Souborový systém rozlišuje mezi dvěma základními typy strojů v rámci clusteru – serverem
a klientem. Server je počítač, který podle své role plní určitou funkci v souborovém systému.
Role mohou být tři a jsou určeny konfigurací serveru [32]:
• Managment Server (MGS) – uchovává informace o konfiguraci souborového systému.
Tyto informace získává od serverů a poskytuje je klientům. Data ukládá na Manag-
ment target (MGT). MGT je fyzické úložiště připojené k MGS. Může to být pevný
disk nebo také pole pevných disků RAID.
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• Meta data server (MDS) – ukládá metadata souborů v rámci souborového systému na
jeden nebo více tzv. Meta data target (MDT) ve stejném smyslu jak MGT. Do řady
2.4 mohl souborový systém obsahovat pouze jediný MDT, který šlo sdílet více MDS.
Od řady 2.4 a novější lze provozovat více MDT sdílených mezí více MDS. K MDT
může v jednom okamžiku přistupovat pouze jediný MDS.
• Object storage server (OSS) – ukladá data souborového systému jako objekty. Objekty
jsou ukládány na jeden nebo více Object storage target (OST).
Klient je počítač, který se připojí k souborovém systému a přistupuje k datům, která jsou
na systému uložena. Lustre cluster se skládá nejméně z [32]:
• Metadata a Managment služby MDS/MGS+MDT/MGT
• Jednoho nebo více úložišť objektů OSS+OST
• Jednoho nebo více klientů
Díky tomuto přístupu je snadné systém rozšiřovat a dosáhnout tak úložiště až o velikosti
petabytů uložených dat s propustností stovek GB/s. Výhodou je také to, že stroje se mohou
skládat z komoditního hardware [34]. Pro konfiguraci a komunikaci po síti Lustre používá
modul LNET, který podporuje Ethernet nebo InfiBand síť [32]. Dokumentace uvádí násle-
dující možné parametry systému [32]:
Vlastnost Aktuální praktický rozsah Testováno v produkci
Počet klientů 100-100000 50000+(většina 10000-20000)
Výkon klienta I/O 90% šířky pásma 2GB/s, 1000 meta-op/s
Výkon klientů 2.5 TB/s I/O 240 GB/s I/O
Poměr OSS+OST 1-32 OST na OSS(128TB OST) 8 OST na OSS (16TB OST)
Počet OSS+OST 500 OSS, 4000 OST max. 450 OSS, 1000 4TB OST
Výkon jednoho OSS 5GB/s 2.0+ GB/s
Agr. výkon OSS 2.5 TB/s 240 GB/s
Počet MDS od 2.4 až 4096 MDS a MDT 1 hlavní + 1 záložní
MDS op. create 35000o.p/s 15000op./s
MDS op. stat 100000op./s 35000op./s
Velikost systému 512PB s 4000 ∗ 106 souborů 10 PB s 750 ∗ 106 souborů
Velikost souboru 2.5 PB max. řády TB max.
Tabulka 2.1: Lustre výkon a velikost
Lustre v Blue Waters [15]: Lustre je reálně nasazen ve výpočetním centru Blue Water
firmou Cray poskytující optimalizovaný generický hardware. Tento cluster obsahuje 25766
klientů, kteří dohromady vytváří 1.5 PB operační paměti a maximální výkon 11.6 PF
(peta-flops). Největší datové úložiště je tvořeno 360 OSS a 1440 OST. Dohromady dosahuje
souborový systém velikosti 22 PB s maximální agregovanou propustností 1 TB/s. Klienti
jsou provozování verzí Lustre 1.8.7 a ostatní servery verzí 2.1. Systém dosahuje spolehlivosti
99% díky redundantním cestám ke každé komponentě a redundanci samotných komponent.
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Lustre ukládá soubory jako objekty tak, že je rozdělí na menší fragmenty a ty rozprostře
přes OST podobným způsobem jako RAID 0 u pevných disků [32]. Každý objekt má svůj
unikátní identifikátor FID. Klient pak přes FID nalezne informace o uložení souboru z MDT
a kontaktuje příslušné OSS, na jejichž OST jsou data uložena [32]. Velikost fragmentů,
jejich počet a cílové OST lze nastavit pro každý soubor nebo složku. Soubory a složky
dědí nastavení nadřazené složky. Data jsou prezentována klientům pod jedním přístupovým
bodem, jako jeden konzistentní uložný prostor [32]. Současný přístup k souboru nebo složce
je řešen pomocí tzv. distribuovaného správce zámků (LDLM) [32].
Lustre poskytuje mechanismy pro zajištění spolehlivosti – vlastnosti High-avability a
Fail-over. Integrita dat posílaných po síti je zajištěna pomocí kontrolního součtu [32]. Pro
zotavení ze selhání serverů musí být servery OSS a MDS v párech. Pokud je jeden z páru
nedostupný, tak je nahrazen druhým. Lustre rozlišuje dva přístupy [32]:
• Aktivní/Pasivní pár: jeden z dvojice pracuje, zatím co druhý je v pohotovostním
režimu
• Aktivní/Aktivní pár: oba z dvojice pracují a dělí se o prostředky, které spravují
Na druhou stranu systém neposkytuje žádný mechanismus zajišťující redundanci dat na
softwarové úrovni. Softwarové zajištění redundance dat je plánováno v nadcházejících ver-
zích (2.5, 2.6, 2.7), jak oznámil Andreas Dilger na konferenci LUG13 [34]. Ochrana dat musí
být řešena na nižší úrovni pomocí diskových polí a mechanismu RAID. Pro fyzické uložení
dat na disk je používán výkonnostně upravený souborový systém ext4. Lustre je POSIX
kompatibilní, lze využívat kvót a ACL (Access Control List) [32].
Lustre byl vývojáři otestován na následujících operačních systémech [30]:
• Red Hat Eterprise Linux 6.4 (klient, server)
• CentOS 6.4 (klient, server)
• SUSE Linux Enterprise Server 11 SP2 (klient)
• Fedora F18 Linux kernel (klient)
Pro instalaci Lustre na servery je třeba úprava na specializované jádro. Pro klienty je
úprava jádra volitelná, ale minimální verze, která obsahuje podporu systému je 2.6.32. Dále
je potřeba instalace dalších Lustre modulů a utilit pro servery i klienty [34], které jsou
dostupné v připravených instalačních balících.
2.2 GlusterFS
GlusterFS vznikl jako součást Gluster Project v červenci roku 2005. Od počátku byl soubo-
rový systém navrhován pro snadnou rozšiřitelnost a vysoký výkon. První verze byla vydána
roku 2006 a vedla k první stabilní verzi 1.2.3, která byla zveřejněna rok poté. Tato verze
prokázala uspokojivé výsledky z hlediska výkonu, avšak ne takové, jak se očekávalo. Což
mělo za následek změnu v návrhu, který výrazně zlepšil výkon systému. Po této změně
na sebe GlusterFS upoutal pozornost komunity pro svobodný software a expertů v oblasti
HPC (High-Performance Computing). Od roku 2011 projekt spravuje společnost Red Hat,
která firmu Gluster Inc. odkoupila [27]. Poslední stabilní verze 3.5.0 byla vydána pod GNU
GPLv3 licencí 17.dubna 2014 [3].
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Architektura clusteru se od běžného schématu liší. GlusterFS totiž neobsahuje žádné
metadata servery a díky tomu také odpadá problém centralizovaného bodu selhání. Glus-
terFS lze provozovat na počítačích, které využívají komoditní hardware [27] a lze snadno
rozšiřovat. Díky tomu je možné vytvořit cluster až o velikosti tisíců klientů a několika
petabytů úložného prostoru. GlusterFS se skládá z následujících prvků, které mohou být
propojeny pomocí Ethernetové nebo InfiBand síťě [27][4]:
• Serveru - stroj na který jsou ukládána data
• Klienta - stroj který pracuje s daty
Souborový systém je tvořen skupinou datových serverů, která se označuje jako Trusted
Storage Pool [20]. Nové servery se do této skupiny přidávají pomocí pozvánky (probe) [20].
Přidávání a odebírání serverů ze skupiny je dynamické a lze ho provádět za provozu od
verze 3.1.0 [4]. Základní stavební jednotkou je brick (cihla) – pevný disk na datovém ser-
veru [20]. Brick využívají klasické souborové systémy (ext3, ext4, XFS) a dědí jejich chování
a vlastnosti [20]. Slučováním brick se pak vytváří svazky (volume), které jsou identifiko-
vány jménem zadaným při vytvoření. Svazek tvoří jednotný logický prostor, ke kterému se
připojují klienti [20]. Konkrétní brick na datovém serveru může být členem více svazků [20].
GlusterFS rozlišuje mezi více typy svazků. Typ svazku se specifikuje při jeho vytvoření a
určuje, jak a kam budou data ukládána. Existují tři základní typy, které lze kombinovat [4].
1. Distribuovaný:
• Soubory jsou rovnoměrně distribuovány mezi brick svazku pomocí Davies-Meyer
hash algoritmu
• Složky jsou uloženy na všech brick svazku
• Výpadek brick vede k nedostupnosti jeho dat
2. Replikovaný:
• Data jsou ukládána redundantně mezi brick (minimálně dvojice)
• Synchronní replikace všech změn složek a souborů
• Konzistence zajištěna pomocí transakcí (zamykání)
• Lze nakonfigurovat libovolný počet replik
3. Stripovaný:
• Soubory jsou rozděleny na fragmenty a rozloženy mezi brick svazku
• Doporučeno používat pro vysoce konkurenční prostředí, které pracuje s velmi
velkými soubory
• Selhání brick vede ke ztrátě všech souborů, jejichž fragmenty obsahovala
Výše popsané typy svazků se tvoří pomocí tzv. překladačů (transaltors). Překladače se řadí
za sebe a tvoří graf [4]. Řazením různých překladačů se získá požadovaná funkčnost. Díky to-
muto návrhu lze vytvořit malý cluster pro bezpečné ukládání dat stejně jako velký výpočetní
HPC cluster. Využitím replikovaného překladače lze zajistit vlastnost High-Avability. Pokud
není použita replikace, tak data uložená na selhaném serveru jsou nedostupná, ale systém je
nadále v provozu (Fail-Over). Klienti mohou přistupovat k datům pomocí nativního Gluster
client, NFS nebo SMB/CIFS [4].
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GlusterFS je reálně nasazen například v Pandora Internet Radio [5]. Toto nasazení se
skládá z 18 serverů a dosahuje kapacity přes 250TB s maximální propustností 50GB/s.
Dále v Brightcove (1PB) nebo Partners Healthcare (500TB) [5]. Podle měření, které pro-
vedl Periasamy [1], dosáhl GlusterFS propustnosti 32GB/s pro operaci čtení a 24GB/s pro
operaci zápis. Testovací úloha spočívala v současném zapisování nebo čtení souborů o ve-
likosti 1GB po blocích 1MB. Cluster, který vytvořil, se skládal z 64 serverů a 220 klientů.
Počítače vzájemně propojil pomocí InfiBand sítě rychlosti 10Gb/s.
GlusterFS využívá FUSE (Filesystem in Userspace) [13], který je podporován jádry
verze 2.4.x a 2.6.x [26]. Díky této technologii není při nasazení systému potřeba provádět
úpravu Linuxového jádra. Souborový systém je POSIX kompatibilní a umožňuje použití
POSIX ACL a kvót [4]. Nejlepších výsledků dosahuje GlusterFS pro soubory větší než
16KB (ideálně okolo 128KB) [27]. Zajímavou vlastností je také to, že pokud není použito
stripování, tak data uložená na jednotlivých discích jsou po vyjmutí disku ze serveru a
připojení k počítači čitelná. Gluster lze provozovat na různých linuxových distribucích:
Red Hat Enterprise Linux, Fedora, CentOS a Ubuntu.
2.3 XtreemFS
Jedná se o poměrně nový souborový systém, jehož vývoj začal v roce 2006 v rámci projektu
XtreemOS iniciativou Zuse Institute Berlin. Projekt je od tohoto roku financován grantem
Evropské komise a od roku 2010 také v rámci projektu Contrail [38]. První veřejná verze
0.9.0 byla vydána v srpnu 2008. Verze 1.0 pak o rok později. Aktuální stabilní verzí je 1.4,
která vyšla 13. listopadu 2012 [37].
XtreemFS není považován za souborový systém specializovaný na výpočty. I když dosa-
huje dobré propustnosti, tak se nemůže rovnat specializovaným výpočetním systémům [2].
Soustředí se především na dostupnost a konzistenci ukládaných dat. Na rozdíl od ostatních
zástupců jej lze využívat v rámci WAN sítě a může se skládat ze serverů v různých admi-
nistrativních doménách [2]. S tímto nasazením je spojená nutnost šifrování dat pomocí SSL
a autentizace uživatelů pomocí X.509 certifikátu [2]. Lze stavět na komoditním hardware.
Architektura clusteru je následující [6]:
• Metadata and Replica catalog (MRC) - obsahuje strom složek a metadata souborů.
Spravuje autentizaci a autorizaci k souborům.
• Directory Service (DIR) - obsahuje konfiguraci systému a seznam peerů. MRC s po-
mocí DIR objevuje nově přidané datové servery.
• Object Storage Device (OSD) - obsahuje uložené objekty dat pro paralelní přistup.
XtreemFS je POSIX kompatibilní [2] a jeví se jako klasický NFS s daty pod jedním
přístupovým bodem. Data ukládá jako objekty podobným způsobem jako u RAID 0 pev-
ných disků na OSD. Metada jsou ukládána odděleně na metadata serverech [2]. Za účelem
poskytnutí dostupnosti a odolnosti vůči chybám XtreemFS vytváří repliky veškerých dat a
vnitřně provádí synchronizaci. Pokud dojde k selhání stroje se kterým pracuje nějaká apli-
kace, tak dojde pozastavení, dokud jej nenahradí jiný a aplikace nepozná, že došlo k chybě.
Lze použít dva způsoby replikace dat uložených na OSD:
• Read/Write replikace [2]: Replikovaný soubor se chová stejně jako původní. Lze nad
ním provádět všechny operace a data jsou uchovávána v konzistentním stavu mezi
replikami. Aplikace nepozná, jestli pracuje s původním nebo replikovaným souborem.
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Využívá se označení replik jako primární a záložní. Primární replika je určená doho-
dou všech OSD, které obsahují daný soubor. Replice je pak přidělena tzv. výpůjčka
(lease) a na určitý čas se stává primární. Výpůjčka se periodicky obnovuje a pokud
nedojde k obnovení, tak je zvolena nová primární replika. Primární replika komuni-
kuje s ostatními a kontroluje, zda jsou data konzistentní. Úpravy se provádí pouze na
primární replice, která je šiří dále na záložní. Číst lze z jakékoliv repliky. Existují dvě
politiky replikace WqRq a WaR1. WqRq lze provozovat minimálně na třech OSD. Do-
káže se zotavit pokud je dostupná většina replik (např. 2 ze 3), které zůstávají nadále
plnohodnotné. WaR1 se vyžívá pro replikaci mezi dvěma OSD. Pokud jedna replika
selže, tak data jsou dostupné z druhé, ale pouze pro čtení. Read/Write replikace vy-
těžuje OSD udržováním primární repliky a interní komunikací při operaci zápis. Proto
je doporučeno používat maximálně deset replik a poté využít jen Read-Only replikaci.
• Read-Only replikace [2]: Repliky jsou pouze pro čtení. Nelze je tedy modifikovat a
proto není potřeba vzájemné synchronizace. Read-Only repliky mohou být buď plné
nebo částečné. Částečné repliky jsou zpočátku prázdné. Při požadavcích na čtení se
plní požadovanými daty. Pro snížení latence se následující objekty načítají v předstihu.
MRC a DIR využívá Read/Write replikaci [2]. XtreemFS podporuje verzování souborů a
asynchronní vytváření snímků metadat (za běhu na pozadí [38]).
XtreemFS zatím není používán v produkčním prostředí a limity systému nejsou zcela
známy. Souborový systém může obsahovat až desítky milionů souborů dle FAQ [36]. Systém
lze provozovat na většině linuxových distribucích (RHEL, Fedora, SuSE, Mandriva) [2].
Implementace využívá FUSE a proto není nutné provádět úpravu jádra, pouze provést
instalaci připravených balíků. Na strojích pro servery musí být nainstalován Sun Java JRE
1.6.0 nebo novější [2]. Klienti musí minimálně splňovat následující: FUSE 2.8 nebo novější,
boost 1.35 nebo novější, openSSL 0.9.8 nebo novější, libattr a linuxové jádro minimálně
řady 2.6. Pro optimální výkon je doporučováno využít FUSE verze 2.8 a jádro 2.6.26 nebo
novější [2].
2.4 CephFS
Ceph vytvořil Sage Weil v rámci své disertační práce pod vedením Prof. Scott A. Brandta
na Jack Baskin School of Engineering at University of California, Santa Cruz [21]. Po
dokončení studia roku 2007 Weil pokračoval ve vývoji. Utvořil tým jehož součástí jsou také
Yehuda Sedeh Weinrab a Gregory Farnum. Tito a další vývojáři vydali několik verzí pod
názvy Argonaut, Bobtail, Cuttlefish, Dumpling, Emperor. Poslední verzí je Emperor 0.75,
která byla vydána 15. ledna 2014 pod LGPL licencí jako svobodný software [24]. Za poslední
stabilní verzí je považován Emperor 0.72.2, který byl vydán 9. listopadu 2013. Ceph je od
roku 2012 také součástí Inktak Storage, kde je dostupný v enterprise verzi [31].
CephFS je jeden ze tří způsobů přístupu k datům uložených v Ceph Storage Cluster.
Cluster je nutné rozšířit navíc o alespoň jeden MDS (metadata server), na který se ukládají
metadata souborů [25]. CephFS je POSIX kompatibilní a data ukládá na klasické souborové
systémy ext3, ext4, xfs, nebo btrfs [25]. Pro připojení k souborovému systému se využívá
FUSE nebo zabudovaný kernel modul, které využívají knihovnu librados [25]. Dle dokumen-
tace CephFS není v současné době vhodný pro produkční použití. Pro zajištění dostupnosti
metadat je démon ceph-mds distribuován na více MDS [25]. A to tak, že jedna instance
ceph-mds je v případě selhání hlavního MDS připravena v záložním režimu na redundant-
ním MDS převzít kontrolu [25]. Dalším přistupem je použití více aktivně běžících instancí
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démona ceph-mds na více MDS serverech. MDS servery si pak mezi sebe rozdělují adre-
sářový strom na podstromy, nebo v případě jednoho velkého vytíženého adresáře na jeho
menší části. Každý z nich pak spravuje svůj podstrom nebo část, a tím je zátěž efektivně
rozdělovaná mezi více MDS [25].
Ceph Storage Cluster se skládá z Ceph Node. To je počítač, který je tvořen z komo-
ditního hardware [25]. Ceph Node spolu v rámci clusteru komunikují za účelem replikace
a distribuce dat [25]. Zajištění dostupnosti dat můžeme dosáhnout obsažením Ceph Mo-
nitoru, který spravuje Ceph Node v rámci Ceph Storage Clusteru. Pracuje s tvz. cluster
mapou[25]. Cluster mapa obsahuje informace o tom, jaké OSD (object storage device) se
nachází v clusteru a jak se na ně ukládají data. Mapa je replikována na každý prvek clusteru
a obsahuje tzv. epochy. Pokud selže některý prvek clusteru, tak dojde ke změně epochy a
ta je šířena clusterem. Protože cluster může dosahovat velkého počtu prvků, tak se provádí
jen inkrementální úpravy. Selhání prvků je řešeno pomocí tzv. heartbeat zpráv mezi logicky
spojenými prvky [22].
Ceph Storage Cluster je založen na technologii RADOS (Reliable, Automatic, Distrbu-
ted Object Store) [25]. RADOS poskytuje konzistentní přístup k datům a umožňuje prv-
kům clusteru semi-automatickou samosprávu, detekci chyb a zotavení z chyb pomocí cluster
mapy [22]. Data jsou v rámci RADOS pseudonáhodně ukládána na OSD servery [22]. Pokud
je přidán nový OSD, je na něj automaticky přesunut náhodný vzorek dat, aby byla data
rovnoměrně rozložena. Díky tomu jsou OSD rovnoměrně vytíženy. Tuto funkčnost provádí
CRUSH algoritmus [22]. Algoritmus používají klienti, aby určili, kam mají data uložit a
také OSD pro replikaci uložených dat. Každý objekt je nejdříve mapován do tzv. PG (Place-
ment Group) – logický celek objektů, který je replikován na stejná zařízení [22]. PG je určen
pomocí hashe z názvu souboru, požadovaného počtu replik a bitové masky, která určuje
počet PG v systému [22]. Pokud dojde ke změně prvků clusteru tak PG se nemění [22].
PG jsou součástí tzv. Pools, které definují pravidla CRUSH algoritmu, přístup a vlastnictví
objektů, počet replik a počet PG. RADOS podporuje tři přístupy k replikaci [22]:
• Primary copy - zpracovává čtení a zápis na primární replice a paralelné posílá změny.
• Chain - zápis na první repliku a dále postupně posílá změny na další. Čtení z poslední
repliky.
• Splay - Spojení dvou předchozích. Zápis na primární repliku, která rozesílá paralelně
změny a čtení je prováděno z poslední repliky.
Data jsou stripována za účelem navýšení propustnosti I/O operací. Stripování v Ceph se
nejvíce podobá přístupu RAID 0 u pevných disků [25]. Data jsou stripována mezi objekty
Ceph Storage Cluster [25]. Způsob stripování definují následující vlastnosti [25]:
• Velikost objektu - Objekty v Ceph Storage Cluster jsou nejmenší logickou jednot-
kou, se kterou se pracuje a mají konfigurovatelnou maximální velikost. Měla by být
dostatečně velká, aby mohla obsáhnout větší počet fragmentů.
• Velikost fragmentu - Konfigurovatelná velikost fragmentu, na které se bude soubor
dělit. Ceph z fragmentů tzv. stripe. Velikost fragmentu by měla být zlomkem velikosti
objektu.
• Počet stripe - Určuje počet objektů mezi které se prokládají fragmenty. Vytváří tzv.
stripe v množině objektů. Prokládání probíhá sekvenčně dokud není vloženo do po-
sledního objektu množiny a pak se opět cyklicky začíná od prvního objektu. Až jsou
zaplněny všechny objekty množiny, tak ukládání pokračuje na další množině.
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Autoři systému doporučují nasazení na nových distribucích Linuxu s jádrem v3.6.6,
v3.4.20 nebo novějším stabilním ze série v3.6 či v3.4 [25]. Pokud je použit souborový sys-
tém btrfs je doporučeno používat Linuxové jádro alespoň v3.5 nebo novější [25].Pokud se
používají jiné systémy než btrfs (XFS, ext4), kdy na jednom serveru běží více než jeden
ceph-osd démon. Tak Ceph dosahuje výrazně lepších výsledků s syncfs(2) systémovým volá-
ním, které bylo přidáno do jádra od verze 2.6.39 [25]. Následující tabulka uvádí podporované
distribuce pro verzi Emperor 0.72:
Distribuce Verze Jádro Poznámka
Ubuntu 12.04 linux-3.2.0 (a)(b)
Ubuntu 12.10 linux-3.5.4 (b)
Ubuntu 13.04 linux-3.8.5
Debian 6.0 linux-2.6.32 (a)(b)(c)
Debian 7.0 linux-3.2.0 (a)(b)
CentOS 6.3 linux-2.6.32 (a)(b)
RHEL 6.3 linux-2.6.32 (a)(b)
Fedora 18.0 linux-3.6.0
Fedora 19.0 linux-3.10.0
OpenSuse 12.2 linux-3.4.0 (b)
a Výchozí jádro obsahuje starší verzi btrfs. Potřeba patch na doporučené jádro nebo použití XFS
či ext4.
b Výchozí jádro obsahuje starší verzi Ceph klienta. Potřeba patch na doporučené jádro.
c Výchozí jádro nepodporuje systémové volání syncfs(2). Nižší výkon při použití více ceph-osd
démonů na XFS či ext4.
Tabulka 2.2: Podporované Linuxové distribuce pro verzi Emperor 0.72 [25]
Ceph je reálně nasazen například v Dream Objects, který slouží jako cloudové úložiště [12].
Dosahuje velikosti přes 2PB a skládá se z více než 900OSD. Využívá třínásobné replikace
a souborový systém XFS [12]. Podle průzkumu [19], který provedl Ceph v únoru 2013 a
zúčastnilo se jej 81 respondentů, dosahuje většina clusterů celkové velikosti méně než 50TB
a průměrná velikost je 72TB. 37% respondentů uvedlo využití jako privátní cloud, 16%
veřejný cloud, 20% pro zálohy dat, 14% pro HPC a zbylých 13% se nevyjádřilo. Většina
respondentů uvedlo, že pro nasazeni CephFS použili linuxovou distribuci Ubuntu.
2.5 GPFS
GPFS (IBM General Parallel File System) se utvářel z několika projektů. Prvním byl Tiger
Shark file system, který byl součástí výzkumu IBM v roce 1993 [7]. Jeho koncept se za-
měřoval na vysokou propustnost multimediálních aplikací a ukázal se vhodný pro vědecké
výpočty. Dále Vesta filesystem, který byl vyvíjen v Thomas J. Watson Research Center
firmy IBM v letech 1992-1995 [7]. Tento projekt byl komercializován pod názvem PIOFS
roku 1994 a dále vedl roku 1998 ke vzniku GPFS [7]. Poslední stabilní verzí je 3.5.0.15,
která byla vydána v 27.listopadu 2013 [29]. Jedná se o proprietární software.
Systém je navržen pro vysokorychlostní paralelní zpracování dat. Umožňuje aplikacím
současný přístup k datům přes POSIX kompatibiliní rozhraní [8]. Konzistence dat a meta-
dat je zajištěna pomocí sofistikovaného distribuovaného správce zámků [8]. O zamykání se
stará skupina určených serverů (jeden a více). Zamykání se provádí na blok (rozsah n bytů)
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souboru [8]. Více klientů tak může současně přistupovat k jednomu souboru. GPFS pod-
poruje ukládání dat na disková pole v rámci SAN infrastruktury [8]. Data jsou ukládána
stripovaně přes všechny úložiště [8], což zajišťuje distribuci dat a také umožňuje para-
lelní přístup. Pokud je nějaké úložiště odebráno nebo naopak přidáno, tak je provedena
redistribuce dat z, respektive na toto úložiště. Redistribuce může být automatická nebo
plánovaná [8]. Metadata lze ukládat odděleně na vyhrazené servery nebo přímo k prvkům,
které obsahují daná data [8]. Princip těchto přístupů není dokumentován. Data jsou klien-
tům prezentována jako celek pod jedním přístupovým bodem. Přístup k datům je možné
řídit pomocí kvót a ACL [8].
Zajištění dostupnosti dat a služeb je řešeno pomocí redundance strojů plnících kritickou
funkci a duplikace ukládaných dat a metadat. GPFS podporuje synchronní a asynchronní
replikaci [8]. Replikace lze provádět nad jednotlivými soubory, skupinou souborů nebo celým
souborovým systémem [8]. Replikace se provádí v rámci tzv. Fail groups, které jsou spe-
cifikované administrátorem. Stav zařízení je neustále sledován a pokud dojde k nějakému
selhání, GPFS automaticky provede kroky vedoucí k nápravě [8]. Dále GPFS podporuje
provádění snímků systému, které lze využít například při nechtěném smazání dat [8].
Firma IBM vytváří specializovaný hardware pro ukládání dat, který je optimalizovaný
přímo pro GPFS. Tento hardware je součástí tzv. GPFS Native Raid [8]. Pro správu uklá-
dání dat GPFS použává sadu nástrojů ILM (Information Lifecycle Managment) [8]. S jejich
pomocí lze definovat kam se budou ukládat data jistého typu a jak se bude systém chovat
při určitých stavech. Například pravidlo mazání dat starších třiceti dnů. Toto chování se
definuje pomocí jazyka vycházejícího ze SQL [8].
Limity [28]: Počet prvků clusteru pro Linux architekturu x86 je 9300. Největší reálné na-
sazení 5000. K clusteru může být připojeno maximálně 16384 klientů. Velikost souborového
systému je maximálně 299B, největší testovaná velikost byla okolo 18PB (v2.3). Maximální
počet souborů v systému je 264 a testováno bylo 9 miliard (v3.4). Pro verzi 3.5.0.7 lze pou-
žít maximálně 3 repliky a Linuxové distribuce s 64-bitovým jádrem. Disky jsou po vyjmutí
z GPFS clusteru a připojení k lokálnímu stroji nerozeznatelné a zobrazují se jako nepoužité
médium. GPFS v3.5 je podporován následujícími operačními systémy: AIX, Red Hat (6,5),
SUSE (11,10), Debian (6) a Windows Server 2008. Pro Linux je doporučováno jádro 2.6.30
nebo novější.
2.6 GFS2
Vývoj GPS (Global File System) začal roku 1995 profesorem Matthew O’Keefe a skupinou
studentů na University of Minnesota [11]. První verze byla implementována pro operační
systém IRIX firmy SGI, ale roku 1998 byla přenesena na Linux. Na přelomu roku 1999 a
2000 projekt převzala firma Sistina Software a v roce 2001 se ze svobodného softwaru stal
proprietární. Sistina Softwere koupila v roce 2003 firma Red Hat a o rok později vydala verzi
pod GPL licencí [11]. Red Hat zpravovala GFS a vzniklo GFS2, obsahující distribuovaného
správce zámků. GFS2 bylo v Red Hat Enterprise Linux 5.2 jako modul jádra. Od verze 5.3
se stalo součástí jádra. Aktuální verze je obsažená v jádru distribuce v RHEL 6.4 [35].
GFS2 byl vytvořen jako 64-bitový clusterový souborový systém [35]. Umožňuje více ser-
verům současný přístup k datům v rámci SAN (Storage Area Network), jako k běžnému
sdílenému souboru s POSIX sémantikou. Systém využívá distribuovaná metadata a žurná-
lování [35]. Každý prvek clusteru si vede vlastní žurnál, do kterého jsou zapisovány změny
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metadat [14]. Současný přístup ke sdíleným zdrojům je řešen pomocí DLM (Distributed
Lock Manager), který pracuje s tzv. glocks [35]. Rozlišuje více módů, které určují k ja-
kému účelu je zámek využit [35]. Například sdílený zámek pro operace čtení, který data
zpřístupňuje více serverům zároveň.
Cluster je řízen pomocí CCSD (Cluster Configuration System daemon), který synchro-
nizuje změny konfigurace administrátorem mezi všemi prvky [14]. Komunikuje s CMAN
(Cluster Manager), který sleduje stav prvků clusteru pomocí periodického rozesílání zpráv [14].
Pokud na zprávu nedostane odpověď, tak daný prvek vyřadí z clusteru. CMAN tak před-
chází možnosti, kdy část clusteru ztratí spojení se zbytkem a nelze synchronizovat přístup
k datům, což by vedlo k nekonzistenci dat. Obě služby fungují jako démon na každém
prvku clusteru. Logické spojení úložišť zajišťuje tzv. CLVM (Cluster Logical Volume Ma-
nager) [14]. GFS2 umožňuje změny ve velikosti systému za běhu.
Tento systém není vhodný pro velké clustery. Podporuje úložný prostor maximálně
o velikosti 100TB pro 64-bitovou architekturu a 16TB pro 32-bitů [35]. Cluster se může
skládat minimálně ze 2 a maximálně z 16 prvků [35]. Zátěž, kterou zvládá systém nejlépe je
sekvenční čtení a zápis. Naopak nejhůře náhodný přistup. Architektura neobsahuje žádné
centralizované metadata servery, které by mohli tvořit úzké místo nebo centralizovaný bod
selhání. Pro zajištění dostupnosti spoléhá na kvalitní SAN infrastrukturu a disková úložiště.
Nepodporuje redundanci dat ani snímky systému. Pro řízení přístupu k datům umožňuje
využít kvót a ACL [35].
2.7 PVFS2 (OrangeFS)
PVFS2 je nástupcem PVFS (Parallel Virtual File System), který vznikl v roce 1993 pod
vedením Walta Ligona a Erica Blimera jako součást grantu NASA pro studii I/O vzorů
paralelních programů [16]. PVFS2 byl vydán roku 2003 a PVFS definitivně zanikla roku
2005 [16]. Od roku 2008 se od PVFS2 odtrhla nová verze OrangeFS [16]. Oba systémy byly
vyvíjeny souběžně a vzájemně se doplňovaly. Až v roce 2010 bylo oznámeno, že OrangeFS
je považován za nástupce PVFS2 [16]. Poslední vydanou verzí je 2.8.7 (1. prosince 2012)
pod LGPL licencí.
OrangeFS se zaměřuje na paralelní výpočty pro výzkumné účely. Není vhodný pro trvalé
ukládání dat například domovských adresářů. Souborový systém je tvořen servery (proces
pvfs2-server) [17]. Podle konfigurace může server plnit dvě role [17]: medata server a data
server. Datové servery ukládají data lokálně na disk formátovaný běžným souborovým systé-
mem (ext3, XFS, aj.) [10]. Soubor je rozdělen na části, které jsou prokládány mezi úložiště.
Metadata jsou ukládány do Berkeley DB databáze a jsou distribuovaná mezi metadata
servery [17]. OrangeFS je navržen pro využití komoditního hardware a klasické TCP/IP
síťě. Lze využít i specializovanou SAN infrastrukturu a sítě InfiBand či Myricom GM. Data
uložená na serverech jsou přístupná klientům přes dva druhy rozhraní. Klasické rozhraní
využívá funkce z načteného modulu jádra v procesu pvfs2-client, který běží na klientovi [17].
Druhé rozhraní, které lze využít je MPI-IO (Message Passing Interface) [17]. Toto rozhraní
tvoří API, které nepřenáší data přes operační systém ani nekomunikuje s pvfs2-client a
podporuje paralelní I/O operace.
Interakce mezi klienty a servery je následující. Při spuštění klient kontaktuje některý
pvfs2-server, který mu poskytne informace o souborovém systému. Přístup k datům se pak
podobá NFS [17]. Z názvu souboru se vytvoří reference na soubor, přes kterou se přistupuje
k datům [17]. Pokud platnost reference vyprší, tak server odmítne provést požadovanou ope-
raci a pošle odpověď, že reference je již neplatná [17]. OrangeFS neudržuje stav otevřených
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souborů na straně serveru [17]. Pokud tedy klient selže, tak nedochází ke ztrátě nějakého
sdíleného stavu. Tyto informace jsou ukládány na straně klienta [17]. Kvůli tomu vzniká
nedostatek, že pokud má klient otevřený soubor a jiný klient soubor odstraní, tak soubor
je odstraněn i pro prvního klienta [17] (klienti neví v jakém stavu jsou soubory).
OrangeFS neposkytuje POSIX sémantiku a nezaručuje atomický zápis do nepřekrývají-
cích se regiónů ani nesouvislých nepřekrývajících se regionů [17]. OrangeFS nevyužívá žádný
systém zamykání [17]. Konzistenci systému řeší pomocí uspořádávání operací. Vyskytuje se
problém s velkým počtem souborů v jedné složce, který vede k vytěžování metadata ser-
veru, protože metadata jsou distribuována podle složek [10]. Ochrana dat musí byt řešena
na hardwarové úrovni. Při selhání serveru jsou data na něm uložená nedostupná, ale sys-
tém zůstává funkční [17]. Takováto selhání lze ošetřit pomocí speciální konfigurace a složení
clusteru s využitím Heartbeat softwaru [17]. Limity systému nejsou dokumentovány.
OrangeFS lze zprovoznit na jakékoliv verzi Linuxu s jádrem 2.6 a vyšším [16]. Avšak
je potřeba nainstalovat další podpůrné balíky. Otestován byl na následujících operačních
systémech [16]:
• RHEL/CentOS x86 a x86 64 (3.9, 4.9, 5.6, 6.0)
• OpenSuSE x86 a x86 64 (11.2, 11.3, 11.4)
• Fedora x86 a x86 64 (13, 14, 15)
2.8 pNFS
Vývoj pNFS (Parallel Network File Sharing) začal na podnět firmy Panasas v roce 2003 [23].
Ke vzniku pNFS vedly nedostatky klasického NFS při použití ve spojení s rozsáhlými dato-
vými clustery. Mimo tyto nedostatky je také snaha sjednotit přístup k takovým clusterům
pro uživatele, tak aby nebyli závislí na konkrétní implementaci clusteru. Výsledkem jsou
standardy RFC 5661 až RFC 5664 z roku 2010 [23], které popisují komunikační protokol a
principy paralelního přístupu ke sdílenému úložnému prostoru.
pNFS je volitelné rozšíření NFS4.1 [23]. Odstraňuje problém klasického NFS, kdy veš-
kerý datový tok prochází přes NFS server. Tento server se stává u větších clusterů úzkým
místem a výrazně zpomaluje propustnost I/O operací. pNFS tento nedostatek odstraňuje
přímou komunikací mezi klienty a datovým úložištěm při přenosu dat. NFS server slouží
pouze pro řízení metadat a koordinaci přístupu k datům.
Klient, který chce pracovat se souborem, nejdříve kontaktuje metadata server. Meta-
data server klientovi odpoví mapou, kde se data nachází spolu s jeho právy k přístupu. Poté
klient paralelně komunikuje s cíly, kde se data dle mapy nachází [23]. Spojením pNFS spolu
s dalšími vlastnosti v rámci NFSv4, jako zamykání souborů, zachovávání stavů pomocí se-
zení a replikace dat, lze očekávat využití v oblasti HPC nebo cloudových datových službách.
V současné době však není tento standart plně implementován a postupně se přidává do
Linuxového jádra.
2.9 Shrnutí
Všechny uvedené souborové systémy umožňují paralelní přístup k datům za účelem zvýšení
propustnosti I/O operací. Každý systém toho dosahuje jiným způsobem, ale základní my-
šlenka distribuce dat a paralelního přístupu je pro všechny společná. Systémy se liší ve
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způsobu zpracování metadat, který může být centralizované nebo distribuované. Dále ka-
ždý systém prezentuje vlastní přístup k zajištění dostupnosti ukládaných dat a způsobu
řešení různých selhání. Selhání strojů se řeší redundantním využití v páru. Selhání síťových
spojů se musí řešit redundantními cestami. Data na fyzické úrovni bývají chráněná v polích
disků RAID. Některé systémy navíc provádí softwarovou redundanci dat tedy, že data jsou
ukládaná redundantně pomocí replikace. Všechny systémy kromě GPFS mohou pracovat
s komoditním hardware, ale za cenu nižší integrace a spolehlivosti (pokud není například
využito ochrany dat pomocí RAID). Využití komoditního hardware je však méně nákladné
a při správném nasazení lze dosáhnout uspokojivých výsledků. Systémy také řeší způsob
zajištění konzistence dat při současném přístupu klientů a síťových přenosech. Toto je často
řešeno pomocí zámků a kontrolních součtů. Nebo jako u PVFS2 ji neřeší vůbec a konzis-
tence je ponechána na aplikaci. V následující tabulce jsou přehledně uvedeny fakta o výše
popsaných paralelních souborových systémech.
Vlastnost Lustre Gluster
Xtreem Ceph GPFS GFS2 PVFS2
(a) (b) (c) (d) (e)
High-Avability ano ano ano ano ano ne ne(h)
Fail-over ano ano ano ano ano ano ano
Softw. redund. ne(f) ano ano ano ano ne ne(h)







Online úprav. ano ano ano ano ano ne ne
Aut. rebalanc. ne ne ne ano ano ne ne
a Zaměřuje se na WAN sítě a replikaci mezi lokálními clustery.
b Dle dokumentace zatím není vhodný pro produkční použití.
c Jako jediný z uvedených je proprietární.
d Jedná se sice o svobodný software, ale pro reálné nasazení je vhodné použít entrprise verzi firmy
Red Hat v rámci Red Hat Cluster.
e Na rozdíl od ostatních není plně POSIX kompatibilní. Není vhodný pro dlouhodobé ukládání
dat (např. domovské složky).
f Plánováno v nadcházejících verzích.
g Největší zaznamenaná velikost souborového systému v reálném nasazení.
h Specifický patch jádra pro Lustre server. U klientů volitelný.
i Speciální konfigurací a kombinací s heartbeat softwarem lze zajistit.
Tabulka 2.3: Shrnutí vlastností popsaných paralelních souborových systémů
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Kapitola 3
Popis instalace a konfigurace
zvolených systémů
Po konzultaci s panem Ing. Tomášem Kašpárkem, vedoucím této práce, jsme ze zástupců
paralelních souborových systémů popsaných v kapitole 2 zvolili: Lustre (2.1), GlusterFS
(2.2) a CephFS (2.4). V této kapitole se budeme věnovat testovacímu hardwaru, procesu
instalace zvolených paralelních souborových systému na testovací sestavu a jejich konfigu-
raci.
Lustre je z popisovaných systémů považován ze nejvíce rozšířený. Má dlouhou tradici
a je hojně využíván v produkčním prostředí, kde dosahuje dobrých výsledků. Poskytuje
možnost zajištění dostupnosti dat při selhání stroje v clusteru pomocí redundance stejně
jako zotavení z chyb. Jeho nevýhodou je nutnost instalace upraveného linuxového jádra pro
servery (i klienty). Také nepodporuje softwarovou redundanci dat, která lze tak chránit jen
pomocí diskových polí RAID. Systém se soustředí především na zvládání velkých souborů.
GlusterFS byl zvolen pro svoji nízkou invazivnost. Nevyžaduje úpravu linuxového jádra
a na datových discích využívá klasické neupravené souborové systémy. Také jako jediný
nepoužívá centralizovaný medata server. Pomocí replikace umožňuje softwarovou redun-
danci a tím poskytuje dostupnost dat při selhání. Zajímavou vlastností je také čitelnost dat
z pevných disků datových serverů i po vyjmutí ze systému (pokud není použito stripování).
Data tak lze z disků získat v situaci, kdy není systém z nějakého důvodu možné uvést do
provozu. Od verze 3.1.0 lze provádět úprávy v clusteru i za běhu systému. GlusterFS je
intenzivně vyvíjen společností Red Hat a bylo oznámeno jeho zahrnutí do distribuce Red
Hat Enterprise Linux. Dá se tak očekávat, že systém bude nadále podporován a jeho využití
se bude v produkčním prostředí rozšiřovat. GlusterFS umožňuje využití jak pro výpočetní
clustery, tak jako spolehlivé datové úložistě.
Posledním ze zvolených je CephFS. Jedná se velmi nový projekt, který ve své enter-
prise verzi vchází na scénu paralelních souborových systémů. Je dostupný i pod svobodnou
licencí, ale přirozeně neobsahuje veškeré enterprise utility, které ulehčují správu a konfigu-
raci systému. Stejně jako Lustre a GlusterFS umožňuje zajištění High-Avability a Fail-Over
pomocí technologie RADOS. Podobným způsobem jako Lustre pracuje s objekty a proto
nejsou data na discích vyjmutých ze systému čitelná. Zajímavou vlastností, kterou se od
ostatních liší, je funkce automatického rebalancování, kdy data jsou při změnách v clusteru
automaticky redistribuována mezi stroje. Nevýhodou je, že CephFS zatím není doporu-




V laboratoři na půdě Fakultky informačních technologií Vysokého učení technického v Brně
bylo připraveno pět počítačů. Tyto počítače byly propojeny pomocí Ethernetové sítě rych-
losti 1Gb/s přes Ethernetový přepínač HP ProCurve 1800-8G J9029A. Všechny počítače
mají následující hardwarovou specifikaci:
• Procesor: 3.5GHz Intel Core i3-4330 (2 jádra)
• Pamět: 2x4GB 1600MHz RAM
• Pevný disk: 750GB WD7502ABYS 7200RPM 32MB Cache SATA 3.0Gb/s
• Síťová karta: 1Gb/s Intel Ethernet Connection I217-V
Vznikl tak malý cluster, který byl pomocí SSH spojení na jeden z pěti strojů, na který byla
přidána síťová karta, přístupný vzdáleně přes internet.
3.2 Lustre
Na všechny stroje z testovací sestavy (viz podkapitola 3.1), byl nainstalován operační sys-
tém CentOS 6.5. Pro systémový oddíl bylo vyhrazeno 20GB prostoru a zbytek byl pone-
chán pro využití paralelnímu souborovému systému. Na tři počítače byl nainstalován lustre
software pro server 1 a na zbylé dva pro klienta2. Všechny počítač vyžadovaly úpravu li-
nuxového jádra. Pro automatickou instalaci a konfiguraci systému byly implementovány
skripty lustre-install.sh a lustre-conf.sh. Role počítačů v clusteru (viz podkapitola
2.1) jsou znázorněny na obrázku 3.1.
Obrázek 3.1: Role počítačů Lustre clusteru
Ukázka vytvoření sdíleného oddílu MGT a MDT: [32]
mkfs.lustre --fsname=lustre --mgs --mdt --index=0 /dev/sda2
Ukázka vytvoření datového oddílu OST0: [32]




Ukázka připojení klienta k souborovému systému: [32]
mount -t lustre 10.0.0.1@tcp0:/lustre /mnt/lustre
Parametry vytvořeného paralelního souborového systému:
• Velikost: ∼1.4TB (2 x 729GB OST)
• Teoretická maximální propustnost klienta: ∼125MB/s
• Teoretická agregované propustnost systému: ∼250MB/s
Pro konfiguraci systému z pohledu uživatele slouží nástroj lfs [32], pomocí kterého lze
nastavit chování systému vůči souboru nebo složce. Lze nastavit počet, velikost a posunutí
stripů. Posunutí stripů určuje od kterého OST bude stripování začínat. Výchozí hodnotou
je -1, která značí, že Lustre sám zvolí počáteční OST dle interního rozhodnutí. Výchozí
hodnotou velikosti stripu je 1MiB a počet 1 tj. soubor je celý uložen v rámci jednoho OST.
Pro velké soubory byla zvolena konfigurace stripování mezi OST0 a OST1 (viz obrázek 3.1).
Ostatní hodnoty byly ponechané výchozí. Mimo jiné lze pomocí lfs nastavit kvóty, vypsat
využití prostoru systému aj.
Ke konfiguraci Lustre z pohledu administrátora slouží nástroj lctl [32], kterým lze nasta-
vit například interní síť Lustre. Slouží jako rozhraní pro usnadnění úpravy konfiguračních
souborů.
3.3 GlusterFS
Jako operační systém byl opět zvolen CentOS 6.5, který byl nainstalován na systémový
oddíl velikosti 20GB. Na dva počítače byl nainstalován Gluster software verze 3.5.0 pro
server a na další dva pro klienty. Balíky jsou dostupné online na domovské stránce systému3.
Pro automatickou instalaci a konfiguraci souborového systému byly implementovány skripty
gluster-install.sh a gluster-conf.sh. Byly využity pouze čtyři z pěti počítačů, protože
koncept systému neobsahuje metadata server. Nevyužitý počítač sloužil pro spouštění testů
nad clusterem. Tuto funkci v případě ostatních souborových systémů plnil metadata server.
Výsledný cluster je znázorněn na obrázku 3.2.
GlusterFS podporuje tři typy svazků (distribuovaný, replikovaný a stripovaný), jak
bylo popsáno v podkapitole refsec:gluser. Pro testování výkonu byl vytvořen svazek dis-
tribuovaný a poté stripovaný. K otestování spolehlivosti byl použit svazek distribuovaný a




Obrázek 3.2: Role počítaču v GlusterFS clusteru
Ukázka formátování brick datového serveru:
mkfs.xfs -f -i size=512 /dev/sda2
Ukázka vytvoření svazků: [4]
#distribuovany
gluster volume create gv0 pc2:/export/brick0 pc3:/export/brick1
#stripovany
gluster volume create gv0 strip 2 pc2:/export/brick0 pc3:/export/brick1
#replikovany
gluster volume create gv0 replica 2 pc2:/export/brick0 pc3:/export/brick1
Ukázka připojení ke svazku pomocí Gluster klienta: [4]
mount.glusterfs pc2:/gv0 /mnt/gluster/
Parametry vytvořeného systému pro distribuovaný a stripovaný svazek:
• Velikost: ∼1.4TB (2 x 729GB brick)
• Teoretická maximální propustnost klienta: ∼125MB/s
• Teoretická agregované propustnost systému: ∼250MB/s
Ke správě a konfiguraci systému slouží Gluster Console Manager (nástroj gluster) [4].
S jeho pomocí lze vytvářet, spouštět, zastavovat svazky. Také rozšiřovat svazek o nové
brick nebo je naopak odebírat a také zcela odstranit svazek. V neposlední řadě slouží ke
konfiguraci parametrů svazku. Například k nastavení velikosti stripu pro stripovaný svazek,
která byla nastavena na 1MiB.
3.4 CephFS
Ceph byl nasazen na operačním systému CentOS 6.5, pro který byl opět vyhrazen oddíl
velikosti 20GB. K nasazení byla využita utilita ceph-deploy [25]. S její pomocí byl na všechny
stroje nainstalován software Ceph verze Emperor 0.72.2. Ceph Storage Cluster tvoří tři
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stroje a zbylé dva byly využity jako klienti. Klienti byli provozováni na linuxovém jádře
3.10.38-1. Role všech počítačů v clusteru jsou znázorněny na obrázku 3.3.
Výchozí konfigurace pro CephFS využívá vždy replikaci. Testy byly provedeny pro vý-
chozí nastavení systému utilitou ceph-deploy. Následně bylo upraveno nastavení systému
tak, aby nevyužíval replikaci a všechny testy byly zopakovány.
Obrázek 3.3: Role počítaču v CephFS clusteru
Ukázka formátování osd datového serveru:
mkfs.xfs -f -i size=512 /dev/sda2
Ukázka připojení ke CephFS: [4]
sudo mount -t ceph 10.0.0.1:6789:/ /mnt/ceph
Parametry vytvořeného CephFS:
• Velikost: ∼1.4TB (2 x 729GB OSD), ∼729GB s replikací
• Teoretická maximální propustnost klienta: ∼125MB/s
• Teoretická agregované propustnost systému: ∼250MB/s
K monitorování stavu a správě Ceph Storage Cluster slouží utilita ceph [4]. S její pomocí
lze provádět změny v nastavení systému, které jsou šířeny na všechny prvky clusteru. Kli-
entské stroje používají ke konfiguraci CephFS utilitu cephfs. Umožňuje nastavovat chování
přístupu a rozložení dat na Ceph Storage Cluster.
Ukázka konfigurace CephFS bez využití replikace:
ceph osd pool set data size 1
ceph osd pool set metadata size 1
Přepočet PG byl upraven na 256, dle doporučeného vzorce PG = OSDs∗100replcount [4], jehož
výsledek se zarovná nejbližší vyšší násobek 2. Velikost fragmentu byla nastavena na 1MiB.
Počet objektů stripu byl nastaven na 4 a velikost objektu byla ponechána 4MiB. Což zna-
mená, že z 1MiB fragmenty byly prokládány mezi 4 objekty a vznikaly tak 4MiB stripy.
Maximálně se na 4 objekty velikosti 4MiB vešly 4 stripy a pak se pokračovalo na jiných




V této kapitole ude popsán nvrh sady testů za účelem otestování výkonu, škálovatelnosti a
spolehlivosti vybraných paralelních souborových systémů.
4.1 Testování výkonu
Při testování výkonu systému se budeme soustředit především na rychlost operací zápisu
a čtení. Rychlost těchto operací může být odlišná pro různé scénáře vytížení. Typicky při
zápisu a čtení velkých nebo malých souborů. U práce s velkým počtem malých souborů lze
očekávat větší režii, než u velkých a tím i zpomalení prováděných operací. Měřit budeme
rychlost u jednotlivých klientů a také maximální propustnost paralelního souborového sys-
tému. Tedy součet rychlostí operací všech klientů v daném okamžiku. Při měření budeme
také sledovat vytížení komponent jednotlivých strojů, aby bylo možné odhalit slabé místo
systému.
V testech se bude pracovat s daty o celkové velikosti 20GiB. Tuto velikost budeme dělit
pro velké (10GiB), střední (10MiB) a malé (3KiB) soubory. Čtení a zápis souborů prove-
deme sekvenčně a paralelně. Sekvenčně myšleno tím způsobem, že v daný okamžik bude
klient pracovat pouze s jedním souborem. Naopak paralelně s více soubory současně za
účelem narušení souvislého rozložení dat na cílových pevných discích. Soubory se budou
nejdříve zapisovat, poté číst a nakonec mazat. Pro otestování reálného zatížení velkým poč-
tem malých souborů použijeme adresářovou strukturu se soubory linuxového jádra1. Jedná
se o běžný test v oblasti testování souborových systémů. Jádro budeme kopírovat z klienta,
respektive zapisovat na souborový systém, poté číst a nakonec mazat. Pro zajímavost pro-
vedeme i rozbalení jádra z klienta na souborový systém, jelikož se jedná o častou operaci.
Mazání bude prováděno pouze sekvenčně. Jednotlivé testy shrnuje následující výčet:
• Sekvenční (operace zápis, čtení, mazání a rozbalení pro jádro):
1. Velké soubory: 2x10GiB soubory jedním procesem sekvenčně za sebou
2. Středně velké soubory: 2048x10MiB souborů rozdělených do 10 složek po 205
souborech
3. Malé soubory: 7 ∗ 106x3KiB rozděleno do 2644 složek po 2644 souborech
4. Linuxové jádro: 1x jedním procesem
• Paralelní (operace zápis, čtení a rozbalení pro jádro):
1https://www.kernel.org/pub/linux/kernel/v3.x/linux-3.14.4.tar.xz
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1. Velké soubory: 2x10GiB soubory paralelně dvěma procesy současně
2. Středně velké soubory: 2048x10MiB soubory deseti procesy, kdy každý pracuje
s 205 soubory
3. Malé soubory: 7∗106x3KiB deseti procesy současně, kdy každý vytvoří 265 složek
obsahujíchích 2638 souborů, které zpracovává sekvenčně.
4. Linuxové jádro: 2x dvěma procesy současně
Testy budeme provádět na testovací sestavě popsané v podkapitole 3.1, kde budou dva
stroje vyhrazeny pro klienty (viz kapitola 3). Testy provede pouze jeden klient a poté oba
současně. Přitom budeme sledovat vliv na vytížení počítačů clusteru a rychlost provádění
operací. Jelikož všechny systémy obsahují dva datové servery, které jsou dostupné 1Gb/s
linkou (viz kapitola 3), v ideálním případě by měla rychlost operací jednotlivých klientů
pro 1Gb/s spojení dosahovat hodnoty ∼125MB/s a celková propustnost systému by se měla
pohybovat okolo ∼250MB/s.
Testy rychlosti I/O operací: Rychlost I/O operací jednoho procesu budeme testovat
pro operace zápis, přepis a čtení. Zaměříme se na závislost vůči různé velikosti souborů a
vliv velikosti zpracovávaných bloků. Velikost souborů bude narůstat od jednoho KiB po
násobku dvou až po 8GiB. Velikost bloků bude následující 1KiB, 4KiB, 16KiB, 64KiB,
256KiB, 1MiB a 4 MiB.
4.2 Testování spolehlivosti
Tyto testy jsou zaměřeny na chování systému při krizových situacích jako: výpadek sítě,
napájení počítače a selhání disku. Výpadek sítě lze simulovat dočasným odpojením síťového
kabelu u jednotlivých počítačů clusteru při provádění nějaké operace klienty nebo také úplné
selhání sítě odpojením napájení na přepínačy. Výpadek proudu simuluje vypnutí nebo re-
startování stroje. V tomto scénáři připadá v úvahu restartovat ty počítače v clusteru, které
nejsou klienty. Restartováním klientů, provádějících nějakou operaci, bychom přirozeně do-
sáhli jejího přerušení a v souborovém systému by byly provedeny pouze ty změny, které
se do daného okamžiku stihly vykonat. Selhání disků lze zařídit jejich úplným odpojením.
Nekonzistenci nebo ztrátu dat na datovém disku můžeme simulovat přepsáním jeho části
nebo pokud to je možné smazáním nějakého souboru na něm uloženého. Testování funkč-
nosti hardwarového nebo softwarového pole disků RAID není předmětem této práce a je
možné předpokládat, že pracuje dle očekávání. Selhání tak simulujeme pouze pro redun-
dantní páry systému nebo samotné servery, pokud není redundance použita. Selhání disků
u klientů také neprovádíme, jelikož nemá vliv na chování souborového systému. Následující
výčet shrnuje spolehlivostní testy:
• Selhání sítového spojení:
1. Odpojení síťového kabelu klienta
2. Odpojení síťového kabelu metadata serveru, pokud byl použit




1. Restartování/vypnutí metadata serveru, pokud byl použit
2. Restartování/vypnutí datových serverů (různé kombinace)
• Selhání pevného disku:
1. Odpojení jednoho z disků v redundantním páru nebo ze samotného počítače
metadata služby, pokud byla použita
2. Odpojení jednoho z disků v redundantním páru nebo ze samotných datových
serverů
3. Smazání nebo náhodné přepsání dat pevného disku datového serveru
Pro dostupný testovací hardware (viz podkapitola 3.1) nemá význam provádět testy selhání
disků. Protože počítače obsahují pouze jeden disk a jeho odpojením dosáhneme stejného vý-
sledku, jako vypnutí počítače, protože obsahuje i systémový oddíl. U všech testů sledujeme,
jak se systém zachová po vyvolání výpadku.
4.3 Testování škálovatelnosti
Za účelem otestování škálovatelnosti systému se zaměříme na možnost rozšíření úložného
prostoru a navýšení propustnosti I/O operací. Testování této oblasti se může lišit na základě
používaných systémů. Obecně však u paralelních souborových systémů platí, že úložný pro-
stor navyšujeme přidáním pevných disků do datových serverů. Každý systém má většinou
uveden jistý maximální limit počtu a velikosti disků na server. Navíc pokud je použito málo
serverů s mnoha velkými disky, tak není plně využito paralelních vlastností systému a ten
je pak omezen rychlostí připojené sítě. Dále tento přístup vede k nadměrnému vytížení
takového datového serveru. Proto je cluster rozšiřován i o nové datové servery. Při testování
sledujeme, jestli lze změny provádět za běhu systému, a jestli se data v souborovém systému
po přidání nových úložišť automaticky rovnoměrně rozloží(a jak tato migrace dat cluster
zatíží).
Výše navržené testy nebyly realizovány z důvodu náročnosti na množství testovacího
hardwaru. Pro testy škálovatelnosti by bylo zapotřebí alespoň 10 počítačů (8 pro datové
servery a 2 pro klienty). Takové množství nebylo k dispozici. Minimální schopnost škálo-
vatelnosti byla demonstrována s pomocí dvou datových serverů, každý s jedním pevným
diskem. Celková velikost sestavených systémů (viz kapitola 3) je pak součtem velikostí vy-
hrazených oddílů na těchto discích. Systémy, které používají stripování, rozkládají tátěž




Následující text popisuje, které testy navrhnuté v kapitole 4 byly provedeny a jakým způ-
sobem. Jakých prostředků k tomu bylo využito a naopak co bylo nově implementováno.
5.1 Způsob monitorování vytížení clusteru
K monitorování vytížení komponent počítače na unixových systémech bylo využito utilit
sar a iostat z balíku sysstat1. Tato sada monitorovacích programů je implicitně zahrnuta
ve většině linuxových distribucích.
Program sar umožňuje sledovat vytížení procesoru, paměti, disků, sítě a další. Data
zaznamenává po intervalech. Interval je zadán při spuštění programu. Výstupní hodnota
každého intervalu je průměrem měřené veličiny po dobu trvání intervalu. Naměřená data
umožňuje zaznamenávat do binárního souboru, ze kterého poté lze opět programem sar
získat výstupy pro konkrétní prvky (například procesor) v čitelném formátu a v požado-
vaném vzorkování (například po pěti sekundách). Takto získaná data lze dále zpracovávat
například pro grafické zobrazení.
Program iostat se zaměřuje na sledování vytížení procesoru a I/O operací disků. Pracuje
velmi podobně jako sar, avšak neumožňuje uložení dat do binárního souboru, ale pouze jako
textově zpracovaný výstup. Proto nelze dodatečně upravovat interval vzorkování. Iostat
poskytuje podrobnější informace o I/O operacích s disky než sar.
Za účelem provádění výkonnostních testů a sledování vytížení komponent na všech počí-
tačích v clusteru byl vytvořen skript test-bench.sh. Skript tvoří rozhraní pro spouštění
testovacích úloh na klientských strojích vzdáleně přes ssh a po dobu jejích trvání zazname-
nává data o vytížení na všech počítačích clusteru pomocí utilit sar a iostat opět vzdáleně.
Naměřená data pak shromáždí a vytvoří z nich výstupy pro generování grafů pomocí pro-
gramu gnuplot2. Ukázka spuštění monitorovacích programů:
• iostat -dxymt 5 > output file




5.2 Způsob měření rychlosti I/O operací
Rychlost I/O operací testovací úlohy spuštěných na klientských strojích v clusteru lze od-
vodit z dat o síťovém přenosu, jejichž získání bylo popsáno v podkapitole 5.1. Avšak síťová
komunikace je narušena řídicí komunikací, která v případě velkého počtu malých souborů
může znamenat velkou část přenosu. Spolehlivějším ukazatelem je sledování rychlostí ope-
rací s disky datových serverů, ale je nutné si ověřit, jaká data ve skutečnosti disk zapisuje.
Průměrnou rychlost datového přenosu pro jednotlivé úlohy získáme pomocí součtu ve-
likostí zpracovaných dat a délky trvání operací z výstupů programu dd jehož použití při
testování je zmíněno v podkapitole 5.4. Výsledná průměrná rychlost se v tomto případě
získá následujícím vztahem: s = d·pt , kde s značí rychlost přenosu, d celkovou velikost
přenesených dat, p počet současně pracujících procesů a t celkovou dobu trvání.
Při studii výsledků se ukázalo, že pro velký počet malých souborů jsou výstupy programu
dd značně nepřesné. Proto byla průměrná rychlost operací vypočtena z celkové velikosti
přenesených dat a času trvání dané úlohy. Trvání úlohy je měřeno pomocí programu time
a je součástí skriptu test-bench.sh, který byl stručně popsán v podkapitole 5.1. Pokud
měříme tímto způsobem, tak je nutné zajistit, aby testovací úloha pokud možno prováděla
pouze operace, které měříme.
5.3 Zpracování a grafická reprezentace naměřených dat
Data naměřená pomocí skriptu test-bench.sh (viz podkapitola 5.1) byla zpracována do
formátu vhodného pro grafické zobrazení pomocí programu gnuplot. Nejprve byly vytvořeny
textové výstupy z binárních soborů programem sar s intervalem pět sekund pro:
• Vytížení procesoru, přepínač -u
• Využití paměti, přepínač -r
• Operace s disky, přepínač -d
• Využití sítě, prepínač -n DEV
Ze vzniklých souborů a výstupu programu iosat byly odstraněny nepotřebné řádky pomocí
programu sed3 a pomocí programu awk4 byl posunut čas měření tak, aby začínal vždy od
nuly (programy zaznamenávají aktuální čas, kdy byl test prováděn).
K vytvoření grafů byl implementován skript plot-graphs.sh, který pomocí programu
gnuplot vytváří graf znázorněný na obrázku viz přiloha
”
Ukázka grafu vytížení počítače“.
5.4 Implementace a provedení výkonnostních testů
Dle návrhu testů v podkapitole 4.1 byly implementovány skripty provádějící požadovanou
funkčnost. Tyto skripty používají pro zápis a čtení program dd5. Jako zdroj dat při zápisu
byl použit /dev/zero. Žádný ze zvolených systémů nepoužívá kompresi zpracovávaných
dat. Proto využití například /dev/random nebo /dev/urandom není potřebné. Tyto zdroje





U testování velkého množství malých souborů se ukázalo, že test trvá dlouho a proto tyto
testy obsahují vnitřní timeout (po dvaceti minutách). Výsledná průměrná rychlost však
není ovlivněna.
Z jednotlivých skriptů byla vytvořena testovací sada test-set.sh, která automatizuje
celý proces navržených testů. Testy spouští pomocí rozhraní test-bench.sh (viz podka-
pitola 5.1) a pomocí plot.sh (viz podkapitola 5.3) vytváří souhrnné grafy pro jednotlivé
stroje. Díky tomu lze sadu jednoduše provést pro každý z nasazených paralelních soubo-
rových systémů. Výsledky testů pro jednotlivé úlohy jsou shromážděny ve výsledné zprávě
testu test-set.report. Pro tabulkovou reprezentaci jsou data připravená v souboru test-
set.report2 a pro vysázení v prostředí latex v test-set.report3.
Eliminace vlivu paměti cache: Při provádění I/O operací se soubory se v Linuxových
operačních systémech zpracovávaná data ukládají do operační paměti. Smysl tohoto cho-
vání spočívá v tom, že při opakovaném čtení nebo i zápisu se pracuje s operační pamětí,
která má výrazně rychlejší dobu přístupu než pevný disk, a tím je dosaženo zrychlení ope-
rací. Abychom tento jev vyrušili, tak před každou úlohou je vynuceno vymazání záznamu
o obsahu paměti na všech strojích clusteru. Toho dosáhneme následující sekvencí příkazů
na konkrétním stroji: sync && echo 3 > /proc/sys/vm/drop caches.
Testování rychlosti I/O operací: Pro otestování rychlosti disků již existuje řada tes-
tovacích programů, jako například iozone6. Žádný z nich se však nespecializuje na testo-
vání paralelních souborových systémů. Proto byly implementovány výše popsané testovací
skripty. Pomocí iozone lze změřit závislost rychlostí I/O operací na velikosti zpracováva-
ných dat a velikosti pracovního bloku. Výsledky testů pro operaci čtení však byly ovlivněny,
při práci se soubory menší než operační paměť, pamětí cache. Iozone neposkytuje v tomto
případě možnost vyrušení vlivu paměti. Pouze vynucení zápisu dat na disk. Proto byl im-
plementován skript io-test.sh, který provádí zápis, přepis a čtení pro různé velikosti
souborů a po různé velikosti bloků. Před každou operací je vynuceno vymazání obsahu
paměti všech strojů clusteru, jak bylo popsáno v předchozím odstavci. Zápis je prováděn
pomocí programu dd se zdrojem /den/zero pro operace zápis. Aby byl vyrušen vliv zápisu
do operační paměti, tak je použito parametru conv=fdatasync, který vynutí zápis na disk.
Výstupy jsou zpracovány a pomocí programu gnuplot jsou vytvořeny grafy v rámci skriptu
plot-io.sh.
5.5 Otestování spolehlivosti
Testy spolehlivosti navržené v podkapitole 4.2 byly prováděny tak, že byla vždy spuštěna
úloha na klientovi a lokálně v laboratoři byly postupně vyvolávány popsané poruchy. Po vy-
volání bylo sledováno chování systému, které je podpořeno záznamem chování jednotlivých





Výsledky testů a jejich porovnání
Tato kapitola se věnuje popisu naměřených dat pro paralelní souborové systémy Lustre,
GlusterFS a CephFS. Data reprezentují výsledky jednotlivých testů, které byly navrženy
v podkapitole 4.1 a jejich realizace byla stručně popsána v podkapitole 5. Nakonec jsou
výsledky testů pro jednotlivé souborové systémy vzájemně porovnány. Jednotky, které jsou
v následujícím textu označeny předponou Ki, Mi nebo Gi reprezentují dvojkový náso-
bek 210 (1024KiB = 1MiB). Předpona K, M a G značí klasický desítkový násobek 103
(1000KB = 1MB).
6.1 Lustre




Výsledky testů pracujících s malým počtem velkých souborů: Pro čtení a zápis
byly prováděny vždy dvě úlohy. Byly zapisovány/čteny dva 10GiB soubory sekvenčně (v je-
den čas se pracuje jen s jedním souborem) a paralelně (současně pracovaly dva procesy).
Úloha byla spuštěna z jednoho klienta nebo z obou klientů současně. Operace dosahovaly





















Obrázek 6.1: Lustre – Propustnost systému pro operace čtení a zápis s velkými soubory
Nejvyšší rychlostí zapisoval jeden klient (115MB/s), a to jak pro sekvenční, tak pro
paralelní přístup viz graf 6.1. Vytížení pevných disků bylo v průběhu těchto testů pro oba
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datové servery (OSS0 a OSS1 viz obrázek 3.1) okolo 50%, průměrná doba čekání požadavku
na disk byla 9ms a zapisovalo se rychlostí 55MB/s. Rychlost příjímání dat datových serverů
po síti se pohybovala okolo 60MB/s. Zde je vidět, že data zasílaná klientem byla rovno-
měrně rozdělena mezi oba datové servery (viz obrázek 6.2). Limitujícím místem se stala
1Gb/s síť ke klientovi, která měla po celou dobu maximální přenosovou rychlost (odesíláno
120MB/s). Vytížení sítě i disků datových serverů bylo zhruba poloviční. Pokud bychom
chtěli dosáhnout maximální propustnosti souborového systému při práci jednotlivého kli-
enta, tak bychom museli vylepšit jeho Ethernetovou linku z rychlosti 1Gb/s na 10Gb/s,
nebo použít více agregovaných 1Gb/s linek.
(a) Pouze jeden klient (b) Zapojení obou klientů
Obrázek 6.2: Využití Ethernetových linek Lustre clusteru při práci s velkými soubory
Pokud zápis prováděli oba klienti sekvenčně, tedy pokud zapisoval vždy jeden proces
z každého klienta, tak rychlost operace klesla a každý zapisoval rychlostí 89MB/s. Celková
propustnost tedy byla zhruba 178MB/s. jak můžeme vidět na grafu 6.1. Vytížení disků
datových serverů (OSS0 a OSS1) se pohybovalo v okolí 90% s průměrnou dobou čekání
operace 30ms a rychlostí zápisu 89MB/s. Oba klienti posílali data po síti rychlostí 90MB/s.
Při zápisu dvou procesů současně z obou klientů rychlost klesla na 85MB/s (propustnost
170MB/s viz graf 6.1). Vytížení disků datových serverů dosahovalo 100% a prodloužila se
i doba čekání požadavků na disk (40ms a 80ms). Na disky se zapisovalo rychlostí 85MB/s.
Snížení výkonu bylo při zapojení obou klientů způsobeno vytížením disků datových serverů.
Ethernetové linky mezi klienty a datovými servery měly rezervu zhruba 30MB/s. Navýšení
výkonu bychom dosáhli přidáním pevných disků na datové servery (OSS0 a OSS1). Ma-
ximálně by však propustnost vzrostla o zhruba 60MB/s a pak by byla opět limitována
Ethernetovými linkami.
Pro operaci čtení bylo dosaženo nejvyšší rychlosti při paralelním čtení z jednoho kli-
enta 102MB/s, která odpovídá propustnosti na grafu 6.1. Disky datových serverů přitom
byly vytíženy na 45% a požadavky čekaly průměrně 17ms. Z disků se četlo rychlostí okolo
50MB/s. Klient přijímal požadavky po síti rychlostí okolo 105MB/s. Pokud četl pouze
jeden proces z jednoho klienta byla rychlost 100MB/s (viz graf 6.1) s nižším vytížením
disků 33% a průměrnou dobou čekání 13ms. Při zapojení obou klientů byla rychlost okolo
93MB/s pro sekvenční i paralelní čtení. Celková propustnost tedy byla v obou případech
180MB/s (viz graf 6.1). Vytížení datových disků dosahovalo v obou případech 100% s čeká-
ním 100ms a rychlostí čtení 90MB/s. Rychlost síťové komunikace byla ve všech případech
okolo 100MB/s. Propustnost systému byla pro paralelní čtení vyšší, než v případě zápisu
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díky tomu, že klient provádí tzv. readahead [32]. Metadata server nebyl při všech úkolech
téměř vůbec vytížen.
Výsledky testů pracujících s 10MiB soubory: Rychlost operací se pohybovala v roz-
mezí od 75MB/s do 115MB/s pro zápis a 49MB/s 110MB/s pro čtení. Nejvyšší rychlosti
dosahoval sekvenční i paralelní (10 procesů) zápis z jednoho klienta – 115MB/s. Vytížení
disků OST0 a OST1 přitom bylo zhruba 50%. Klient byl limitován rychlostí síťového při-
pojení. Pokud pracovali oba klienti současně, tak rychlost klesla na 76MB/s a limitujícím
místem byly disky datových serverů, jejichž vytížení bylo téměř na 100%. Celková propust-



















Obrázek 6.3: Lustre – Propustnost systému pro čtení a zápis s 10MiB soubory
Při čtení dosahovalo nejhorších výsledků sekvenční čtení, které se pohybovalo okolo
50MB/s. Vytížení disků OST0 a OST1 dosahovalo 25% a četlo se z nich rychlostí 25MB/s.
Pro oba klienty současně byla propustnost maximálně 100MB/s (viz graf 6.3) a disky OST
byly vytíženy zhruba na 50%. Pokud četlo deset procesů z jediného klienta, tak dosahovaly
dohromady rychlosti 110MB/s. Disky OST0 a OST1 přitom byly vytíženy zhruba na 75%.
Zde opět nastal problém v nízké rychlosti připojení klienta, které dosahovalo maxima okolo
120MB/s. Paralelní čtení z obou klientů dosahovalo pro každého zhruba 78MB/s. Celková
propustnost systému byla tedy 156MB/s (viz graf 6.3). Slabým místem v tomto případě byly
plně vytížené datové disky OST0 a OST1. Metadata server nebyl vytěžován. V nejhorším
případě vyřizoval okolo padesáti požadavků za vteřinu.
Výsledky testů pracujících s velkým počtem malých souborů: Testy které se
věnovaly práci s malými soubory (3KiB) dosahovaly rychlostí v rozmezí od 0,44MB/s až
po 4,1MB/s. Operace se prováděly opět sekvenčně (jedním procesem) a paralelně (deseti
procesy současně) z jednoho nebo obou klientů.
Při zapisování dopadl nejlépe paralelní zápis z jednoho klienta s rychlostí 3,6MiB/s.
Následně paralelní zápis z obou klientů současně (2x3,15MiB/s) a nakonec sekvenční zápis
z jednoho i obou klientů, kde rychlost zápisu byla v obou případech zhruba 0,7MB/s. Srov-
nání propustnosti systému při těchto úkolech je znázorněno v grafu 6.8. Rychlost zapisování
na discích datových serverů kolísala v pravidelných špičkách a rostla s počtem současně za-
pisujících procesů (viz grafy 6.4 a 6.5). To značí, že servery čekaly určitý čas, dokud se
jim nenahromadí data a potom teprve prováděly zápis. Vytížení datových disků bylo pro
sekvenční zápis v pravidelných špičkách dosahujících 20%. Pro paralelní zápis dosahovalo
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vytížení okolo 30% při zapojení jednoho klienta a 40%, když pracovali oba klienti. Rozdíl
nastával v počtu sloučených požadavků na zápis u disků datových serverů. Ten rostl se
zvyšujícím se počtem zapisujících procesů.
Obrázek 6.4: Rychlost zápisu a čtení na datový disk OST0 (sekvenční z jednoho klienta)
Obrázek 6.5: Rychlost zápisu a čtení na datový disk OST0 (paralelní z jednoho klienta)
Hardware na všech strojích tedy nebyl plně zatížen. Fakt, že rychlost rostla s rostoucím
počtem současně zapisujících procesů značí, že problémem byla vysoká režie systému. Toto
lze sledovat na vytížení síťové komunikace (viz graf 6.6), kde je posílán velký počet malých
paketů. Oproti úloze s malým počtem velkých souborů (viz graf 6.7), je komunikace výrazně
vyšší. Metadata server pro úlohu, kdy pracuje jeden proces na jednom klientovi přijímá okolo
1500 paketů/s a odesílá okolo 1200 paketů/s. Klient posílá 2900 paketů/s a přijímá 2100
paketů/s. Oba datové servery přijímají 600 paketů/s a odesílají 450 paketů/s. Tedy 1200
datových paketů z 2900 odeslaných paketů klienta. To je méně než polovina komunikace. Při
vytvoření souboru musí klient nejdříve kontaktovat metadata server, a až pak provádí zápis
na datový server. Při velikosti souborů 3KiB tato komunikace tedy zabírá většinu času.
Vzniká tak velké zpoždění při vytváření, zpracování, odeslání a přijímání paketů, které
negativně ovlivňuje výslednou rychlost operace. Pokud pracuje více procesů současně, tak
se toto zpoždění částečně překryje a má za následek zvýšení výsledné rychlosti. Jak je vidět
na grafu 6.8, propustnost pro operaci zápis postupně roste s počtem pracujících procesů.
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Obrázek 6.6: Síťová komunikace metadata serveru (malé soubory)
Obrázek 6.7: Síťová komunikace metadata serveru (velké soubory)
Operace čtení nad malými soubory dosahovaly rychlostí od 0,4MB/s po 4MB/s. Nej-
rychlejší bylo opět paralelní čtení deseti procesů z jednoho klienta(4MB/s), poté z obou
současně (2x2,4MB/s) a nakonec sekvenční čtení jedním procesem z jednoho i obou klientů
(0,4MB/s). Jeden proces vytěžuje disk na 20%, dva na 50%, 10 a více už na 100%. Pro
jeden a dva procesy je průměrná doba čekání 5ms, pro 10 procesů 15ms a pro 20 procesů
30ms. Nejvíce se na zpomalení operace opět podílí zpoždění vzniklé komunikací s medata
serverem a k tomu navíc zpoždění způsobené vystavováním hlav při čtení fragmentovaných
dat. Pokud pracuje více procesů zároveň, tak je zpoždění způsobené komunikací částečně
překryto, ale naopak narůstá vytížení disků. Na grafu 6.8 je vidět, že pokud čte jeden pro-
ces z obou klientů (2xSEQ), tak propustnost je téměř dvojnásobná, než pro jeden proces
z jednoho klienta (1xSEQ). Naopak pokud čte 10 (1xPAR) nebo 20 (2xPAR) procesů, tak
propustnost stoupla pouze ze 4MB/s na 5MB/s. To bylo způsobeno maximálním vytížením
datových disků OST0 a OST1. Jak je zmíněno v dokumentaci Lustre [32], pokud čte více
procesů z jednoho disku, tak dochází ke zpomalení z důvodu nutnosti vystavovaní hlav
disků, protože data na disku jsou různě fyzicky rozmístěna. Na rozdíl od zápisu, kde jsou
požadavky na discích před zápisem slučovány a tím efektivněji zapisovány, jak můžeme vi-
dět na grafech 6.4 a 6.5. Tento jev můžeme také pozorovat na vytížení disků, které s počtem
čtecích procesů rostlo a pro deset procesů dosahovalo již 100%. Oproti tomu při zapisování
bylo maximálně 40%. Klienti při čtení provádí předčítání (readahead), ale datové disky



















Obrázek 6.8: Lustre – Propustnost systému pro operace čtení a zápis s malými soubory
Kopírování linuxového jádra z lokálního disku klientů na souborový systém dosahovalo
rychlosti od 2,9MB/s až po 5,2MB/s. Nejrychleji pracoval jeden klient, který kopíroval jádro
paralelně ve dvou procesech rychlostí 5,2MB/s. Jeden proces kopíroval rychlostí 2,9MB/s.
Propustnost systému pro jednotlivé úkoly je znázorněn na grafu 6.9. Operaci opět nejvíce
zpomalovala komunikace s medatata serverem. Je vidět, že pokud kopírovaly dva procesy
zároveň, tak rychlost se téměř zdvojnásobila. Stejně tak propustnost v případě paralelního
zápisu z obou klientů (2x4,5MB/s). Rychlost operace byla v porovnání s 3KiB sobory větší,
protože linuxové jádro obsahuje i soubory větší velikosti a vliv zpoždění při komunikaci





















Obrázek 6.9: Lustre – Propustnost systému pro kopírování a rozbalování linuxového jádra
Operace rozbalování linuxového jádra dosahovala rychlostí v rozmezí od 0,19 až 0,34MB/s.
Nejlepšího výsledku dosáhlo rozbalení jednoho jádra z jednoho klienta 0,34MB/s. Poté roz-
balení jádra dvěma procesy současně 0,3MB/s a nakonec jedním a dvěma procesy z obou
klientů, kdy v obou případech byla rychlost zhruba 0,19MB/s. Propustnost systému byla
pro všechny úkoly téměř stejná viz graf 6.9. Tyto rychlosti jsou velmi nízké a jsou způso-
beny zpožděním při komunikaci s metadata serverem, podobně jako u velkého počtu malých
souborů. Kopírování jádra však dosahovalo výrazně lepších výsledků a propustnost rostla
s počtem procesů. Při všech testech pro operaci rozbalení byl disk metadata serveru vytížen
na 100%, což pravděpodobně mělo za následek onu nízkou propustnost. Operace čekaly na
vyřízení na metadata serveru a proto nemělo na rychlost vliv více pracujících procesů sou-
časně. Žádná jiná operace disk metadata serveru tolik nevytěžovala. Řešením by mohlo být
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použití více metadata serverů nebo SSD disku pro MDT, protože má menší dobu odezvy a
je vhodný pro fragmentovaný přístup.
U všech operací, až na rozbalování, nebyl hardware metadata serveru plně vytížen. Me-
tadata server při práci s velkým počtem malých souborů vyřizoval výrazně více požadavků,
než v případě velkých souborů (viz grafy 6.6 a 6.7). Lustre umožňuje využití více meta-
data serverů současně a tím rozložit komunikaci mezi ně. Avšak zpoždění komunikace tím
výrazně neovlivníme. Možným řešením by bylo použití rychlejší Ethernethové linky, která
dosahuje nižšího zpoždění při přenosu paketů. Případně využití jiné technologie přenosu,
jako například InfiBand síť, která dosahuje také nižšího zpoždění.
Operace mazání: Linuxové jádro, obsahující přibližně 46 tisíc souborů, bylo mazáno
rychlostí 1350 souborů/s a 285 tisíc 3KiB souborů 1462 souborů/s. Pokud mazali oba klienti
současně, tak na délku operace to nemělo žádný vliv. Opět se zde projevilo zpoždění síťového
přenosu.
Výsledky spolehlivostních testů: V následujícím výčtu jsou popsány provedené simu-
lace výpadku sítě a reakce systému na tento výpadek. Restartování nebo vypnutí počítače
má stejné chování, jako při výpadku sítě.
• Odpojení klienta vyvolá čekání spuštěné aplikace. Jakmile je spojení obnoveno, tak
klient pokračuje v plnění rozpracované úlohy.
• Odpojení datového serveru vyvolá čekání klientských aplikací, které s ním komuni-
kují nebo chtějí komunikovat. Jakmile je spojení obnoveno, tak pozastavené úlohy
pokračují.
• Odpojení metadata serveru způsobí nedostupnost celého systému. Klientské aplikace
se pozastaví na komunikaci s ním. Když je spojení obnoveno, tak pozastavené aplikace
pokračují. Již rozpracované akce, jako například čtení nebo zapisování dat z datového
serveru, které již nekomunikují s metadata serverem, jsou bez problému dokončeny.
• Restartováním přepínače je vyvolána kombinace výše uvedeného. Všechny počítače
čekají na obnovení spojení a pak pokračují v úloze.
Simulace ztráty dat byla provedena přepsáním obsahu disku na datovém serveru pomocí
nástroje dd. Obsah disků není lokálně přístupný z operačního systému datového serveru.
Po pokusu přečtení přepsaných dat z klienta byla detekována chyba a datový server zahájil
automatickou opravu ze žurnálu. Po dokončení změn a restartování byla data obnovena.
Pokud jsou data trvale poškozena a vzniknou nějaké nekonzistence, tak pro nápravu chyb na
datovém disku slouží nástroj e2fsck upravený pro Lustre. Při nekonzistenci v souborovém
systému Lustre pak, 2fsck a lfsck. Tyto nástroje jsou součástí Lustre [32]. Úplná ztráta disku
byla simulována vymazáním celého oddílu. V tomto scénáři jsou data na disku nenávratně
ztracena. Oprava se provede výměnou disku a jeho naformátováním pro Lustre. Pokud byl
disk využit pro stripování dat, tak všechna data ze stripované množiny jsou ztracena. Proto
je důležité používat ochranu pomocí diskových polí RAID.
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6.2 GlusterFS
Výsledky všech provedených testů jsou uvedeny v tabulce viz příloha
”
Výsledky testů sys-
tému GlusterFS“. GlusterFS umožňuje tři základní typy svazků (distribuovaný, stripovaný
a replikovaný), které byly popsány v podkapitole 2.2. Testy byly provedeny pro distribuo-
vaný a stripovaný svazek. Kombinaci více svazků nebylo možné na přístupném hardwaru
realizovat.
Výsledky testů pracujících s malým počtem velkých souborů: Rychlost pro ope-
raci zápis na distribuovaný svazek se pohybovala v rozmezí od 94MB/s do 113MB/s a
na stripovaný svazek od 92MB/S do 116MB/s. Při sekvenčním a paralelním zápisu pouze
z jednoho klienta byla rychlejší práce se stripovaným svazkem (116MB/s pro oba přístupy)
a odpovídá propustnosti na grafu 6.10. Limitujícím místem byla pomalá rychlost síťového
připojení klienta (1Gb/s). Na distribuovaný svazek klient zapisoval rychlostí 113MB/s při
sekvenčním zápisu a 97MB/s při paralelním. Nižší rychlost zápisu na distribuovaný svazek
byla způsobena vytížením datového disku brick0, který byl v obou případech vytížen na
100%. Toto bylo zapříčiněno tím, že klient zapisoval pouze na brick0 a druhý z dvojice da-
tových serverů byl po celou dobu nečinný. Sekvenční zápis na jediný disk je efektivnější, než
paralelní. Naopak, pokud bylo využito stripování, tak zátěž se rovnoměrně rozložila mezi
oba datové servery. Klient zasílal data po síti rychlostí okolo 120MB/s a datové servery
přijímaly rychlostí okolo 60MB/s, jak je naznačeno na obrázku 6.11. Vytížení datových
disků (brick0 a brick1) střídavě rostlo a klesalo mezi 20% a 100% stejně jako rychlost za-
pisování na disk. Z toho lze usoudit, že data byla shromažďována a následně zapisována
(vlastnost použitého XFS na brick). Pokud pracovali oba klienti zároveň, tak rychlost byla
při paralelním zápisu téměř totožná u obou typů svazků (2x97MB/s a 2x94MB/s). Tyto
rychlosti odpovídají propustnosti 194MB/s a 188MB/s viz graf 6.10. Limitující v tomto
případě byly operace s disky datových serverů. Sekvenční zápis dosahoval lepších výsledků
pro distribuovaný svazek (113MB/s a 108MB/s) oproti stripovanému (95MB/s a 92MB/s).
Výsledná propustnost 221MB/s pro distribuovaný a 187MB/s pro stripovaný svazek viz
graf 6.10. Zde se projevil vliv kouskování souborů a prokládání na oba datové servery při
použití stripování, které mělo za následek menší efektivitu zápisu na fyzické disky datových
serverů brick0 a brick1. Ty byly pro všechny případy vytíženy na 100%.
Pro operaci čtení byly rozdíly v rychlostech výraznější než v případě zápisu. Rychlosti
se pohybovaly od 51MB/s do 109MB/s. Nejlepších výsledků dosahovalo sekvenční čtení
u distribuovaného svazku, jak pro jednoho klienta, tak pro oba (109MB/s). Sekvenční čtení
u stripovaného svazku mělo rychlost pro jednoho klienta 73MB/s a pro oba 51MB/s. Pa-
ralelní čtení bylo ve všech případech okolo 70MB/s. Rychlosti odpovídají při práci jednoho
klienta propustnosti systému na grafu 6.10 a při práci dvou klientů je propustnost součtem
jejich rychlostí. Sekvenční čtení z distribuovaného svazku dosahovalo nejlepších výsledků,
protože soubor byl uložen celý na jednom disku datového serveru sekvenčně. Čtení z disků
tak bylo nejefektivnější, protože data byla uložená souvisle a zpoždění vystavení čtecích
hlav disků bylo minimální. V případě práce jednoho klienta byl využit pouze disk datového
serveru brick0 a jeho vytížení bylo 95%. Pokud pracovali oba, tak i oba disky datových
serverů byly vytíženy na 100%. Vytížení datových disků při práci jednoho klienta se stri-
povaným svazkem bylo rozloženo mezi oba disky datových serverů, jak je znázorněno na
obrázku 6.11 a dosahovalo 20%. Zapojením více klientů vytížení rostlo a nejčastěji se po-
hybovalo okolo 60%. Rychlost čtení fragmentovaných dat byla zpomalena vystavováním
čtecích hlav. U stripovaného svazku byla rychlost sekvenčního čtení dvou klientů poloviční
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kvůli tomu, že data byla ve skutečnosti rozdělena na kousky, které byly prokládány mezi


















Obrázek 6.10: GlusterFS – Propustnost systému pro operace čtení a zápis s velkými soubory
Můžeme říci, že operace zápis s velkými soubory dosahovala u obou typů svazků téměř
srovnatelné rychlosti. Pro stripovaný svazek vznikal problém fragmentace dat sekvenčních
úloh stripovaného svazku, což mělo za následek zpomalení operací, především čtení. Každý
z přístupů svazků přináší jistá omezení. Pokud je použit distribuovaný svazek, tak soubor
je vždy celý uložen na jednom datovém disku brick. Výkon je tedy vždy limitován rychlostí
tohoto disku a pokud s jedním souborem pracuje velký počet klientů, tak rychlost výrazně
klesá. Distribuovaný svazek je proto vhodné použít v případě, kdy klienti pracují každý
s vlastními soubory nebo se neočekává v jeden okamžik přístup mnoha klientů k jednomu
souboru. Dále pokud není cílem získání vysoké rychlosti zápisu jednoho klienta agregováním
více datových disků brick při práci s jedním souborem. Stripovaný svazek naopak umožňuje
agregování výkonu více fyzických disků při práci s jedním souborem nebo možnost uložení
velmi velkých souborů, větších než je velikost jednoho pevného disku. Stripované svazky
jsou špatně rozšiřitelné, protože přidáváním disků se zvyšuje počet disků, mezi které se
prokládají soubory, ale prokládání začíná vždy od první brick. Proto se nejčastěji používá
přístup kombinace distribuovaného a stripovaného svazku. Například stripováním souboru
mezi 8 pevných disků v rámci jednoho datového serveru a distribuce souborů mezi takovéto
servery. Díky tomu se dosáhne rovnoměrného rozložení souborů mezi datové servery, na
kterých je agregován výkon osmi pevných disků. Pokud je cílem získat vyšší rychlosti, lze
stripovat soubory mezi více pevných disků na více datových serverech. A soubory distribu-
ovat mezi skupiny takovýchto serverů. Nevýhodou stripování je, že dochází k fragmentaci
dat mezi více brick a tím se snižuje efektivita čtení. Dle dokumentace [4] je vhodné pou-
žívat stripování pouze pro velmi velké soubory. Při návrhu clusteru je potřeba dbát na to,
aby síťové spojení bylo vždy rychlejší, než agregovaná rychlost použitých pevných disků
na jednom serveru a klienti musí mít dostatečně rychlé síťové připojení, aby mohli využít
agregování více datových serverů. Tento nedostatek nastal při testu zápisu z jednoho kli-
enta na stripovaný svazek, kde pevné disky datových serverů byly vytíženy z poloviny a
úzkým místem bylo síťové spojení klienta. V ostatních případech již byly limitující operace
s vytíženými disky.
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(a) Distribuovaný (b) Stripovaný
Obrázek 6.11: Práce s jedním souborem pro distribuovaný a stripovaný svazek
Výsledky testů pracujících s 10MiB soubory: Rychlosti operací byly pro distribu-
ovaný a stripovaný svazek téměř stejné. Operace zápisu dosahovala rychlostí od 45MB/s
do 112MB/s a čtení od 27MB/s do 90MB/s. Nejrychleji zapisoval jeden klient sekvenčně
(102MB/s) i paralelně (112MB/s) tyto rychlosti odpovídají propustnosti na grafu 6.12.
Omezujícím místem zde byla opět rychlost síťového připojení klienta. Pokud zapisovali oba
klienti, tak rychlost klesla na polovinu - zhruba 2x47MB/s pro sekvenční zápis a při pa-
ralelním zápisu dosahovala rychlost 2x65MB/s. Výsledná propustnost 94MB/s a 130MB/s
viz graf 6.12. Při sekvenčním zápisu nebyl žádný hardware plně vytížen. V případě paralel-
ního zápisu již byly disky maximálně vytíženy a omezovaly tak výslednou rychlost. Stejná





















Obrázek 6.12: GlusterFS – Propustnost systému pro operace čtení a zápis s 10MiB soubory
Rychlosti operace čtení byly opět a něco horší, než v případě zápisu. Nejlépe pracovalo
sekvenční čtení jedním klientem (90MB/s) z distribuovaného svazku, protože jeden proces
četl souvislá data z obou datových serverů současně. Z disků brick0 a brick1 se četlo rychlostí
okolo 45MB/s a byly vytíženy zhruba na 40%. Ve všech ostatních případech se z datových
disků brick četlo rychlostí 30MB/s až 40MB/s a byly maximálně vytíženy pouze pro para-
lelní čtení. Paralelní čtení distribuovaného svazku dosahovalo rychlosti 60MB/s stejně jako
sekvenční a paralelní u stripovaného svazku. Pokud se zapojili oba klienti, tak rychlost klesla
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na 30MB/s pro sekvenční a paralelní čtení u obou typů svazků. Ve všech těchto případech
se jednalo o fragmentovaná data. Pokles rychlostí čtení byl způsoben neefektivností operace
nad fragmentovanými daty. Fragmentace sekvenčních úloh stripovaného svazku byla způso-
bena právě stripováním a prokládáním dat mezi brick0 a brick1. Propustnost operace čtení
se pohybovala v rozmezí od 60MB/s do 75 MB/s, až na čtení jedním procesem z jednoho
klienta u distribuovaného svazku (90MB/s), jak je znázorněno na grafu 6.12.
Výsledky testů pracujících s velkým počtem malých souborů: Rychlost operací
čtení i zápis byla v rozmezí od 0,33MB/s do 3MB/s. Distribuovaný svazek dosahoval lepších























Obrázek 6.13: GlusterFS – Propustnost systému pro operace čtení a zápis s malými soubory
Toto bylo způsobeno pravděpodobně tím, že stripovaný svazek není dle dokumentace [4]
doporučován pro malé soubory. Zapisování na datové servery probíhalo v pravidelných špič-
kách, jak je vidět na grafech 6.14 a 6.15, což značí slučování velkého počtu malých poža-
davků. Počet požadavků rostl s počtem současně zapisujících procesů. Rychlost byla pro
operaci zápis nejpomalejší při sekvenčním práci jednoho procesu (0,4MB/s). Čtení jedním
procesem bylo dvakrát rychlejší a dosahovalo rychlosti 0,8MB/s. Paralelní zpracování do-
sahovalo vyšších rychlostí. Pro jednoho klienta bylo čtení i zápis rychlostí 3MB/s a pro
dva zápis 2,2MB/s a čtení 1,5MB/s u distribuovaného svazku. Stripovaný svazek zapisoval
paralelně z jednoho klienta rychlostí 2MB/s a četl 1,3MB/s. Pokud pracovali oba klienti,
tak zapisovali rychlostí 1,4MB/s a četli 0,5MB/s. To, že rychlost rostla s počtem pracují-
cích procesů bylo způsobeno překrytím zpoždění při komunikaci po síti a mělo za následek
nárůst propustnosti, jak lze pozorovat na grafu 6.13. Paralelní čtení bylo pomalejší, protože
na rozdíl od zápisu nelze efektivně slučovat požadavky na čtení. Vytížení disků datových
serverů také s počtem procesů rostlo. Při paralelním čtení bylo téměř 100%, pro paralelní
zápis obou klientů se vytížení také blížilo téměř 100%. Zlepšení výkonu by šlo částečně do-
sáhnout použitím 10Gb/s linek, které mají nižší odezvu nebo jinou přenosovou technologií,
jako je například InfiBand.
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Obrázek 6.14: Rychlost operací s datovým diskem brick0 (sekvenční + jeden klient)
Obrázek 6.15: Rychlost operací s datovým diskem brick0 (paralelní + jeden klient)
Kopírování linuxového jádra dosahovalo rychlostí 1,6MB/s až 3,7MB/s. Stripovaný sva-
zek pracoval opět pomaleji. Rychlosti kopírují chování, jako u 3KiB souborů. Pevné disky
datových serverů nebyly při žádném z těchto testů zcela vytíženy. Pokud pracovalo více pro-
cesů zároveň, tak rychlost byla opět vyšší, což bylo způsobeno překrytím zpoždění síťové
komunikace. Propustnost tak s počtem pracujících procesů rostla, jak je vidět na grafu 6.16.





















Obrázek 6.16: GlusterFS – Propustnost pro kopírování a rozbalování linuxového jádra
Operace mazání: Délka operace rostla se zvyšujícím se počtem souborů. Linuxového
jádro, které obsahovalo zhruba 46 tisíc souborů, bylo smazáno rychlostí 329 souborů/s
pro distribuovaný svazek a 306souborů/s pro striopvaný. Pokud mazali linuxové jádro oba
klienti souběžně, tak rychlost klesla na 305souborů/s pro distribuovaný svazek a na 253
souborů/s pro stripovaný.
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Výsledky spolehlivostních testů: V následujícím výčtu jsou uvedeny testy výpadku
síťové komunikace a reakce systému na ně pro distribuovaný svazek:
• Odpojení klienta vyvolá pozastavení aplikace, která na něm běží. Klient čeká po dobu
specifikovanou v konfiguraci (ping-timeout) a pokud není do této doby obnoveno spo-
jení, tak je prováděná operace přerušena a provedeny jsou pouze změny do výpadku.
Výchozí hodnota ping-timeout je 42s. Lze nastavit v rozmezí od 5s do 1013s.
• Odpojení datového serveru vyvolá pozastavení klientských aplikací, které s ním pra-
cují. Opět se čeká po dobu ping-timeout a pokud není obnoveno spojení, tak operace
jsou přerušeny a změny jsou provedené pouze do výpadku. Data na serveru jsou po
dobu výpadku nedostupná a zbytek clusteru je nadále provozuschopný.
• Restartováni přepínače vyvolá kombinaci výše popsaného chování. Pokud se spojení
obnoví do doby ping-timeout, tak vše pokračuje.
GlusterFS používá kromě časovače ping-timout pro detekci síťových výpadků také časo-
vač server-timeout. Pokud je síť funkční a datový server nepošle z nějakého důvodu odpověď
dokud nevyprší časovač, tak operace je zahozena. Restartování/vypnutí počítače vyvolá
stejné chování, jako odpojení sítě, ale po naběhnutí systému je operace vždy přerušena
stejným způsobem, jako by vypršel čas ping-timeout.
Ztráta dat byla simulována smazáním souboru z brick datového serveru. Takto smazaná
data jsou pro distribuovaný svazek nenávratně ztracena. Souborový systém běží nadále bez
problému. Pokud je ztracen celý disk, tak jsou ztracená i všechna data na něm uložená.
Náprava se provede výměnou disku, jeho naformátováním pro GlusterFS a připojená na
očekávané místo v konfiguraci systému, jako byl předchozí disk. Toto jde dělat za běhu
systému. Po přidání disku je nutné provést rebalancování pomocí příkazu gluster volume
rebalance <volume name> start. Data uložená na brick jsou čitelná i po jejich vyjmutí
z GlusterFS nebo přímo z datového serveru. Lze procházet složky a obsah disku jako u běž-
ného lokálního disku. Chyby nekonzistence dat disku řeší souborový systém nižší úrovně,
kterým byl disk naformátován.
Za účelem otestování spolehlivosti byl zprovozněn i replikovaný svazek. Jeho chování
je obdobné jako u distribuovaného, jen s tím rozdílem, že pokud je pozastavená operace
přerušena, tak je zopakována na nějaké z replik a následně vše funguje, jako by nedošlo
k žádné chybě. Jakmile dojde k zotavení ze selhání, například začne fungovat síťová ko-
munikace k datovému serveru, tak je automaticky provedena aktualizace vzniklých změn
v době selhání z repliky. Při simulaci ztráty souboru, tak jakmile je detekováno, že soubor
na replikovaném disku chybí, tak je automaticky obnoven z nějaké repliky, kde se nachází.
Pokud je ztracen celý disk, tak po výměně disku, jeho naformátování a připojení dle kon-
figurace jsou data obnovena na disk z repliky.
Stripovaný svazek má stejné chování jako distribuovaný svazek, jenže data jsou roz-
dělená na více brick. Pokud některá brick z množiny selže, tak jsou všechna data na této
množině nedostupná. Stejně tak, pokud je smazána nějaká část souboru na nějaké brick
z množiny, tak je ztracen celý soubor. Pokud je ztracená celá brick, tak jsou ztraceny
všechny soubory, které na disk byly stripovány.
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6.3 CephFS
Výsledky všech provedených testů jsou uvedeny v tabulce viz příloha
”
Výsledky testů sys-
tému CephFS“. CephFS byl testován ve dvojí konfiguraci. V prvním případě ve výchozím
nastavení s využitím replikace a poté bez. Pokud byla použita replikace, je rychlost zápisu
poloviční, protože zápis probíhá nejdříve na primární OSD a z něj pak na repliku. Testovací
sestava obsahuje dva datové servery, proto se vždy zapisuje na jeden z nich a pak tento
server posílá data na druhý z páru. Po dokončení je operace potvrzena klientovi. CephFS
navíc využívá žurnálů. Pokud se žurnál nachází na stejném disku OSD, jako tomu bylo
v našem případě, tak dochází k dalšímu zpomalení operací. Zápis se totiž provádí nejdříve
do žurnálu OSD a až pak postupně na OSD. Rychlost tak opět klesá zhruba o polovinu.
Kvůli tomu není tato praktika doporučována a dle dokumentace [25] by se měl žurnál i OSD
nacházet na samostatných discích. Pokud jsou použity pro žurnály rychlé SSD disky, tak
je tento přístup efektivní. Na žurnál totiž většinou zapisuje více klientů zároveň a náhodný
mnohočetný přístup je pro SSD disky výrazně lepší, než pro klasické. CephFS dosahoval ve
všech testech špatných výsledků, obzvláště pro operaci zápis. Operace byly limitovány vy-
tížením datových disků OSD0 a OSD1, které byly téměř vždy plně vytíženy. Pokud bychom
chtěli dosáhnout lepších výsledků, bylo by potřeba přidat více datových disků a vyhradit
pro skupinu disků na serveru, alespoň jeden SSD disk pro žurnál.
Výsledky testů pracujících s malým počtem velkých souborů: Na grafu propust-
nosti systému 6.17 můžeme vidět, že pro operaci zápis byla poropustnost systému ve všech
případech stejná. S použitím replikace se pohybovala v okolí 34MB/s a bez okolo 55MB/s.
Omezující tak byly vždy operace s datovými disky OSD0 a OSD1, které byly ve všech
případech maximálně vytíženy. Při použití replikace každý z nich zapisoval rychlostí okolo
70MB/s. Jak bylo popsáno na začátku kapitoly, tak tato rychlost je poloviční z podstaty
raplikace, kdy zápis probíhá dvakrát. Zbývá tak zhruba 2x35MB/s. Jenže pokud je navíc
na stejném disku i žurnál, tak rychlost je opět poloviční a dostáváme se na 2x17MB/s. Bez
použití replikace se zapisovalo na každý disk (OSD0 a OSD1) zhruba rychlostí 50MB/s.
Pokud vezmeme v úvahu vliv žurnálu, tak jejich efektivní rychlost je 2x25MB/s. Propust-
nost čtení postupně rostla, jak je vidět na grafu 6.17. Maximálně však dosahovala rychlosti



















Obrázek 6.17: CephFS – Propustnost systému pro operace čtení a zápis s velkými soubory
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Výsledky testů pracujících s 10MiB soubory: Propustnost systému se pro operaci
zápis (viz graf 6.18) opět pohybovala v okolí 30MB/s při použití replikace a okolo 50MB/s
bez. Rychlost jednotlivých úkolů se pak dělila v rámci této propustnosti. Limitujícím místem
byly opět vytížené datové disky OSD0 a OSD1. Propustnost při čtení byla pro sekvenční
přístup v rozmezí 50 až 60MB/s a v případě paralelního čtení od 80 do 90MB/s. Vytížení






















Obrázek 6.18: CephFS – Propustnost systému pro operace čtení a zápis s 10MiB soubory
Výsledky testů pracujících s velkým počtem malých souborů: Propustnost pro
operaci zápis byla opět vždy stejná, jak můžeme vidět na grafu 6.19. Rychlosti úloh si
rovnoměrně dělily odpovídající propustnost. V konfiguraci s replikací dosahovala 0,4MB/s a
bez 0,6MB/s. Disky byly opět téměř plně vytíženy. Nejvyšší propustnosti dosahoval systém
při sekvenčním čtení jedním a obou klientů. Propustnost při paralelním čtení se pohybovala





















Obrázek 6.19: CephFS – Propustnost systému pro operace čtení a zápis s malými soubory
Propustnost systému při kopírování linuxového jádra (viz graf 6.20) byla maximálně
okolo 2MB/s a to v případě paralelního zápisu. Disky byly ve všech případech plně vytíženy
a počet slučovaných požadavků se neměnil. Operace rozbalování má téměř stejný průběh




















Obrázek 6.20: CephFS – Propustnost systému pro kopírování a rozbalování linuxového jádra
Operace mazání: Smazání linoxvého jádra obsahujícího 46 tisíc proběhlo v konfiguraci
bez replikace rychlostí 120 souborů/s a s replikací rychlostí 114 souborů/s. Pokud klienti
mazali současně, tak rychlost klesla na 86souborů/s bez replikace a 74souborů/s s replikací.
Výsledky spolehlivostních testů: Následující výčet popisuje provedené simulace vý-
padku sítě a vyvolané reakce systému v konfiguraci bez replikace. Totožné chování má
systém i při vypnutí nebo restartovaní některého ze strojů.
• Odpojení klienta vyvolá čekání spuštěné aplikace. Jakmile je spojení obnoveno, tak
klient pokračuje v plnění rozpracované úlohy.
• Odpojení datového serveru vyvolá čekání klientských aplikací, které s ním komuni-
kují nebo chtějí komunikovat. Jakmile je spojení obnoveno, tak pozastavené úlohy
pokračují.
• Odpojení metadata serveru způsobí nedostupnost celého systému. Klientské aplikace
se pozastaví na komunikaci s ním. Když je spojení obnoveno tak pozastavené aplikace
pokračují.
• Restartováním přepínače je vyvolána kombinace výše uvedeného. Všechny počítače
čekají na obnovení spojení a pak pokračují v úloze.
Pokud byla použita replikace, tak aplikace pracuje vždy se zbývající replikou. Jakmile
je odstavený server znovu zprovozněn, tak na něj probíhá kopírování změn provedených
v době výpadku. Také je možné trvale odstranit postižený stroj. V takovém případě Ceph
zvolí některý jiný datový server z clusteru a vytvoří novou replikační dvojici (n-tici).
Ztráta dat byla simulována odstraněním objektu z datové disku. V případě replikace
jsou obnovena z repliky. Pokud replikace není použita, tak systém hlásí poškození dat
a soubor obsahující daný objekt je nedostupný. Funkčnost systému není ovlivněna. Proces
odhalování těchto nesrovnalostí Ceph nazývá scrubbing. Kontrola se provádí v pravidelných
intervalech, které lze konfigurovat.
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6.4 Porovnání výsledků
V následujícím textu budou srovnány naměřené rychlosti operací provedených testů pro
všechny testované paralelní souborové systémy. Výsledky byly podrobně popsány v podka-
pitolách 6.1, 6.2 a 6.3.
Práce s malým počtem velkých souborů: Na grafu 6.21 vidíme, že nejlepších vý-
sledků pro operaci zápis dosahoval systém GlusterFS. Lustre byl v těsném závěsu a CephFS
byl již při sekvenčním zápisu z jednoho klienta limitován vytíženými disky.
Pro operaci čtení dosahoval lepších výsledků Lustre (viz graf 6.22). GlusterFS si počínal
lépe za použití distribuovaného svazku u sekvenčních úloh. CephFS dosahoval stejných






































Obrázek 6.22: Srovnání propustností operace čtení s velkými soubory
Práce s 10MiB soubory: Operace zápis byla nejefektivnější opět v případe Lustre (viz
graf 6.23). GlusterFS dosahoval mírně nižší výsledků, až na sekvenční zápis obou klientů,
kde byl výkon výrazně nižší. Ceph byl opět limitován disky a propustnost byla stejná jako
pro velké soubory viz graf 6.21.
Čtení opět vedl Lustre (viz graf 6.24) až na sekvenční čtení z jednoho klienta, kde měl
výrazně lepší výsledky distribuovaný svazek GlusterFS. CephFS se rovnal GlusteFS a pro













































Obrázek 6.24: Srovnání propustností operace čtení s 10MiB soubory
Práce s velkým počtem malých souborů: Nejlepších výsledků pro zápis malých so-
borů dosahoval Lustre viz graf 6.25. Což je překvapivé, protože GlusterFS nepoužívá me-
tadata server, a proto měl předpoklad pro lepší výkon, který není zatížen komunikací s me-
tadata serverem. Propustnost systému v případě Lustre a GlusterFS rostla se zvyšujícím
se počtem současně pracujících procesů, jak můžeme vidět na grafu 6.25. Distribuovaný
svazek si vedl lépe, než stripovaný, který není doporučován pro malé soubory. Propustnost
zapisování CephFS byla stále stejná a zvyšující počet zapisujících procesů ji neovlivnil.
Propustnost operace čtení pro Luste a distribuovaný svazek GlusterFS rostla s poč-
tem současně pracujících procesů. Stripovaný svazek GlusterFS vykazoval výrazně horší














































Obrázek 6.26: Srovnání propustností operace čtení s malými soubory
Kopírování linuxového jádra mělo podobné chování jako zápis malých souborů. Nejlépe
se umístil Lustre, jak lze vidět na grafu 6.27. Rychlost opět rostla v případě Lustre a
GlusterFS s počtem pracujících procesů.
Rozbalování jádra zvládl nejlépe GlusterFS vyšší propustností pro distribuovaný svazek
viz graf 6.28. Propustnost v podstatě kopíruje průběh kopírování jádra na grafu 6.27, až na
Lustre, který dosahoval velmi nízkých rychlostí. Operace v případě Lustre příliš vytěžovala


















































Cílem této práce bylo seznámit se s aktuálně rozšířenými zástupci paralelních souborových
systémů. Z nich na základě jejich vlastností některé zvolit, nastudovat způsob jejich insta-
lace a možnosti konfigurace. Následně systémy zprovoznit na testovací sestavě a navrhnout
soubor vhodných testovacích úloh. Testy realizovat, porovnat naměřené výsledky a nakonec
zvolené zástupce paralelních souborových systémů zhodnotit.
V počáteční fázi práce jsem provedl průzkum v oblasti paralelních souborových systémů
a vybral osm nejrozšířenějších zástupců. Vytvořil jsem si přehled těchto systémů, který ob-
sahoval informace o aktuálním stavu projektu a organizaci nebo komunitě, která za ním
stojí. Dále, jaké principy daný souborový systém využívá, jaké vlastnosti poskytuje a nao-
pak, jaké má hardwarové a softwarové požadavky. Obzvláště jsem se zaměřil na schopnost
systémů zajistit spolehlivost. Tedy schopnost zotavení se z výpadků, způsob zajištění do-
stupnosti a ochrany ukládaných dat. Pokud to bylo možné, tak jsem dohledal limity daného
systému a porovnal je s jeho dosud největším reálným nasazením. Tato část byla uzavřena
výběrem zástupců pro testování. Po konzultaci s panem Ing. Tomášem Kašpárkem byly
zvoleny: Lustre, GlusterFS a CephFS.
V laboratoři bylo připraveno pět počítačů, které byly propojeny pomocí Ethernetové sítě
rychlosti 1Gb/s a přes jeden z počítačů byl cluster zpřístupněn přes internet. Postupně jsem
na této sestavě zprovoznil jednotlivé paralelní souborové systémy. Za účelem automatizace a
reprodukce tohoto procesu jsem vytvořil pro každý systém instalační a konfigurační skripty,
které jsou součástí přiloženého CD.
Následně jsem navrhl sadu testovacích úloh, která se zaměřovala na testování výkonu,
škálovatelnosti a spolehlivosti paralelních souborových systémů. Výkonnostní testy se sou-
středily na operace čtení a zápis pro různé typy zátěže (velké 10GiB, běžné 10MiB, malé
3KiB soubory a adresářová struktura linuxového jádra). Bylo testováno sekvenční a pa-
ralelní zpracování. Testy byly spouštěny z jednoho klienta nebo dvou současně. Zvažoval
jsem použití nekterých testovacích programů pro souborové systémy, jako například iozone
a bonnie++. Žádný z nich se však nespecializuje na paralelní souborové systémy a proto
nebyly využity. Například iozone doprovázel problém zkreslení výsledků způsobený využí-
váním pamětí cache. Byly proto implementovány vlastní testovací skripty, které testování
plně automatizovaly. Jejich součástí je mazání obsahu pamětí cache před každou úlohou,
rozhraní test-bench.sh, které testy spouští a po dobu běhu monitoruje vytížení hardwaru
všech strojů clusteru a nástroje pro vytváření grafů a zpráv o výsledcích testů. Všechny
zdrojové kódy jsou dostupné na přiloženém CD. Testování spolehlivosti jsem provedl lokálně
v laboratoři, kdy jsem postupně vyvolával navržené výpadky a sledoval reakci systému. Vý-
sledky jsou podpořeny opět grafy vytížení počítačů clusteru, které zaznamenávají jeho stav
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po dobu výpadku.
V další části práce jsem provedl analýzu naměřených dat a jejich srovnání. Testy potvr-
dily předpoklad nízkých rychlostí operací čtení a zápis pro velký počet malých soborů. Na
jejích zpomalení mělo nejvíce vliv zpoždění síťové komunikace. Nejlepších a také stabilních
výsledků dosahoval systém Lustre, zvláště při práci s velkými soubory. Sekvenční a paralelní
zpracování nemělo na rychlost operací systému Lustre téměř žádny dopad. Pouze u velkého
počtu malých souborů mělo paralelní zpracování více procesy současně za následek ná-
růst propustnosti, který byl způsoben překrytím zpoždění síťové komunikace. GlusterFS
pro sekvenční úlohy s velkými soubory a také při čtení malých souborů vykazoval vyšší
propustnost, než Lustre (pokud byl použit distribuovaný svazek). Nejlépe si GlusterFS
vedl při úloze rozbalování linuxového jádra, kde se naopak Lustre ukázal zcela nevhodný.
CephFS dosahoval podobných výsledků jako GlusterFS používající stripovaný svazek. Pro
operaci paralelní čtení s 10MiB soubory byl rychlejší, stejně jako pro sekvenční čtení malých
souborů. Operace zápis byla v případě CephFS velmi neefektivní kvůli využívání žurnálu,
který by neměl být na stejném pevném disku, který je použit pro ukládání dat. Dostupný
hardware však jiný způsob neumožňoval.
Všechny testované paralelní souborové systémy poskytovaly mechanizmy pro zotavení
z výpadků, jako je například ztráta síťového spojení nebo selhání počítače. Lustre a Ceph
se shodovaly ve způsobu řešení, kdy aplikace vždy čekala, až bude výpadek odstraněn
a pak pokračovala dále. GlusterFS čekal nastavenou dobu a poté operaci přerušil s chy-
bou. Výpadek u žádného systému nepřerušil funkčnost celého systému, pouze při výpadku
medata serveru CephFS nebo Lustre, který je pro funkci systému kritický. Oba systémy
poskytují možnost použití redundantních metadata serverů a tím tuto slabinu odstranit.
GlusterFS se s tímto problémem nepotýká, protože metadata server vůbec nevyužívá. Ce-
phFS a GlusterFS oproti Lustre umožňují replikaci ukládaných dat. Díky tomu při výpadku
vždy poskytuje data některá z replik a také jsou tímto způsobem data chráněna před ztrá-
tou. Lustre musí chyby datových disků řešit na úrovní diskových polí RAID. Dostupnost
dat lze zajistit pomocí redundantních serverů, které umožňují přistup k datovým úložištím
(nejčastěji v páru). CephFS se od ostatních liší technologií RADOS (Reliable, Automatic,
Distributed Object Store), která provádí automatické rebalancování dat při změnách v clus-
teru nebo při déle trvajícím výpadku. Tato technologie je zajímavá, ale nebyla možnost ji
na dostupném hardwaru otestovat.
Existuje několik směrů, kterými by se práce mohla dále ubírat. Jedním je rozšíření tes-
tovacího prostředí a provedení testů ve větším měřítku. To by bylo vhodné především pro
sytém CephFS, který je více náročný na hardware a na dostupné sestavě jej nešlo vhodně
realizovat. Podle dokumentace lze však dobře škálovat a těží z masivního paralelismu. Dále
se také zaměřit na testování škálovatelnosti, které je náročné na množství testovacího hard-
waru a proto se mu tato práce nemohla dostatečně věnovat. Dalším možným směrem je
z testovaných systémů vybrat jeden, na základě jeho výsledků pro konkrétní druh zátěže
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1. /scripts/tests/ – sada testovacích skriptů a nástroje pro jejich obsluhu
2. /scripts/tests/README – stručný popis nástrojů a příklady použití
3. /scripts/install/ – instalační a konfigurační skripty pro testované systémy
4. /scripts/install/fs-rpms – instalační balíky testovaných systémů
5. /scripts/install/README – návod k použití instalačních a konfiguračních skriptů
6. /test-results/ – grafy a přehledy výsledků testů
7. /test-results/data-archs – archivy obsahujicí veškerá naměřená data
8. /test-results/README – orientační popis výsledků testů a obsahu archivů
9. /xpazde12-parallel-fs.pdf – pdf verze tohoto dokumentu
Výsledky testů systému Lustre
Úloha Velikost[MiB] Čas[s] Rychlost[MB/s]
read-2kx10mb-both-frag-pc4 20500 276.000 77.8834
read-2kx10mb-both-frag-pc5 20500 271.973 79.0366
read-2kx10mb-both-seq-pc4 20500 432.070 49.7508
read-2kx10mb-both-seq-pc5 20500 433.139 49.628
read-2kx10mb-single-frag-pc4 20500 195.387 110.017
read-2kx10mb-single-seq-pc4 20500 397.277 54.1079
read-2x10gb-both-frag-pc4 20480 233.892 91.8152
read-2x10gb-both-frag-pc5 20480 232.146 92.5057
read-2x10gb-both-seq-pc4 20480 228.702 93.8988
read-2x10gb-both-seq-pc5 20480 230.589 93.1304
read-2x10gb-single-frag-pc4 20480 213.928 100.383
read-2x10gb-single-seq-pc4 20480 209.454 102.528
read-7mx3kb-both-frag-pc4 2824.08 1202.991 2.46158
read-7mx3kb-both-frag-pc5 2853.38 1202.745 2.48763
read-7mx3kb-both-seq-pc4 513.841 1201.494 0.448443
read-7mx3kb-both-seq-pc5 513.911 1201.523 0.448493
read-7mx3kb-single-frag-pc4 4124.87 1055.074 4.09947
read-7mx3kb-single-seq-pc4 498.472 1201.674 0.434965
write-2kx10mb-both-frag-pc4 20500 285.881 75.1915
write-2kx10mb-both-frag-pc5 20500 284.424 75.5766
write-2kx10mb-both-seq-pc4 20500 277.504 77.4613
write-2kx10mb-both-seq-pc5 20500 280.152 76.7291
write-2kx10mb-single-frag-pc4 20500 185.800 115.693
write-2kx10mb-single-seq-pc4 20500 186.225 115.429
write-2x10gb-both-frag-pc4 20480 252.383 85.0883
write-2x10gb-both-frag-pc5 20480 254.310 84.4435
write-2x10gb-both-seq-pc4 20480 241.202 89.0326
write-2x10gb-both-seq-pc5 20480 240.215 89.3984
write-2x10gb-single-frag-pc4 20480 185.478 115.781
write-2x10gb-single-seq-pc4 20480 185.682 115.654
Úloha Velikost[MiB] Čas[s] Rychlost[MB/s]
write-7mx3kb-both-frag-pc4 3597.55 1203.513 3.13441
write-7mx3kb-both-frag-pc5 3712.35 1203.379 3.23479
write-7mx3kb-both-seq-pc4 836.112 1201.416 0.729745
write-7mx3kb-both-seq-pc5 944.039 1201.753 0.823711
write-7mx3kb-single-frag-pc4 4124.87 1202.582 3.59663
write-7mx3kb-single-seq-pc4 837.343 1201.391 0.730834
write-linux-both-frag-pc4 1226.53 287.499 4.47344
write-linux-both-frag-pc5 1226.53 270.905 4.74746
write-linux-both-seq-pc4 613.266 217.454 2.9572
write-linux-both-seq-pc5 613.266 199.827 3.21806
write-linux-single-frag-pc4 1226.53 243.889 5.27334
write-linux-single-seq-pc4 613.266 210.522 3.05458
unpack-linux-both-frag-pc4 1226.53 6585.256 0.195301
unpack-linux-both-frag-pc5 1226.53 6576.602 0.195558
unpack-linux-both-seq-pc4 613.266 3175.772 0.202488
unpack-linux-both-seq-pc5 613.266 3150.774 0.204095
unpack-linux-single-frag-pc4 1226.53 4340.078 0.296333
unpack-linux-single-seq-pc4 613.266 1888.316 0.340545
Úloha Smazaných Čas[s] Rychl.[sb/s]
delete-2kx10mb-both-pc4 2050 1.166 1758.15
delete-2kx10mb-both-pc5 2050 1.246 1645.26
delete-2kx10mb-single-pc4 2050 1.295 1583.01
delete-2x10gb-both-pc4 4 0.091 43.956
delete-2x10gb-both-pc5 2 0.01 200
delete-2x10gb-single-pc4 2 0.054 37.037
delete-7mx3kb-both-pc4 285393 195.192 1462.11
delete-7mx3kb-both-pc5 322232 211.126 1526.25
delete-7mx3kb-single-pc4 285813 176.06 1623.38
delete-linux-both-pc4 45935 34.012 1350.55
delete-linux-both-pc5 45935 33.955 1352.82
delete-linux-single-pc4 45935 32.387 1418.32
Výsledky testů systému GlusterFS
GlusterFS distribovaný GlusterFS stripovaný
Úloha v[MiB] t[s] MB/s v[MiB] t[s] MB/s
rd-2kx10mb-both-frag-pc4 20500 597.92 35.95 20500 571.38 37.62
rd-2kx10mb-both-frag-pc5 20500 599.39 35.86 20500 571.16 37.63
rd-2kx10mb-both-seq-pc4 20500 780.13 27.55 20500 581.77 36.94
rd-2kx10mb-both-seq-pc5 20500 777.87 27.63 20500 568.61 37.80
rd-2kx10mb-single-frag-pc4 20500 356.03 60.37 20500 344.16 62.45
rd-2kx10mb-single-seq-pc4 20500 236.28 90.97 20500 357.30 60.16
rd-2x10gb-both-frag-pc4 20480 312.95 68.62 20480 298.62 71.91
rd-2x10gb-both-frag-pc5 20480 325.42 65.98 20480 297.21 72.25
rd-2x10gb-both-seq-pc4 20480 196.91 109.05 20480 419.95 51.13
rd-2x10gb-both-seq-pc5 20480 205.42 104.54 20480 419.62 51.17
rd-2x10gb-single-frag-pc4 20480 304.09 70.62 20480 233.52 91.95
rd-2x10gb-single-seq-pc4 20480 195.97 109.57 20480 291.14 73.76
rd-7mx3kb-both-frag-pc4 1736.09 1202.00 1.51 606.23 1203.65 0.52
rd-7mx3kb-both-frag-pc5 1760.27 1202.31 1.53 652.73 1201.74 0.56
rd-7mx3kb-both-seq-pc4 453.03 714.56 0.66 386.39 624.93 0.64
rd-7mx3kb-both-seq-pc5 461.03 741.22 0.65 393.94 646.22 0.63
rd-7mx3kb-single-frag-pc4 3544.90 1202.28 3.09 1532.36 1201.74 1.33
rd-7mx3kb-single-seq-pc4 553.42 719.84 0.80 461.93 616.19 0.78
wr-2kx10mb-both-frag-pc4 20500 329.76 65.18 20500 328.57 65.42
wr-2kx10mb-both-frag-pc5 20500 328.97 65.34 20500 333.22 64.50
wr-2kx10mb-both-seq-pc4 20500 475.53 45.20 20500 442.32 48.59
wr-2kx10mb-both-seq-pc5 20500 434.12 49.51 20500 475.13 45.24
wr-2kx10mb-single-frag-pc4 20500 190.60 112.77 20500 198.73 108.16
wr-2kx10mb-single-seq-pc4 20500 210.73 102.00 20500 210.85 101.94
wr-2x10gb-both-frag-pc4 20480 221.09 97.12 20480 219.25 97.94
wr-2x10gb-both-frag-pc5 20480 228.40 94.02 20480 228.45 94.00
wr-2x10gb-both-seq-pc4 20480 189.84 113.11 20480 225.20 95.35
wr-2x10gb-both-seq-pc5 20480 197.05 108.98 20480 232.87 92.21
wr-2x10gb-single-frag-pc4 20480 220.79 97.26 20480 185.39 115.83
wr-2x10gb-single-seq-pc4 20480 189.85 113.11 20480 185.58 115.71
GlusterFS distribovaný GlusterFS stripovaný
Úloha v[MiB] t[s] MB/s v[MiB] t[s] MB/s
wr-7mx3kb-both-frag-pc4 2577.30 1203.50 2.24 1714.32 1202.59 1.49
wr-7mx3kb-both-frag-pc5 2610.98 1203.47 2.27 1675.63 1202.65 1.46
wr-7mx3kb-both-seq-pc4 453.03 1201.25 0.39 386.39 1201.20 0.33
wr-7mx3kb-both-seq-pc5 461.03 1203.65 0.42 393.94 1201.35 0.34
wr-7mx3kb-single-frag-pc4 3544.90 1202.29 3.09 2363.82 1201.99 2.06
wr-7mx3kb-single-seq-pc4 553.42 1201.27 0.48 461.93 1201.25 0.40
wr-linux-both-frag-pc4 1226.53 345.23 3.72 1226.53 399.44 3.21
wr-linux-both-frag-pc5 1226.53 349.75 3.67 1226.53 398.30 3.22
wr-linux-both-seq-pc4 613.26 338.88 1.89 613.26 415.44 1.54
wr-linux-both-seq-pc5 613.26 340.73 1.88 613.26 414.53 1.55
wr-linux-single-frag-pc4 1226.53 343.86 3.74 1226.53 405.25 3.17
wr-linux-single-seq-pc4 613.26 347.45 1.85 613.26 452.70 1.42
un-linux-both-frag-pc4 1226.53 401.30 3.20 1226.53 488.94 2.63
un-linux-both-frag-pc5 1226.53 403.37 3.18 1226.53 486.27 2.64
un-linux-both-seq-pc4 613.26 398.37 1.61 613.26 478.27 1.34
un-linux-both-seq-pc5 613.26 391.93 1.64 613.26 478.09 1.34
un-linux-single-frag-pc4 1226.53 401.25 3.20 1226.53 465.42 2.76
un-linux-single-seq-pc4 613.26 396.93 1.62 613.26 484.86 1.32
GlusterFS distribovaný GlusterFS stripovaný
Úloha Smaz. Čas[s] s[sb/s] Smaz. Čas[s] s[sb/s]
delete-2kx10mb-both-pc4 2050 38.215 53.6439 2050 45.482 45.0728
delete-2kx10mb-both-pc5 2050 36.24 56.5673 2050 46.504 44.0822
delete-2kx10mb-single-pc4 2050 2.22 923.423 2050 3.867 530.127
delete-2x10gb-both-pc4 4 0.042 95.2381 4 0.099 40.404
delete-2x10gb-both-pc5 4 0.025 160 4 0.068 58.8235
delete-2x10gb-single-pc4 2 0.039 51.2821 2 0.034 58.8235
delete-7mx3kb-both-pc4 154635 379.043 407.962 131889 423.76 311.235
delete-7mx3kb-both-pc5 157365 390.391 403.096 134466 415.32 323.765
delete-7mx3kb-single-pc4 188903 326.116 579.251 157674 382.537 412.18
delete-linux-both-pc4 45935 148.181 309.993 45935 180.304 254.764
delete-linux-both-pc5 45935 150.474 305.269 45935 180.962 253.838
delete-linux-single-pc4 45935 139.316 329.718 45935 149.718 306.81
Výsledky testů systému CephFS
CephFS bez replikace CephFS s replikací
Úloha v[MiB] t[s] MB/s v[MiB] t[s] MB/s
rd-2kx10mb-both-frag-pc4 20500 496.41 43.30 18480 436.21 44.42
rd-2kx10mb-both-frag-pc5 20500 512.01 41.98 18650 433.83 45.07
rd-2kx10mb-both-seq-pc4 20500 748.97 28.70 16630 587.86 29.66
rd-2kx10mb-both-seq-pc5 20500 748.43 28.72 16620 594.19 29.32
rd-2kx10mb-single-frag-pc4 20500 263.86 81.46 20500 264.99 81.11
rd-2kx10mb-single-seq-pc4 20500 388.29 55.35 20500 437.89 49.08
rd-2x10gb-both-frag-pc4 20480 449.95 47.72 20480 429.30 50.02
rd-2x10gb-both-frag-pc5 20480 447.33 48.00 20480 422.37 50.84
rd-2x10gb-both-seq-pc4 20480 486.93 44.10 20480 444.31 48.33
rd-2x10gb-both-seq-pc5 20480 482.46 44.51 20480 442.96 48.48
rd-2x10gb-single-frag-pc4 20480 263.38 81.53 20480 239.05 89.83
rd-2x10gb-single-seq-pc4 20480 347.72 61.75 20480 292.59 73.39
rd-7mx3kb-both-frag-pc4 316.64 1201.24 0.27 249.36 634.68 0.41
rd-7mx3kb-both-frag-pc5 317.62 1201.16 0.27 262.25 640.78 0.42
rd-7mx3kb-both-seq-pc4 380.60 626.24 0.63 236.72 311.42 0.79
rd-7mx3kb-both-seq-pc5 374.74 620.07 0.63 229.02 300.94 0.79
rd-7mx3kb-single-frag-pc4 667.08 1201.19 0.58 482.20 774.36 0.65
rd-7mx3kb-single-seq-pc4 726.25 741.46 1.02 424.43 466.89 0.95
wr-2kx10mb-both-frag-pc4 20500 860.27 24.98 18380 1200.96 16.04
wr-2kx10mb-both-frag-pc5 20500 860.53 24.97 18550 1201.06 16.19
wr-2kx10mb-both-seq-pc4 20500 941.43 22.83 16630 1212.21 14.38
wr-2kx10mb-both-seq-pc5 20500 941.49 22.83 16620 1212.21 14.37
wr-2kx10mb-single-frag-pc4 20500 439.85 48.87 20500 691.43 31.08
wr-2kx10mb-single-seq-pc4 20500 354.79 60.58 20500 784.54 27.39
wr-2x10gb-both-frag-pc4 20480 756.56 28.38 20480 1211.64 17.72
wr-2x10gb-both-frag-pc5 20480 763.07 28.14 20480 1211.47 17.72
wr-2x10gb-both-seq-pc4 20480 750.67 28.60 20480 1255.19 17.10
wr-2x10gb-both-seq-pc5 20480 756.02 28.40 20480 1229.48 17.46
wr-2x10gb-single-frag-pc4 20480 401.43 53.49 20480 637.46 33.68
wr-2x10gb-single-seq-pc4 20480 398.81 53.84 20480 619.38 34.67
CephFS bez replikace CephFS s replikací
Úloha v[MiB] t[s] s[MB/s] v[MiB] t[s] s[MB/s]
wr-7mx3kb-both-frag-pc4 363.89 1201.21 0.31 249.34 1200.99 0.21
wr-7mx3kb-both-frag-pc5 357.38 1201.08 0.31 262.22 1201.13 0.22
wr-7mx3kb-both-seq-pc4 380.60 1253.17 0.31 236.71 1207.21 0.20
wr-7mx3kb-both-seq-pc5 374.74 1253.17 0.31 229.02 1207.21 0.19
wr-7mx3kb-single-frag-pc4 747.23 1201.24 0.65 482.17 1201.20 0.42
wr-7mx3kb-single-seq-pc4 726.25 1201.59 0.63 413.47 1213.56 0.35
wr-linux-both-frag-pc4 1226.53 1279.14 1.01 1226.53 2494.04 0.51
wr-linux-both-frag-pc5 1226.53 1275.81 1.01 1226.53 2540.49 0.50
wr-linux-both-seq-pc4 613.26 1039.19 0.61 613.26 925.57 0.69
wr-linux-both-seq-pc5 613.26 1034.17 0.62 613.26 879.33 0.73
wr-linux-single-frag-pc4 1226.53 611.58 2.10 1226.53 1181.94 1.08
wr-linux-single-seq-pc4 613.26 412.38 1.55 613.26 396.35 1.62
un-linux-both-frag-pc4 1226.53 1380.18 0.93 1226.53 2998.29 0.42
un-linux-both-frag-pc5 1226.53 1380.22 0.93 1226.53 3124.29 0.41
un-linux-both-seq-pc4 613.26 577.51 1.11 613.26 882.56 0.72
un-linux-both-seq-pc5 613.26 580.46 1.10 613.26 882.40 0.72
un-linux-single-frag-pc4 1226.53 542.87 2.36 1226.53 1866.89 0.68
un-linux-single-seq-pc4 613.26 353.88 1.81 613.26 351.86 1.82
CephFS bez replikace CephFS s replikací
Úloha Smaz. Čas[s] s[sb/s] Smaz. Čas[s] s[sb/s]
delete-2kx10mb-both-pc4 2050 2.414 849.213 1663 2.241 742.079
delete-2kx10mb-both-pc5 2050 2.433 842.581 1662 2.285 727.352
delete-2kx10mb-single-pc4 2050 2.586 792.73 2050 2.402 853.455
delete-2x10gb-both-pc4 4 0.027 148.148 4 0.021 190.476
delete-2x10gb-both-pc5 2 0.043 46.5116 4 0.103 38.835
delete-2x10gb-single-pc4 2 0.042 47.619 2 0.042 47.619
delete-7mx3kb-both-pc4 55524 330.083 168.212 70224 462.118 151.961
delete-7mx3kb-both-pc5 60812 340.286 178.708 67599 446.176 151.507
delete-7mx3kb-single-pc4 118980 333.978 356.251 108404 474.089 228.657
delete-linux-both-pc4 45935 529.735 86.7132 45935 628.906 73.0395
delete-linux-both-pc5 45935 501.932 91.5164 45935 612.506 74.9952
delete-linux-single-pc4 45935 381.977 120.256 45935 403.055 113.967
Přehled propustností úloh
Velké soubory (10GiB):
Zápis velkých souborů (10GiB) [MB/s]
Úloha(procesy) Lustre Gluster-dis Gluster–rep Ceph-rep Ceph
2XPAR (4) 169.532 191.153 191.948 35.449 56.527
2xSEQ (2) 178.431 222.097 187.573 34.575 57.012
1xPAR (2) 115.781 97.260 115.835 33.687 55.833
1xSEQ (1) 115.654 113.114 115.714 34.671 53.847
Čtení velkých souborů (10GiB) [MB/s]
Úloha(procesy) Lustre Gluster-dis Gluster–rep Ceph-rep Ceph
2XPAR (4) 184.321 134.609 144.167 100.865 95.7333
2xSEQ (2) 187.029 213.6 102.312 96.8132 88.6127
1xPAR (2) 100.383 70.62 91.9583 89.8341 83.21
1xSEQ (1) 102.528 109.579 73.7604 73.3947 61.7577
Běžné soubory (10MiB):
Zápis běžných souborů (10MiB) [MB/s]
Úloha(procesy) Lustre Gluster-dis Gluster–rep Ceph-rep Ceph
2XPAR (20) 150.768 130.526 129.930 32.242 49.966
2xSEQ (2) 154.190 94.718 93.838 28.761 45.664
1xPAR (10) 115.693 112.779 108.164 31.088 48.698
1xSEQ (1) 115.429 102.006 101.944 27.399 60.587
Čtení běžných souborů (10MiB) [MB/s]
Úloha(procesy) Lustre Gluster-dis Gluster–rep Ceph-rep Ceph
2XPAR (20) 156.920 71.813 75.256 89.499 85.285
2xSEQ (2) 99.378 55.188 74.752 58.992 57.421
1xPAR (10) 110.017 60.375 62.457 81.117 81.465
1xSEQ (1) 54.107 90.972 60.160 49.089 55.359
Málé soubory (3KiB):
Zápis malých souborů (3KiB) [MB/s]
Úloha(procesy) Lustre Gluster-dis Gluster–rep Ceph-rep Ceph
2XPAR (20) 6.369 4.520 2.955 0.446 0.629
2xSEQ (2) 1.553 0.797 0.681 0.404 0.632
1xPAR (10) 3.596 3.091 2.062 0.420 0.652
1xSEQ (1) 0.730 0.483 0.403 0.357 0.633
Čtení malých souborů (3KiB) [MB/s]
Úloha(procesy) Lustre Gluster-dis Gluster–rep Ceph-rep Ceph
2XPAR (20) 4.949 3.049 1.097 0.841 0.553
2xSEQ (2) 0.896 1.316 1.287 1.595 1.271
1xPAR (10) 4.099 3.091 1.337 0.652 0.582
1xSEQ (1) 0.434 0.806 0.786 0.953 1.027
Linuxové jádro:
Kopírování linuxového jádra [MB/s]
Úloha(procesy) Lustre Gluster-dis Gluster–rep Ceph-rep Ceph
2XPAR (4) 9.221 7.402 6.448 1.021 2.013
2xSEQ (2) 6.175 3.784 3.099 1.426 1.240
1xPAR (2) 5.273 3.740 3.173 1.088 2.102
1xSEQ (1) 3.054 1.850 1.420 1.622 1.559
Rozbalování linuxového jádra [MB/s]
Úloha(procesy) Lustre Gluster-dis Gluster–rep Ceph-rep Ceph
2XPAR (4) 0.391 6.393 5.275 0.840 1.863
2xSEQ (2) 0.406 3.254 2.689 1.457 2.221
1xPAR (2) 0.296 3.205 2.763 0.688 2.369
1xSEQ (1) 0.340 1.620 1.326 1.827 1.817
Ukázka grafu vytížení počítače
