This paper presents a method that enables the estimation and depiction of onomatopoeia in computer-generated animation based on physical parameters. Onomatopoeia is used to enhance physical characteristics and movement, and enables users to understand animation more intuitively. We experiment with onomatopoeia depiction in scenes within the animation process. To quantify onomatopoeia, we employ Komatsu's [2012] assumption, i.e., onomatopoeia can be expressed by n-dimensional vector. We also propose phonetic symbol vectors based on the correspondence of phonetic symbols to the impressions of onomatopoeia using a questionnaire-based investigation. Furthermore, we verify the positioning of onomatopoeia in animated scenes. The algorithms directly combine phonetic symbols to estimate optimum onomatopoeia. They use a view-dependent Gaussian function to display onomatopoeias in animated scenes. Our method successfully recommends optimum onomatopoeias using only physical parameters, so that even amateur animators can easily create onomatopoeia animation.
Introduction
Japanese cartoon animation (or anime) have been attracting worldwide attention due to their artistry and unique story-lines. To present a world view in anime, anime-like physical techniques, such as sound symbolic and mimetic words are used. Sound symbolism is a term used in semiotics and linguistics to refer to a direct association between the form and meaning of language; sounds reflect the properties of the external world. In linguistics, sound-symbolic words can be classified as follows: phonomime, onomatopoeia, and psychomimes. Onomatopoeias mimic actual sounds, phenomines depict nonauditory senses, and psychomimes depict psychological states or bodily feelings.
Onomatopoeias are often used to enhance the physical characteristics and motion of a character, and enable users to understand unrealistic anime contents intuitively. Recently, onomatopoeias have attracted attention in print media and literary work, such as picture books. However, the automatic selection of optimum onomatopoeia for a scene has two problems. First, sound-symbolic words are not only imitative of sound but also cover a much wider range of meaning. Second, selecting onomatopoeias based on sounds during anime creation is very difficult because many production studios use after-recording which is a general method for recording speech to accompany the finished visuals of anime films. Thus, animators must select onomatopoeias only based on character reference and motion. To maintain quality, significant manual labor is required even though computer-generated (CG) techniques reduce labor intensity. Moreover, many amateur animators cannot assign optimum onomatopoeias to animation.
Our goal is to estimate and depict onomatopoeias based on static and dynamic physical parameters that are computed using CG animation. The main idea of our approach is to formulate empirical knowledge of sound symbolism. The overall process of the proposed method is as follows:
Quantification of phonetic symbol 1. Viewing simple CG animations, e.g., ball bouncing, and selecting suitable onomatopoeia. Consequently, onomatopoeias are associated with computed physical parameters according to simple animation.
2. Factorizing physical parameters computed in an animation simulation process into phonetic symbols, and creating a phonetic symbols vector matrix.
Onomatopoeia estimation
3. Inputting external parameters computed in an arbitrary animation and estimating onomatopoeia using phonetic symbol vectors automatically.
4. Depicting multiple onomatopoeias in three-dimensional (3D) space under the constraint that they do not overlap.
The proposed method enables automatic estimation and recommendation of optimum onomatopoeias for any CG animation. Furthermore, we enable the creation of animation with more suitable onomatopoeia through an editing and relearning function. The proposed method makes the manual labor processes of creating animelike animation more efficient. In addition, it is expected that the proposed method can enable a summarization method for depicted onomatopoeia.
The remainder of this paper is organized as follows. Related work is reviewed in Section 2, and we discuss the main ideas underlying the algorithms used in the proposed method in Section 3. In Section 4, we describe an implementation detail of our prototype system. Section 5 presents results, and we conclude the paper and discuss limitations and future work in Section 6.
Related Work

Depicting Cartoon Effects
Recently, research into generating anime-like effects has been proposed. Schmid's [2010] methods generate anime-like speed lines, motion blur, and dynamic glyphs by inputting keyframe animation. However, this method requires rebuilding 3D model-based time series information. In addition, significant analysis time is required. Umeda [2012] has proposed a system to depict anime-like effects based on simple image processing using joint data acquired by a Microsoft Kinect sensor. This method depicts regular speed lines and fonts associated with human motion; however, that study did not focus on anime characters or onomatopoeias. Dobashi [2005] proposed a real-time physics-based sound simulation method to depict wind noise using fluid simulation and sound textures. However, it focused only on an object's shape and did not reflect physical characteristics which are required to select onomatopoeia. Chadwick [2012] proposed a method to generate acceleration noise for a rigid body. This method enables simulation of the sounds of rigid collision that reflect physical characteristics; however, sounds were not associated with most onomatopoeia in anime films.
Specific to caption, Hong [2010] proposed to visualize caption using image or sound features, and to color fonts considering time series information. With this method, it is possible to accentuate animation and video with caption easily; however they use a sound clustering method, (i.e., a multi-clustering method) to color subtitle. Unfortunately, it is difficult to classify sounds into various onomatopoeias. 
Here ⃗ Ii is the ith dimension of onomatopoeia expression vector. ai, bi, ci, and di are weight coefficients, and ⃗ CiX and ⃗ ViX are the i-th respectively the i-th dimension values of X's consonant and vowel and ⃗ CiY and ⃗ ViY are the ith dimensional values of Y's consonant and vowel vectors. However, Komatsu determined alphabets that are caused by the impression of onomatopoeias empirically. Furthermore, in a questionnaire-based investigation to comprehend the multifaceted impression of alphabets, it is difficult for participants to fill in there 43 pairs of adjectives for alphabets.
In linguistic research, semantic similarities, such as the pronominal words "the, this, thus, and there" and the consonant sounds of negation words "no, not, never, and neither" are observed in English. This linguistic phenomenon is referred to as sound symbolism. Crystal [2003] defined sound symbolism as a term used in semiotics and linguistics that refers to a direct association between the form and meaning of language. The sounds used reflect the properties of the external world, as is the case with onomatopoeia and other forms of synesthesia. In addition, Lyons [1977] to "sound and view," and [i] and [u] means "light" and "dark" respectively. Bloomfield [1933] showed that [fl-] is "moving light (flash, flame)" and "movement in air (fly, flap)," and [sl-] is "smoothly wet (slime, slush, slop) ." Table 1 shows the examples of vowels and consonants related to motivation and iconicity. Kohler [1927 Kohler [ /1947 suggests that voiceless plosives [p, t, k] indicates "linear and angular shape," while resonance [m, n, r, l] indicates "roundish shape." Ullman [1962] found that symbolic words, such as onomatopoeic words, have phonetic motivation and iconicity, and Lyons [1977] stated that onomatopoeia represent non-arbitrary relationship. Sound symbolism studies have confirmed the universality and iconicity of soundsymbolism. Furthermore, we confirm that the direct association between the form and meaning of language is the most important factor in linguistics.
In anime and comics, realistic physical characteristics and smooth motion are rare; thus, it is difficult to understand object motion and unusual stories. Therefore, onomatopoeias help users review anime information because onomatopoeias reflect the properties of the external world. However, to create onomatopoeia animation, animator must select onomatopoeia without sound features because CG animation is created only based on some physical parameters. Moreover, there is a large number of onomatopoeia for each unique anime film; thus we cannot assign optimum onomatopoeia.
We propose a method to quantify the impression vectors of onomatopoeia based on sound symbolism, to estimate onomatopoeia using only physical parameters, and to depict onomatopoeia in a scene. The proposed method is of great value, and can suggest onomatopoeia automatically and create anime-like CG animation. In addition, the algorithm used in the proposed method can learn the physical parameters associated with onomatopoeia interactively.
Onomatopoeia Depiction Method Principles
Our quantification of onomatopoeia framework is mainly inspired by Komatsu's method. First of all, we assumed that phonetic symbols can be expressed by n-dimensional vector based on empirical knowledge of sound symbolism, e.g., "g, z, d, and b are muddy sounds suggesting big heavy, or dirty." Any instance of onomatopoeia can then be expressed of expression vector (so called "Onomatopoeia Vector") by linearly coupling the phonetic symbolism vectors. Therefore, to realize the quantification method for onomatopoeias, two steps must be achieved 1) determine the numbers and types of the dimensions of phonetic symbol vectors, and 2) determine the value for each dimension of the vectors. 
Specially, we focus on "onomatopoeia of two-body collision animations" because collision scenes can benefit from various onomatopoeias in anime. Figure 2 shows an example of onomatopoeia in anime and comic.
Phonetic Symbol Vectors and String Vectors of Onomatopoeia
To determine the numbers and types of dimensions of phonetic vectors, we used the synesthetic knowledge of sound symbolism of eleven International Phonetic Alphabet (IPA) classifications, for example plosive consonants suggest "un-expected phenomena," nasal consonants can evoke "acoustic echo," and close vowels infer "small." Table 2 shows that IPA classification (the ordinal number of IPA classification). In linguistics, synesthetic sound symbolism is the use of sound to symbolize object size, shape, and speed [Jespersen, 1922] . Then, we assumed that the types of the dimension of phonetic vectors are "mass", "volume", "acceleration" and "viscosity."
However, we focus on "onomatopoeias of two-body collision animations", as shown in Figure 3 . That is, we must consider impression of two objects. We selected the six factors, mass(object A), volume(object A), acceleration(object A), mass(object B), viscosity(object B), and acceleration(object B), as shown in Table 3 . Therefore six factors became the six dimensions of the phonetic vectors (n = 6) and onomatopoeia vectors can be expressed as Vector = (massA, volumeA, accelerationA, massB, viscosityB, accelerationB) , i.e., ⃗ Vi is expressed as follows.
Similarly, the phonetic symbol vector ⃗ Tj is expressed as follows.
j is the class number of IPA classification(as shown in Table 2 ). Figure 4 shows that onomatopoeia, "BANG," can be quantified by the linearly coupling the sound symbolism vectors.
The phonetic symbol rules defined by the n × D matrix T . D is the number of IPA classification (in this paper, D = 11). If we rewrite them in matrix form treating the vectors as rows, we get matrix T where
Figure 3: To resolve the matrix T , we defined the string vector ⃗ Xi by counting types phonetic symbol of onomatopoeia. The column vector components are a number of stored phonetic symbols based on the ordinal number of IPA classifications (as shown in "class number" of Table 2 ). The string vector is expressed as follows. Figure 5 shows an example of string vector, "BANG."
Example of two-body collision animation in questionnaire-based investigation (Section 3.1). After viewing the animations, participants answered which onomatopoeia they want to depict in the scene (Section 3.2).
We suppose the quantification of phonetic matrix T is based only on one onomatopoeia. ⃗ Vi is computed by linearly coupling the phonetic symbol vectors in Eqs(4) and (5), i.e.,
Quantification of Phonetic Symbol
To determine the value for each dimension of phonetic symbol vectors, we performed a questionnaire-based investigation to comprehend the correspondence the impressions of onomatopoeia. Specifically, some CG animations (Figure 3 : two-body collision animations) were prepared. Participants answered the impression value on a 10-point Likert scale to physical parameters of CG animation, (the value for each dimension of Eq(2)), such as "large -small" (volume of object A). Furthermore, participants were asked "which onomatopoeia do you want to select for the animation?" Two-body collision animations are elastic, rigid and character animations. In this investigation, we get the impression values of physical parameters computed CG animation and the correspondence of string vectors of onomatopoeia Eq(5) to onomatopoeia vectors Eq(2) determined by impression values. In this paper, the number of participants are five, and the number of investigation k are twenty three (k = 23). It took about 20 minutes to complete this investigation.
In Section 3.1, for each pair of onomatopoeias data (string vectors ⃗ Xi and onomatopoeia vectors ⃗ Vi ), we compute phonetic symbol matrix T using Eq(6). However, in this step, we consider k onomatopoeias vectors rather than a single onomatopoeia.
In linguistics, since the phonetic symbols of onomatopoeia have synesthetic sound symbolism, a quantification of phonetic symbol vectors is conforming with all the individual ideal phonetic symbol values of onomatopoeia (in general). Therefore, we expand Eqs (4), (5), and (6) (in Section 3.1), and define X and V to be the matrix form treating the vectors (k onomatopoeia vectors and string vectors) as columns, we get X and V where
A closed form expression for Eq(6) is given by
In order to compute the phonetic symbol matrix T , we rewrite Eq(9) for the divergence F between the onomatopoeia vectors V and the phonetic symbol matrix T and string vectors X ( = T X) in Equation (10).
The divergence functions are the Frobenius norm. We identify phonetic symbol matrix T by minimizing Eq(10). In addition, we assumed that the matrix T are non-negative matrix because the matrix V and X have no negative elements. That is to say, we assumed that Eq(10) has the constraint that the matrix T , V and X have no negative elements. In order to minimize the divergence F (T ), we used 
As the result, we can confirm that the vectors for voiceless plosives [p, t, k] and resonances [m, n, r, l] have more intense values than vowels. Table 4 shows the convergence time required to compute the phonetic symbol vector matrix T .
Estimating Onomatopoeia
In this section, we describe a method to recommend optimum onomatopoeia in database for external onomatopoeia vector ⃗ Vext determined by physical parameters of an arbitrary CG animation. The onomatopoeia database is word list of onomatopoeias which consists of 100 collision-related onomatopoeias selected from anime films that were among the top 10 films by annual DVD and comic book sales. Firstly, we automatically compute the optimum string vector ⃗ ω, i.e., Eq(5), using an external onomatopoeia vector ⃗ Vext and the phonetic symbol matrix T , i.e., Eq(4). Our method enables us to compute any onomatopoeia vectors. However, if we compute many onomatopoeia vectors in database, time required for computing onomatopoeia vectors of database is directly proportional to the number of words in the database. That is to say, it is difficult to add an editing and relearning onomatopoeia vectors in database.
Furthermore, for example if there is not implosive sound of onomatopoeia in the questionnaire-based investigation (in Section 3.2), we cannot compute implosive sound vector ⃗ T6 in phonetic symbol matrix T . We cannot compute onomatopoeia vector which include implosive sound. Therefore, it is necessary to add a constraint to non-learning phonetic symbols in the database, e.g., implosive sound. However, it is difficult for us to set appropriate values for the constraint because the value for each dimension of onomatopoeia vector V has a different dimension, e.g., "mass and viscosity." Therefore, we proposed a method to estimate the string vector ⃗ ω based on external parameters ⃗ Vext rather than computing the onomatopoeia vector of any instance of onomatopoeia. Each component of the string vector ⃗ ω has the same dimensionality in Eq(5), i.e., it is possible to recommend an onomatopoeia using the string vector ⃗ ω and the constraint penalty function of the phonetic symbols. Furthermore, we need not compute all onomatopoeia vectors based on the phonetic matrix T . Instead, we can compute string vectors (5) in the database. Then, we solve the following constrained optimization problems for the string vector ⃗ ω.
The following constraints apply: all string vector components are positive values and the number of onomatopoeia characters (the norm of string vector) is more than 3.0 and less than 8.0. We use the sequential unconstrained minimization technique and a quasiNewton method to solve the optimization problem.
Although we can create new onomatopoeias based on string vector ⃗ ω and the combination rules for phonetic symbols, this is out of scope. The purpose of this study is to quantify and recommend optimum onomatopoeia for inclusion in an animators' onomatopoeia database. Therefore, we focus on selecting optimum onomatopoeia from a database, i.e., the retrieval of onomatopoeia composed of ae and N. This process looks like "Bag-of-features" [Csurka et al, 2004] . To recommend optimum onomatopoeia, we calculated the degree of similarity between ⃗ ω and the string vector of onomatopoeia ⃗ d in the database. We can present highly similar onomatopoeia in the database to string vector ⃗ ω. To calculate similarity, we defined cost function O( ⃗ d) based on a binomial formula of Mahalanobis distance and a penalty function f . The cost function is expressed as follows:
where matrix S is a covariance matrix based on string vector of onomatopoeia in the database and α is empirically set to 0.8.
Moreover, we added an editing function for relearning phonetic symbol matrix T . By adding (k + 1)th editing data to Eqs (7) and (8), it is possible to obtain more suitable optimum onomatopoeia.
View-Dependent Onomatopoeia Depiction
In this section, we describe a method for depicting onomatopoeia in a CG scene. When onomatopoeias are depicted, it is essential that they should be rotated on a vertical plane relative to the viewing vector. Consequently, we rotate onomatopoeias based on the quaternion of the viewing vector. In addition, we add functions to compute the size of onomatopoeia, the render time by the force of object collision, and the editing font style interactively.
Some expressive font animation approaches that include controlled rapid rhythmic motions, changes of font size, and rotation have been studied. However, in many previous methods, it is necessary to input parameter values and waveform behaviors manually [Lewis et al. 1999 ] [Lee et al. 2002] . Furthermore, it is not possible to apply these methods to all font behaviors in two-dimensional CG animation. Therefore, we considered a system to estimate onomatopoeia positions in 3D space. First, we analyzed anime films to determine default onomatopoeia positions. From this analysis, we assumed that the ith onomatopoeia default position ⃗ pi reflects the collision direction. Our primary consideration was that onomatopoeias should not overlap. Moreover, onomatopoeias are rotated based on the viewing vector; thus, viewing direction must be considered. We set a default and shift the ith onomatopoeia position ⃗ pi based on the view-dependent distribution of onomatopoeias from 0th to (i − 1)th words. Therefore, we assumed that the distribution of onomatopoeia is a sum of Gaussian and determine onomatopoeia position ⃗ pi by estimating a small distribution. To minimize the onomatopoeia value, we defined the cost function E(⃗ pi) based on the distribution from the 0th to (i − 1)th onomatopoeia and the viewing vector. The cost function is expressed as follows: 
where tmax is the maximum display time for an onomatopoeia, k f is the constraint value, and s is the font radius computed according to font size and number of the characters. w is the distribution value of the font boundary, which is empirically set to 0.8. A quasi-Newton method is used to solve the ith position ⃗ pi. Figure  6 illustrates the procedure for estimating onomatopoeia position ⃗ pi for depiction in a scene.
As a result of our attempt, depiction of onomatopoeias occasionally overlapped. It is assumed that onomatopoeia position can have been fallen into a local optimum solution in a gradient method. In future, it is essential to perform stable optimization without a local solution.
Implementation
Our prototype system is written using openFrameworks, an open source C++ toolkit. With our system, users can control physical parameters to simulate CG animation and depict optimum onomatopoeia automatically. Moreover, we can present highly similar onomatopoeia in the database to the string vector ⃗ ω, and edit onomatopoeia according to user preference. It is possible to update phonetic symbols matrix T . In addition, we have added animelike effects, such as Speed-lines and Impact Mark using CatmullRom spline curves. Furthermore, to select an optimum font for onomatopoeia automatically, we calculated the font similarity between optimum onomatopoeia and the pairs of onomatopoeia data (as shown in Section 3.2) and determined the font type. We use Levenshtein distance [Marzal et al, 1993 ] to calculate font similarity.
Results and Discussion
In this section, we discuss examples of animations depicting onomatopoeia using our proposed method. Our results are presented in Figures 1, 8 and 9 . The figures indicate that onomatopoeias support the understanding of physical characteristics and character motion. Onomatopoeias also enhance anime-like effects, i.e., object motion and collision force.
We have verified the effectiveness of the proposed method by accuracy evaluation based on the correspondence between onomatopoeia string vectors ⃗ X and onomatopoeia vectors ⃗ Vi in the questionnaire-based investigation (as shown in Section 3.2). This closed test was performed to calculate the classification accuracy of k onomatopoeias by our method. In the experiments, the number of onomatopoeias string vectors corresponding to onomatopoeia vectors is twenty-three (k = 23). Table 5 shows the result of classification estimation for onomatopoeias using the proposed method. The results were obtained using an empirical rule: any instance of onomatopoeia can be expressed as an expression vector by linearly coupling the phonetic symbol vectors. Thus, it is possible to recommend onomatopoeia using phonetic symbols. In addition, relearning and editing phonetic symbol matrix T can interactively improve the accuracy of onomatopoeia classification. If we apply our onomatopoeia depiction system to various CG animations, for example dance animation, it is necessary to determine the number and types of dimensions of phonetic vectors for these animations. In future, we intend to investigate optimum dimensions of onomatopoeia vectors for various types of CG animation.
User Study
We also performed an experiment to assess our method through a user study. We recruited over 500 Japanese people through crowdsourcing. The participants were asked ten questions. Q1: "I can feel the strength of collision and sound volume" in a CG animation (without onomatopoeia) and our proposed method. Q2: "I can feel the strength of collision and sound volume in an image." Q3: "It is easy to watch the animation." Q4 -Q9: "which of onomatopoeia animations is the optimum, our method or randomly chosen onomatopoeias." Q10: "which animation is more visually noisy in two animations, one animation using view-dependent onomatopoeia depiction of our proposed method or the other animation with screen coordinates based on projection matrix." The answers were scored on a 5-point Likert Scale (AB scale). A high score of Q1 -Q3 means that the participants can understand the collision information and that the animation with onomatopoeia is more enjoyable than that without onomatopoeias. A high score of Q4 -Q10 indicates that our proposed method is effective.
Figure 7(a) shows the average distribution histograms of Q1 -Q3 (x-axis is 5-point Likert Scale and y-axis is the answer prevalence of all participants, so called "population"). As a result, depicting onomatopoeias is effective for gaining the dynamism of collision and motion and making animation enjoyable compared with normal animation. The mean score of Q1 -Q3 is 2.91 and the sample deviation of them is 1.09. It is easy to watch the animation.
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Moreover, Figure 7 (b) shows the average distribution histograms of Q4 -Q10 (x-axis is 5-point Likert Scale and y-axis is the answer prevalence of participants, "population"). The mean score of Q4 -Q10 is 3.55 and the sample deviation of them is 1.09. The result shows that the majority of participants thought that the proposed method is effective for gaining the anime-like information of collision force and object motion because onomatopoeias clearly reflect the properties of scenes.
Our prototype system was also evaluated by users who provided individual feedback: "depicting onomatopoeias in the scene is more impressive than a normal CG animation," and "I want a function of editing onomatopoeia positions." In future, we plan to include position functions of onomatopoeia in the user interface to create richer animations.
Processing Speed
We verified the processing speed of the proposed method. A 64-bit Windows PC (Intel R ⃝Core T M i7-3770 CPU@3.40GHz 8GB RAM; NVIDIA GeForce GT 620M 1 GB) was used. A comparison of our results with elastic simulation without onomatopoeia for different vertex models is shown in Table 7. Table 8 , on the other hand, shows a comparison of our result with key-frame animation (skinning character animation) without onomatopoeias. The results show that the processing speed is approximately 5% compared with elastic simulation and keyframe animation. 
Conclusions and future work
We have presented the method to estimate and depict onomatopoeia based on physical parameters and sound symbolism in animated scenes. The prototype system enables the presentation of optimum onomatopoeia from the onomatopoeia database. The presented onomatopoeia can be edited according to user preferences. We proposed phonetic symbol vectors using a known empirical onomatopoeia rule, i.e., sound symbolism.
In future, we plan to increase the types of dimensions of onomatopoeia vector and focus on different aspects of displaying onomatopoeia, such as brightness and color. Since, we recognize that interactive font editing and positioning functions for onomatopoeia will help users to create richer animations more efficiently, we intend to address these functions. Such functions are applicable to a wide range of situations in anime production. We believe our technique can help animators reduce time, labor, and cost.
The proposed system enables the visualization associated with the physical characteristics of objects as well as characters or object motion, e.g., collision frequency. Onomatopoeia is a supporting tool that can enhance character motion. Moreover, the central idea of our approach is to associate physical parameters with onomatopoeia; therefore, it is assumed that our system could also be applied to comic-style video summarization systems to help users find and review required information based on image features. We intend to apply the proposed approach to live-action films and to generate comic-style video summarization using onomatopoeia. 
