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In this paper, we investigate the phase sensitivities in two-path optical interferometry with asymmetric beam splitters. Here, we
present the optimal conditions for the transmission ratio and the phase of the beam splitter to gain the highest sensitivities for
a general class of non-classical states with parity symmetry. Additionally, we address the controversial question of whether the
scheme with a combination of coherent state and photon-added or photon-subtracted squeezed vacuum state is better or worse
than the most celebrated one using a combination of coherent state and squeezed vacuum state.
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1 Introduction
As a valuable tool in precision measurement, optical inter-
ferometer has been used for practical applications, such as
the measurement of the speed of light, microscopic imaging,
and detection of gravitational waves. Classically, the ultimate
sensitivity of this tool is limited by the so-called shot noise
limit (SNL), due to quantum fluctuation of classical light of
use. It was shown that this limit can be beaten by using non-
classical states [1-14]. Because of this, there have been enor-
mous efforts made to develop probe strategies by using quan-
tum states, which aimed to reach the so-called Heisenberg
limit (HL) [15,16]. Recently, several works have found some
optimal feasible detection schemes to access the ultimate sen-
sitivities for the abovementioned strategies [7, 17-24].
A generic phase measurement procedure consists of three
parts: probes, phase accumulation, and detection [25-27].
Besides optimizing the probe state and detection, we can fur-
ther enhance the phase sensitivity by optimizing the phase
accumulation. As shown in Fig. 1, the phase accumulation
process in a linear optical interferometry [28, 29] consists
of beam splitting, phase shift (PS), and beam emerging, in
which the splitting and emerging are modeled by two beam
splitters (BSs) quantified by two parameters: transmission
ratio and phase. Since the PS is given, the optimization of
phase accumulation is then equivalent to the optimization of
the transmission coefficient of the BS. It is common to select
a balanced BS with a fixed phase of 0 or ±pi/2. However,
there are no studies that report whether such a choice is op-
timal for a generic state (except for special cases [30]) and
what are the optimal conditions for both transmission ratio
and phase of the BS to gain the highest phase sensitivity.
In this work, we address these issues by explicitly inves-
tigating the ultimate sensitivity of interferometry with asym-
metric BSs according to the single- and multi-parameter esti-
mation theories, respectively. We consider the probe state to
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be a general family of quantum states with parity symmetry.
This family covers a wide range of states employed in most
of current interferometric phase measurements [1-3, 5-11].
Then, we demonstrate the optimal conditions for the trans-
mission ratio and the phase of the BS by maximizing the
quantum Fisher information (QFI). We apply these results to
various typical state strategies and analyze their sensitivities
given the constraint on the total photon number. Based on the
multi-parameter estimation theory, we find that a balanced BS
is optimal for most of states of consideration and the phase of
the BS is strictly relevant to the typical state of use. Accord-
ing to single-parameter estimation theory, it is shown that a
balanced BS may be the worst option under certain condi-
tions. In addition, we revisit the interferometric schemes by
using a combination of coherent state and photon-added and
photon-subtracted squeezed vacuum state (CS⊗PASVS and
CS⊗PSSVS). It has been found that these schemes may out-
perform the celebrated one of using a mixing of coherent state
with squeezed vacuum state (CS⊗SVS), which seems to con-
tradict the conclusion made by Lang and Caves [22]. It re-
mains ambiguous whether CS⊗PASVS and CS⊗PSSVS may
outperformCS⊗SVS for the phase sensitivity. We clarify this
by analytically calculating the QFI.
This paper is organized as follows. In Sec. II, we briefly
introduce the setup of Mach-Zehnder interferometer (MZI)
and obtain the ultimate sensitivities with asymmetric BS. In
Sec. III, we present the optimal conditions for the transmis-
sion coefficient of the BS and apply them to specific quantum
states. A further discussion of the sensitivity enhanced by
CS⊗PASVS and CS⊗PSSVS has been made in Sec. IV. Fi-
nally, our conclusions are presented in Sec. V.
2 Ultimate phase sensitivity in MZI with asym-
metric beam splitter
MZI is modeled as a two-mode linear optical interferome-
ter with a and b denoting annihilation operators of upper
and lower input modes, respectively (see Fig. 1). In gen-
eral, the MZI setup is made up of two BSs denoted by B
and a phase shift denoted by U. Thus, the total transforma-
tion of the MZI is represented as a compound operation of
B†UB. Let |ψin〉 denote the state entering at the input ports
of the interferometer. Then, the state at the output ports reads
|ψout〉 = B†UB|ψin〉.
More generally, BS and PS operations can be explicitly
modeled, respectively, by [31]
Figure 1 (Color online) Schematic of the MZI consisting of two BSs and
a PS.
B = exp
[
−i
(
γa†b + γ∗ab†
)
/2
]
, (1)
U = exp
[
−i
(
φ2a
†a + φ1b†b
)]
, (2)
with the complex quantity γ = τeiϑ where the modulation τ
relates to the transmission ratio T = cos2 τ
2
and the argument
ϑ denotes the phase. φ1 and φ2 are unknown phase parame-
ters imprinted on each arm of the interferometer. It is worth
to note that we choose here τ to quantify the transmission ra-
tio, rather than T , since it will facilitate our analysis below.
By using B of Eq. (1), one can easily obtain the desired input-
output relation of a generic BS
B†
 a
b
 B =
 a cos
τ
2
− ieiϑb sin τ
2
b cos τ
2
− ie−iϑa sin τ
2
 . (3)
A routine means for studying MZI is to use the Schwinger
representation
Jx =
1
2
(
a†b + ab†
)
, Jy =
1
2i
(
a†b − ab†
)
, (4)
Jz =
1
2
(
a†a − b†b
)
. (5)
They satisfy the commutation relations for Lie algebra
ofsu (2)
[Jx, Jy] = iJz, [Jy, Jz] = iJx, [Jz, Jx] = iJy. (6)
and commute with the rescaled total photon number operator
J0 =
N
2
=
1
2
(
a†a + b†b
)
, (7)
i.e., [Ji, J0] = 0, (i = x, y, z). Based on this representation,
one can rewrite Eq. (1) and Eq. (2) as follows:
B = exp
[
−iτ
(
cosϑJx + sinϑJy
)]
, (8)
U = exp
[−i (φsJ0 + φd Jz)] , (9)
where we denote the sum and difference PSs as φs = φ1 + φ2
and φd = φ2 − φ1. Obviously, from Eq. (8), τ = pi/2 (i.e.,
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T = 1/2) corresponds to a 50 : 50 BS, and ϑ = 0 (−pi/2)
corresponds to a clockwise rotation operation of pi/2 along
x (y) axis. These typical values of τ and ϑ were commonly
chosen in previous studies. Optimization of these two quan-
tities shall be made by maximizing the QFI of a broad class
of states.
Quantum estimation theory states that the phase sensitivity
is theoretically limited by the inverse of the QFI (see below
for detailed definition of the QFI), which is only dependent
on the parametric state [27]. It means that the larger value
of the QFI is the higher sensitivity of phase estimation could
acquire. To get the theoretical sensitivity limit, one should
apply optimal measurements in practice, which have been
widely investigated [17-23, 27]. In our case, the parametric
state is given by |ψout〉 = B†UB|ψin〉. From Eq. (8), the BS
does not depend on the value of the phase shift to be esti-
mated. Thus, the QFI of |ψout〉 is equivalent to that ofUB|ψin〉,
as a consequence of the property that the QFI is invariant un-
der the parameter-independent unitary operation [32-34]. For
given |ψin〉 and U, maximizing the QFI reduces to optimiza-
tion on the first BS.
According to the quantum Crame´r-Rao theorem [25-27],
the sensitivity of simultaneously estimating multi-parameter
is measured by the covariance matrix of the estimators de-
noted by Σ, and the sensitivity of the unbiased estimators is
limited by the inverse of the QFI matrix F, i.e., Σ > (υF)−1,
up to a number of independent measurements υ. In our case,
the estimators are denoted by φs and φd. Then the quantum
Crame´r-Rao inequality can be simply represented as
 V(φˆs) C(φˆs, φˆd)C(φˆs, φˆd) V(φˆd)
 > 1υ(FssFdd − F2sd)
 Fdd −Fsd−Fsd Fss
 ,
(10)
whereV and C represent the variance and the covariance, re-
spectively, and the inverse of the QFI matrix F is in terms of
three elements
Fss = 4V(J0), (11)
Fsd = 4C(J0, B†JzB), (12)
Fdd = 4V(B†JzB), (13)
with
B†JzB = Jz cos τ +
(
Jy cosϑ + Jx sinϑ
)
sin τ. (14)
See Appendix A for explicit expressions of Fss, Fdd and Fsd
with respect to mode operators a and b. Here, the variance
and the covariance of operators are separately denoted as
V (O) ≡ 〈(∆O)2〉 and C (P,Q) ≡ 1
2
〈[P,Q]+〉 − 〈P〉 〈Q〉 with
[•, •]+ denoting an anti-commutator. Note that above, the
commutation relationship of [J0, B] = 0 has been considered,
and the expectation 〈•〉 here and below is defined on the input
state |ψin〉. It is worth to note that the above two-parameter
estimation scenario (given by Eq. (10)) reduces to two inde-
pendent single-parameter cases when Fsd = 0 [35].
Unlike the case of single-parameter estimation, the sen-
sitivity bound for multi-parameter cases may not be always
saturated [36], but it can be asymptotically reached when
the generators of each parameter commute to each other
[37-39]. In MZI, the sum phase φs cannot be generally re-
solved with rare photon-counting detection without the intro-
duction of additional resources (such as a homodyne mea-
surement). That is because the resolution of φs depends on
coherences between states with different numbers of photon,
and these coherences can be interfered with an additional ref-
erence beam [30, 40, 41]. Thus, the difference phase param-
eter φd is of more interest with respect to the situation in the
absence of reference beam. From inequality (10), the ulti-
mate estimation sensitivity of φd is bounded by
V2(φˆd) > 1
υ
Fss
FssFdd − F2sd
. (15)
This inequality is general for interferometric phase measure-
ment. Obviously, when Fsd = 0, Eq. (15) reduces to
V1(φˆd) > (υFdd)−1 , (16)
which is the quantum Crame´r-Rao inequality for single-
parameter estimation that is widely used in previous stud-
ies. In above, the subscripts “1” and “2” have been added
to theV(φˆd) to emphasize that the sensitivity bounds are ob-
tained from single- and two-parameter quantum Crame´r-Rao
inequalities, respectively.
Furthermore, we should present the extent of applications
of the two sensitivity bounds given above. In some cases, one
does not want to know each parameter in a multi-parameter
estimation. These unwanted parameters are called nuisance
parameters [42]. In our interferometric case, the sum phase
serves as the nuisance parameter, while the difference phase
is of most interest. If the nuisance phase φs is unknown, then
the sensitivity should be limited by the lower bound given by
Eq. (15). This means that the unknown nuisance parameter
φs affects the sensitivity of estimation of the wanted parame-
ter φd. If the nuisance phase φs is accurately known, then the
above two-phase estimation problem belongs to the single-
parameter estimation, in which the sensitivity bound should
be described by Eq. (16).
3 Optimizing the BS transmission coefficients
In the following, we start, respectively, from Eqs. (15) and
(16) to point out the optimal conditions for the BS transmis-
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Table 1 The ultimate phase sensitivities for different input states, including TFS, CS⊗FS, CS⊗CSS, CS⊗SVS, TSVS, and TMSVS. Correspondingly, the
optimal transmission ratio τ and the phase ϑ of the BS are listed based on two- and single-parameter estimation theories depicted by Eqs. (15) and (16). In
this table, we find that both sensitivity bounds of Eqs. (15) based on the two-parameter estimation theory and (16) based on the single-parameter estimation
theory give the same τopt and ϑopt for different input states, except for the case of CS⊗SVS. For CS⊗SVS, τopt and ϑopt listed in the table are obtained from
two-parameter estimation theory, and the optimal BS parameters based on single-parameter estimation theory are clarified in the table note. Here, we set
α = |α| eiϕα , β = |β| eiϕβ , and ξ = |ξ| eiϕξ .
Input States G 4V(Jz) F τopt ϑopt
TFS 0 0 2
(
n2a + na
)
pi/2 [−pi, pi]
CS⊗FS 0 na 2nanb + na + nb pi/2 [−pi, pi]
CS⊗CSS 4nanb
na+nb
na + 2(n
2
b
+ nb 4nanb + na + nb pi/2 (2ϕα− 2ϕβ ± pi)/2
CS⊗SVS 8na(n
2
b
+nb)
na+2(n2b+nb)
na + 2(n
2
b
+ nb) 2nanb + na + nb + 2na
√
n2
b
+ nb pi/2 (2ϕα − ϕξ)/2 (∗)
TSVS 4
(
n2a + na
)
4
(
n2a + na
)
4
(
n2a + na
)
[0, pi/2] ±pi/2
TMSVS / 0 4
(
n2a + na
)
pi/2 [−pi, pi]
∗ The optimal τopt and ϑopt listed here for V1(φˆd) based on single-parameter estimation theory only hold under the condition of nb < 2na , while when
nb > 2na,V1(φˆd) gets the minimum at τopt = 0 and ϑopt ∈ [−pi, pi] due to 4V(Jz) > F.
sion coefficient for a general family of quantum states with
some parity symmetry, which requires that one of input ports
is injected by an even or odd state [43]. This family encom-
passes a wide range of non-classical states employed in most
current interferometric phase experiments [1-3, 5-11]. If the
input state is assumed to be of separable form |ψin〉 = |χa〉|χb〉
(excluding the two-mode squeezed vacuum state (TMSVS)),
then Eq. (15) can be explicitly expressed as follows:
V2(φˆd) > 1
υ
1
G cos2 τ + F sin2 τ
, (17)
where
G =
4V(a†a)V(b†b)
V(a†a) +V(b†b) , (18)
F = 2〈a†ab†b〉 + 〈a†a〉 + 〈b†b〉 − 2Re
(
ei2ϑ〈a†2〉〈b2〉
)
.(19)
Moreover, Eq. (16) is simplified to
V1(φˆd) > 1
υ
1
4V(Jz) cos2 τ + F sin2 τ
, (20)
with
4V(Jz) = V(a†a) +V(b†b). (21)
Here, we assume 〈a2〉 =
∣∣∣〈a2〉∣∣∣ eiθa , 〈b2〉 = ∣∣∣〈b2〉∣∣∣ eiθb and
they are nonvanishing. The detailed derivations of the above
expressions are shown in Appendix A, where we also pro-
vide a more general expression for any input states without
requiring a separable form. Obviously, V2(φˆd) = V1(φˆd)
for τ = pi/2 with Eqs. (17) and (20). When τ , pi/2,
V2(φˆd) > V1(φˆd) due to
G =
4V(a†a)V(b†b)
V(a†a) +V(b†b) 6 V(a
†a) +V(b†b) = 4V(Jz).(22)
As a result, to maximize the sensitivities, V2(φˆd) and
V1(φˆd) are equivalent to enlarge the value of the term in the
denominator on the right-hand side of Eqs (17) and (20). Let
us first optimize the BS phase ϑ, which is only presented in
the F. More interestingly, according to Eq. (A12), one can
see that maximizing the F over ϑ is equivalent to finding the
maximal variance of a component of angular momentum on
the plane perpendicular to z axis. From Eq. (19), we see that
F gets the maximum
F = 2〈a†ab†b〉 + 〈a†a〉 + 〈b†b〉 + 2
∣∣∣〈a2〉∣∣∣ ∣∣∣〈b2〉∣∣∣ , (23)
when the following condition satisfies
2ϑ − θa + θb = ±pi. (24)
This condition is quite general. It covers the specific case dis-
cussed in Ref. [43] by fixing ϑ = 0 (i.e., B = exp (−iτJx)).
In that work, the authors named such an optimal condition
as phase-matching condition. From Eq. (24), one can see
that when the expansion coefficients of input state are real,
ϑ = ±pi/2 (i.e., B = exp
(
−iτJy
)
) is optimal as considered in
Ref. [20]. Note that an arbitrary value of phase for the BS is
optimal if 〈a2〉 or 〈b2〉 vanishes.
Apart from the phase ϑ, a brief glance at Eqs. (17) and
(20) suffices to find thatV2(φˆd) andV1(φˆd) can be further en-
hanced with optimization of τ, equivalently, the transmission
ratio of the BS. To gain the minimum V2(φˆd), the optimal τ
accounts for a comparison between G and F from Eq. (17).
Similarly, the optimal τ forV1(φˆd) accounts for a comparison
between 4V(Jz) and F from Eq. (20).
To understand more the optimization of τ and ϑ, below,
we consider various specific states that have been frequently
investigated in quantum-enhanced interferometry.
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Case 1.—Let us first consider two special cases, where
the input states are chosen as a combination of two sub-
Poissonian states (for instance, twin Fock state (TFS) |κ〉|κ〉,
which is known as the Holland-Burnett state for τ = pi/2 [2])
and a mixing of CS |α〉 with a sub-Poissonian state (for in-
stance, |α〉|κ〉 [7]). For these cases, τopt = pi/2 (i.e., a 50 : 50
BS) is optimal since
G 6 4V(Jz) 6 na + nb < F. (25)
This can also be straightly derived. As for Fock states, the
variance of photon number operator is vanishing, and it then
yields, according to Eq. (18), G = 0. This implies that the
sensitivity of Eq. (17) is only determined by Eq. (19). In
Eq. (19), one can further observe that the expectation value
of the operator b2 in Fock states is vanishing. This means that
the result of F of Eq. (19) is independent on the phase of the
BS. Thus, a balanced BS of arbitrary phase is optimal for both
TFS and CS⊗FS cases. See Table 1 for the ultimate sensitiv-
ities given by |κ〉|κ〉 and |α〉|κ〉 with ni = κ for |κ〉i, (i = a, b)
and na = |α|2 for |α〉a.
Case 2.—We then consider the input state to be a mixing
of a CS |α〉 with a coherent superposition state (CSS)
|CSS〉 = (|β〉 + | − β〉) /
√
NCSS (26)
with β = |β| eiϕβ and the normalization factor NCSS = 2(1 +
e−2|β|
2
). It has been demonstrated that it brings more advan-
tage to sensitivity for single-arm phase measurement with the
case of α = β [6]. Such advantage stems from a high degree
of mode entanglement of the resultant state created by the in-
terference between |α〉 and |CSS〉, which is recognized as a
superposition of NOON state.
For a CS |α〉, one has V(a†a) = na = |α|2 and 〈a2〉 = α2.
For a CSS, one gets 〈b2〉 = β2, and the mean of photon num-
ber 〈b†b〉 equals the one of CS up to a factor tanh(|β|2). When
β ≫ 1 (namely, tanh(|β|2) → 1), we then have V(b†b) =
nb = |β|2, asymptotically. Submitting these exact expressions
into Eqs. (18) and (23) yields the ultimate phase sensitivity
defined by Eq. (17) (see Table 1). Obviously, a balanced BS
(τopt = pi/2) is optimal for the CS⊗ CSS due to
G 6 4V(Jz) = na + nb < F, (27)
and the optimal BS phase reads ϑopt = (2ϕα − 2ϕβ ± pi)/2.
Case 3.—As one of the most celebrated strategies for sub-
shot-noise interferometry, the use of |α〉|ξ〉 was proposed by
Caves nearly 40 years ago [1]. Nowadays, it has been imple-
mented in the development of next-generation gravitational-
wave detector [44, 45].
As for SVS |ξ〉 with ξ = |ξ| eiϕξ , the variance of pho-
ton number is V(b†b) = 1
2
sinh2 2 |ξ|, and the mean of the
squared annihilation operator is 〈b2〉 = − 1
2
sinh 2 |ξ| eiϕξ .
Rewriting these expressions in terms of nb under the con-
sideration of nb = sinh
2 |ξ| as V(b†b) = 2nb (1 + nb) and
〈b2〉 = √nb (1 + nb), then submitting them into Eqs. (18) and
(23) finally gives the ultimate phase sensitivities of Eqs. (17)
and (20)(see Table 1) [30, 43]. One can check that G is
still less than F for an arbitrary mean number of photons so
that a balanced BS is again the best choice for the case of
CS⊗SVS. Correspondingly, the optimal BS phase forV2(φˆd)
reads ϑopt = (2ϕα − ϕξ)/2. As for V1(φˆd), the situation is
complicated by the fact that the inequality 4V(Jz) < F holds
only under the condition of nb < 2na, while 4V(Jz) > F
when nb > 2na. Thus, the maximal sensitivity of V1(φˆd) is
given by
V1(φˆd) =

(υF)−1, nb < 2na,
[4υV(Jz)]−1, nb > 2na.
(28)
Here, V1(φˆd) gets the minimum at ϑopt = 0 and τopt =
(2ϕα − ϕξ)/2 with nb 6 2na; however, when nb > 2na, the
optimal BS transmission ratio and phase are τopt = 0 and
ϑopt ∈ [−pi, pi] (see Table 1). It is remarkable that the two-
mode optical interferometer with τ = 0 is equivalent to two
independent single-mode phase estimation [46, 47].
Now, we consider a modified strategy of Caves by power-
ing the interferometer with two identical SVSs |ξ〉|ξ〉; we call
it as twin squeezed vacuum state. Interestingly, in such case,
we find G = 4V(Jz) = F. This implies that for both V2(φˆd)
and V1(φˆd), the BS with arbitrary transmission ratio is opti-
mal. For a more general nonidentical case |ξ〉|ξ′〉 with ξ , ξ′
[9] and we obtain
G =
8na (1 + na) nb (1 + nb)
na (1 + na) + nb (1 + nb)
, (29)
4V(Jz) = 2na (1 + na) + 2nb (1 + nb) , (30)
F = 2nanb + na + nb + 2
√
na (1 + na)
√
nb (1 + nb).(31)
With these, we find thatV2(φˆd) reaches the minimum
V2(φˆd) = (υF)−1 (32)
at τopt = pi/2 and ϑopt = (ϕξ−ϕξ′ ±pi)/2, due toG < F. While
for V1(φˆd), τ = pi/2 is the worst option due to F < 4V(Jz).
Hence, the maximal sensitivity ofV1(φˆd) is given by
V1(φˆd) = [4υV(Jz)]−1, (33)
under the optimal conditions of τopt = 0 and ϑopt ∈ [−pi, pi].
Case 4.—Finally, we consider the TMSVS,
|ψin〉 = exp
(
ζ∗ab − ζa†b†
)
|00〉, (34)
which can be understood as a superposition of TFSs equipped
with na = nb = sinh
2 |ζ | [48]. Although the TMSVS cannot
be written as a separable form like those given above and
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thus Eq. (17) does not hold here, it also satisfies the prop-
erty of parity symmetry with 〈a〉 = 〈b〉 = 0. According to
Eqs. (A10) and (A11), one can easily find that Fsd = 0 and
Fdd = F sin
2 τ and hence
V2(φˆd) = V1(φˆd) = (υF sin2 τ)−1, (35)
according to Eqs. (15) and (16). Assuming the total mean
number of photons as ntot = na + nb, the sensitivities V2(φˆd)
andV1(φˆd) are maximized as (n2tot + 2ntot)−1 by a 50 : 50 BS
(see Table 1) [5]. Interestingly, it is irrelevant to the phase of
the BS, namely, an arbitrary value of ϑ for the BS is optimal.
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Figure 2 (Color online) The maximal effective QFIs Fimax ≡ 1/[υVi(φˆd)],
(i = 1, 2) as a function of nb for different non-classical states listed in Ta-
ble 1 with fixed na = 10. (a) is for i = 2, F
2
max = F and (b) for i = 1,
F1max = max[4V(Jz),F]. The black-solid, red, green-dashed, and blue-solid
lines represent CS⊗FS |α〉|κ〉, CS⊗CSS |α〉|CSS〉, CS⊗SVS |α〉|ξ〉, and two
SVSs |ξ〉|ξ′〉, respectively. The gray dot-dashed line corresponds to the Hof-
mann limit for two SVSs [18]. The shaded area represents the sub-shot-noise
sensitivity region bounded by 1/〈N〉 and 1/〈N〉2 .
According to Table 1, a hierarchy for performance of the
above non-classical states in phase sensitivity is given as fol-
lows:
TFS=CS ⊗ FS<CS ⊗ CSS<CS ⊗ SVS<TSVS=TMSVS,
(36)
by restricting the mean photon numbers on each arm to be
equal. There are two pairs of equivalence, TFS and CS⊗FS,
as well as TSVS and TMSVS. We see that both the TSVS and
the TMSVS give the best performance for sensitivity.
We plot in Fig. 2 the maximal effective QFIs F imax ≡
1/[υVi(φˆd)], (i = 1, 2) as a function of nb with a fixed
na = 10. As shown in Fig. 2(a), the sensitivities given by
CS⊗CSS, CS⊗SVS, and two SVSs almost emerged. Excit-
ingly, except TFS and CS⊗FS, all other states beat the bound
of 1/ 〈N〉2 in the interval near the point nb = na. A similar
phenomenon is also observed forV1(φˆd) shown in Fig. 2(b).
Besides near the point nb = na, we see that two SVSs beat
1/ 〈N〉2 for any nb, and CS⊗SVS does so when nb > 2na.
This seems to contradict the fact that the HL is the funda-
mental sensitivity limit for linear optical interferometry. We
note that such counterintuitive behavior is caused by the prob-
lematic definition of the HL. It is true for the fundamental
limit for states with a fixed photon number, but it is false for
the cases with a fluctuating photon number. To conquer this
problem, Hofmann suggested a variant form of HL, which is
defined in terms of averaging over the squared photon num-
ber 1/〈N2〉 [18], which was further discussed in [49,50]. It is
clearly shown in Fig. 2 that such limit cannot be beaten.
Up to now, we have not discussed how to attain the above
ultimate sensitivities with some specific feasible measure-
ments. It was shown that when the probe state—the state
prior to the phase shift operation—is symmetric pure state,
double-output-port photon number counting measurement
[18-20,22] is globally optimal over the whole range of phase
interval. Fortunately, all parity symmetric states here belong
to such a case when τ = pi/2. While for τ = 0, the optimal
measurements were addressed in Refs. [46, 47]. Therefore,
the ultimate sensitivities forV2(φˆd) andV1(φˆd) listed in Ta-
ble 1 are always saturated.
4 Sensitivities enhanced by photon addition
and photon subtraction
Photon addition and subtraction have attracted much atten-
tion since the resulting state generated by adding or subtract-
ing photons to a state may create a higher degree of entangle-
ment than the initial state [51-59]. This attractive property in-
spires substantial interest to implement such novel states into
quantum information processing [60, 61], quantum key dis-
tribution [62-65], and even quantummetrology [8,10,66,67].
Photon addition or subtraction can be simply achieved by a
weak interaction with an ancillary mode. The detection of
a photon in this additional mode indicates a successful addi-
tion or subtraction event [59, 68]. The interaction process of
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adding photons is applied by a weakly reflecting BS, and that
of subtracting photons is implemented by a weak parametric
amplifier. Then, a multiple photon addition or subtraction can
be realized by a number of single-photon addition or subtrac-
tion events occurring. As the number of addition or subtrac-
tion events increases, the probability for successfully adding
or subtracting the photons decreases rapidly.
In a recent work [22], Lang and Caves observed that when
one of the input ports of the interferometer with a balanced
BS (τ = pi/2) is injected by a CS, the SVS is the best
choice to put to the interferometer’s secondary input port. Re-
cently, Birrittella and Gerry subsequently demonstrated that
the phase sensitivity given by CS⊗PSSVS may outperform
the one given by CS⊗SVS under the same values of the CS
amplitude and the squeezing parameter [10]. More recently,
Wang et al. found that when the phase shift to be estimated
approaches zero, the CS⊗SVS is indeed the optimal state un-
der a constraint on the average photon number. However,
when the phase shift slightly deviates from zero, in terms of
parity detection, CS⊗PASVS can give the better phase sensi-
tivity than both CS⊗SVS and CS⊗PSSVS [67]. It remains
unclear whether CS⊗PASVS and CS⊗PSSVS may outper-
form CS⊗SVS for the phase sensitivity. This allows us to
revisit the scenarios considered in [10, 67]. To clarify this is-
sue, we need to calculate the maximal QFI for CS⊗PASVS
and CS⊗PSSVS.
Formally adding and subtracting κ photons to a SVS |ξ〉
can be represented, respectively, as
|ξ, κ+〉 = b
†κ|ξ〉√Nξ,κ+ , |ξ, κ
−〉 = b
κ|ξ〉√Nξ,κ− . (37)
Here and below, we use the symbols + and − to indicate
the photon addition and subtraction, respectively. Obviously,
states of Eq. (37) satisfy parity symmetry. For simplicity, we
assume the squeezing parameter ξ to be a real constant. The
normalization coefficients for PASVS and PSSVS are explic-
itly obtained by
Nξ,κ± = xκ±
[ κ2 ]∑
l=0
κ!κ!
l!l! (κ − 2l)!
(
y
x±
)2l
, (38)
associating with
x+ ≡ cosh2 ξ, x− ≡ sinh2 ξ, and y ≡
1
4
sinh 2ξ. (39)
With the help of Legendre polynomials, Eq. (38) can be
rewritten in a more concise form as
Nξ,κ+ = κ! (coshκ ξ) Pκ(cosh ξ) , (40)
[69, 70] and
Nξ,κ− = κ!
[− (i sinh ξ)]κ Pκ (i sinh ξ) , (41)
[71, 72]. With Eq. (38), the mean photon number operator in
terms of these states is given by
n+b =
Nξ,(κ+1)+ − Nξ,κ+
Nξ,κ+
, n−b =
Nξ,(κ+1)−
Nξ,κ−
. (42)
To obtain the explicit expressions of Eqs. (17) and (20) for
|α〉|ξ, κ+〉 and |α〉|ξ, κ−〉, we also need to calculate the average
values of the squared photon number
〈(b†b)2〉+ =
Nξ,(κ+2)+ − 3Nξ,(κ+1)+ +Nξ,κ+
Nξ,κ+
, (43)
〈(b†b)2〉− =
Nξ,(κ+2)− +Nξ,(κ+1)−
Nξ,κ−
, (44)
and the mean squared annihilation operator
〈
b2
〉
± =
xκ+1±
Nξ,κ±
[ κ2 ]∑
l=0
κ! (κ + 2)!
l! (l + 1)! (κ − 2l)!
(
− y
x±
)2l+1
. (45)
Submitting above Eqs. (42), (43), (44), and (45) to Eqs. (17)
and (20) finally yields the ultimate phase sensitivities given
by |α〉|ξ, κ+〉 and |α〉|ξ, κ−〉.
We plot in Fig. 3 the phase sensitivity gain
g ≡ −10 log10
(
V(φˆd)
√
υ 〈N〉
)
, (46)
for τ = pi/2 as a function of the squeezing parameter ξ with
α = 25 for different added (subtracted) photon numbers from
0 to 3. Clearly, κ = 0 indicates the CS⊗SVS |α〉|ξ〉 [1,17,30].
For both cases of |α〉|ξ, κ+〉 and |α〉|ξ, κ−〉, the level of sensi-
tivity gain increases significantly from 0 to 1 and gradually
decreases as κ increases. This phenomenon is strongly re-
lated to the great increase of photon numbers in |ξ, κ+〉 and
|ξ, κ−〉 [10], as shown in insert of Fig. 3(a) and (b). The sensi-
tivity gains with different κ go asymptotically the same level
when ξ increases to a higher degree such that n±
b
≫ na. We
observe a different phenomenon for the cases of photon ad-
dition and photon subtraction with the squeezing parameter ξ
at a low range of 0 ∼ 1. It is worth to note that the sensitivity
for |α〉|ξ, κ+〉 equals to that for |α〉|κ〉 (see Table 1) at the point
of ξ = 0, in which the photon-added SVS |ξ, κ+〉 reduces to a
Fock state |κ〉. Taking a care glance at Fig. 3(a) and (b), we
see that both |ξ, κ+〉 and |ξ, κ−〉 seem to provide the same level
of sensitivity gain when ξ > 1, while for κ = 1 and 2, they are
the same for arbitrary value of ξ.
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Figure 3 (Color online) Phase sensitivity gain g ≡
−10 log10(V(φˆd)
√
υ 〈N〉) as a function of the squeezing parameter ξ
for CS⊗PASVS |α〉|ξ, κ+〉 (a) and CS⊗PSSVS |α〉|ξ, κ−〉 (b). Different color
curves correspond to different photon number κ added or subtracted to the
SVS. Insert corresponds to the average photon number nb for PASVS or
PSSVS vs ξ.
To evaluate the effect of CS⊗PASVS and CS⊗PSSVS on
the phase sensitivity for a given mean photon number of the
input state, we take a typical case of κ = 1, for example. From
Eq. (37), one-single-photon-added and one-single-photon-
subtracted SVSs are exactly represented, respectively, as fol-
lows:
|ξ, 1+〉 = b
†|ξ〉
cosh ξ
, |ξ, 1−〉 = b|ξ〉
sinh ξ
. (47)
The mean photon numbers nb of these states are given, re-
spectively, by
n+b = 3 cosh
2 ξ − 2, n−b = 3 sinh2 ξ + 1. (48)
Having these equations and combining Eqs. (43), (44), and
(45), we get the exact solutions of V(b†b) and 〈b2〉 in terms
of n+
b
and n−
b
. Interestingly, both |ξ, 1+〉 and |ξ, 1−〉 give the
same expressions as V(b†b) = 2
3
(
n2
b
+ nb − 2
)
and 〈b2〉 =
−
√
n2
b
+ nb − 2. Note that here, we neglect the symbols ± in
n±
b
for simplicity. Hence, with Eq. (17), the maximal sensi-
tivity ofV2(φˆd) is given by
V2(φˆd) = (υF)−1 , (49)
associating with
F = 2nanb + na + nb + 2na
√
n2
b
+ nb − 2, (50)
by choosing ϑopt = 0 according to Eq. (24) and τopt = pi/2
due to
G =
8
3
na
(
n2
b
+ nb − 2
)
na +
2
3
(
n2
b
+ nb − 2
) < F. (51)
Obviously, Eq. (50) is slightly less than that given by
CS⊗SVS shown in Table 1. The same result also holds
for V1(φˆd) given in Eq. (20), as the maximal sensitivity of
V1(φˆd) is given by
V1(φˆd) =

(υF)−1, nb 6 6na,
[4υV(Jz)]−1, nb > 6na.
(52)
with
4V(Jz) = na + 2
3
(
n2b + nb − 2
)
. (53)
Obviously, the above expression of 4V(Jz) is also less than
that of CS⊗SVS shown in Table 1. Similar to the case of
CS⊗SVS, the V1(φˆd) for 1-PASVS or 1-PSSVS reaches the
minimum at ϑopt = 0 and τopt = pi/2 when nb 6 6na. When
nb > 6na, τ = pi/2 is the worst choice, the optimal conditions
are τopt = 0 and ϑopt ∈ [−pi, pi]. All these results indicate that
the mixing of a CS with 1-PASVS or 1-PSSVS does not give
a higher sensitivity than CS⊗SVS under the constraint of the
mean total photon number.
Besides, we note that producing photon-added or photon-
subtracted states is necessarily a probabilistic process with,
typically, a low probability of success [73]. This low suc-
cess probability of state production may further increase the
number of photons consumed in realistic experiments. Thus,
if considering the total source consumed in experiments, the
use of CS⊗PASVS and CS⊗PSSVS may be too expensive for
high-precision phase measurement.
The work done by Wang et al. [67] showed that the con-
clusion of Lang and Caves holds only in the asymptotic limit
φd → 0. When the phase shift slightly departs from the zero
point, they found that the PASVS outperforms both the SVS
and the PSSVS. We note such a contradictory finding step
from the specific detection method, i.e., parity measurement,
and they have chosen [67]. It was shown that parity detection
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is not a global optimal measurement, which can rarely satu-
rate the QCRB at particular values of the phase shift [21]. As
discussed at the end of Sec. III, for all symmetry pure states,
two-output-port photon number measurement can access the
full interval value of the phase shift when τ = pi/2 [18-20,22].
Since both |α〉|ξ, κ+〉 and |α〉|ξ, κ−〉 satisfy this condition, thus
the sensitivities for them can always be saturated with this
two-output-port measurement. Therefore, if one uses a two-
output-port photon number measurement, CS⊗SVS always
outperforms CS⊗PASVS and CS⊗PSSVS in the whole range
of φd.
5 Conclusion
We have analyzed the phase sensitivities in MZI with asym-
metric BSs. Based on the single- and multi-parameter esti-
mation theory, respectively, we analytically derive the ulti-
mate sensitivities for a broad family of quantum input states
with parity symmetry. We obtain the optimal conditions for
the transmission ratio and the phase of the BS to obtain the
maximal phase accuracy. We also apply these conditions to
variousnon-classical states. Based on the multi-parameter es-
timation theory, the highest sensitivities are obtained with a
balanced BS for most of these states, and the optimal BS
phase depends conditionally on the specific type of probe
state. According to single-parameter estimation theory, the
things become more complicated, and the optimal conditions
for certain states are inconsistent to that according to the
multi-parameter estimation theory. Taking the CS⊗SVS, for
instance, a balanced BS is optimal for nb < 2na, while it is the
worst option for nb > 2na, when a complete transmission of
the BS is the best. Interestingly, both two estimation theories
suggest that the sensitivity given by the TSVS is irrelevant
to the transmission ratio of the BS, and the BS with an arbi-
trary value of phase is always optimal for the cases of TFS,
CS⊗FS, as well as TMSVS.
Finally, we further investigate the maximal sensitivities
given by CS⊗PASVS and CS⊗PSSVS. By analytically cal-
culating the QFI, we present that both CS⊗PASVS and
CS⊗PSSVS give a higher sensitivity than CS⊗SVS under
the constraint of the squeezing parameter, while the result is
reversed under the constraint of mean total photon number.
More interestingly, both cases with photon addition and sub-
traction provide the same phase sensitivity for a fixed mean
total photon number.
Appendix A: Derivation of Eqs. (17) and (20)
In this appendix, we show the detailed derivation of Eq. (17)
under the assumption that the input state |ψin〉 is a family of
state associating with some parity symmetry, which requires
one of input ports is injected by an even or odd state [43].
Here, we assume that the even or odd state is powered on
mode b. With this, the expectation values of all operators in
terms of odd-order moments of b in |ψin〉 are vanishing, for
instance, 〈Jx〉 = 〈Jy〉 = 0. This is, in fact, a key step in the
following derivations. With Eq. (14) and its squared counter-
part
(B†JzB)2 = J2z cos
2 τ + (Jy cosϑ + Jx sinϑ)
2 sin2 τ
+[Jz(Jy cosϑ + Jx sinϑ) + h.c.] sin τ cos τ,
(A1)
one gets the following equations
〈B†JzB〉 = 〈Jz〉 cos τ, (A2)
〈(B†JzB)2〉 = 〈J2z 〉 cos2 τ + 〈J2⊥,ϑ〉 sin2 τ, (A3)
〈J0B†JzB〉 = 〈J0Jz〉 cos τ, (A4)
where we have set
J⊥,ϑ ≡ Jy cosϑ + Jx sinϑ, (A5)
representing the component of angular momentum on the
plane perpendicular to z axis. Having these, we can express
the QFI matrix elements given by Eqs.(11), (12), and (13) as
follows:
Fss = 4〈(∆J0)2〉 (A6)
Fsd = 4[〈J0Jz〉 − 〈J0〉〈Jz〉] cos τ, (A7)
Fdd = 4〈(∆Jz)2〉 cos2 τ + 4〈J2⊥,ϑ〉 sin2 τ. (A8)
With Eq. (A8), one can directly obtain the phase sensitiv-
ity bound provided by Eq. (16) based on single-parameter
estimation theory. Interestingly, we see that maximizing
Eq. (A8) over parameters τ and ϑ is analogous to finding an
optimal mean spin direction along which the variance of col-
lective spin operator gets maximum in the atomic interferom-
etry [74-76].
Reminding the notation of the Schwinger representation,
one can further express Eqs. (A6), (A7) and (A8) in terms of
the mode operators a and b as below:
Fss = 〈(∆a†a)2〉 + 〈(∆b†b)2〉 + 2(〈a†ab†b〉
−〈a†a〉〈b†b〉), (A9)
Fsd = [〈(∆a†a)2〉 − 〈(∆b†b)2〉] cos τ, (A10)
Fdd = [〈(∆a†a)2〉 + 〈(∆b†b)2〉 − 2(〈a†ab†b〉
−〈a†a〉〈b†b〉)] cos2 τ + F sin2 τ, (A11)
where we have set
F ≡ 4〈J2⊥,ϑ〉
= −〈
(
a†beiϑ − ab†e−iϑ
)2〉
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= 〈a†a(b†b + 1)〉 + 〈(a†a + 1)b†b〉 − 2Re(ei2ϑ〈a†2〉〈b2〉.
(A12)
From Eqs. (A6), (A7), and (A8) (or (A9), (A10), and (A11)),
the sensitivity bounds depicted by Eqs. (15) and (16) are iden-
tical for τ = pi/2 as
V2(φˆd) = V1(φˆd) = (υF)−1. (A13)
If the input state be in a separable form |ψin〉 = |χa〉|χb〉,
such that 〈a†ab†b〉 = 〈a†a〉〈b†b〉, we have the following iden-
tity:
〈(∆J0)2〉 = 〈(∆Jz)2〉 = 1
4
[
〈(∆a†a)2〉 + 〈(∆b†b)2〉
]
.(A14)
Then Eqs. (A9) and (A11) can be rewritten as
Fss = 〈(∆a†a)2〉 + 〈(∆b†b)2〉, (A15)
Fdd = [〈(∆a†a)2〉 + 〈(∆b†b)2〉] cos2 τ + F sin2 τ. (A16)
Submitting Eqs. (A15), (A10) and (A16) into Eq. (15) finally
yields
V2(φˆd) > 1
υ
〈(∆a†a)2〉 + 〈(∆b†b)2〉[〈(∆a†a)2〉 + 〈(∆b†b)2〉] Fdd − [〈(∆a†a)2〉 − 〈(∆b†b)2〉]2 cos2 τ
=
1
υ
〈(∆a†a)2〉 + 〈(∆b†b)2〉[〈(∆a†a)2〉 + 〈(∆b†b)2〉]2 cos2 τ + [〈(∆a†a)2〉 + 〈(∆b†b)2〉]F sin2 τ − [〈(∆a†a)2〉 − 〈(∆b†b)2〉]2 cos2 τ
=
1
υ
1
G cos2 τ + F sin2 τ
, (17)
where we have set
G ≡ 4〈(∆a
†a)2〉〈(∆b†b)2〉
〈(∆a†a)2〉 + 〈(∆b†b)2〉 . (18)
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