Abstract. It is a classical result that dyadic partial sums of the Fourier series of functions P pTq converge almost everywhere for P p1, 8q. In 1968, E. A. Bredihina established an analogous result for functions belonging to the Stepanov space of almost periodic functions 2 whose Fourier exponents satisfy a natural separation condition. Here, the maximal operator corresponding to dyadic partial summation of almost periodic Fourier series is bounded on the Stepanov spaces 2 , P N for functions satisfying the same condition; Bredihina's result follows as a consequence. In the process of establishing these bounds, some general results are obtained which will facilitate further work on operator bounds and convergence issues in Stepanov spaces. These include a boundedness theorem for the Hilbert transform and a theorem of Littlewood-Paley type. An improvement of " 2 , P N" to " , P p1, 8q" is also seen to follow from a natural conjecture on the boundedness of the Hilbert transform.
Introduction
In 1924, forty two years before the appearance of Carleson's landmark paper, [6] , establishing the pointwise convergence of Fourier series for functions in 2 pTq, Kolmogorov proved in [11] that for almost every P T, p q " lim
whenever is a function in 2 pTq, that is to say that dyadic partial sums of Fourier series for 2 functions converge almost everywhere. This result can be generalised to P pTq for P p1, 8q using LittlewoodPaley theory (see, for example, pp. 374-375 in [9] ). In 1968, E. A. Bredihina proved in [5] the following generalisation of Kolmogorov's work to the context of almost periodic Fourier series: Theorem 1.1 (E. A. Bredihina, 1968) . Let be an almost periodic function in the Stepanov space 2 with Fourier exponents separated by some fixed constant ą 0. Then for almost every P R,
p p q .
Here, for P r1, 8q, the Stepanov spaces can be defined as the completion of the space of trigonometric polynomials on R,
p q Ď C, p q Ď R, P N ) with respect to the Stepanov norm, defined as
This space contains all periodic functions of any period.
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For any given almost periodic function , this quantity is non-zero for only countably many choices of . As a matter of convention, the sequence of Fourier exponents, p q PZ Ď R, will be chosen here to be the unique strictly increasing sequence such that for each P Z,´"´and at least one of p p q and p p´q is non-zero. The function will be said to satisfy the separation condition if there exists ą 0 such that`1´ą for all P Z. The infimum of all possible choices of such will be denoted by .
The Stepanov spaces satisfy a nesting property in the sense that for 1 , 2 P r1, 8q with 1 ď 2 , it is the case that 2 Ď 1 and that for any P 1 , } } 1 ď } } 2 . However, the reader is warned that for all P r1, 8q, there exist functions P loc pRq with } } ă 8 such that R .
For further information on almost periodic functions, the reader is referred to [2] , [12] , [1] , [3] and [4] .
The main result of this paper is the following: Theorem 1.2. For each P N, define the dyadic Fourier partial sum operator acting on almost periodic trigonometric polynomials as -
p p qẅ ith corresponding maximal operator˚-sup PN | |. Then for each P N, the operator˚extends to the class of all functions P 2 that satisfy the separation condition and satisfies the bound
Here and throughout this paper, the symbol À is used to signify that the left hand side is bounded above by a constant multiple of the right hand side, with this constant independent of . Subscripts indicate explicitly dependence of the constant on parameters.
It is seen in Section 2 that Theorem 1.2 implies almost everywhere convergence of dyadic partial sums of Fourier series for functions in 2 that satisfy the separation condition for each P N which, by the nesting of Stepanov spaces described above, is logically equivalent to Theorem 1.1 of Bredihina. Section 2 also contains other technical results required for the remainder of this paper. In Section 3, the Hilbert transform for functions in the Stepanov spaces is considered and a boundedness theorem is proved, whilst in Section 4, a theorem of Littlewood-Paley type is established for the Stepanov spaces. Both of these theorems are natural analogues of fundamental theorems from standard pRq theory and will be of interest beyond the context of Theorem 1.2. With these results established, the proof of Theorem 1.2 is provided in Section 5. To extend Theorem 1.2 to for all P p1, 8q, it remains only to improve the result on the boundedness of the Hilbert transform from Section 3; this is discussed in Section 6.
Auxiliary Results
For , P r1, 8q, there is a natural notion of weak -boundedness of an operator with respect to Stepanov norms, namely that sup PR |t P r ,`1s : | p q| ą u| Àˆ} }ḟ or all P and ą 0. By Chebyshev's inequality, it is easy to see that this is a genuinely weaker bound than } } À } } . Weak boundedness of maximal operators in Stepanov spaces can be used to show pointwise convergence results, as is the case in the familiar setting. Indeed, the following result holds:
Theorem 2.1. Let p q PN be a family of linear operators on , P r1, 8q and assume that˚-sup PN | | is weakly bounded -for some P r1, 8q. Then the set
This can be proved by a straightforward adaptation of standard arguments such as those in the proof of Theorem 2.2 in [7] . This involves choosing a sequence p q PN Ď such that }´} Ñ 0 as Ñ 8 for some P . Then for each P R and ą 0, it can be shown that |t P r ,`1s : lim sup Ñ8 | p q´p q| ą u| ď |t P r ,`1s :˚p´qp q ą 2 u|`ż`1 2 |p´qp q| from which it can be deduced that P as a consequence of weak boundedness of˚. As in the setting, this theorem is useful as there is a natural dense subspace of , namely , in which reasonable pointwise convergence results usually either hold trivially or are easily verified. In the context of the present paper, for example, it is certainly trivial that the Fourier series associated to trigonometric polynomials converge pointwise in every reasonable sense. Since the proof of Theorem 2.1 naturally adapts to subspaces of equipped with the subspace topology, by the fact that 2 Ď 2 for all P N, Theorem 1.1 follows as a consequence of Theorem 1.2.
There is a natural analogue of Parseval's Identity for almost periodic functions˚:
For a proof of this result, the reader is referred to [3] , p. 109. It is easy to see that for any
so a Parseval-type inequality,´ÿ
immediately follows from the above.
There is a partial converse to this inequality which can be stated as follows:
Proposition 2.3. Let be a trigonometric polynomial. Then for any P R,
The proof of this proposition will require the following lemma:
Lemma 2.4. Let p q PZ Ď R be an increasing sequence such that there exists ą 0 so that`1´ą for all P N. Let be the operator acting on sequences p q PZ P ℓ 2 defined such that p p-ÿ
A proof of this result, which is a generalisation of a famous inequality of Hilbert and Schur, can be found on pp. 138-140 of [13] .
Proof of Proposition 2.3. Fix P R and consider that ż`1ˇˇˇÿ
This theorem is most natural on the Besicovitch space of almost periodic functions 2 since the expression
The Besicovitch spaces strictly contain the Stepanov spaces.
It is noted that the interchange of sums and integrals above is permitted as all sums possess only finitely many non-zero terms since P . Writing -p p q p`1q and letting denote the operator defined in Lemma 2.4, by the Cauchy-Schwarz inequality and Lemma 2.4, the first term here is bounded above by
Since the second term can be treated identically, the result follows.
This section will be concluded with the following result:
Theorem 2.5. Let P 1 pRq have real-valued, continuous and bounded Fourier transform,
where˚represents convolution on the line, that is˚"
Proof. This is a consequence of the following straightforward calculation:
As before, the interchange of the sum and integral is permitted here as the sum possesses only finitely many non-zero terms since P .
The Hilbert Transform on Almost Periodic Functions
The definition of the Hilbert transform naturally extends to the context of almost periodic functions:
Definition 3.1. For P , P r1, 8q, the Hilbert transform is defined as
Integration in the complex plane over a suitable indented contour shows that the Hilbert transform of an almost periodic function is an almost periodic function with Fourier coefficients y p q "´sgnp q p p q for each P R.
It turns out that for the present purposes, it will be useful to consider slightly modified versions of the Hilbert transform:
Definition 3.2. For P and P r1, 8q, define˘to be the operator such that z p q " sgn˘p q p p q for any P R, where the functions sgn˘: R Ñ t´1, 1u are given bỳ
By noting that for each P r1, 8q,
it is clear that boundedness of˘on Stepanov spaces is equivalent to boundedness of on Stepanov spaces.
The following lemma shows that a well-known identity for the usual Hilbert transform adapts well to the context of the modified Hilbert transforms given above acting on almost periodic trigonometric polynomials:
Proof. First note that
By symmetry in and , the above quantity is also equal to
Averaging these two expressions gives that 2˘p˘p"
It follows that
It is trivial to see that 1´psgn˘p q`sgn˘psgn˘p`q "´sgn˘p q sgn˘p q.
Consequently,
Using this identity, the following vector-valued operator bound for the modified Hilbert transforms may be established:
Theorem 3.4. For any given P N, let p q PN be a sequence of functions in 2 that satisfy the separation condition uniformly with separation constant ą 0. Then
Proof. Fix any ą 0 and for each P N, choose P N such that , is a trigonometric polynomial approximating in the sense that } ,´} 2 ă 2 2
. Now, note that
2 by the triangle inequality.
Consequently, by density, it suffices to assume that each is a trigonometric polynomial. Also, without loss of generality, assume that is real valued for every P N. It is clear that˘is thus also real valued from Definition 3.1.
The proof will proceed by induction. To begin, assume that
2 is a finite sum. The general case will then follow by monotone convergence. By Proposition 2.3 and Parseval's identity,
The result thus follows for " 1. Now, assume that the theorem holds on 2 for some particular P N and note that it follows a fortiori that }˘} 2 À } } 2 . Using the identity of Lemma 3.3,
By the inductive hypothesis and Hölder's inequality,
.
It thus follows that
Using this,¨›
Littlewood-Paley Theory for Almost Periodic Functions
Boundedness of the maximal dyadic summation operator will involve bounding a square function and to this end, in this section a theorem of Littlewood-Paley type for almost periodic functions will be proved. To begin with, a standard Littlewood-Paley theorem for R is stated; this result is a special case of Theorem 5.1.2 from [9] , p. 343.
Theorem 4.1 (Littlewood-Paley on pRq). Let P pRq be such that p p0q " 0 and for each P N, define -2 p2¨q so that x " p p2´¨q. Then for all P pRq, P p1, 8q,
For a proof of this result, see [9] , pp. 344-345.
The following analogous result for , P p1, 8q, will be proved:
Theorem 4.2 (Littlewood-Paley on ). Let P pRq be such that p p0q " 0 and for each P N, define -2 p2¨q so that x " p p2´¨q. Then for all P , P p1, 8q,
Proof. For each P N, P N and P Z, write p qp´2 ,´2´1sYr2´1,2 q , p0q -p´1,1q and -r ,`1q . Then by the triangle inequality,
For fixed P R and P N Y t0u, define
and note that
. Now, for P Z and P N, suppp p q˚q Ď r´2`,´2´1`p`1qs Y r2´1`, 2`p`1qs and suppp p0q˚q Ď r´1,`2s. As such, for each P N and P R, define
and note that | p q| ď 2`4 for any P N Y t0u and P R. Applying Hölder's inequality to the above sum in and using this fact, it follows that for P R and P N Y t0u,
This term will be bounded separately for " 0 and P N with the former case making the dominant contribution owing to the Schwartz decay of the function . Indeed, first of all, fixing P N, recall that suppp pĎ r´2 ,´2´1s Y r2´1, 2 s for each P N. Using the fact that is Schwartz, it follows that for each P N, P N and P R,
Consequently, for P R and P N,
Choosing ě 2 to make the sum in convergent, it follows that
In particular, choosing to be sufficiently large, it can be seen that
For the case of " 0, consider that by the triangle inequality,
Using Theorem 4.1, the first term here can be bounded by a constant multiple of sup P } } pr ,`1sq which is less than or equal to } } . The second term can be bounded by a constant multiple of
which, as before, is bounded by a constant multiple of } } . It is thus the case that
and so the theorem follows.
Proof of Theorem 1.2
By a straightforward density argument, to prove Theorem 1.2, it suffices to show that
for all P .
To begin with, choose any P pRq such that suppp p q Ď r´1, 1s, p p q P r0, 1s for all P R and p p q " 1 for P r´1 2 , 1 2 s. For each P N, define " 2 p2¨q, so that x " p p2´¨q. Then define a smoothed version of the operator as
The maximal operator˚may now be trivially pointwise bounded as follows:
The proof of Theorem 1.2 has thus been reduced to establishing boundedness of a square function and smoothed maximal operator. The smoothed maximal operator may be bounded using a similar technique to that used to prove Theorem 4.2. Indeed, for each P N, P N and P Z, write p qp´2 ,´2´1sYr2´1,2 q , p0q -p´1,1q and -r ,`1q . Then by the triangle inequality,
. Now, for P Z and P N, suppp p q˚q Ď r´2,´2´1`p`1 qs Y r2´1`, 2`p`1qs and suppp p0q˚q Ď r´1`, 1`p`1qs " r´1,`2s. As such, for each P N and P R, define p q -P Z :ˇˇ`r´2`,´2´1`p`1qs Y r2´1`, 2`p`1qs˘X r ,`1sˇˇ‰ 0 ( , 0 p q -t P Z : |r´1,`2s X r ,`1s| ‰ 0u, and note that | p q| ď 2`4 for any P N Y t0u and P R. Now, applying Hölder's inequality to the above sum in and using this fact, it follows that for P R, P N Y t0u,
As in the proof of Theorem 4.2, this term will be bounded separately for " 0 and P N. For P N, recall that supp p q Ď r´2 ,´2´1s Y r2´1, 2 s for each P N, and so by the fact that is Schwartz, it may be deduced that for each P N, P N and P R,
which is bounded by a constant multiple of 1 2 p´1q as P N. Consequently, for P R and P N,
It follows by selecting sufficiently large that
For the case of " 0, consider that p p , 0qq
where is the Hardy-Littlewood maximal function on R, owing to the fact that is Schwartz. By boundedness of on pRq, it follows that
and it can thus be concluded that the smoothed maximal operator is bounded.
To prove Theorem 1.2, it remains to establish boundedness of the square function. First note that for each P N and P R,
for all P R.
Define P pRq so that p " p p 1 2¨q´p and note that r´1,1s´p " r´1,1s p . Defining for each P N, -2 p2¨q so that x " p p2´¨q, it follows by Theorem 2.5, the above observation and 
Further Remarks
It is noted that it only remains to generalise the boundedness of the Hilbert transform established in Theorem 3.4 to for all P p1, 8q to prove Theorem 1.2 on the same spaces. The analogous theorem in generalises from the case of " 2 , P N, automatically by interpolation, but a suitable approach to interpolation in the Stepanov setting is not apparent. Further, there is a certain degree of subtlety concerning the problem of boundedness of the Hilbert transform in the setting of Stepanov norms. In particular, the Hilbert transform fails to be bounded on the space of all loc pRq functions with finite norm (which, as was remarked before, is a strictly larger space than ). To see this, note that this space can be shown to be equivalent to the "amalgam" space p , ℓ 8 q, where for all P R and considering the relevant norms.I t should be remarked that boundedness of the Hilbert transform on is claimed in [10] . However, the proof there unfortunately seems to contain an error.
: Further, the claimed theorem is the demonstrably false boundedness of the Hilbert transform on the amalgam spaces mentioned above and thus it seems unlikely that the proposed scheme of proof can be repaired.
