Collaborative filtering with implicit feedback is regarded as one of the most challenging issues in social ecommerce networks. However, the scarcity of negative feedback and the impact of time makes collaborative filtering difficult to use. Most models assign a uniform weight to missing data, but this method is invalid in the real world and leads to a biased representation of user profiles. In social ecommerce networks, the popularity of an item is implicit social information that is dynamic and can affect the preferences of a user. In this paper, we propose a smart model named TimeMF to address the above issues by incorporating implicit feedback and temporal information into social ecommerce recommendation. The weighting scheme is based on the dynamic popularity of an item. Then, we present an objective function and adopt an optimization strategy to enhance the efficiency. The experimental results for a real-world dataset reveal that our model outperforms the baselines on several metrics.
I. INTRODUCTION
Although social computing has achieved considerable success in user identification [1] and human behavior [2] , [3] , information overload is a problem that cannot be neglected. Recommender systems based on collaborative filtering are an efficient method to address this problem in social ecommerce networks. Matrix factorization (MF) is one of the most popular technologies applied for this purpose. However, early recommender systems based on MF focused on explicit feedback [4] - [7] , where the ratings of items reflect the preference of a user. Therefore, due to the unicity of data (i.e., item ratings), the recommendation is formulated as a rating prediction problem for abundant unobserved ratings The associate editor coordinating the review of this manuscript and approving it for publication was Huizhi Liang.
(i.e., missing entries), and in order to improve the recommendation efficiency, missing entries are ignored because they are supposed to be unrelated to the preferences of the user. The modeling workload is reduced in this way, and some models based on explicit feedback, such as SVD++ [8] and TimeSVD [9] , have been devised.
Matrix factorization, which is based on implicit feedback, is topical [10] . Explicit feedback is not available in many applications, such as trust information, but implicit feedback is the main method of interaction between users and items, such as a user's video viewing, purchase history, and log of sharing. The sparsity of explicit feedback results in a biased representation of user profiles [9] , [11] . Compared with explicit feedback, implicit feedback is easily captured by the service provider, and rich information that reflects the user profile be given serious attention. But there is a problem related to a lack of negative feedback [12] . In order to solve this problem, a traditional solution assigns uniform weights to missing data [10] , [11] , [13] - [15] , and overall missing data are considered to be negative feedback [10] . However, this approach is not realistic in the real world. Another strategy based on the law of implicit feedback assigns nonuniform weights to missing data, but the dynamicity of implicit feedback is not considered.
Existing models that incorporate temporal information [9] , [16] - [20] focus on explicit feedback and find the regulation between rating and time to improve user bias or item bias. However, temporal implicit feedback information is usually ignored because it is not obvious in the dataset and is difficult to modeled. However, time is a significant factor in data mining, which has numerical and consistent nature, and is usually viewed as an entirety instead of a single digital field [18] . Temporal information can accurately represent the transformation of a user's activity over time, and such changes can indirectly reflect the variety of user preferences. Many factors can lead to these changes, such as artificial effects and changes in environment. For example, in a music recommender system, a user can change their preferred style of music with the release of a movie or a friend's recommendation, or a user may like a melody that they have never listened to [21] . Thus, incorporating time information into implicit feedback is important when building a recommender system. Implicit feedback and temporal information can promote the recommendation accuracy, and it is important to use such information. The problem is to discover and model the relationship between implicit feedback and time. Unlike the relationship between explicit feedback and time (i.e., time and ratings), time-based bins are not suitable for implicit feedback because the interactive time for missing entries is non-unique. The selection of the interactive time for each item would impact the algorithm's efficiency.
In this paper, a novel recommendation model named TimeMF is proposed, which makes use of both implicit feedback and temporal information. The temporal information of a real-world dataset was analyzed in this paper, and some regulations were found. In particular, we assign the weight of missing data based on the dynamic popularity of items, which makes use of the regulations from temporal information. This method improves the results. The experimental results on a real-world dataset suggest that the proposed model is stateof-the-art.
The rest of this paper is organized as follows. Section II introduces related work on collaborative filtering of implicit feedback and time information. Section III presents an analysis of time information and proposes the TimeMF model. Section IV provides the results of an experiment and comparison. Finally, the paper is concluded.
II. RELATED WORK
Matrix factorization (MF) used in recommender systems is different from traditional singular value decomposition.
Matrix factorization is inspired by machine learning and aims to obtain a feature matrix by training a model. To promote the predictive accuracy of recommendation, Koren et al. propose SVD++ [8] , which incorporates implicit feedback. Henceforth, some algorithms have been developed based on SVD++, such as TrustSVD [9] , TimeTrustSVD [18] , and EnhancedSVD [22] . Despite incorporating social information in addition to rating scores, such as trust information, reviews of items, and the relationship of the user, these models largely focus on explicit feedback and result in biased representations of user profiles.
Compared with explicit feedback, implicit feedback can accurately reflect a user's preferences because of the large number of data that record the history of a user's activity. Thus, some matrix factorization methods have been developed based on implicit feedback [10] , [23] . Recommendation is formulated by these works as a rating prediction problem for a large volume of unobserved ratings. Moreover, recommender systems are widely used to correctly rank unknown ratings for each user [11] , [24] - [30] , with little attention given to the actual ratings. However, the lack of negative feedback cannot be avoided. It is difficult to distinguish unknown values and negative feedback in missing data. A popular solution is to uniformly weight all missing data [10] , [11] , [13] - [15] and treat all unobserved ratings as negative feedback. But the weight strategy is not suitable for real applications because inefficiency is an issue. Another strategy is non-uniform weighting [12] , [27] - [29] based on rules of implicit feedback. However, non-uniform weighting is difficult to utilize in real scenarios because the strategy considers only one aspect and simplifies the problem of the lack of missing data. Meanwhile, the dynamicity of implicit feedback is ignored.
Temporal information should not be neglected and exists in a wide variety of real-world datasets. Although temporal information can intuitively represent the change in a user's preference, it is not easy to utilize because temporal information is ambiguous. Recommender systems attach importance to temporal information. Some models that incorporates temporal dynamic, such as TimeSVD [9] , TimeTrustSVD [18] , TimeAware [16] , TimeSQRC [31] , and TimeAwareQOS [32] , have been developed, but these methods still focus on the relationship between ratings and temporal information. Furthermore, the recommendation performance is influenced by the size of the time bins, which represent a fragment of the time span. In recent years, some models that integrate implicit feedback and temporal information have been designed [33] . But these models are developed for specific domains and need a large space to store the data that reflect the associating between implicit feedback and time.
III. MODEL
As shown in Fig.1 , the proposed TimeMF model first cleans the data which is past behaviors to obtain the implicit feedback and temporal information. Afterwards, the implicit feedback and temporal information will be analyzed to find their correspondences. Accordingly, the dynamic weight strategy is proposed to solve the lack of negative feedback. Finally, the user feature matrix and item feature matrix are obtained by training the model, and using them to recommend top-k items for each user. In what follows, we describe the analysis of temporal information.
A. THE ANALYSIS OF TEMPORAL INFORMATION
Temporal information is an important factor in recommender systems. A service provider can collect a user's information in real time, such as explicit feedback and implicit feedback, and use the information to improve the quality of service. However, the randomness and opacity of temporal information makes it difficult to use in recommender systems. Next, we will analyze the relationship between time and the popularity of an item in a real-world dataset, which will be beneficial to building the model.
The popularity of an item is an important factor in a social ecommerce network. Unlike explicit social interactions, such as trust information, the recommendation of a friend, and a user's social status, the popularity of an item is implicit. The popularity reflects the probability that an item will be exhibited on the home page; moreover, the user's activity can influence the popularity of an item. Explicit social information originates from the user's friend and affects the user's preferences; however, each user who interacts with the item can affect the popularity of the item, and thereby influence the preferences of a user who views the item exhibited on the home page. Therefore, item popularity is social information.
Our analysis is based on amazon-movie, which is a real-world dataset spanning 18 years from 1995 to 2013. Compared with the sparsity of ratings, the time density of popularity is large. Clearly, the temporal information is very dense, which creates a solid foundation to utilize these data.
First, we analyze the variation in the average popularity of all items over time to observe the influence of time on popularity. In Fig.2 , we observe a strong correlation between average popularity and time. The X-axis represents the time span, and the Y-axis represents the average popularity of all items. Clearly, the average popularity of all items increases for 900 days and reaches a peak on the 1000th day. This phenomenon suggests that items experience a hot stage before the 1000th day. But after 1000 days, at which point the average popularity drops significantly and begins to decrease slowly. This tendency indicates that items gradually become obscure.
Next, consider the variation in the popularity of a single item over time. We randomly select an item. In Fig.3 , the X-axis represents the time span, and the Y-axis represents the popularity of a single item. The popularity increases slowly for approximately 500 days, but after the 500th day, it increases significantly and reaches a peak on the 1000th day. However, the popularity the decreases in a short time. After 1000 days, the remaining time span can be split into two periods. The first period is approximately 1700 days, from the 1000th day to 2700th day, and the second period is approximately 3300 days, from the 2700th day to the 6000th day. Although fluctuating in the two periods, the popularity of a single item still shows an overall decreasing trend.
Based on the above analysis, we can draw the following conclusions:
First, there is a strong correlation between time and popularity. Popularity is dynamic and changes over time. In general, the stage of popularity can be split into two periods: the hot period in which the popularity is increasing and the cold period when the popularity is declining.
Second, the discrimination of negative feedback is transformed with time. If an item is popular, the item should be recommended and shown on the home page [34] . Therefore, if a popular item is not interacted with by users, we should treat the lack of interaction as negative feedback. However, the discrimination of negative feedback is influenced by temporal information; therefore, we should consider time information to discriminate negative feedback from missing data.
B. PRELIMINARIES
We being by introducing some basic notation. User-item interaction matrix R has a volume of M × N , where M and N denote the numbers of users and items, respectively. R denotes the set of user-item pairs that are not missing values. We use index u to denote a user, and an item is denoted by index i. Vector x u denotes the latent feature vector of u, and vector y i denotes the latent feature vector of i. R(u) denotes the set of items that u interacts with. Similar notation is used for y i and R(i). Matrices X ∈ R (K ×M ) and Y ∈ R (K ×N ) denote the latent feature matrices for users and items, respectively. x uk is the kth feature of x u . Similar notation is used for y ik .
Formally, the squared loss is used to formulate the objective function of weighted matrix factorization.
where d ui denotes the weight of each user-item pair. r ui denotes each entry of R,r ui is the prediction score following matrix factorization,r ui = x u T y i . λ is a regularization parameter, which is usually the L 2 norm, to prevent overfitting. Note that in the implicit feedback, missing data are usually assigned a zero value, but the value of the weight is nonzero, which is important for the performance.
C. WEIGHT STRATEGY
According to a previous analysis, we know how to find negative feedback in unobserved values. Therefore, we propose a new weight strategy based on the dynamic popularity of items. Thus, we parametrize d i, stage i based on the following strategy:
where c i denotes the popularity of item i based on the number of clicks; stage i denotes the period of item i ; d 0 denotes the weight of overall missing values; and α is an exponent ranging from 0 to 1 that controls the level of popularity of an item and helps in discriminating negative feedback. On the basis of the above analysis of time information, item popularity is influenced by temporal dynamics, e.g., the period of time determines whether the item is popular. Therefore, how to split the granularity of time to determine popularity is important. Existing models, such as TimeSVD [9] and TimeTrustSVD [18] , focus on the relationship between ratings and time. They usually adopt the final time as the rating's time; thus, there is a one-to-one correspondence between ratings and time. Compared with explicit feedback, implicit feedback is composed of a user's activity history. The relationship between the activity of a user and time is many-to-many, and activity history does not have any tag to indicate who executes the activity. In implicit feedback, whether a user performs an interactive action on an item is a criterion used to distinguish the item type as interactive or non-interactive. If we adopted the time strategy of explicit feedback, we would be confronted with several problems. First, the granularity of time is fine, so we need a large volume for storage. Second, according to the previously defined objective function, if an item is not interacted with by any user, the interactive time of the item is difficult to determine.
To address these problems, we include a parameter t stage , which is a time node that places a boundary on popularity. An item is popular when its time of issuance is less than t stage ; otherwise, the item is out of fashion. Based on a previous analysis, a popular item should be well known in general: a popular item that is ignored is probably irrelevant to the user. Thus, a miss on a popular item should be given a high weight to be treated as negative feedback. stage i is a parameter used to define the stage of an item. It has two values, −1 or 1. item i is popular when the value of stage i is 1, and its weight is high; otherwise, the item is not popular, and its weight is lower than that of a popular item.
In addition to t stage , the length of the release time of an item is an important factor in defining the value of stage i . The time of the first interaction with the item is the start point, and the end point is the time of the last interaction with the item. Based on the two time points, we can calculate the time span of the item. If the time span is less than t stage , the value of stage i is 1; otherwise, the value is −1.
D. TRAINING THE MODEL
Due to the large volume of items, missing values for a user are a mixture of unknown values and negative feedback. However, negative feedback and unknown values are difficult to discriminate in missing data because of the nature of implicit feedback. Therefore, we can set a matrix to weight missing values to identify negative feedback. Considering the influence of temporal information, we devise a fine-grained objective function: 
where d e denotes the confidence of explicit feedback and d(i, stage i ) is a function used to calculate the weight of VOLUME 7, 2019 implicit feedback. The objective function can be split into two parts. The first part denotes the loss of observed data, and the second part denotes the loss of missing data. We analyze the second term of objective function, u i / ∈R(u) d(i, stage i )r ui 2 , which denotes the square loss of missing entries. The term is inefficient because most items are not rated by the user. However, the term can be reformulated between the sum on all entries and the sum on the items rated by the user. Thus, the sum of missing entries can be removed from the computations:
There are two terms in the formulation, and the first term, M u N i d(i, stage i )r ui 2 , is the core on which the subsequent optimization is based. The first term can be transformed as:
We have posed S I = N i d(i, stage i )y i y i T , a K × K matrix that is independent of i. Assuming S I is known, we can compute the derivative of x uk : (7) where s I kf denotes the factor of S I , and K is the number of features of the latent feature matrix of X .
Symmetrically,
We assume that the feature of an item is known, and we can compute the derivative of y ik : (10) where s U kf denotes the factor of S U and K is the number of features of the latent feature matrix of Y .
According to the derivation, our optimization is based on the features of the latent feature matrix. Therefore, we use adaptive gradient descent to determine the size of the gradient step for each feature of the latent feature matrix. Meanwhile, the gradient steps of features are dynamic; in other words, they decrease with increasing feature gradient. Thus, we can obtain the optimal solution with respect to the objective function, and lrate denotes learn rate.
Algorithm 1 TimeMF
Input: R, K , λ, t stage , α, d 0 , lrate Output: the latent feature Matrices X and Y 1: Initialize X and Y 2: Calculate the vector of weights with the popularity of item and stage i 3: for the epoch is less than the number of iterations do 4: for u is less than the number of users do 5: for f is less than K do 6: Adopt AadGRAD to update the lrate of x uf 7:
Update the x uf in lrate 8: Update the gradient of x uf 9: end for 10: end for 11: for i is less than the number of items do 12: for f is less than K do 13: Adopt AdaGRAD to update the lrate of y if 14: Update the y if in lrate 15: Update the gradient of y if 16: end for 17: end for 18: end for 19 : return X and Y Algorithm1 summarizes TimeMF. For convergence, one can either monitor the value of the objective function on the training set or check the prediction performance on hold-out validation data.
IV. EXPERIMENT
In this section, we begin by introducing the experimental setting, followed by the traditional offline protocol.
A. EXPERIMENTAL SETTING
In this part, we introduce the experimental setting.
1) DATASET
We evaluate a real-world dataset: Amazon Movie. In order to transform the review data into implicit feedback, we use a strategy in which each entry is marked as 0/1 to indicate whether the item was viewed by the user. Note that if the value of the entry is 1, the user interacted with the item; otherwise, the user did not view the item. For the purpose of availability of temporal information, we filter out the information with invalid time stamps.
2) METHODOLOGY
In order to build the training matrix and testing list, we use leave-one-out evaluation in which the latest interaction of the user is reserved for prediction and the remaining data are used to train the model. We adopt the traditional offline protocol to evaluate the performance of our algorithm; therefore, the strategy is based on the historical data of recommended items for the user.
Compared with traditional matrix factorization, matrix factorization based on implicit feedback focuses on correctly ranking the unobserved items for each user, which is known as the top-k problem. The evaluation of the performance is different from that of traditional matrix factorization. To assess the ranked list based on test items that the user interacted with, we use the hit ratio (HR) and normalized discounted cumulative gain (NGCD). The HR indicates whether the ground truth is in the ranked list, and the NDCG denotes the position of the ground truth in the ranked list. In fact, relevant items ranked at high positions contribute to the final score.
3) BASELINES
We compare our method with the following models: ALS [10] : A conventional matrix factorization model based on complete data. RCD [11] : A state-of-art matrix factorization model based on implicit feedback. RCD determines the step size of the vector of features by line search, and the value we use comes from the author's implementation.
4) PARAMETER SETTING
With regard to the weight of observed entries, we uniformly set the value to 1. We set the regularization parameter to 0.1 for all models, which is convenient for paired comparisons. For the initialization of the latent feature matrix, we use a Gaussian distribution. Note that we set the mean to 0 and the standard deviation to 0.01. All models are implemented in java8 and run on the same machine (Intel core i7 CPU and 16 GB RAM). The performance increases with increasing number of features, and we use K to denote the number of features. Thus, we discuss the result only for K = 128.
B. WEIGHT OF MISSING VALUES
In section III, we propose the strategy of assigning weights based on the dynamic popularity of an item based on time information. There are three parameters: d 0 , α, and t stage . d 0 denotes the confidence of overall missing entries, α controls the level of popularity for each item, and t stage denotes the period in which the item is popular, to determine the value of stage i .
First, we set α = 0 and t stage = 1000 to study how d 0 impacts the performance. In Fig.4 , it is clear that the performance degrades significantly when d 0 is very small, such as d 0 = 0. As d 0 increases, the performance improves. This result demonstrates the necessity of considering missing entries when building implicit feedback about item recommendations. However, the performance suffers significantly when the value of d 0 is very large.
Then, we keep the value of t stage constant, set d 0 to the best value, and vary α to study the impact on the performance. In Fig.5 , when α = 0, we assign uniform weights to missing values, missing entries are treated as negative feedback, and the performance degrades seriously. The performance improves as α increases. However, if α is too large, such as α > 1, the performance suffers because a large α has an adverse effect on the ability to discriminate negative feedback. As a result, the item weights are imbalanced between popular items and less popular items. Thus, it is important to assign a proper weight for less popular items.
Finally, we set d 0 and α to the best values and vary t stage to assess the change in performance. In Fig.6 , when t stage is large or small, such as t stage = 0 or t stage > 4000, the performance drops substantially because t stage is an essential component for controlling the level of item popularity. Extreme values degrade the ability to discriminate negative feedback. Therefore, finding a correct time point is crucial for the performance.
In the following experiments, we fix d 0 , α, and t stage to their best values, i.e., d 0 = 256, α = 0.4, t stage = 1000, and we set the learn rate according to grid search, i.e., lrate = 0.012. Fig.7 shows the relationship between the number of features and the prediction accuracy in terms of NDCG. TimeMF consistently outperforms ALS and RCD, which demonstrates that the proposed model is efficient. The prediction accuracy improves significantly with increasing K . In real applications, there is a large volume of users and items, and a large number of features is important to improve the prediction accuracy.
C. THE IMPACT OF THE NUMBER OF FEATURES

D. TRAINING TIME
The training time per iteration is shown in Table 1 . With the increase of the number of features, ALS spends longer time than TimeMF and RCD. Specially, when the number of features is 128, ALS spends 29 minutes for one iteration on amazon-movie, while TimeMF takes 4.7 minutes. The speed-up is significant. TimeMF and RCD have the same running time, the minor difference can be caused by the data structures.
E. COMPARISON Fig.8 and Fig.9 show the prediction accuracy with regard to the iteration number. Note that to carefully show the impact of iteration for TimeMF, the iteration is split into four stages: in the first stage (iterations 1 to 199) the span of iteration is 1; in the second stage (iterations 200 to 300), the span is 5; in the third stage (iterations 300 to 400), the span is 10; and in the fourth state (all remaining iterations), the span is 20. After the number of iterations exceeds 300, the accuracy of these models, TimeMF, ALS, and RCD become stable, and TimeMF achieves the best performance. Thus, TimeMF outperforms ALS and RCD. Meanwhile, the prediction accuracy of TimeMF is lower than that of the other models when the number of iterations is less 300. ALS focuses on optimizing the feature vector, so it does not need to learn the rate to train the features of the latent feature matrix via gradient descent and can therefore rapidly reach a stable state. RCD adopts a line search to determine the best step size for each feature in the feature vector, so it can find the best step size to train the features for each epoch. By contrast, TimeMF uses adaptive gradient descent to train the latent feature matrix; therefore, due to the nature of adaptive gradient descent, we cannot obtain the optimal solution when the number of iterations is small. This is the reason that the other methods converge faster than does TimeMF. However, once the number of iterations exceeds 300, the proposed model outperforms the other state-of-the-art models. There are two reasons. First, we adopt the dynamic popularity of items in which the level of popularity is controlled by the temporal information and is used to weight missing entries. The weighting strategy addresses the lack of negative feedback to facilitate the utilization of missing data. Second, each feature in the feature vector is assigned a step size for training, and the step size decreases with increasing feature gradient; thus, we can obtain the optimal solution for each feature, which contributes to the prediction accuracy.
V. CONCLUSION
In this work, we propose a smart model called TimeMF, which is based on implicit feedback and incorporates temporal information, to address the lack of negative feedback to solve the problem of information overload in social ecommerce networks. We study the relationship between item popularity and time and devise a new weighting strategy based on the dynamic item popularity to assign non-uniform weights to missing data. The optimal model assigns an exclusive learning rate to each feature of the latent feature matrix and adopts adaptive gradient descent to update the learning rate to enhance the accuracy. The experimental results reveal that our model outperforms the baselines with respect to ranking-oriented evaluation. Furthermore, temporal information can be used to improve the prediction accuracy in matrix factorization based on implicit feedback.
