Network pattern mentioned in this paper is referred to the geographical layout and structure of a network, which is related to the connection, direction, and combination features of roads in a road network. A quantitative method is proposed in this paper to classify patterns of networks, through which a network could be identified quantitatively to be one of the three standard patterns, i.e., grid network, circle+radial network and tree-patterned network. Metric distances of shortest paths are taken as the main features of the networks and are described by parameters through Generalized Extreme Value (GEV) fitting. The criteria for pattern classification were established according to the cluster analysis of the parameters calculated from a set of trial networks. Six real networks were calculated using the method and their patterns are identified according to the proposed criteria. It turned out that the method could capture the features of the network patterns well. This method may set a threshold of the more general and deep studies of network pattern classification, which may offer help to road network planning and assessment.
Introduction
One may tell the name of a city immediately only by taking a look at its road network because the network of a city has its own pattern, which could also be named as morphology. As is concerned here, network pattern is referred to the geographical layout and structure of a network, which is related to the connection, direction, and combination of roads in a road network.
Road networks of cities get their own patterns through years of evolution. Looking into the history of urban evolution, it is obvious of the interaction between urban land expanding and road network growing, which is also mentioned as a chicken and egg problem, i.e., the growth of traffic network depends on urban land use pattern, and nevertheless, has obvious influences on urban land use in return. The circular influences can be shown more clearly in Fig. 1 . Different patterns of road networks may have different influences on both urban land use evolution and network performances. In the early years of the 20th century, planners and architects put forward a method by which strictly hierarchical roads are organized into a tree patterned network because they thought a network in that pattern could be more efficient and safe for the vehicles [1] . According to this theory, ITE has published Recommended Practice for Subdivision Streets [2] , in order to improve the traffic safety of community streets through hierarchical and unconnected network layout.
Recently, as accessibility of multi-model traffic become more and more concerned, traffic planners start to consider increasing the capacity of a whole network by strengthen its density and connectivity [2] , and highly connected pattern becomes a favorable one in network planning [3] .
In spite of the development that has been gained in the network pattern study, the insight into network patterns is still not clear and only a few researchers have worked on it. Sun and Lovegrove have studied four patterns of networks and compared their levels of traffic safety [4] . Sun measured urban rail transit network pattern using fractal approach and described the interactions and morphological similarities between urban land use morphology and urban transport network pattern [5] .
One of the very important problems during the study of network pattern is that there is not yet a standard for pattern classification which is agreed by most researchers. Furthermore, there is not even an effective method to distinguish between types of patterns. Take Sun's research [4] for instance, the four types of network were just put out by the author, thus may be difficult for other researches or cities to follow.
To solve this kind of problems, this paper proposes a quantitative method to identify different types of network patterns. This method could capture the main features of a network's pattern and it proved out to be able to distinguish different types of network patterns.
The following section will talk about models used to describe networks. In the third section, the network pattern classification method and related criteria will be proposed using several trial network samples. In the forth section, actual road networks will be calculated in order to validate the method. Conclusions will be stated in the final section.
Network Description Using Gev Model
In this paper, network is abstracted as a planar graph: G= {V, E}, where V is a collection of nodes connected by links (edges) E. Nodes represent intersections while links represent road segments between intersections. Adjacent nodes are defined as the nodes that connect with each other without passing through other nodes. The adjacent relations can be represented by the topological adjacency matrix {aij}: 
and can also be represented by the metric adjacency matrix {b ij }:
, if there is an edge joining node i to node j; , otherwise;
Road network pattern Urban land use pattern City morphology Urban Geographical layout where dij=metric distance of the edge between node i and j.
Shortest paths between each pairs of nodes are figured out using matrix {aij} and {bij}. By using {aij}, the shortest path is the one that contains the least number of edges and the distance is the number of edges within the path. By using {bij}, the shortest path is the one that has the shortest metric distance, i.e., the sum of metric distances of the edges in the path. In this paper, shortest paths between nodes in a network are studied to capture the features of networks having different types of patterns.
Yang and Wang have studied morphological properties and functions of urban transit networks and proved that GEV distribution fits the network shortest paths very well [6] . Generalized extreme value (GEV) distribution is used to describe networks and capture their features. The GEV distribution function is:
. As is shown in Fig. 2 , μ∈R is the location parameter and the larger μ is for a distribution, the righter the distribution is positioned. σ>0 is the scale parameter and the larger σ is, the gently the curve is, which indicates a smaller variation. ∈R is the shape parameter, which governs the tail characteristics of a distribution. =0 leads to the Type I distributions whose tails decrease exponentially, such as the normal distribution; >0 leads to the Type II distributions whose tails decrease as a polynomial, such as Student's t distribution; <0 leads to the Type III distributions whose tails are finite, such as the beta distribution.
As an example of description, road networks from four cities were calculated, and the probability distribution of their shortest path distances were fitted using GEV distribution. In spite of different network patterns, GEV distribution fits the networks very well, as shown in Fig. 3 . Furthermore, network features can be observed from the probability distribution curves fitted for different city networks, which could also be caught by the parameters of the GEV distribution (TABLE I) . Take Shenzhen for instance, the parameter k for its fitting is positive, indicating its tail decreases as a polynomial, while the parameter σ is the largest of the four, which means its variance being the largest. Thus it could be primarily concluded that of all the path distances comparing with the median distance in Shenzhen, the longer ones take a lower part than the shorter ones. This is consistent with the pattern of its network, which is mainly positioned in the east and west direction. For the city Zunyi, although not as obviously as Shenzhen, the layout of the network is also in such pattern, which may probably be one of the reasons why the parameter k for Zunyi is larger than that for Shenyang and Meishan. From the above example, it could be noticed that the parameter is sensitive to the distances distributions of a network and σ to the variance of the distribution. Also, the parameter μ could reflect the whole levels of distances in a network. In the next section, a method in order to identify different network patterns through these parameters will be proposed.
Network Pattern Classification Method
As illustrated by the above example, the parameters gained from GEV fitting could distinguish network patterns. To see how well it fits, three types of trial networks were generated and calculated using GEV distribution.
Networks generated here include grid network, circle+radial network and tree-patterned network, as in Fig.  4 . Only four samples out of ten for each type of networks are shown here since the patterns are very easy to catch. For grid networks, the label 3m3 means there are 3 roads longitudinal and the other 3 latitudinal. For circle+radial networks, the label 1O4I means that in the network, there is 1 circle road and 4 radial roads. In order to make each intersection connects no more than four roads, the center of a circle+radial network is actually a much smaller circle which joins all the radial roads. For tree-patterned networks, roads in the networks are hierarchical and are classified into three grades. Again, considering the numbers of roads connected to one intersection, each network was generated in four symmetric quadrants. The label a3c2 means each arterial road in one quadrant is divided into 3 sections and each collector (or subsidiary) road is divided into 2 sections.
In order to make their sizes comparable, all the networks are created within an area of approximate 10km2, and will be calculated using the matrix {bij}, as was introduced in section 2. As a result, the longer the roads are in the network, the denser the road network is, but the distances of the shortest path in the network will not change much. In this way, network patterns could be comparable.
Shortest paths of thirty trial networks of three types of patterns were fitted using GEV distribution. The sizes of the trial networks calculated here are listed in Table II Only 28 networks rather than 30 were analyzed because several tree-patterned networks of small sizes don't consistent with the cluster result. That may still make sense since sometimes a network with its size too small doesn't show its pattern features clearly.
According to these parameters gained from the GEV fitting, points were plotted in a three dimensional space with each dimension representing one parameter as illustrated in Fig. 5 . Points in this space were further clustered into three groups through the method of cluster analysis using Matlab as a software tool. The three clusters were such set to keep the points within each cluster as close to each other as possible, and as far from points in other clusters as possible. Each cluster is characterized by its centroid, or center point. Noted that the distance used in this clustering, which is squared Euclidean distance specifically, does not represent spatial distance but only distance in the space.
Grid network Circle+radial network Tree-patterned network 3m3 5m5 1O4I 1O8I a1c2 a2c2 8m8 11m11 2O8I 2O16I a3c2 a5c4 TABLE II SIZES OF THE TRIAL NETWORKS CALCULATED   grid  3m3  4m4  5m5  6m6  7m7  8m8  9m9  10m10  11m11  16m16   circle  1O4I  1O6I  1O8I  2O4I  2O6I  2O8I  2O10I  2O16I  2O20I  2O30I   tree  --a3c2  a3c3  a3c4  a4c4  a5c4  a5c5  a5c6  a8c8 Fig. 5 GEV parameters of the trial networks and the cluster conclusion.
According to Fig. 5 , the cluster results fitted the original parameter data well, which means the cluster result is consistent with the three original network pattern settings. In order to further show the quality of the cluster fitting the original data, a hierarchical tree of the cluster was plotted in Fig. 6 using Matlab again as a software tool. In a hierarchical tree, clusters at one level are joined as clusters at the next level. There are many U-shaped lines connecting objects in a hierarchical tree. The height of each U represents the distance between the two objects being connected.
Three clusters are presented using different colors. Labels of nodes represent types of patterns, which are grid (numbered 1-10), circle+radial (numbered11-20), and tree-patterned (numbered 21-28) networks, separately. The correlation coefficient between the hierarchical graph (or the cluster result) and the original data is calculated to be 0.7801, which indicates that they are highly correlated linearly. The criteria of pattern classification have been established according to the cluster analysis result. When classifying a network, three GEV parameters should be estimated first, which would generate a point in the three dimensional space mentioned above, then distances between the new point and three cluster centroids would be calculated, according to which the pattern of the new network would be identified. An example will be shown in the next section.
Validation of The Classification Method
In order to validate the pattern classification method and criteria proposed above, six road networks (in Fig.  7 ) are tested. They were cut from three cities in China. The area of each network is about 10 km2, which is consistent with the identification criteria.
GEV fitting parameters and the distances in the space were calculated and listed in TABLE III, from which the pattern class of each network could be identified quantitatively. Take Chengdu1 as an example, its distance to the cluster centroid of grid is the smallest comparing with that to others, which means its pattern is most likely to be grid.
Chengdu1
Chengdu2 Shenyang1
Shenyang2 Shanghai1 Shanghai2 In order to make the pattern classification result more clear, the new samples shown as points plotted in the space and a transferred graph is shown in Fig. 8 and Fig. 9 . In the transferred graph, a triangle is used representing the whole pattern space based on the centroids mentioned above. Each node of the triangle represents one type of pattern with one specific color. The position of each sample point stands for its closeness to each of the three standard patterns. Fig. 8 The new sample points. It can be observed from the transferred graph that five out of the six network samples is positioned within the grid area while Shanghai2 sample is positioned closer to the circle node comparing with grid node, which is consistent with TABLE III. Referring to Fig. 7 , it could be observed that it indeed is circle-and-radial network, which indicates that the method proposed in this paper has captured the pattern features of the networks.
All the trial and sample networks calculated in this paper are within an area of 10km2, which is based on the purpose of covering the main features in urban road network patterns. For a smaller area, the structure of a network may not be completed and for a larger area, the structure may be too complex to be classified into one type of pattern. Nevertheless, this method could still be used for any size of networks and capture their pattern features from the perspective of shortest paths distributions. Noted if a different size of network would be calculated using this method, the criteria should be calculated and validated before classification of sample networks because the three parameters, especially the location parameter μ, will be influenced by the size of the networks.
Conclusions
A quantitative method is proposed in this paper to classify patterns of road networks. Metric distances of shortest paths were taken as the main features of the networks and the features were transferred to three parameters through fitting to GEV distribution. The parameters of several trial networks have been studied and according to which a set of pattern criteria were established using cluster analysis. Six real networks were calculated using the method and their patterns were identified according to the proposed criteria. It turned out that the method could capture the main pattern features of the networks well.
This method may set a threshold of a more general method through which networks of cities could be calculated and identified quantitatively. Then other researches on networks based on their patterns may be carried on, such as efficiency comparison of networks of different patterns.
Nevertheless, there are several limitations in the proposed method that deserves further researches. The criteria proposed in this paper did identify the network features, but during the setting up procedure of the criteria, the three sets of trial networks were created artificially, which may be subjective comparing with the networks in the real world. Furthermore, only distances of shortest paths were considered as features of network pattern, which may not be enough to capture all the features. That is to say, several other important properties related to network patterns may be missed in this method.
Overall, this paper provides a new perspective and method to urban road network analysis, and also has its valuable meanings to the planning and assessment of urban road networks.
