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Abstract
In this thesis, time series models are developed to explore the correlates of
blood glucose (BG) fluctuation of diabetic patients.

In particular, it is

investigated whether certain human activities and lifestyle events (e.g. food and
medication consumption, physical activity, travel and social interaction)
influence BG, and if so, how. A unique dataset is utilized consisting of 40 diabetic
patients who participated in a 3-day study involving continuous monitoring of
blood glucose (BG) at five minute intervals, combined with measures for sugar;
carbohydrate; calorie and insulin intake; physical activity; distance from home;
time spent traveling via public transit and private automobile; and time spent
with other people, dining and shopping. Using a dynamic regression model
fitted with autoregressive integrated moving average (ARIMA) components, the
influence of independent predictive variables on BG levels is quantified, while at
the same time the impact of unknown factors is defined by an error term. Models
were developed for individuals with overall findings demonstrating the potential
for continuous monitoring of diabetic (DM) patients who are trying to control
their BG. Model results produced significant BG predicting variables that include
food consumption, exogenous insulin administration and physical activity.

i

Acknowledgments
This thesis is based on collaboration with Dr. S. Doherty, who has provided
inspiration and attended to this work in various ways. I am especially grateful
for him continually challenging me in this pursuit and serving as an exemplary
mentor.
Additionally, I would like to thank the faculty and staff from the Department
of Geography and Environmental Studies at Wilfrid Laurier University who have
assisted and supported me while providing nurturing guidance throughout my
career. Specifically, I would like to thank Dr. B Sharpe for his sagely advice in the
early stages of my thesis development; Dr. C. Carmichael for her critiques of this
work; Pam Schaus for her cartographic input; and Luke Cwik for sharing his
computer science skills.
Finally, I would like to express my appreciation to my family for their loving
support. I dedicate this work to my parents.

ii

Table of Contents
CHAPTER 1: INTRODUCTION

1

1

2

INTRODUCTION
1.1

OBJECTIVES:

3

1.2

OVERVIEW OF THESIS

4

CHAPTER 2: LITERATURE REVIEW

5

2

6

LITERATURE REVIEW
2.1

BEHAVIOURAL GEOGRAPHY HEALTH FOUNDATIONS

6

2.2

SPACE-TIME BEHAVIOURAND HEALTH

8

2.2.1 Emerging Data collection approaches for Tracking Human Activity
2.3

DIABETES MELLITUS

11
12

2.3.1 Blood glucose monitoring

14

2.3.2 Blood glucose influencing factors.

14

2.4

TIME-SERIES ANALYSIS

17

2.5

SUMMARY AND CONTEXT OF CURRENT STUDY

19

CHAPTER 3: METHODS

20

3 METHODOLOGY

21

3.1

MULTI-SENSOR DIABETIC PATIENT MONITORING SYSTEM

21

3.2

DIABETIC PATIENT PILOT STUDY

24

3.3

ANALYSIS TECHNIQUES

27

3.3.1 Time Series Data

27

3.3.2 Box-Jenkins Models.

28

3.3.3 The Basic Uni-variate ARIMA Model

28

3.3.4 Mulitvariate ARIMA Model

29

3.3.5 The Linear Transfer Function Model:

30

3.3.6 Structure of the linear transfer function

31

3.3.7 ARIMA Modeling: Linear Transfer Function Approach
3.3.8 Data Preprocessing

33
35

3.3.9 Identification ofARIMA Parameters (p,d,<j)

iii

37

3.3.10 Estimation

50

3.3.11 Diagnostic Statistics and Error Functions

52

3.3.12 SPSS time Series Algorithm

55

3.3.13 Summary and Remarks
3.4

57

DISCLAIMER

57

CHAPTER 4: RESULTS

59

4

60

RESULTS
4.1

SUBJECT PROFILES AND DESCRIPTIVE STATISTICS

60

4.2

TIME INTERVAL AND INDEPENDENT VARIABLE SELECTION

66

4.3

EXAMPLE FULL MODEL OUTPUT FOR SUBJECT 84

69

4.4

SUMMARY OF MODEL OUTPUTS BY SUBJECT

75

CHAPTER 5: DISCUSSION AND CONCLUSION

81

5

82

DISCUSSION
5.1

TIME SERIES MODELS: EMERGENT THEMES

82

5.1.1 Impacts of food and medication

82

5.1.2 Inconsistent impacts of transportation, distance and activity-time variables83
5.1.3 The complexity ofphysical activity

84

5.1.4 Overall Discussion

85

5.2

KEY METHODOLOGICAL CONTRIBUTIONS

88

5.3

CHALLENGES AND LIMITATION

89

5.4

FUTURE WORK

90

5.5

CONCLUSIONS

91

REFERENCES:

93

iv

List of Tables
Table 1 Subject Profile

62

Table 2 Subject insulin medication

63

Table 3 Subject summary data

65

Table 4 Model Comparison

66

Table 5 Independent Variables in previous 5 minutes

68

Table 6 Model description for subject 84

69

Table 7 Model statistics for subject 84

70

Table 8 ARIMA Model Parameters for subject 84

70

Table 9 Consolidated model output including significant predicting variable.... 76
Table 10 Number of significant independent BG predicting variables

v

79

List of Figures
Figure 1 Space-time behaviour and environmental interventions

7

Figure 2 Environmental impacts on health behaviours

10

Figure 3 Example Placement of Sensors

22

Figure 4 Accelerometer

23

Figure 5 Food Diary

24

Figure 6 Schematic representation of a transfer function

31

Figure 7 Software time series algorithm model concept

56

Figure 8 ACF and PACF residual plots for subject 84

73

Figure 9 Cross-Correlation Function of BG and Vmag for subject 84

74

vi

Chapter 1: Introduction
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1 Introduction
Enhancing our understanding of human behaviour and related health
impacts is of interest to researchers from the fields of geography, psychology,
planning and health. Despite modest improvements to data collection techniques
over the last couple of decades, the challenge remains to assemble data
collection instruments that go beyond simulated experiments under laboratory
experiments and capture high quality real world events.
Recent advances in wearable technology hold promise for ushering in an
era of renaissance for improving our understanding of human behaviour under
real-world conditions. The merger of geographic location and body-motion
tracking devices small enough to fit in a cell phone is affording the opportunity
to passively collect detailed spatial/temporal real-world data over extended
periods of time. Being able to collect detailed real-world data allows for the
examination of human behaviour geographies (e.g. activities, travel, exercise,
social interaction).

Combining tracking devices with wearable biophysical

sensors allows for further analysis of specific health outcomes. In practical
terms, this translates to allowing the identification of specific events and or
activities in real space and time that may have an impact on a variety of lifestyle
events, while maintaining the ability to aggregate such data in order to examine
their cumulative affects on health.
Obesity has reached pandemic proportions in North America resulting in
exorbitant health care costs (between 2-7% of total health care costs (WHO
2007)) and has become a major public health concern around the world. A
number of health complications have been linked to obesity, including:
psychosocial problems, certain cancers, cardiovascular problems, and type 2
diabetes (Saarloos et al. 2009). Furthermore, research suggests that behaviour
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modification - healthy dieting and increasing physical activity (Sallis et al. 1998,
Giles-Corti et al. 2002, Boarnet 2005, Lytle 2009) - can help individuals properly
manage their weight and mitigate the risk of developing health complications
such as diabetes of which there is currently no cure for and the management of is
extremely challenging. Enhancing our understanding of the effect of place and
other activities on people suffering with a chronic disease, such as diabetes, may
assist in improved patient outcomes and disease management. A better
understanding may assist in the development of 'smart-agent' health
monitoring/management systems, the planning of healthy urban environments
and compliment existing health policies and practices. Moreover, by combining
spatio-temporal and health information data with time-series analysis
techniques, provides researchers with the opportunity to better understand how
to manage a chronic disease like diabetes.
This thesis explores the unique opportunity to dynamically analyze
diabetic patients' BG levels in relationship to lifestyle events such as: food
consumption, physical activity, and travel. Additionally, this thesis will evaluate
the effectiveness of time-series analysis in which to predict for BG.
The rationale for this work is to explore the possibility of predicting for BG
in diabetic patients. It is important to better understand how or what causes BG
to change in diabetic patients in order to properly manage this chronic disease.
Results from this thesis will contribute toward better understanding what
variables (which includes a variety of both previously tested and new
exploratory variables) affect BG in diabetic patients.
1.1 Objectives:
The overall purpose of this thesis is to gain a better understanding of how
diabetic patient's BG may be influenced by a variety of factors (daily activities,
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food and medication consumption) as they change over time and space. In
particular, the objective of this study is threefold:
(1) To employ a time-series analysis technique to a unique real-world data
set in order to explore BG variation on a patient-by-patient basis;
(2) To explore how a wide range of variables influence BG variation,
including traditional variables related to food and exercise, and new
variables related to lifestyle and geography;
(3) To evaluate the effectiveness of such data collection and analysis
techniques for the purpose of predicting BG and other time lagged health
outcomes.
1.2

Overview of thesis

The thesis is organized into five chapters. A Literature Review following this
introduction provides a synopsis of theoretical frameworks and past data
collection methodologies to highlight how this thesis will contribute to the
existing literature. Chapter 3 presents the data collection Methodology and
Analysis Technique employed in this thesis and identifies the strengths and
weaknesses of these approaches. In Chapter 4 Results are shared while Chapter 5
provides a Discussion and Conclusion and an overview of the implications for
future work, the challenges and limitations of the approach.
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Chapter 2: Literature Review
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2 Literature Review
2.1

Behavioural geography health foundations

Human behaviour is influenced by environmental factors through the
presence of individuals and their activities behaving in response to both social
and physical settings (Lindheim et al. 1983, Moudon et al. 2003, Aitken et al.
2006). In fact, people not only adapt to their social and physical environments
but also are part of other people's environment (Grimm et al. 2005). A multitude
of forces affect both individuals and the environment; for instance, the location
of businesses influence travel including distances travelled. Understanding the
multi-layered system of interaction is necessary when environmental design is
meant to establish desired behaviour or lifestyle changes; for example, to
encourage cycling and walking, or to create safer and healthier places
(Timmermans et al. 1990, Saarloos et al. 2009).
In the last decade, studies have been able to demonstrate how the
environment influences overweight and obesity in individuals. The highlight of
this claim is an association between the built environment and physical activity
(Hill et al. 1998, Frank et al. 2004, Boarnet 2005, Booth et al., Humpel et al. 2002,
Papas et al. 2007) resulting in the recent designation of obesogenic
environments. Obesity strongly depends on behavioural issues and can be traced
to an increase in sedentary lifestyles (Sallis et al. 1998, Frank et al. 2001,
Bauman et al. 2002, Sallis et al. 2006, Colabianchi et al. 2007) and nutritionally
poor diets (Sobal 2002, Booth et al. 2005, Cummins et al. 2006). Adapted from
Saarloos et al. (Saarloos et al. 2009), Figure 1 demonstrates how a variety of
variables may influence an individual's health.
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Figure 1 Space-time behaviour as the underlying concept for studying the
health impacts of environmental interventions (here related to overweight and
obesity)(Saarloos et al., 2009)

Saarloos et al (2009 p. 1735) describe public health interventions as:

"establishing health-enhancing changes at the population (or system) level ... actual changes to the
built environment (e.g., providing more opportunities for recreation, improving access to healthy food,
and creating places to accommodate social events for community members), interventions that address
individuals (e.g., campaigns aimed at improving attitudes to physical activity, nutrition and social
interactions, or increasing awareness of the health benefits or risks involved), and interventions to
encourage social activities (e.g., community programs to promote physical activity and healthy food
consumption). To support decision-making about health promotion interventions, studies will need to
aim at understanding and predicting how such interventions will change individual health behaviours
in space and time."

In geography, behaviour as a response to an individual's surrounding
environment is a topic generally assigned to the realm of behavioural geography
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with discourse overlapping with other disciplines such as environmental
psychology and behaviour. Since the early 1970s, this field has contributed
models and theories of preference and choice widely used to predict the impact
of policy decisions on spatial behaviour as well as to assess the plausibility of
envisaged projects (Timmermans et al. 1990). Although health has been
discussed in land use and transportation planning (Brennan Ramirez et al.
2006), a lack of discussion of health exists in the behavioural geography realm
highlighting the need for a multidisciplinary approach that integrates views and
methods from health promotion, behavioural geography and planning
disciplines (Saarloos et al. 2009). However, despite the agreement regarding the
legitimacy of a holistic approach, epidemiological research is firmly oriented
towards isolating the effects of specific attributes instead of using more
integrative and systematic approaches that may map out causal relationships
between interventions and health outcomes (Diez Roux 2007). This piecemeal
approach results in a gap between policy and practice, and research. A current
challenge faced is how to effectively align urban planning, environment design
and behaviour modification with public health, whilst optimally incorporating
the strengths of each field in order to create healthy and sustainable
environments (Duhl et al. 1999). However, while environmental and
transportation planning have had a focus on health in the past it is difficult to see
the success of their efforts in improving health, especially with a rise in obesity
suggesting perhaps more of an emphasis on behaviour modification.
2.2

Space-time behaviour and health

Capturing simultaneously where and when individuals are engaged in
activities allows for the quantification of both the spatial extent and time
intensity of different activities (Rainham et al. 2008, Duncan et al. 2009). In the
past, information regarding time, activity and location were usually collected
through observations (shadowing), personal interviews, or through time-diaries
(Frank et al. 2004) opening a myriad of data quality and privacy issues. Today,
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more sophisticated data collection techniques are being used to emulate, by way
of automation, these past efforts (Doherty 2009, Papinski et al. 2009). Data
loggers and electronic sensors have been employed with limited success within
the context of time-activity and transportation research studies (Ermes et al.
2008). These techniques have been incorporated in health studies for the
purpose of detecting physical activity information (Elgethun et al. 2003,
Elgethun et al. 2007, Yang et al. 2009) and with some improvement these
techniques have the potential for advancing individual-based modeling and
allowing for a better understanding of human health behaviour.
In the past, regression-based analysis techniques have been applied to
detect associations between environmental measures and health-related
measures. Typically, studies have indexed the built environment by way of GIS
procedures and used non-spatial data collected from residents regarding their
nutrition habits (e.g. type, amount and frequency) or weight and physical activity
habits (e.g. intensity, duration and frequency) to identify associations between
these health-related measures and environmental measures using regressionbased techniques (Figure 2). The contemporary approach circumvents how
health behaviours really occur due to individuals interacting with their
environment and each other (Auchincloss et al. 2008, Diez-Roux 2008). In order
to model and forecast environmental impacts on health behaviour, such as
nutrition and physical activity, it is necessary to understand how activities are
linked in space and time at the individual level (King et al. 2008). In particular, it
needs to be understood what health-related activities people are engaging in,
where, when, the duration, with whom and so on.
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> Space-Time
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Figure 2 The contemporary approach to study environmental impacts on
health behaviours (left), and the missing link of individual space-time
behaviour (right)(Saarloos et al., 2009)

More recently, the advent of new technologies has sparked an evolution
from aggregate to individual-level models with the adoption of new data
collection techniques. Making use of geographical positioning system (GPS)
instruments has granted access to data at a fine-grained scale required for study
at a level of high detail. Adoption of these new methods provide the impetus for
the greatly needed shift from the general thesis that individual neighbourhoods
are responsible for affecting health to the specifics of why and how this may
occur (Diez Roux 2002). Oriented at individual behaviour, an integrated
approach would now be possible in which the focus is not solely on statistical
relationships between characteristics of particular health issues and the built
environment, but rather on how the built environment influences, among other
variables, the way in which people organize their travel and activities in space
and time and how these subsequently affect their health (Saarloos et al. 2009).

2.2.1

Emerging Data collection approaches for Tracking Human Activity

GPS has emerged as the most popular location detection device owing to
its its small size, frequent updating (every second), wide-scale accuracy
(generally accurate to within 5 meters), availability and low cost. Main outputs
include longitude, latitude, altitude, speed, time, and signal strength. GPS
receivers acquire information from a system of satellites allowing for location to
be calculated using triangulation (Bajaj et al. 2002). GPS technology for the
purpose of human tracking offers a tremendous "opportunity for improving the
understanding of how characteristics of environmental context and place come
to influence human behaviour, health and well-being" (Rainham et al. 2008).
Furthermore, recent technological advances have made possible wireless sensor
networks for the purpose of human health monitoring. Wearable sensors are
able to monitor a wide range of biophysical metrics, including electro-cardio
(heart-rate), respiration, BG, body temperature, and body motion/acceleration.
Moreover, an increasing number of implantable devices are also evolving, for
instance, defibrillators, visual/auditory sensory aides, drug administrators,
pacemakers, and emerging implantable nanotechnologies. Such sensors can
provide instantaneous feedback to medical personnel (Miyazaki et al. 2009) and
are expected to revolutionize health monitoring in the near future (Lymberis
2004, Baert et al. 2006, Otto et al. 2006, Pandian et al. 2008, Meyfroidt et al.
2010, Pantelopoulos etal. 2010).
As reported in recent review by Doherty (2009), accelerometers have
long been used in the health sciences for assessing physical activity/motion
owing to their small size, non-invasive nature, low respondent burden, and
ability to provide objective measures of both physical activity intensity, duration
and type over long periods of time. Under lab conditions, estimates of intensity
(energy expenditure) and type (e.g. walking, running, rowing, cycling, sitting,
standing, and lying down) have been accurate to 95%+; however, accuracy
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typically drops to below 67% under out-of-lab free-living conditions (Foerster et
al. 1999, Welk 2002, King et al. 2004, Parkka et al. 2006, Ermes et al. 2008)
owing in large part to the increased complexity/diversity of physical activity in
daily life.
In light of these new developments, an opportunity exists for both
geographers and health scientists to combine body-based biophysical sensors
and automated sensing of human activities to examine the influence of human
behaviour geographies (activities, travel, exercise, social interaction) as they
relate to specific health outcomes (Doherty 2009).
2.3

Diabetes Mellitus

The medical condition known as Diabetes Mellitus (DM) has attracted
much attention from a variety of disciplines. Research efforts tend to focus on
improving the treatment and/or management (Mshelia et al. 2007, Towfigh et al.
2008, Parkin et al. 2009) of the disease with a new focus on prevention gaining
momentum.
DM is a metabolic disorder distinguished by high concentrations of BG
(hypoglycemia) that have the potential to result in total or partial failure of the
pancreas to secrete and produce insulin - the hormone responsible for
distributing glucose to cells (Souto et al. 2010). There are two types of DM: DM
type I where the body fails to produce insulin and; DM type II where the body is
inefficient at regulating insulin. Various forms of treatment exist and usually
involve some degree of patient self-management and collaboration with health
practitioners. A variety of medications are available that can be taken orally or
intravenously to help regulate BG. Additionally, typical disease management
recommendations and behaviour modification include lifestyle adjustments in
the form of weight loss, increase in physical activity and adaption of healthy
eating habits. Furthermore, the prevalence of DM is increasing and serves as an
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additional financial strain on health care systems. Diseases associated with DM
include: chronic renal failure, maligned tumors, stroke, lower limb amputation,
myocardial infarction, retinopathy and coma. However, early diagnosis and
management can prevent such complications (Allemann et al. 2009).
Past studies have linked lifestyle - including diet and physical activity
levels - to diabetes, thereby suggesting behaviour modification as a form of
prevention, treatment and or management (Schwedes et al. 2002, Murata et al.
2004), (Guerci et al. 2003, Evans et al. 2004, Glasgow et al. 2006a, Glasgow et al.
2006b). Existing evidence shows the benefits of eating healthy for those with
diabetes, which include weight loss or maintenance, BG control and maintenance
of blood pressure within a specified reference range (Sargrad et al. 2005). Such
evidence has prompted the American Diabetes Association to depict medical
nutritional therapy as "an integral component of diabetes self-management
education (or training)", the primary goal of which is to "assist and facilitate
individual lifestyle and eating behaviour changes," leading to "improved
metabolic control, a reduced risk in complications and improved health."
Additionally, researchers suggest that the maintenance and adoption of eating
healthy has been recognized as a key topic that should be given priority in future
research (Jones et al. 2003, Murata et al. 2004, Mshelia et al. 2007, with
particular research attention devoted to issues concerning how to modify
unhealthy behaviours and develop healthy eating habits {Sargrad, 2005 #289,
WHO 2007, French et al. 2008, Bellazzi et al. 2009, Jovanovic 2009, Parkin et al.
2009, Poolsup et al. 2009).
Recently, a large number of studies (Giskes, 2007, Allen et al. 1990,
Glasgow et al. 1997, Kumanyika et al. 2000, Hu et al. 2001, Schwedes et al. 2002,
Welschen et al. 2005, Tarnus et al. 2008) have presented dietary change and
healthy eating interventions in a variety of settings. These studies employ many
different mechanisms that promote modifying diet, ranging from a prescriptive
approach to patient-centered empowerment approaches (Allemann et al. 2009).
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Such studies use a range of outcome measures examining the effectiveness of
interventions, varying from clinical outcomes such as hemoglobin Ale (HbAlc)
and weight to behavioural outcomes such as alterations to nutrients (e.g. fat and
fiber intake).

2.3.1 Blood glucose monitoring
By checking a patient's BG level at different times throughout the course
of a day, researchers are able to examine the effects of various interventions,
including, for instance: medication, insulin, caloric intake, sugar intake,
carbohydrate intake or physical activity (Wen et al. 2004, Istepanian et al. 2009,
Poolsup et al. 2009). Measurement of HbAlC is an alternative way to assess
average BG levels over a longer period of time. Red blood cells in the blood
stream are composed of hemoglobin, and BG adheres to hemoglobin to form
HbAlC; thus, the higher the BG, the higher the HbAlC. Given that red blood cells
have a life span of 8-12 weeks, measuring HbAlC serves as an indicator of the
average BG level over the last 8-12 weeks. A non-diabetic HbAlC should be 3.55.5 and in diabetic patients 6.5 is considered good. Both short-term and longterm monitoring is essential for a diabetic, as an increase in blood glucose levels
may result in further health complications (Souto et al. 2010).
2.3.2 Blood glucose influencing factors
Past studies have identified many factors as having an influence on BG,
including diet, physical activity, travel burden, stress, depression, weight, and
medication. The two most widely studied are food consumption and physical
activity (Evans et al. 2004, Lustman et al. 2007, Barnett et al. 2008, Healy et al.
2008, Sardinha et al. 2008, Bellazzi et al. 2009, Helmerhorst et al. 2009,
Istepanian et al. 2009, Parkin et al. 2009).
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Regular physical activity is beneficial to a diabetic as it results in an
increased uptake of glucose by skeletal muscle and is independent of insulin
creation. The time period in which glucose is synthesized is debatable, however
the effect on insulin sensitivity is suggested to last 12 to 48 hours after
exercising (Parkin et al. 2009). According to Healy et al. (2008) when engaged
in physical exercise, whole-body oxygen consumption can increase by as much
as 20-fold, with even greater increases occurring in working muscles. In order to
meet energy needs under these conditions, skeletal muscle consume at a greatly
increased rate, stored glycogen, triglycerides, and free fatty acids (FFAs) that
result from the decomposition of glucose and adipose tissue triglycerides
released from the liver. In an effort to preserve optimal central nervous system
function, the body's blood glucose levels are maintained remarkably well during
physical exercise. Hypoglycemia while engaged in physical activity hardly ever
occurs in non-diabetic individuals. The metabolic adjustment responsible for
preserving normoglycemia during physical exercise is substantially regulated
hormonally. These hormonal adaptations are lost in insulin deficient patients
suffering with type 1 DM, resulting in increased levels of ketone and BG and
serve as a precursor to diabetic ketoacidosis. Conversely, the presence of
elevated levels of insulin, resulting from exogenous insulin administration, can
attenuate or even prevent the increased mobilization of other substrates and BG
induced by physical exercise, and hypoglycemia may ensue. Similar concerns
exist amongst patients with type 2 diabetes; however, typically, hypoglycemia
during physical exercise tends to be less of an issue in the type 2 DM population
group. Certainly, in patients with type 2 DM, physical exercise may improve
insulin sensitivity in addition to assisting in lowering elevated BG levels to
normalcy (Healy et al. 2008)
Consumption of carbohydrates and sugar most greatly influence blood
glucose as both are converted to glucose. Research suggests that this conversion
may take 15 minutes to 2 hours (Souto et al. 2010). Overall caloric intake is also
associated with metabolic control having an impact on blood glucose (Murata et
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al. 2004). Hu et al. (2001) examined the relationship between different types of
dietary fat and carbohydrates - non-hydrogenated polyunsaturated and transfatty acids - emphasizing the quality of fats and carbohydrates as opposed to
quantity as having an impact on reducing the risk of DM. In the same vein, Hung
et al. (2003) examined insulin resistance in response to various types of foods,
and verifies that diets higher in monounsaturated fatty acids, fiber and low
glycemic index foods appear to have advantages in insulin resistance and BG
control.
Closely observing BG response to food consumption and exercise over
time has been shown to be an effective way of exploring BG change (Wallace et
al. 2008). Tarnus et al. (Tarnus et al. 2008) examine food impacts on BG by
calculating BG response after meals using blood-testing strips. BG was found to
increase rapidly after meals and was also found to have a significant positive
correlation with fat mass percentage. Boule et al. (2001) review the effect of
exercise on HbAlC and body mass index in DM patients concluding that exercise
reduces HbAlC by a significant enough amount that could decrease the risk of
future health complications. Marcus et al. (2008) compare the outcomes
between a diabetes exercise program that makes use of aerobic and high force
eccentric resistance exercise and aerobic only exercise. Results from this study
conclude significant improvements in long-term glycemic control were
demonstrated in both groups.
Apart from food intake and exercise, other correlates of BG fluctuation
have been less extensively studied. Exceptions include Strauss et al. (2006) who
identify 'travel burden' as a contributing factor to the inability to control BG
concluding that those who live closer to their centre of primary care tend to have
better control over their BG than those living farther away. Additionally, Wiesli
et al. (2005) identify stress as causing a delay in lowering BG, and Lustman et al.
(2007) discovered DM patient depression as having a negative effect on the
ability to control for BG. In order to better understand the effects of such
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variables as they occur in real time, an appropriate time series analysis
technique is required.

2.4

Time-series analysis

When using statistical methods there is an inherent assumption that
observed data are realizations of independent random variables. However, if
data are observed repeatedly over time, such as physiological or physical
processes, it is likely that successive observations are dependent partly on
previous observations and other possible explanatory variables in a time lagged
fashion.

Box and Jenkins (1979) were the first to develop a method for

constructing time series models in practice that accounted for these
dependencies (Helfenstein 1991, 1996, Imhoff et al. 1996). They introduced a
method of identifying, estimating, and diagnosing what is now commonly
referred to as 'the Box-Jenkins approach' and Autoregressive Integrated Moving
Average (ARIMA) models.
After introducing their book in 1970 their method has been used to analyze
a variety of data from fields such as industry, economics, water resource
research and health. For example, this approach has been used to analyze daily
concentrations of atmospheric pollutants. The challenge of such analysis is the
dependence of consecutive measurements reflecting the tendency for high levels
of pollutant concentration on one day to lead to high levels the next day (positive
autocorrelation). The Box-Jenkins method of time series analysis became
popular for its ability to account for such autocorrelation by assessing relations
between a 'target', 'output' or 'endogenous' series and an 'explanatory, 'input',
'exogenous' or 'predictor' series; these situations are represented by a 'transfer
function' (TF) model (Greaves et al. 2007).
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Time series analysis of physiological phenomena presents more of a
challenge. They require techniques that are able to control for seemingly chaotic
signal artifacts, temporal dynamics (non-stationarity) and nonlinearity.
Examples of physiological time series include: heart rate, skin conductance,
diastolic and systolic blood pressure, oxygen consumption, ventilation,
electromyograph, electroencephalograph, and electrocardiograph. Researchers
believe that these complex time series data sets may possess "hidden
information" that promises to be of clinical value, such as forecasting a
hypoglycemic episode (Harvey et al. 1996, Goldberger et al. 2000, Duchene et al.
2007, Bellazzi et al. 2009, Takeuchi et al. 2009, Meyfroidt et al. 2010). The
advent of powerful methods for storing and disseminating vast amounts of
health information has lead many researchers to believe a major breakthrough is
eminent at both the basic levels and clinical levels of investigation. Although
sophisticated computational tools help with the selection process, a challenge for
researchers lies in choosing an appropriate analysis technique.
The selection of an approach for heterogeneous multivariate physiological
time series analysis is highly contentious. Some suggest that physiological time
series metrics are chaotic (stochastic) and require nonlinear quantitative
methods (Saalasti 2003). However, more recent findings (Glass 2009) that
physiological metrics are indeed dependent and predictable based upon various
explanatory variables. Past efforts have involved rudimentary attempts to
employ techniques to better understand what events may influence BG where
the validity of results is questionable due to the experimental nature of the data
collected under laboratory conditions, small sample size and inappropriate
analysis techniques. Takeuchi et al. (2009) examined one subject over 12 days
using a Pearson Correlation function to compare BG levels 30 minute intervals
before and after eating and exercise and concluded that exercise resulted in a
decrease in BG within 30 minutes after exercising and food consumption
resulted in an increase in BG an hour after consumption. Bellazzi and AbuHanna (2009) describes the application of 'data mining' for the purpose of
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assessing BG and DM influencing variables and suggest the time series data
mining approach is well suited for optimizing control of BG and DM.

2.5

Summary and Context of Current Study

Advances in technology have afforded the opportunity to enhance our
understanding of how individuals make use of time and space and explore the
role these factors may have on health and well-being. In this thesis, the impact
of human activity on BG is explored at a very fine spatial-temporal scale made
possible by data collected using the latest automated tracking technologies. In
addition to exploring well known correlates of BG related to food and exercise,
this approach allows for the analysis of the impacts of travel, activity
engagement, socializing, and distance from home - which have scarcely been
explored to date. Owing to the nature of blood glucose fluctuation over time, an
appropriate time-series analysis approach that controls for autocorrelation
between residuals is to be adopted, the details of which are discussed at length
in the next chapter.
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Chapter 3: Methods
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3 Methodology
This chapter presents the data collection and analysis methods. This thesis
utilizes an existing dataset collected in 2007 as part of a research study at
Toronto Rehab funded by the Canadian Institutes of Health Research, and led by
Dr. Sean Doherty and Dr. Paul Oh. The description of data collection process and
instruments used is derived from previous descriptions of this project, including
Doherty and Oh (2006), and Doherty and Oh (forthcoming). Details and images
are reproduced here with permission.
3.1

Multi-sensor Diabetic Patient Monitoring System

The data collection methodology consists of a set of wearable sensors
wirelessly connected to a BlackBerry smartphone with a continuously running
software program that compresses and transmits the data to a central server for
storage, processing, display and for purposes of further interaction with
patients. The smartphone and sensors, shown in Figure 3, include: a GPS
receiver; 3-axis accelerometer and ECG and heart rate monitor; and a continuous
Blood Glucose (BG) monitor. Figure 3 demonstrates how all the instruments can
be worn.
For this methodology, an off-the-shelf 3-axis accelerometer with Bluetooth
wireless data transfer capabilities was sought, resulting in choice of the Alive
Heart Rate Monitor. In general terms, an electronic component in 3-axis
accelerometers measures acceleration of the body-part it is attached to in three
directions - side-to-side (X axis), up/down (Y axis), and back-forth (Z axis), as
shown in Figure 4. Measurements are taken at frequent sub-second intervals - in
this case 25 times a second. The data are transmitted over a Bluetooth serial port
as an interleaved stream containing the accelerometer and ECG measurements.
The custom software developed on the BlackBerry reads the wireless stream of
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data and takes the min, max, average and standard deviation of the data over
every second.
In a similar fashion, the GPS receiver transmits second-by-second data via
Bluetooth to the Blackberry. This includes the raw NMEA (National Marine
Electronics Association) 0183 standard sentence that includes longitude,
latitude, altitude, speed, heading, and signal quality variables (# satellites,
displacement). Both the accelerometer and GPS data are then transmitted to a
central server using a Java software program developed for the BlackBerry.
Data were logged to the BlackBerry until it reached a set size (e.g. 50KB), then
compressed and transmitted via the BlackBerry Enterprise Server to the project
server (e.g. every 5 minutes), and stored in a MySQL database under the set
username. To the best of the researchers' knowledge, this is the first application
of such a varied set of sensors; additionally unique is the connection to a
smartphone for purposes of wireless data transmission under real-world
conditions.

Figure 3 Example Placement of Sensors (c) Sean Doherty, 2006
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Figure 4 Accelerometer showing axis orientation and values (+ or -)(c) Sean
Doherty, 2006

Two additional data collection instruments were developed requiring
manual input from subjects: 1) A food/medicine diary; and 2) An internet-based
interactive "prompted recall diary" for displaying patient's activity-travel
patterns on a nightly basis for confirmation and supplemental information
prompts.
The food/medicine diary was designed in consultation with a nutritional
therapist and specifically targeted the types, amounts and timing of consumption
throughout the day, as shown in Figure 5. Instructions to users are shown in the
figure. A Bluetooth enabled digital pen was used to capture digitally exactly
what was written on each page of the diary.

The digital data was then

transmitted wirelessly via Bluetooth to the BlackBerry and subsequently
transmitted to a central server for storage and analysis. During post analysis,
the data on types and amounts of food were entered into the Nutritionist Pro™
Diet Analysis software. Using a knowledgebase of over 35,000 + foods, recipes
and ingredients, the software outputs a thorough nutrient analysis, including
sugars, carbohydrates, calories, vitamins, etc. These outputs were then time
stamped for each subject and uploaded to the central server.
By combining GPS, accelerometer, prompted recall, and food/medicine
data an automated activity detection algorithm was employed to identify a wide
variety of events subjects may have been engaged in. For instance, the algorithm
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was able to detect whether a subject was travelling by private automobile or
public transit. Additionally, the algorithm could detect if one was at school/work,
home, or shopping. Additionally, the combination of accelerometer and GPS data
can be used to detect the mode of travel (walk, run, bicycle etc.) regarding speed
(Duncan et al. 2009), while intensity of activity can be measured with
accelerometer data measured in vector magnitude (Vmag). Furthermore, prompt
to recall data allows for the incorporation of social activities. Intermixing these
various forms of data allows for an automated compilation of an activity diary.
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3.2

Diabetic Patient Pilot study

A pilot study utilizing the above multi-sensor data collection system was
completed

in 2007 involving 40 diabetic patients

from

the

Toronto

Rehabilitation Institute (TRI) in collaboration with caregivers and medical
doctors.

The goals were threefold:

1) to develop and test the value of a

continuous system of multi-instrument/sensor data capture and wireless data
transfer; 2) assess the practicality of the prompted recall diary; and 3) explore
how the data could be used to assess correlates of Blood Glucose (BG)
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fluctuation as a function of specific spatial-temporal events (exercise, working
long hours, food, etc.). This thesis represents the first attempt to address the
latter goal, following from early efforts at preparing the data for analysis.
Forty diabetic patients were recruited via advertisements and word-ofmouth within the Toronto Rehabilitation Institute. There was one pre-diabetic,
four type I and thirty-five type II DM patients. Patients were given gift
certificates valued at $30 CAD as an incentive and token of appreciation.
A 72-hour monitoring period was decided for the pilot study, reflecting the
upper limit of the duration to which the blood glucose monitor could be worn
continuously. Glucose readings are extracted every 10 seconds and recorded in
the monitor as a five minute average. Unlike the other sensors however, no
capabilities existed at the time to transmit these data wirelessly. Instead, the
data were downloaded off the device at the end of the study period using
software provided by the manufacturer. This study period covered a four-day
period - on the first day, participants were set up at the rehab clinic at a time
convenient for them, resulting in a partial day of monitoring. The next two days
(day 2 and 3) were full days of monitoring. On the fourth day, they returned to
the clinic for debriefing, again resulting in a partial day of monitoring.
A two-hour upfront interview on the first day was used to hook up the
various sensors and train subjects on their use. A full hour of this time was spent
with the blood glucose monitor, owing to its invasive nature (a sensor is
implanted under the skin by a nurse). Patients were given the option of wearing
remaining devices on their belt (as shown in Figure 3) in a small "fanny pack"
style pouch provided, or in their own purse/bag.
Outside of recharging the BlackBerry and GPS receiver, the only time
patients were instructed to manually interact with the devices was if the
BlackBerry issued a long "buzz". In this case, an automated message would

25

appear on screen (generated by the on-board software) instructing patients to
manually turn on one of the sensors which may have inadvertently become
disabled, recharge a device, or call a research assistant (which was done by
selecting "OK" and using the BlackBerry; no dialing was needed).
A full-time research assistant monitored all incoming data, addressed any
equipment problems, and assisted patients with all aspects of data collection.
Two to three patients were setup and monitored per week. In support of the
study, detailed notes were taken on sensor performance, user issues, data
quantity/quality, and other challenges that were faced (although not analyzed
here).
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3.3

Analysis Techniques

The following subsections introduce basic time-series concepts that serve
as the foundation for data analysis in this thesis, including the multistep process
of ARIMA modeling and its fundamental principles. Much of the technical
material in the following section is derived from previous works (Pankratz 1983,
Wei 1990, Pankratz 1991, Yaffee et al. 2000, Greaves et al. 2007, Box et al. 2008,
Montgomery et al. 2008).

3.3.1

Time Series Data

Wei (1990) describes a time series as "an ordered sequence of
observations. Although the ordering is usually through time, particularly in
terms of some equally spaced intervals, the ordering may also be taken through
other dimensions such as space." Time series may be measured either discretely
or continuously. Continuous time series are generally recorded steadily and
instantaneously; for example, an oscillograph records harmonic oscillations of an
audio amplifier. Measurements made at regular intervals are considered to be
discrete; for instance, rainfall accumulations measured at a regular interval.
Alternatively, data may be pooled together, taken from individual observations
in order to create a summary statistic that has been measured at regular
intervals over time. As such, particular linear series that are not chronologically
ordered might be adaptable to time series analysis. Ideally, however, the time
series should consist of observations equidistant from one another in time. This
thesis examines raw data and summary statistics measured at regular intervals
over time, for which time series analysis is most appropriate.
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3.3.2

Box-Jenkins Models

Introduced by Box and Jenkins in 1970, the autoregressive integrated
moving average (ARIMA) model may be performed on one variable, or multiple
input variables without much complication in the form of preprocessing, as is
typically the case with other methods. ARIMA models are considered to be
superior to traditional time-series and multivariate regression models as these
latter models' error residuals are often correlated with their own lagged values.
This correlation violates standard assumptions of regression theory including
that disturbances are therefore not correlated with other disturbances. Indeed,
as part of early development for this thesis, multivariate regression models were
developed and were indeed found to have goodness-of-fit and error measures
that were unsatisfactory in comparison to the results obtained using ARIMA
models that followed.
ARIMA models have three modeling parameters: 1) the Autoregressive or
AR (p) process which takes into consideration historical data serving as a
memory of past events; 2) an Integrated or I (d) process that stabilizes the time
series by making the data stationary and assists in making the forecasting
process easier; and 3) a Moving Average or MA (q) process which accounts for
forecast errors and controls for autocorrelation. The more historical data, the
more accurate the forecast will be, as the model learns over time. This model is
sometimes referred to as a p,d,q or Box-Jenkins model.
3.3.3

The Basic Uni-variate ARIMA Model

Univariate models are sometimes referred to as noncausal models. Basic
in nature, their objective is to describe the time-series by way of residual
correlation and to make predictions on the formulated model as opposed to
explain what influences them. In general, a univariate time series will reflect the
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reality in which observations occurring close in time have a greater relationship
than observations that are farther apart, looking only at the single (uni) variable.
It is the purpose, therefore, of univariate time-series methods to statistically
measure the degree of this relationship. The standard form of ARIMA {p,d,q) is:
Vdj/t = u + 4>iyt-i + 02yt-2 +...+ <£Pyt-P + a t - 0\at-i - 02at-2 -•••- 0qat-q

where u. serves as a constant; <£p serves as an autoregressive component
indicating the relationship of yt to yt-P; 0q is a moving average coefficient
indicating howy t relates to atq; at is a random shock component; and V d is the
difference operator used when the time series is not stationary. In the case of a
first order difference (yt - yt-i), d is equal to one; in the case of a second order
difference ((yt - yt-i) - (yt-i - yt-2]), d equals two. It is possible to use a backshift
operator [B'yt=yt-i) to make the basic form equation more compact:
0 ( 5 ) W t = u + 0(S)a t

where:
V d = (1 - B)d (d-order differencing operator)
0(5) = (1 - <PiB - &2B2 -...- &pBP) (p-order AR operator)
0{B) = (1 - 0iB - &2B2 -...- 0qB«) (the q-order MA operator)

3.3.4

Mulitvariate ARIMA Model

A multivariate time-series is a combination of multiple univariate timeseries; multivariate time-series analysis involves examining the impact of an
event, or independent variable, on a dependent variable or time-series.
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Alternatively, multivariate time-series methods investigate the relationship
between an exogenous (forcing) series, Xt, and an endogenous (response) series,
Yt, where a dynamic system may exist - in which an input series appears to be
related to an output series. Transfer function models are used to assess this
relationship with input series and response series cross-correlated by way of a
transfer function (TF). These models are commonly referred to as causal models,
where a variation in the exogenous series or independent variable, is utilized to
explain a variation in the endogenous variable or dependent variable series. The
exogenous variables can include continuous variables or dummy indicators
highlighting the presence of an intervention or a stochastic series, which drives
the response series. These types of models are used to test explanatory
relationships between time-dependent processes that are hypothesized to exist
(Yaffee et al. 2000).
3.3.5

The Linear Transfer Function Model:

To overcome possible problems of omitted time-lagged input terms,
autocorrelation in the disturbance series, and common correlation patterns
among the input and output series that yield spurious correlations, the dynamic
or linear transfer function (LTF) model can be very useful (Pankratz 1991) and
is employed for analysis purposes in this thesis. The LTF combines aspects of
the ARIMA and allows for input and output series to be separate time series,
where the endogenous response output series (YY) is a function of the exogenous
forcing input series (Xt); hence the name transfer function. The output series (Yt)
or transfer function model is considered to contain two components and is
typically formulated as:

yt = V(b) + rjt,

where V(b) may be explained using one or several exogenous input series (Xt)
and consists of a response regressed on lagged autoregressive endogenous (Yt)
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variables and lagged exogenous (Xi) variables. 7jt is the noise model component
ARIMA time series error model and represents the unexplained part of (Yt)
('noise process') adopted from Helfenstein (1996) as shown in Figure 6.

Transfer Function Model
yt=v(b) + nt

Noise Model

It

Input 1 : x lt
Input 2 : x2t

Transfer Function
V{b)
Output yt

Figure 6 Schematic representation of a transfer function model with multiple
inputs (Helfenstein, 1996)

3.3.6

Structure of the linear transfer function

If yt depends on the lagged polynomial xtj (or V(b)), in anyway, the
relationship can be represented by:
yt = Vo,lXt,l + Vl,lXt-l,l +...+ Vo,2Xt,2 + Vl,2Xt-l,2 +...+ Vo,iXt,, + V^Xt-l,, +... = v(B),xtj,
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where, v(B) is the transfer function or impulse response function [v(B), = vo,i +
vi,,B + V2,iB2 +...]. Individual weights, v, in v(B), are referred to as impulse
response weights and represent changes in the endogenous output series as a
result of a unit variation in the explanatory variable at the specified time. Each of
the impulse response weights (v,) can be understood as a response to an input at
a given point in time. At time / = t, the degree of change to the output variable is
relative to the magnitude of the input variable coefficient, Vt. According to Yaffee
et al. (2000) for instance, "after one time period has elapsed, the response of the
endogenous output (Yt) variable is equivalent to the product of the coefficient
times the value of the input variable at that time plus the same products at
previous time periods" (Yaffee et al. 2000 p. 355). That is, the output response is
thereby equal to the sum of the products from the impulse weights, multiplied
by the value of the input variables from the inception of the process through the
current time period. When v, < 0, the direction of the impulse response from the
current time is the opposite of the value of the input variable. On the other hand,
if v, > 0, than the direction of the response from the current time is the same as
that of the value of the input variable. v(B), may have a large number of v, weights
- possibly infinity - and so we represent the transfer function v(B), as Wei
(1990) and Box et al. (1994) have in the following rational parsimonious form:

where

(t)(B)i = (Oo,i - coi,iB - 0)2,iB2 - . . . - (Oh,iBs

8(B), = 1 - 8UB - d2,,B2 -...- 6r,,Br

a) is a regression weight, 5 represents decay weights and Bb incorporates dead
time input (or delay) from /. For instance, yt might not react immediately to a
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variation in x,t,i but later responds at ytn. In this example, vo.i equals zero and
dead time, noted by b, equals one. Xt may not be just a stochastic process but can
also be a binary variable, which is usually assigned unity to depict the presence
of events and zero to note the absence of an event.

Therefore, based on the previous equation, an Auto-regressive Integrated
Moving Average (ARIMA) model can be expressed as:

or, more simply

yt = v(B)xt + rjt.

3.3.7

ARIMA Modeling: Linear Transfer Function Approach

The type of data a researcher wishes to analyze will dictate ultimately
which model parameters should be used for forecasting purposes. In certain
applications, an output-input type of transfer function, or intervention model,
may not be appropriate as a result of complex feedback and feedforward - lag or
lead - relationships may exist among variables. In other applications it is quite
possible that a number of different models may fit the data well. Wei (1990),
Yaffee (2000), Box et al. (1979) and Montgomery et al. (2008) attest that in these
circumstances it is up to the researcher to decide, based on their historical
knowledge and familiarity with the data, which model is most appropriate.
When addressing such complex situations as in this study, such as a large
sample size and multiple inputs, suitable statistical software is required. Here we
employ Predictive Analytics Software (SPSSvl8), which has the ability to
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perform ARIMA - also called Box-Jenkins Models - TF models. This software is
able to perform a number of automated procedures to assist with the modeling
process; for example, automatically detect outliers and adjust accordingly. These
and other automated procedures will be discussed in more detail in later
sections of this chapter.
In general, the modeling process is iterative and involves an initial
estimation of parameters p,d,q; followed by a performance evaluation of the
model; a re-identification of the parameters; and a comparison of results via
goodness-of-fit testing. These stages require considerable work and they
themselves may not be exhaustive. This process is often repeated in order to
find the best-suited parameters and goodness-of-fit measures for each specific
model. Previously, much of this work was done manually and repeatedly; the
software used in this thesis is able to select the best-fitting model, saving the
researcher a considerable amount of time making this research possible and
cutting edge; otherwise, the extent of analysis conducted in this thesis would not
be plausible. Albeit, a number of intrinsic modeling steps and concepts need to
be discussed in order to fully conceptualize the modeling process.
In this study a multivariate time-series ARIMA model is employed to take
into account the effect of independent variable inputs (x,t,i) as well as their
previous disturbances on predicting future values of a dependent variable (yt)
while controlling for autrocorrelation between residuals. The dependent
variable examined in detail is the 5-minute average BG level on a subject-tosubject basis. As such, a transfer function (TF) will be utilized similar to a study
conducted by Helfenstein (1996) where this technique was used to examine the
effect of insulin treatment on BG of a single DM patient. A general weakness of
the technique involves the use of historical information where a sharp change in
the dependent variable has taken place. These changes therefore will only be
taken into account through the certain interval of time skewing the models
accuracy up until that point.
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The following sections outline in detail the steps of data preprocessing,
identification, estimation, and diagnosing and present how an appropriate time
series model is developed using the steps of parameter estimation, tests for
residual correlation to ensure stationarity and independence of variables using
correlation functions and model forecasting accuracy using error functions and
goodness-of-fit indicators.

3.3.8

Data Preprocessing

Preprocessing is an important early step in the modeling process. It
provides an opportunity to identify the plausibility of analyzing particular time
series data and allows for a background check of the integrity of the data. At this
stage it is possible to identify and correct for missing values and outliers and
deem whether or not corrective measures are necessary.
A number of missing BG values were identified in the original data set.
There are a variety of methods for addressing this issue (Yaffee et al. 2000) a
combination of which were used to ensure the forecasting integrity of the data
was not compromised. Depending on the situation, missing values were dealt
with in a variety of ways: 1) if values were missing at the beginning or end of a
subject's time series these values were omitted and the time series was simply
shortened by the number of missing values; 2) single missing values were
assigned the same value as a previous record; and 3) a group > 1 but < 39
missing values were imputed based upon the average BG for the subject in
question. Overall, there were 10 segments of missing BG values totaling 196
points from 7 subjects representing only 0.65% of the entire data set. Time
series modeling requires that there not be any breaks or interruption in
observations (Pankratz 1983, Box et al. 2008). By controlling for missing values
and outliers, goodness of fit measures are only marginally affected and are not
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considered to dramatically compromise models to the point of misinterpretation
(Sanchez et al. 2003).
There are a number of ways in which outliers may be controlled for. As
mentioned previously, SPSS is able to detect and manage outliers. In this
methodology an automated process is employed by SPSS to detect and control
for two types of typical outliers, additive (AO) and innovations (10): 1) an
additive outlier usually affects a single observation. For instance, a data coding
error might be responsible for an additive outlier; and 2) an innovational outlier
serves as an addition to the noise term at a specific point in the time series. For
stationary series, an innovational outlier may affect several observations. For
nonstationary series, it might affect every subsequent observation beginning at a
specific point in the time series. Outliers may be represented at time t within Qseries as:
Qt = f(t) + Zt
where, J\t) is an outliers function, Qt serves as a "contaminated" influenced by
outliers, and Zt is an "uncontaminated" series free of outliers. Analogous to v(B),
J\t) may take on a variety of forms. Box-Jenkins (1994) present a simplified form
as:

Jf(t)

=

^I,
8(B) '
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where,

is a rational distributed lag function and It serves as a pulse point
8(B)

H

H

(0,1).
For 10, co(B) = coo, 8(B) = 1 - 8i and 8i is equal to 0z. For AO, co(B) = m and
8(B) = 1 (Greaves et al. 2007).

3.3.9

Identification of ARIMA Parameters (p,d,q)

According to Chatfield (1991) a time series is considered to be
deterministic if inherent future values are determined by a mathematical
function of its previous values. Stochastic, or statistical, time series can be
explained by some probability of distribution. A time series is considered to be
stationary if its statistics, usually the variance and mean, remain constant over
time. Conversely, nonstationary time series may contain one or several of five
characteristics: outliers, random walk, drift, trend, or changing variance. The
series is assessed in order to ascertain whether or not any of these phenomena
exist and subsequently determine if transformation and parameter fitting of the
time series is necessary. Stationarity or nonstationarity can be determined by a
visual inspection of the time series ACF and PACF residual plots.
According to Box (1970b) and Bowerman et al. (1993), a time series is
nonstationary when its autocorrelation function neither cuts off nor decreases
quickly, but rather decreases slowly. Unfortunately, when discerning what is
considered quick or slow, the literature fails to provide a quantifiable answer.
Pedagogically, the rate of which a function decreases is dependent upon the
frequency of the signal in comparison to the sampling rate. Parametric
approaches presume a certain level of familiarity with the data, allowing the
researcher to visually observe in a time series plot whether data might be
considered stationary or nonstationary.
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The characteristics presented here apply mainly to classical time series
analysis. In general, physiological time series do not solely belong to any of these
specified classes. The classification is dependent upon the observed time series,
its length and nature of recording. For example, a time series of heart rate
produced by a metronome-spaced oxygen intake test under steady conditions
may appear to be stationary for some individuals who have a strong respiratory
component related to heart rate; with short-term oscilliations relating to the
stationary breathing frequency displaying a well-behaved signal. However, in an
ambulatory recording setting or during a physically activity episode, the results
are typically quite different: all components of the signal contain considerable
temporal variation. Such ambulatory recordings are conducted outside of a
laboratory environment and are therefore free of laboratory protocols, allowing
for nonstationary changes in signal to be considered a rule as opposed to an
exception. Furthermore, movements in posture for example, under such
experimental conditions result in a change in muscular blood circulation and
blood pressure. Subsequently, these actions cause fluctuations in heart rate.
Therefore, if only heart rate time series is observed, the alterations would
appear to be unpredictable and nonstationary in nature, which is why some
researchers consider this type of series to be chaotic. Adding various inputs or
interventions when modeling physiological time series may offer insight into
their fluctuating yet non-chaotic characteristics. This is one of the objectives of
the exploratory analysis undertaken in this thesis.
A series exhibiting a trend is considered to be a nonstationary time series.
It is assumed that in order to model and forecast for a time series, any trend
must be eliminated and the time series rendered stationary. As such, the
methods for testing for stationarity and transforming time series in order to
achieve stationarity are discussed next.
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Stationary series exist in stable environments (Farnum et al. 1989) and
are considered to be either local or globally stationary (Harvey 1991). Global
stationarity is related to the entire time span of the time series whereas local
stationarity only relates to a portion of the time series. Furthermore, there is
strong (strict) and weak stationarity. When a time series is considered weakly
stationary, stationarity exists in the autocovariance structure, the mean, and
homogeneity. Alternatively put, both the variance and mean remain constant
over time, and the autocovariance relies only on temporal reference points and
the number of time lags between them. Weak stationarity is also referred to as
stationarity in the second sense or covariance stationarity. In order for strict
stationarity to be achieved another condition must be met, that is, distributions
of the observations must be normally distributed; this issue is addressed next.
Two general approaches exist when testing for stationarity parametric
and nonparametric. A review of the literature indicates parametric approaches
tend to be used by researchers working in the time domain; for instance,
economists who make certain assumptions regarding the nature of their data
and require normal population distribution. Nonparametric approaches tend to
be used by researchers working in the frequency domain. For instance, electrical
engineers, who frequently treat the system as a "black box" and are unable to
make basic assumptions regarding the nature of the system. Furthermore,
nonparametric tests are not founded on the assumption or knowledge that the
population is normally distributed (Bethea et al. 1991). In making no
assumptions regarding the nature of the data, it is found that nonparametric
tests are more broadly applicable than parametric tests as they often require
normality - stationarity - in the data. Whilst more widely applicable, the
resulting trade-off is such that nonparametric tests are far less powerful than
parametric tests. As such, in order to arrive at the same statistical conclusion
using the same confidence level, nonparametric tests demand 5% to 35% more
data than parametric tests (Bethea et al. 1991). Since the data used in this theses
is not stationary and is lacking normal distribution, the parametric approach is
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utilized. The parametric approach corrects for abnormal distribution in order to
achieve stationarity, which in turn allows for the data to be modeled. The
adjustment of p,d,q parameters ensures stationarity and that residuals are not
correlated with one another. As such, stationarity and independence of residuals
are two assumptions of the parametric approach correlation. The next section
presents how to test for stationarity.
3.3.9.1 Autocovariance and Autocorrelation functions:

Autocorrelation is used to approximate periodic behaviour of a time
series.

If a time series is deemed to be stationary, this means the joint

probability distribution of any two subsequent random observations of a time
series, say for instance, yt and yt+k, will be the same for any two time periods t
and t + k. Additionally, if the time series is stationary, variance will not depend
on time, and a random sample should indicate stationarity. Important
information regarding this joint distribution, and consequently the nature of the
time series, can be attained by plotting a scatter diagram of all data pairs, yt and
yt+k, separated by the same interval k. The covariance between yt and its value at
another time period, say, yt + k is referred to as the autocovariance at lag k, and
can be defined according to Montgomery (2008) by:

jk = Cov(y t , yt * k) = E[(yt - //) (yt * k - //)].

As mentioned previously, before a series can be modeled it must be
stationary in mean, variance, and autocovariance. A time series has a constant
mean defined as:

My = E(y)=

)^yf(y)dy

A time series has a constant variance defined as:
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a) = Var(y) =

\jy-»,?f(y)dy

The collection of values yfo k = 0, 1, 2, ... is referred to as the
autocovariance function and the autocovariance at lag k = 0, which is just the
variance of the series; that is, yo = a2y.

The corresponding autocorrelation coefficient at lag k is:
e[(y,-M)(y,+k-M)

p
k

<jE[(yt-M)2]E(yt+k-ju)2]

If the time series is stationary, variance will not depend on time and the
correlation between (yt- /J) and (yt+k- //) reduces to:

=

Cov(y„yt+k) = yk
Var(yt)
y0

where yo is a calculation of the standard deviation and variance.
The collection of pk, k = 0, 1, 2, ... is called the autocorrelation function
(ACF). By definition po = 1. Furthermore, the ACF is independent of the scale of
measurement of the series and is therefore a dimensionless quantity. Lastly, pk =
p-k ; indicates that the autocorrelation is symmetric around zero, meaning it is
only necessary to calculate the positive (or negative) half.
When checking for stationarity it is necessary to estimate for the
autocovariance and autocorrelation functions of a finite time series, say, y\, y2,
... ,yr. The usual approximation of the autocovariance function is:
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e* =

fc=^Z(y,-yXyf+t-y).*

= 0,l ( 2

K

and the autocorrelation function is approximated by the sample autocorrelation
function (or sample ACF) as suggested by Box et al. (2008):
T-k

_

_

Hiy.-yXy.+k-y)
r

'k

=J=1
T

Yiy.-y)2

or,

rk=pk=^-,k

= 0,l

K

Autocorrelation depends on the stationarity of the series; therefore,
examining a time series' ACF plot is necessary to ensure stationarity.
3.3.9.2 Partial autocorrelation function

The PACF serves as a fundamental tool of Box-Jenkins time series
analysis. Used in conjunction with the ACF, both can be used to distinguish
between lower order and high order AR (p) processes. The PACF works similarly
to a partial correlation; where, at A: lags, controls for

confounding

autocorrelation in intermediate lags. The underlying effect is to partial out
autocorrelations and leave only the autocorrelation that exists between the
current observation and kth observation. Deriving the partial correlation is
helpful in order to understand its source and meaning. To illustrate consider
three random variables X, Y, and Z Montgomery (2008) illustrates a linear
regression of Xon Zand VonZas:
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X = a+ hZ where bi =
x
^
Var(Z)
and

Y = a2 + b2Z where b2 =

Cov{ZJ)

Errors can then be obtained from,
X* = X-X = X-(al + blZ)
and
Y*=Y-Y = Y-(a2+b2Z)
The partial correlation between X and Y after adjusting for Z can then be
defined as the correlation between X* and Y*; corr(X*, Y*) = corr(Z-X,Y-Y).
That is, partial correlation can be observed as the correlation that exists between
two variables after they have been adjusted for a common factor that might be
affecting them. Generalization is possible by permitting adjustment for more
than one factor.
Using the above definition, the partial autocorrelation function that exists
betweenyt andyt-fcis the autocorrelation betweenyt andyt-k after adjusting foryti.yt-2, - ,yt-k+i. Therefore, for an AR(p) parameter, PACF between yt and yt-k for k >
p should be equal to zero.
The more formal definition, according to Montgomery (2008), is as
follows. Considering a time series model (yt) that is not an AR process. Further
consider, for any fixed value of k, the ACF of an AR(p) process is given as:
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PO) = Z ^ / X J - 1 ) J ' = 1 . 2

k

or
pO) = hk + *2kpQ)+•••+ KfW -1)
p(2) = <t>xkp(\) + #2kp+...+ </>kkp(k - 2)
i\
p(£) = d*p(*-) + &*P(* - 2) +...+ ^

These equations written in matrix notation are as follows:
1

pa)

P(2)

PQ)
P(2)
M

i
M

PO)
l
M

K
K
K
0

p(k-2)

p(k-3)

K

P(D
1

P(2)
P(3)
1
M

K
0

p(k-3)

K

jtk-1)

pm

Pik-l)
pik-2)
Pik-3)
M
1

tik

P(l)
P(2)

<t>u

= P&)

M

M

Jkk.

Ak).

&u

or
Pfc$r =pfc

where
1
PQ)
/X2)
M

/<£-l)

Ml)
M

p(k-2)

K
K

p(*-l)
Pik-2)
Pik-3)
M
1
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K
<t>2k
» <t>k =

fak

M

Jkk.

, and p t

To solve for <f>k, the equation is:

For any given k, k = 1, 2, ..., the final coefficient fak is referred to as the
partial correlation at lag k. For an AR(p) process fak = 0 for k > p. Thus, when
viewing a PACF residual, it is possible to identify when the PACF cuts off at a
particular lag, say lag p, for an AR (p). This suggests that the PACF may be used
to identify the order of an AR process in a similar manner in which the ACF may
be used to indentify an MA process.
For sample computations, ^ tt , the sample approximation of fak, is
attained by using the sample ACF, r(k). Moreover, in a sample of N observations
/s

in the case of an AR(p) process, ^ tt , for k > p is approximately normally
distributed by:
E(tkky 0 and VarQkk) * —

For this reason the 95% limits to judge as to whether ^>kk, is statistically
significantly distinctive from zero are given by +_2l4N. For a more detailed
review the reader can refer to Quenouille (1949), Jenkins (1954, 1956), and
Daniels (1956).

3.3.9.3 Cross-Correlation Function:
The linear transfer function approach assumes that the transfer functions
and noise model are independent of one another. As such, an additional transfer
function metadiagnosis is required; that is, examining the cross-correlation

45

residuals of the transfer function and noise model residuals will validate this
assumption. If the assumption holds, the residuals should appear as white noise.
C (k)
The cross correlation coefficient at lag k is estimated by rv(k) = -JSS S
x

y

where
1 n-k
"~*

-E(*,-*)(?,+*-yU=0,1,2,.
n

cxy(k)={ ir+i
~Yjiy> -y)(xt-k
n

s, =
= j—^ix,
, l *

- *).*=-1.-2,.

,.i

- x)2

",=1

*,=£l(y,-y?
The cross correlation function is not symmetric about k = 0. Approximate
standard error of rxy(k) is

se(rxy(k)) = ^—l—

,k = 0,+_l !2,...

The standard error is also based on the assumption that the series are not
cross correlated and one of the series is white noise. (The general formula for
the standard error can be found in Box et al. (2008)).
3.3.9.4 Transformations

In the case that adjusting AR(p) and MA(q) parameters are unsuccessful
in detrending and stabilizing the variance of the time series for the purpose of
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stationarity, a data transformation is required. Much of this next section
discusses how transformations are able to adjust for stationarity and is derived
from Pankratz (1991).
When

dealing

with

nonconstant

variance,

the

power

family

transformation is employed, given by:

vul

*

i

.V-"L
Ay*"
i In v.

A*0

A-0
where j^=exp[(l/r)2^ lnyjis the geometric mean of the observations. If A, =1
there is no transformation. Typical values of X used with times series data are X
n

= 0.5 (a square root transformation), X = 0 (the log transformation), X = - 0.5
(reciprocal transformation), and X = -1 (inverse transformation). The divisor
y'~' is simply a scale factor that ensures that when different models are fit to
investigate the utility of different transformations (values of X), the residual sum
of squares for these models can be meaningfully compared. The reason that X = 0
implies a log transformation is that (A*-l)/A approaches the log of y as X
approaches zero. Often an appropriate value of X is chosen empirically by fitting
a model to y^ for various values of X and then selecting the transformation that
produces the minimal root mean square error.
3.3.9.5 Log Transformation

When standard deviation of the original time series increases in a linear
fashion with the series mean, log transformation is the optimal variancestabilizing transformation. This transformation does well to physically interpret
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the variance percentage change and can be shown, according to Montgomery
(2008), in a time series with yi , y2 , ... , yt where we are interested in the
percentage change in/r, say,

y,-i

The approximate percentage change in yt can be calculated from the
differences of the log-transformed series xt = 100[ln(y,) - ln(yM)] because:
(

\

(

\

100[ln(y,)-ln(y, ,)] = 1001n - ^ = 1001n yM<*-*->
\y,-j
V y,_, ;
= 1001lJl + ^Msjr:
\
100J '
3.3.9.6

Differencing

Alternatively, researchers can detrend a time series through differencing,
which involves setting the I (d) term as a preprocessing transformation step to
control for autocorrelation and achieve stationarity. This is accomplished by
subtracting each datum in a time series from its predecessor. That involves
applying the difference operator to the original time series in order to obtain a
new time series, say:
x

, = y,-y,-x=vy,

where, V is the (backward) difference operator used when the time series is not
stationary. An alternative way to write the differencing operator and make the
equation more compact is to use the backshift operator where B is defined as
(Byt= yt-i). So,
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xt = i\-B)yt=Vdyt

= yt-yt_x

with V = (1-B). Difference can then be performed successively if required until a
trend is removed allowing for stationarity. The second difference is therefore:
xt=V2yt=V(Vyt)

= il-B)2yt=(l-2B+B2)

= yt-2yt_l + yt_2

Generally, powers of the backward difference operator and the backshift
operator are defined as:
Bdyt=yt-d

V = (1 - BY
Differencing directs autocorrelation toward 0 or beyond in a negative
direction. When single differencing results in an autocorrelation spike in an ACF
residual plot >.5, over-differencing has occurred. Over-differencing may also be
indicated in reviewing a residual plot where a change in sign (+ to - and vice
versa) exists from one observation to the next. Optimal level of differencing will
result in the lowest standard deviation - or RMSE value, as is the case for this
thesis. In some cases, adding moving average (q) terms to the time series model
will compensate for moderate over-differencing. Also, with each increase in term
of differencing results in the time series being shortened by one.
Two advantages are associated with differencing in relation to possibly
overfitting of AR and MA terms in efforts to detrend and achieve stationarity.
First, it does not require an estimation parameter, thus providing a more
parsimonious (e.g. simpler) approach. Secondly, fitting for AR and MA terms
presume that a trend is constant over the duration of the time series history and
will also be present in the future. Alternatively, the trend component, once
estimated, is presumed to be deterministic; whereas, differencing allows for the
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alteration of a trend over the time series. First differencing accounts for trends
influencing a change in mean, and second order differencing controls for a
change in the overall slope of a time series. Furthermore, if differencing is
applied to the dependent variable, Pankratz (1991) shows that all corresponding
explanatory (independent/predictor) variables should also be differenced.
Lastly, when differencing is applied the constant is excluded as it becomes
irrelevant; when d > 0, differencing renders the constant unnecessary, ultimately
removing it. When this is the case, the software automatically excludes the
constant from modeling process. A number of models in this thesis are
differenced and/or transformed, the extent of which are demonstrated further in
the Results section.

3.3.10 Estimation

Parameter estimates are derived from two possible algorithms - the details
of which are not discussed at length here as they are beyond the scope of this
work, a more detailed review can be found in Yaffee (2000). Results are
compared for optimal goodness-of-fit. Ultimately, parameter estimates should be
of reasonable magnitude, and statistically significant with t-ratios > 1.96. Nonsignificant parameters are trimmed from the model. The general steps for the
estimation of parameters are as follows and according to SPSS's Time Series
Algorithm Manual (2010):
1) Computation of noise process Nt through the historical period.
2) Forecasting the noise process Nt up to the forecast horizon. This is a one
step ahead forecasting during the historical period and multi-step ahead
forecasting after that.
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3) Final forecasts are obtained by first adding back to the noise forecasts the
contributions of the constant term and the transfer function inputs and
then integrating and back-transforming the result. The prediction
variances of noise forecasts also may have to be processed to obtain the
final prediction variances.
Let /V(A> and »j;(ri) be the k-step forecast and forecast variance respectively.
3.3.10.1 Conditional Least Squares

Nt(k) = E(Nl+k\N„Nt_v...)
assuming Nt = 0 for t < 0.

a2(k)=G2Yy}
where y/} are coefficients of the power series expansion of MA/(Ax AR).
(l))2.

0 Minimize S = ^(N,-N

3.3.10.2 Maximum Likelihood (ML) method (Brockwell et al. 1991)

•
Nt=ik) = EiNt+k\N„N,_1,...,N1)
Maximize likelihood of {Nt -Nt(l)}"=l; that is,
L = -ln(s/n)-(l/n)2>(" ; )
D
where s = ^ ( n - iVr(l))2 In,, and erf = o2nt is the one-step ahead forecast
• variance.
D

3.3.10.3 Error Variance
&2 =

D

SI(n-k)
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serves as the error variance in both methods. Here n is the number of non-zero
residuals and k is the number of parameters (excluding error variance).
3.3.11 Diagnostic Statistics and Error Functions

Error functions are employed to measure the difference between actual
and model-generated data and serve as goodness-of-fit indicators. When time
series modeling, the error function is commonly referred to as the objective
function, or the function we wish to minimize. For this reason, modeling is based
on observed input data that is put into the model and target forecast data. The
model-produced output can then be compared to target values allowing a
measure of distance to be calculated. The error functions that follow are derived
from Yaffee (2000) were used to determine the best fitting models based on time
interval (5,15 or 30 minute) and predictive independent variables.
3.3.11.1 Sum of Square Errors Mean Square Errors

While not used explicitly for measuring goodness-of-fit or forecast
accuracy in this thesis, these measures are used to calculate other substantiating
explanatory forecast accuracy measures: root mean square error and stationary
r-squared. Sum of square errors (SSE) and mean square errors (MSE) may be
used however, to attain a sense of dispersion error. As in the previous section,
instead of using the absolute value of error to avoid cancelling of error resulting
from adding positive and negative errors, it is possible to square the errors of
each observation, add these squares for the entire forecast or time series in
order to obtain the SSE:
T

(=1

After this value is obtained the SSE can be divided by its degrees of
freedom, resulting in the error variance or MSE:
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T

„2

tT-k
3.3.11.2 Root Mean Square Error

Calculating the square root of the MSE results in the standard deviation of
error; also known as the root mean square error (RMSE):

Typically, a model with a lower RMSE indicates a good fit. The RMSE
serves as an indicator of the difference between predicted and actual values.
Alternatively, RMSE measures how much a dependent series differences from its
model-predicted level.
3.3.11.3 R-Squared

Error variance must be accurately estimated or else other important
aspects of the regression analysis would not be accurate. Selecting a model that
maximizes the R2 is the same as selecting the model that minimizes the sum of
the root mean square error. Large values of the R2 indicate a good fit with the
historical data. However, since the root mean square error always decreases as
more parameters are added to the model, relying solely on the R2 value to select
a forecasting model of best-fit supports applying more parameters than are
necessary to obtain a good forecast (referred to as over-fitting).
T

R2=l-^r-^

£iyt-y)2
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3.3.11.4 Stationary R- Squared

Similar to the R-squared statistic, the stationary R-Squared uses a size
adjustment component, where the number statistic adjusts according to the
number of parameters used in the model and serves as a better indicator for
goodness of fit when assessing multiple inputs.

SR2=[l-^r2
where T = the number of observations and k = the number of parameters. If
parameters are accurately accounted for in the model, residuals should consist
of purely white noise or alternatively unsystematic random variation.
Furthermore, the model that maximizes the stationary R2 statistic also
minimizes the RMSE. Stationary R-squared is an estimate of the proportion of
total variation in the series explained by the model and is therefore preferable to
ordinary R-squared when a trend exists. Stationary R-Squared is used in this
thesis to select a forecasting model of best-fit.
3.3.11.5 Portmanteau test for autocorrealtion: Ljung-Box Statistic

The Ljung-Box statistic (Ljung et al. 1978), a time series Portmanteau test,
and their p-values for lag k indicate whether or not autocorrelation exists up to
the specified order of k. This is done in addition to examining ACF and PACF
residuals for spikes that may indicate an erroneously inflated Q statistic.
K

Q(K) = n(n + 2)YJrk2/in-k)
k=l

where n is the kth lag ACF of residual.
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Q(K) is approximately distributed as x2(K - m), where m is the number of
parameters other than the constant term and predictor related-parameters.
Ideal values for this statistic are < .05.

3.3.12 SPSS time Series Algorithm

Figure 7 (SPSS 2004) demonstrates the SPSS software algorithm
employed in the Time Series Expert Model Builder function. It consolidates and
simplifies a number of the aforementioned processes into a few steps. Outputs
include: model summary, model statistics and ARIMA model parameters. The
(P,D,Q) parameters, different from the (p,d,q) parameters, are an additional set of
parameters used when a time series is considered to be seasonal - an
explanation of which is beyond the scope of this thesis. Such is typically the case
when evaluating and forecasting for economic time-series, the physiological time
series data used in this thesis do not exhibit seasonal trends, thus the (P,D,Q)
parameters are not applicable. Despite being included in the algorithm model in
Figure 7, the software automatically omits these parameters from analysis as
they only apply to seasonal time series.
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Figure 7 Software time series algorithm model concept (SPSS, 2004)
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3.3.13 Summary and Remarks

The standard procedures of identification, estimation and diagnosis
developed by Box and Jenkins can be summarized as follows:
1) ACF and PACF of the time series (including dependent and independent
variables) are used to identify initial AR (p) and MA (q) parameters;
2) New parameters are estimated until stationarity in the variance and
mean is achieved and;
3) Diagnostic statistics and error functions are checked for goodness-of-fit.
The basic idea of time series models is that they are dynamic regression models
wherein explanatory variables are functions of time with coefficients that change
over time. They are created by the past available observations of the series itself.

3.4

Disclaimer

It is important to note that at the onset of the results section, the
exploratory nature of these results, and to remind the reader that they are based
on a small pilot study from a single rehabilitation facility. It is also important to
highlight that the results were prepared by a non-medical professional; thus, any
discussion of medical implications and related conclusions should be limited and
interpreted with caution. To further offset the non-medical knowledge of the
researcher, results were shared with three medical professionals at Toronto
Rehab in an attempt to gain insight and suggestions for some of the unusual
findings presented.
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That said, to the knowledge of the author, these data represents the only
such data of its kind to date. And whilst the sample of patients is small, the
number of observations was extensive: greater than 800 measurements of BG
and predictor variables per subject (or >22,000 total observations). This would
seem to warrant at least some exploratory analysis to examine if any patient-bypatient variability exists (even if not representative of all diabetic patients), to
test the possible significance of typical and new explanatory variables, to test the
usefulness of the analysis technique deployed, and to at least provide a means to
assess the potential usefulness of larger samples in the future; all in support of
the objectives of this thesis.
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Chapter 4: Results
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4 Results
In this chapter, the main results of subject-by-subject time series modeling
analysis are presented. The response of each subject's BG (dependent variable)
to possible predictive inputs (independent variables) is assessed using the
Linear Transfer Function Modeling Method described in the previous chapter.
As a background to this, subject profiles and related descriptive statistics are
first presented.

4.1 Subject Profiles and Descriptive Statistics

Overall, 37 of the 40 subjects in the original study were monitored for the
full 72 hour study period. The manner in which subjects are labeled is by no
means an indication of the total number of subjects who participated in the pilot
study (e.g. Subject 196 does not mean there were 196 subjects in the study). The
reason why this labeling method was used is unknown to the author. Two
subjects ceased monitoring after day 2 (providing 1.5 days monitoring), and one
after day 3 (providing 2.5 days of monitoring), all reporting irritation with the
tape associated with the blood glucose monitor as the reason. Additionally, four
of the first eight subjects GPS data were deemed unusable - owing to a technical
problem. Closer examination of the data prior to this thesis revealed a further 6
subjects whose data contained missing values that prevented time series
modeling. Four of these had missing food diary data, one had missing heart-rate
and accelerometer data, and one had missing activity diary data. This left a total
of 27 subjects available for analysis in this thesis.
Table 1 presents basic information of these 27 subjects, including age,
gender (1 = male, 2 = female), weight, waist size, type of DM, year of DM
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diagnosis, HBA1C, total number of BG readings, average BG value and the
standard deviation of BG. Participants were split evenly by gender, ages ranged
between 32 and 74 with a mean age of 56. Participants weighed between 45 and
147 kilograms, with a mean weight of 86.5 kilograms. Average BG for each
subject over the course of the study ranged from 5.1 - 13.6 mmol/L. The overall
average across all subjects being 7.3 mmol/L, indicating a wide variation, with
some subjects demonstrating extremely high BG and other near normal (nondiabetic) BG. The standard deviation of the mean BG ranged from 0.71 - 5.28
with a mean of 2.01, indicating that some subjects have little BG variation while
others BG seem to be far less stable.
Table 2 displays the drug type, action and specific name of insulin
medication used by each subject. Three types of insulin medication were used
amongst subjects: insulin, an insulin sensitizer, and an insulin releaser - insulin
sensitizers allow the body to respond more normally to insulin secretion and
insulin releasers stimulate endogenous release of insulin. Specific types of
insulin medication used by subjects included: Actos, Diabeta Diamicron,
Humalin, Humalog, Lantus, Levemir, Novarapid, and Metaformin; each having a
different response time varying between slow, medium and rapid. Subjects may
have used one, or a combination of different medications.
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6.2

860

6 12

1.53

94.8

112

2

2006

7.9

879

5.13

1.41

66.8

88

2

2006

5.8

878

7.38

1.81

10

876

6.47

1 6

765

6 63

1.54

123.1

123

2

8.1

835

9.41

2.12

106.5

124

2

1993

7.1

861

11.43

3.5

86

73 3

42

1

87

73.2

52

2

88

73 0

59

2

53 6

75

2

2006

90

63 8

60

1

99.1

107

2

2006

91

70.3

69

2

67.7

92 5

2

2006

5 1

843

6 74

1.74

92

67 4

64

2

82 3

93

2

1998

6.8

809

6.45

1.59

97 5

2

1985

5.6

865

5.78

0.75

2006

66

760

6.65

1.1

841

7.52

1.54

856

5.36

0 71

597

6.41

1.41

93

72 1

35

2

84.5

153

63.3

50

2

129 5

163

70 1

55

2

85.9

106

2

2006

127 3

117

2

2006

77 7

93

2

2006

125 Pre

167

71.3

50

2

170

49.8

46

1

171

67.7

66

2

45

83

2

1993

7.7

812

6.48

2.86

172

68.3

68

1

86.4

115

2

1993

7.2

819

6 91

2.87

173

72 0

48

1

93 6

105

2

7.6

864

7.15

1.41

175

75.2

32

1

71

91

1

902

6.96

3.57

176

71.5

68

1

90

113

2

858

5 78

0 86

147

2

870

7.61

2.4

90 5

840

6.12

2.07

177

72 5

51

2

196

70 0

65

1

109.5

2

Table 1 Subject Profile
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1995

5.3

UserJD

Drug Type (Action) and Specific Name

61

INSULIN RELEASER (Slow) - Diamicron
INSULIN SENSITIZER (Medium) - Metformin

66

INSULIN (Rapid) - NovaRapid
INSULIN (Slow) - Levemir
INSULIN SENSmZER (Medium) - Metformin

70

INSULIN SENSITIZER (Medium) - Metformin

73

INSULIN SENSITIZER (Medium) - Metformin
INSULIN SENSITIZER (Slow) - Actos

74

INSULIN (Rapid) - Humalin
INSULIN (Rapid) - Humalog

77

INSULIN (Rapid) - NovaRapid
INSULIN (Slow) - Lantus

80

INSULIN (Medium) - Humalin

81

INSULIN SENSITIZER (Medium) - Metformin

INSULIN (Rapid) - NovaRapid

84

90
92
93

153
167
171

INSULIN SENSITIZER (Medium) - Metformin
INSULIN SENSITIZER (Medium) - Metformin
INSULIN SENSITIZER (Medium) - Metformin
INSULIN SENSITIZER (Medium) - Metformin
INSULIN SENSITIZER (Medium) - Metformin
INSULIN SENSITIZER (Medium) - Metformin
INSULIN RELEASER (Rapid) - Diabeta
INSULIN SENSITIZER (Medium) - Metformin
INSULIN RELEASER (Rapid) - Diabeta
INSULIN SENSITIZER (Medium) - Metformin
INSULIN SENSITIZER (Slow) - Actos

173

INSULIN SENSITIZER (Medium) - Metformin
INSULIN (Rapid) - NovaRapid

175
INSULIN (Slow) - Lantus
INSULIN SENSITIZER (Medium) - Metformin

176
INSULIN SENSITIZER (Medium) - Metformin

178
INSULIN SENSITIZER (Slow) - Actos
INSULIN SENSITIZER (Medium) - Metformin
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Table 2 Subject insulin medication

Table 3 provides a summary of total subject food and activity data over the
course of the 72-hour monitoring period. Carbohydrate consumption ranged
from 330-1854 grams with a study average of 642 grams. Sugar consumption
ranged from 46-335 grams with a study average of 187 grams. Total calorie
consumption ranged from 2476-14055 with a study average of 5424. Activity
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diary data also varied widely amongst subjects with the most time spent at home
followed by work/school. Total exercise varied between 0-6.8 hours with an
average of 2.3 hours. Notice also the number of subjects who did not exercise or
exercised very little. Lastly, sugar consumption for subject 84 appears to be
unusually high and could be the result of a coding error.
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Activity

Trip

Time

Activity-

Total

time

time

Exercise

spent

At

Activity-

Activity-

Carbohydrates

consumed

Calories

Insulin taken in

hours

(hours),

(hours,

time

with

home

Work/school

Shopping

Automobile

consumed

(Total

consumed

last 5 minutes

in

all

(all

(hours) (all

people

time

time

time

time

UserJD

(Total, grams)

grams)

(Total)

diary

types)

types)

types)

(hours)

(hours)

(hours)

(hours)

(hours)

61

628 27

240 94

4669 94

778

85

75 8

73 6

22

44

22

62 0

00

12

22

66

73146

202 46

5474 17

839

22

76 4

69 9

65

29

34 1

55 5

00

04

22

70

505 95

115 18

4967 42

1184

32

95 1

93 1

20

44

20 0

46 2

17 4

35

19

73

450 77

113 3

2476 24

853

8

1014

99 6

19

00

93

61 2

00

19

19

74

856 7

335 53

8403 97

838

23

57 1

47 4

97

43

52

30 1

10 9

04

28

77

454 68

46 74

5073 23

859

7

75 6

72 8

28

20

03

55 9

78

03

26

80

576 48

200 63

5126 45

829

20

72 5

70 4

21

08

85

60 2

00

22

21

81

439 75

133 46

3363 96

819

4

72 2

64 3

79

21

53

38 4

19 5

01

58

84

8419

0

6868 4

852

8

63 1

59 8

33

48

61

33 0

11 5

01

21

86

602 13

190 64

5175 43

879

0

84 2

77 6

66

68

73

43 0

50

13

32

87

453 75

177 46

3995 54

878

0

101 1

96 1

50

39

53

38 2

27 2

00

09

88

43169

137 22

5691 14

876

0

102 1

97 3

48

55

56

47 8

12 0

02

07

90

450 34

120 84

3247 32

748

17

65 2

619

33

00

1 7

35 9

22 7

02

30

Sugar

(yes/no)
No

Tnp-

Yes

91

364 62

128 66

2534 98

843

0

73 6

72 1

15

00

25

59 0

00

04

14

92

687 34

235 08

4949 45

772

37

63 7

616

21

03

18

58 4

00

24

21

93

875 19

315 09

5775 34

859

6

70 4

64 3

6 1

20

79

34 3

24 5

05

03

153

734 52

193 53

5542 43

752

8

64 1

58 9

52

22

63

30 7

17 9

34

00

163

747 03

220 03

7942 67

841

0

73 2

67 6

56

14

13 0

49 1

46

20

42

167

577 21

137 02

7298 01

846

10

610

59 3

16

20

10

46 8

00

15

11

170

330 94

63 87

3350 63

597

0

90 0

89 4

06

01

10

45 9

00

00

00

171

464 03

148 5

4331 78

779

33

74 8

72 0

28

07

10 0

54 5

00

00

28

172

656 71

197 75

5943 99

798

21

716

65 5

61

14

97

44 7

46

01

58

173

741 6

139 09

5374 27

860

4

72 9

65 3

76

28

25 4

28 6

13 1

30

72

175

1854 08

616 6

14055 1

878

24

96 1

88 6

75

33

21

45 5

34

51

53

176

476 05

144 78

3626 29

853

5

84 1

80 6

35

22

11 7

55 7

00

22

10

177

597 54

195 19

5359 09

870

0

71 8

66 8

50

00

79

62 6

00

20

50

178

502 25

166 98

4066 16

859

11

67 8

66 6

1 3

00

00

30 7

10 5

05

1 3

7197 49

817

60

41

32

57 8

00

16

38
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963 7

264 52

summary

23

68 9

63 0

4.2

Time interval and independent variable selection

An extensive number of ARIMA time series models were estimated on a
patient-by-patient basis using possible predicting independent variables, and
three different time averaging intervals: 5,15, and 30-minute. Several 15 and 30minute models were considered adequate, however, after reviewing model
statistics and goodness-of-fit measures, 5-minute interval models performed
best overall while testing for the predictability of all the independent variables
presented in Table 5. Overall, the 5-minute interval models suggested the
'optimal' averaging period for all subjects based on having produced: 1) the most
significant BG predicting variables; and 2) the lowest standard deviation (RMSE)
of dependent series differences from its model-predicted level. A summary of the
different time interval models' performance is shown in Table 4 (n = 28).
5 mm

15 mm

30 mm

PREDICTORS

2.17

1.25

.792

RMSE

.181

.509

.609

Table 4 Model Comparison

Table 4 demonstrates the average decrease by subject in the number of
BG predicting variables when modeling with larger time intervals. Following this
trend is a decrease in the ability to accurately predict future values of BG
indicated by larger RMSE values at larger time intervals.

In this study, a multivariate time-series model is employed to examine the
effect of a wide range of independent variable inputs, as well as their previous
disturbances, on BG, the dependent variable. To do so, a TF using the
independent/explanatory variables presented in Table 5 is employed.

All

variables are measured with respect to their values over the course of 5 minutes
and the preceding measurement of BG. For example, "Calories_5m" indicates the
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number of calories consumed in the 5 minutes period prior to the given BG
measurement;

"Event23_time_5m" indicates how many of the previous 5

minutes were spent shopping. Vmag is a measurement of the intensity of
physical activity and is calculated by taking the square root of the sum of
accelaration of the x, y and z-axes.
Given past research and expectations, variables reflecting food intake, insulin
medication and physical activity are included in the analysis. Additionally, this
thesis incorporates several unique variables related to activity and travel
engagement, social engagement, and distance from home. A number of variables
were considered for model input, and include:
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•

Distance home (kms)
Average speed last 5 minutes
Average heart rate last 5 minutes
Carbohydrates consumed in last 5 minutes (grams)
Sugar consumed in last 5 minutes (grams)
Calories consumed in last 5 minutes
Medicine consumed in last 5 minutes (yes/no)
Insulin Medication taken in last 5 minutes (yes/no)
Time spent with people in last 5 minutes (seconds)
Activity time in last 5 minutes (all types)
Trip time in last 5 minutes (all types)
Exercise time in last 5 mins (all types)
Activity-Atjiome time in last 5 mins
Activity-Indoor (Unspecified) time in last 5 mins
Activity-Exercise-Aerobic/Intense workout time in last 5 mins
Activity-Exercise-Low intensity workout time in last 5 mins
Activity-Exercise-Weight training time in last 5 mins
Activity-Exercise-Walking around time in last 5 mins
Activity-Exercise-Jogging around time in last 5 mins
Activity-Exercise-Other time in last 5 mins
Activity-Work/school time in last 5 mins
Activity-Shopping time in last 5 mins
Activity-Service/care time in last 5 mins
Activity-Social time in last 5 mins
Activity-Leisure/recreation time in last 5 mins
Activity-Restaurants time in last 5 mins
Activity-Short event stop time in last 5 mins
Trip-Automobile time in last 5 mins
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•
•
•
•
•
•

Trip-Public Transit (bus, streetcar, subway, train) time in last 5 mins
Trip-Exercise-Walk time in last 5 mins
Trip-Public Transit-Train time in last 5 mins
Trip-Public Transit-Intercity Transit time in last 5 mins
Trip-Public Transit-Subway time in last 5 mins
Trip-Public Transit-Bus time in last 5 mins
These variables may be broadly categorized as: nutrition intake,

medication intake, physical activity, social activity, and travel activity. The
notion behind testing such a wide range of variables serves as an effort to
identify episodes, events or activities that may be stressful. Research suggests
that stress may affect an individual's metabolism and subsequently their BG
level (Hennessy et al. 1999). The activity specific variables are a direct attempt
at enhancing the understanding of how the spatial/temporal structuring of daily
activities potentially influence health and find their genesis in behavioural
geography theories. Preliminary analysis however indicated a limited number of
these variables found to be predictors, those of which were included in final
models and can be found in Table 5.

Input Variables Description

Type

Value

sugar_5m

sugar consumed

continuous

grams

carbs_5m

carbohydrates consumed

continuous

grams

Calones_5m

calories consumed

continuous

grams

med_ins_5m

insulin medication taken

dichotomous

yes/no

avgavgVmag_5m

square root of the sum of acceleration

continuous

vector magnitude

event21x_time_5m

time spent involved in physical activity

continuous

minutes

eventl2_time_5m

time traveling in an automobile

continuous

minutes

event30x_time_5m

time spent commuting via public transit

continuous

minutes

Distance_home

distance to home

continuous

km

event27_time_5m

time spent at a restaurant

continuous

minutes

event23_time_5m

time spent shopping

continuous

minutes

ppl_time_5m

time spent with people

continuous

minutes

Table 5 Independent Variables in previous 5 minutes
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4.3

Example Full Model output for Subject 84

This section provides an example of the full model output for one of the 27
subjects as produced by the SPSS software. A key summary of all subjects
models is presented in the next section.
Table 6 displays the model description for subject 84. The reader may
recall from the Methods section that ARIMA models have three modeling
parameters: 1) the Autoregressive or AR (p) process which takes into
consideration historical data serving as a memory of past events; 2) an
Integrated or I (d) process that stabilizes the time series by making the data
stationary and assists in making the forecasting process easier; and 3) a Moving
Average or MA (q) process which accounts for forecast errors and controls for
autocorrelation. More specifically from Table 6, the model parameters (p,d,q) for
the dependent variable BG are presented. AR(2) indicates the BG value of the
current time period is regressed upon the previous two values of itself plus some
random error. The differencing and moving average, D(2) and MA(9) indicate
that a differencing order of 2 and moving average involving 9 lags were required
to achieve stationarity and eliminate autocorrelation between residuals.

Model Description
Model ID

Blood Glucose (mmol/L;
ModeM
with Imputed values)
Table 6 Model description for subject 84

Model

Model Type
ARIMA(2,2,9)

Model Statistics
Ljung-Box Q (18)
Model Fit s tatistics
Number of Stationary
Predictors R-squared RMSE Statistics DF Sig.

Number
of
Outliers
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Model Statistics
Model Fit s tatistics
Ljung-Box Q(18)
Number
Number of Stationary
of
Predictors R-squared RMSE Statistics DF Sig. Outliers
1
.389
.092
25.868 13 .018
5

Model

Blood
Glucose
(mmol/L; with
Imputed
values)
Table 7 Model statistics for subject 84

ARIMA Model Parameters
Blood
Glucose
(mmol/L)

No
AR
Transformation Difference
MA

Average
Vmag for
time period

No
Trans

Estimate
-.505

SE
.034

t
Sig.
-14.7 .000

-.245
2

.061

-4.0 .000

Lag 2
Lag 7
Lag 9

-.223
.131
.087
3

.068
.035
.035

-3.3 .001
3.8 .000
2.5 .014

LagO

-.124
2

.036

-3.4 .001

Lag1
Lag 2

Delay

"
Numerator
formation ^ . „
Difference

Table 8 ARIMA Model Parameters for subject 84

Table 7 indicates one (1) BG predicting variable (Vmag, which the
software produces in a separate ARIMA Model Parameters table) the software
found to be significant. The stationary R2 value serves as a criterion when
comparing other competing models and selecting a forecasting model of best-fit;
the value presented here translates to the model being able to explain about
39% of the observed variation in the time series. The RMSE serves as an
indicator of the difference between predicted and actual values. Alternatively,
RMSE measures how much a dependent series differences from its modelpredicted level. The lower the RMSE the greater the predicting ability of the
model; .092 serves as indication that the model does a good job at predicting
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future values of BG. Ljung-Box statistics provides an indication of whether the
model is correctly specified and whether or not autocorrelation exists amongst
residuals and the assumption of stationarity is violated. The Ljung-Box statistic
should have significance levels < .05 (within the 95% confidence interval) for
the time series under analysis. If autocorrelation is within these bounds, it is not
considered to be statistically different from zero and the time series is deemed to
be stationary (Ljung et al. 1978). In this case, the significance value of .018 does
not violate this assumption; additionally, a check of ACF and PACF plots verifies
that the assumption of stationarity is upheld.
Table 8 provides t-test results for the dependent variable BG and any
predicting variable significant at the 95% confidence level. Significant AR (e.g.
AR1 for the first-order autoregressive component p = 1), and MA (e.g. MAI for a
first-order moving average component where q = 1) estimates of these
components (that is AR or MA) and any predicting independent variable
(denoted as numerator and denominator where denominator and numerator
estimates for the independent variable are respectively like the AR and MA part
of the dependent variable ARIMA model) reveal which variables meaningfully
contribute to predicting future values of the dependent variable with nonsignificant variables being excluded - this is similar to significance testing of b
coefficients for ordinary regression models. Predicted values are calculated
using the linear TF ARIMA equation, repeated here for convenience.

The model fit statistic RMSE, presented previously in Table 7, is a result of
comparing the predicted values calculated using the TF ARIMA equation to
actual observed values. The software calculates the RMSE based on solving for
the abovementioned equation to determine predicted values by inputting the
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significant variable parameters found in Table 8. The ARIMA equation in this
instance would then look like:
,n,^s,

(U.223-.131-.087)
(1+ .245 + .5G5)VJ

Adding a TF adds continuous variables to the right-hand side of the time
series equation. The objective of adding transfer functions is to see how the
independent variable influences the dependent variable rather than simply
observing how previous values of the dependent variable are related to itself.
The parameters (p,d,q) of the dependent variable were discussed previously
with Table 6. The reader may recall from the Methods chapter that the transfer
function equation contained a polynomial numerator in the form a)(B), = a)o,i a)i,iB - d)2,iB2 -...- a)h,iBs. The numerator parameters are used to establish the
magnitude of the effect of a predictor variable, Xt, on the output, yt. Similarly, the
denominator polynomial from the transfer function, 8(B), =1-8 i,,B - 82,,B2 -...8r,iBr, determines the shape of the response.
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Figure 8 ACF and PACF residual plots for subject 84

Figure 9 displays the ACF and PACF plots for subject 84. Visual
examination of ACF and PACF plots serves as a supplementary test to the LjungBox statistic to ensure that there is no autocorrelation between residuals and
stationarity within the time series exists. Multiple significant spikes beyond the
confidence interval limit would indicate the existence of autocorrelation
requiring the re-parameterization of the model - that is a re-estimate of the
(p,d,q) parameters to ensure the assumption of stationartiy is upheld. In this
case, a spike at lag 8 in both the ACF and PACF plots and lag 21 in the PACF plot
appears to have occurred randomly by chance as residual normality
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(randomness amongst residuals) exists for all other lags, thereby upholding the
assumption of stationarity rendering the model acceptable.
The combination of the numerator and denominator and review of the
respective CCF therefore determine/confirm the direction of the TF effect on BG,
that is, whether or not the predicting variable results in an increase or decrease
in BG (+ or -). Results from Table 8 indicate that the independent predicting
variable Vmag has a decreasing affect on BG after 3 lags (15 min). This is verified
by examining the CCF of BG and Vmag. The reader may recall that Vmag may
serve as an indicator for the intensity of physical activity.

Blood Glucose (mmol/L; with Imputed values using
LINT(sensorGlucose)) with Average Vmag for time
period using average possible accelerometer
readings 5m ago
Q Coefficient
Upper
— Confidence
Limit
Lower
— Confidence
Limit

l.o-

o.s-

y °°-

n n n - n w ^ — ^

L-T

~1

l_jU'-J|["fUin

-0.5-

1.0- 9 - 7 - 5 - 3 - 1 1

3

5

7

9

Lag Number
Figure 9 Cross-Correlation Function of blood glucose and Vmag for subject 84
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Upon examination of the CCF for BG and Vmag for subject 84 in Figure 15,
it is clear to see that Vmag after a delay of 3 lags has a decreasing effect on BG
which continues through to lag 9. More simply, the overall modeling results for
subject 84, as presented in Tables 6-8, Figures 14 and 15, demonstrate Vmag as
having a diminishing effect on BG after 15 minutes plus some degree of
unaccounted for error.
4.4

Summary of model outputs by subject

In an effort to simplify and provide only the pertinent model statistics, the
outputs for all individual subject models (in other words, important statistics
presented in the full example output from Tables 6 - 8 and visual verification of
results from Figures 9 and 10) have been consolidated and presented in Table 9.
Each row in the table contains significant modeling components pertaining to
one subject. The first row (p, d, q) indicates the AR (p), differencing/integrated
(d) and MA (q) parameters in addition to any transformation performed (N
indicating a natural log transformation

SR indicating a square root

transformation, the reader may recall from the methods section that
transformations may be required in order to achieve stationarity), followed by
the Stationary R2, RMSE and Ljung-Box (labeled L-B) statistics and parameter
estimates of predicting input variables tested for significance amongst subjects.
Numbers in bold represent predicting variables that had a significant effect on
BG with the time delay of their impact in parenthesis. A positive number
indicates the predicting variable causing an increase in BG, whereas a negative
(-) sign indicates the predicting variable causing a decrease in BG.
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Predic
Meds

ting

Ovto)

Inputs

61

(1,1,1)

3

620

085

272

66

(2,1,6)SR

2

386

356

008

70

(0,1,1)

7

247

215

029

73

(1,1,6)

0

527

258

User J O

SR*

RMSE

Public

Mean

Vmag

PA

Social

Shop

Dine

AutO

Transit

home km

-

-

-

-

-

-

.018(7)

.001(8)

.001(2)

-

M

-.345(2)

.001(3)

.001(3)

.001(5)

.001(4)
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-

M
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-

-

-

M

-

-
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-
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-

-

M
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M

-

-

M
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-

-

-
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-
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-

-

M

-
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.001(8)

Ln
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M

-

-

-

-

-

Sugar

Curb

Cal

Insulin

-.002(0)

-

-

-.05(0)

352

-

-.022(0)

-.774(2)

-

-

LN

.001(0)

HnN

L-B

-.023(1)
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(1,1,2)

8

608

282
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1
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1
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1
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2
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-
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1
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-
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2
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177
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3
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-
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1
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0
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-
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-

-
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-
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-

-
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*

"
M

-
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-
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-

-

-

-.01(4)

1 00(1)

-

-
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-
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-
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-
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Actos (A)

Diabeta
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(D)

(Hn)
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(L)

(M)

NovaRapid (N)

Table 9 Consolidated model output including significant predicting variable
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Stationary R2 values range from .182 - .793 with an average of .539,
where the higher the value the greater the model explanation of variance. RMSE
values varied from .085 - .356 with an average of .175, where the lower the
value, the greater the models ability to predict for future values of BG. The LjungBox values ranged from .000 - .415, with an average of .123. Values less than .05
(within the 95% confidence limit) indicate residual randomness and stationarity
amongst the time series. In cases where the Ljung-Box value is greater than .05 a
visual inspection of ACF and PACF plots verified that indeed these values
occurred by chance and that residual normality (or residual randomness
indicating stationarity) exists for remaining lags, upholding the assumption of
stationarity, thus, deeming the models to be acceptable.
Generally, no two models performed identically. That is, all models
presented unique statistical values and (p, d, q) parameters suggesting each
subject having unique BG fluctuation and correlating factors. Note particularly,
the difference in AR(p) values by subject, referring to the regressed nature (or
relatedness) of previous BG values to current BG values indicating perhaps a
unique difference in subjects metabolic response to BG change. Additionally, two
basic groups can first be differentiated: those whose BG appears to be little
influenced by outside factors (including even food and exercise) and thus appear
to have their BG largely under control, versus those whose BG is sensitive to a
variety of factors, and thus appear to have less control of their BG. For instance,
subjects 86, 88 and 91 who are not medicating appear to demonstrate an
increase in BG shortly after eating. Other subjects (61, 70, 74, 81,153,176,177)
appear to be able to control for BG, likely with the help of exogenous insulin that
appears to even decrease BG shortly after eating. Also interesting is subject 80 the only subject to use insulin medication that appears to have an increase in BG
shortly after eating and may have something to do with the combination of
insulin medication they are using, as they are the only one to use Humalin and
Humalog.
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Frequently occurring combinations of predicting variables amongst
subjects are presented in Table 9, including Physical Activity (PA) and Vmag. Not
surprisingly a variety of food variables combine as predicting for BG.
Additionally, PA for subjects range from 0 - 2.3 hours a day with an average of
0.7. Note for the subjects who have PA serving as a predicting variable (that is,
values in bold under the column with the heading title 'PA' and the delayed
response prior to having an influence on BG in parenthesis, that is an increasing
or a decreasing influence on BG, indicated by a + or - symbol) that only two of
the six (170 and 172) engage in less than the average PA time. Lastly, significant
parameter estimates are related with both exercise variables (Vmag and PA) and
nutrition variables.
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Independent
Variables

Description

Number of
Significant
Predictors
Female

Number of
Significant
Predictors
Male

Total
Number of
Significant
Predictors

2
4
3
0
7

2
6
2
2
2

4
10
5
2
9

3
5

3
3

6
8

1
5
1
3
3

2
3
1
2
3

3
8
2
5
6

sugar_5m
carbs_5m
calones_5m
med_ins_5m
avgavgVmag_5m

sugar consumed
carbohydrates consumed
calories consumed
insulin medication taken
square root of the sum of acceleration
time spent involved in physical
eve n t21 x_ti me_5 m activity
eventl2_time_5m
time traveling in an automobile
time spent commuting via public
event30x_time_5m transit
distance to home
Distance_home
event27_time_5m
time spent at a restaurant
event23_time_5m
time spent shopping
ppl time 5m

time spent with people

Table 10 Number of significant independent BG predicting variables

In terms of significant explanatory/predictor variables, both the types of
variables and the number of them varied substantially from patient to patient, as
summarized in Table 10. Generally, the results indicate a wide variety of
combinations of BG predicting variables amongst subjects. This further suggests
that the process of BG fluctuation is not a straightforward one and instead
appears

quite

subject-specific.

Well-known

BG

correlates

such

as

carbohydrates/sugar consumed and exercise, are not even present in all patients
models, as somewhat expected according to existing literature. The most
frequent predictor variables were carbohydrate and Vmag, the least frequent
were distance from home, and surprisingly, insulin. Interestingly, models that
had the greatest predicting ability for BG (that is, the lowest RMSE value)
indicated physical activity in the form of time spent or Vmag as the predicting
variables. With respect to non-traditional explanatory variables, it was quite
interesting to find that geographic-related variables such as time spent travelling
by automobile, public transit, and distance from home significantly affected
many subjects, on par even with the number affected by expected variables
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related to food intake (such as sugar consumed). Equally interesting were the
significant affects of time use variables, such as time spent at restaurants,
shopping or with other people. Lastly, when observing the impacts of gender,
most variables seem to be relatively split between male and female except for
Vmag, where a high proportion of female subjects (7) experienced this a
predicting variable. Further interpretation of these affects and the predicting
variables presented in Table 10 is explored in the next chapter.
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Chapter 5: Discussion and Conclusion
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5

Discussion

This thesis has utilized a combination of unique data collection and
analysis techniques at a very fine spatial and temporal scale. The intent was to
explore the various possible real-world predictive variables on blood glucose,
including well-known correlates related to food and exercise, and new correlates
related to daily life and geography. As such, this thesis demonstrates key
findings that relate to the fields of geography and health. The discussion below
first highlights several themes related to the modeling results, followed by
methodological contributions, challenges and limitations, and future work.

5.1 Time Series Models: Emergent Themes

All models are wrong, some are useful.
George E. P. Box, British statistician (Date unknown)

5.1.1 Impacts of food and medication

Consistent with existing literature, the most telling results from this
thesis come from food and medication input variables. In all cases where more
than one food variable reports as a predicting variable for BG, each variable has
the same effect on BG; that is, collectively they either indicate an increase or a
decrease in BG all with the same time lag, except for one case where the delay of
more complex sugar in the form of carbohydrates occurs one lag later.
A surprising mix of responses to food consumption was observed. In the
4 cases where food consumption resulted in an increase in BG (subjects 80, 86,
88, 171), three were not medicating to control for their BG. In the other case,
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subject 80 was using a unique combination of medications. All other subjects
medicating to control for BG saw a decrease in their BG in 0-4 lags after food
consumption; presumably owing to the effects of medication that is most often
taken in conjunction with meals. These findings are unique in highlighting the
mixed impacts of medication in optimizing BG control, revealed in part as a
result of the detailed nature of the data.

5.1.2

Inconsistent impacts of transportation, distance and activity-time variables

In contrast to above, variables associated with time spent travelling and
distance from home had much less consistent impacts on subjects with found to
be significant in the model. Lag effects varied very widely from between 0-8, and
the direction in which they altered BG (+ or -) was not constant amongst
subjects. This conforms to the past findings (Riddle et al. 2003, Sagburg 2006,
Strauss et al. 2006) that have demonstrated distance traveled and time spent
commuting as having irregular and unique effects on BG control citing that
regular routines are disrupted inhibiting DM patients to control for BG.
Interestingly, subject 74 demonstrated an increase in BG after 1 lag while driving
and a decrease after 1 lag while taking public transit. This may be attributed to
the stress associated with driving (Stokols 1978, Novaco 1979, Gulian 1990,
Novaco 1990, Howard 1994, Apparies 1998, Hennessy 1999, Healey 2005, Hill
2006) and its ability to result in an increase in BG (Cox 2002, Wiesli et al. 2005).
This evidence suggests that driving may be more stressful for this particular
subject as he/she i better able to control for his/her BG when using public
transit.
Although there is a lack of specific literature to suggest that certain
activities such as shopping or socializing have a definitive impact on BG, results
from this thesis support the notion that they may have unique idiosyncratic
effects on patients as subjects 70, 74, 80, 88, 91, 93, 170 and 173 show these
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variables as predicting for BG. In all but one case (subject 88) shopping results
appear to have an increasing effect on BG varying between 1-8 lags. Perhaps
shopping for subjects 70, 74, 93, and 173 is a stressful experience resulting in an
inability to control for BG and a subsequent increase in BG. An alternative
explanation may be that regular patterns of controlling for BG are disrupted
while shopping. Conversely, time spent with people in all but one case
demonstrated as having a decreasing effect on BG in 0-4 lags. Maybe for these
subjects socializing does not hinder their ability to control for BG. Also
interesting are the two dining cases where subjects 80 and 172 demonstrate
dining as having a decreasing effect on BG in two or less lags. In each case
subjects are medicating to control for BG which is consistent with food
consumption results.

5.1.3

The complexity of physical activity

Modeling results of the effects of physical activity on BG are not exactly
straightforward. According to a number of past studies (Boule et al. 2001, Healy
et al. 2008, Marcus et al. 2008, Ekelund et al. 2009) generally an increase in
physical activity will result in a decrease in BG levels over time, however none of
these studies are able to predict with much certainty when this might occur.
Alternatively, physical activity deemed stressful may even result in an increase
in BG (Wiesli et al. 2005). There are also a variety of other factors to consider for
that may have an impact on BG, namely food and medication and the time of
their consumption.
In this thesis, Vmag was significant for 8 subjects and 'exercise time' 6
cases, all exhibiting a decrease in BG ranging from 0-8 lags, except for subject
172 where Vmag and exercise time report as having an increasing effect on BG.
This may be due to the fact that subject 172 reacts differently to exercise, or they
may consider exercise to be stressful. Nonetheless, these results conform to the
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literature suggesting that the effects of exercise on patients with DM are not
straightforward. Also interesting are the results for subject 87, as both exercise
time and Vmag report as predicting variables, however, Vmag indicates as
having an increase in BG while exercise time a decrease. The results for subject
87 could conform with the notion that although exercise measured in Vmag has
an effect with no delay and initially may be deemed to be stressful resulting in an
immediate increase in BG, after 7 lags (or 35 minutes) the effects of exercise
result in decreasing BG. This idea would be consistent with the existing
literature.

5.1.4

Overall Discussion

Past studies have suggested there to be an idiosyncratic nature of
controlling for BG (Kovatchev et al. 2002, Wearden et al. 2006). In other words,
BG variation and subsequent attempts to control BG are specific and unique for
each patient. The results from this thesis would appear to support and extend
this notion from three perspectives: firstly, it was clear that some subjects' BG
varied much more than others, suggesting less overall control; secondly, the
types of factors influencing BG varied widely, suggesting that not all patients are
sensitive to (or control effectively for) the same factors; and thirdly, even well
known factors such as food and medicine did not have consistent affects on all
patients.
This thesis also elaborates on several new correlates of BG fluctuation
that have impacts on par with those of traditional variables such as food and
exercise (at least with respect to how many subjects were influenced by these
variables). These new correlates, in the form of activity and travel engagement,
social engagement, and distance from home are associated with behavioural
geography and, as Timmermans and Golledge (1990) and Saarloos et al. (2009)
have suggested, it is necessary to examine such variables to see how they may
85

influence health. Over 40 years ago Tobler (1970) invoked the first law of
geography, "everything is related to everything else, but near things are more
related than distant things," (p. 234) when he developed a demographic model
for the purpose of forecasting population growth and its geographical
distribution. This thesis contributes to the behavioural geography research call
and utilizes Tobler's law by enhancing our understanding of how the structuring
of spatial/temporal daily activities influence health.
Coincidently around the same time as Tobler, Box and Jenkins (Box et al.
1970a) released their highly influential work used for forecasting. It is Tobler's
precept and Box-Jenkins method that form the basis of analysis in this thesis.
The time series approached used here examines the relationship and influence
of events near in time to a dependent variable, BG. Additionally, Tobler
emphasizes avoiding the use of over complex models, stating this should be one
of the researchers objectives. However, and as stated previously in Chapter 3,
ordinary regression models did not compete for the purpose of this thesis, as the
data employed required more robust time sensitive dynamic regression models
for proper interpretation.
This thesis employs the combination of data assumed using new data
collection technologies and an old analysis technique, under the guise of a new
tool for the purpose of addressing a current health problem. That is, to attend to
a progressing disease, diabetes, by observing possible lifestyle changes or
behaviour modification in order to promote an increase in quality of life for
those who suffer with this ailment. As noted in the disclaimer in this chapter,
while the modeling results from this thesis are by no means substantiated by the
medical community and effort is made to avoid discussion of the biochemical
and psychological aspects relating to how metabolism and the autonomic
nervous system influences BG - as this would probably require a treatise of
some sort - they do however demonstrate a number of key geographical findings
to be discussed further in the next section.
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Although the technique employed in this thesis is not simple and indeed,
at the onset of examining the complex nature of BG fluctuation in relation to a
wide range of possible influencing variables, the results may seem chaotic,
random or complex. However, findings from this thesis suggest that in fact, BG
change may be explained by a wide variety of variables that may be unique to
certain groups of DM patients. This notion suggests grounds for a larger study in
order to possibly identify with greater certainty specific groups of DM patients
where effective disease management and control of BG is possible through
specific behavioural modification.
The results of this thesis also reflect and expand upon more recent key
aspects of conceptual frameworks introduced by Helfenstein (Helfenstein 1991,
1996), Imhoff (Imhoff et al. 1998) Bellazzi et al. (Bellazzi et al. 2000, Bellazzi et
al. 2009) and Takeuchi et al. (Takeuchi et al. 2009) regarding time series analysis
of health information; (Lymberis 2004, Baert et al. 2006, Otto et al. 2006,
Pandian et al. 2008, Meyfroidt et al. 2010, Pantelopoulos et al. 2010) involving
the continuous monitoring of health information by way of wearable sensors;
the culmination of which as identified by Saarloos et al. (2009) and Doherty et al.
(2006) as providing key opportunities for geographers to contribute to the health
sciences by linking space and time at the individual level. Furthermore, this
thesis has made use of powerful methods for storing and disseminating vast
amounts of health information contributing to the idea that many researchers
believe a major breakthrough is eminent at both the basic levels and clinical
levels of investigation that will result in revolution of health monitoring in the
not so distant future.
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5.2

Key methodological contributions

Despite several challenges and limitations (see also, next section), results
from this thesis suggest that it is indeed possible to obtain spatial and
physiological data at regular even sub-second intervals over long periods of time
for the purpose of extracting or 'data-mining' for significant health influencing
factors. The analysis undertook in this thesis are considered especially novel as
physiological habits specific to individual subjects make an unsupervised
learning approach under real world conditions ideal - in contrast to laboratory
conditions (Duchene et al. 2007). Although reluctant to draw any specific
medical conclusions, the uniqueness of the data and analysis technique used in
this thesis suggests a potential clinical value for these types of methodologies.
More specifically, the findings from this thesis are able to build upon
previous attempts to examine the relationship of BG with various external
factors. Past studies have had to rely on data observed at extremely large
intervals measured in days (Helfenstein 1996), make use of a limited number BG
predicting variables (Ekelund et al. 2009) or rely on data at larger intervals (30
minutes) and then apply analysis techniques that do not control for
autocorrelation of residuals (Takeuchi et al. 2009). This thesis was able to
contribute to the existing approaches by:
1. Demonstrating the ability to dynamically analyze BG fluctuation
effectively at short intervals and control for autocorrelation of residuals;
2. Testing the BG predicting ability of a wide range of daily life event
variables including the first attempt to examine the relationship between
time-measured activity variables on BG and;
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3. Demonstrate the effectiveness of such data collection and analysis
techniques for the purpose of predicting BG and other possible time
lagged health outcomes.
Furthermore, this thesis incorporated traditional diary style time measured
activity data resulting in hybridization with human monitoring physiological
data. This opportunity for collaboration between data collection techniques has
allowed for the chance to explore spatial/temporal associations and how social
relations may support or weaken health and well-being (Rainham et al. 2008).
Further to this, Saarloos et. al (2009) suggest that past approaches to examine
health at the individual level previously circumvent how health behaviours
really occur due to individuals interacting with their environment and each
other. In order to model and forecast environmental influences on health
behaviour, such as nutrition and physical activity, better understanding how
activities are linked in space and time at the individual level is required. This
thesis serves as an early attempt at doing so.

5.3

Challenges and limitation

The accuracy of some of the input variables may have distorted results.
Whereas some variables were measured passively (e.g. BG, location) in order to
limit the amount of human error, some were self-reported by subjects, such as
food intake. It is likely that some degree of error regarding food diary input
existed, whether it be a subject not eating what they had recorded/intended, or
simply not recording what they had eaten. Such errors may contribute to error
in the models and possible misinterpretation. Also, over medicating or not
reporting medicating may add ambiguity to modeling results.
Additionally, a few equipment related challenges existed during data
collection. Some devices suffered from some data outage issues for technical and
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user-related reasons, but that overall capture rates were reasonably high. In the
end, 13 subjects were excluded from analysis for these reasons, in an attempt to
reduce the impact of missing/poor quality data on the results. Other devices
suffer from additional measurement issues, the most relevant being the
accelerometer - a high Vmag recording in this thesis was presumed to be
associated with engagement in physical activity. This may in fact be artificial and
the result of mechanically assisted travel velocity, or 'non-active' transport in the
form of vehicular travel. Such affects were not accounted for in this thesis.

5.4

Future Work

Recently, the increasing amounts of health and human activity data with
high dimensionality has provided researchers the opportunity to discover new
patterns and build models from large datasets; also referred to as data-mining or
knowledge discovery. Such applications dealing with temporal sequences,
encourage the further development of the "time-series mining" research field.
New initiatives may include the development of discovery algorithms that serve
to extract important patterns and identify similarities or trends for the purpose
of description and/or prediction. Using data collection methods and time
sensitive analysis techniques presented in this thesis makes possible for the
grouping of traditional health determinants to examine for spatial/temporal
patterns among similar population groups to examine for places in time that may
be responsible for adverse effects on health and well-being. This may be most
useful for monitoring purposes, like in a home-care setting, when dealing with
detecting abnormal behaviours, threats to the loss of independence and the need
to develop personalized health management strategies.
Additional future work could involve the examination of each time
measured activity episode, treating each like the input predicting variable
insulin used in this thesis. That is, isolate in the form of a 'time window' with
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start and end times for each specific activity episode, like 'time spent with
people'. This would allow for each activity episode to then be treated as an event
that results in an increase or a decrease in BG. Additionally, future studies may
want to include a more sophisticated acceleration monitoring system. Although
current studies are aimed at improving the accuracy of a singular accelerometer
unit in detecting and monitoring physical activity, until then, one device provides
limited information leaving much to speculation.

5.5

Conclusions

This thesis explored a key new opportunity for geographers to contribute
to the health sciences by using data collected from emerging human
location/activity tracking technology combined with body-based biophysical
sensors and dynamically analyzing diabetic health information using a timeseries sensitive analysis technique. This has allowed for an unprecedented
opportunity to examine the affects of human geographies (activities, travel,
exercise, social interaction, exposure, etc.) on health outcomes at a very fine
spatial/temporal scale over long periods of time under real-world conditions in
the built environment.
Furthermore, this thesis was able to demonstrate the potential for
continuous monitoring of DM patients who are trying to optimize their BG
control and echoes the sentiment of Dr. P. Oh, data collection research
collaborator from TRI, by combining a time-series sensitive analysis technique to
a unique data set:
"We all know that exercise, heart rate and diet are important factors in successful
management of a diabetic patient's condition [and] we anticipate that this GPSsupported monitoring and alerting system will place greater control of health
management in the hands of the patient At a minimum, it will allow individuals to gain a
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greater appreciation of the effects their, work, travel, recreation and eating habits have
on their health" (WLU 2006).

Findings on a subject-to-subject basis certainly suggest that the
uniqueness and complexity of treating for DM. Albeit these findings are unlikely
to guide immediate policy and health practice change, they do highlight the
opportunity and need for a variety of disciplines to continue to collaborate in
order to improve our understanding of human health from a behavioural
context.
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