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FOR HECKE CONGRUENCE SUBGROUPS OF SL(2,Z[i])
by
NIGEL WATT
Abstract: We prove new bounds for weighted mean values of sums involving Fourier coefficients of cusp
forms that are automorphic with respect to a Hecke congruence subgroup Γ ≤ SL(2,Z[i]), and correspond
to exceptional eigenvalues of the Laplace operator on the space L2(Γ\SL(2,C)/SU(2)). These results are,
for certain applications, an effective substitute for the generalised Selberg eigenvalue conjecture. We give
a proof of one such application, which is an upper bound for a sum of generalised Kloosterman sums (of
significance in the study of certain mean values of Hecke zeta-functions with groessencharakters).
Our proofs make extensive use of Lokvenec-Guleska’s generalisation of the Bruggeman-Motohashi sum-
mation formulae for PSL(2,Z[i])\PSL(2,C). We also employ a bound of Kim and Shahidi for the first
eigenvalues of the relevant Laplace operators, and an ‘unweighted’ spectral large sieve inequality (our proof
of which is to appear separately).
Keywords: spectral theory, large sieve, mean value, Hecke congruence group, Gaussian number field, Gaus-
sian integers, sum formula, automorphic form, cusp form, non-holomorphic modular form, Fourier coefficient,
Kloosterman sum, inverse Bessel transform, eigenvalue conjecture, gro¨ssencharakter, Hecke character.
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Outline of Results and Methods
In [4] Bruggeman and Motohashi have obtained summation formulae for PSL(2,Z[i])\PSL(2,C), anal-
ogous to the summation formulae for PSL(2,Z)\PSL(2,R) of Bruggeman [2] and Kuznetsov [15,16]. Their
first formula shows that a certain wide class of sums involving Fourier coefficients of modular forms may be
expressed in terms of sums of ‘generalised’ Kloosterman sums; their second formula does the reverse (and is a
partial inverse of their first formula). In order to distinguish these two types of summation formula, we shall
use the terminology ‘spectral to Kloosterman summation formula’, and ‘Kloosterman to spectral summation
formula’. Subsequently, in [19], Lokvenec-Guleska succeeded in generalising this work of Bruggeman and
Motohashi, so as to obtain, for each imaginary quadratic number field F = Q(
√
D), and for each Hecke con-
gruence subgroup Γ of the special linear group SL(2,OF ) (where OF denotes the ring of integers of F ), the
corresponding summation formulae for Γ\SL(2,C). Our aim in this paper is to describe several applications
of the case F = Q(i) of these generalised summation formulae. Hence we assume, in what follows, that Γ is
one of the Hecke congruence subgroups of the group SL(2,Z[i]); these subgroups, and the ‘levels’ with which
they are associated, are defined at the beginning of the next section. Our applications of the summation
formulae include new bounds for mean values of sums involving Fourier coefficients of modular forms, and
new bounds for sums of generalised Kloosterman sums. Our results depend, in part, upon the best available
lower bound for the absolute value λ1 = λ1(Γ) of the first non-zero eigenvalue of the Laplace operator ∆ on
the space L2(Γ\SL(2,C)/SU(2)). This is currently the bound λ1 > 77/81 of Kim and Shahidi [13,14].
In the spectral theory of L2(Γ\SL(2,C)) utilised in [19] the fundamental building blocks are not so
much individual modular forms as whole subspaces V that are irreducible and invariant with respect to the
right-actions of all elements of SL(2,C), and that are also ‘cuspidal’ (in that the Γ-automorphic functions
they contain have, at each cusp of Γ, a Fourier expansion in which the ‘constant’ term is zero). Associated
with each of these subspaces V there is a pair of ‘spectral parameters’ (νV , pV ) ∈ C × Z satisfying either
νV ∈ i[0,∞), or else νV ∈ (0, 2/9) and pV = 0 (these are the parameters appearing in the equations (1.1.4)
below). Moreover, for each V , and each cusp c ∈ Q(i)∪{∞}, there are associated Fourier coefficients ccV (m)
(0 6= m ∈ Z[i]), which occur in the Fourier expansion at c of every one of a certain system of generators of
the space V (for details see (1.1.5)-(1.1.9) below). To state our results it is convenient to define the ‘modified
Fourier coefficient’ ccV (m; νV , pV ) to be equal to (π|m|)νV (m/|m|)−pV ccV (m).
A countably infinite set of pairwise orthogonal cuspidal subspaces V arise in the spectral decomposition
of L2(Γ\SL(2,C)), but do not generate the whole of that space: indeed, the complete form of this spectral
decomposition involves, in addition to the subspaces V , certain subspaces generated by continuously weighted
mean values of Eisenstein series (for more details see (1.1.2), (1.1.3), (1.1.12) and (1.1.19) below). On one side
of the summation formulae (of Bruggeman and Motohashi, or Lokvenec-Guleska) stand sums and integrals
defined in terms of the spectral data and Fourier coefficients discussed above; on the other side are sums of
‘generalised Kloosterman sums’ Sa,b(m,n; c), where the cusps a, b and m,n ∈ Z[i]−{0} are fixed, and where
the summation is over all c lying in a certain countably infinite set aCb ⊂ C∗ with no point of accumulation
in C (see (1.1.13)-(1.1.15) and (1.1.1) for the relevant definitions).
In the paper [22] (to appear) the case F = Q(i) of the spectral to Kloosterman formula for Γ0(q)
obtained in [19] is slightly generalised, so as to apply for arbitrary pairs of cusps a, b (rather than just for
a = b = ∞); by means of that generalised formula, and bounds for the relevant generalised Kloosterman
sums, we obtain, in [22, Theorem 1], the spectral large sieve inequality which is reproduced as ‘Theorem 2’
in this paper. In the present paper it is instead the Kloosterman to spectral summation formula, Theorem 1
below, that has the more prominent part to play (though we use the spectral to Kloosterman summation
formula in proving Theorem 11).
To understand what motivates much of our work one has only to consider the application of this
Kloosterman to spectral summation formula with the ‘test-function’ f = FX given by
FX(z) = Φ
(
X |z|2) (z ∈ C∗),
where X ≥ 2, and the function Φ is infinitely differentiable on (0,∞), with support [1/2, 2] and range [0, 1],
say. By (1.2.1), we have
(Γ)∑
c∈aCb
Sa,b (m,n; c)
|c|2 FX
(
2π
√
mn
c
)
= π
(Γ)∑
V
caV (m; νV , pV ) c
b
V (n; νV , pV )KFX(νV , pV ) + · · · , (0.1)
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where the transform Kf(ν, p) is given by (1.2.2)-(1.2.4), while the ellipsis ‘· · ·’ signifies a sum involving
modified Fourier coefficients of Eisenstein series, and the suffix ‘(Γ)’, placed above both summation signs,
serves only as a reminder that the set aCb, the Kloosterman sum Sa,b(m,n; c) and the relevant set of
cuspidal subspaces V are dependent on the Hecke congruence subgroup Γ ⊂ SL(2,Z[i]). Note that, since Φ
has support [1/2, 2], the first summation in (0.1) is effectively a sum over the finitely many c ∈ aCb which
satisfy X ′/2 < |c|2 < 2X ′, where X ′ = 4π2|mn|X . By Lemma 2.2 of this paper, one moreover has
KFX(ν, p)≪Φ (logX)X−|p|(1 + |ν|)−4 for (ν, p) ∈ iR× Z. (0.2)
Since the relevant spectral parameters (νV , pV ) are either contained in iR × Z, or else have pV = 0 and
0 < ν ≤ 2/9, it follows by (0.1), (0.2) and the spectral large sieve inequality (Theorem 2 below) that
(Γ)∑
c∈aCb
X′
2 <|c|
2<2X′
Sa,b(m,n; c)
π|c|2 FX
(
2π
√
mn
c
)
= OΦ,m,n(logX) +
(Γ)∑
V
νV >0
caV (m; νV , 0) c
b
V (n; νV , 0)KFX(νV , 0) , (0.3)
where (see the discussion around (1.1.11) below) the last summation is certainly finite, and each relevant
V (if there be any) corresponds to an eigenvalue λV of the (symmetric and positive) operator −∆ on
L2(Γ\SL(2,C)/SU(2)) satisfying λV = 1 − ν2V < 1; this is, moreover, a bijective correspondence. If the
generalised Selberg eigenvalue conjecture (for which see [7, Chapter 7, Part 6]) is correct, then the sum over
V in (0.3) is empty. In the absence of any proof of this conjecture it remains relevant to note that, by
Lemmas 2.2 and 2.3 of this paper,
ν−1Xν ≪Φ KFX(ν, 0)≪Φ ν−1Xν for 0 < ν ≤ 1/2 and X → +∞. (0.4)
Hence, if it is (for example) the case that the eigenvalue λ1(Γ) is both ‘exceptional’ (i.e. less than 1) and of
multiplicity 1, then by (0.3) and (0.4) one will have∣∣∣∣∣
(Γ)∑
c∈aCb
X′
2 <|c|
2<2X′
Sa,b(m,n; c)
π|c|2 FX
(
2π
√
mn
c
)∣∣∣∣∣ ≍Φ
∣∣caV1(m; ν1, 0) cbV1(n; ν1, 0)∣∣
ν1
Xν1 as X → +∞, (0.5)
where ν1 =
√
1− λ1(Γ), and where V1 is that cuspidal subspace V which occurs in the spectral decomposition
of L2(Γ\SL(2,C)) and has (νV , pV ) = (ν1, 0). It is therefore reasonable to expect that, in the event that the
sum over V in (0.3) being non-empty, that sum will be the crucial determinant of the asymptotic behaviour
(as X → +∞) of the sum of Kloosterman sums appearing in (0.3). By the bound λ1 > 77/81 of Kim and
Shahidi, one has 0 < ν1 < 2/9 in (0.5), and 0 < νV < 2/9 in the sum over V in (0.3).
We follow the pattern set by Deshouillers and Iwaniec [5], in considering weighted mean values (over
m and n) of the sum of Kloosterman sums appearing on the left-hand sides of (0.5). Their results on
sums of generalised Kloosterman sums associated with Hecke congruence subgroups of SL(2,Z) had (see
[5, Section 1.5]) numerous applications to problems concerning the multiplicative number theory of the
rational integers: so one motivation for this paper is to obtain results that may help to similarly advance the
multiplicative number theory of the Gaussian integers. Bearing in mind the equation (0.3), and the bounds
in (0.4), we are led (via the Cauchy-Schwarz inequality) to investigate what upper bounds may be obtained
for the sums
σaq (b, N ;X) =
(Γ0(q))∑
V
νV >0
XνV
∣∣∣∣∣ ∑
N
C <|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
(0 6= q ∈ Z[i], a ∈ Q(i) ∪ {∞}), (0.6)
where N,X ≥ 1, C > 1 and Γ0(q) is the Hecke congruence subgroup of SL(2,Z[i]) of level q, while the
coefficients bn (0 6= n ∈ Z[i]) are arbitrary complex numbers (collectively represented by the symbol ‘b’).
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Usually we have either C = 2, or C = 4. Note, moreover, that ‘n’, in the above, is a Gaussian integer
variable of summation (i.e. it ranges over all values in Z[i] permitted by the conditions attached to the
summation sign). Indeed, since most of the summations that appear in this paper are summations over Z[i],
it has suited us to make it our convention that, where there is nothing to indicate the contrary, variables of
summation are understood to be Gaussian integer variables.
Our principal results presuppose a uniform bound of the form
Re(νV ) ≤ ϑ ≤ 2
9
, (0.7)
such as follows (with ϑ = 2/9) from the lower bound λ1 > 77/81 of Kim and Shahidi. By combining
the bound (0.7) with a carefully targeted application of the Kloosterman to spectral summation formula,
we obtain, in Theorem 4 below, an upper bound for σaq (b, N ;X). The proof of this result, and those of
Theorems 5, 6 and 7 are modelled on the proofs of the analogous results in [5].
In Theorems 5-9 we specialise to the case a = ∞, and consider the mean value, over levels q ∈ Z[i]
satisfying a condition of the form Q/2 < |q|2 ≤ Q, of the sum σ∞q (a, N ;X): note that Theorems 8 and 9
apply only when the relevant coefficients an (0 6= n ∈ Z[i]) are of a special type. Theorems 6 and 7 are a
key tool in our proofs (by induction) of Theorems 5 and 9: they enable one to relate the mean value
S(Q,X,N) =
∑
Q
2 <|q|2≤Q
σ∞q (a, N ;X)
to other mean values of the same form, but with X and Q replaced by other numbers (and, in the case of
Theorem 7, with each coefficient an replaced by the corresponding product an|n|2it, where t is some real
number independent of n). In cases where both Q/N and X/(Q/N) are sufficiently large, the result (1.3.7)
of Theorem 5 is a sharper upper bound than that which follows directly from Theorem 4 and (0.7).
We consider Theorem 9, which is an analogue of [21, Theorem 2], to be the foremost achievement of
this paper. Indeed, both Theorems 8 and 9 are play a crucial part in a significant application that we will
come to shortly (after some discussion of Theorem 8, and of the proof of Theorem 9).
Theorem 8 is (as shown towards the end of Subsection 1.3) an easy corollary of Theorem 9. There
is, of course, a direct proof of Theorem 8 (one considerably shorter than that of Theorem 9), but we have
not included it in this paper. A measure of the strength of Theorem 8 is that, in respect of cases where
1 ≤ X ≤ Q2/N and the coefficients an satisfy the required hypotheses (i.e. with H = N), it yields the same
bound for the mean value S(Q,X,N) as would follow (by Theorems 3 and 4), were it known to be the case
that, for every ε > 0, one has λ1(Γ) ≥ 1 − ε for all but finitely many of the Hecke congruence subgroups
Γ = Γ0(q) ≤ SL(2,Z[i]).
Our proof of Theorem 9 resembles that of the analogous result [21, Theorem 2] in having three distinct
phases. In the first phase (to which Sections 5 and 6 are devoted) we obtain, ultimately through Lemmas 6.1-
6.3, a bound for a sum of the form
R =
∑
p6=0
θp|p|−2
∑
q 6=0
|q|−2
∑
h
φh
∑
k
∑
ℓ
S(hk, ℓ; pq)ϕ(h, k, ℓ, p, q)Υℓ ,
where S(u, v;w) denotes the ‘simple Kloosterman sum’ defined in (1.3.6), and where it is supposed that
θm, φm = O(1) for 0 6= m ∈ Z[i]; that Υℓ ∈ C for ℓ ∈ Z[i]; and that the function ϕ : C5 → C is ‘sufficiently
smooth’ (in the sense made clear at the start of Section 6) and, for some Z1, . . . Z5 ≥ 1, has its support
Supp(ϕ) contained in the set {z ∈ C5 : Zj/2 ≤ |zj|2 ≤ Zj for j = 1, . . . , 5}.
The steps in the proof of Lemma 6.1 are similar to steps in the initial part of the proof of [21, Proposi-
tion 2.1]. The only (rather minor) novelty there is the use of Poisson summation over Z[i], instead of Poisson
summation over Z. Although it would require some additional hypotheses concerning the coefficients φh and
Υℓ, the entire proof of [21, Proposition 2.1] could be adapted for the current context: this would not yield
identically the same bound for R as that obtained in Lemma 6.3, but would nevertheless produce a result
from which Theorem 9 could be deduced. Rather than do this, we instead take the opportunity to try out
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some new ideas, in the hope of achieving a proof in which the key features are less obscured by lengthy
computations than is the case in respect of the proof of [21, Proposition 2.1].
Our primary innovation (in the estimation of R) is to be found in the proof of Lemma 6.2. There
we apply, in conjunction with the Cauchy-Schwarz inequality, a ‘special analytic large sieve for Z[i]’, which
is obtained in Lemmas 5.8 and 5.9 (as a corollary of Huxley’s more general large sieve estimates in [9,
Theorem 1]). This ultimately results in the bound for R that we obtain in Lemma 6.3. That bound, however,
is not quite adequate for our purposes, for it is only obtained subject to quite stringent conditions (these being
the same conditions as appear in the hypotheses of Lemma 6.1). The hypothesis that Q≫ max{HK,L}, is
the most irksome of these conditions; it causes Lemma 8.4 to be conditional upon having R ≥ N ; and if we
had no means of setting aside this last constraint, then we would be unable to deduce the case 1 ≤ Q ≤ N
of the result in Lemma 8.5, which would (at best) make the deduction of the result of Theorem 9 more
difficult. These considerations prompt our work in Section 7, which is an application of the Parseval identity
[19, Theorem 8.1] pertaining to a certain subspace of L2(Γ0(q)\SL(2,C)). In Lemma 7.3 we find that
S(R,X,N)≪ (logR1) (S (R1, X,N) + S (2R1, X,N)) for 1 ≤ R ≤ 25 R1. (0.8)
Hence, at the (acceptable) cost of increasing our final bounds on S(Q,X,N) by a factor O(logN), we are
effectively able to nullify the condition R ≥ N of Lemma 8.4, and so compensate for the above mentioned
inadequacy of the bound for R obtained in Lemma 6.3.
Lemma 8.5 marks the end of the second phase of our proof of Theorem 9. At the end of Section 8 comes
the third and final phase, in which it is shown (with the help of Lemma 4.2, a corollary of Lemmas 6 and 7)
that Theorem 9 follows by induction from Lemma 8.5.
In the paper [23] (to appear), an analysis of the contribution of ‘off-diagonal terms’ to a certain mean
value of groessencharakter zeta-functions (a smoothly weighted majorant of the mean value J(D,N) defined
in (1.4.22) below) leads to a sum of generalised Kloosterman sums Sa,b(m,n; c), in which a = 1/s, with
0 6= s ∈ Z[i], and b =∞, while the relevant discrete subgroups of SL(2,C) are Hecke congruence subgroups
Γ0(rs) ≤ SL(2,Z[i]), with 0 6= r ∈ Z[i] and r coprime to s. This is analogous to the situation which obtained
in respect of the proofs of both [6, Theorems 1 and 2] and the later result [21, Theorem 1]; and it provides
the motivation for Theorem 10 of the present paper, in which we obtain a bound for the sum of generalised
Kloosterman sums in question that is (if one allows for the stronger lower bounds for λ1(Γ) now available)
analogous to the bound obtained in [21, Proposition 4.1] .
See the end of Section 1.4 for a brief description (with some history) of the main result obtained in [23].
Note, in particular, that the proof, in [23], of the bound (1.4.23) for J(D,N) depends critically on the result
that we obtain in Theorem 10. Since Theorem 10 is essentially a corollary of Theorems 3, 4, 8 and 9, the
part it plays in [23] therefore constitutes a significant application of those results.
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§1. Definitions and Statements of the Results
§1.1. The Space L2(Γ\G), Kloosterman Sums and Fourier Coefficients of Cusp Forms
Let O = Z[i] (the ring of Gaussian integers). Then, for each non-zero q ∈ O, the Hecke congruence
subgroup of SL(2,O) of level q is the group
Γ0(q) =
{(
a b
c d
)
∈ SL(2,O) : c ∈ qO
}
,
endowed with the associative binary operation of matrix multiplication; and all Hecke congruence subgroups
of SL(2,O) are contained in the set {Γ0(q) : 0 6= q ∈ O} = {Γ0(q) : q ∈ O, Re(q) > 0 and Im(q) ≥ 0}.
Let Γ be a Hecke congruence subgroup of SL(2,O). Then Γ is a discrete and cofinite (but not cocompact)
subgroup of the Lie group G = SL(2,C). A function f : G→ C is said to be Γ-automorphic if and only if it
is such that
f(γg) = f(g) for γ ∈ Γ and g ∈ G .
In preparation for further discussion of Γ-automorphic functions we next define a coordinate system and
measure for G.
The maximal compact subgroup of G is K = SU(2) =
{
k[α, β] : α, β ∈ C and |α|2 + |β|2 = 1} where
k[α, β] =
(
α β
−β α
)
(α, β ∈ C).
One has G = NAK (the Iwasawa decomposition) where N = {n[z] : z ∈ C} and A = {a[r] : r > 0}, with
n[z] =
(
1 z
0 1
)
(z ∈ C) and a[r] =
(√
r 0
0 1/
√
r
)
(r > 0).
Moreover, each k = k[α, β] ∈ K has a factorisation of the form k = h[eiϕ/2]v[iθ]h[eiψ/2], where ϕ, θ, ψ ∈ R,
h[u] =
(
u 0
0 u−1
)
and v[iθ] =
(
cos(θ/2) i sin(θ/2)
i sin(θ/2) cos(θ/2)
)
.
Each g ∈ G has unique Iwasawa coordinates (z, r, θ, ϕ, ψ) ∈ C×(0,∞)×R3 such that θ ∈ [0, π), ϕ±ψ ∈ [0, 4π)
and n[z]a[r]h
[
eiϕ/2
]
v[iθ]h
[
eiψ/2
]
= g. In terms of these coordinates (and with x = Re(z), y = Im(z))
the subgroups N , A and K have left and right Haar measures dn = d+z = dxdy, da = r
−1 dr and
dk = 2−3π−2 sin(θ) dϕdθ dψ, respectively. Note that dk here is normalised so that
∫
K
dk = 2. Similarly
dg = r−2 dn da dk = r−3 dxdy dr dk (g = n[x+ iy]a[r]k, x, y ∈ R, r > 0 and k ∈ K)
is a left and right Haar measure for G.
By [7, Chapter 7, Proposition 3.9], a fundamental domain for the action of SL(2,O) upon G is the set
FGQ(i) = FNAQ(i)K+ ,
where
FNAQ(i) =
{
n[z]a[r] : z ∈ C, r > 0, |z|2 + r2 ≥ 1 and |Re(z)|, Im(z) ∈ [0, 1/2]}
and
K+ =
{
h
[
eiϕ/2
]
v [iθ]h
[
eiψ/2
]
: 0 ≤ θ < π, 0 ≤ ϕ− ψ < 4π and 0 ≤ ϕ+ ψ < 2π
}
(the latter set being a fundamental domain for the action of the group {h[1], h[−1]} on K). Since the group
Γ = Γ0(q) is of finite index in SL(2,O) = Γ0(1), there exist representatives γ1, . . . , γ[SL(2,O):Γ] of the right
cosets of Γ in SL(2,O) such that the set
[SL(2,O):Γ]⋃
k=1
γkFGQ(i) =
[SL(2,O):Γ]⋃
k=1
γkFNAQ(i)K+ = FΓ\G (say)
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is a fundamental domain for the action of Γ upon G.
Since Γ ∋ h[−1], the Γ-automorphic functions f are even (i.e. they satisfy f(h[−1]g) = f(gh[−1]) = f(g),
for g ∈ G). Given any measurable Γ-automorphic function f : G→ C, one defines∫
Γ\G
f(g)dg =
∫
FΓ\G
f(g)dg
if the latter integral exists (note that this integral is independent of our particular choice of fundamental
domain FΓ\G). Such a function f is said to be ‘square integrable’ if and only if∫
Γ\G
|f(g)|2dg <∞ .
We define L2(Γ\G) to be the set of all square integrable Γ-automorphic functions f : G → C. This set
L2(Γ\G) is a Hilbert space with inner product
〈f, h〉Γ\G =
∫
Γ\G
f(g)h(g)dg (f, h ∈ L2(Γ\G)).
We now define what is meant by ‘Fourier expansion at a cusp’: this concept will prove useful in discussing
the decomposition of the space L2(Γ\G). When z = [z1, z2] ∈ P1(C) = C ∪ {∞} (the Riemann sphere) and
g =
(
a b
c d
)
∈ G ,
one may define gz =
[
az1 + bz2, cz1 + dz2
] ∈ P1(C) (so that g∞ = ∞ = [1, 0] if and only if c = 0).
This (since Γ < G) determines an action of Γ on the Riemann sphere. The ‘cusps’ of Γ are the points
c ∈ P 1(Q(i)) = Q(i) ∪ {∞}. For a cusp c of Γ, the corresponding stabiliser and ‘parabolic stabiliser’
subgroups,
Γc = {γ ∈ Γ : γc = c} and Γ′c = {γ ∈ Γc : Tr(γ) = 2} ,
(where Tr(γ) denotes the matrix trace of γ) are both infinite, with [Γc : Γ
′
c] ∈ {2, 4}; and it is possible to
choose a ‘scaling matrix’ gc ∈ G such that gc∞ = c and
g−1c Γ
′
cgc = {n[α] : α ∈ O} = B+ (say). (1.1.1)
We assume henceforth that each cusp c of Γ has assigned to it just such a scaling matrix gc. When f : G→ C
is Γ-automorphic one has f (gcn[α]g) = f
(
gcn[α]g
−1
c gcg
)
= f (gcg), for g ∈ G and α ∈ O. Hence if f is (for
example) a Γ-automorphic function that is continuous on G, then one has a Fourier expansion at the cusp c:
f (gcg) =
∑
ω∈O
(F cωf) (g) (g ∈ G),
where, for ω ∈ O, the function F cωf : G→ C is continuous on G and satisfies
(F cωf) (n[z]g) = e (Re(ωz)) (F
c
ωf) (g) (g ∈ G, z ∈ C),
with ‘e(x)’ being a convenient notation for exp(2πix).
Let 0L2(Γ\G) denote the closure in L2(Γ\G) of the subspace spanned by cusp forms (we define the term
‘cusp form’ below (1.1.10)). Then, by the discussion in [19, Chapter 8], the Hilbert space L2(Γ\G) has a
decomposition into mutually orthogonal subspaces,
L2(Γ\G) = C⊕ 0L2(Γ\G)⊕ eL2(Γ\G) , (1.1.2)
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where C denotes the 1-dimensional space of constant functions, while
0L2(Γ\G) =
⊕
V , (1.1.3)
with V running over a countably infinite set of mutually orthogonal ‘cuspidal’ proper subspaces (in the
terminology of representation theory each V here is both invariant and irreducible with respect to the
right-actions of the elements of G). To classify the spaces V we need the two Casimir operators associated
with G, which are Ω+ and Ω− = Ω+, where in terms of the Iwasawa coordinates (and with ∂/∂z =
(1/2)(∂/∂x− i∂/∂y) and ∂/∂z = ∂/∂z = (1/2)(∂/∂x+ i∂/∂y)) one has:
Ω+ =
1
2
r2
∂
∂z
∂
∂z
+
1
2
reiϕ cot(θ)
∂
∂z
∂
∂ϕ
− 1
2
ireiϕ
∂
∂z
∂
∂θ
− 1
2
reiϕ csc(θ)
∂
∂z
∂
∂ψ
+
+
1
8
r2
∂2
∂r2
− 1
4
ir
∂
∂r
∂
∂ϕ
− 1
8
∂2
∂ϕ2
− 1
8
r
∂
∂r
+
1
4
i
∂
∂ϕ
.
By the discussion in [19, Subsection 3.2.2], each V occurring in the decomposition (1.1.3) has associated
with it a unique pair of ‘spectral parameters’ (νV , pV ) ∈ (i[0,∞)× Z) ∪ ((0, 1)× {0}) such that
Ω±f =
1
8
(
(νV ∓ pV )2 − 1
)
f for f ∈ V ; (1.1.4)
and each has, itself, a decomposition into mutually orthogonal proper subspaces:
V =
∞⊕
ℓ=|pV |
ℓ⊕
q=−ℓ
VK,ℓ,q (1.1.5)
with VK,ℓ,q ⊆
{
f ∈ V : ΩKf = 12 (ℓ+ 1)ℓf and (∂/∂ψ)f = −iqf
}
for q, ℓ ∈ Z, ℓ ≥ |pV | and |q| ≤ ℓ, where
ΩK (the Casimir operator associated with K = SU(2)) is given by
ΩK =
1
2
csc2(θ)
(
∂2
∂ϕ2
+
∂2
∂ψ2
)
− csc(θ) cot(θ) ∂
2
∂ϕ∂ψ
+
1
2
∂2
∂θ2
+
1
2
cot(θ)
∂
∂θ
.
We follow [4] and [19] in our use of the symbols ‘ℓ’, ‘pV ’ and ‘q’ in the above: it may therefore be worth
clarifying that ‘q’, in the context of the spaces VK,ℓ,q in (1.1.5), denotes a rational integer valued variable
that is independent of the (as yet unspecified) level of the group Γ. But, from Subsection 1.2 onwards
(where there is little need to discuss the spaces VK,ℓ,q or related matters, unless it be in respect of the case
ℓ = pV = q = 0) we generally have Γ = Γ0(q), so that q then denotes some non-zero Gaussian integer ‘level’.
As explained below [19, Equation (8.3)], each factor VK,ℓ,q in the decomposition (1.1.5) is a 1-dimensional
space over C, and so contains some generator fVℓ,q 6= 0 such that
VK,ℓ,q = Cf
V
ℓ,q (1.1.6)
(we take this generator fVℓ,q to equal the ‘TV ϕℓ,q(νV , pV )’ of [19, Chapter 8]).
The Fourier expansions at cusps of the generators of the above spaces VK,ℓ,q are a central concern of
this paper. In order to best describe (and compare) these Fourier expansions we now define certain ‘Jacquet
integrals’. For k = k[α, β] ∈ K and p, q, ℓ ∈ Z with ℓ ≥ max{|p|, |q|}, let Φℓp,q (k[α, β]) be the coefficient of
Xℓ−p in the polynomial (αX−β)ℓ−q(βX+α)ℓ+q. Then the system {Φℓp,q : p, q, ℓ ∈ Z and ℓ ≥ max{|p|, |q|}}
is a complete orthogonal basis of the Hilbert space L2even(K) endowed with the inner product 〈f, h〉K =∫
K f(k)h(k)dk (i.e. the space of even functions f : K → C such that
∫
K |f |2dk <∞). One has
∥∥Φℓp,q∥∥2K = ∫
K
∣∣Φℓp,q(k)∣∣2 dk = 1(ℓ + 12 )
(
2ℓ
ℓ− p
)(
2ℓ
ℓ− q
)−1
for p, q, ℓ ∈ Z and ℓ ≥ max{|p|, |q|}.
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For ω, ν ∈ C, with Re(ν) > 0, and ℓ, p, q ∈ Z with ℓ ≥ max{|p|, |q|}, one defines ϕℓ,q(ν, p) : G → C and the
corresponding Jacquet integral Jωϕℓ,q(ν, p) : G→ C by:
ϕℓ,q(ν, p) (na[r]k) = r
1+νΦℓp,q(k) (n ∈ N , r > 0, k ∈ K); (1.1.7)
(Jωϕℓ,q(ν, p)) (g) =
∫
C
ϕℓ,q(ν, p) (k[0,−1]n[z]g) e(−Re(ωz))dn[z] for g ∈ G.
The last integral converges absolutely when Re(ν) > 0: though it fails to do so when Re(ν) ≤ 0, it is shown
by [4, Lemma 5.1] that if ℓ, p, q, g and ω 6= 0 are given then the function ν 7→ (Jωϕℓ,q(ν, p)) (g) has an entire
analytic continuation. Through this one defines the function Jωϕℓ,q (νV , pV ) : G→ C when (νV , pV ) are the
spectral parameters of an arbitrary irreducible subspace V ⊂ 0L2(Γ\G). As noted in [22, Subsection 1.7] (see,
in particular, [22, Relations (1.7.10) and (1.5.17)]), each term F cωf in the Fourier expansion at any cusp c of
any function f ∈ VK,ℓ,q is a constant multiple of the corresponding Jacquet integral, Jωϕℓ,q (νV , pV ) : G→ C.
Indeed, it is even possible to choose, for the subspace factors VK,ℓ,q in (1.1.5), a system of generators,
BVK =
{
fVℓ,q ∈ VK,ℓ,q − {0} : ℓ, q ∈ Z, ℓ ≥ |pV | and |q| ≤ ℓ
}
(say),
such that at each cusp c of Γ one has Fourier expansions
fVℓ,q (gcg) =
∑
06=ω∈O
ccV (ω) (Jωϕℓ,q (νV , pV )) (g) (g ∈ G, ℓ ≥ |pV | and |q| ≤ ℓ), (1.1.8)
with coefficients cV (ω) that, in addition to being independent of g, are also independent of ℓ and q. The
system BVK may be normalised so that, for ℓ, q ∈ Z with ℓ ≥ |pV | and |q| ≤ ℓ, one has
∥∥fVℓ,q∥∥2Γ\G =

∥∥ΦℓpV ,q∥∥2K if (νV , pV ) ∈ i[0,∞)× Z ,
Γ(1+ℓ−νV )
Γ(1+ℓ+νV )
∥∥Φℓ0,q∥∥2K if 0 < νV < 1 and pV = 0 . (1.1.9)
Subject to this normalisation, the function cV : O→ C is determined, up to a constant multiplier of absolute
value 1, by V and gc alone (the same being true of the system BVK).
It is implicit in the equation (1.1.8) that at all cusps c of Γ one has F c0f
V
ℓ,q(g) = 0 for g ∈ G. Moreover,
it follows by [19, Lemma 5.2.1] that each fVℓ,q ∈ BVK satisfies, at every cusp c of Γ, a growth condition
fVℓ,q (gcna[r]k)≪V,ℓ,q,c rℓ+1/2e−πr (n ∈ N, k ∈ K and r ≥ R(fVℓ,q, c) ), (1.1.10)
where R(f, c) > 0 depends only upon f and c. Any such Γ-automorphic eigenfunction of both Casimir
operators Ω± is commonly termed a ‘cusp form’ (hence the designation of V as a ‘cuspidal’ subspace).
The spectral parameters (νV , pV ) associated with the decomposition (1.1.3) merit some further consid-
eration. Let V be one of the relevant cuspidal subspaces. Then, as indicated prior to (1.1.4), V is either
of the ‘unitary principal series’ (i.e. has νV ∈ i[0,∞) and pV ∈ Z), or else is of the ‘complementary series’
(having 0 < νV < 1 and pV = 0). If pV = 0, then the generator f
V
0,0 of VK,0,0 satisfies −∆fV0,0 = λV fV0,0,
where λV = 1− ν2V and ∆ is the hyperbolic Laplacian operator:
∆ = 4 (Ω+ +Ω−)
∣∣
C∞(G/K)
= r2
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂r2
)
− r ∂
∂r
,
with C∞(G/K) signifying the space of infinitely differentiable functions f : G→ C which, for k ∈ K, r > 0
and z = x + iy ∈ C, satisfy f(n[z]a[r]k) = f(n[z]a[r]). By [7, Theorem 1.7] the operator −∆ is symmetric
and positive on the space
{
f ∈ L2(Γ\G) ∩ C∞(G/K) : ∆f ∈ L2(Γ\G)} ⊃ VK,0,0, which of itself implies
1− ν2V = λV > 0 (partially explaining why we have νV ∈ i[0,∞)∪ (0, 1) when pV = 0). Recent work of Kim
and Shahidi [14], [13, Theorem 4.10] has shown that λV > 77/81, so that one has
(νV , pV ) ∈ (0, 2/9)× {0} if V is of the complementary series. (1.1.11)
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Eigenvalues λV < 1 (and these only) are termed ‘exceptional’. Since the group Γ here is (in the terminology
of [7, Chapter 2, Definition 2.3]) cofinite but non-cocompact, at most finitely many of the factors V in
the decomposition (1.1.3) correspond to such exceptional eigenvalues of −∆. Indeed, by [7, Chapter 4,
Corollary 5.3] one has
∑∗
V λ
−2
V <∞ (the asterisk indicating summation over those of the cuspidal subspaces
V occurring in (1.1.3) that have pV = 0).
The generalised Selberg eigenvalue conjecture, if true, would (in the present context) entail the complete
absence of any exceptional eigenvalues: so that all V occurring in the decomposition (1.1.3) would necessarily
be of the unitary principal series. Whilst the generalised Selberg eigenvalue conjecture has neither been
proved, nor disproved, it is known that certain discrete groups, such as Γ0(1) < SL(2,C), are not associated
(in the manner described above) with any exceptional eigenvalues: see [7, Chapter 7, Proposition 6.2] for
other examples. Yet the current state of knowledge does not, for example, rule out the possibility that there
may exist an infinite sequence of distinct Gaussian primes, ̟1, ̟2, . . . , such that each group in the sequence
Γ0(̟1),Γ0(̟2), . . . is associated with at least one exceptional eigenvalue of −∆. It is fair to say that any
proof of the generalised Selberg eigenvalue conjecture (or of just those cases of it that are relevant) would
render much of this paper obsolete.
The subspace eL2(Γ\G) in (1.1.2) is a special case of the space referred to in [19, Chapter 8] as
‘L2,cont(Γ\G,χ)’, and (as noted there) is generated by integrals of certain Eisenstein series. In determining
a suitable set of such generators it helps to note that, by the relation of Γ-equivalence of cusps (whereby a is
deemed Γ-equivalent to b if and only if γa = b for some γ ∈ Γ), the set P1(Q(i)) of cusps of Γ is partitioned
into finitely many Γ-equivalence classes, each of form {γc : γ ∈ Γ} for some c ∈ P1(Q(i)). We shall use
the notation a ∼Γ b to signify that a is Γ-equivalent to b. Let C be a complete set of representatives of the
Γ-equivalence classes of cusps in P1(Q(i)). Then, for c ∈ C, ℓ, p, q ∈ Z with ℓ ≥ |p|, |q| and ν ∈ C with
Re(ν) > 1, the Eisenstein series Ecℓ,q(ν, p) : G→ C is given by:
Ecℓ,q(ν, p)(g) =
1
[Γc : Γ′c]
∑
Γ′
c
γ∈Γ′
c
\Γ
ϕℓ,q(ν, p)
(
g−1c γg
)
(g ∈ G), (1.1.12)
where ϕℓ,q(ν, p) is as defined in (1.1.7). By virtue of (1.1.1), the sum in (1.1.12) is well-defined. Moreover,
a property of the function ϕℓ,q(ν, p) : G→ C ensures that if Γc 6= Γ′c, and if p is odd, then the terms of that
sum cancell one another out; since [Γc : Γ
′
c] ∈ {2, 4} for c ∈ P1(Q(i)), one therefore has
Ecℓ,q(ν, p) 6= 0 only if p ∈ 12 [Γc : Γ′c]Z .
The condition Re(ν) > 1 ensures absolute convergence of the sum in (1.1.12): this, and more delicate
issues of convergence, are discussed in [22, Subsection 1.8] (but see also [7, Chapter 3], [4, Section 5] or [19,
Section 3.3]). Here it suffices to record that the Eisenstein series given by (1.1.12) are infinitely differentiable
Γ-automorphic functions on G, and inherit from ϕℓ,q(ν, p) the property of being eigenfunctions of both
Casimir operators Ω± with corresponding eigenvalues 18 ((ν ∓ p)2 − 1) .
In parallel with the Fourier expansions (1.1.8) we shall need also the Fourier expansions of the Eisenstein
series. Preparatory to this we now define certain ‘generalised Kloosterman sums’. Given any pair of cusps
a, b ∈ P1(Q(i)), let
aΓb(c) =
{
γ ∈ Γ : g−1a γgb =
( ∗ ∗
c ∗
)}
for c ∈ C , (1.1.13)
and put
aCb = {c ∈ C− {0} : aΓb(c) 6= ∅} . (1.1.14)
Then, for c ∈ aCb and ω, ω′ ∈ O, the generalised Kloosterman sum Sa,b (ω, ω′; c) is given by:
Sa,b (ω, ω
′; c) =
∑
Γ′
a
γΓ′
b
∈Γ′
a
\aΓb(c)/Γ′
b
g−1
a
γgb=
(
s(γ) ∗
c d(γ)
) e
(
Re
(
ω
s(γ)
c
+ ω′
d(γ)
c
))
, (1.1.15)
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where e(x) = exp(2πix). If a, b ∈ C, and if ℓ, p, q ∈ Z and ν ∈ C are such that ℓ ≥ |p|, |q| and Re(ν) > 1,
then at the cusp b the Eisenstein series Eaℓ,q(ν, p) has the Fourier expansion
Eaℓ,q(ν, p) (gbg) = δ
∗
a,bϕℓ,q(ν, p)(g) +
1
[Γa : Γ′a]
Dba(0; ν, p)
πΓ(|p|+ ν)
Γ(ℓ+ 1 + ν)
Γ(ℓ+ 1− ν)
Γ(|p|+ 1− ν) ϕℓ,q(−ν,−p)(g) +
+
1
[Γa : Γ′a]
∑
06=ψ∈O
Dba (ψ; ν, p)Jψϕℓ,q(ν, p)(g) ,
(1.1.16)
where
δ∗a,b =
{
1 if a ∼Γ b,
0 otherwise,
(1.1.17)
and
Dba(ψ; ν, p) =
(Γ)∑
c∈ aCb
Sa,b(0, ψ; c) |c|−2(1+ν) (c/|c|)2p (1.1.18)
(all the sums here being absolutely convergent). Using an evaluation of Sa,b(0, ψ; c) (analogous to the
classical evaluation [8, Theorem 271] of Ramanujan’s sum) it can be shown that when 0 6= ψ ∈ O the
right-hand side of (1.1.18) converges absolutely for Re(ν) > 0. It may, on the other hand, be deduced from
(1.1.12) that when a, ℓ, p, q and g are given, the function ν 7→ Eaℓ,q(ν, p)(g) is holomorphic for Re(ν) > 1
(see [7, Chapter 3, Proposition 2.5] for the case p = q = ℓ = 0); and it is known that this function of ν
has a meromorphic continuation to all of C, with a simple pole at ν = 1 if and only if p = q = ℓ = 0, and
with no other poles in the closed half plane {ν ∈ C : Re(ν) ≥ 0}. This may be shown by application of
Langlands’ general theory [18], or by expressing the coefficients D∞a (ψ; ν, p) (ψ ∈ O) in terms of Hecke zeta-
functions: [4, Lemma 5.2] being a prototypic example of the latter approach. Applying this meromorphic
continuation one obtains, when Re(ν) ≥ 0 and (ν, p) 6= (1, 0), an infinitely differentiable Γ-automorphic
function Eaℓ,q(ν, p) : G→ C satisfying Ω±Eaℓ,q(ν, p) = 18
(
(ν ∓ p)2 − 1)Eaℓ,q(ν, p).
Because of the behaviour (as the Iwasawa coordinate r tends to ∞) of first two terms on the right-hand
side of (1.1.16), one has Eaℓ,q(ν, p) 6∈ L2(Γ\G). Nevertheless, by averaging Eaℓ,q(ν, p) over a range of values of
ν ∈ iR one can obtain a suitable generator in the space eL2(Γ\G). Indeed, by an extension of [7, Chapter 6,
Theorem 3.2], one has:
eL2(Γ\G) =
(Γ)⊕
c∈C
⊕
ℓ,q∈Z
ℓ≥|q|
⊕
p∈ 12 [Γc:Γ′c]Z
|p|≤ℓ
{ ∞∫
0
Ecℓ,q(it, p)(g)H(t)dt : H ∈ L2(0,∞)
}
. (1.1.19)
Equations (1.1.2), (1.1.3), (1.1.5), (1.1.6) and (1.1.19) describe the spectral decomposition of L2(Γ\G): for
the subspace
L2(Γ\G; ℓ, q) =
{
f ∈ L2(Γ\G) : ΩKf = − (ℓ+ 1)ℓ
2
f and
∂
∂ψ
f = −iqf
}
(1.1.20)
(where we assume that ℓ, q ∈ Z and ℓ ≥ |q|), one has a corresponding Parseval identity [22, Theorem A],
which is a special case of [19, Theorem 8.1].
Apart from the coefficient δ∗
a,b in (1.1.16) possibly being replaced by ǫ
pδ∗
a,b, for some ǫ ∈ O∗, the Fourier
expansion (1.1.16)-(1.1.18) is valid for arbitrary cusps a, b of Γ (i.e. not only for a, b ∈ C). Indeed, when
c ∼Γ d, there will exist a unit ǫ ∈ O∗ such that Ecℓ,q(ν, p) = ǫpEdℓ,q(ν, p) for ℓ, p, q ∈ Z with ℓ ≥ max{|p|, |q|}
and all ν ∈ C that are not poles of Ecℓ,q(ν, p) (the set of poles of the function ν 7→ Ecℓ,q(ν, p)(g) being
independent of the variable g).
The meromorphic continuation of the function ν 7→ Eaℓ,q(ν, p)(g) implies a corresponding meromor-
phic continuation of each term (F bψE
a
ℓ,q(ν, p))(g) occurring in the Fourier expansion of the Eisenstein se-
ries Eaℓ,q(ν, p) at the (arbitrary) cusp b, and hence the meromophic continuation over C of the function
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ν 7→ Dba(ψ; ν, p), given (for Re(ν) > 1) by (1.1.18). Let this meromorphic continuation define Dba(ψ; ν, p)
when Re(ν) ≤ 1 and ν is not a pole. Then (from the above discussion) the function ν 7→ Dba(ψ; ν, p) either
has no poles in the closed half plane {ν ∈ C : Re(ν) ≥ 0}, or has there just the one simple pole, at ν = 1: it
is, in particular, holomorphic at all points ν ∈ iR.
In the next three subsections we present our main results. These may be more concisely expressed in
terms of modified Fourier coefficients, ccV (ω; νV , pV ) and B
b
a(ψ; ν, p), which, for a, b, c ∈ P1(Q(i)), 0 6= ω ∈ O,
any cuspidal subspace V occurring as a factor in (1.1.3), any p ∈ Z and any ν ∈ C that is not a pole of
Dba(ω; ν, p), are given by:
ccV (ω; νV , pV ) = (π|ω|)νV (ω/|ω|)−pV ccV (ω) and Bba(ω; ν, p) = (π|ω|)ν (ω/|ω|)−pDba(ω; ν, p) . (1.1.21)
Note that these modified coefficients, and the generalised Kloosterman sums defined by (1.1.13)-(1.1.15), are
to a large extent determined by the Γ-equivalence classes of the relevant cusps (rather than by the cusps
themselves, or by the choice of scaling matrices). This follows from the fact that a ∼Γ b if and only if the
subset aΓb(0) ⊂ Γ given by (1.1.13) is non-empty. For, given the requirement that (1.1.1) holds for all
cusps c, one can (by a calculation) show that if aΓu(0) ∋ γ1 and bΓv(0) ∋ γ2 then, for some β1, β2 ∈ C, some
ǫ1, ǫ2 ∈ O∗ and some η1, η2 ∈ C∗ with η2j = ǫj (j = 1, 2), one will have
g−1a γ1gu = h [η1]n [β1] , g
−1
b
γ2gv = h [η2]n [β2] and
uCv = η1η2aCb
(where the sets aCb, uCv are defined by (1.1.14)) and, for ω1, ω2,∈ O and 0 6= ω ∈ O, the identities:
Su,v (ω1, ω2; c1) = e (Re (β2ω2 − β1ω1))Sa,b (ǫ1 ω1, ǫ2 ω2, η1η2 c1) (c1 ∈ uCv),
cuV (ω; νV , pV ) = e (Re(β1ω)) c
a
V (ǫ1 ω; νV , pV ) and B
v
u(ω; ν, p) = ǫ
p
1 e (Re (β2ω))B
b
a (ǫ2 ω; ν, p)
(the latter pair being valid for any cuspidal subspace V occurring in (1.1.3), and any (ν, p) ∈ C × Z such
that ν is not a pole of Bvu(ω; ν, p)).
§1.2. A Kloosterman to Spectral Sum Formula and Other Key Ingredients
An essential underlying component of the proofs of the principal new results of this paper is the following
‘Kloosterman to spectral’ summation formula for SL(2,C), which is analogous to (though in some ways
simpler than) the summation formula for SL(2,R) of Kuznetsov [15,16]. Before stating this formula it is
worth clarifying, firstly, that when D is an open subset of C, a function f : D → C may be termed ‘smooth’
if and only if each of the functions u(x, y) = Re(f(x + iy)) and v(x, y) = Im(f(x + iy)) (both having the
set D′ = {(x, y) ∈ R2 : x + iy ∈ D} as their domain) is such that, for all n ∈ N, every one of its 2n partial
derivatives of order n is a continuous real-valued function on D′. Secondly, for σ ∈ R, we use the subscript
‘(σ)’ to denote integration from σ − i∞ to σ + i∞ along the contour Re(z) = σ, so that if f is a complex
function such that the function t 7→ f(σ + it) is Lebesgue integrable on (−∞,∞) then∫
(σ)
f(z)dz = i
∞∫
−∞
f(σ + it)dt .
Theorem 1 (A Kloosterman to spectral sum formula). Let f : C∗ → C be an even smooth function
compactly supported in C∗. Suppose moreover that q, ω1, ω2 ∈ O = Z[i], with qω1ω2 6= 0; and that C is
a complete set of representatives for the Γ-equivalence classes of cusps for the Hecke congruence subgroup
Γ = Γ0(q) ≤ SL(2,O). Then, for all pairs of cusps a, b of Γ (and all associated pairs of scaling matrices
ga, gb ∈ SL(2,C) such that (1.1.1) holds for c = a and for c = b), one has
(Γ)∑
c∈aCb
Sa,b (ω1, ω2; c)
|c|2 f
(
2π
√
ω1ω2
c
)
= (1.2.1)
= π
(Γ)∑
V
caV (ω1; νV , pV ) c
b
V (ω2; νV , pV )Kf (νV , pV ) +
+ (−i/4)
(Γ)∑
c∈C
1
[Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
∫
(0)
Bac (ω1; ν, p)B
b
c (ω2; ν, p)Kf(ν, p) dν ,
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where aCb and the generalised Kloosterman sums Sa,b (ω1, ω2; c) are as defined in (1.1.13)-(1.1.15); where the
system of irreducible cuspidal subspaces V ⊂ L2(Γ\G), spectral parameters (νV , pV ) ∈ C× Z and modified
Fourier coefficients cdV (ω; νV , pV ) and B
d
c (ω; ν, p) are as described in (1.1.2)-(1.1.11) and (1.1.16)-(1.1.21),
while the subgroups Γ′c ≤ Γc < Γ are as defined above (1.1.1); and where (as in [4, Theorem 10.1]) one
defines the K-transform by:
Kf(ν, p) =
∫
C∗
Kν,p(z)f(z) d×z , (1.2.2)
with d×z = |z|−2d+z = |z|−2dxdy (for 0 6= z = x+ iy and x, y ∈ R),
Kν,p(z) = J−ν,−p(z)− Jν,p(z)
sin(πν)
, Jµ,k(z) =
∣∣∣z
2
∣∣∣2µ( z|z|
)−2k
J∗µ−k(z)J
∗
µ+k (z) , (1.2.3)
and
J∗ξ (w) =
∞∑
m=0
(−1)m (w/2)2m
Γ(m+ 1)Γ(ξ +m+ 1)
. (1.2.4)
Nothing more than (1.1.1) need be assumed in respect of the scaling matrices gc ∈ SL(2,C) chosen for c ∈ C,
even when C ∩ {a, b} 6= ∅. Similarly, ga may differ from gb, even when a = b.
Proof. This theorem is a minor extension of Lokvenec-Guleska’s result [19, Theorem 12.3.2], which
applies only to the case a = b = ∞ (though being, in other important respects considerably more general
than our theorem). The proof is a straightforward application of [22, Theorem B] (a spectral to Kloosterman
summation formula, generalising [4, Theorem 10.1] of Bruggeman and Motohashi, and extending [19, Theo-
rem 11.3.3] of Lokvenec-Guleska), in combination with Bruggeman and Motohashi’s one-sided B-transform
inversion formula [4, Theorem 11.1] and ‘annihilation lemma’ [4, Lemma 11.1]. The B-transform in question
maps any suitable complex-valued two-variable function h(ν, p) to the function Bh : C∗ → C given by:
Bh(z) =
∑
p∈Z
1
4πi
∫
(0)
Kν,p(z)h(ν, p)
(
p2 − ν2) dν .
Subject to our hypotheses concerning f , we have (see [4, Theorem 11.1]) the one-sided inversion formula:
πBKf = f . (1.2.5)
In addition, [4, Lemma 11.1] shows that∑
p∈Z
∫
(0)
Kf(ν, p)
(
p2 − ν2) dν = 0 , (1.2.6)
To prove our theorem we need only verify that, for some σ > 1/2, the function h = Kf satisfies the
hypotheses (i)-(iii) of [22, Theorem B]: for then the equation (1.2.1) follows by the direct use of (1.2.6) and
(1.2.5) to effect appropriate substitutions in the case h = Kf of [22, Theorem B, Equation (1.9.1)]. Those
hypotheses are satisfied by h = Kf if, when Sσ = {ν ∈ C : |Re(ν)| ≤ σ}, one has all of the following:
(i) Kf(ν, p) = Kf(−ν,−p) for (ν, p) ∈ Sσ × Z ;
(ii) ν 7→ Kf(ν, p) is holomorphic on a neighbourhood of the strip Sσ ;
(iii) Kf(ν, p)≪f,σ (1 + |Im(ν)|)−4(1 + |p|)−4 (say) for (ν, p) ∈ Sσ × Z .
Note firstly that by (1.2.3) and (1.2.4) the functions µ 7→ Jµ,k(z) are entire. Moreover, by using the
relations Jξ = (−1)ξJ−ξ (ξ ∈ Z) satisfied by the J-Bessel function Jξ(z) = (z/2)ξJ∗ξ (z), one may show that
J−ν,−p = Jν,p when both p and ν are integers. By this and the first equation in (1.2.3) it follows that the
functions ν 7→ Kν,p(z) are entire (the singularities at ν ∈ Z being removable). In addition, since it is also
the case that the functions z 7→ J∗ξ (z) are entire, each function z 7→ Jµ,k(z) is continuous on C∗; and so
the same is true of the functions z 7→ Kν,p(z). Therefore (given that f is compactly supported in C∗) it
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follows by the definition (1.2.2) and the holomorphicity of the functions ν 7→ Kν,p(z) that, for each p ∈ Z
the function ν 7→ Kf(ν, p) is entire. This has verified that the condition (ii) above is satisfied.
By [19, Lemma 12.1.1, Estimate (12.24)], the condition (iii) is satisfied for all σ > 0. Finally, since the
condition (ii) has already been verified, the condition (i) is a trivial consequence of (1.2.2) and the relation
Kν,p = K−ν,−p implicit in the first equation of (1.2.3). The proof is now complete, for it has been shown
that the conditions (i), (ii) and (iii) hold for all σ > 0 (and so certainly for some σ > 1/2) 
Remark 1. The above inversion of the summation formula [22, Theorem B] is one-sided (i.e. non-
surjective): for it contains no ‘diagonal term’ (i.e. no counterpart of the term in [22, Equation (1.9.1)]
with coefficient δa,bω1,ω2), whereas, as is pointed out in [4, Section 11], there exist test functions h satisfying
the conditions (i)-(iii) of [22, Theorem B] that do produce a non-zero diagonal term on the right-hand side
of [22, Equation (1.9.1)].
We next state the principal new result of [22], followed by a very useful corollary.
Theorem 2. Let ε > 0, 0 6= q ∈ O = Z[i], Γ = Γ0(q) ≤ SL(2,O) and K,P,N ≥ 1. Suppose further that
bn ∈ C for n ∈ O − {0}, and that u,w ∈ O satisfy w 6= 0 and (u,w) ∼ 1 (i.e. that u and w are coprime).
Then, when a is a cusp of Γ with a ∼Γ u/w, and when Ea0 (q, P,K;N,b) and Ea1 (q, P,K;N,b) are given by
Ea0 (q, P,K;N,b) =
(Γ)∑
V
|pV |≤P, |νV |≤K
∣∣∣ ∑
n∈O
N/2<|n|2≤N
bnc
a
V (n; νV , pV )
∣∣∣2 , (1.2.7)
Ea1 (q, P,K;N,b) =
(Γ)∑
c∈C
1
4π [Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
|p|≤P
∫ K
−K
∣∣∣ ∑
n∈O
N/2<|n|2≤N
bnB
a
c (n; it, p)
∣∣∣2dt (1.2.8)
(where the terminology used has the same meaning as in Theorem 1), one has the upper bounds:
Eaj (q, P,K;N,b)≪
(
P 2 +K2
)(
PK +Oε
(
N1+ε
(PK)1/2
|µ(a)|2
))
‖bN‖22 (j = 0, 1) , (1.2.9)
where µ(a) ∈ {1/α : 0 6= α ∈ O},
1
µ(a)
∼ (w, q)q
(w2, q)
∼ q(
(w, q), q/(w, q)
) (1.2.10)
and
‖bN‖2 =
( ∑
n∈O
0<|n|2≤N
|bn|2
)1/2
. (1.2.11)
Proof. This is [22, Theorem 1]: the modification, in (1.2.11), of the notation defined in [22, (1.9.17)] is of
no significance here, but does help in stating other results below (Theorems 5, 7, 10 and 11 for example) 
Remark 2. Since [Γc : Γ
′
c] ∈ {2, 4} for all cusps c of Γ, one may omit the factor (4π [Γc : Γ′c])−1 in (1.2.8).
Remark 3. The factor |µ(a)|2 in the bound (1.2.9) has its origin in [22, Proposition 1, (1.9.18)], where it
is established that, for each cusp a of Γ, the set aCa defined by (1.1.14) satisfies
aCa ⊂ 1
µ(a)
O− {0} . (1.2.12)
For µ(a) as in (1.2.10), the ideal (1/µ(a))O and absolute value |µ(a)| are determined by the Γ-equivalence
class of the cusp a. Since ∞ ∼Γ 1/q (for Γ = Γ0(q)), one has in particular 1/µ(∞) ∼ 1/µ(1/q) ∼ q.
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Corollary to Theorems 1 and 2. Let all the hypotheses of the case ω1 = ω2 = 1 of Theorem 1 hold.
Suppose, moreover, that A > 1, ε > 0, M,N ≥ 1 and X ≥ 2; and suppose that one has
f(z) = ϕ(|z|) (z ∈ C∗), (1.2.13)
where the function ϕ : (0,∞) → C is infinitely differentiable, and has its support contained in the interval[
A−1X−1/2, AX−1/2
]
. Put
Y = X−3/2max
r>0
∣∣∣ϕ(3)(r)∣∣∣ . (1.2.14)
Then, for all pairs of cusps a, b of Γ, for all choices of scaling matrices ga, gb ∈ SL(2,C) such that (1.1.1)
holds for c = a and for c = b, and for arbitrary complex coefficients am, bn (0 6= m,n ∈ O), one has∑
M/2<|m|2≤M
am
∑
N/2<|n|2≤N
bn
(Γ)∑
c∈aCb
Sa,b (m,n; c)
|c|2 f
(
2π
√
mn
c
)
= (1.2.15)
= π
(Γ)∑
V
νV >0
Kf (νV , 0)
∑
M/2<|m|2≤M
amcaV (m; νV , 0)
∑
N/2<|n|2≤N
bnc
b
V (n; νV , 0) +
+OA
(
(logX)Y
(
1 +Oε
(
|µ(a)|M ε+1/2
))(
1 +Oε
(
|µ(b)|Nε+1/2
))
‖aM‖2 ‖bN‖2
)
,
where, in the first sum on the right-hand side, one sums over just those factors V of the orthogonal decom-
position (1.1.3) that lie in the complementary series (i.e. have spectral parameters νV ∈ (0, 1) and pV = 0);
and where all other terminology either has the same meaning as in Theorem 1, or else is defined by the
relations (1.2.10) and (1.2.11) of Theorem 2.
Proof. For any non-zero Gaussian integers m,n, an application of Theorem 1 yields the case ω1 = m,
ω2 = n of the summation formula (1.2.1). Upon multiplying both sides of this summation formula by am bn,
and then summing over all pairs m,n ∈ O such that M/2 < |m|2 ≤ M and N/2 < |n|2 ≤ N , one arrives at
an expression for the left-hand side of (1.2.15) in terms of a sum involving Fourier coefficients caV (m; νV , pV ),
cbV (n; νV , pV ), B
a
c (m; ν, p) and B
b
c (n; ν, p), and transforms Kf(νV , pV ) and Kf(ν, p). The result (1.2.15) is
deduced from this expression by applying the upper bound
Kf(ν, p)≪ (logX)Y (A2/X)|p| (|p|!)−2(1 + |ν|)−4 (ν ∈ iR, p ∈ Z) (1.2.16)
in combination with bounds for the sums Sj(H, r) which, for r ∈ N ∪ {0}, H ∈
{
2k : k ∈ N} and j = 0,±i,
are given by:
Sj(H, r) =

∑
V
νV ∈iR, |pV |=r
H/2≤|νV |+1<H
∣∣∣∣∣ ∑M
2 <|m|2≤M
amc
a
V (m; νV , pV )
∣∣∣∣∣
∣∣∣∣∣ ∑N
2 <|n|2≤N
bnc
b
V (n; νV , pV )
∣∣∣∣∣ , if j = 0;
(Γ)∑
c∈C
[Γc:Γ′c]| 2r
∑
p=±r
H−1∫
H
2 −1
∣∣∣∣∣ ∑M
2 <|m|2≤M
amB
a
c (m; jt, p)
∣∣∣∣∣
∣∣∣∣∣ ∑N
2 <|n|2≤N
bnB
b
c (n; jt, p)
∣∣∣∣∣dt , otherwise.
The bound (1.2.16) is proved in Section 2 (see the remark following Lemma 2.2 there). As for the relevant
bounds on the above sums Sj(H, r): it follows by the Cauchy-Schwarz inequality, Remark 2 (above) and the
case P = r + 1, K = H − 1 of the bounds (1.2.9) of Theorem 2 that
Sj(H, r)≪
(
r2 +H2
)
(r + 1)H
(
1 +Oε
(
M1+ε|µ(a)|2))1/2 (1 +Oε (N1+ε|µ(b)|2))1/2 ‖aM‖2 ‖bN‖2 ,
for r ∈ N∪{0}, H = 21, 22, 23, . . . and j = 0,±i. On the other hand, for (ν, p) ∈ iR×Z with |ν|+1 ≥ H/2 ≥ 1
and |p| = r, the bound (1.2.16) implies Kf(ν, p)≪ (logX)Y (A2/2)r(r!)−1(r+1)−3H−4 (given that X ≥ 2).
Verification of the O-term in (1.2.15) may therefore be completed by noting that∑
H=2k : k∈N
r2 +H2
H3(r + 1)2
≪ 1 (for r ≥ 0) and
∞∑
r=0
(
A2/2
)r
r!
= exp
(
A2/2
)

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Remark 4. Let ϕ : (0,∞)→ C be a function which is infinitely differentiable on (0,∞), and has compact
support (i.e. support which is a compact subset of (0,∞)). Suppose moreover that the function f : C∗ → C
satisfies f(z) = ϕ(|z|), for all z ∈ C∗. Then, as an almost immediate corollary of Lemma 9.4 (below), it
follows that the function f is smooth and has compact support: to verify this, one has only to check, firstly,
that the function Ω(u) = ϕ(
√
u) is infinitely differentiable on (0,∞), and compactly supported, before then
applying that lemma with X = 1, t = 0 and any B > 1 such that [B−1, B] ⊇ Supp(Ω).
The bound (1.2.16) for Kf(ν, p) does not apply in the ‘complementary series’ case (i.e. when p = 0 and
0 < ν < 1), so it is of no help in estimating the factors Kf(νV , 0) which occur in the sum on the right-hand
side of (1.2.15). In Section 2, Lemma 2.3, we show that if A > 1 and X ≥ 2, and if f(z) = ϕ(|z|) (z ∈ C∗),
where the function ϕ : (0,∞)→ C is continuous and supported in [A−1X−1/2, AX−1/2], then
Kf(ν, 0)≪A
∫ ∞
0
|ϕ(r)| dr
r
min
{
logX , ν−1
}
Xν for 0 < ν ≤ 1/2 (1.2.17)
(note that, by (1.1.11), we do not require information about Kf(ν, 0) for ν > 1/2). This upper bound is near
to being best-possible: for if A, X , f and ϕ remain as just described, if AX−1/2 ≤ 1/c, with c > 2eγ (where
γ is Euler’s constant), and if the range of ϕ is a subset of [0,∞), then, by the remark following Lemma 2.3
in Section 2, one will have
Kf(ν, 0)≫A,c
∫ ∞
0
ϕ(r)
dr
r
min
{
logX , ν−1
}
Xν for 0 < ν ≤ 1/2. (1.2.18)
Upon combining (1.2.17) with Theorem 2 and the Corollary to Theorems 1 and 2, one obtains (under
the same conditions as those under which (1.2.15) is obtained) the upper bound
∑
M/2<|m|2≤M
am
∑
N/2<|n|2≤N
bn
(Γ)∑
c∈aCb
Sa,b (m,n; c)
|c|2 f
(
2π
√
mn
c
)
≪A,ε (1.2.19)
≪A,ε Y XΘ(q)(logX)
(
1 + |µ(a)|M ε+1/2
)(
1 + |µ(b)|Nε+1/2
)
‖aM‖2 ‖bN‖2 ,
with the exponent Θ(q) being defined by:
Θ(q) = max {Re (νV ) : V occurs in the case Γ = Γ0(q) of (1.1.3)} (1.2.20)
(so that, by (1.1.11) and the points noted in the same paragraph, Θ(q) =
√
max{0, 1− λ1(Γ0(q))}, where
λ1(Γ) = min{λV : V occurs in (1.1.3) and pV = 0}). Many of our new results depend on the constant
ϑ = sup
06=q∈O
Θ(q) (1.2.21)
If the generalised Selberg eigenvalue conjecture is correct then ϑ = 0. In this paper we seek unconditional
results, and so make do with the following theorem, which is an immediate corollary of the result in (1.1.11).
Theorem 3 (the Kim-Shahidi bound). For 0 6= q ∈ O, one has
0 ≤ Θ(q) ≤ ϑ ≤ 2
9
. (1.2.22)
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§1.3. New Results on Sums over Exceptional Eigenvalues
In this section we state our principal new results concerning estimates for mean values involving Fourier
coefficients of cusp forms (relevant results from [22] and [13] having already been covered in the previous
subsection). In stating these results we have chosen not to include very much in the way of ad hoc comments
on the definitions and terminology already introduced in Subsections 1.1 and 1.2: such definitions and
terminology are taken as understood.
We start with a theorem on a sum over exceptional eigenvalues pertaining to a single level, q.
Theorem 4. Let ε > 0, 0 6= q ∈ O = Z[i] and N,X ≥ 1. Then, for each cusp a of the group Γ = Γ0(q) ≤
SL(2,O), and arbitrary complex coefficients bn (n ∈ O− {0}), one has
(Γ)∑
V
νV >0
XνV
∣∣∣∣∣ ∑
N/2<|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
≪ (1.3.1)
≪ (1 +XMaN)Θ(q)
(
1 +Oε
(
MaN
1+ε
))1−Θ(q) ‖bN‖22 log(2 + 1MaN
)
,
where Ma = |µ(a)|2, while ‖bN‖2, µ(a) and Θ(q) are as indicated in (1.2.10), (1.2.11) and (1.2.20).
This theorem is analogous to a result [5, Theorem 5] of Deshouillers and Iwaniec; and is proved using
the same basic idea (a choice of function f , in applying the Corollary to Theorems 1 and 2, by which the
sum of Kloosterman sums in (1.2.15) is effectively made void). Full details of the proof appear in Section 3.
In Theorems 5, 8 and 9 below we obtain some improvement, on average over the level q, of the bound
(1.3.1). These theorems are each concerned with estimating, for given complex coefficients an (n ∈ O),
t ∈ R, Q,N > 0 and X ≥ 1, the sum
St(Q,X,N) =
∑
Q/2<|q|2≤Q
(Γ0(q))∑
V
νV >0
XνV
∣∣∣∣∣∣
∑
N/4<|n|2≤N
an|n|2itc∞V (n; νV , 0)
∣∣∣∣∣∣
2
, (1.3.2)
where we now assume the fixed choice of scaling matrix
g∞ =
(
1 0
0 1
)
. (1.3.3)
Note that, when 0 6= q ∈ O and Γ = Γ0(q), the above choice of g∞ guarantees that (1.1.1) will hold for
c =∞; and, with regard to the Kloosterman sum S∞,∞ (ω, ω′; c) given by (1.1.13)-(1.1.15), the choice (1.3.3)
also ensures that
∞C∞ = qO− {0} (1.3.4)
and
S∞,∞ (ω, ω′; ℓq) = S(ω, ω′; ℓq) (0 6= ℓ ∈ O), (1.3.5)
where, for u, v ∈ O and 0 6= w ∈ O, we define the ‘simple Kloosterman sum’ S(u, v;w) by:
S(u, v;w) =
∑
d mod wO
(d,w)∼1
e
(
Re
(
ud∗ + vd
w
))
, (1.3.6)
with d∗ denoting an arbitrary Gaussian integer solution of the congruence dd∗ ≡ 1 mod wO (and with
e(x) = exp(2πix), as in the equation (1.1.15)).
In Theorems 5, 6 and 7 the relevant complex coefficients an (n ∈ O) may be arbitrary, but Theorems 8
and 9 require that these coefficients satisfy additional special hypotheses.
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Theorem 5. Let ε > 0. Then, for X ≥ 1, Q,N > 0 and t ∈ R, one has
St(Q,X,N)≪ε (QN)ε
(
Q+Q1−2ϑNϑXϑ +NXϑ
) ‖aN‖22 , (1.3.7)
where ϑ is the absolute constant defined by (1.2.20) and (1.2.21).
Theorem 5 is analogous to [5, Theorem 6]. For its proof (at the end of Section 4) we need the next two
results.
Theorem 6 (Change of Weight). Let ϑ be given by (1.2.10) and (1.2.22). Then, for X,Y ≥ 1, Q,N > 0
and t ∈ R, one has
St(Q,X,N) ≤ max
{
1 , (X/Y )ϑ
}
St(Q, Y,N) . (1.3.8)
Theorem 7 (Swapping of Levels). Let X ≥ 1, Q,N > 0, t ∈ R, ε > 0 and j ≥ 2; and let
Q∗ = 64π2XN/Q . (1.3.9)
Then there exists an L ∈ {Q∗ , Q∗/2 , Q∗/22 , . . . , Q∗/29} such that
St(Q,X,N) ≤ Oε,j
 ∞∫
−∞
St+u(L,X,N)
du
(1 + |u|)j
+Oε (Xε (Q+Q∗ +N1+ε) ‖aN‖22) . (1.3.10)
Given (1.2.20), (1.2.21) and the definition of St(Q,X,N) in (1.3.2), Theorem 6 is a trivial corollary of
Theorem 3 (the Kim-Shahidi bound). For proof of this it suffices to note that when 0 < ν ≤ ϑ one has:
Xν = Y ν(X/Y )ν ≤
{
Y ν(X/Y )ϑ if 0 < Y < X ;
Y ν if 0 < X ≤ Y .
Theorem 6, and the use subsequently made of it, are modelled on steps in some of the proofs in [5]. Theorem 7
is modelled on [5, Lemma 8.1] and (like that lemma) may be proved by exploiting the symmetrical nature
of a relevant sum of Kloosterman sums. We give the proof of Theorem 7 in Section 4.
Theorems 6 and 7 are useful for more than just the proof of Theorem 5: they also help us to deduce,
from certain elementary estimates for sums of Kloosterman sums, the following two theorems (in which
ϑ ∈ [0, 2/9] is given by (1.2.20) and (1.2.21)).
Theorem 8. Let H ≥ 1 ≥ δ > 0. Suppose that an = α(n) for 0 6= n ∈ O, where the function α : C→ C is
smooth, has its support contained within the annulus
{
z ∈ C : H/2 ≤ |z|2 ≤ H}, and satisfies
(δ|x+ iy|)j+k ∂
j+k
∂xj∂yk
α(x + iy) = Oj,k(1) , for j, k ∈ {0, 1, 2, . . .} and x, y ∈ R. (1.3.11)
Then, for all Q,X ≥ 1, all t ∈ R and all ε > 0, one has:
St(Q,X,H)≪ε
(
δ−1 + |t|)11(1 + X
Z(Q,H)
)ϑ
(Q +H)1+εH , (1.3.12)
where
Z(Q,H) =
Q2
H
+H . (1.3.13)
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Theorem 9. Let H,K ≥ 1 ≥ δ > 0. Suppose that N = HK and that, for 0 6= n ∈ O, one has
an =
∑
h|n
α(h)β
(n
h
)
, (1.3.14)
where the functions α, β : C → C are smooth, have both Supp(α) ⊆ {z ∈ C : H/2 ≤ |z|2 ≤ H} and
Supp(β) ⊆ {z ∈ C : K/2 ≤ |z|2 ≤ K} (where Supp(f) denotes the support of f), and, at all points
(x, y) ∈ R2, satisfy
(δ|x+ iy|)j+kmax
{∣∣∣∣ ∂j+k∂xj∂yk α(x+ iy)
∣∣∣∣ , ∣∣∣∣ ∂j+k∂xj∂yk β(x+ iy)
∣∣∣∣} = Oj,k(1) (j, k ∈ N ∪ {0}). (1.3.15)
Then, for all Q,X ≥ 1, all t ∈ R and all ε > 0, one has:
St(Q,X,N)≪ε
(
δ−1 + |t|)11((1 + X
Q2N−1
)ϑ
Q+
(
1 +
X
H +K
)ϑ
N
)
QεN1+ε . (1.3.16)
Theorem 8 is an analogue of [21, Theorem 3]. We think it worth noting that [21, Theorem 3] is a corollary
of a deeper result [5, Theorem 7] obtained by Deshouillers and Iwaniec. By analogy with [5, Theorem 7],
one might expect the results (1.3.12)-(1.3.13) also to be valid in cases where, for some N ≥ 1, one has:
an =
{
1 if N/2 < |n|2 ≤ N ;
0 otherwise.
(1.3.17)
Although good bounds for St(Q,X,N) in these cases would be interesting, we do not require (or prove,
or claim) any such bounds in this paper: what work we have done in this area falls well short of giving
(1.3.12)-(1.3.13), subject to (1.3.17), and is in too much of an unfinished state to be worth recording here.
Though it might have been instructive to have included an independent proof of Theorem 8, we prefer
just to point out that Theorem 8 is trivially implied by Theorem 9. To see that this is indeed so, observe
firstly that if K =
√
2 (say), and if 0 < δ ≤ 1, then there exists a function β : C→ C which, while satisfying
the hypotheses of Theorem 9, is also such that O∩Supp(β) = {1}. For such K and β the definition (1.3.14)
simplifies to give just an = α(n), for n ∈ O− {0}. This shows that the hypotheses concerning St(Q,X,N)
in Theorem 8 justify the application of Theorem 9 (i.e. with K =
√
2, N =
√
2H and β as just described).
Hence (after simplifying the relevant case of (1.3.16)) one obtains:
St(Q,X,H) = St(Q,X,
√
2H)≪ε
(
δ−1 + |t|)11 (Q+H +√XH)2ϑ (Q+H)1+2ε−2ϑH .
Upon substituting ε/2 for ε here (as one may), the result (1.3.12)-(1.3.13) of Theorem 8 follows immediately,
since (1 +
√
XH/(Q+H))2 ≪ 1 +XH/(Q+H)2 < 1 +XH/(Q2 +H2).
We prove Theorem 9 at the end of Section 8, following extensive preparation undertaken in the first
part of that section, and (before that) in Sections 5, 6 and 7. This (given the observations of the preceding
paragraph) makes it unnecessary to include a separate proof of Theorem 8. It is nevertheless worth men-
tioning that we could prove Theorem 8 independently of Theorem 9, by taking as a starting point the case
β = α of the elementary upper bound∑
H/2<|h|2≤H
∑
K/2<|k|2≤K
α(h)β(k)|hk|iuS(h, k; c)≪ε |c|εHK + |c|ε+2(logH)(logK)
(
δ−1 + |u|)8 (1.3.18)
(valid when u ∈ R, ε > 0 and α, β, H , K and δ are as in Theorem 9). Our proof of (1.3.18) is omitted from
this paper, since there is nothing very novel about it, and since the other results in this paper are obtained
independently of (1.3.18). The corresponding starting point for the proof of Theorem 9 is the estimate for a
sum of Kloosterman sums obtained in Lemma 6.3. Our work in Section 7 enables us to compensate for the
inconveniently restrictive conditions under which the result of Lemma 6.3 is obtained.
Although Theorem 9 is analogous to our result in [21, Theorem 2], the proof we give of Theorem 9 is not
obtained by adapting, in its entirety, the corresponding proof in [21]; the relevant innovations are discussed
in our ‘Outline of Results and Methods’, above (see the paragraph containing the bound (0.8), and the two
paragraphs preceding it).
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§1.4. A Sum of Kloosterman Sums and an Application
As just mentioned, estimates for sums of Kloosterman sums play a part in proving Theorems 8 and 9.
Conversely, the Corollary to Theorems 1 and 2 makes it possible to deduce, from our new results on sums
over exceptional eigenvalues, some results on sums of generalised Kloosterman sums that are genuinely new
(in that they do not follow directly from (1.2.19) and Theorem 3). In this paper we obtain just one such
result, which is Theorem 10 below; for its proof we require also an auxilliary result, Theorem 11. The
complete proofs of Theorems 10 and 11 appear in Section 9 (here those proofs are only outlined briefly).
We work, as before, with Hecke congruence subgroups Γ = Γ0(q) < SL(2,C), where 0 6= q ∈ O = Z[i].
Given q (and hence the group Γ), the associated generalised Kloosterman sums that Theorem 10 relates to
are those of the form S1/s,∞(ω, ω′; c), where s divides q and is coprime to the Gaussian integer r = q/s. To
completely determine the values of these sums one must specify scaling matrices for the cusps 1/s and ∞.
We choose the scaling matrix g∞ as in (1.3.3); and for each pair r, s of non-zero coprime Gaussian integers
such that rs = q, we choose the scaling matrix for the cusp 1/s of Γ0(q) to be
g1/s =
( √
r t/
√
r
s
√
r u
√
r
)
, (1.4.1)
where the square root is chosen arbitrarily, while t = t(r, s) and u = u(r, s) may be any pair of Gaussian
integers with
ru − st = 1 (1.4.2)
(so that g1/s ∈ SL(2,C)). A suitable choice of u and t may be determined by means of the Euclidean
algorithm for Z[i]. Then (see Lemmas 9.1 and 9.2) the condition (1.1.1) holds both for c = ∞ and for
c = 1/s; while the set 1/sC∞ and generalised Kloosterman sum S1/s,∞
(
ω, ω′; c
)
defined in (1.1.13)-(1.1.15)
satisfy
1/sC∞ = {ps√r : 0 6= p ∈ O and (p, r) ∼ 1} (1.4.3)
and
S1/s,∞
(
ω, ω′; ps
√
r
)
= S (r∗ω, ω′; ps) (ω, ω′ ∈ O and 0 6= p ∈ O with (p, r) ∼ 1), (1.4.4)
with r∗ = r∗(r, ps) being an arbitrary Gaussian integer such that rr∗ ≡ 1 mod psO, and with S(u, v;w)
being the Kloosterman sum defined in (1.3.6).
We are now ready to state Theorem 10: a new result concerning the Kloosterman sums in (1.4.4).
Theorem 10. Let ϑ be the real absolute constant given by (1.2.20) and (1.2.21); let ε > 0; and let
N,L ≥ 1 ≥ δ > 0. Let an ∈ C for n ∈ O− {0}; and let A : C→ C be a smooth function which satisfies
(δ|x + iy|)j+k ∂
j+k
∂xj∂yk
A(x+ iy) = Oj,k(1) (j, k ∈ N ∪ {0} and x, y ∈ R), (1.4.5)
and which has Supp(A) ⊆ {z ∈ C : L/2 ≤ |z|2 ≤ L}. Let P,Q,R, S ≥ 1 and X > 0 satisfy
Q = RS ≥ max
{√
N ,
√
L
}
(1.4.6)
and
X =
PS
√
R
4π2
√
LN
≥ 2 . (1.4.7)
Let also b be a complex-valued function with domain
B(R,S) = {(r, s) ∈ O×O : R/2 < |r|2 ≤ R , S/2 < |s|2 ≤ S and (r, s) ∼ 1} ; (1.4.8)
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and, for each pair (r, s) ∈ B(R,S), let gr,s : (0,∞)→ C be an infinitely differentiable function which satisfies
g(j)r,s(x)≪j x−j ( (r, s) ∈ B(R,S), j ∈ N ∪ {0} and x > 0), (1.4.9)
and which has Supp
(
gr,s
) ⊆ [P/2, P ]. Put
Λ =
∑
(r,s)∈B(R,S)
b(r, s)
∑
N/4<|n|2≤N
an
∑
L/2<|ℓ|2≤L
A(ℓ)Kr,s(n, ℓ) , (1.4.10)
where
Kr,s(n, ℓ) =
∑
06=p∈O
(p,r)∼1
gr,s
(|p|2)S(r∗n, ℓ; ps) (1.4.11)
(with r∗ = r∗(r, ps) and S(u, v;w) as described below (1.4.4)). Then
Λ2 ≪ε Qε ‖b‖22 ‖aN‖22 LP 2S log2(X) (L+Q)(N +Q)
(
1 +
X2
(1 +QN−1)(1 +QL−1)2L
)ϑ
δ−11 , (1.4.12)
where
‖b‖2 =
( ∑
(r,s)∈B(R,S)
|b(r, s)|2
)1/2
, (1.4.13)
and where the terminology ‘‖xM‖2’ is that introduced in (1.2.11). If it is moreover the case that the
hypotheses of Theorem 9 concerning an (n ∈ O − {0}), N,H,K ∈ [1,∞) and α, β : C → C are satisfied,
then one has also
Λ2 ≪ε Q1+ε ‖b‖2∞NLP 2S log2(X)× (1.4.14)
× (L+Q)
(1 + X2
(H +K) (1 +QL−1)2 L
)ϑ
N +
(
1 +
X2
Q2N−1 (1 +QL−1)2 L
)ϑ
Q
δ−22 ,
where
‖b‖∞ = max
(r,s)∈B(R,S)
|b(r, s)| . (1.4.15)
Remark. The implicit constants in (1.4.12) and (1.4.14) may of course depend on those in the condi-
tions (1.4.5) and (1.4.9); and the one in (1.4.14) may also depend on the implicit constants in (1.3.15).
To prove Theorem 10 we first use (1.4.4) and the Corollary to Theorems 1 and 2 to bound the sum Λ,
given by (1.4.10) and (1.4.11), in terms of an acceptable O-term plus a sum over exceptional eigenvalues
λV = 1−ν2V . It is then almost (but not quite) straightforward to deduce the results in (1.4.12)-(1.4.15) from
Theorems 3, 4, 8 and 9, via the Cauchy-Schwarz inequality: the one (minor) problem that we encounter, in
carrying this out, is the necessity of dealing with sums involving Fourier coefficients at cusps 1/s, whereas
Theorems 8 and 9 apply only to sums involving Fourier coefficients at the cusp∞ (which is Γ0(q)-equivalent
to 1/s only if q | s). In addressing the problem just mentioned we rely on an idea of Iwaniec, which applies
here through the observation that, if Γ, q, r, s, g1/s and g∞ are as assumed in (1.4.1)-(1.4.2) and (1.3.3),
then, in addition to (1.4.3) and (1.4.4), one will have
1/sC1/s = ∞C∞ = qO− {0} (1.4.16)
and, for ω, ω′ ∈ O and 0 6= ℓ ∈ O,
S1/s,1/s (ω, ω
′; ℓq) = S (ω, ω′; ℓq) = S∞,∞ (ω, ω′; ℓq) (1.4.17)
(see Lemmas 9.1 and 9.2 for the proofs). By combining these facts with the spectral to Kloosterman
summation formula and spectral large sieve inequalities of [22, Theorems B and 1] we obtain the following
theorem, which is analogous to a result of Iwaniec in [11], and through which we solve the above mentioned
problem of dealing with sums involving Fourier coefficients at cusps that are not Γ-equivalent to ∞.
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Theorem 11. For all n ∈ O− {0}, let bn ∈ C. Let X > 0 and N ≥ 1; let q, r, s ∈ O− {0} satisfy
q = rs and (r, s) ∼ 1 . (1.4.18)
Let Γ = Γ0(q) ≤ SL(2,O); let g∞, g1/s ∈ SL(2,C) be as stated in (1.3.3) and (1.4.1)-(1.4.2); and, for
a ∈ {∞, 1/s}, let
ρa = ρaq(b, N ;X) =
(Γ)∑
V
νV >0
(
XνV +X−νV
)
exp
(
ν2V
)∣∣∣∣∣ ∑
N
4 <|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
. (1.4.19)
Then, when ε > 0, one has
ρ1/s − ρ∞ ≪ (1 +Oε(|q|−2N1+ε)) ‖bN‖22 , (1.4.20)
where ‖bN‖2 is as defined in (1.2.11).
In a forthcoming paper [23] we show that Theorem 10 has a significant application in respect of mean val-
ues involving certain Hecke zeta-functions. This echoes the way in which the results [5, Theorems 10 and 11],
which bound sums involving the classical analogue of the Kloosterman sum S(r∗ω, ω′; ks) in (1.4.4), were
used by Deshouillers and Iwaniec to obtain, in [6], new upper bounds for the mean value
I(T,M) =
1
T
∫ T
0
∣∣∣∣∣ ∑
0<m≤M
amm
−it
∣∣∣∣∣
2 ∣∣ζ ( 12 + it)∣∣4 dt ,
where ζ(s) is Riemann’s zeta-function, and (am) an arbitrary complex sequence.
Ideas proposed by Iwaniec in [11] inspired the work [21], where (by building upon the approach of
Deshouillers and Iwaniec) it was shown that when ε > 0 one has
I(T,M)≪ε T εM max
m≤M
|am|2 for M4 ≪ T . (1.4.21)
Our Theorems 8, 9 and 10 are analogues of the results [21, Theorem 3, Theorem 2 and Proposition 4.1],
respectively. In [23] we prove, with the help of Theorem 10, a new upper bound for the mean value
J(D,N) =
1
D2
∑
−D≤k≤D
D∫
−D
∣∣∣∣∣ ∑
0<|n|2≤N
αnλ
k(n)|n|−2it
∣∣∣∣∣
2 ∣∣ζ ( 12 + it, λk)∣∣4 dt , (1.4.22)
where the coefficients αn (0 6= n ∈ Z[i]) are arbitrary complex numbers and λk denotes the ‘gro¨ssencharakter’
given by λk(n) = (n/|n|)4k (0 6= n ∈ O), while ζ(s, λk) denotes that Hecke zeta function which satisfies
ζ
(
s, λk
)
=
1
4
∑
n6=0
λk(n)|n|−2s (Re(s) > 1),
and is thereby uniquely defined, through analytic continuation, for all s ∈ C − {1} (the point s = 1 is
excluded here solely due to it being a simple pole of the Dedekind zeta function ζQ(i)(s) = ζ(s, λ
0)). The
principal result of [23] contains the natural analogue of the result in (1.4.21), which is the bound
J(D,N)≪ε DεN max
0<|n|2≤N
|αn|2 for N2 ≤ D. (1.4.23)
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§1.5. Notation and Conventions
Notation in common use requires no comment, so our Index (below) cover only the more unusual (or
potentially ambiguous) notation and conventions; though we have not made it comprehensive, even in this
respect. Some of the notation not listed in the index is discussed in supplementary paragraphs.
Index of Notation:
Symbol Description Where Defined
v ·w equal to v1w1 + · · ·+ vnwn, the inner product of vectors v,w ∈ Cn –
a ∼Γ b the relation of Γ-equivalence (for cusps a, b) above (1.1.12)
m | n (when m,n ∈ O): the relation ‘n is divisible by m’ –
m ∼ n (when m,n ∈ O): the relation ‘n is an associate of m’ –
(m,n) a highest common factor (of m,n ∈ O) in Conventions
[x] the greatest rational integer less than or equal to x –
‖β‖ the distance from β ∈ C to the nearest Gaussian integer above (5.7)
(α)m equal to α(α+ 1) · · · (α+m− 1) in (2.1)
‖bN‖2 the Euclidean norm of a vector involving coefficients bn (0 6= n ∈ O) in (1.2.11)
‖b‖2, ‖b‖∞ the ‘Euclidean’ and ‘Sup’ norms of the function b : B(R,S)→ C (1.4.13), (1.4.15)∫
Γ\G f(g)dg a right-invariant integral of a Γ-automorphic measurable function f beginning of §1.1∫
(σ)
f(z)dz integral along a ‘vertical’ contour line in C beginning of §1.2
Fˆ (y), fˆ(w) Fourier transforms for F ∈ S(Rn), f ∈ S(Cn) in (5.1)-(5.3)
(Γ)⊕
c∈C
direct sum over representatives of the Γ-equivalence classes of cusps as in (1.2.1)
Γ, Γ0(q) Hecke congruence subgroups of SL(2,O) (Γ0(q) is of ‘level’ q) beginning of §1.1
Γc, Γ
′
c ‘stabiliser’ and ‘parabolic stabiliser’ subgroups (for the cusp c) above (1.1.1)
aΓb(c) a ‘Bruhat cell’ in (1.1.13)
Γ(z) Euler’s Gamma function, defined for z ∈ C− {0,−1,−2, . . . } –
γ usually an element of Γ; sometimes Euler’s constant, 0.5772157 . . . –
∆ the hyperbolic Laplacian operator on L2(Γ\G/K) above (1.1.11)
∂/∂zm, ∂/∂zm Complex partial differentiation operators in (5.19)
δ∗
a,b the ‘delta symbol’ for Γ-equivalence of the cusps a and b in (1.1.17)
δa,bω,ω′ the ‘delta symbol’ of the ‘spectral to Kloosterman’ sum formula in (9.11)
δw,z the ‘delta-symbol’ for equality of the complex numbers w and z below (9.11)
Θ(q) equal to
√
max{0, 1− λ1(Γ0(q))} (conjecturally zero for q ∈ O− {0}) in (1.2.10)
ϑ the least upper bound for the set {Θ(q) : 0 6= q ∈ O} in (1.2.21)
λV equal to 1− ν2V (an eigenvalue of the operator −∆ on L2(Γ\G/K) ) above (1.1.11)
λ1 (or λ1(Γ)) the first eigenvalue of the operator −∆ on L2(Γ\G/K) below (1.2.20)
µ(a) 1/|µ(a)| is a useful lower bound for the set {|c| : c ∈ aCa} in (1.2.10)
µO(n) the ‘Gaussian’ Mo¨bius function in (5.4)
(νV , pV ) the spectral parameters of the cuspidal space V in (1.1.4)
(Γ)∑
c∈aCb
f(c)S(c) (with S(c) = Sa,b(m,n; c)): here
aCb and S(c) are dependent on Γ as in (1.2.1)
(Γ)∑
V
sum over irreducible cuspidal subspaces V ⊂ L2(Γ\G) as in (1.2.1)
(Γ)∑
c∈C
sum over representatives of the Γ-equivalence classes of cusps as in (1.2.1)
σaq (b, N ;X) a weighted mean value for the group Γ0(q) (0.6), §3, (4.16)
Ω± the Casimir operators associated with G above (1.1.4)
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Ω,A, a,B, . . . vectors in Rn or Cn; sets of coefficients (see ‘bn’ and ‘b’ in (1.2.7)) –
a, b, c, . . . cusps of Γ, or (more generally) points in P1(C) = C ∪ {∞} above (1.1.1)
A, a[r] A = {a[r] : r > 0} < G beginning of §1.1
ARmI a ‘generalised annulus’ in R2m, determined by the set I ⊂ [0,∞) in (8.1)
B+ the group {n[α] : α ∈ O} < N < G in (1.1.1)
Bba (ω; ν, p) a modified Fourier coefficient of an Eisenstein series in (1.1.21)
B(R,S) a bounded subset of O×O− {(0, 0)} in (1.4.8)
C a complete set of representatives of the Γ-equivalence classes of cusps above (1.1.12)
aCb the set of arguments of a generalised Kloosterman sum in (1.1.14)
ccV (ω) a Fourier coefficient of a cuspidal subspace in (1.1.8)-(1.1.9)
ccV (ω; νV , pV ) a modified Fourier coefficient of a cuspidal subspace in (1.1.21)
cq(b, h; k) a generalisation of the Ramanujan sum in (5.31)
Dba (ω; ν, p) a Fourier coefficient of an Eisenstein series in (1.1.18)
d+z, d×z the standard Lebesgue measure on C, and a Haar measure for C∗ below (1.2.2)
dg a normalised left and right Haar measure on G beginning of §1.1
Eaj (q, P,K;N,b) a spectral mean, for cusp forms (j = 0), or Eisenstein series (j = 1) in (1.2.7)-(1.2.8)
e(x) equal to exp(2πix), a character for the additive group R/Z below (1.1.15)
(F cmf)(g) the ‘m-th order’ term in the Fourier expansion of f at a cusp c below (1.1.1)
gc a scaling matrix for the cusp c in Conventions
G the special linear group, SL(2,C) beginning of §1.1
h[u] h[u] ∈ G for u ∈ C∗; and h[u] = k[u, 0] when |u| = 1 beginning of §1.1
J∗ν (z) equal to (z/2)
−νJν(z) when z > 0 (Jν(z) being Bessel’s J-function) in (1.2.4)
Jµ,k(z), Kν,p(z) functions related to Bessel functions of representations of PSL(2,C) in (1.2.3)
K, k[α, β] the special unitary group, SU(2) < G, and one of its elements beginning of §1.1
Kf(ν, p) the K-transform of f in (1.2.2)-(1.2.4)
Kmϕ(ν, k) a component of the K-transform in (2.6)
log(x) equal to loge(x), the natural logarithm –
Lm second order differential operators on S
(
Cn
)
in (5.12)
Ma equal to |µ(a)|2 below (1.3.1)
Mϕ(s) the M-transform of ϕ (a variant of the Mellin transform) in (2.2)
N , n[z] N = {n[z] : z ∈ C} < G beginning of §1.1
O equal to Z[i], the ring of integers of the Gaussian number field Q(i) beginning of §1.1
P1(C) a projective line, identified with the Riemann sphere, C ∪ {∞} above (1.1.1)
P1
(
Q(i)
)
a projective line, identified with Q(i) ∪ {∞}, the set of all cusps above (1.1.1)
R a certain sum of simple Kloosterman sums in (6.1)-(6.5)
S(u, v;w) the simple Kloosterman sum in (1.3.6)
smooth f a complex function, all partial derivatives of which are continuous beginning of §1.2
Supp(f) the support of f , with respect to the topology of the Euclidean metric –
Sa,b (ω1, ω2; c) a generalised Kloosterman sum in (1.1.15)
St(Q,X,N) a weighted mean value, with averaging over the level of the group Γ (1.3.2)-(1.3.3)
S(Rn), S(Cn) the Schwartz spaces on Rn, and the Schwartz space on Cn beginning of §5
V an irreducible cuspidal subspace of 0L2(Γ\G) below (1.1.3)
VK,ℓ,q a one dimensional subspace of V below (1.1.5)
The L2-spaces. We define L2(Γ\G) to be the Hilbert space of all square-integrable Γ-automorphic functions
f : G→ C. See the first four paragraphs of Subsection 1.1 for the definitions of the terms ‘Γ-automorphic’
and ‘square-integrable’, and for the definition of the Hilbert-space inner product 〈f, h〉Γ\G (for which the
corresponding norm is ‖f‖Γ\G =
√〈f, f〉Γ\G ).
We define the term ‘cusp form’ immediately below (1.1.10). The space 0L2(Γ\G) is the closure of the
subspace of L2(Γ\G) spanned by cusp forms. The space eL2(Γ\G) is the orthogonal complement in L2(Γ\G)
of the subspace C⊕ 0L2(Γ\G) (with ‘C’ here signifying the 1-dimensional space of constant functions). More
general spaces, L2,cusp(Γ\G,χ) and L2,cont(Γ\G,χ), are discussed in [19, Chapter 8]. When Γ = Γ0(q) and χ0
is the trivial character on (O/qO)∗, one has L2,cusp(Γ\G,χ0) = 0L2(Γ\G) and L2,cont(Γ\G,χ0) = eL2(Γ\G).
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The Scaling Matrices for Cusps. The notation ‘gc’ denotes an element of G satisfying both the equation
gc∞ = c and the condition (1.1.1); we call any such element of G a ‘scaling matrix for the cusp c’.
Set-Theoretic Notation. We denote the cardinality of any set A by |A|, so that |{x ∈ R : x2 = 1}| = 2
(for example). Given suitable functions f and g, we define g ◦ f to be the function obtained by composing
f with g, so that (g ◦ f)(x) = g(f(x)) whenever g(f(x)) is defined.
Algebraic Notation. If R is a ring with identity, then R∗ denotes the group of units of R. When U , V
and W are groups, the notation U ≤ W (resp. U < W ) is used to indicate that U is a subgroup (resp.
proper subgroup) of W . If U and V are subgroups of the group W , then W/V , U\W and U\W/V denote
the relevant sets of left cosets, right cosets and double cosets (respectively); and
[
W : U
]
denotes the index
of U inW , so that
[
W : U
]
= |W/U |. This notation for ‘quotients’, such as U\W and U\W/V , may apply in
more general contexts. For example, if U is a subgroup ofW , and if S is a subset of the elements of the group
W such that uS ⊆ S for all u ∈ U , then S can be expressed as a disjoint union of certain of the right cosets
of U in W , and so the notation U\S makes sense (as shorthand for the set of right cosets occurring in that
disjoint union). Similar considerations apply in the case of quotients S/V and U\S/V , provided that the set
S is suitably invariant (either under left-multiplication by elements of U ≤W , or under right-multiplication
by elements of the group V ≤W ).
Notation for Upper and Lower Bounds. The greatest element of a set X ⊂ R (where there is such an
element) will be denoted by maxX ; similarly (and with a similar caveat) we use minX to denote the least
element of X . Any notation of the form maxA(x) f(x), in which A(x) is some statement about x, has the
same meaning as max{f(x) : A(x) is true}. Similarly, minA(x) f(x) = min{f(x) : A(x) is true}.
Where B ≥ 0, we use the notation Oα1,...,αn(B) to denote a complex-valued variable β satisfying a
condition of the form |β| ≤ C(α1, . . . , αn)B, in which the ‘implicit constant’ C(α1, . . . , αn) is positive and
depends only on previously declared constants and α1, . . . , αn. As alternatives to an expression of the form
‘ξ = Oα1,...,αn(B)’, we may prefer to follows Vinogradov in using either ‘ξ ≪α1,...,αn B’, or ‘B ≫α1,...,αn ξ’.
Where A ≥ 0 and B ≥ 0, the notation A ≍α1,...,αn B may be used to signify that one has both A≪α1,...,αn B
and B ≪α1,...,αn A: we may also sometimes write this as ‘A≪α1,...,αn B ≪α1,...,αn A’.
Epsilon. The part played by ‘ε’ in our results is effectively that of an ‘arbitrarily small positive constant’.
Indeed, although ε is technically a variable, any practical application of our main results would involve a
case in which ε is assigned a value equal to some small absolute constant, such as the constant 10−10, for
example (this is because implicit constants associated with the bounds in those results are dependent on ε).
The value of ε may vary from result to result, but will generally remain fixed within each individual proof.
Complex Numbers. When z ∈ C, the real and imaginary parts of z, its absolute value and its complex
conjugate are denoted, respectively, by Re(z), Im(z), |z| and z (so that z = Re(z)− iIm(z) and |z|2 = z z ).
Number-Theoretic Notation. When α, β ∈ O are not both zero, we may use the notation (α, β) to
denote a highest common factor of α and β. This creates some ambiguity, for if d is a highest common factor
of α and β, then so too are the three other associates of d (i.e. id, −d and −id). This ambiguity does not,
however, lead to any serious difficulties, since relations of the form (α, β) ∼ d, or |(α, β)|2 = n, remain valid
if the number (α, β) is replaced by any one of its associates. If α and β happen to be rational integer valued
variables, then it is natural (and not inconsistent with the statements above) that we unambiguously put
(α, β) = max{d ∈ N : d|α and d | β}.
When b ∈ O, the ideal {bm : m ∈ O} < O is denoted by bO; and, for a, b ∈ O, we denote the coset
{a+ n : n ∈ bO} ∈ O/(bO) by a+ bO. Given c ∈ O, we define a, b ∈ O to be ‘equivalent (to one another)
modulo cO’ if and only if it is the case that a + cO = b + cO (i.e. if and only if c | (a − b)). We write
a ≡ b mod cO to signify that a is equivalent to b modulo cO.
In relations such as hm∗ ≡ ℓ mod cO, or in expressions such as the highest common factor (hm∗, c), the
rational expression hm∗/c, or (see (1.3.6)) the ‘simple Kloosterman sum’ S(hm∗, ℓ; c), it is to be understood
that m∗ denotes an arbitrary element of O satisfying mm∗ ≡ 1 mod cO. It is therefore implicit in such
expressions that one has both (m, c) ∼ 1 and (m∗, c) ∼ 1.
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Summation Related Conventions. Where there is no indication to the contrary, variables of summation
range over all values in O consistent with all the conditions attached to the summation.
When a ‘condition’ of the form ‘m mod cO’ appears below the summation sign, it is to be understood
that the variable of summation m ranges (to the extent permitted by any other conditions of summation)
over some fixed set of coset representatives {m1, . . . ,m[O:cO]} of cO in O.
If the very first condition of a summation is expressed in terms a certain set X (defined in terms of some
variable parameters x, y, . . . ) having a certain fixed property, then it is that set itself (and not the variable
parameters) which must be regarded as the variable of summation: such a summation may therefore only be
considered well-defined when the value of its summand is uniquely determined, within the sum, by the set X .
This convention applies, for example, in (9.11), (9.16) and (9.18); and in (9.11) it results in the summation
there effectively being such that the variable γ runs (once) over the elements in a set {ρ1τ, . . . , ρnτ}, where
{ρ1, . . . , ρn} is some complete set of representatives for the right-cosets of Γ′a in Γa, and τ is some element
of Γ such that τb = a. We adopt a similar convention in respect of products. Hence in the equation (5.35),
for example, the final product may be expressed as
∏
p∈P(q,k)(1 − |p|−2), where P(q, k) denotes the set of
those Gaussian primes ̟ with Re(̟) > 0, Im(̟) ≥ 0, ̟ | (q, k) and ̟ 6 | (q/(q, k)).
Our notation for generalised Kloosterman sums and Fourier coefficients of Eisenstein series is ambiguous,
in that it gives no indication of the dependence of those sums and coefficients on the group Γ. In order to
compensate for this ambiguity, we adopt the following conventions regarding summation: in sums involving
Kloosterman sums Sa,b(m,n; c), the symbol clarifying the relevant group Γ is shown (within brackets) above
the sign for summation over c ∈ aCb; while, in sums involving the Fourier coefficients Bac (ω; ν, p), the symbol
for the relevant group Γ appears (within brackets) above the sign for summation over the cusps c ∈ C.
§2. Upper and Lower Bounds for the K-Transform
This section concerns the K-transform defined by the equations (1.2.2)-(1.2.4) of Theorem 1. In it
we establish both upper and lower bounds for the K-transform of suitable functions. Two new notational
conventions are convenient for stating these results and their proofs. The first is the convention that
(α)m = α(α + 1) · · · (α+m− 1) = Γ(α+m)
Γ(α)
, (2.1)
for α ∈ C and all non-negative integers m (i.e. with Γ(α+m)/Γ(α) being defined by analytic continuation
at the removable singularities α = 0,−1,−2, . . . ). The second convention is that
Mϕ(s) =
∫ ∞
0
ϕ(2ρ)ρs−1dρ (2.2)
(a variant of the Mellin transform) when the function ϕ and s ∈ C are such that ϕ(2x)xs−1 ∈ L1(0,∞).
Lemma 2.1. Let
f(z) = ϕ(|z|) (z ∈ C∗), (2.3)
where ϕ : (0,∞)→ C is continuous, and compactly supported. Then, for ν ∈ C and p ∈ Z, one has
Kf(ν, p) = Kf(ν, |p|) = Kf(−ν, |p|) (2.4)
and
Kf(ν, p) = 2π
∞∑
m=0
1
m!(m+ |p|)! Kmϕ(ν, |p|) , (2.5)
where, for non-negative integers k and m,
Kmϕ(ν, k) =
(−1)k
sin(πν)
(
Mϕ(−2ν + 4m+ 2k)
Γ(−ν +m+ 1)Γ(−ν +m+ 1 + k) −
Mϕ(2ν + 4m+ 2k)
Γ(ν +m+ 1)Γ(ν +m+ 1 + k)
)
. (2.6)
If, moreover, the function ϕ has a continuous derivative ϕ(j) : (0,∞)→ C, of order j ∈ N, then
(s)jMϕ(s) = (−2)jM
(
ϕ(j)
)
(s+ j) (s ∈ C). (2.7)
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Proof. By (1.2.2)-(1.2.4),
Kf(ν, p) =
1
sin(πν)
(Jf(−ν,−p)− J(ν, p)) , (2.8)
where
Jf(µ, k) =
∫
C∗
Jµ,k(z)f(z)d×z =
=
∞∫
0
2π∫
0
Jµ,k
(
reiθ
)
f
(
reiθ
)
dθ
dr
r
=
=
∞∫
0
2π∫
0
(r
2
)2µ
e−2kiθ
∞∑
m=0
(−1)m(r/2)2me2miθ
m!Γ(µ− k +m+ 1)
∞∑
n=0
(−1)n(r/2)2ne−2niθ
n!Γ(µ+ k + n+ 1)
f
(
reiθ
)
dθ
dr
r
. (2.9)
By hypothesis, there exists an R > 0 such that f(z) = 0 for all z ∈ C with |z| ≥ R. Therefore, and by virtue
of the fact that the sums overm and n in (2.9) are uniformly absolutely convergent for (r, θ) ∈ (0, R)×(0, 2π),
one may integrate term-by-term on the right-hand side of (2.9), and so obtain:
Jf(µ, k) = 2π
∑∑
m,n≥0
(−1/4)m+n2−2µIf(µ+m+ n , k −m+ n)
m!n!Γ(µ− k +m+ 1)Γ(µ+ k + n+ 1) , (2.10)
where
If(λ, ℓ) =
∞∫
0
fℓ(r)r
2λ−1dr with fℓ(r) =
1
2π
2π∫
0
f
(
reiθ
)
e−2ℓiθdθ . (2.11)
The expansion (2.10) is a result of Bruggeman and Motohashi [4, Equations (11.8) and (11.9)].
By (2.3) and (2.11),
fℓ(r) =
ϕ(r)
2π
2π∫
0
e−2ℓiθdθ =
{
ϕ(r) if ℓ = 0;
0 if 0 6= 2ℓ ∈ Z. (2.12)
The summation in (2.10) is therefore effectively restricted to the pairs m,n ∈ N ∪ {0} with m − n = k. If
k ≥ 0 then the equation m− n = k implies that m = n+ k = n+ |k|; whereas if k < 0, then it implies that
n = m− k = m+ |k|. Hence, by (2.10)-(2.12), one obtains (both for k ≥ 0, and for k < 0):
Jf(µ, k) = 2π
∑
m≥0
(−1)k4−(µ+2m+|k|)
m!(m+ |k|)!Γ(µ+m+ 1)Γ(µ+m+ |k|+ 1)
∞∫
0
ϕ(r)r2(µ+2m+|k|)−1dr . (2.13)
The equation (2.13) shows that, subject to our hypotheses concerning f , we will have Jf(µ, k) =
Jf(µ, |k|) for µ ∈ C, k ∈ Z. By this observation and (2.8) we obtain an identity,
Kf(ν, p) =
1
sin(πν)
(Jf(−ν, |p|)− Jf(ν, |p|)) , (2.14)
from which both of the equations in (2.4) follow, as immediate corollaries.
We next have to deduce the result (2.5)-(2.6). By the substitution r = 2ρ, one has
∞∫
0
ϕ(r)r2(±ν+2m+|p|)−1dr = 2±2ν+4m+2|p|Mϕ(±2ν + 4m+ 2|p|) ,
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with Mϕ(s) defined by (2.2). Hence, and by (2.13),
Jf(±ν, |p|) = 2π
∑
m≥0
(−1)|p|Mϕ(±2ν + 4m+ 2|p|)
m!(m+ |p|)! Γ(±ν +m+ 1)Γ(±ν +m+ |p|+ 1) .
The result (2.5)-(2.6) of the lemma now follows: one has only to substitute, for each term J(±ν, |p|) in the
equation (2.14), the corresponding expansion (above); and then note that
∑
am −
∑
bm =
∑
(am − bm),
whenever the first two series are convergent.
For proof of (2.7), note that if j ∈ N, and if the j-th order derivative ϕ(j) : (0,∞) → C is continuous,
then, given that the support of ϕ is contained in some closed bounded interval [a, b] ⊂ (0,∞), it will follow
by (2.2) and integration by parts that, for all s ∈ C,
M
(
ϕ(j)
)
(s+ j) =
b/2∫
a/2
ϕ(j)(2ρ)ρs+j−1dρ =
=
(
1
2
ϕ(j−1)(b)(b/2)s+j−1 − 1
2
ϕ(j−1)(a)(a/2)s+j−1
)
− (s+ j − 1)
2
b/2∫
a/2
ϕ(j−1)(2ρ)ρs+j−2dρ =
= (0− 0) + (s+ j − 1)
(−2) M
(
ϕ(j−1)
)
(s+ j − 1) .
By means of this identity one obtains a proof by induction of (2.7) (which is trivially true for j = 0) 
Lemma 2.2. Let A > 1, X > 0, j ∈ N ∪ {0} and 0 < δ < 1; and let f : C∗ → C be given by the
equation (2.3) of Lemma 2.1, where the function ϕ : (0,∞) → C has a continuous j-th order derivative,
ϕ(j) : (0,∞)→ C, and has its support contained within the closed interval [A−1X−1/2, AX−1/2]. Suppose,
moreover, that ν ∈ C and p ∈ N ∪ {0}; that either ν ∈ iR or 0 < ν ≤ 1 − δ and p = 0; and that j = 0 if
ν = p = 0. Then
Kf(ν, p)≪A,δ,j
Yj (|Xν|+ |X−ν|)min
{
1 + | logX | , |ν|−1}
|ν + p|j (p!) |(ν + 1)p|
(
A2
4X
)p
exp
(
A4
16X2
)
, (2.15)
where
Yk = X
−k/2max
x∈R
∣∣∣ϕ(k)(x)∣∣∣ (k = 0, 1, . . . , j). (2.16)
Proof. We showed in the proof of Theorem 1 that, for p ∈ Z, the function ν 7→ Kf(ν, p) is entire. Moroever,
when pj 6= 0, the upper bound in (2.15) is a continuous function of ν for ν ∈ C− {−1,−2,−3, . . . }. It will
therefore suffice to prove Lemma 2.2 for cases where f , ν and p satisfy both the stated hypotheses of the
lemma and the additional hypothesis that ν 6= 0 (the cases of the lemma in which ν = 0 will then follow by
taking the limit as t→ 0+ of cases with ν = it).
We shall also assume (henceforth) that
j = 0 if |ν + p| < 1 . (2.17)
This is permissible, given that when |ν + p| < 1 the bound (2.15) will be at its strongest for j = 0. Indeed,
if j ≥ 1 and k ∈ {0, 1, . . . , j − 1} then, for each x > 0 there exists some x1 ∈ (0, x) such that
ϕ(k)(x) =
x∫
0
ϕ(k+1)(y) dy = (x − 0)ϕ(k+1)(x1) ;
28
so that, by (2.16) and the hypotheses concerning the support of ϕ, one has YkX
k/2 ≤ AX−1/2Yk+1X(k+1)/2
and, hence, Yk ≤ AYk+1. Consequently 0 ≤ Y0|ν+p|−0 = Y0 ≤ AjYj ≤ AjYj |ν+p|−j when |ν+p| < 1; which
establishes that, for such ν and p, the bound (2.15) for j = 0 implies the bound (2.15) for all j ∈ N ∪ {0}.
Suppose now that the hypotheses of the lemma are satisfied, with ν 6= 0 and j satisfying (2.17). We
may complete the proof of the lemma by showing that if m is a non-negative integer then one has
Kmϕ(ν, p)≪A,δ,j
Yj (|Xν |+ |X−ν |)min
{
1 + | logX | , |ν|−1}
|ν + p|j |(ν + 1)p|
(
A2
4X
)p+2m
, (2.18)
with Yj given by (2.16), and with Kmϕ(ν, k) defined by the equation (2.6) (as in Lemma 2.1). For then,
since
∞∑
m=0
1
m!(m+ p)!
OA,δ,j
((
A2
4X
)2m)
≪A,δ,j
∞∑
m=0
1
m!p!
(
A4
16X2
)m
=
1
p!
exp
(
A4
16X2
)
,
the bound (2.15) will follow, by (2.18), from the result (2.5) of Lemma 2.1.
Let m ∈ N ∪ {0}. By (2.6) and (2.7) of Lemma 2.1, and the definition (2.2),
Kmϕ(ν, p) =
(−1)p(−2)j
sin(πν)
(
M
(
ϕ(j)
)
(−2ν + 4m+ 2p+ j)
(−2ν + 4m+ 2p)jΓ(−ν +m+ 1)Γ(−ν +m+ 1 + p) +
+ (−1) M
(
ϕ(j)
)
(2ν + 4m+ 2p+ j)
(2ν + 4m+ 2p)jΓ(ν +m+ 1)Γ(ν +m+ 1 + p)
)
=
= (−1)p+j2j
∞∫
0
ϕ(j)(2ρ)ρ4m+2p+j−1
∆m,j(ν, p; ρ)
sin(πν)
dρ , (2.19)
where
∆m,j(ν, p; ρ) =
∑
ǫ=±1
−ǫρ2ǫν
Γ(ǫν +m+ 1)Γ(ǫν +m+ 1 + p)(2ǫν + 4m+ 2p)j
. (2.20)
Postponing consideration of the cases where 0 < ν ≤ 1 − δ and p = 0, let it temporarily be supposed that
0 6= ν ∈ iR. Then (2.20) may be written as:
∆m,j(ν, p; ρ) = −2i Im
(
ρ2ν
Γ(ν +m+ 1)Γ(ν +m+ 1 + p)(2ν + 4m+ 2p)j
)
(ρ > 0). (2.21)
Given that 0 6= ν ∈ iR, it follows trivially from (2.21) that
|∆m,j(ν, p; ρ)| ≤ 2|Γ(ν +m+ 1)Γ(ν +m+ 1 + p)(2ν + 4m+ 2p)j| (ρ > 0).
Here it is helpful to note that, by the three functional equations zΓ(z) = Γ(z + 1), Γ(z) = Γ(z) and
Γ(z)Γ(1− z) = π/ sin(πz), one has:
Γ(ν + k + 1) = (ν + 1)kΓ(ν + 1) (k ∈ N ∪ {0}) (2.22)
and ∣∣Γ2(ν + 1)∣∣ = |νΓ(ν)Γ(1 − ν)| = |πν|| sin(πν)| . (2.23)
Hence, for ρ > 0,∣∣∣∣∆m,j(ν, p; ρ)sin(πν)
∣∣∣∣ ≤ 2|πν(ν + 1)m(ν + 1)m+p(2ν + 4m+ 2p)j | ≤ 2π
−1
|ν(ν + 1)p| |ν + p|j . (2.24)
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Since this bound is independent of ρ, and since the hypotheses concerning ϕ imply that, for σ ≥ 0,
∞∫
0
∣∣∣ϕ(j)(2ρ)∣∣∣ ρσ−1dρ ≤ A∫
1/A
YjX
j/2
( α
2X1/2
)σ dα
α
≤
≤ 2−jYj(4X)(j−σ)/2Aσmin
{
2 log(A) , σ−1
}≪A,j
≪A,j Yj
(
A2
4X
)(σ−j)/2
(1 + σ)−1 (2.25)
(where Yj is as in (2.16)), it therefore follows by (2.19) and (2.24) that when |ν| ≥ 1 we do obtain the desired
bound (2.18): for, if ν ∈ iR is such that |ν| ≥ 1, then |Xν |+ |X−ν | = 2 and min{1 + | logX | , |ν|−1} = |ν|−1.
This therefore completes our proof in respect of cases where |ν| ≥ 1 (given that the hypotheses of the lemma
ensure that one has ν ∈ iR in such cases).
It only remains to prove the cases of the lemma in which either p ∈ Z and ν ∈ iR with 0 < |ν| < 1, or
p = 0 and ν ∈ (0, 1− δ]. Taking the former case first (i.e. supposing now that ν ∈ iR and 0 < |ν| < 1), we
deduce from (2.21) and (2.22) that
i
2
∆m,j(ν, p; ρ) = Im
(
ρ2ν
)
Re
(
1
Γ2(ν + 1)(ν + 1)m(ν + 1)m+p(2ν + 4m+ 2p)j
)
+ (2.26)
+ Re
(
ρ2ν
)
Im
(
1
Γ2(ν + 1)(ν + 1)m(ν + 1)m+p(2ν + 4m+ 2p)j
)
.
Given that 0 6= ν ∈ iR, and assuming that ϕ(j)(2ρ) 6= 0 (so that A−1X−1/2 ≤ 2ρ ≤ AX−1/2), we will have,
in (2.26), ∣∣Re (ρ2ν)∣∣ ≤ ∣∣ρ2ν∣∣ = 1
and ∣∣Im (ρ2ν)∣∣ = |sin(2|ν| log ρ)| ≤ min {1 , 2|ν log ρ|} ≤
≤ min {1 , |ν|(2| logA|+ | log(4X)|)} ≪A
≪A |ν|min
{|ν|−1 , 1 + | logX |} .
Moreover, since 1/Γ(z) is entire, it is trivially the case that
Re
(
1
Γ2(ν + 1)(ν + 1)m(ν + 1)m+p(2ν + 4m+ 2p)j
)
≪ 1|(ν + 1)p(ν + p)j | for ν ∈ iR with 0 < |ν| < 1.
We now lack only a bound for the latter of the two imaginary parts that appear in (2.26). In order to
obtain a suitable bound for that imaginary part, we make use of the expansion
Im
(
1
Γ2(ν + 1)(ν + 1)m(ν + 1)m+p(2ν + 4m+ 2p)j
)
= (2.27)
= Im
(
1
Γ2(ν + 1)
)
Re
(
1
(ν + 1)m(ν + 1)m+p(2ν + 4m+ 2p)j
)
+
+Re
(
1
Γ2(ν + 1)
)
Im
(
1
(ν + 1)m(ν + 1)m+p (2ν + 4m+ 2p)j
)
,
in which (assuming that ν ∈ iR and |ν| < 1) one has:
Im
(
1
Γ2(ν + 1)
)
=
1
2i
(
1
Γ2(1 + ν)
− 1
Γ2(1− ν)
)
=
(
Γ−2(1 + ν)− Γ−2(1 − ν)
2iν
)
ν ≪ |ν| ,
Re
(
1
Γ2(ν + 1)
)
≪
∣∣∣∣ 1Γ2(ν + 1)
∣∣∣∣≪ 1
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and
Re
(
1
(ν + 1)m(ν + 1)m+p (2ν + 4m+ 2p)j
)
≪ 1|(ν + 1)p(ν + p)j | .
With regard to the final imaginary part in (2.27), we note firstly that, if −1 ≤ θ ≤ 1, then (given that
0 6= ν ∈ iR) one has:
d
dz
(z + 1)m(z + 1)m+p (2z + 4m+ 2p)j
∣∣∣
z=θν
=
= (z + 1)m(z + 1)m+p (2z + 4m+ 2p)j
(
m∑
h=1
1
z + h
+
m+p∑
k=1
1
z + k
+
j−1∑
ℓ=0
2
2z + 4m+ 2p+ ℓ
)∣∣∣∣∣
z=θν
≪
≪ |(ν + 1)m(ν + 1)m+p (2ν + 4m+ 2p)j|
(
m∑
h=1
1
|ν + h| +
m+p∑
k=1
1
|ν + k| +
j−1∑
ℓ=0
2
|2ν + 4m+ 2p+ ℓ|
)
,
m∑
h=1
1
|ν + h| ≤
m+p∑
k=1
1
|ν + k| ≤
m+p∑
k=1
1
k
≤ 1 + log(1 +m+ p)
and, by virtue of the additional hypothesis (2.17),
j−1∑
ℓ=0
2
|2ν + 4m+ 2p+ ℓ| ≤
j−1∑
ℓ=0
1
|ν + p| ≤
j−1∑
ℓ=0
1 = j .
Therefore, given that 0 6= ν ∈ iR, it follows by the mean value theorem of differential calculus that∣∣∣∣Im( 1(ν + 1)m(ν + 1)m+p (2ν + 4m+ 2p)j
)∣∣∣∣ = |Im ((ν + 1)m(ν + 1)m+p (2ν + 4m+ 2p)j)||(ν + 1)m(ν + 1)m+p (2ν + 4m+ 2p)j |2 =
=
∣∣∣∣ ∑
ǫ=±1
ǫ(ǫν + 1)m(ǫν + 1)m+p (2ǫν + 4m+ 2p)j
∣∣∣∣
2 |(ν + 1)m(ν + 1)m+p (2ν + 4m+ 2p)j|2
≤
≤ |ν − (−ν)| |2 + 2 log(m+ p+ 1) + j|
2 |(ν + 1)m(ν + 1)m+p (2ν + 4m+ 2p)j | ≪
≪ |ν| log(m+ p+ 2)|(ν + 1)p (ν + p)j | .
By combining the above bound with those obtained just below (2.27), we may deduce from (2.27) that
Im
(
1
Γ2(ν + 1)(ν + 1)m(ν + 1)m+p(2ν + 4m+ 2p)j
)
≪ |ν| log(m+ p+ 2)|(ν + 1)p (ν + p)j | .
Since sin(πν)/(πν) = sinh(|πν|)/|πν| ≥ 1 when 0 6= ν ∈ iR (as we currently suppose), it follows by this
last bound above, and by (2.26) and the bounds found between (2.26) and (2.27), that one has
∆m,j(ν, p; ρ)
sin(πν)
≪A
min
{|ν|−1 , 1 + | logX |}+ log(m+ p+ 2)
|(ν + 1)p (ν + p)j | .
By this bound, and (2.19) and (2.25), it follows that in the cases where ν ∈ iR and |ν| < 1 we do obtain the
desired bound (2.18): for these cases one has
min
{|ν|−1 , 1 + | logX |}+ log(m+ p+ 2)
1 + 4m+ 2p+ j
≤ min{|ν|−1 , 1 + | logX |}+ log(m+ p+ 2)
m+ p+ 1
<
< min
{|ν|−1 , 1 + | logX |}+ 1≪
≪ min {|ν|−1 , 1 + | logX |} .
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Since (2.18) (for all m ∈ N ∪ {0}) implies the result (2.15), we now have disposed of all those cases of
the lemma in which ν ∈ iR. It only remains to consider the cases where (as we shall henceforth suppose)
one has and p = 0 and 0 < ν ≤ 1− δ. In these cases |ν + p| = ν < 1, so that by (2.17) we are also to assume
now that j = 0. By (2.20) and (2.22), we have
∆m,0(ν, 0; ρ) =
ρ−2ν
Γ2(−ν +m+ 1) −
ρ2ν
Γ2(ν +m+ 1)
= (2.28)
=
ρ−2ν
(−ν + 1)2mΓ2(−ν + 1)
− ρ
2ν
(ν + 1)2mΓ
2(ν + 1)
= D1 +D2 , (2.29)
where
D1 =
ρ−2ν
Γ2(−ν + 1)
(
1
(−ν + 1)2m
− 1
(ν + 1)2m
)
and D2 =
1
(ν + 1)2m
(
ρ−2ν
Γ2(−ν + 1) −
ρ2ν
Γ2(ν + 1)
)
.
Since the function x 7→ 1/Γ(x) bounded on the interval (0,∞), it follows trivially from (2.28) that
∆m,0(ν, 0; ρ)≪ ρ2ν + ρ−2ν (ρ > 0). (2.30)
The bound (2.30) will not, by itself, suffice. The required alternative bound will be obtained by consid-
ering the terms D1 and D2 in (2.29).
Since ν ∈ R, the mean value theorem of real differential calculus implies that, for some θ ∈ (−1, 1),
D2 =
1
(ν + 1)2m
((−ν)− ν)
(
2 log ρ
Γ2(θν + 1)
+
d
dx
1
Γ2(x+ 1)
∣∣∣∣
x=θν
)
ρ2θν .
Given that 0 < ν ≤ 1− δ < 1, so that −1 < θν < 1 here, one therefore has
D2 ≪ ν (| log ρ|+ 1)
(
ρ2ν + ρ−2ν
)
(ρ > 0).
To estimate the term D1 we begin by observing that, since Γ(2− ν) ≍ 1 for 0 < ν ≤ 1− δ < 1,
D1 =
ρ−2ν(1− ν)2
Γ2(2− ν)(1 − ν)2m
(
1− (1 − ν)
2
m
(1 + ν)2m
)
≍ ρ
−2ν(1− ν)2
(1− ν)2m
(
1− (1− ν)
2
m
(1 + ν)2m
)
.
Since 0 < ν ≤ 1− δ < 1, one has (in the above):
1 >
(1− ν)m
(1 + ν)m
=
m∏
k=1
k − ν
k + ν
=
m∏
k=1
(
1− νk
)(
1 + νk
) > m∏
k=1
(
1− ν
k
)2
= P 2m(ν) > 0 ,
where
Pm(ν) =
m∏
k=1
(
1− ν
k
)
=
m∏
k=1
(k − ν)
k
=
(1− ν)m
m!
.
Hence,
D1 ≪ (1− ν)
2ρ−2ν
(m!Pm(ν))
2
(
1− P 4m(ν)
)
<
2ρ−2ν
(m!)2
(
P−2m (ν) − P 2m(ν)
2
)
≪ (m+ 1)−2ρ−2ν sinh (2Qm(ν)) ,
where
0 ≤ Qm(ν) = log
(
1
Pm(ν)
)
=
=
m∑
k=1
(
log(1)− log
(
1− ν
k
))
≤
≤
m∑
k=1
(
ν
k
)(
1− νk
) =
=
m∑
k=1
(
ν
k
+
(
ν
k
)2(
1− νk
)) < ν m∑
k=1
1
k
+
ν2
(1− ν)
∞∑
k=1
1
k2
≤ ν
(
log(1 +m) +O
(
1
1− ν
))
.
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Therefore, and since sinh(y) ≤ y exp(y) for y ≥ 0, we have
D1 ≪ (m+ 1)−2ρ−2νν
(
log(1 +m) +O
(
1
1− ν
))
(m+ 1)2ν exp
(
O
(
1
1− ν
))
≪
≪ exp
(
O
(
1
1− ν
))
(log(m+ 1) + 1)
(m+ 1)2−2ν
νρ−2ν ≪δ νρ−2ν
(bearing in mind that 0 < ν ≤ 1− δ < 1, and that log x≪δ xδ for x ≥ 1 and δ > 0).
By the bounds just obtained for D2 and D1, and by the equation (2.29), it follows that
∆m,0(ν, 0; ρ)≪δ ν
(
ρ2ν + ρ−2ν
)
(1 + | log ρ|) (ρ > 0).
In combination with the bound (2.30), this shows that when 0 < ν ≤ 1− δ < 1 one has
∆m,0(ν, 0; ρ)
sin(πν)
≪δ,A
(
X−ν +Xν
)
min
{
ν−1 , 1 + | logX |} for 1
2AX1/2
≤ ρ ≤ A
2X1/2
. (2.31)
By hypothesis, ϕ(x) = 0 unless 1/A ≤ X1/2x ≤ A; it therefore follows by the last bound above, the case
j = p = 0 of (2.19), and the case j = 0 of (2.25), that when 0 < ν ≤ 1− δ < 1 and j = p = 0 we do obtain
the desired bound (2.18), for all m ∈ N ∪ {0}.
We have now shown the bound (2.18) to hold in all relevant cases; given what was established in the
paragraph containing (2.18), this completes the proof of the lemma 
Remark. Lemma 2.2 implies that the upper bound (1.2.16) holds, subject to the hypotheses of the Corol-
lary to Theorems 1 and 2. To see this note firstly that those hypotheses ensure that X ≥ 2, that ν ∈ iR,
and that, by Lemma 2.2, one obtains the result stated in (2.15)-(2.16) for j = 0, 1, 2, 3. The cases of (1.2.16)
in which |ν| ≥ 1 therefore follow immediately from the case j = 3 of (2.15)-(2.16), since one has there:∣∣Xν∣∣+ ∣∣X−ν∣∣ = 2, exp(A4/16X2)≪A 1 and (see (2.1)) ∣∣(ν+1)p∣∣ ≥ p!. The remaining cases (where |ν| < 1)
are implied by the case j = 0 of (2.15)-(2.16): for, by the observation following (2.17), the terms Y0 and Y3
defined by (2.16) (for j = 3, say) satisfy Y0 ≪A Y3 ≪ (1 + |ν|)−4 Y3, given that |ν| < 1.
Lemma 2.3. Let the hypotheses of the previous lemma concerning A, X , j, δ, f , ϕ and ϕ(j) be satisfied.
Let j = 0. Suppose that 0 < ν ≤ 1− δ. Then
Kf(ν, 0)≪A,δ
∞∫
0
|ϕ(r)| dr
r
min
{
1 + | logX | , ν−1} (Xν +X−ν) exp( A4
16X2
)
. (2.32)
Suppose, moreover, that ϕ : (0,∞)→ [0,∞); and that, for some ε > 0, one has
AX−1/2 ≤ 2 exp
(
Γ′(δ)
Γ(δ)
− ε
)
. (2.33)
Then
Kf(ν, 0)≫A,δ,ε
∞∫
0
ϕ(r)
dr
r
min
{
1 + | logX | , ν−1}Xν . (2.34)
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Proof. Let p = 0. Since all the hypotheses of the case p = j = 0 of Lemma 2.2 are satisfied, and since
ν 6= 0, we obtain (as in the proof of Lemma 2.2) the case p = j = 0 of the results in (2.19). Therefore
Kmϕ(ν, 0) =
∞∫
0
ϕ(2ρ)ρ4m
∆m,0(ν, 0; ρ)
sin(πν)
dρ
ρ
(m ∈ N ∪ {0}), (2.35)
with Kmϕ(ν, k) as in Lemma 2.1; and with ∆m,0(ν, 0; ρ) as in (2.28). Similarly, we obtain the bound (2.31),
for all m ∈ N ∪ {0}. Given that Supp(ϕ) ⊆ [A−1X−1/2 , AX−1/2], it follows by (2.31) and (2.35) that
Kmϕ(ν, 0)≪A,δ
(
Xν +X−ν
)
min
{
1 + | logX | , ν−1} AX
−1/2∫
A−1X−1/2
|ϕ(r)|
(r
2
)4m dr
r
≤
≤
(
A2
4X
)2m (
Xν +X−ν
)
min
{
1 + | logX | , ν−1} ∞∫
0
|ϕ(r)| dr
r
(m ∈ N ∪ {0}).
This upper bound for Kmϕ(ν, 0) implies the result (2.32): for exp
(
A4/16X2
)
=
∑∞
m=1
(
A2/4X
)2m
/m!
and, by the case p = 0 of the result (2.5) of Lemma 2.1, one has
∑∞
m=0 |Kmϕ(ν, 0)| /m!≫ Kf(ν, 0).
It remains for us to prove the conditional lower bound (2.34). We therefore suppose now (in addition
to what has been assumed) that ε > 0; that (2.33) holds; and that ϕ : (0,∞)→ [0,∞). By the result (2.5)
of Lemma 2.1, the bound (2.34) will follow if it can be shown that one has both
Kmϕ(ν, 0) ≥ 0 (m ∈ N) (2.36)
and
K0ϕ(ν, 0)≫A,δ,ε
∞∫
0
ϕ(r)
dr
r
Xν min
{
1 + | logX | , ν−1} . (2.37)
Moreover, given our assumptions concerning the function ϕ and its support, and given the lower bound
sin(πν)≫δ ν > 0
(implied by our assumption that 1 > 1− δ ≥ ν > 0), it follows by the equation (2.35) that, in order to prove
the lower bounds (2.36) and (2.37), it will be enough to show that, for ρ ∈ [ 12A−1X−1/2, 12AX−1/2], one has
both
∆m,0(ν, 0; ρ) ≥ 0 (m ∈ N) (2.38)
and
∆0,0(ν, 0; ρ)≫A,δ,ε Xν min {1 , (1 + | logX |)ν} (2.39)
(with ∆m,0(ν, 0; ρ) as in the equation (2.28), in the proof of Lemma 2.2).
We now complete the proof of the lemma by establishing first (2.38), and then (2.39). It is henceforth
assumed that m ∈ N ∪ {0} and
1
2
A−1X−1/2 ≤ ρ ≤ 1
2
AX−1/2 . (2.40)
By (2.28) and the fundamental theorem of calculus,
∆m,0(ν, 0; ρ) = −
∫ ν
−ν
(
d
dx
ρ2x
Γ2(x+m+ 1)
)
dx =
= 2
∫ ν
−ν
ρ2x
Γ2(x +m+ 1)
(
log
(
1
ρ
)
+
Γ′(x +m+ 1)
Γ(x+m+ 1)
)
dx . (2.41)
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By [24, Section 12.16],
d
dy
Γ′(y + 1)
Γ(y + 1)
=
d2
dy2
log Γ(y + 1) =
∞∑
n=1
1
(y + n)2
> 0 for y > −1.
Since 0 < ν ≤ 1− δ < 1 and m ≥ 0, it follows that one has
Γ′(x+m+ 1)
Γ(x+m+ 1)
≥ Γ
′(x+ 1)
Γ(x+ 1)
≥ Γ
′(1− ν)
Γ(1− ν) ≥
Γ′(δ)
Γ(δ)
for x ≥ −ν. (2.42)
The hypothesis (2.33), and the inequalities in (2.40), therefore ensure that
log
(
1
ρ
)
+
Γ′(x+m+ 1)
Γ(x+m+ 1)
≥ ε > 0 for x ≥ −ν. (2.43)
Since (2.41) and (2.43) combine to give the inequality ∆m,0(ν, 0; ρ) ≥ 0, this concludes our proof of (2.38).
We begin the proof of (2.39) by observing that the case m = 0 of (2.43) shows that
log
(
1
ρ
)
≥ ε− Γ
′(1− ν)
Γ(1− ν) ,
where, by the (2.42) for x = 0, one has:
−Γ
′(δ)
Γ(δ)
≥ −Γ
′(1− ν)
Γ(1− ν) ≥ −
Γ′(1)
Γ(1)
= γ > 0
(γ here being Euler’s constant, by [24, Section 12.16] for example). Therefore one has
log
(
1
ρ
)
≥ −Γ
′(1− ν)
Γ(1− ν)
(
1 +
ε
G(δ)
)
> 0 ,
where G(δ) = −Γ′(δ)/Γ(δ) ≥ γ. This implies the inequalities
G(δ)
(G(δ) + ε)
log
(
1
ρ
)
≥ −Γ
′(1 − ν)
Γ(1− ν) > 0 ,
from which it follows that
log
(
1
ρ
)
≥ −Γ
′(1 − ν)
Γ(1− ν) +
ε
(G(δ) + ε)
log
(
1
ρ
)
> 0 .
By this and (2.42), it follows that one has
Γ′(x+ 1)
Γ(x+ 1)
+ log
(
1
ρ
)
≥ ε
(G(δ) + ε)
log
(
1
ρ
)
≫δ,ε log
(
1
ρ
)
for x ≥ −ν. (2.44)
Postponing our application of (2.44), we take the opportunity to note here that, similarly to the above,
it is implied by the hypothesis (2.33) that
log
(
2X1/2
A
)
≥ ε− Γ
′(δ)
Γ(δ)
≥ ε+ γ > γ > 0 .
This, since A > 1, already shows that log(4X) > 2γ > 1. Moreover, the inequality log(2X1/2/A) > γ is (for
A > 1) equivalent to the inequality
log
(
2X1/2
A
)
>
γ
(γ + logA)
log
(
2X1/2
)
,
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which (since we assume (2.40)) implies that we have
log
(
1
ρ
)
≫A log
(
2X1/2
)
≫ 1 + | logX | (2.45)
(the final bound following since 1 < log(4X) and | logX | = | log(4X)− log 4| ≤ log(4X) + log 4≪ log(4X)).
By (2.44) and the case m = 0 of (2.41), we obtain the lower bound
∆0,0(ν, 0; ρ)≫δ,ε log
(
1
ρ
)∫ ν
−ν
ρ2x
Γ2(x+ 1)
dx ,
where, since 0 < ν ≤ 1− δ < 1, and since 1/Γ(x) is continuous and positive-valued for x > 0, one has:∫ ν
−ν
ρ2x
Γ2(x + 1)
dx≫δ
∫ ν
−ν
ρ2x dx =
∫ ν
−ν
(
1
ρ
)2y
dy =
(1/ρ)2ν − (1/ρ)−2ν
2 log(1/ρ)
.
It therefore follows that
∆0,0(ν, 0; ρ)≫δ,ε (1/ρ)
2ν − (1/ρ)−2ν
2
= sinh
(
2ν log
(
1
ρ
))
.
Now sinh(x) ≫ min{1, x} exp(x), for x > 0, so that by (2.40), (2.45), the hypothesis ν > 0 and the lower
bound for ∆0,0(ν, 0; ρ) just obtained, we have:
∆0,0(ν, 0; ρ)≫δ,ε min
{
1 , 2ν log
(
1
ρ
)}(
1
ρ
)2ν
≫A min {1 , (1 + | logX |)ν}
(
4X
A2
)ν
.
These bounds imply (2.39) (given that 0 < ν < 1), so that both (2.38) and (2.39) have now been shown
to hold when ρ satisfies (2.40). As already noted, the bounds (2.36) and (2.37) follow from these cases of
(2.38) and (2.39); our proof of the lemma is therefore complete, for, by (2.36) and (2.37), the result (2.34)
is obtained 
Remark. By logarithmic differentiation of the duplication formula [24, Section 12.15], one finds that
Γ′(1/2)/Γ(1/2) = Γ′(1)/Γ(1) − 2 log 2 = −γ − log 4. Hence the case δ = 1/2 of the result (2.33)-(2.34) of
Lemma 2.3 implies the conditional lower bound (1.2.18) (where it is implicitly assumed that X ≥ 4e2γ , so
that | logX | = logX ≫ 1).
§3. A Bound in respect of a Single Level: the Proof of Theorem 4
In this section we prove Theorem 4. Let ε, q, N and X satisfy the hypotheses of that theorem; let
Γ = Γ0(q) ≤ SL(2,O); let a be a cusp of Γ; and let bn ∈ C for n ∈ O− {0}. Then on the left-hand side of
the relation (1.3.1) one has the sum
(Γ)∑
V
νV >0
XνV
∣∣∣∣∣ ∑
N/2<|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
= σaq (b, N ;X) (say).
Let σaq (b, N ;Y ) be defined similarly for Y > 0 (i.e. by substitution of Y for X in the above equation). Then,
since Xν = UνY ν when U = X/Y , and since the real function ν 7→ Uν is increasing if U ≥ 1, and decreasing
if 1 > U > 0, it follows from (1.2.20) that, for Y > 0,
σaq (b, N ;X) ≤
(
max
{
1 ,
X
Y
})Θ(q)
σaq (b, N ;Y ) . (3.1)
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By (3.1), the hypothesis X ≥ 1, and the description of spectral parameters preceding (1.1.4), one has, in
particular:
σaq (b, N ;X) ≤ XΘ(q)σaq (b, N ; 1) ≤ XΘ(q)Ea0 (q, 1, 1;N,b) ,
where Ea0 (q, P,K;N,b) is as defined by the equation (1.2.7) of Theorem 2. Here the case j = 0, P = K = 1
of the result (1.2.9) of Theorem 2 may be applied with ε/2 substituted for ε: one thereby obtains the bound
σaq (b, N ;X)≪ XΘ(q)
(
1 +Oε
(
MaN
1+(ε/2)
))
‖bN‖22 ,
where Ma = |µ(a)|2; and where µ(a) and ‖bN‖2 are as indicated by (1.2.10), (1.2.11) and Remark 3 (below
Theorem 2). Moreover, since N ≥ 1, and since the inequalities (1.2.22) of Theorem 3 imply that Θ(q) ≥ 0
and 1−Θ(q) > 1/2, it therefore follows that, in cases where MaN1+(ε/2) ≫ 1, one has:
σaq (b, N ;X) = Oε
(
XΘ(q)MaN
1+(ε/2) ‖bN‖22
)
≤ (XMaN)Θ(q)
(
Oε
(
MaN
1+ε
))1−Θ(q) ‖bN‖22 <
< (1 +XMaN)
Θ(q) (
1 +Oε
(
MaN
1+ε
))1−Θ(q) ‖bN‖22 .
This shows that, in cases where MaN ≫ 1, the bound (1.3.1) holds: that completes proof of the theorem in
those cases, so we may suppose, henceforth, that
210π2MaN ≤ 1 . (3.2)
In order to complete this proof it will suffice to show that, subject to (3.2) (and our prior hypotheses),
the bound (1.3.1) holds when
X =
1
16π2MaN
. (3.3)
For, if that particular case of the bound (1.3.1) holds, then
σaq
(
b, N ;
(
16π2MaN
)−1)≪ (1 + 1
16π2
)Θ(q) (
1 +Oε
(
MaN
1+ε
))1−Θ(q) ‖bN‖22 log(2 + 1MaN
)
≪
≪ (1 +Oε (MaN1+ε))1−Θ(q) ‖bN‖22 log(2 + 1MaN
)
(by Theorem 3), and so, since the inequality (3.1) and Theorem 3 imply that one has
σaq (b, N ;X)≪ (1 +MaNX)Θ(q) σaq
(
b, N ;
(
16π2MaN
)−1)
(X ≥ 1),
it follows that the bound (1.3.1) holds for all X ≥ 1. Accordingly, we assume (3.3) for the remainder of this
proof. Since we also assume (3.2), this implies that
X ≥ 64 . (3.4)
Our aim is to show that, in the cases now being considered, the bound (1.3.1) results from the comparison
of σaq (b, N ;X) with the sum
σ˜aq (b, N ; f) =
(Γ)∑
V
νV >0
Kf (νV , 0)
∣∣∣∣∣ ∑
N/2<|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
, (3.5)
where the K-transform is as defined in Theorem 1, while the even ‘test-function’ f : C∗ → C is given by
f(z) = Φ
(
log
(
X1/2|z|)
log 2
)
(z ∈ C∗),
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with Φ : R→ [0,∞) satisfying:
Φ(t) =
{
exp
(
− 11−t2
)
if −1 < t < 1;
0 otherwise.
Given the fact that limδ→0+ δ−k exp(−1/δ) = 0, for all k ∈ N, it may be seen by elementary calculus
that the above function Φ is infinitely differentiable on R. Hence the function ϕ : (0,∞) → [0,∞) given
by ϕ(r) = Φ
(
log
(
X1/2r
)
/ log 2
)
(r > 0), which has range [0, 1/e] and support
[
2−1X−1/2 , 2X−1/2
]
, is also
infinitely differentiable, and (as may, for example, be deduced from the case X = 64) satisfies:
ϕ(j)(r)≪j Xj/2 (j ∈ N ∪ {0} and r > 0). (3.6)
It follows (see Remark 4, in Subsection 1.2) that X and the function f , just defined, satisfy all of the relevant
hypotheses of both Theorem 1 and the case A = 2 of the Corollary to Theorems 1 and 2. Since (3.4) ensures
that we have AX−1/2 = 2X−1/2 ≤ 1/c with c = 4 > 2eγ , it is moreover the case that the conditions found
sufficient to imply the lower bound (1.2.18) for Kf(ν, 0) are satisfied.
By (1.2.20) and Theorem 3, each term of the sum over subspaces V in the equation (3.5) certainly has
0 < νV < 1/2. We may therefore infer from the lower bound (1.2.18) that
σ˜aq (b, N ; f)≫
∫ ∞
0
ϕ(r)
dr
r
min{logX , 2} σaq (b, N ;X) .
Here ∫ ∞
0
ϕ(r)
dr
r
= (log 2)
∫ ∞
−∞
Φ(t) dt≫ 1
and, by (3.4), min{logX , 2} = 2; so it follows that we have
σaq (b, N ;X)≪ σ˜aq (b, N ; f) . (3.7)
To complete this proof we now deduce, from the Corollary to Theorems 1 and 2, an estimate for the sum
σ˜aq (b, N ; f). By applying the result (1.2.15) of that corollary, with b = a, M = N , am = bm (0 6= m ∈ O)
and A = 2, and with ε/4 substituted for ε, one obtains an equation with the sum of an O-term and the term
πσ˜aq (b, N ; f) on one side, and a sum of Kloosterman sums on the other side. Each term of the latter sum
of Kloosterman sums involves a factor f
(
2π
√
mn/c
)
= ϕ
(∣∣2π√mn/c∣∣), where, by (1.2.15) and the result
(1.2.12) noted in remarks following Theorem 2, the constraints on the variables of summation m, n and c
ensure that ∣∣∣∣2π√mnc
∣∣∣∣ ≤ 2π
√
N
|1/µ(a)| = 2π (MaN)
1/2
= 2−1X−1/2
(the last equation following by (3.3)). Since ϕ(r) = 0 for x ≤ 2−1X−1/2, each term of the sum of Kloosterman
sums equals zero; and so, in the cases being considered, the equation (1.2.15) reduces to:
0 = πσ˜aq (b, N ; f) +OA
(
(logX)Y
(
1 +Oε
(
|µ(a)|N (1/2)+(ε/4)
))2
‖bN‖22
)
,
where A = 2, and where, by (1.2.14) and (3.6), we have Y ≪ 1. Therefore, and by (3.3) and (3.7), we obtain
the bound
σaq (b, N ;X)≪
(
1 +Oε
(
MaN
1+(ε/2)
))
‖bN‖22 log
(
1
MaN
)
. (3.8)
Here, since Theorem 3 shows that 1 ≥ 1 − Θ(q) > 1/2, and since we have (by (3.4)) X ≥ 1 and (by
hypothesis) ε > 0 and N ≥ 1, it follows from (3.3) that one has
Oε
(
MaN
1+(ε/2)
)
< Oε
(
Nε/2
X
)
≤ Oε
(
N (1−Θ(q))ε
X1−Θ(q)
)
≤
(
Oε
(
Nε
X
))1−Θ(q)
≪ (Oε (MaN1+ε))1−Θ(q) .
Therefore, and since the real exponents Θ(q) and 1−Θ(q) in the result (1.3.1) of Theorem 4 are non-negative,
it follows that, subject to (3.2) and (3.3) holding, the bound in (3.8) implies that in (1.3.1). This, as was
observed in the paragraph containing (3.3), is all that was needed to complete this proof 
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§4. Averaging over the Level
In this section we are concerned with the sum St(Q,X,N) defined in (1.3.2): the relevant arbitrary
complex coefficients an (n ∈ O) are assumed to be fixed throughout. We first prove Theorem 7, and then
apply it (together with Theorem 6) in our proof of Theorem 5. We omit the proof of Theorem 6, since the
paragraph below (1.3.10) gives sufficient details of that (very simple) proof.
The Proof of Theorem 7.
Let X , Q, N , t, ε, j and Q∗ satisfy the hypotheses of the theorem. If 1 ≤ X ≪ 1 then, by Theorem 6,
Theorem 3, the definition (1.3.2) and the Cauchy-Schwarz inequality, one has
St(Q,X,N) ≤ X2/9St(Q, 1, N)≪ St(Q, 1, N) ≤
∑
Q/2<|q|2≤Q
2 (E∞0 (q, 1, 1;N,b) + E
∞
0 (q, 1, 1;N/2,b)) ,
where Ea0 (q, P,K;N,b) is given by the equation (1.2.7), in Theorem 2, with
bn = an|n|2it (0 6= n ∈ O). (4.1)
By the results (1.2.9)-(1.2.11) of Theorem 2, and Remark 3 (below Theorem 2), it therefore follows that
St(Q,X,N)≪
∑
Q/2<|q|2≤Q
(
1 +Oε
(
N1+ε
|q|2
))
‖aN‖22 ≪
(
Q +Oε
(
N1+ε
)) ‖aN‖22 if X ≪ 1. (4.2)
Since (4.2) implies that (1.3.10) holds when 1 ≤ X < 64, we assume henceforth that X ≥ 64 (as was the
case, after (3.4), in our proof of Theorem 4). We now define g : C∗ → [0, 1/e] by setting g(z) = ψ(|z|), for
0 6= z ∈ C, where, for r > 0, one has ψ(r) = Φ (log(Q−1/2r)/ log 2), with Φ : R → [0, 1/e] defined as in the
proof of Theorem 4, below (3.5). The function ψ : (0,∞)→ [0, 1/e] is infinitely differentiable; its support is
the interval
[
Q1/2/2 , 2Q1/2
]
; and it moreover satisfies ψ(r) > Φ(1/2) = e−4/3 for (Q/2)1/2 < r < (2Q)1/2.
It follows that, for 0 6= q ∈ O, one has g(q)≫ 1 if Q/2 < |q|2 < 2Q; and g(q) ≥ 0 otherwise. Hence, and by
the definition (1.3.2) of St(Q,X,N), one has
St(Q,X,N)≪
∑
06=q∈O
g(q)
(Γ0(q))∑
V
νV >0
XνV
∣∣∣∣∣ ∑
N/4<|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
,
where the coefficients bn (0 6= n ∈ O) are given by (4.1). Since g(q) ≥ 0 for 0 6= q ∈ O, and since X ≥ 64, it
follows from this last bound (similarly to how, in the proof of Theorem 4, we obtained (3.7)) that
St(Q,X,N)≪
∑
06=q∈O
g(q)
(Γ0(q))∑
V
νV >0
Kf (νV , 0)
∣∣∣∣∣ ∑
N/4<|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
, (4.3)
with f : C∗ → [0,∞) as defined, below (3.5), in the proof of Theorem 4; and with Kf(ν, p) as in Theorem 1.
Our next step is to apply the Corollary to Theorems 1 and 2 to the inner sum (over spaces V ) on the
right-hand side of (4.3). That corollary does not apply directly to such sums; but one can obtain the required
result from four distinct applications of the equation (1.2.15), in which one substitutes, for the pair (M,N),
the pairs (N,N), (N,N/2), (N/2, N) and (N/2, N/2), respectively. Then, by applying the result obtained,
for b = a =∞ (so that |µ(a)| = |µ(b)| = 1/|q|), and with ε/2 substituted for ε, one finds that, for 0 6= q ∈ O,
(Γ0(q))∑
V
νV >0
Kf (νV , 0)
∣∣∣∣∣ ∑
N
4 <|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
= (4.4)
=
∑
N
4 <|m|2≤N
bm
∑
N
4 <|n|2≤N
bn
(Γ0(q))∑
c∈∞C∞
S∞,∞(m,n; c)
π|c|2 f
(
2π
√
mn
c
)
+
+OA
(
(logX)Y
(
1 +Oε
(
N1+ε|q|−2)) ‖bN‖22) ,
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where, since f is the function defined in the proof of Theorem 4, we have A = 2 and Y ≪ 1 (just as is noted
prior to (3.8)). Since the function g has range [0, 1/e] and support
{
z ∈ C : Q/4 ≤ |z|2 ≤ 4Q}, it follows by
(4.4), combined with (1.3.4), (1.3.5), (4.1) and (4.3), that one has the upper bound
St(Q,X,N)≪
∣∣∣∣∣∣
∑
06=q∈O
g(q)
∑ ∑
N/4<|m|2,|n|2≤N
am an
∣∣∣m
n
∣∣∣−2it ∑
06=ℓ∈O
S(m,n; ℓq)
π|ℓq|2 f
(
2π
√
mn
ℓq
)∣∣∣∣∣∣+
+ (logX)
(
Q+Oε
(
N1+ε
)) ‖aN‖22 ,
where S(u, v;w) is the ‘simple Kloosterman sum’ defined in (1.3.6). By our choice of f and g, we have
here that f(w)g(z) 6= 0 if and only if 1/4 < X |w|2, |z|2/Q < 4. Therefore, in the above sum over q, m,
n and ℓ (where the constraints on m and n imply N/4 < |mn| ≤ N), the summand is zero whenever
|ℓ|2 6∈ (2−10Q∗ , Q∗), where, as in (1.3.9), Q∗ = 64π2XN/Q. Consequently, one either has
St(Q,X,N)≪ (logX)
(
Q+Oε
(
N1+ε
)) ‖aN‖22 , (4.5)
or else, for some k ∈ {0, 1, 2, . . . , 9}, and L = 2−kQ∗, one has:
St(Q,X,N)≪
∣∣∣∣∣∣
∑
L/2<|ℓ|2≤L
∑∑
N/4<|m|2,|n|2≤N
am an
∣∣∣m
n
∣∣∣−2it ∑
06=q∈O
S(m,n; ℓq)
|ℓq|2 f
(
2π
√
mn
ℓq
)
g(q)
∣∣∣∣∣∣ . (4.6)
Since the bound (4.5) is satisfactory (i.e. it would imply the result (1.3.10)), let it now be supposed
that L ≍ Q∗ is such that (4.6) holds. If it is shown that in this case one again obtains (1.3.10), then by the
conclusions reached in (4.5)-(4.6) (and after (4.2)) the proof of the theorem will be complete.
We seek to apply the Corollary to Theorems 1 and 2 to the sum over m, n and q in (4.6): for, by (1.3.4)-
(1.3.5), the sums S(m,n; ℓq) occurring in the inner summation in (4.6) are the generalised Kloosterman sums
S∞,∞(m,n; c) associated with the Hecke congruence subgroup Γ0(ℓ) ≤ SL(2,O). In order that (1.2.15) may
be applied, we must first effect a replacement of the factors f(2π
√
mn/ℓq) and g(q), in (4.6), by single factor
of the form F (|2π√mn/(ℓq)|), where F is a suitable complex-valued function. We achieve this in the steps
between (4.7) and (4.11) below.
Recalling that g(z) = ψ(|z|), for 0 6= z ∈ C, where the function ψ : (0,∞) → [0, 1/e] is both infinitely
differentiable and of compact support, we have, by Mellin’s inversion formula [10, Appendix, Equation (A.2)],
g(z) = ψ(|z|) = 1
2πi
σ+i∞∫
σ−i∞
Ψ(s)|z|−sds (0 6= z ∈ C, σ ∈ R), (4.7)
where, for s ∈ C,
Ψ(s) =
∫ ∞
0
rs−1ψ(r)dr . (4.8)
Note that the integral in (4.7) is absolutely convergent in all relevant cases; indeed, by (4.8) and our particular
choice of function ψ, one has, for s ∈ C,
Ψ(s) =
∞∫
0
rs−1Φ
(
log
(
Q−1/2r
)
log 2
)
dr = (log 2)Qs/2
∞∫
−∞
2suΦ(u)du
where, by the definition of Φ (below (3.5)) and integration by parts,
∞∫
−∞
2suΦ(u)du =
1∫
−1
2suΦ(u)du = (−s log 2)−j
∫ 1
−1
2suΦ(j)(u)du≪ 2|Re(s)|min {1 , Oj (|s|−j)} (j ∈ N).
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We apply the case σ = 0 of the inversion formula (4.7), for z = q (the variable of summation in (4.6)).
Since the summation over ℓ, m, n and q in (4.6) is (by virtue of the fact that f(w) = 0 unless X |w|2 > 1/4)
effectively finite, our application of (4.7) allows us to deduce that
St(Q,X,N)≪
∣∣∣∣∣∣∣
∞∫
−∞
Ψ(iτ)
∑
L
2 <|ℓ|2≤L
∑ ∑
N
4 <|m|2,|n|2≤N
am an
∣∣∣m
n
∣∣∣−2it ∑
06=q∈O
S(m,n; ℓq)
|ℓq|2 f
(
2π
√
mn
ℓq
)
|q|−iτdτ
∣∣∣∣∣∣∣ ,
where, by the results of the preceding paragraph,
Ψ(iτ)≪ ∣∣Qiτ/2∣∣min{1 , Oj (|τ |−j)}≪j (1 + |τ |)−j (τ ∈ R, j = 0, 1, 2, . . . ). (4.9)
It therefore follows by the substitution τ = 4u that
St(Q,X,N)≪
∞∫
−∞
∣∣∣∣∣∣Ψ(4iu)
∑
L
2<|ℓ|2≤L
|ℓ|4iu
∑ ∑
N
4 <|m|2,|n|2≤N
am |m|−2i(t+u)an|n|2i(t−u)Pm,n (ℓ; fu)
∣∣∣∣∣∣ du , (4.10)
for j ≥ 2, where
fu(z) = f(z)|z|4iu = ϕ(|z|)|z|4iu (4.11)
(with ϕ : (0,∞)→ [0, 1/e] as defined just prior to (3.6)), and where, by (1.3.4) and (1.3.5),
Pm,n (ℓ; fu) =
∑
06=q∈O
S(m,n; ℓq)
|ℓq|2 fu
(
2π
√
mn
ℓq
)
=
(Γ0(ℓ))∑
c∈∞C∞
S∞,∞(m,n; c)
|c|2 fu
(
2π
√
mn
c
)
.
Given arbitrary coefficients a+n , a
−
n ∈ C (0 6= n ∈ O), and with fu(z) and Pm,n(ℓ; fu) as above, it follows
by the Corollary to Theorems 1 and 2 (similarly to how (4.4) was obtained) that, for 0 6= ℓ ∈ O and u ∈ R,∑
N/4<|m|2,|n|2≤N
a+n a
−
n Pm,n (ℓ; fu) =
= π
(Γ0(ℓ))∑
V
νV >0
Kfu (νV , 0)
∑
N/4<|m|2≤N
a+n c∞V (m; νV , 0)
∑
N/4<|n|2≤N
a−n c
∞
V (n; νV , 0) +
+OA
(
(logX)Yu
(
1 +Oε
(
N1+ε|ℓ|−2)) ∥∥a+N∥∥2 ∥∥a−N∥∥2) ,
with A = 2 as previously (fu having the same support as f), and, by (1.2.14), (4.11) and (3.6), with
Yu = X
−3/2max
r>0
∣∣∣∣ d3dr3 ϕ(r)r4iu
∣∣∣∣≪
≪ X−3/2 max
r>(4X)−1/2
max
k=0,1,2,3
X(3−k)/2
∣∣∣∣ dkdrk r4iu
∣∣∣∣≪ maxr>0 maxk=0,1,2,3
∣∣∣∣rk dkdrk r4iu
∣∣∣∣ ≍ (1 + |u|)3
(since ϕ(r) = 0 for 0 < r ≤ 2−1X−1/2). Since one may take here a±n = an|n|2i(t±u), for 0 6= n ∈ O (when
u, t are any given real numbers), we are therefore able to deduce from (4.10) that
St(Q,X,N)≪
∞∫
−∞
|Ψ(4iu)|
(
(1 + |u|)3E +
∑
L/2<|ℓ|2≤L
Fℓ(u)
)
du , (4.12)
where
E ≪ (logX) (L+Oε (N1+ε)) ‖aN‖22 ≪ε Xε (L+N1+ε) ‖aN‖22 (4.13)
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and
Fℓ(u) =
(Γ0(ℓ))∑
V
νV >0
∣∣∣∣∣∣Kfu (νV , 0)
∑
N/4<|m|2≤N
am|m|2i(t+u)c∞V (m; νV , 0)
∑
N/4<|n|2≤N
an|n|2i(t−u)c∞V (n; νV , 0)
∣∣∣∣∣∣ ≤
≤ 1
2
∑
σ=±1
(Γ0(ℓ))∑
V
νV >0
|Kfu (νV , 0)|
∣∣∣∣∣∣
∑
N/4<|n|2≤N
an|n|2i(t+σu)c∞V (n; νV , 0)
∣∣∣∣∣∣
2
(4.14)
(by the arithmetic-geometric mean inequality).
For u ∈ R, let ϕu : (0,∞) → C be the function satisfying ϕu(r) = ϕ(r)r4iu for r > 0, where ϕ (as
in (4.11)) is the function defined just above (3.6). The functions ϕu just defined inherit from ϕ both the
property of having support
[
2−1X−1/2 , 2X−1/2
]
and the property of being infinitely differentiable; they are,
in particular, continuous functions on (0,∞). Given (4.11), and given that X ≥ 64 ≥ 2, it therefore follows
by (1.2.17) that, for u ∈ R and 0 < ν ≤ 1/2,
Kfu(ν, 0)≪
∞∫
0
|ϕu(r)| dr
r
min
{
logX , ν−1
}
Xν ,
where
∞∫
0
|ϕu(r)| dr
r
=
∞∫
0
ϕ(r)
dr
r
=
∞∫
0
Φ
(
log
(
X1/2r
)
log 2
)
dr
r
= (log 2)
1∫
−1
Φ(y)dy ≪ 1
(by the definitions of ϕ and Φ prior to (3.6)). SinceX ≥ 1, and since one consequently has logX < (2/ε)Xε/2,
one may deduce from the above results that, for u ∈ R,
Kfu(ν, 0)≪
{
ε−1Xν if ε/2 < ν ≤ 1/2;
ε−1Xε if 0 < ν ≤ min{ε/2 , 1/2}.
Therefore it follows by (4.14), (1.2.20) and Theorem 3, and the case K = P = 1 of Theorem 2 that, in (4.12),
Fℓ(u)≪ε
∑
σ=±1
(Γ0(ℓ))∑
V
νV >ε/2
Xν
∣∣∣∣∣∣
∑
N/4<|n|2≤N
an|n|2i(t+σu)c∞V (n; νV , 0)
∣∣∣∣∣∣
2
+Xε
(
1 +
N1+ε
|ℓ|2
)
‖aN‖22 (4.15)
(as the variable of summation n is subject to stricter conditions in (1.2.7) than it is in (4.14), the application
here of Theorem 2 depends on prior use of the inequality |S(N)+S(N/2)|2 ≤ 2|S(N)|2+2|S(N/2)|2, where
S(M) denotes the sum of those terms of the sum over n in (4.14) for which |n|2 lies in the interval (M/2,M ]).
By (4.12), (4.13) and (4.15), and the bounds on Ψ(iτ) in (4.9), we have
St(Q,X,N)≪ε
∞∫
−∞
|Ψ(4iu)|
(
(1 + |u|)3Xε (L+N1+ε) ‖aN‖22 + ∑
σ=±1
St+σu(L,X,N)
)
du =
= Xε
(
L+N1+ε
) ‖aN‖22
∞∫
−∞
O
(
(1 + |u|)−2) du+ ∞∫
−∞
(|Ψ(4iu)|+ |Ψ(−4iu)|)St+u(L,X,N) du =
= O
(
Xε
(
L+N1+ε
) ‖aN‖22)+Oj
 ∞∫
−∞
(1 + |u|)−j St+u(L,X,N) du

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(both St(Q,X,N) and St+σu(L,X,N) being examples of the sums defined in (1.3.2)). Since we have L ≍ Q∗,
with Q∗ as in (1.3.9), this upper bound just obtained for St(Q,X,N) therefore implies the result (1.3.10) of
Theorem 7; as explained below (4.6), this completes the proof of that theorem 
We use the remainder of this section to prepare for and present our proof of Theorem 5. Considering
firstly the sum
σ∞q (b, N ;X) =
(Γ0(q))∑
V
νV >0
XνV
∣∣∣∣∣∣
∑
N/4<|n|2≤N
bnc
∞
V (n; νV , 0)
∣∣∣∣∣∣
2
, (4.16)
it follows by Theorem 4 (in conjunction with an inequality similar to that mentioned, in parenthesis, below
(4.15)), and by the latter part of Remark 3 (below Theorem 2), that for 0 6= q ∈ O, X,N ≥ 1, arbitrary
complex coefficients bn (0 6= n ∈ O) and any ε > 0 this sum satisfies
σ∞q (b, N ;X)≪
(
1 +
XN
|q|2
)Θ(q) (
1 +Oε
(
N1+ε
|q|2
))1−Θ(q)
‖bN‖22 log
(
2 +
|q|2
N
)
,
where ‖bN‖2 and Θ(q) are as indicated by (1.2.11) and (1.2.20). By Theorem 3, and given the condition
ε > 0, and the conditions X,N ≥ 1 (which ensure that (1 +XN |q|−2)/(1 + N |q|−2) ≥ 1), it is implied by
the above bound on σ∞q (b, N ;X) that one has
σ∞q (b, N ;X)≪ε (QN)ε
(
1 +
XN
Q
)ϑ(
1 +
N
Q
)1−ϑ
‖bN‖22 if Q/2 < |q|2 ≤ Q
(with ϑ ∈ [0, 2/9] given by (1.2.20) and (1.2.21)). By summing this over the relevant q ∈ O, one obtains:
∑
Q/2<|q|2≤Q
σ∞q (b, N ;X)≪ε Q(QN)ε
(
1 +
XN
Q
)ϑ(
1 +
N
Q
)1−ϑ
‖bN‖22 =
= (QN)ε (Q+XN)
ϑ
(Q+N)
1−ϑ ‖bN‖22 , (4.17)
for Q ≥ 1. Given t ∈ R, and arbitrary coefficients an ∈ C (0 6= n ∈ O), one may apply (4.17) with the
particular coefficients bn = an|n|2it (0 6= n ∈ O). Then, by the definitions in (1.3.2) and (4.16), the sum
bounded in (4.17) equals St(Q,X,N); and so, given the equation ‖bN‖22 = ‖aN‖22, and the inequalities
(Q+XN)
ϑ
(Q +N)
1−ϑ ≤ 2 (Qϑ +XϑNϑ) (Q1−ϑ +N1−ϑ) and QϑN1−ϑ ≤ max{Q,N} ≤ Q+XϑN ,
this application of (4.17) yields the bound
St(Q,X,N)≪ε (QN)ε
(
Q +XϑNϑQ1−ϑ +XϑN
) ‖aN‖22 , (4.18)
for t ∈ R, Q,X,N ≥ 1 and ε > 0. Note that the term XϑNϑQ1−ϑ, in brackets, on the right-hand side of
(4.18), is greater by a factor Qϑ than the corresponding term occurring in the result (1.3.7) of Theorem 5.
From the bound (4.18) we deduce the first of the next two lemmas. The second of these lemmas is proved
by a straightforward application of Theorems 6 and 7.
Lemma 4.1. Let 1/2 ≥ ε > 0; let Q0 ≥ 1; and let ϑ be given by (1.2.20) and (1.2.21). Then there exists
a number C1 = C1(ε,Q0) ∈ [1,∞) (depending only upon ε and Q0) such that, for all t ∈ R, and for all
Q,N,X ≥ 1 satisfying Q1−ε ≤ N , or Q1+ε ≥ XN , or Q ≤ Q0, one has
St(Q,X,N) ≤ C1(ε,Q0) (QN)ε
(
Q+XϑN
) ‖aN‖22 . (4.19)
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Proof. Assume the hypotheses of the lemma; and let t ∈ R. By applying (4.18), with ε/3 substituted for ε,
one obtains the bound
St(Q,X,N)≪ε (QN)ε
(
Q+XϑN
) ‖aN‖22 , (4.20)
whenever Q,N,X ≥ 1 are such that XϑNϑQ1−ϑ ≤ (QN)2ε/3max{Q , XϑN}. This condition holds if and
only if one has either (XN/Q)ϑ ≤ (QN)2ε/3 or (Q/N)1−ϑ ≤ (QN)2ε/3. Here we may assume Q,N,X ≥ 1; so
by Theorem 3, the former of the two inequalities involving (QN)2ε/3 will hold if (XN/Q)2/9 ≤ Q2ε/3; while,
since −ϑ ≤ 0 and ε ≤ 1/2, the latter inequality (which is equivalent to having (Q/N)1+(2ε/3)−ϑ ≤ Q4ε/3)
will hold if (Q/N)4/3 ≤ Q4ε/3. Hence one obtains (4.20) for Q,N,X ≥ 1 satisfying either XN/Q ≤ Q3ε or
Q/N ≤ Qε (so certainly in all the cases where Q,X,N ≥ 1 and either Q1+ε ≥ XN or Q1−ε ≤ N).
When 1 ≤ Q ≤ Q0, we may, instead of the above, simply apply (4.18) as it stands (i.e. with ε there as
it is here). Indeed, since ϑ < 1 and 1− ϑ ≤ 1, it follows by (4.18) that for Q,X,N ≥ 1 one has
St(Q,X,N)≪ε (QN)ε
(
Q+XϑNQ+XϑN
) ‖aN‖22 ≪ Q(QN)ε (Q+XϑN) ‖aN‖22 ,
so that
St(Q,X,N)≪ε,Q0 (QN)ε
(
Q+XϑN
) ‖aN‖22 if Q ≤ Q0. (4.21)
Given both (4.21) and the conclusion of the preceding paragraph, it has now been shown that if, for example,
C1(ε,Q0) = max {1 , A(ε) , B(ε,Q0)}, where A(ε) and B(ε,Q0) are any of the positive numbers that may
serve as implicit constants in (4.20) and (4.21), respectively, then the bound (4.19) will hold in all the cases
referred to by the lemma 
Lemma 4.2. Let j ≥ 2; let 1/2 ≥ ε > 0; and let ϑ be given by (1.2.20) and (1.2.21). Then there exists
a number Cj = Cj(ε) ∈ [1,∞) (depending only upon ε and j) which is such that, for all t ∈ R, and all
Q,X,N ≥ 1 and Y ∈ R satisfying both
X ≥ Q
N
≥ 1 , (4.22)
and
min
{
X ,
Q2−ε
N
}
= Y , (4.23)
there exist L, v ∈ R satisfying both
Y N
Q
< L <
210Y N
Q
, (4.24)
and
Cj(ε)
(
X
Y
)ϑ(
(1 + |v − t|)−(j−2)Sv(L, Y,N) +Q1+(2−ε)ε/3 ‖aN‖22
)
≥ St(Q,X,N) . (4.25)
Proof. Let j, ε and ϑ satisfy the stated hypotheses. Suppose, moreover, that t ∈ R; that the parameters
Q,X,N ≥ 1 satisfy (4.22); and that Y is given by the equation (4.23). Then, since Q ≥ 1 and 2−ε ≥ 3/2 > 1,
it follows by (4.23) and (4.22) that X ≥ Y ≥ Q/N ≥ 1. Hence (and since ϑ ≥ 0), the result (1.3.8) of
Theorem 6 implies that
St(Q,X,N) ≤
(
X
Y
)ϑ
St(Q, Y,N) . (4.26)
By substitution of ε/3 for ε in the result (1.3.10) supplied by Theorem 7, one has, in (4.26),
St(Q, Y,N)≪ε,j
∞∫
−∞
St+u(L, Y,N)(1 + |u|)−(j−2) du
(1 + u2)
+ Y ε/3
(
Q+
Y N
Q
+N1+ε/3
)
‖aN‖22 , (4.27)
for some L ∈ [2−3π2Y N/Q , 26π2Y N/Q]. Choose such an L: this ensures (since 8 < π2 < 16) that the
inequalities in (4.24) are satisfied. Then, in considering the definition of the sum St+u(L, Y,N), we may
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note that, on the right-hand side of the defining equation (1.3.2), the inner sum (over spaces V ) always
has a finite number of terms: see the discussion of exceptional eigenvalues below (1.1.11). Consequently all
the summations in (1.3.2) are finite; and so it is evident (from an inspection of (1.3.2)) that the function
u 7→ (1 + |u|)−(j−2)St+u(L, Y,N) has its range contained in [0,∞), and is both bounded and continuous
on R. Given the well-known evaluation of
∫
R
(1 + u2)−1du, it may therefore be deduced that there exists
some v ∈ R such that the integral appearing in (4.27) is equal to π(1+ |v− t|)−(j−2)Sv(L, Y,N). Hence, and
by (4.26), it suffices for completion of this proof that we note (with regard to the rightmost terms in (4.27))
the three inequalities
Y N/Q ≤ Q1−ε ≤ Q, max{Q , N1+ε/3} ≤ QNε/3 and Y ε/3Nε/3 = (Y N)ε/3 ≤ Q(2−ε)ε/3 ,
which (given that ε > 0 and Y,Q,N ≥ 1) are implied by (4.23), (4.22) and (4.23), respectively 
The Proof of Theorem 5.
By (1.3.2) one has St(Q,X,N) = 0 whenever either Q or N is less than 1; so it will suffice to prove
Theorem 5 in cases where Q,N ≥ 1. Given the nature of the result (1.3.7), it may therefore also henceforth
be supposed that 1/2 ≥ ε > 0 (the result for ε = 1/2 implying the result for all ε > 1/2, when X,Q,N ≥ 1).
Taking now C2(ε) ∈ [1,∞) to be one of those numbers shown to exist by the case j = 2 of Lemma 4.2, we
put
Q0 = Q0(ε) =
(
217C2(ε)
)(3ε−2)
and C0(ε) = C1(ε , Q0) , (4.28)
where C1 (ε , Q0) is any one of those numbers whose existence is established in Lemma 4.1 (note that we
certainly have Q0 ≥ 1 here). The values of ε, C2(ε), Q0(ε) and C0(ε) are to remain fixed throughout this
proof. We assume also a fixed choice of the arbitrary complex coefficients an (0 6= n ∈ O) appearing in the
definition (1.3.2) of the sums St(Q,N,X).
For each Q ∈ [1,∞), let A(Q) denote the proposition that, for all t ∈ R and all X,N ≥ 1, one has
St(Q,X,N) ≤ C0(ε)(QN)ε
(
Q+XϑN +Q1−2ϑ(XN)ϑ
) ‖aN‖22 , (4.29)
with ϑ being the constant defined in (1.2.20) and (1.2.21). In what follows ‘A(Q)’ may be used as shorthand
for either ‘Proposition A(Q)’ or ‘the truth of Proposition A(Q)’ (which is the case should be clear from the
context).
Since the bound (4.29) implies the result (1.3.7) of the theorem, we have only to show that A(Q) is true
for all Q ∈ [1,∞) (that will prove the theorem). Since 0 ≤ ϑ ≤ 2/9 ≤ 1/2 (by Theorem 3), the right-hand
side of (4.29) is an increasing function of Q. Therefore, and since the definition (1.3.2) implies that
St(P,X,N) = St(Q,X,N) if Q+ 1 > P ≥ Q ∈ N, (4.30)
we have
A(Q) implies A(P ) if Q + 1 > P ≥ Q ∈ N ; (4.31)
and so may in fact complete this proof simply by showing that A(Q) is true for all Q ∈ N (with it then
following by (4.31) that A(P ) is true for all P ∈ [1,∞)). The method of proof by contradiction is suited to
this task.
Suppose that A(Q) is false for some Q ∈ N. Then the set F = {Q ∈ N : A(Q) is false} is a non-empty
subset of N, and so contains a unique least element, R = minF ∈ F ⊆ N. Since R ∈ F , we have:
A(R) is false. (4.32)
On the other hand, for Q = 1, 2, . . . , R− 1, the hypothesis A(Q) must be true: else one would have Q ∈ F ,
and so Q ≥ minF = R, which is impossible when Q < R. Upon combining this with (4.31), we deduce:
A(Q) is true for all Q ∈ [1, R) . (4.33)
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Given the definition of C0(ε) in (4.28), it follows by Lemma 4.1 that A(Q) is true for all Q ∈
[
1, Q0(ε)
]
(the bound in (4.19) implying that in (4.29)). By this result and (4.32), it must be the case that
R > Q0(ε) . (4.34)
We aim to deduce from (4.28), (4.33) and (4.34) that A(R) is true. Such a deduction would directly contradict
(4.32); would thereby establish the falsity of the premise that A(Q) is false for some Q ∈ N; and so would
prove that A(Q) is true for all Q ∈ N. To achieve this we must show that, for Q = R, all t ∈ R, and all
X,N ≥ 1, the inequality (4.29) holds. By Lemma 4.1, the inequality (4.29) does hold if it is the case that
Q = R, t ∈ R, X,N ≥ 1 and either R1−ε ≤ N , or R1+ε ≥ XN . In all remaining cases (that are relevant to
our purpose) one has
R−εX >
R
N
> Rε . (4.35)
Therefore we may establish that A(R) is true by showing that (4.29) holds if Q = R, t ∈ R and X,N ≥ 1 are
such that (4.35) holds. Accordingly, we assume henceforth that t ∈ R and X,N ≥ 1; and that (4.35) holds.
Since ε > 0 and R ≥ 1, the inequalities in (4.35) imply the case Q = R of the condition (4.22) of
Lemma 4.2. Therefore, given our choice of C2(ε) (prior to (4.28)), it follows by the case j = 2 of Lemma 4.2
that we have
St(R,X,N) ≤ C2(ε)
(
X
Y
)ϑ (
Sv(L, Y,N) +R
1+(2−ε)ε/3 ‖aN‖22
)
, (4.36)
with Y = min
{
X , R2−ε/N
}
, for some v ∈ R, and some L satisfying Y N/R < L < 210Y N/R. Here we
have, by (4.35),
Y ≥ min{X,R} ≥ 1
and (since 0 < ε ≤ 1/2)
L >
YN
R
= min
{
XN
R
, R1−ε
}
≥ min{Rε , R1−ε} ≥ 1 .
Moreover, since
L <
210Y N
R
= 210min
{
XN
R
, R1−ε
}
, (4.37)
and since (given that 0 < ε ≤ 1/2 < 3 and C2(ε) ≥ 1) it is implied by (4.34) and (4.28) that
Rε >
(
217C2(ε)
)3/ε
> 217 > 210 , (4.38)
it must consequently be the case that we have here:
L < 210R1−ε < R . (4.39)
By the above, we have 1 ≤ L < R; so that it follows by (4.33) that the proposition A(L) is true.
Therefore, and since v ∈ R, N ≥ 1 and (as just shown) Y ≥ 1, the inequality (4.29) holds when one replaces
t, Q and X there by v, L and Y , respectively. This means that we have:
Sv(L, Y,N) ≤ C0(ε)(LN)ε
(
L+ Y ϑN + L1−2ϑ(Y N)ϑ
) ‖aN‖22 ,
where, since 1 ≥ 1− ϑ ≥ 1− 2ϑ ≥ 5/9 > 1/3 > 0, it follows by (4.37) that
2−10L1−2ϑ(Y N)ϑ <
(
Y N
R
)1−ϑ
Rϑ ≤ R(1−ε)(1−ϑ)+ϑ = R1−(1−ϑ)ε ≤ R1−ε/3 .
This, with the first part of (4.39) (and the hypothesis that 0 < ε ≤ 1/2), allows us to conclude that
Sv(L, Y,N) ≤ 216C0(ε)
(
R1−εN
)ε (
R1−ε/3 + Y ϑN
)
‖aN‖22 .
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Therefore, and since 1 + (2− ε)ε/3 = (1− ε/3)(ε+ 1), ε > 0, and R,N,C0(ε) ≥ 1, it follows by (4.36) that
St(R,X,N) ≤ 217C2(ε)C0(ε)
(
X
Y
)ϑ (
R1−ε/3N
)ε (
R1−ε/3 + Y ϑN
)
‖aN‖22 =
= 217C2(ε)C0(ε)
(
R1−ε/3N
)ε((X
Y
)ϑ
R1−ε/3 +XϑN
)
‖aN‖22 .
Since Y = min
{
X , R2−ε/N
}
, ε > 0 and R ≥ 1, we have, in the above,
(
X
Y
)ϑ
R1−ε/3 ≤ R1−ε/3 +
(
XN
R2−ε
)ϑ
R1−ε/3 ≤ R+ (XN)ϑR1−2ϑ−(1/3−ϑ)ε
and (given that 1/3− ϑ ≥ 1/9 > 0) therefore obtain:
St(R,X,N) ≤ 217C2(ε)C0(ε)R−ε2/3(RN)ε
(
R+ (XN)ϑR1−2ϑ +XϑN
) ‖aN‖22 .
By (4.38), we have
217C2(ε)R
−ε2/3 < 1 ,
so that in obtaining the above bound for St(R,X,N) we have achieved the objective of showing that (4.29)
holds if Q = R, t ∈ R and X,N ≥ 1 are such that (4.35) holds. This (as noted below (4.35)) is sufficient
to establish that Proposition A(R) is true, which contradicts what is stated in (4.32). Consequently, as
explained below (4.34), we have proof by contradiction that A(Q) is true for all Q ∈ N. The theorem
therefore follows (as discussed in the paragraph containing (4.31)) 
§5. Schwartz Spaces, Fourier Integrals, Poisson Summation and the Analytic Large Sieve
This section is where we begin our dedicated preparation for the proof of Theorem 9. In it we have
collected together certain definitions, remarks and lemmas, for use in the sections which follow.
Definition (Schwartz Spaces for Rn and Cn). For n ∈ N, the ‘Schwartz space’, S(Rn), is the space of
all functions F : Rn → C such that, for each pair (A, j) ∈ [0,∞)× (N∪ {0})n, there exists a continuous and
bounded function FA,j : Rn → C such that one has
(x21 + · · ·+ x2n)A
∂j1+···+jn
∂xj11 · · ·∂xjnn
F (x) = FA,j(x) for all x ∈ Rn.
For n ∈ N, we define S(Cn) to be the space of all functions f : Cn → C such that the space S(R2n) contains
the function F : R2n → C given by F (x) = f(x1 + ix2, x3 + ix4, . . . , x2n−1 + ix2n) (x ∈ R2n).
Definition (Fourier Transforms). Let n ∈ N. For F ∈ S(Rn) we define the corresponding ‘Fourier
transform’, Fˆ : Rn → C by
Fˆ (y) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
F (x) e(−y · x) dx1 · · · dxn (y ∈ Rn), (5.1)
where y · x = y1x1 + · · · + ynxn. The existence of the integral in the equation (5.1) is guaranteed by the
continuity of F , and the boundedness of the function x 7→ (1 + x21) · · · (1 + x2n)F (x) (which follow from the
definition of the Schwartz space for Rn, with the help of some elementary ineqalities). Indeed, although
Fourier transforms are defined slightly differently in [17, Chapter 13, Section 4], it is effectively shown by
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[17, Chapter 13, Theorem 4.1] that (5.1) defines a linear mapping of S(Rn) into itself.
For f ∈ S(Cn), we define the Fourier transform fˆ : Cn → C by
fˆ(w) = Fˆ
(
Re
(
w1
)
,−Im(w1),Re(w2),−Im(w2), . . . . . . ,Re(wn),−Im(wn)), (5.2)
where F is the element of S(R2n) given by F (x) = f(x1 + ix2, x3 + ix4, . . . , x2n−1 + ix2n) (x ∈ R2n); this
means that
fˆ(w) =
∫
C
· · ·
∫
C
f(z)e (−Re(w · z)) d+z1 · · · d+zn (z ∈ Cn), (5.3)
where w ·z = w1z1+ · · ·wnzn and d+z = dxdy for z ∈ C with Re(z) = x, Im(z) = y. Given the final remark
of the preceding paragraph, it follows by (5.2) that, for each f ∈ S(Cn), one has fˆ ∈ S(Cn).
Definition (The Mo¨bius function for Z[i]). For n ∈ O− {0}, we define
µO(n) =
{
0 if there exists a Gaussian prime ̟ such that ̟2 | n,
(−1)ω(n) otherwise, (5.4)
where ω(n) is the number of prime ideals of the ring O that contain n (i.e. one quarter of the number of
Gaussian primes that divide n). This is a ‘multiplicative’ function on O− {0}, in the sense that it satisfies
µO(mn) = µO(m)µO(n) for m,n ∈ O− {0} with (m,n) ∼ 1. (5.5)
A useful property of this function is the identity
1
4
∑
d∈O
d|n
µO(d) =
{
1 if n ∼ 1,
0 otherwise,
(5.6)
which is valid for all non-zero n ∈ O (and may be deduced, in a very few steps, directly from (5.4), given
that the ring of Gaussian integers is a principal ideal domain with 4 units).
Definition (The Distance to the Nearest Gaussian Integer). For β ∈ C the ‘distance from β to the
nearest Gaussian integer’ is the number ‖β‖ ∈ [0,∞) given by
‖β‖ = min{|β −m| : m ∈ O} .
Since C = R+ iR, O = Z+ iZ and |x+ iy|2 = x2 + y2 ≥ x2 (x, y ∈ R), one has
‖β‖2 = ‖Re(β)‖2 + ‖Im(β)‖2 (β ∈ C). (5.7)
Given that every real interval of form (x− 1/2, x+1/2] contains exactly one integer, it follows by (5.7) that,
for all β ∈ C, one has ‖β‖2 ≤ (1/2)2 + (1/2)2 = 1/2.
Remark. In addition to the above definitions, we shall have cause to recall the orthogonality of the characters
of the additive groups O/mO (0 6= m ∈ O). Specifically, when 0 6= m ∈ O and a, b ∈ O, one has:∑
n mod mO
e
(
Re
(an
m
))
e
(
Re
(
bn
m
))
=
∑
n mod mO
e
(
Re
(
(a− b)n
m
))
=
{
|m|2 if a ≡ b mod mO,
0 otherwise.
(5.8)
The first equality in (5.8) follows by Euler’s formula for eiθ, and the identity exp(x) exp(y) = exp(x+y). In the
case a ≡ b mod mO the second inequality of (5.8) follows since e(k) = exp(2πik) = 1 for all k ∈ Z, and since
one has [O : mO]2 = [O : mO][O : mO] = [O : mO][mO : mmO], where O = Z + Zi and mm = |m|2 ∈ Z,
which implies that [O : mO]2 = [O : mmO] = [O : |m|2O] = ∣∣(Z/|m|2Z)× (Z/|m|2Z)∣∣ = |m|4, and so shows
that the additive group O/mO has order
|O/mO| = |m|2 . (5.9)
In the case a 6≡ b mod mO, the second inequality of (5.8) follows by considering the effect of the substitutions
n = n′ + 1 and n = n′′ + i (applied to the variable of summation).
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Lemma 5.1 (Fourier’s Inversion Formulae). Let n ∈ N. Then, when F ∈ S(Rn), one has∫ ∞
−∞
· · ·
∫ ∞
−∞
Fˆ (y) e(x · y) dy1 · · · dyn = F (x) (x ∈ Rn). (5.10)
For f ∈ S(Cn), one has∫
C
· · ·
∫
C
fˆ(w) e(Re(z ·w)) d+w1 · · · d+wn = f(z) (z ∈ Cn). (5.11)
Proof. Given (5.1), the result (5.10) simply states that one has Gˆ(−x) = F (x), where G = Fˆ ; as much may
be deduced from [17, Chapter 13, Theorem 5.1], by way of one linear substitution (applied to the relevant
variables of integration). The result (5.11) follows directly from (5.10): to see this one has only to apply the
definition of S(Cn), and the definitions made in connection with (5.2)-(5.3), along with some substitions of
the form y2k = −vk 
Lemma 5.2. Let n ∈ N. Then, for m = 1, . . . , n, there is a linear operator Lm with domain S
(
Cn
)
, and
range contained in S(Cn), that is given by
Lmf(z) = −
(
∂2
∂x2m
+
∂2
∂y2m
)
f(z) (f ∈ S(Cn), z ∈ Cn), (5.12)
where xm, ym denote (respectively) the real and imaginary parts of zm. Let f lie in the space S
(
Cn
)
. Then,
for m = 1, . . . , n, the functions f and Lmf have Fourier transforms fˆ , L̂mf ∈ S
(
Cn
)
that are related to one
another by:
L̂mf(w) =
∣∣2πwm∣∣2fˆ(w) (w ∈ Cn). (5.13)
For all w ∈ Cn, and all j ∈ (N ∪ {0})n, one has
∣∣fˆ(w)∣∣ n∏
m=1
(
2π
∣∣wm∣∣)2jm = ∣∣∣L̂jf(w)∣∣∣ ≤ |̂Ljf | (0) = ∫
C
· · ·
∫
C
∣∣Ljf(z)∣∣d+z1 · · · d+zn , (5.14)
where Lj denotes the operator Lj11 · · · Ljnn .
Proof. Let f ∈ S(Cn) and m ∈ {1, . . . , n}. Then, as an immediate corollary of the definitions of the spaces
S(Cn) and S(R2n), one has also (∂/∂xm)2f ∈ S(Cn) and (∂/∂ym)2f ∈ S(Cn). Therefore, and since S(Cn)
is a complex vector space, we have Lmf ∈ S
(
Cn
)
when Lmf : Cn → C is the function given by (5.12).
The case n = 1 of (5.12) is [23, Lemma 4.2, Equation (4.6)]: a short proof of that result is supplied in
[23] (we do not repeat it here).
Supposing now that n > 1, it will suffice to prove (5.13) for m = n: the other cases may be proved
similarly. By an appeal to the relevant definitions (of Fourier transforms) we may first express L̂nf(w) as an
integral over R2n. Then, by Fubini’s reduction theorem for higher dimensional real integrals [1, Section 15.7],
we find that
L̂nf(w) = Gˆ
(
w1, . . . , wn−1
)
, (5.15)
where, for s ∈ Cn−1,
G(s) = L̂1fs
(
wn
)
, (5.16)
with fs : C→ C being given by
fs
(
z1
)
= f
(
s1, s2, . . . , sn−1, z1
)
(z1 ∈ C). (5.17)
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Since it is a corollary of the relevant definitions that f ∈ S(Cn) implies fs ∈ S(C) (for all s ∈ Cn−1), we
have here, by the case m = n = 1 of (5.13),
L̂1fs
(
wn
)
=
∣∣2πwn∣∣2fˆs(wn) ,
and so it follows by (5.16), (5.15) and the linearity of Fourier transforms that
L̂nf(w) = |2πwn|2Hˆ(w1, . . . , wn−1) ,
where, for s ∈ Cn−1, one has H(s) = H(s;wn) = fˆs(wn). By (5.17) and the definition of the Fourier
transform (as it applies to S(C), S(Cn−1) and S(Cn)), the equation just obtained is the case m = n of the
result (5.13) of the lemma: as noted above, the proofs for m = 1, . . . , n− 1 are similar.
From (5.13) it follows by induction on Nn that, for w ∈ Cn and j ∈ (N ∪ {0})n, one has
fˆ(w)
n∏
m=1
(
2π
∣∣wm∣∣)2jm = L̂jf(w) ,
where, as stated below (5.14), Lj = Lj11 · · · Ljnn . The first equality in (5.14) follows trivially; the last equality
there is simply a statement of the relevant definition; and the inequality in (5.14) is also trivial, given that
e(Re(w · z)) is, for w, z ∈ Cn, a complex number of unit modulus. 
Remarks. The operator Lm defined by the equation (5.12), in Lemma 5.2, is (apart from the factor −1)
the Euclidean Laplacian operator. By (5.12) one has
Lm = −4 ∂
∂zm
∂
∂ zm
, (5.18)
where
∂
∂zm
=
1
2
(
∂
∂xm
− i ∂
∂ym
)
and
∂
∂ zm
=
1
2
(
∂
∂xm
+ i
∂
∂ym
)
(5.19)
(with xm and ym denoting the real and imaginary parts of zm). Although Lemma 5.2 assigns Lm the domain
S(Cn), it is helpful not to be so restrictive when assigning the domains of the above operators ∂/∂zm and
∂/∂ zm. Indeed, given any n non-empty open regions D1, . . . , Dn ⊂ C, we may (assuming n ≥ m) apply
these operators to any function f : D1 × · · · ×Dn → C such that, for all s ∈ D1 × · · · ×Dn, the function
zm 7→ f
(
s1, . . . , sm−1, zm, sm+1, . . . , sn
)
is smooth on Dm (in the sense defined at the start of Subsection 1.2);
for such f , one has, when d ∈ Cn and gd maps z ∈ Cn to (d1z1, . . . , dnzn) ∈ Cn, the elementary identities
∂
∂zm
(f ◦ gd) = dm
(
∂
∂zm
f
)
◦ gd and ∂
∂zm
(f ◦ gd) = dm
(
∂
∂ zm
f
)
◦ gd ,
which, by (5.18), together imply that
Lm (f ◦ gd) =
∣∣dm∣∣2 (Lmf) ◦ gd . (5.20)
It is also worth noting, for use later, that if q is a holomorphic complex function on some non-empty
open region D ⊂ C, then for zm ∈ D one has (as a consequence of the Cauchy-Riemann equations):
∂
∂zm
(
q
(
zm
))
= q′
(
zm
)
,
∂
∂zm
(
q
(
zm
))
= 0,
∂
∂ zm
(
q
(
zm
))
= 0,
∂
∂ zm
(
q
(
zm
))
= q′
(
zm
)
. (5.21)
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Lemma 5.3 (Poisson Summation over Rn and over C). For n ∈ N, one has∑
x∈Zn
F (x) =
∑
y∈Zn
Fˆ (y) (F ∈ S(Rn)). (5.22)
For τ ∈ C, and f ∈ S(C), one has: ∑
ν∈O
f(ν)e (Re(τν)) =
∑
ξ∈O
fˆ(ξ − τ) . (5.23)
Proof. This lemma is essentially a reproduction of part of [23, Lemma 4.1]; the proof given there sketches
how to deduce (5.23) from the case n = 2 of (5.22). For a proof of (5.22), see [17, Chapter13, Section 6] 
Lemma 5.4. Let n ∈ N, ∆ ∈ (0,∞), Ω ∈ (0,∞)n, C > 1 and f ∈ S(Cn). Suppose that
Lj11 · · · Ljnn f(z)≪j
n∏
m=1
(
∆
∣∣zm∣∣2)−jm ( z ∈ (C∗)n, j ∈ (N ∪ {0})n), (5.24)
where the operators L1, . . . ,Ln are those defined by the equation (5.12) of Lemma 5.2. Suppose moreover
that, for all z ∈ Cn,
f(z) = 0 unless C−1Ωm <
∣∣zm∣∣2 < CΩm for m = 1, . . . , n . (5.25)
Then, for j = 0, 1, 2, . . . , one has
fˆ(w)≪j,n
n∏
m=1
CΩm(
1 + C−1∆Ωm
∣∣wm∣∣2)j (w ∈ Cn). (5.26)
Proof. Let w ∈ Cn; and let j ∈ (N∪{0})n. Since f ∈ S(Cn), it follows by the result (5.14) of Lemma 5.2,
and by the hypotheses (5.24) and (5.25), that∣∣fˆ(w)∣∣ n∏
m=1
(
2π
∣∣wm∣∣)2jm ≪j ∫
z∈A1×···×An
(
n∏
m=1
(
∆
∣∣zm∣∣2)−jm)d+z1 · · · d+zn = n∏
m=1
(
∆−jm
∫
Am
|z|−2jm d+z
)
,
where, for m = 1, . . . , n,
Am =
{
z ∈ C : C−1Ωm < |z|2 < CΩm
}
.
Hence, by using the upper bounds∫
Am
|z|−2jm d+z ≤ 1(
C−1Ωm
)jm ∫
Am
d+z <
πCΩm(
C−1Ωm
)jm (m = 1, . . . , n),
one finds that ∣∣fˆ(w)∣∣ n∏
m=1
(
2π
∣∣wm∣∣)2jm ≪j n∏
m=1
CΩm(
C−1∆Ωm
)jm .
Let j be a non-negative integer. We apply apply the last bound above, for the unique j ∈ (N ∪ {0})n
having, for m = 1, . . . , n,
jm =
{
j if (2π|wm|)2 >
(
C−1∆Ωm
)−1
,
0 otherwise.
This yields the upper bound∣∣fˆ(w)∣∣≪j,n n∏
m=1
C Ωm(
max
{
4π2|wm|2C−1∆Ωm , 1
})j .
Since max{a, b} ≥ (a+ b)/2 > 0 for all positive a, b, the result (5.26) follows 
The next three lemmas are perfect Gaussian integer analogues of results contained in [21, Lemmas 2.2, 2.3
and 2.4]: although the relevant proofs are also analogous, we have nevertheless chosen (for the sake of
completeness) to include sketched proofs of these lemmas.
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Lemma 5.5. Let ∆,Ω1 ∈ (0,∞), C > 1 and f ∈ S(C) satisfy the case n = 1 of the hypotheses (5.24),
(5.25) stated in the previous lemma. Then, for τ ∈ C−O and j = 2, 3, 4, . . . , one has∑
ξ∈O
∣∣fˆ(ξ − τ)∣∣≪j,C (∆Ω1‖τ‖2)−jΩ1 , (5.27)
where β 7→ ‖β‖ is the ‘distance to the nearest Gaussian integer’ function, defined just above (5.7).
Proof. Let τ ∈ C; and let j be an integer with j ≥ 2. As noted below (5.7), one must have ‖τ‖2 ≤ 1/2;
there therefore exists some ν ∈ O such that 1/√2 ≥ |τ − ν| = ‖τ‖ > 0 (the last inequality holding by virtue
of the hypothesis that τ 6∈ O). For such a ν ∈ O, the sum on the left-hand side of (5.27) may be rewritten
as
∑
ξ′∈O |fˆ(ξ′ + ν − τ)|. Consequently it follows by the case n = 1 of the bound (5.26), which Lemma 5.4
provides, that we have here∑
ξ∈O
∣∣fˆ(ξ − τ)∣∣ = ∑
ξ′∈O
∣∣fˆ(ξ′ + ν − τ)∣∣≪j CΩ1(
1 + C−1∆Ω1
∣∣ν − τ ∣∣2)j +
∑
06=ξ′∈O
CΩ1(
1 + C−1∆Ω1
∣∣ξ′ − (τ − ν)∣∣2)j .
The result (5.27) follows, since |ξ′ − (τ − ν)| ≥ |ξ′| − 1/√2 > (1 − 1/√2)|ξ′|, for 0 6= ξ′ ∈ O, and since one
has both ∞ > |ν − τ |−2j = ‖τ‖−2j ≥ 2j and, given that j ≥ 2, ∑06=ξ′∈O |ξ′|−2j ≪ 1 
Lemma 5.6. Let ∆,Ω1 ∈ (0,∞), C > 1 and f ∈ S(C) satisfy the case n = 1 of the conditions (5.24), (5.25)
stated in Lemma 5.4; let d ∈ O− {0} and j ∈ {2, 3, 4, . . . }. Then, for τ ∈ C−O,∑
m∈O
m≡0 mod dO
f(m) e(Re (τm/d))≪j,C
(
∆|d|−2Ω1‖τ‖2
)−j |d|−2Ω1 . (5.28)
For h, k ∈ O, q ∈ O− {0} and B > 0, one has moreover:
∑
m∈O
m≡0 mod dO
f(m) e
(
Re
(
h(m/d)∗
q
))
= (5.29)
=
1
|q|2
∑
b mod qO
‖ bq‖2≤B|d|2∆Ω1
S(−h, b; q)
∑
m∈O
m≡0 mod dO
f(m) e
(
Re
(
b
q
m
d
))
+Oj,C
(
∆−1|q|2
Bj
)
and ∑
m∈O
m≡0 mod dO
f(m)S(hm/d, k; q) = (5.30)
=
∑
b mod qO
‖ bq‖2≤B|d|2∆Ω1
cq(b, h; k)
∑
m∈O
m≡0 mod dO
f(m) e
(
Re
(
b
q
m
d
))
+Oj,C
(
∆−1|q|4
Bj
)
,
where (m/d)∗ denotes an element of O satisfying (m/d)(m/d)∗ ≡ 1 mod qO (it thereby being an implicit
condition of the summation on the left-hand side of (5.29) thatm must satisfy (m/d, q) ∼ 1), while S(u, v;w)
is the ‘simple’ Kloosterman sum defined in (1.3.6), and the term cq(b, h; k) in (5.30) is given by
cq(b, h; k) =
∑
a mod qO
(a,q)∼1
ab≡h mod qO
e
(
Re
(
ak
q
))
. (5.31)
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Proof. The results (5.28)-(5.30) can be rewritten by expressing f(m) as g(n), where n = m/d ∈ O (in the
relevant summations), and where g(z) = f(dz) for z ∈ C. One has therefore only to prove the case d = 1
of the lemma: for it follows by the remarks subsequent to Lemma 5.2 that the conditions on f in (5.24)
and (5.25) imply that the function g satisfies similar conditions (differing only in that Ωm is replaced by
|d|−2Ωm).
Since the case d = 1 of (5.28) is an immediate corollary of the identity (5.23) of Lemma 5.3 and the bound
(5.27) of Lemma 5.5, it therefore only remains to consider, for d = 1, the results (5.29) and (5.30)-(5.31).
If one lets B → +∞, then the sums over b appearing in (5.29) and (5.30) become sums over all b mod qO;
the case d = 1, B → +∞ of (5.29) is therefore a direct consequence of (5.8) (i.e. of the orthogonality of the
characters of the additive group O/qO); while the case d = 1, B → +∞ of (5.30)-(5.31) is an immediate
consequence of the definition (1.3.6) of the ‘simple’ Kloosterman sum. The O-terms in in (5.30) and (5.31)
therefore need only serve as upper bounds for the sums
E1 =
∑
b mod qO
‖ bq‖2> B∆Ω1
∣∣∣∣∣ S(−h, b; q)q2 ∑
m∈O
f(m) e
(
Re
(
bm
q
))∣∣∣∣∣
and
E2 =
∑
b mod qO
‖ bq‖2> B∆Ω1
∣∣∣∣∣ cq(b, h; k) ∑
m∈O
f(m) e
(
Re
(
bm
q
))∣∣∣∣∣ ,
respectively (note that the relevant definitions trivially imply that ‖b/q‖ is determined by the residue class
of b mod qO). To verify that those O-terms do serve in this capacity, we note firstly that one has
∑
b mod qO
‖ bq‖2> B∆Ω1
∣∣∣∣∣∑
m∈O
f(m) e
(
Re
(
bm
q
))∣∣∣∣∣ = ∑
b mod qO
‖ bq‖2> B∆Ω1
Oj,C
((
∆Ω1
∥∥∥∥ bq
∥∥∥∥2)−(j+1)Ω1
)
≪j,C
≪j,C (∆Ω1)−(j+1) Ω1|q|2(j+1)
∑
β∈O
|β|2≥B|q|2∆Ω1
|β|−2(j+1) =
= (∆Ω1)
−(j+1) Ω1|q|2(j+1)O
((B|q|2
∆Ω1
)−j)
≪ ∆−1|q|2B−j
(the first line being an application of the case d = 1, τ = b/q of (5.28), with ‘j +1’ substituted for ‘j’ ). The
verification is completed by noting that both |S(−h, b; q)| and |cq(b, h; k)| are (given (5.9), (1.3.6) and (5.31))
bounded above by |q|2, so that, by the above, one has E1 ≪j,C ∆−1|q|2B−j and E2 ≪j,C ∆−1|q|4B−j 
Lemma 5.7. Let b, h, k ∈ O and q ∈ O− {0}. For u, v ∈ O, let cq(u, v; k) be given by the equation (5.31),
in the previous lemma. Then one has
cq(b, h; k) = 0 if (b, q) 6∼ (h, q). (5.32)
If it is, however, the case that
(b, q) ∼ (h, q) ∼ c ∈ O (say), (5.33)
then c 6= 0, and
cq(b, h; k) =
1
4
∑
t∈O
t|(c,k)
µO
(c
t
)
|t|2 e
(
Re
(
h
c
k
t
(b/t)∗
q/c
))
, (5.34)
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where it is implicit in the last summation that (c/t, q/c) ∼ 1 (the factor (b/t)∗/(q/c) = ((b/c)(c/t))∗/(q/c)
here having the meaning explained in Subsection 1.5, under the heading ‘Number-Theoretic Notation’). One
has, in particular,
S(k, 0; q) = S(0, k; q) = cq(0, 0; k) = µO
(
q
(q, k)
)
|(q, k)|2
∏
prime ideals ̟O⊂O
̟O∋(q,k) , ̟O6∋q/(q,k)
(
1− 1|̟|2
)
, (5.35)
where S(u, v;w) is the ‘simple Kloosterman sum’ defined in (1.3.6).
Proof. The conditions of summation in (5.31) imply the congruences h ≡ ab mod qO and b ≡ a∗h mod qO
(which are equivalent when one has (a, q) ∼ 1). The sum defining cq(b, h; k) is therefore empty unless one
has both (b, q) | (h, q) and (h, q) | (b, q); and so the result (5.32) follows.
Suppose now that c ∈ O, and that (5.33) holds. Then c | q, and q 6= 0, so c 6= 0. By (5.33), we have
b = Bc, h = Hc and q = Qc , (5.36)
for a unique Q ∈ O− {0}, and a unique pair B,H ∈ O satisfying
(B,Q) ∼ 1 ∼ (H,Q) . (5.37)
Hence we can find an A ∈ O satisfying AB ≡ 1 mod QO. This A necessarily satisfies (A,Q) ∼ 1. Then, by
(5.36) and (5.37), we may deduce from the definition (5.31) of cq(b, h; k) that
cq(b, h; k) =
∑
a mod QcO
(a,c)∼1
a≡AH mod QO
e
(
Re
(
ka
Qc
))
=
∑
d mod cO
(AH+dQ,c)∼1
e
(
Re
(
kAH
Qc
+
kd
c
))
.
By the property (5.6) of the Mo¨bius function µO, we therefore obtain:
cq(b, h; k) = e
(
Re
(
kAH
Qc
)) ∑
s∈O
s|c
µO(s)
∑
d mod cO
dQ≡−AH mod sO
e
(
Re
(
kd
c
))
,
where, since (AH,Q) ∼ 1, the innermost sum on the right is empty unless (s,Q) ∼ 1. Consequently,
cq(b, h; k) = e
(
Re
(
kAH
Qc
)) ∑
s|c
(s,Q)∼1
µO(s)
∑
d mod cO
d≡−AHPs mod sO
e
(
Re
(
kd
c
))
=
= e
(
Re
(
kAH
Qc
)) ∑
s|c
(s,Q)∼1
µO(s)e
(
−Re
(
kAHPs
c
)) ∑
g mod (c/s)O
e
(
Re
(
kg
(c/s)
))
,
where, for (s,Q) ∼ 1, we take Ps to be a Gaussian integer satisfying QPs ≡ 1 mod sO. By the orthogonality
relation (5.8), it follows from the above that
cq(b, h; k) =
∑
s|c
(s,Q)∼1
(c/s)|k
µO(s)
∣∣∣ c
s
∣∣∣2 e(Re(kAH(1−QPs)
Qc
))
=
∑
st=c
(s,Q)∼1
t|k
µO(s)|t|2e
(
Re
(
(k/t)HARs
Q
))
,
where Rs =
(
1−QPs
)
/s ∈ O. Now we have AB ≡ 1 mod QO, and (by construction) sRs ≡ 1 mod QO also;
so it follows that (ARs)(Bs) ≡ (AB)(sRs) ≡ (1)(1) ≡ 1 mod QO, and we are therefore able to rewrite the
last expression obtained for the value of cq(b, h; k) as:
cq(b, h; k) =
∑
st=c
(s,Q)∼1
t|k
µO(s)|t|2e
(
Re
(
kH
t
(Bs)∗
Q
))
,
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where, for (s,Q) ∼ 1, one has (Bs)∗ ∈ O and (Bs)(Bs)∗ ≡ 1 mod QO (this defining (Bs)∗ mod QO).
In light of the point noted below it, the equation (5.34) follows from the result just obtained (by the
substitution of c/t for s, and the reversal of the substitutions recorded in (5.36)).
Since the mapping d mod qO 7→ d∗ mod qO is a permutation on the multiplicative group (O/qO)∗, the
first equality in (5.35) follows immediately from the definition (1.3.6). The second equality in (5.35) becomes
obvious when one compares (1.3.6) and (5.31) for u = 0, v = k, w = q, b = h = 0. To prove the final equality
in (5.35), we begin by noting that if b = h = 0 then (5.33) holds with c = q, so that by (5.34) one has
cq(0, 0; k) =
1
4
∑
t|(q,k)
µO
(q
t
)
|t|2e(0) = 1
4
∑
t|(q,k)
µO
(q
t
)
|t|2 .
One may rewrite the last sum over t by means of the substitution t = (q, k)/s (where s | (q, k)); given the
properties (5.4), (5.5) of the function µO, this substitution shows that
cq(0, 0; k) =
1
4
∑
s|(q,k)
µO
(
qs
(q, k)
) |(q, k)|2
|s|2 = |(q, k)|
2 µO
(
q
(q, k)
) ∑
s|(q,k)(
s , q
(q,k)
)
∼1
µO(s)
4|s|2 ,
where, since O is the principal ideal domain Z[i], the last sum over s is (given (5.4)) just what one obtains
on multiplying out the product over prime ideals ̟O ⊂ O appearing in the equation (5.35) 
Lemma 5.8 (a general analytic large sieve for Z[i]). Let cn ∈ C for all non-zero n ∈ O = Z[i]; let
S(α,N) =
∑
n∈O
0<|n|2≤N
cn e (Re(αn)) (α ∈ C, N > 0); (5.38)
and let αr ∈ C for all r ∈ N. Then, for R ∈ N, N ≥ 1 and 1/2 ≥ δ > 0, one has∑
1≤r≤R
∣∣S(αr, N)∣∣2 ≤ 16M(δ, R) (2N + δ−1) ‖cN‖22 , (5.39)
where
M(δ, R) = max
1≤r≤R
∣∣∣{p ∈ N : 1 ≤ p ≤ R and ∥∥αp − αr∥∥2 < δ}∣∣∣ , (5.40)
and where the definition of ‖cN‖2 is as indicated by the equation (1.2.11), in Theorem 2.
Proof. Let R ∈ N and N ≥ 1. For r = 1, . . . , R, we have (by (5.38)):
S (αr, N) =
∑∑
n1,n2∈Z
c
(
n1, n2
)
e
(
n1x
(r)
1 + n2x
(r)
2
)
, (5.41)
where (
x
(r)
1 , x
(r)
2
)
=
(
Re
(
αr
)
, Im
(
αr
))
= x(r) ∈ R2 (say) (5.42)
and
c
(
n1, n2
)
=
{
cn1−in2 if 0 < n
2
1 + n
2
2 ≤ N
0 otherwise.
(5.43)
Let δ ∈ (0, 1/2]; and let M(δ, R) be given by (5.40). Supposing firstly that M(δ, R) = 1, we have
‖αp − αr‖2 ≥ δ for 1 ≤ p < r ≤ R.
In this case it follows, by (5.42) and (5.7), that we have
max
j=1,2
∥∥x(p)j − x(r)j ∥∥ ≥ (δ/2)1/2 for 1 ≤ p < r ≤ R,
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which is a special case (k = 2, δ1 = δ2 = (δ/2)
1/2 ∈ (0, 1/2]) of [9, Theorem 1, Condition (3)]. Moreover, in
the sum on the right-hand side of (5.41) (which is similar in form to that in the case k = 2 of [9, Theorem 1,
Definition (1)] ), the variables n1, n2 are effectively constrained (given (5.43)) to range within the interval
[−N1/2, N1/2]; and so, for arbitrary N1, N2 > 2N1/2, the sums in (5.41) satisfy the special case k = 2,
M1 = −N1/2, M2 = −N2/2 of [9, Theorem 1, Condition (2)]. As a consequence of these observations, it
follows by [9, Theorem 1] that, when M(δ, R) = 1, one has∑
1≤r≤R
∣∣S(αr, N)∣∣2 ≤ B1B2 ∑∑
n1,n2∈Z
∣∣c(n1, n2)∣∣2 = B1B2 ‖cN‖22 , (5.44)
where
B1 = B2 =
((
2N1/2
)1/2
+ (δ/2)−1/4
)2
≤ 2
(
2N1/2 + (δ/2)−1/2
)
.
In this case, since (2N1/2)2 + (δ/2)−1 = 2(2N + δ−1), the result (5.39) of the lemma follows from (5.44) by
way of the same inequality, (a+ b)2 ≤ 2a2 + 2b2, that justifies the bound just given for B1 and B2.
The above completes the proof in the case where M(δ, R) = 1. Suppose now that M(δ, R) > 1. Then
certainly we have R > 1 also. Without loss of generality we may assume that∣∣S(αR, N)∣∣ ≥ ∣∣S(αp, N)∣∣ for 1 ≤ p ≤ R. (5.45)
We may also renumber α1, . . . , αR−1 so that, for some non-negative integer R(2) < R(1) = R, we have:∥∥αr − αR(1)∥∥ < δ1/2 for R(1) ≥ r > R(2); ∥∥αr − αR(1)∥∥ ≥ δ1/2 for R(2) ≥ r ≥ 1.
By (5.40), the above number R(2) must satisfy R−R(2) ≤M(δ, R). Hence, and by (5.45),∑
1≤r≤R
∣∣S(αr, N)∣∣2 ≤M(δ, R) ∣∣S(αR, N)∣∣2 + ∑
1≤r≤R(2)
∣∣S(αr, N)∣∣2 .
Moreover, if R(2) 6= 0 then a similar upper bound can be obtained for the last sum here (the sum over
r = 1, . . . , R(2)). Hence, by iteration of the same procedure, one arrives at a bound of the form
∑
1≤r≤R
∣∣S(αr, N)∣∣2 ≤ J∑
j=1
Mj
∣∣S(αR(j), N)∣∣2 ,
where J ≥ 1, and the sequence of integers R(1), . . . , R(J) is strictly decreasing, with R = R(1) ≥ R(J) > 0
(and R(J + 1) = 0); while, given the nature of our iterative procedure (and the definition (5.40)),∥∥αR(p) − αR(r)∥∥ ≥ δ1/2 for 1 ≤ p < r ≤ J , (5.46)
and the sequence of integers M1, . . .Mj is non-increasing, with M1 = M(δ, R(1)) = M(δ, R) (subject to a
suitable initial renumbering of α1, . . . , αR, prior to the start of our iterative procedure, one would have here
Mj =M(δ, R(j)) for j = 1, . . . , J). We deduce that
∑
1≤r≤R
∣∣S(αr, N)∣∣2 ≤M(δ, R) J∑
j=1
∣∣S(αR(j), N)∣∣2 . (5.47)
In (5.46)-(5.47), we may put J = R′ (say) and may also, for r = 1, . . . , R′, put α′r = αR(r). Hence, given
the bound (5.46), the previously established case M(δ, R) = 1 of (5.39)-(5.40) shows that
J∑
j=1
∣∣S(αR(j), N)∣∣2 ≤ 16 (2N + δ−1) ‖cN‖22 .
By this bound and that in (5.47), the proof of the results (5.39)-(5.40) is complete 
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Remark. The above lemma is slightly more elaborate than we actually require: for in this paper it is used
only to establish the next lemma, and we could do as much with just the case M(δ, R) = 1 of Lemma 5.8.
Lemma 5.9 (a special analytic large sieve for Z[i]). Let cn ∈ C for all non-zero n ∈ O = Z[i]. Then,
for Q,N ≥ 1 and d ∈ O− {0}, one has
∑
0<|q|2≤Q
q≡0 mod dO
∑
a mod qO
(a,q)∼1
∣∣∣∣∣ ∑
0<|n|2≤N
cn e
(
Re
(
an
q
))∣∣∣∣∣
2
≤ 64
(
2N +
Q2
|d|2
)
‖cN‖22 , (5.48)
where q, a, n are Gaussian integer variables of summation, and where ‖cN‖2 is as (1.2.11) indicates.
Proof. The sum on the left-hand side of (5.48) may be written as
∑
1≤r≤R |S(αr, N)|2, where S(α) is
given by the equation (5.38) of Lemma 5.8, and where, to each r ∈ {1, . . . , R} there corresponds a pair
(qr, ar mod qrO) with q = qr, a = ar satisfying the conditions of summation in (5.48), and with ar ≡
αrqr mod qrO (this correspondence r 7→ (qr, ar mod qrO) being one-to-one). Therefore, assuming that
R > 0 and |d|2/Q2 ≤ 1/2, it will suffice to show that the relevant sequence α1 . . . , αR is such that, when
M(δ, R) is as defined in Lemma 5.8, one has M(|d|2/Q2, R) ≤ 4: for the bound (5.48) will, in that case, be
implied by the result (5.39) of Lemma 5.8.
In order to show that M(|d|2/Q2, R) ≤ 4, we first note that if 1 ≤ p, r ≤ R and ‖αp − αr‖ 6= 0 then,
since d | qp, qr, one will have
0 < ‖αp − αr‖ =
∥∥∥∥αpqpqp − αrqrqr
∥∥∥∥ = ∥∥∥∥apqp − arqr
∥∥∥∥ = ∥∥∥∥apqr − arqpqpqr
∥∥∥∥ = |kd|∣∣qpqr∣∣ (5.49)
for some k ∈ O−{0}, and hence ‖αp− αr‖2 ≥ |d|2/|qpqr|2 ≥ |d|2/Q2. By this and (5.40) it follows that, for
some r ∈ {1, . . . , R}, one has
M(|d|2/Q2, R) = ∣∣{p ∈ N : 1 ≤ p ≤ R and ‖αp − αr‖ = 0}| .
Moreover, the first three equalities in (5.49) show that ‖αp − αr‖ = 0 if and only if apqr ≡ arqp mod qpqrO,
and so only if apqr ≡ 0 mod qpO and arqp ≡ 0 mod qrO. Since the conditions of summation in (5.48) are
satisfied when either q = qp and a = ap, or q = qr and a = ar, we have (ap, qp) ∼ 1 and (ar, qr) ∼ 1.
The simultaneous congruences apqr ≡ 0 mod qpO and arqp ≡ 0 mod qrO therefore imply that we have both
qp | qr and qr | qp, and so qp ∼ qr. It follows that ‖αp − αr‖ = 0 if and only if, for some unit ǫ ∈ O∗, one
has qp = ǫqr and apqr ≡ arǫqr mod qpqrO. Since the last congruence implies ap ≡ arǫ mod qpO, we may
conclude that M(|d|2/Q2, R) = |O∗| = 4: as noted above, this proves the lemma in cases where R > 0 and
|d|2/Q2 ≤ 1/2.
To complete the proof we observe firstly that (5.48) is essentially trivial in cases where R ≤ 16: for in
such cases the sum on the left-hand side of (5.48) is either empty (and hence equal to zero) or, for some
r ∈ {1, 2, . . . , 16}, is less than or equal to 16|S(αr, N)|2, where, by the Cauchy-Schwarz inequality, one has
|S(αr, N)|2 ≤ |{n ∈ O : 0 < |n|2 ≤ N}| ‖cN‖22 ≤
(
(2N1/2 + 1)2 − 1) ‖cN‖22 ≤ 8N ‖cN‖22
(when N ≥ 1). To complete the proof we note that the conditions of summation in (5.48) imply |q|4 ≤ Q2
and 2|d|2 ≤ 2|q|2, so that if |d|2/Q2 > 1/2 (implying Q2 < 2|d|2) then one will have |q|4 < 2|q|2, for all q in
the sum, and hence R ≤ 4 < 16 (the summation over q being restricted to q ∈ O∗) 
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§6. An Elementary Bound for a Sum of Kloosterman Sums.
In this section we consider a sum
R =
∑
p6=0
θp|p|−2
∑
q 6=0
|q|−2
∑
h
φh
∑
k
∑
ℓ
S(hk, ℓ; pq)ϕ(h, k, ℓ, p, q)Υℓ , (6.1)
where S(u, v;w) is the ‘simple Kloosterman sum’ defined in (1.3.6); and where the summation is over the
points (p, q, h, k, ℓ) ∈ O5 with pq 6= 0.
We suppose that the function ϕ has domain C5, and is complex valued; and we assume that the function
Φ : R10 → C given by Φ(x1, . . . , x10) = ϕ(x1+ix2, x3+ix4, . . . , x9+ix10) (x ∈ R10) is such that all its partial
derivatives (of any given order) are defined and continuous at all points of R10. The function ϕ : C5 → C
might therefore be termed ‘smooth’. We suppose moreover that, for some given H,K,L, P,Q ≥ 1 and some
given δ > 0, one has
ϕ
(
z1, z2, z3, z4, z5
)
= 0 unless
(∣∣z1∣∣2
H
,
∣∣z2∣∣2
K
,
∣∣z3∣∣2
L
,
∣∣z4∣∣2
P
,
∣∣z5∣∣2
Q
)
∈
(
1
2
, 1
)5
, (6.2)
and, for j,k ∈ (N ∪ {0})5 and all x,y ∈ R5 such that xh + iyh 6= 0 for h = 1, . . . , 5,
∂j1+···+j5+k1+···+k5
∂xj11 · · · ∂xj55 ∂yk11 · · · ∂yk55
ϕ
(
x1 + iy1, . . . , x5 + iy5
)≪j,k 5∏
h=1
(
δ
∣∣xh + iyh∣∣)−(jh+kh) . (6.3)
Remark. By (6.2) and the hypothesis of ‘smoothness’, the function ϕ lies in the Schwartz space S(C5).
As for the coefficients θp, φh and Υℓ in (6.1), we suppose that, for p ∈ O − {0} and h, ℓ ∈ O, these
coefficients satisfy
θp, φh,Υℓ ∈ C , |θp| ≪ 1 and |φh| ≪ 1 ; (6.4)
θp = 0 unless
P
2
< |p|2 ≤ P ; φh = 0 unless H
2
< |h|2 ≤ H ; and Υℓ = 0 unless L
2
< |ℓ|2 ≤ L . (6.5)
Given the above hypotheses, and given that (1.3.6) and (5.9) imply the bounds
|S(u, v;w)| ≤ |(O/wO)∗| ≤ |O/wO| = |w|2 (u, v ∈ O and w ∈ O− {0}), (6.6)
it is trivially the case that
|R| ≤
∑
p
∑
q
∑
h
∑
k
∑
ℓ
|θpφhΥℓ ϕ(h, k, ℓ, p, q)| .
Therefore, and by (6.2)-(6.4) and the Cauchy-Schwarz inequality, we have:
R≪ PQHK
(
L
∑
L
2 <|ℓ|2≤L
|Υℓ|2
)1/2
. (6.7)
Our goal in this section (realised in Lemma 6.3) is the proof of a particular improvement of this last,
essentially trivial, preliminary upper bound for |R|. The implicit constants in both (6.7) and the result
(6.61) of Lemma 6.3 do of course depend on the implicit constants in the bounds of (6.3) and (6.4).
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Remark. In some of the proofs which follow (both in this section, and subsequently) we make use of the
bounds ∑
m 6=0
|m|−(2+ε) ≪ε 1 and
∑
d|n
1≪ε |n|2ε (0 6= n ∈ O),
where, as usual, ε denotes an arbitrary positive constant, and m and d are Gaussian integer valued variables
of summation. Since these elementary bounds should be well known, we make no comment when using them.
Lemma 6.1. Let H,K,L, P,Q ≥ 1, ϕ ∈ S(C5) and δ > 0 be such that the conditions (6.2) and (6.3) are
satisfied. Suppose that
max{HK , L} ≪ Q≪ (HKL)2/3 , H ≪ K and HL≪ PQ . (6.8)
For p ∈ O− {0} and h, ℓ ∈ O, let θp, φh,Υℓ ∈ C satisfy (6.4) and (6.5). Let R be given by (6.1). Let ε > 0;
and let
E = (PQ)ε
(
1 + δ−1
)
.
Then either
R≪ε
(
E8K−1PQ+ (PQ)ε(HKL)1/2
)(
HK
∑
ℓ
∣∣Υℓ∣∣2)1/2 , (6.9)
or else:
δ2K > 16(PQ)ε , Q > 4E2H (6.10)
and, for some non-zero Gaussian integers w, r, s, c, t, k, q satisfying
0 < |w|2 ≤ H , c | w , t | c , w = rs , s | q and Q
2
< |q|2 ≤ Q , (6.11)
one has
R≪ε (PQ)εK|t|2 |E(w, c, t, r, s; k, q)| , (6.12)
with
E(w, c, t, r, s; k, q) =
∑
0<|a|2≤A
(a,w)∼c
1
|a/t|2
∑
h∈O
w|h
φh
∑
ℓ∈O
t|ℓ
Υℓ
∑
06=p∈O
(p,w)∼r
θp
|p/r|2 e
(
Re
(
ak
pq
+
hℓ
apq
))
×
× ϕ(h, k, ℓ, p, q)
∑
06=b∈O
|b|2≤V (sa/t)
e
(
Re
(
(q/s)b
(a/t)
))
S
(
h
w
ℓ
t
(p
r
)∗
, b ;
a
t
)
,
(6.13)
where (with S(u, v;w) being given by (1.3.6)) the factor (p/r)∗ has the meaning explained under the heading
‘Number-Theoretic Notation’ in Subsection 1.5, while
A =
(PQ)1+ε
δ2K
<
PQ
16
and V (z) =
E2|z|2
Q
<
|z|2
4H
for z ∈ C∗. (6.14)
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Proof. By the trivial bound (6.7),
R ≪ (HK3L)1/2K−1PQ(HK ∑
L
2<|ℓ|2≤L
|Υℓ|2
)1/2
,
where, by (6.8), one has HK3L ≪ HK3(HK)2 ≪ K8. Consequently, subject to the hypotheses of the
lemma, the bound (6.9) is obtained whenever K ≪ E2. Moreover, one has K ≪ E2 if at least one of the
inequalities in (6.10) is false: for if Q ≤ 4E2H then, by (6.8), one has HK ≪ E2H , and so K ≪ E2; while
if δ2K ≤ 16(PQ)ε then K ≪ (PQ)εδ−2 ≤ (PQ)2εδ−2 < E2. We may therefore suppose henceforth that the
inequalities in (6.10) are satisfied: for otherwise we have K ≪ E2, and so (as observed above) obtain the
bound (6.9).
To complete this proof it will suffice to deduce (assuming the conditions in (6.10)) that either the bound
(6.12) holds, for some w, r, s, c, t, k, q ∈ O−{0} satisfying (6.11), or else one has (6.9). This will be achieved
in two steps, by applying the results (5.30) and (5.29) of Lemma 5.6.
For our first application of Lemma 5.6, we suppose that h, ℓ, p, q ∈ O−{0} are given and take f : C→ C
to be the function z 7→ ϕ(h, z, ℓ, p, q). Since ϕ ∈ S(C5), we have f ∈ S(C). In order that Lemma 5.6 may
be applied it will suffice that the function f satisfies, for some ∆,Ω1 > 0, and some C > 1, the case n = 1
of conditions (5.24), (5.25) in Lemma 5.4. Taking Ω1 = K and C = 2, the case n = 1 of (5.25) follows
immediately from (6.2). Moreover, by (6.2) and (6.3), one has
∂j+k
∂xj∂yk
f(x+ iy) = Oj,k
(
(δ|x + iy|)−(j+k)
)
≪j+k (δ|x+ iy|)−(j+k) ,
for all j, k ∈ N ∪ {0}, and all x, y ∈ R such that x + iy 6= 0. Since f ∈ S(C), we therefore have (with L1
defined as in (5.12), z ∈ C, x = Re(z) and y = Im(z)):
Lj1f(z) = (−1)j
(
∂2
∂x2
+
∂2
∂y2
)j
f(z) = ±
j∑
r=0
(
j
r
)
∂2j
∂x2r∂y2j−2r
f(x+ iy)≪2j
j∑
r=0
(
j
r
)
(δ|x+ iy|)−(2j) ,
which implies that f satisfies the case n = 1 of (5.24) if one takes there ∆ = δ2. Therefore, by the case
d = 1, B = (PQ)1+ε/|pq|2 of the result (5.30) of Lemma 5.6, we have, for j ≥ 2,
∑
k
ϕ(h, k, ℓ, p, q)S(hk, ℓ; pq) =
∑
a mod pqO∥∥ a
pq
∥∥2≤ A|pq|2
cpq(a, h; ℓ)
∑
k
ϕ(h, k, ℓ, p, q) e
(
Re
(
ak
pq
))
+Oj
(
δ−2|pq|2j+4
(PQ)(1+ε)j
)
,
with A as in (6.14). By (6.2), the last O-term is zero unless |pq|2 ∈ (PQ/4, PQ), and so may be replaced
by Oj
(
δ−2(PQ)2−jε
)
. In the above, both ‖a/(pq)‖ and the factor e(Re(ak/(pq))) are periodic, mod pqO,
as functions of the variable a; by (5.31), so too is the factor cpq(a, h; ℓ). Hence, and since ‖a/(pq)‖ =
|(a− pqm)/(pq)| = |a− pqm|/|pq| for some m ∈ O, it may be assumed that ‖a/(pq)‖ = |a|/|pq| in the above
sum. Moreover, by (6.2) and (6.14), we have ϕ(h, k, ℓ, p, q) 6= 0 only if |pq| > 2A1/2, and so only if no two
distinct elements of the set
{
a ∈ O : |a|2 ≤ A} are congruent to one another, mod pqO. Therefore the
conditions of summation on the right-hand side of the above equation may be simplified to just: a ∈ O and
|a|2 ≤ A. Hence, by taking j = [2/ε] + 1, we obtain∑
k
ϕ(h, k, ℓ, p, q)S(hk, ℓ; pq) =
∑
|a|2≤A
cpq(a, h; ℓ)
∑
k
ϕ(h, k, ℓ, p, q) e
(
Re
(
ak
pq
))
+Oε
(
δ−2
)
, (6.15)
where, by the result (5.32) of Lemma 5.7, one has cpq(a, h; ℓ) = 0 unless (a, pq) ∼ (h, pq). Consequently,
given (6.2) and the second inequality in (6.10), one has cpq(a, h; ℓ)ϕ(h, k, ℓ, p, q) 6= 0 only if
|(a, pq)|2 = |(h, pq)|2 ≤ |h|2 < H < Q
4E2
<
Q
4
≤ PQ
4
< |pq|2 ,
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and so only if a 6≡ 0 mod pqO. It is therefore effectively an implicit condition of the summation over a in
(6.15) that a 6= 0.
By (6.15) and the observations subsequent to it, and by (6.2), (6.3) (for j = k = 0), (6.4), (6.5) and the
Cauchy-Schwarz inequality, we deduce that
R = R′ +Oε
(
δ−2(PQ)−1
∑
h
∑
ℓ
∑
p
|φhΥℓθp|
∑
Q
2 <|q|2<Q
1
)
=
= R′ +Oε
(
δ−2P−1
∑
H
2 <|h|2<H
∑
P
2 <|p|2<P
∑
L
2 <|ℓ|2<L
|Υℓ|
)
= R′ +Oε
(
δ−2HL1/2
(∑
ℓ
|Υℓ|2
)1/2)
,
where
R′ =
∑
p6=0
θp|p|−2
∑
q 6=0
|q|−2
∑
ℓ
Υℓ
∑
h
φh
∑
0<|a|2≤A
(a,pq)∼(h,pq)
cpq(a, h; ℓ)
∑
k
ϕ(h, k, ℓ, p, q)e
(
Re
(
ak
pq
))
. (6.16)
Moreover, by (6.10) we have δ−2HL1/2 < HKL1/2 = (HKL)1/2(HK)1/2 ≤ (PQ)ε(HKL)1/2(HK)1/2 in
the above; so it follows that either
|R| ≤ 2 |R′| , (6.17)
or else the bound (6.9) holds. In the latter case we have nothing more to prove: we may therefore assume
henceforth that the inequality (6.17) is satisfied.
In the sum on the right-hand side of the equation (6.16) one has (a, pq) ∼ (h, pq) ∼ c (say), with
c ∈ O− {0} dependent upon p, q and h. After grouping together summands in (6.16) corresponding to the
same ‘c’, we may apply the result (5.33)-(5.34) of Lemma 5.7, so as to obtain:
R′ = 1
16
∑
c 6=0
∑
t|c
µO
(c
t
)
|t|2R′(c, t) , (6.18)
with
R′(c, t) =
∑
p6=0
∑
q 6=0
c|(pq)
θp|pq|−2
∑
ℓ
t|ℓ
Υℓ
∑
h
(h,pq)∼c
φh
∑
0<|a|2≤A
c|a
e
(
Re
(
h
c
ℓ
t
(a/t)∗
(pq/c)
))∑
k
ϕ(h, k, ℓ, p, q)e
(
Re
(
ak
pq
))
=
=
∑
k
∑
0<|a|2≤A
c|a
∑
h
c|h
φh
∑
ℓ
t|ℓ
Υℓ
∑
p6=0
∑
q 6=0
(pq,h)∼c
θp|pq|−2ϕ(h, k, ℓ, p, q)e
(
Re
(
ak
pq
+
h
c
ℓ
t
(a/t)∗
(pq/c)
))
, (6.19)
where, by the definition of (a/t)∗ mod (pq/c)O, it is an implicit condition of summation that (pq/c, a/t) ∼ 1.
The final step in this proof is essentially Poisson summation with respect to the variable q (by which
the innermost sum in (6.19) is indexed). As things stand, in (6.19), the explicit condition (pq, h) ∼ c is
an obstacle to the efficient implementation of Poisson summation with respect to q. Our (quite standard)
solution for this difficulty is to note that, by (5.6), the restriction of summation to pairs p, q satisfying
(pq, h) ∼ c is identical in effect to the multiplication of all terms by the supplementary ‘weight’ factor:
1
4
∑
d
(cd)|(pq,h)
µO(d) =
{
1 if (pq, h) ∼ c,
0 otherwise.
This enables us to deduce from (6.19) that, for 0 6= c ∈ O and t | c, one has
R′(c, t) = 1
4
∑
k
∑
0<|a|2≤A
c|a
∑
h
c|h
φh
∑
ℓ
t|ℓ
Υℓ
∑
p6=0
∑
q 6=0
θp
|pq|2 ϕ(h, k, ℓ, p, q)e
(
Re
(
ak
pq
+
h
c
ℓ
t
(a/t)∗
(pq/c)
)) ∑
d
(cd)|(pq,h)
µO(d) =
=
1
4
∑
d 6=0
(d,c/t)∼1
µO(d)R′′(c, t, d) , (6.20)
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where
R′′(c, t, d) =
∑
k
∑
0<|a|2≤A
(a,cd)∼c
∑
h
(cd)|h
φh
∑
ℓ
t|ℓ
Υℓ
∑
p6=0
∑
q 6=0
(cd)|pq
θp|pq|−2ϕ(h, k, ℓ, p, q)e
(
Re
(
ak
pq
+
h
c
ℓ
t
(a/t)∗
(pq/c)
))
(6.21)
(in which it is implicit that (d, a/t) ∼ 1, so that one has both (d, a/c) ∼ 1 and (d, c/t) ∼ 1).
Subject to the explicit conditions of summation in (6.21), the congruence (a/t)(a/t)∗ ≡ 1 mod (pq/c)O
implies (a/t)(a/t)∗ ≡ 1 mod (pq/(cd))O, so that one has
e
(
Re
(
h
c
ℓ
t
(a/t)∗
(pq/c)
))
= e
(
Re
(
h
cd
ℓ
t
(a/t)∗
(pq/cd)
))
(6.22)
when the left-hand side of this equation is defined (i.e. when (a/t, pq/c) ∼ 1). Moreover, given that one
assumes t | c, (c/t, d) ∼ 1 and (a, cd) ∼ c, the equation (6.22) is effectively an identity: for, if the right-hand
side of (6.22) is defined, then (a/t, pq/(cd)) ∼ 1 and, by assumption, (a/t, d) ∼ ((a/c)(c/t), d) ∼ 1, so that
one has (a/t, pq/c) ∼ 1, which is sufficient to ensure that both sides of (6.22) are defined and equal. Therefore
it follows by (6.18), (6.20)-(6.22) and the definition (5.4) and property (5.5) of the Mo¨bius function µO that
R′ = 1
64
∑
c 6=0
∑
t|c
µO
(c
t
)
|t|2
∑
d 6=0
(d,c/t)∼1
µO(d)R′′(c, t, d) =
=
1
64
∑
d 6=0
∑
c 6=0
∑
t|c
µO
(
cd
t
)
|t|2R′′(c, t, d) = 1
64
∑
w 6=0
∑
c|w
∑
t|c
µO
(w
t
)
|t|2R∗(w, c, t) , (6.23)
where
R∗(w, c, t) = R′′(c, t, w/c) =
=
∑
k
∑
0<|a|2≤A
(a,w)∼c
∑
h
w|h
φh
∑
ℓ
t|ℓ
Υℓ
∑
p6=0
∑
q 6=0
w|pq
θp|pq|−2ϕ(h, k, ℓ, p, q)e
(
Re
(
ak
pq
+
h
w
ℓ
t
(a/t)∗
(pq/w)
))
.
Now, in the last sum over p, we group together terms according to the highest common factor (p, w). When
(p, w) ∼ r (say), one has w | (pq) if and only if (w/r) | q. Therefore, by this grouping of terms, we find that
R∗(w, c, t) = 1
4
∑
r,s∈O
rs=w
R∗(w, c, t, r, s) , (6.24)
where
R∗(w, c, t, r, s) =
∑
k
∑
0<|a|2≤A
(a,w)∼c
∑
h
w|h
φh
∑
ℓ
t|ℓ
Υℓ
∑
p6=0
(p,w)∼r
θp
|p|2 ×
×
∑
q 6=0
s|q
ϕ(h, k, ℓ, p, q)
|q|2 e
(
Re
(
ak
pq
+
(h/w)(ℓ/t)(a/t)∗
(p/r)(q/s)
))
.
(6.25)
By (6.2) and (6.25) one has R∗(w, c, t, r, s) = 0 unless K/2 < |k|2 < K. Moreover, since w | h is a
condition of summation on the right-hand side of (6.25), it is implied by the constraints in (6.5) on the
coefficients φh (h ∈ O− {0}) that one has R∗(w, c, t, r, s) = 0 whenever |w|2 > H . Therefore, and since∑
0<|w|2≤H
∑
c|w
∑
t|c
∣∣∣µO (w
t
)∣∣∣ ∑
r,s
rs=w
∑
0<|k|2<K
1
|r|2|s|2 ≤
∑
0<|w|2≤H
(∑
d|w
1
)3
O
(
K
|w|2
)
≪ε
≪ε
∑
0<|w|2≤H
K
|w|2−ε ≤
∑
w 6=0
HεK
|w|2+ε ≪ε H
εK ,
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it follows from (6.23)-(6.25), (6.2) and (6.5) that, for some w, r, s, c, t, k ∈ O− {0} satisfying
K
2
< |k|2 < K, 0 < |w|2 ≤ H, c | w, t | c and rs = w , (6.26)
one has:
R′ ≪ε HεK|t|2 |D(w, c, t, r, s; k)| , (6.27)
with
D(w, c, t, r, s; k) =
∑
0<|a|2≤A
(a,w)∼c
∑
h
w|h
φh
∑
ℓ
t|ℓ
Υℓ
∑
p6=0
(p,w)∼r
θp|p/r|−2 U(h, ℓ, p; a/t) , (6.28)
where U(h, ℓ, p; a/t) = U(h, ℓ, p; a/t;w, t, r, s, k) is given by
U(h, ℓ, p; a/t) =
∑
q 6=0
s|q
|q/s|−2ϕ(h, k, ℓ, p, q) e
(
Re
(
ak
pq
+
(h/w)(ℓ/t)(a/t)∗
(p/r)(q/s)
))
. (6.29)
In the last summation it is implicit that one sums only over q ∈ O such that ((p/r)(q/s), a/t) ∼ 1 (the
sum is therefore void unless (p/r, a/t) ∼ 1). When this condition is satisfied one can find (by the Euclidean
algorithm for Z[i]) Gaussian integers ((p/r)(q/s))∗ and (a/t)∗ such that
(p/r)(q/s)((p/r)(q/s))∗ + (a/t)(a/t)∗ = 1 . (6.30)
One then has, by (6.30),
(a/t)∗
(p/r)(q/s)
=
1
(p/r)(q/s)(a/t)
− ((p/r)(q/s))
∗
(a/t)
, (6.31)
where the use of ‘∗’ accords with the convention set down in Subsection 1.5, under the heading ‘Number-
Theoretic Notation’: it (for example) being implied (6.30) that (a/t)(a/t)∗ ≡ 1 mod (p/r)(q/s)O. More-
over, since one has ((p/r)(q/s), a/t) ∼ 1 if and only if (p/r, a/t) ∼ 1 and (q/s, a/t) ∼ 1, and since the
relations (p/r)(p/r)∗ ≡ 1 mod (a/t)O and (q/s)(q/s)∗ ≡ 1 mod (a/t)O imply (p/r)(q/s)(p/r)∗(q/s)∗ ≡
1 mod (a/t)O, one will have ((p/r)(q/s))∗ ≡ (p/r)∗(q/s)∗ mod (a/t)O whenever either one of the residue
classes ((p/r)(q/s))∗ mod (a/t)O, (p/r)∗(q/s)∗ mod (a/t)O is defined. Hence, and by (6.26), (6.29) and
(6.31), we find that, for h, ℓ, p, a satisfying the conditions of summation in (6.28), one has:
U(h, ℓ, p; a/t) = |s|
2
Q
∑
q
s|q
f(q) e
(
Re
(
m(q/s)∗
(a/t)
))
, (6.32)
where
m = m(h, ℓ, p; a/t) ∈ O, m ≡ −(h/w)(ℓ/t)(p/r)∗ mod (a/t)O , (6.33)
while, for z ∈ C,
f(z) = fh,ℓ,p,ν(z) =
{
0 if z = 0,
Q|z|−2ϕ(h, k, ℓ, p, z) e(Re(νz−1)) otherwise, (6.34)
with
ν = ν(h, ℓ, p; a/t) =
ak
p
+
hℓ
ap
, (6.35)
so that if φhΥℓθp 6= 0 then, by (6.5), (6.8) and the first part of (6.14),
|ν|2 ≪ AK
P
+
HL
P
≪ (PQ)
1+ε
δ2P
+Q ≤ (PQ)ε (δ−2 + 1)Q . (6.36)
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Since ϕ ∈ S(C5), and since (by (6.2)) ϕ(h, k, ℓ, p, z) = 0 for |z|2 ≤ Q/2 , the definition (6.34) ensures
that we have f ∈ S(C). Taking now
∆ = (PQ)−ε
(
1 + δ−1
)−2
, Ω1 = Q , and C = 2 , (6.37)
we seek to verify that ∆, Ω1, C and f satisfy the case n = 1 of the conditions (5.24), (5.25) of Lemma 5.4.
This will enable us to obtain, by means of Lemma 5.6, an alternative expression for the sum over q in (6.32).
The verification that (5.25) is satisfied requires no work, since the condition (6.2) immediately implies
the case n = 1 of (5.25) (when f is as in (6.34), and Ω1, C as in (6.37)).
Our verification of (5.24) (for n = 1) begins with the observation that, by (6.34),
f(z) = ϕ(h, k, ℓ, p, z)
(
Q1/2
z
exp
(
πiν
z
))(
Q1/2
z
exp
(
πiν
z
))
for z ∈ C∗.
Hence, and by (5.18)-(5.19), (5.21) and Leibniz’s rule for the higher order derivatives of a product, a short
calculation suffices to show that, for j ∈ N ∪ {0} and z ∈ C∗, one has:
Lj1f(z) = (−4)j
j∑
λ=0
j∑
µ=0
(
j
λ
)(
j
µ
)(
∂λ
∂zλ
Q1/2
z
exp
(
πiν
z
))
×
×
(
∂j−µ
∂zj−µ
∂j−λ
∂zj−λ
ϕ(h, k, ℓ, p, z)
)(
∂µ
∂zµ
Q1/2
z
exp
(
πiν
z
))
,
(6.38)
where, by (5.19) and (6.2)-(6.3),
∂j−µ
∂zj−µ
∂j−λ
∂zj−λ
ϕ(h, k, ℓ, p, z)≪j (δ|z|)λ+µ−2j for z ∈ C∗ and µ, λ ∈ {0, 1, . . . , j}. (6.39)
In considering the other derivatives in (6.38), we may note that if ν 6= 0, then
∂µ
∂zµ
Q1/2
z
exp
(
πiν
z
)
=
Q1/2
πiν
∂µ
∂zµ
g
( z
πiν
)
(µ ∈ N ∪ {0}, z ∈ C∗),
where
g(τ) = τ−1 exp
(
τ−1
)
(τ ∈ C∗).
By induction it may be established that, for each µ ∈ N ∪ {0}, one has
g(µ)(τ) =
( 1+2µ∑
κ=1+µ
α(µ, κ)τ−κ
)
exp
(
τ−1
)
(τ ∈ C∗),
where the coefficients α(µ, κ) are certain integer valued constants. Hence, for µ ∈ N ∪ {0} and z ∈ C∗, one
obtains:
∂µ
∂zµ
Q1/2
z
exp
(
πiν
z
)
= Q1/2(πiν)−(µ+1)g(µ)
( z
πiν
)
≪
≪ Q1/2|πν|−(µ+1)Oµ
(∣∣∣ν
z
∣∣∣1+µ + ∣∣∣ν
z
∣∣∣1+2µ) ∣∣∣∣exp(πiνz
)∣∣∣∣≪µ
≪µ Q1/2|z|−(µ+1)
(
1 +
∣∣∣ν
z
∣∣∣)µ ∣∣∣∣exp(πiνz
)∣∣∣∣ .
One obtains the same bound (more easily) when ν = 0. Similarly, one has
∂λ
∂zλ
Q1/2
z
exp
(
πiν
z
)
≪λ Q1/2|z|−(λ+1)
(
1 +
∣∣∣ν
z
∣∣∣)λ ∣∣∣∣exp(πiνz
)∣∣∣∣ for λ ∈ N ∪ {0} and z ∈ C∗.
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Since ∣∣∣∣exp(πiνz
)∣∣∣∣ ∣∣∣∣exp(πiνz
)∣∣∣∣ = ∣∣∣exp(2πiRe(νz ))∣∣∣ = 1 ,
it follows by the last two upper bounds, and by (6.38) and (6.39), that
Lj1f(z)≪j
j∑
λ=0
j∑
µ=0
(δ|z|)λ+µ−2jQ|z|−(λ+µ+2)
(
1 +
∣∣∣ν
z
∣∣∣)λ+µ =
=
Q
|z|2 (δ|z|)
−2j
( j∑
λ=0
(
1 +
∣∣∣ν
z
∣∣∣)λ δλ)2 ≪j
≪j Q|z|−2(δ|z|)−2j
(
1 +
(
1 +
∣∣∣ν
z
∣∣∣) δ)2j = Q|z|−(2j+2) (δ−1 + 1 + ∣∣∣ν
z
∣∣∣)2j .
Since we have already verified that the function f satisfies the case n = 1 of (5.25), with Ω1 and C as in
(6.37), it may therefore be assumed in the above that Q/2 < |z|2 < 2Q (for it is otherwise trivially the case
that Lj1f(z) = 0). Hence, and by (6.36), we obtain (for j ∈ N ∪ {0} and z ∈ C∗):
Lj1f(z)≪j |z|−2j
((
δ−1 + 1
)2
(PQ)ε
)j
=
(
∆|z|2)−j ,
with ∆ as in (6.37).
Since the above completes the verification of (5.24), and since (5.25) has also been verified, we may now
apply Lemma 5.6, with f ∈ S(C) given by (6.34), and ∆,Ω1, C as in (6.37). By the case d = s, B = (PQ)ε
of the result (5.29) of Lemma 5.6, it follows that, for m ∈ O, a1 = a/t ∈ O− {0} and j ≥ 1, we have∑
q
s|q
f(q) e
(
Re
(
m(q/s)∗
a1
))
=
1
|a1|2
∑
b mod a1O∥∥ b
a1
∥∥2≤V (s)
S (−m, b; a1)
∑
q
s|q
f(q) e
(
Re
(
b
a1
q
s
))
+
+Oj
(
|a1|2
(
1 + δ−2
)
(PQ)−jε
)
,
where (given (6.37)) V (z) = (PQ)ε|z|2/(∆Ω1) = (E2/Q)|z|2, with E = (PQ)ε(1 + δ−1) (as stated in the
lemma), so that V (z) is the function defined in (6.14). Hence, and by (6.32)-(6.35), we have, in (6.28),
U(h, ℓ, p; a/t) = Oj
(
(PQ)−jεV (sa/t)
)
+ (6.40)
+
1
|a/t|2
∑
b mod (a/t)O∥∥ b
(a/t)
∥∥2≤V (s)
S ((h/w)(ℓ/t)(p/r)∗, b; a/t)×
×
∑
q 6=0
s|q
ϕ(h, k, ℓ, p, q)
|q/s|2 e
(
Re
(
ak
pq
+
hℓ
apq
+
(q/s)b
(a/t)
))
,
for j ≥ 3. Moreover, by the second inequality in (6.10), we have, as recorded in (6.14), V (z) < |z|2/4H ;
given the conditions (6.26) which the Gaussian integers r, s and w satisfy, it therefore follows that
V (s) <
|s|2
4H
≤ |w|
2
4H
≤ 1
4
, (6.41)
and so (by reasoning similar to that which justified the simple condition ‘|a|2 ≤ A’ in (6.15)) we are able to
simplify the conditions for summation over b, in (6.40), to just: b ∈ O and |b|2 ≤ V (s)|a/t|2 = V (sa/t).
Amongst the terms of the sum over b in (6.40), the term in the case b = 0 is special: for by the result
(5.35) of Lemma 5.7 one has
|S ((h/w)(ℓ/t)(p/r)∗, 0; a/t)| ≤ ∣∣((h/w)(ℓ/t)(p/r)∗, a/t)∣∣2 = ∣∣((h/w)(ℓ/t), a/t)∣∣2 (6.42)
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(the ∗-notation implying, in this context, (p/r)(p/r)∗ ≡ 1 mod (a/t)O, so that (p/r)∗ and a/t are coprime).
For b 6= 0 the best available estimate for the Kloosterman sum S(−m, b; a/t) is [3, Theorem 10], which
shows that one has
|S(−m, b; a/t)| ≤ 2ω(a/t)+7/2|(−m, b, a/t)a/t| ,
where ω(n) denotes the number of prime ideals of O containing n; we do not use this upper bound, since (as
our result in the final lemma of this section shows) there is an advantage to be gained in doing otherwise:
we shall, in effect, exploit cancellations between different Kloosterman sums.
In conjunction with (6.42) we shall use the bound
∑
q 6=0
s|q
ϕ(h, k, ℓ, p, q)
|q/s|2 e
(
Re
(
ak
pq
+
hℓ
apq
))
≪
∑
q 6=0
s|q
|ϕ(h, k, ℓ, p, q)|
|q/s|2 =
∑
0<|q1|2< Q|s|2
O
( |s|2
Q
)
≪ 1 , (6.43)
which is implied by the hypotheses (6.2), (6.3).
By (6.41), (6.26), (6.10) and the definitions of A and V (z), in (6.14), it follows that if j = [2/ε] + 1
(where by hypothesis, ε > 0) then
(PQ)−jεV (sa/t) ≤ (PQ)−2|a/t|2V (s) < (16A)−2|a|2/4 ≤ 2−10|a|−2 < |a/t|−2 for 0 6= a ∈ O.
By this, together with (6.40), (6.42), (6.43), the observation following (6.41), and the equation (6.28), we
obtain:
D(w, c, t, r, s; k) = D0(w, c, t, r, s; k) +D1(w, c, t, r, s; k) ,
where
D0(w, c, t, r, s; k) =
∑
0<|a|2≤A
(a,w)∼c
∑
h
w|h
φh
∑
ℓ
t|ℓ
Υℓ
∑
p6=0
(p,w)∼r
θp|p/r|−2Oε
(∣∣((h/w)(ℓ/t), a/t)∣∣2
|a/t|2
)
(6.44)
and
D1(w, c, t, r, s; k) =
∑
q 6=0
s|q
|q/s|−2E(w, c, t, r, s; k, q) ,
with E(w, c, t, r, s; k, q) as given by (6.13).
By the result just obtained, we either have
D(w, c, t, r, s; k)≪ |D0(w, c, t, r, s; k)| ,
or else have
0 < |D(w, c, t, r, s; k)| ≪ |D1(w, c, t, r, s; k)| .
In the latter case it follows by (6.13), (6.2) and the rightmost bound in (6.43) that, for some q ∈ sO−{0}
satisfying Q/2 < |q|2 < Q, one will have the upper bound D(w, c, t, r, s; k) ≪ |E(w, c, t, r, s; k, q)|, which, by
(6.17), (6.26)-(6.27) and (6.8), implies the result (6.11)-(6.13) of the lemma.
In the former case, where D(w, c, t, r, s; k) ≪ |D0(w, c, t, r, s; k)|, one obtains the bound (6.9): for, by
(6.44), (6.26), (6.4), (6.5), (6.8), (6.14) and the Cauchy-Schwarz inequality,
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D0(w, c, t, r, s; k)≪ε
∑
0<|a|2≤A
c|a
|a/t|−2
∑
H
2 <|h|
2≤H
w|h
∑
L
2 <|ℓ|
2≤L
t|ℓ
|Υℓ|
∣∣∣∣( hw ℓt , at
)∣∣∣∣2 ≤
≤
∑
H
2 <|h|
2≤H
w|h
∑
L
2 <|ℓ|
2≤L
t|ℓ
|Υℓ|
∑
0<|a|2≤A
c|a
|a/c|−2
∣∣∣(hℓ , a
c
)∣∣∣2 ≤
≤
∑
H
2 <|h|
2≤H
w|h
∑
L
2 <|ℓ|
2≤L
t|ℓ
|Υℓ|
∑
d|hℓ
|d|2
∑
0<|a1|2≤ A|c|2
d|a1
|a1|−2 =
=
∑
H
2 <|h|
2≤H
w|h
∑
L
2 <|ℓ|
2≤L
t|ℓ
|Υℓ|
∑
d|hℓ
∑
0<|a2|2≤ A|cd|2
|a2|−2 =
=
∑
H
2 <|h|
2≤H
w|h
∑
L
2 <|ℓ|
2≤L
t|ℓ
|Υℓ|Oε
(
|hℓ|ε/2 log(A+ 1)
)
≪ε (PQ)ε/2 H|w|2
(
L
|t|2
∑
ℓ
|Υℓ|2
)1/2
;
and so, when D(w, c, t, r, s; k)≪ |D0(w, c, t, r, s; k)|, it follows by (6.17), (6.26)-(6.27) and (6.8), that
R≪ε Hε(PQ)ε/2|t||w|−2KHL1/2
(∑
ℓ
|Υℓ|2
)1/2
≤
≤ Hε(PQ)ε/2(HKL)1/2
(
HK
∑
ℓ
|Υℓ|2
)1/2
≪ε (PQ)ε(HKL)1/2
(
HK
∑
ℓ
|Υℓ|2
)1/2
.
This completes the proof of the lemma 
Lemma 6.2. Let A1, H1, L1, P1 > 0; and let 0 6= c1 ∈ O. For h, ℓ ∈ O, a ∈ c1O− {0} and b, p ∈ O− {0},
let Φh, Bℓ, ξa, ψ(a; b) and Θ(a; p) be complex numbers such that
Φh = 0 unless
H1
2
< |h|2 ≤ H1 , Bℓ = 0 unless L1
2
< |ℓ|2 ≤ L1 , Θ(a; p) = 0 unless P1
2
< |p|2 ≤ P1 , (6.45)
Φh ≪ 1 , ξa ≪ |a|−2 , ψ(a; b)≪ 1 and Θ(a; p)≪ 1 . (6.46)
Let ∆, ε > 0; let 0 < ρ < 1/4; and let f ∈ S(C3). Suppose moreover that
f (z1, z2, z3) = 0 unless
(
|z1|2
H1
,
|z2|2
L1
,
|z3|2
P1
)
∈
(
1
2
, 1
)3
, (6.47)
and that
Lj11 Lj22 Lj33 f(z)≪j
3∏
k=1
(
∆
∣∣zm∣∣2)−jm (z ∈ (C∗)3, j ∈ (N ∪ {0})3), (6.48)
where Lm is the linear operator on S
(
C3
)
defined in the equation (5.12), in Lemma 5.2. Put
E∗ =
∑
0<|a|2≤A1
c1|a
ξa
∑
h
Φh
∑
ℓ
Bℓ
∑
p
Θ(a; p)f(h, ℓ, p)
∑
0<|b|2≤ρ|a|2
ψ(a; b)S (hℓp∗, b; a) , (6.49)
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where S(u, v;w) is given by (1.3.6), and where the superscript notation ‘∗’ has the meaning explained in
Subsection 1.5, under ‘Number-Theoretic Notation’ (it therefore being an implicit condition of the summation
on the right-hand side of the equation (6.49) that (p, a) ∼ 1). Then
E∗ ≪ε ∆−3 (H1L1P1A1)ε
(
1 +
H1L1 |c1|2
A21
)1/2
(1 + ρP1)
1/2
(
|c1|−4 ρA31P1H1
∑
ℓ
|Bℓ|2
)1/2
, (6.50)
where the implicit constant is determined by those in (6.46) and (6.48), and by the positive constant ε.
Proof. We may suppose that A1, H1, L1, P1 ≥ 1: for it is otherwise trivially implied by (6.47) and (6.49)
that E∗ = 0. Since f ∈ S(C3), it follows by (6.49) and Fourier’s inversion formula (the case n = 3 of
Lemma 5.1, Equation (5.11)) that we have
E∗ =
∫
C
∫
C
∫
C
fˆ(w)E(w) d+w1 d+w2 d+w3 , (6.51)
where fˆ(w) is the Fourier transform of f defined in (5.2)-(5.3), while, for w ∈ C3,
E(w) =
∑
0<|a|2≤A1
c1|a
ξa
∑
h
Φh e
(
Re
(
hw1
))∑
ℓ
Bℓ e
(
Re
(
ℓw2
))× (6.52)
×
∑
p
Θ(a; p) e
(
Re
(
pw3
)) ∑
0<|b|2≤ρ|a|2
ψ(a; b)S (hℓp∗, b; a) .
Let Ω1 = (H1, L1, P1) ∈ (0,∞)3 and C = 2. Then it follows by (6.47) and (6.48) that ∆, Ω, C and f satisfy
the case n = 3 of the conditions (5.24) and (5.25) of Lemma 5.4. That lemma therefore applies, giving:
fˆ(w)≪
3∏
k=1
Ωk(
1 + ∆Ωk |wk|2
)2 for w ∈ C3
(this being the case j = 2 of the result (5.26)). By this bound for fˆ(w), one has:
∫
C
∫
C
∫
C
∣∣fˆ(w)∣∣ d+w1 d+w2 d+w3 ≪ 3∏
k=1
∫
C
Ωk(
1 + ∆Ωk |wk|2
)2 d+wk = ( π∆)3 .
Therefore, given (6.51), it must be the case that
E∗ ≪ ∆−3∣∣E(w)∣∣ for some w ∈ C3. (6.53)
Let w ∈ C3. Then, by (6.52),
E(w) =
∑
0<|a|2≤A1
c1|a
ξa
∑
m
τm
∑
p
ϑ(a; p)
∑
0<|b|2≤ρ|a|2
ψ(a; b)S (mp∗, b; a) , (6.54)
where, for m, a, p ∈ O− {0},
τm =
∑
h,ℓ
hℓ=m
ΦhBℓ e
(
Re
(
hw1 + ℓw2
))
and ϑ(a; p) = Θ(a; p) e
(
Re
(
pw3
))
. (6.55)
In the above it is implicit in the ∗-notation that (p, a) ∼ 1 and p∗p ≡ pp∗ ≡ 1 mod aO, so that by (1.3.6)
one has S(mp∗, b; a) = S(mp∗, bp∗p; a). Moreover, when a ∈ O and (p, a) ∼ 1, one has p∗d∗ ≡ (pd)∗ mod aO
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for all d ∈ O such that (d, a) ∼ 1; and if one restricts d here to lie in some complete set of reduced residues
mod aO then the mapping d mod aO 7→ pd mod aO is a permutation of the multiplicative group (O/aO)∗.
It is therefore an immediate consequence of the definition (1.3.6) of the ‘simple Kloosterman sum’ that
S(mp∗, bp∗p; a) = S(m, bp∗; a), so that in (6.54) one has S(mp∗, b; a) = S(m, bp∗; a). Hence, by applying the
definition (1.3.6), for u = m, v ≡ bp∗ mod aO and w = a, we are able to rewrite (6.54) as:
E(w) =
∑
0<|a|2≤A1
c1|a
∑
d mod aO
(d,a)∼1
T
(
d∗
a
)
U(a; d) ,
where
T (z) =
∑
m
τm e(Re(mz)) (z ∈ C) (6.56)
and
U(a; d) = ξa
∑
p
ϑ(a; p)
∑
0<|b|2≤ρ|a|2
ψ(a; b) e
(
Re
(
bp∗d
a
))
(a ∈ O− {0}, d ∈ O). (6.57)
By the Cauchy-Schwarz inequality, we deduce from the result just obtained that∣∣E(w)∣∣2 ≤ XY , (6.58)
where
X =
∑
0<|a|2≤A1
c1|a
∑
d mod aO
(d,a)∼1
∣∣∣∣T(d∗a
)∣∣∣∣2 = ∑
0<|a|2≤A1
c1|a
∑
d mod aO
(d,a)∼1
∣∣∣∣T(da
)∣∣∣∣2 ≥ 0
and
Y =
∑
0<|a|2≤A1
c1|a
∑
d mod aO
(d,a)∼1
|U(a; d)|2 ≥ 0 .
By (6.55) and the hypothesis (6.45), we have τm = 0 unless 0 < |m|2 ≤ H1L1. Hence, given (6.56), the
application of Lemma 5.9 (a special analytic large sieve for Z[i]), yields the bound
X ≪
(
H1L1 +
A21
|c1|2
)∑
m
|τm|2 . (6.59)
The structure of the sum in (6.57) prevents us from obtaining a bound analogous to (6.59) for Y. We
fall back on the observation that one has (trivially) the upper bound
Y ≤
∑
0<|a|2≤A1
c1|a
∑
d mod aO
|U(a; d)|2 ,
which, by (6.57) and the orthogonality relations (5.8), implies:
Y ≤
∑
0<|a|2≤A1
c1|a
|ξa|2
∑
d mod aO
∣∣∣∣∣∣
∑
p
ϑ(a; p)
∑
0<|b|2≤ρ|a|2
ψ(a; b) e
(
Re
(
bp∗d
a
))∣∣∣∣∣∣
2
=
=
∑
0<|a|2≤A1
c1|a
|a|2 |ξa|2
∑
p1
∑
p2
ϑ
(
a; p1
)
ϑ
(
a; p2
) ∑ ∑
0<|b1|2,|b2|2≤ρ|a|2
b1p
∗
1≡b2p∗2 mod aO
ψ
(
a; b1
)
ψ
(
a; b2
)
=
=
∑
0<|a|2≤A1
c1|a
|a|2 |ξa|2
∑
p1
∑
p2
(p1p2,a)∼1
∑ ∑
0<|b1|2,|b2|2≤ρ|a|2
b1p2≡b2p1 mod aO
ψ
(
a; b2
)
ϑ
(
a; p1
)
ψ
(
a; b1
)
ϑ
(
a; p2
)
. (6.60)
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By (6.55), (6.45), (6.46) and the Cauchy-Schwarz inequality, we have
∑
m
|τm|2 ≤
∑
0<|m|2≤H1L1
(∑
ℓ|m
∣∣Φm/ℓ∣∣ |Bℓ|
)2
≤
≤
∑
0<|m|2≤H1L1
(∑
ℓ|m
|O(1)|2
)(∑
ℓ|m
|Bℓ|2
)
≪ε
≪ε (H1L1)ε
∑
ℓ
|Bℓ|2
∑
0<|m|2≤H1L1
ℓ|m
1 = (H1L1)
ε
∑
ℓ
|Bℓ|2O
(
H1L1
|ℓ|2
)
= (H1L1)
ε
∑
ℓ
|Bℓ|2O (H1) ,
and, given that 0 < ρ < 1/4,∑∑
p1 p2
(p1p2,a)∼1
∑ ∑
0<|b1|2,|b2|2≤ρ|a|2
b1p2≡b2p1 mod aO
ψ
(
a; b2
)
ϑ
(
a; p1
)
ψ
(
a; b1
)
ϑ
(
a; p2
)
=
=
∑ ∑
0<|n1|2,|n2|2≤ρ|a|2P1
n2≡n1 mod aO
(∑
p1|n1
O(1)
)(∑
p2|n2
O(1)
)
=
=
∑
0<|n1|2≤ρ|a|2P1
∑
k∈O
|ak+n1|2≤ρ|a|2P1
Oε
((
P1|a|2
)ε)≪ε
≪ε
(
P1|a|2
)ε( ∑
0<|n1|2≤ρ|a|2P1
1
)( ∑
|k|2≤4ρP1
1
)
=
(
P1|a|2
)ε
O
(
ρ|a|2P1
) (
1 +O
(
ρP1
))
.
It therefore follows by (6.59), (6.60) and (6.46) that
X ≪ε (H1L1)ε
(
H1L1 +
A21
|c1|2
)
H1
∑
ℓ
|Bℓ|2
and
Y =
∑
0<|a|2≤A1
c1|a
O
(|a|−2) Oε((P1|a|2)ερ|a|2P1 (1 + ρP1))≪ε (P1A1)ε |c1|−2A1ρP1 (1 + ρP1) .
By these bounds for X ,Y ∈ [0,∞), and by (6.53) and (6.58), it follows that
E∗ ≪ ∆−3X 1/2Y1/2 ≪ε
≪ε ∆−3
(
H1L1P1A1
)ε/2(
H1L1 +
A21
|c1|2
)1/2
H
1/2
1
(∑
ℓ
|Bℓ|2
)1/2
|c1|−1A1/21 ρ1/2P 1/21 (1 + ρP1)1/2 ,
and so (given that H1L1P1A1 ≥ 1) the result (6.50) is obtained 
Lemma 6.3. Let the hypotheses of Lemma 6.1 be satisfied. Then
R ≪ε E11
(
(HKL)1/2 + (P/K)Q+ (P/K)3/2(QHK)1/2
)(
HK
∑
ℓ
|Υℓ|2
)1/2
. (6.61)
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Proof. By Lemma 6.1, it may be supposed that the inequalities in (6.10) hold, and that, for certain non-
zero Gaussian integers w, c, t, r, s, k, q satisfying the conditions in (6.11), one has the upper bound (6.12), with
E(w, c, t, r, s; k, q) as defined in (6.13)-(6.14): for otherwise one obtains the result in (6.61) as a consequence
of the stronger bound (6.9) that Lemma 6.1 implies. Let E1 = E(w, c, t, r, s; k, q). Then, by (6.11), (6.13)
and (6.14),
E1 =
∑
0<|a1|2≤A1
(a1,w1)∼c1
1
|a1|2
∑
h1
φwh1
∑
ℓ1
Υtℓ1
∑
p1 6=0
(p1,s)∼1
θrp1 |p1|−2 e
(
Re
(
ka1
w1p1q1
))
× (6.62)
× e
(
Re
(
h1ℓ1
a1p1q1
))
f (h1, ℓ1, p1)
∑
0<|b|2≤ρ|a1|2
e
(
Re
(
q1b
a1
))
S(h1ℓ1p
∗
1, b; a1) ,
where
w1, c1, q1 ∈ O− {0} , w1 = w/t , c1 = c/t , and q1 = q/s , (6.63)
A1 = |t|−2A and ρ = E2Q−11 , (6.64)
with
A = (PQ)1+εδ−2K−1 < PQ , E =
(
1 + δ−1
)
(PQ)ε and Q1 = |s|−2Q , (6.65)
while
f(z) = ϕ (wz1, k, tz2, rz3, q) for z ∈ C3. (6.66)
Given that we have (6.12), the completion of this proof requires only a sufficiently strong upper bound for
|E1| = |E(w, c, t, r, s; k, q)|. We show next that such a bound may be deduced from Lemma 6.2.
Let w1, c1, q1 ∈ O − {0}, A1, ρ, A,E,Q1 > 0 and f : C3 → C be as stated in (6.63)-(6.66). Then, by
(6.66) and (6.2), the condition (6.47) in Lemma 6.2 is satisfied by f when one has there:
H1 = |w|−2H , L1 = |t|−2L and P1 = |r|−2P . (6.67)
Since ϕ ∈ S(C5), and since one has, for m = 1, 2, 3,
∂
∂zm
+
∂
∂zm
=
∂
∂xm
and
∂
∂zm
− ∂
∂zm
= −i ∂
∂ym
(with xm = Re(zm), ym = Im(zm) and ∂/∂zm, ∂/∂zm the linear operators defined in (5.19)), it follows
by (6.66) and the pair of equations from which (5.20) is deduced that f lies in the Schwartz space S(C3).
Moreover, by (6.66), (5.20), (5.12) and (6.3) (and since Lm, as defined in (5.12), is a linear operator on
S(Cn)), one has(Lj11 Lj22 Lj33 f)(z) = |w|2j1 |t|2j2 |r|2j3(Lj11 Lj23 Lj34 ϕ)(wz1, k, tz2, rz3, q)
= |w|2j1 |t|2j2 |r|2j3 Oj
((
δ
∣∣wz1∣∣)−2j1(δ∣∣tz2∣∣)−2j2(δ∣∣rz3∣∣)−2j3)
for j ∈ (N ∪ {0})3, z ∈ (C∗)3; and so f satisfies the condition (6.48) of Lemma 6.2 when one has there
∆ = δ2 . (6.68)
Given the conclusions reached in the last paragraph, it is only the factor e
(
Re(h1ℓ1/a1p1q1)
)
, occurring
in the sum on the right-hand side of the equation (6.62), that prevents us from bounding E1 by the direct
application of Lemma 6.2. This factor is, however, an essentially trivial obstacle to the application of
Lemma 6.2. For, by (6.2), (6.8), (6.11) and (6.63)-(6.67), the summation on the right-hand side of the
equation (6.62) is effectively constrained to points (a1, h1, ℓ1, p1, b) ∈
(
O− {0})5 such that
|h1ℓ1|2
A1P1Q1
<
∣∣∣∣ h1ℓ1a1p1q1
∣∣∣∣2 < H1L1|a1|2 (P1/2) (Q1/2) = 4HL|ta1|2 PQ ≤ 4HLPQ ≪ 1 , (6.69)
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and so the factor e
(
Re(h1ℓ1/a1p1q1)
)
may be very well approximated by a partial sum of just O(1) terms
from the product of Taylor series:
e
(
Re
(
h1ℓ1
a1p1q1
))
= exp
(
πi
h1ℓ1
a1p1q1
)
exp
(
πi
h1ℓ1
a1p1q1
)
=
∞∑
m=0
∞∑
n=0
(πi)m+n
(m!)(n!)
(
h1ℓ1
a1p1q1
)m(
h1ℓ1
a1p1q1
)n
.
By employing this last expansion of the offending factor in (6.62), and then making the trivial substitutions
a1 = a, h1 = h, ℓ1 = ℓ and p1 = p, one obtains an absolutely convergent sum over a ∈ O − {0}, h, ℓ ∈ O,
p ∈ O−{0}, m,n ∈ N∪ {0} and b ∈ O−{0} (in that order). Any change in the order of summation can be
justified, so that one has, in particular,
E1 =
∞∑
m=0
∞∑
n=0
(πi)m+n
(m!)(n!)
(
P1/2
)−1(4H1L1
P1Q1
)(m+n)/2
E∗1 (m,n) ,
with
E∗1 (m,n) =
∑
0<|a|2≤A1
c1|a
ξm,na
∑
h
Φm,nh
∑
ℓ
Bm,nℓ
∑
p
Θm,n (a; p) f (h, ℓ, p)
∑
0<|b|2≤ρ|a|2
ψm,n (a; b)S (hℓp
∗, b; a) ,
where, for h, ℓ ∈ O, p, b ∈ O− {0}, a ∈ c1O− {0},
ψm,n(a; b) = e
(
Re
(
q1b
a
))
, Θm,n(a; p) =

(P1/2)
(m+n+2)/2
pm+1(p)n+1
e
(
Re
(
ka
w1q1p
))
θrp if (p, s) ∼ 1,
0 otherwise,
(6.70)
Bm,nℓ =
ℓm(ℓ)nΥtℓ
L
(m+n)/2
1
, Φm,nh =
hm(h)nφwh
H
(m+n)/2
1
and ξm,na =

(Q1/2)
(m+n)/2
|a|2 (aq1)m (aq1)n if
(
a
c1
,
w1
c1
)
∼ 1,
0 otherwise.
(6.71)
In the above definition of E∗1 (m,n) the summation over a, h, ℓ, p, b is subject to the same effective
constraint (6.69) as applied to the summation in (6.62) (the factor f(h1, ℓ1, p1) being present in both cases).
Since the number of points (a1, h1, ℓ1, p1, b) ∈
(
O − {0})5 satisfying the first two inequalities in (6.69) is
finite, and since, for all such points, one has(
h1ℓ1
a1p1q1
)m(
h1ℓ1
a1p1q1
)n(
(P1/2) (Q1/2)
H1L1
)(m+n)/2
−→ 0 as (m+ n) −→ +∞ ,
it therefore must be the case that, for some pair m,n ∈ N ∪ {0}, one has:
|E1| ≤ τ |E∗1 (m,n)| , (6.72)
where
τ =
∞∑
µ=0
∞∑
ν=0
πµ+ν
(µ!)(ν!)
(P1/2)
−1
(
H1L1
(P1/2) (Q1/2)
)(µ+ν)/2
=
=
2
P1
(
exp
(
2π
(
H1L1
P1Q1
)1/2))2
=
2
P1
exp
(
4π
(
H1L1
P1Q1
)1/2)
=
2
P1
exp (O(1))≪ 1
P1
(6.73)
(with the upper bound O(1) used here following by (6.69), since 0 6= t ∈ O implies |t| ≥ 1).
Let m,n ∈ N ∪ {0} be one of the pairs for which one has (6.72)-(6.73). Then, given that m,n ≥ 0,
and that w, c, t, r, s, k, q are non-zero Gaussian integers satisfying the conditions in (6.11), it follows by (6.4),
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(6.5), (6.63) and (6.65) that the conditions (6.45) and (6.46) of Lemma 6.2 are satisfied when H1, L1, P1
are as in (6.67) and ξa = ξ
m,n
a , Φh = Φ
m,n
h , Bℓ = B
m,n
ℓ , Θ(a; p) = Θm,n(a; p) and ψ(a; b) = ψm,n(a; b) (for
a ∈ c1O− {0}, h, ℓ ∈ O, p ∈ O− {0}, m,n ∈ N∪ {0} and b ∈ O−{0}), with ξm,na , Φm,nh , Bm,nℓ , Θm,n(a; p)
and ψm,n(a; b) as defined in (6.70) and (6.71). Since we already verified that (with H1, L1, P1 as in (6.67),
and ∆ as in (6.68)) the conditions (6.47) and (6.48) of Lemma 6.2 are satisfied by f , we may therefore apply
Lemma 6.2 with the coefficients ξa, Φh, Bℓ, Θ(a; p) and ψ(a; b) as just indicated, and with c1, A1 and ρ
given by (6.63)-(6.65), and f ∈ S(C3) given by (6.66). Moreover, in respect of this particular application
of Lemma 6.2, the term E∗ is, by the equation (6.49), evidently equal to the term E∗1 (m,n) that we defined
earlier in this proof (i.e. the definitions of E∗ and E∗1 (m,n) coincide). Consequently, by the upper bound for
|E∗| in the result (6.50) of Lemma 6.2, one has
E∗1 (m,n)≪ε ∆−3 (H1L1P1A1)ε
(
1 +
H1L1 |c1|2
A21
)1/2
(1 + ρP1)
1/2
(
|c1|−4 ρA31P1H1
∑
ℓ
|Bm,nℓ |2
)1/2
.
Since w, t, r are non-zero Gaussian integers, it follows by (6.68), (6.67), (6.64), (6.65) and (6.8) that we have
here
∆−3 (H1L1P1A1)
ε ≤ δ−6(HLPA)ε ≪ δ−6(PQ)3ε < (PQ)−εδ−2E4 .
Moreover, by using (in addition) (6.63), (6.11), (6.71) and (6.5), one finds that
H1L1 |c1|2
A21
=
HL|c|2
A2|w|2 =
δ4K2HL|c|2
(PQ)2+2ε|w|2 ≤
δ4HK2L|c|2
P 2Q2|w|2 , ρP1 = E
2Q−11 P1 =
E2P |s|2
Q|r|2 ,
|c1|−4 ρA31P1H1 =
|t|4E2|s|2
|c|4Q
(
(PQ)1+ε
δ2K|t|2
)3
PH
|r|2|w|2 =
(PQ)3εδ−6E2P 4Q2H
K3|c|4|t|2|r|4 ≤
E8P 4Q2H
K3|c|4|t|2|r|4
and ∑
ℓ
|Bm,nℓ |2 ≤
∑
L1
2 <|ℓ|2≤L1
( |ℓ|2
L1
)m+n
|Υtℓ|2 ≤
∑
ℓ
|Υtℓ|2 ≤
∑
ℓ
|Υℓ|2 .
Therefore the bound that we have obtained for E∗1 (m,n) implies:
E∗1 (m,n)≪ε (PQ)−εδ−2E9
(
1 +
δ2H1/2KL1/2|c|
PQ|w|
)(
1 +
P 1/2|s|
Q1/2|r|
)
P 2QH1/2
K3/2|c|2|t||r|2
(∑
ℓ
|Υℓ|2
)1/2
.
Since we have the bound (6.12) (in Lemma 6.1), where E(w, c, t, r, s; k, q) = E1, it follows that
R≪ε (PQ)εK|t|2 |E1| .
Therefore, using (6.72), (6.73), (6.67) and the last bound obtained for E∗1 (m,n), we deduce that
R≪ε (PQ)εK|t|2P−1|r|2 |E∗1 (m,n)| ≪ε
≪ε δ−2E9
(
1 +
δ2H1/2KL1/2|c|
PQ|w|
)(
1 +
P 1/2|s|
Q1/2|r|
)
PQH1/2|t|
K1/2|c|2
(∑
ℓ
|Υℓ|2
)1/2
.
Moreover, given (6.65), and the conditions (6.11) satisfied by w, c, t, r and s, one has
δ−2
(
1 +
δ2H1/2KL1/2|c|
PQ|w|
)(
1 +
P 1/2|s|
Q1/2|r|
) |t|
|c|2 ≤
(
δ−2 +
H1/2KL1/2|c|
PQ|w|
)(
1 +
P 1/2|w|
Q1/2
)
1
|c| <
<
(
E2
|c| +
H1/2KL1/2
PQ|w|
)(
1 +
P 1/2|w|
Q1/2
)
≤
≤ E2 + E
2P 1/2|w|
Q1/2
+
H1/2KL1/2
PQ
+
H1/2KL1/2
P 1/2Q3/2
≤
≤ E2 + E
2P 1/2H1/2
Q1/2
+
H1/2KL1/2
PQ
+
(
HK
Q
)(
L
Q
)1/2
.
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where, by (6.8), one has HK/Q = O(1) and L/Q = O(1). Consequently we may deduce that
R ≪ε E11
(
1 +
P 1/2H1/2
Q1/2
+
H1/2KL1/2
PQ
)
PQH1/2
K1/2
(∑
ℓ
|Υℓ|2
)1/2
.
Since PQH1/2/K1/2 = (PQ/K)(HK)1/2, while(
1 +
P 1/2H1/2
Q1/2
+
H1/2KL1/2
PQ
)
PQ
K
=
PQ
K
+
(
P
K
)3/2
(QHK)1/2 + (HL)1/2 ,
the result (6.61) therefore follows 
§7. Switching to Levels of Greater Modulus
Lemma 7.3 below shows that the mean value St(Q,X,N) is, in a certain sense, ‘approximately’ a
monotonic non-decreasing function of the level related parameter Q. This result (the inequality (7.31)
below) has an important application in the next section, where it enables us to work around the lower bound
condition Q≫ HK in (6.8); that condition would otherwise adversely limit our use of Lemma 6.3.
We prove Lemma 7.3 by deducing it (via elementary arguments) from the simpler bound given by
Lemma 7.2. For the proof of Lemma 7.2 we need the results of Lemma 7.1, below.
Lemma 7.1. Let 0 6= q ∈ O and 0 6= r ∈ qO; let Γ = Γ0(q) ≤ SL(2,O) and Γ˜ = Γ0(r) ≤ SL(2,O); let V ′
and V ′′ be amongst the cuspidal subspaces V occurring as factors in the decomposition (1.1.3) of 0L2(Γ\G);
and let fV
′
0,0 and f
V ′′
0,0 be (as in (1.1.6)) generators of the corresponding spaces V
′
K,0,0 and V
′′
K,0,0, normalised
so as to satisfy (1.1.9). Suppose, moreover, that pV ′′ = pV ′ = 0 and νV ′′ = νV ′ = ν (say). Then Γ ≥ Γ˜,[
Γ : Γ˜
]
<∞, and fV ′0,0, fV
′′
0,0 ∈ L2(Γ\G)∩L2(Γ˜\G; 0, 0) (where the latter space is that given by the case Γ = Γ˜
of (1.1.20)); the functions fV
′
0,0 and f
V ′′
0,0 are bounded and continuous on G, and one has∥∥fV ′0,0∥∥2Γ˜\G = [Γ : Γ˜]∥∥fV ′0,0∥∥2Γ\G (7.1)
and
(Γ˜)∑
W
(νW ,pW )=(ν,0)
1∥∥fW0,0∥∥2Γ˜\G
〈
fV
′
0,0, f
W
0,0
〉
Γ˜\G
〈
fW0,0, f
V ′′
0,0
〉
Γ˜\G
=
{∥∥fV ′0,0∥∥2Γ˜\G if V ′′ = V ′,
0 otherwise,
(7.2)
where the meaning of the bracketed ‘ Γ˜’ is that the summation is restricted to irreducible cuspidal subspaces
W of 0L2(Γ˜\G) (with the equations (1.1.6) and (1.1.9), as they apply when Γ = Γ˜, determining to within a
constant factor of unit modulus the Γ˜-automorphic function fW0,0 : G→ C).
Proof. Let q, r, Γ, Γ˜, V ′, V ′′, ν, fV
′
0,0 and f
V ′′
0,0 satisfy the hypotheses of the lemma. Then, since r ∈ qO,
the congruence c ≡ 0 mod rO implies c ≡ 0 mod qO. Therefore, it is a trivial corollary of the definition
of Γ0(q) given in Subsection 1.1 that we have here Γ˜ ≤ Γ. It follows that the Γ-automorphic functions
fV
′
0,0, f
V ′′
0,0 : G→ C are a fortiori also Γ˜-automorphic. Furthermore, since any set of right-coset representatives
γ1, γ2, . . . , γ[SL(2,O):Γ˜] ∈ SL(2,O) for the quotient Γ˜\SL(2,O) is a union of [Γ : Γ˜] sets of coset representatives
for Γ\SL(2,O), one has ∫
Γ˜\G
f(g)dg = [Γ : Γ˜]
∫
Γ\G
f(g)dg , (7.3)
for any measurable Γ-automorphic function f : G → C such that the latter integral exists; by the pairwise
orthogonality of the irreducible cuspidal subspaces V ⊂ 0L2(Γ\G) ⊂ L2(Γ\G) occurring as factors in the
decomposition (1.1.3), one has, in particular:〈
fV
′
0,0, f
V ′′
0,0
〉
Γ˜\G
= [Γ : Γ˜]
〈
fV
′
0,0, f
V ′′
0,0
〉
Γ\G
=
{
[Γ : Γ˜]
∥∥fV ′0,0∥∥2Γ\G if V ′′ = V ′,
0 otherwise,
(7.4)
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which contains the result (7.1).
Since Γ˜ ≤ Γ ≤ SL(2,O), and since one has (see (7.39) below) [SL(2,O) : Γ˜] = [SL(2,O) : Γ0(r)] <∞,
the index [Γ : Γ˜] is certainly finite. We have, moreover, fV
′
0,0 ∈ V ′K,0,0 ⊂ V ′ ⊂ 0L2(Γ\G) ⊂ L2(Γ\G) (by
(1.1.2), (1.1.3), (1.1.5) and (1.1.6)), so it follows from what has so far been established that fV
′
0,0 ∈ L2(Γ˜\G);
by the observations between (1.1.5) and (1.1.6), we have also ΩKf
V ′
0,0 = 0 and (∂/∂ψ)f
V ′
0,0 = 0, and so may
deduce that fV
′
0,0 lies in the space L
2(Γ˜\G; 0, 0) defined by (1.1.20).
Turning now to the proof of (7.3) we seek to apply the Parseval identity [22, Theorem A], taking there
ℓ = q = 0, Γ = Γ˜ and f1 = f
V ′
0,0, f2 = f
V ′′
0,0 : in this case the hypotheses of [22, Theorem A] require only that
f1 and f2 lie in the space L
2(Γ˜\G; 0, 0) and are both bounded and smooth (possessing continuous partial
derivatives of all orders, with respect to x, y, r, θ, ϕ, ψ, where (x + iy, r, θ, ϕ, ψ) are the Iwasawa coordinates
for G described in Subsection 1.1). This need only be verified for f1 = f
V ′
0,0, since similar conclusions will
apply to f2 = f
V ′′
0,0 (given the symmetry in our hypotheses concerning f
V ′
0,0 and f
V ′′
0,0 ).
For the smoothness property see, for example, [22, Relation (1.7.10), Definitions (1.2.2), (1.4.5)-(1.4.7)]
(and the accompanying justification). Were Γ˜ = Γ0(r) a cocompact subgroup of G, the smoothness would
imply the boundedness; since, however, the fundamental domain FΓ˜\Γ ⊂ G is non-compact, we need the
growth condition (1.1.10) in order to prove the boundedness of fV
′
0,0. A short calculation shows that, for each
γk ∈ SL(2,O) featuring in the description of FΓ\G in Subsection 1.1, there exists a δ = δ(γk) > 0 such that
if c = c(γk) is the cusp γk∞ then one has
g−1c γkNa[r]K ⊆ Na[δr]K (r > 0). (7.5)
Given that the fundamental domain FΓ˜\G is similar in description to FΓ\G, it therefore follows (since we
have [SL(2,O) : Γ˜] < ∞ and r1/2e−πr ≤ (2πe)−1/2, for r > 0 ) that the application of (1.1.10) for a finite
number of cusps c suffices to show that fV
′
0,0 is bounded on a set F∞Γ˜\G ⊆ FΓ˜\G such that FΓ˜\G − F∞Γ˜\G is
compact. By the smoothness of fV
′
0,0, the function f
V ′
0,0 is also bounded on the latter (compact) set, and
so is bounded on the set F∞
Γ˜\G ∪
(FΓ˜\G − F∞Γ˜\G) = FΓ˜\G . Therefore, with fV ′0,0 being Γ˜-automorphic, and
FΓ˜\G ⊂ G a fundamental domain for the action of Γ˜ on G, we may conclude that fV
′
0,0 is bounded on G.
By the above we have verified that the case Γ = Γ˜, ℓ = q = 0 of [22, Theorem A] may be applied
with f1 = f
V ′
0,0, f2 = f
V ′′
0,0 : note that the transform ‘TV ϕℓ,q(νV , pV )’ which appears on the right-hand side
of [22, Equation (1.8.7)] is that function (or ‘generator’) which we refer to in (1.1.6) and (1.1.8)-(1.1.10)
as ‘fVℓ,q’. In the case that concerns us, that theorem shows firstly that, for all cusps c of Γ˜, the function
t 7→ 〈fV ′0,0, Ec0,0(it, 0)〉Γ˜\G (with Ec0,0(it, 0) given, for all real t, by the case case Γ = Γ˜ of the definition (1.1.12))
is in the space L2(−∞,∞); secondly it shows (given (1.1.6), (1.1.9) and [22, (1.7.8), (1.7.14), (1.6.7) and
(1.6.8)]) that
〈
fV
′
0,0, f
V ′′
0,0
〉
Γ˜\G
=
〈
fV
′
0,0,~1
〉
Γ˜\G
〈
~1, fV
′′
0,0
〉
Γ˜\G
‖~1‖2
Γ˜\G
+
(Γ˜)∑
W
pW=0
〈
fV
′
0,0, f
W
0,0
〉
Γ˜\G
〈
fW0,0, f
V ′′
0,0
〉
Γ˜\G∥∥fW0,0∥∥2Γ˜\G + (7.6)
+
(Γ˜)∑
c∈C
[
Γ˜c : Γ˜
′
c
]
4πi
∫
(0)
〈
fV
′
0,0, E
c
0,0(ν, 0)
〉
Γ˜\G
〈
Ec0,0(ν, 0), f
V ′′
0,0
〉
Γ˜\G
dν ,
where ‘~1’ denotes the constant function ϕ0,0(−1, 0) : G→ {1} ⊂ R. Here, since fV ′0,0 ∈ 0L2(Γ\G) ⊂ L2(Γ\G),
it follows by (7.3) and the orthogonality of the subspaces 0L2(Γ\G) and C = C~1 in (1.1.2) that we have〈
fV
′
0,0,~1
〉
Γ˜\G = 0 . (7.7)
Hence the first term on the right-hand side of the equation (7.6) equals zero. By a somewhat more roundabout
argument we shall next show that the terms of the sum over c in (7.6) also vanish.
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Suppose that fV
′
0,0 ∈ 0L2(Γ˜\G). Then it follows by the orthogonality of the subspaces 0L2(Γ˜\G) and
eL2(Γ˜\G), and by the case Γ = Γ˜ of (1.1.19), combined with the square integrability (mentioned before
(7.6)) of the function t 7→ 〈fV ′0,0, Ec0,0(it, 0)〉Γ˜\G, that one will have also, for all cusps c of Γ˜,
0 =
〈 ∫
(0)
〈
fV
′
0,0, E
c
0,0(ν, 0)
〉
Γ˜\G
Ec0,0(ν, 0) dν , f
V ′′
0,0
〉
Γ˜\G
=
=
∫
(0)
〈
fV
′
0,0, E
c
0,0(ν, 0)
〉
Γ˜\G
〈
Ec0,0(ν, 0), f
V ′′
0,0
〉
Γ˜\G
dν . (7.8)
We therefore now seek to establish the validity of the premise here (that fV
′
0,0 ∈ 0L2(Γ˜\G)). Firstly, we may
note that by (1.1.6) and [22, (1.7.10)],
fV
′
0,0 ∈ A0Γ(Υν,0; 0, 0) ⊆ ApolΓ (Υν,0; 0, 0) ⊆ AΓ(Υν,0; 0, 0) , (7.9)
where the latter three sets are the subspaces of 0L2(Γ\G) defined in [22, (1.4.1)-(1.4.7)] (A0Γ(Υν,0; 0, 0) being
a space of cusp forms); and where Υν,p is the character of C
[
Ω+,Ω−
]
given by [22, (1.3.3)] (so that one may
write the equation in (1.1.4) as Ω±f = ΥνV ,pV
(
Ω±
)
f ). Since Γ-automorphicity implies Γ˜-automorphicity,
it is immediate from the relevant definitions in [22, Sections 1.2-1.4] that AΓ(Υν,0; 0, 0) is a subspace of
AΓ˜(Υν,0; 0, 0); so, by (7.9) we obtain:
fV
′
0,0 ∈ AΓ˜(Υν,0; 0, 0) . (7.10)
If we can furthermore show it to be the case that
fV
′
0,0 ∈ A0Γ˜(Υν,0; 0, 0) (7.11)
then the sought for conclusion, that fV
′
0,0 ∈ 0L2(Γ˜\G), will follow: for 0L2(Γ˜\G) is (see [22, Subsection 1.7])
defined to be the closure of the subspace of L2(Γ˜\G) generated by the set of all Γ˜-automorphic cusp forms,
and so, since each non-zero element of the set A0
Γ˜
(Υν,0; 0, 0) is (by definition) a cusp form, it is trivially the
case that 0L2(Γ˜\G) ⊇ A0
Γ˜
(Υν,0; 0, 0).
Given the relevant definitions in [22, Subsection 1.4], and given (7.10), the verification of (7.11) may
be achieved in two steps: the first of these being to show that fV
′
0,0 having ‘polynomial growth’ as a Γ-
automorphic implies that fV
′
0,0 also has ‘polynomial growth’ as a Γ˜-automorphic function; the second step
being to demonstrate the like implication in respect of the ‘cuspidality’ critereon(
F c0f
V ′
0,0
)
(g) = 0
(
g ∈ G, c ∈ P1(Q(i)) = Q(i) ∪ {∞} ), (7.12)
where, as indicated in Subsection 1.1, F c0f is the 0-th order term in the Fourier expansion of f (as a
Γ-automorphic function) at the cusp c.
We address first the question of ‘polynomial growth’ (the reader may refer to [22, Subsection 1.4] for the
meaning of this terminology). Since the parabolic stabiliser subgroups Γ′c and Γ˜
′
c may differ, our insistence
that all scaling matrices satisfy the condition (1.1.1) necessitates that we indicate when the scaling matrix
should be one appropriate for the Fourier expansion of Γ˜-automorphic functions: we do this by marking the
relevant ‘gc’ with a tilde. Similarly we write F˜
c
0f for the 0-th order term in the Fourier expansion of f as a
Γ˜-automorphic function.
By (1.1.1), one has g−1c Γ
′
cgc = g˜
−1
c Γ˜
′
cg˜c = {n[α] : α ∈ O} ≤ G. A calculation then enables one to deduce
that, for some zc ∈ C, and some uc ∈ C∗ with u2c ∈ O and |uc|4 =
[
Γ′c : Γ˜
′
c
]
, one has the equation
g−1c g˜c = n
[
zc
]
h
[
uc
]
. (7.13)
Then, through a result similar to that in (7.5), one finds that, since the function g 7→ fV ′0,0
(
gcg
)
(g ∈ G) has
(by virtue of (7.9)) polynomial growth along A (in the sense defined in [22, (1.4.1)]), so too does the function
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g 7→ fV ′0,0
(
g˜cg
)
(g ∈ G). This applies for all cusps c ∈ Q(i) ∪ {∞}, and so fV ′0,0 meets the criteria stated in
[22] for being a Γ˜-automorphic function of polynomial growth; given (7.10), we therefore have
fV
′
0,0 ∈ ApolΓ˜ (Υν,0; 0, 0) . (7.14)
The first step in our verification of (7.11) is now complete. For the second step, relating to the cuspidality
criteron (7.12), we may note that, from (1.1.1), (7.13) and the definition of F cωf : G → C in [22, (1.4.3),
(1.4.4)], one can work out that
(
F˜ c0f
V ′
0,0
)
(g) =
(
F c0f
V ′
0,0
) (
h
[
uc
]
g
)
for g ∈ G, c ∈ Q(i) ∪ {∞}.
Therefore, given that h
[
uc
]
is an element of the group G, it follows from (7.12) that
(
F˜ c0f
V ′
0,0
)
(g) = 0
(
g ∈ G, c ∈ P1(Q(i)) = Q(i) ∪ {∞} ).
This, together with (7.14), makes the verification of (7.11) complete; by (7.11) and the discussion around it,
we have fV
′
0,0 ∈ 0L2(Γ˜\G), the premise on which our deduction of (7.8) depended.
Now we may apply (7.7) and (7.8), so that the equation (7.6) is simplified to:
(Γ˜)∑
W
pW=0
〈
fV
′
0,0, f
W
0,0
〉
Γ˜\G
〈
fW0,0, f
V ′′
0,0
〉
Γ˜\G∥∥fW0,0∥∥2Γ˜\G =
〈
fV
′
0,0, f
V ′′
0,0
〉
Γ˜\G
. (7.15)
Let W be one of the cuspidal irreducible spaces of 0L2(Γ˜\G) by which the summation in (7.15) is indexed.
We already have pV ′′ = pV ′ = 0: suppose also that pW = 0. Then, by the points noted in the paragraph
containing (1.1.11) (understood as applying to the case Γ = Γ˜), the functions fV
′
0,0, f
V ′′
0,0 and f
W
0,0 are elements
of the space C∞(G/K) (defined above (1.1.11)), and one has νX ∈ i[0,∞) ∪ (0, 2/9) and
(
1 − ν2X
)
fX0,0 =
−∆fX0,0 for X =W,V ′, V ′′, where the operator −∆ = −4
(
Ω++Ω−
)
is symmetric on a subspace of L2(Γ˜\G)
containing CfW0,0 ⊕ CfV
′
0,0 ⊕ CfV
′′
0,0 . Since two eigenspaces corresponding to distinct eigenvalues of the same
symmetric operator are necessarily orthogonal to one another, it follows that the term on the left-hand side
of (7.15) indexed by W is non-zero only if ν2V ′ = ν
2
W = ν
2
V ′′ ; in which case, given that νV ′ = νV ′′ = ν
and ν, νW ∈ i[0,∞) ∪ (0,∞), one would have νW = ν. Therefore the sums on the left-hand sides of the
equations (7.15) and (7.2) are equal. Since it is, by (7.4) (and its corollary (7.1)), also the case that the
terms on the right-hand sides of the equations (7.15) and (7.2) are equal, the proof of (7.2) (and hence of
the lemma) is complete 
Lemma 7.2. Let ν ∈ i[0,∞) ∪ (0, 1); let N ≥ 1; and let aω ∈ C for all ω ∈ O satisfying 0 < |ω|2 ≤ N . For
0 6= q ∈ O and Γ = Γ0(q) ≤ SL(2,O), put
S(Γ) = SN (Γ, ν) =
(Γ)∑
V
(νV ,pV )=(ν,0)
∣∣∣∣∣ ∑
0<|n|2≤N
anc
∞
V (n; ν, 0)
∣∣∣∣∣
2
(7.16)
(where the relevant scaling matrix g∞ is as in (1.3.3)). Then, for q ∈ O− {0}, r ∈ qO− {0}, Γ = Γ0(q) and
Γ˜ = Γ0(r), one has:
S(Γ) ≤ [Γ : Γ˜ ]S(Γ˜) . (7.17)
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Proof. Let ν, N and the coefficients aω satisfy the stated hypotheses. Suppose moreover that 0 6= q, r ∈ O;
that q is a factor of r; and that Γ and Γ˜ are (respectively) the subgroups Γ0(q) and Γ0(r) of SL(2,O). By
the final point noted in the paragraph of (1.1.11), all the summations on the right-hand side of (7.16) are
finite. Hence both S(Γ) and S(Γ˜) are well-defined sums, and we have |S(Γ)|, |S(Γ˜)| < ∞. By (1.1.21), the
modified Fourier coefficients c∞V (n; ν, 0) occurring in the sum (7.16) satisfy
c∞V (ω; ν, 0) = (π|ω|)νc∞V (ω) , (7.18)
where (for 0 6= ω ∈ O) the factor c∞V (ω) is the same coefficient as appears in the Fourier expansion (1.1.8) of
the chosen generator fV0,0 for the one-dimensional subspace VK,0,0 (occurring in the orthogonal decomposition
(1.1.5) of V ). Recall that cV (ω), in (1.1.8), is independent of the parameters q and ℓ there. With g∞ given
by (1.3.3), it follows by [4, Lemma 5.1] that the case νV = ν, pV = q = ℓ = 0, c =∞ of the equation (1.1.8)
may, for z ∈ C, r > 0, k ∈ K, and g = n[z]a[r]k ∈ G, be cast in more classical terminology as:
fV0,0(g) =
∑
06=ω∈O
c∞V (ω)
2πν+1|ω|ν
Γ(ν + 1)
e
(
Re(ωz)
)
rKν(2π|ω|r) , (7.19)
where the Bessel function Kν : C− (−∞, 0]→ C (differing from that ‘Kν(z)’ defined in [24] by the omission
of a factor cos(πν)) is, by virtue of the relevant asymptotic expansion given in [24, Section 17.7], non-zero
for all positive values of the argument that are sufficiently large (in terms of ν). Hence, when r > 0, one has
2πν+1|ω|ν
Γ(ν + 1)
rKν(2π|ω|r)c∞V (ω) =
(
F∞ω f
V
0,0
)
(a[r]) (0 6= ω ∈ O), (7.20)
where F cωf is the same term seen in the Fourier expansion displayed just below the equation (1.1.1), and is
uniquely determined by virtue of the classical integral representation of Fourier coefficients. When r > 0 is
sufficiently large, the equations in (7.20) determine the coefficients c∞V (ω) (for all ω ∈ O− {0}).
For our proof of (7.17) we shall need to express Fourier coefficients c∞V (ω), associated (through (1.1.6)
and (1.1.8)) with the irreducible cuspidal subspaces V ⊆ 0L2(Γ\G) having (νV , pV ) = (ν, 0), in terms of
the corresponding Fourier coefficients, c∞W (ω), associated with irreducible cuspidal subspacesW ⊆ 0L2(Γ˜\G)
having the same pair of spectral parameters, (ν, 0). To this end, we shall first determine an expression for
the function fV0,0 ∈ V ⊂ 0L2(Γ\G) in terms of the corresponding functions, fW0,0, lying in relevant cuspidal
irreducible subspaces W of 0L2(Γ˜\G): the required relations between Fourier coefficients will then be seen
to follow through an appeal to the final remark of the previous paragraph.
Let Vν,0(Γ) be the set of all of those of the irreducible cuspidal subspaces V ⊂ 0L2(Γ\G) occurring in the
orthogonal decomposition (1.1.3) that have their spectral parameters
(
νV , pV
)
equal to
(
ν, 0
)
(so that Vν,0(Γ)
is the range of the variable of summation, V , in the sum on the right-hand side of the equation (7.16)). If
the set Vν,0(Γ) is empty, then since sums with no terms are (by definition) equal to zero, it follows from the
definition in (7.16) that S(Γ) = 0 and S(Γ˜) ≥ 0: the result (7.17) of the lemma is, in that case, a trivial
consequence of the lower bound [Γ : Γ˜ ] ≥ 1 implied by Lemma 7.1. We may therefore assume that the set
Vν,0(Γ) contains at least one element.
Suppose that V ∈ Vν,0(Γ); and let fV0,0 be a generator of the subspace VK,0,0 ⊂ V , normalised so as to
satisfy (1.1.9). Then, by the case V ′ = V ′′ = V of Lemma 7.1 (the equation (7.2), in particular), one has
(Γ˜)∑
W
(νW ,pW )=(ν,0)
∣∣∣∣∣
〈
fV0,0 ,
1∥∥fW0,0∥∥Γ˜\G fW0,0
〉
Γ˜\G
∣∣∣∣∣
2
=
∥∥fV0,0∥∥2Γ˜\G , (7.21)
which is an example of Bessel’s inequality holding with equality: for on the left-hand side of this equation the
variable of summation W indexes a set of functions fW0,0 that are (by the discussion around (1.1.3)-(1.1.6), as
it applies for Γ = Γ˜) pairwise orthogonal elements of the space L2(Γ˜\G). The same case of Lemma 7.1 shows
also that the function fV0,0 : G → C is bounded and continuous. Similarly, for each W ∈ Vν,0(Γ˜) (i.e. each
space W indexing a summand on the left hand side of the equation (7.21)), the corresponding normalised
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generator fW0,0 of the subspace WK,0,0 ⊂W is a bounded and continuous function on G. It therefore follows
from (7.21) that
fV0,0 =
(Γ˜)∑
W
(νW ,pW )=(ν,0)
βV,W f
W
0,0 , (7.22)
where
βV,W =
〈
fV0,0 ,
1∥∥fW0,0∥∥Γ˜\G fW0,0
〉
Γ˜\G
1∥∥fW0,0∥∥Γ˜\G =
〈
fV0,0 , f
W
0,0
〉
Γ˜\G∥∥fW0,0∥∥2Γ˜\G . (7.23)
Indeed, the equation (7.21) implies that the L2(Γ˜\G)-norm of the difference between the two sides of equa-
tion (7.22) is equal to zero. Since that difference is a continuous function on G, and has L2(Γ˜\G)-norm equal
to zero, it must therefore have range {0} and domain G.
In the equation (7.19) one may substitute, in place of V , any of the spaces W by which the summation
in (7.22) is indexed: for (7.19) would not fail to apply if we had Γ˜ = Γ and V = W . Hence, and by (7.22),
it may be deduced that, for g = n[z]a[r]k ∈ G with z ∈ C, r > 0 and k ∈ K, one has
fV0,0 =
(Γ˜)∑
W
(νW ,pW )=(ν,0)
βV,W
∑
06=ω∈O
c∞W (ω)
2πν+1|ω|ν
Γ(ν + 1)
e
(
Re(ωz)
)
rKν(2π|ω|r) =
=
∑
06=ω∈O
c˜∞V (ω)
2πν+1|ω|ν
Γ(ν + 1)
e
(
Re(ωz)
)
rKν(2π|ω|r) , (7.24)
where, for 0 6= ω ∈ O,
c˜∞V (ω) =
(Γ˜)∑
W
(νW ,pW )=(ν,0)
βV,W c
∞
W (ω) . (7.25)
Similarly to how (7.20) was deduced from (7.19), one may deduce from (7.24) that (7.20) continues to
hold for all r > 0 if, for all ω ∈ O−{0}, one substitutes for the Fourier coefficient c∞V (ω) in (7.20) the number
c˜∞V (ω) just defined: given the point noted below (7.20), it must therefore be the case that c˜
∞
V (ω) = c
∞
V (ω)
for all ω ∈ O− {0}. Hence, given (7.25) and (7.18) (which remains valid when V is replaced by any one of
the subspaces W by which the summation in (7.25) is indexed), we are able to deduce that
c∞V (ω; ν, 0) =
(Γ˜)∑
W
(νW ,pW )=(ν,0)
βV,W c
∞
W (ω; ν, 0) (0 6= ω ∈ O). (7.26)
Since (7.26) has been shown to hold for an arbitrary member V of the set of spaces Vν,0(Γ) (defined
earlier in this proof), we may apply (7.26) to expand every one of the modified Fourier coefficients c∞V (n; ν, 0)
occurring in the definition (7.16). We consequently find that
S(Γ) =
(Γ)∑
V
(νV ,pV )=(ν,0)
|σV |2 , (7.27)
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where, for V ∈ Vν,0(Γ),
σV =
∑
0<|n|2≤N
anc
∞
V (n; ν, 0) =
=
∑
0<|n|2≤N
an
(Γ˜)∑
W
(νW ,pW )=(ν,0)
βV,W c
∞
W (n; ν, 0) =
=
(Γ˜)∑
W
(νW ,pW )=(ν,0)
βV,W
∑
0<|n|2≤N
anc
∞
W (n; ν, 0) =
(Γ˜)∑
W
(νW ,pW )=(ν,0)
βV,Wσ
∗
W (say). (7.28)
Hence
S(Γ) =
(Γ)∑
V
(νV ,pV )=(ν,0)
σV σV =
=
(Γ)∑
V
(νV ,pV )=(ν,0)
σV
(Γ˜)∑
W
(νW ,pW )=(ν,0)
βV,Wσ
∗
W =
(Γ˜)∑
W
(νW ,pW )=(ν,0)
σ∗W
(Γ)∑
V
(νV ,pV )=(ν,0)
σV βV,W ,
and so it follows by the Cauchy-Schwarz inequality that
|S(Γ)|2 ≤
( (Γ˜)∑
W
(νW ,pW )=(ν,0)
|σ∗W |2
)( (Γ˜)∑
W
(νW ,pW )=(ν,0)
∣∣∣∣∣
(Γ)∑
V
(νV ,pV )=(ν,0)
σV βV,W
∣∣∣∣∣
2)
= S
(
Γ˜
)
T
(
Γ , Γ˜
)
, (7.29)
where (given that we take σ∗W , on the right-hand side of (7.28), to equal the sum over n on the same line)
S(Γ˜) is given by the case Γ = Γ˜ of (7.16), while
T
(
Γ , Γ˜
)
=
(Γ˜)∑
W
(νW ,pW )=(ν,0)
∣∣∣∣∣
(Γ)∑
V
(νV ,pV )=(ν,0)
σV βV,W
∣∣∣∣∣
2
=
=
(Γ˜)∑
W
(νW ,pW )=(ν,0)
(Γ)∑
V ′′
=(νV ′′ ,pV ′′ )
σV ′′ βV ′′,W
(Γ)∑
V ′
(νV ′ ,pV ′)=(ν,0)
σV ′ βV ′,W =
=
(Γ)∑
V ′′
(Γ)∑
V ′
νV ′′=ν=νV ′
pV ′′=0=pV ′
σV ′′ σV ′
(Γ˜)∑
W
(νW ,pW )=(ν,0)
βV ′′,W βV ′,W . (7.30)
By the equation (7.23) (for V = V ′, and for V = V ′′), the normalisation (1.1.9) (for V =W , and for V = V ′ )
and the result (7.2) of Lemma 7.1, one finds that the inner sum on the right-hand side of (7.30) is
(Γ˜)∑
W
(νW ,pW )=(ν,0)
〈fV ′′0,0 , fW0,0〉Γ˜\G 〈fV
′
0,0, f
W
0,0〉Γ˜\G∥∥fW0,0∥∥4Γ˜\G =
(Γ˜)∑
W
(νW ,pW )=(ν,0)
〈fV ′′0,0 , fW0,0〉Γ˜\G 〈fV
′
0,0, f
W
0,0〉Γ˜\G∥∥fV ′0,0∥∥2Γ\G∥∥fW0,0∥∥2Γ˜\G =
=
1∥∥fV ′0,0∥∥2Γ\G
(Γ˜)∑
W
(νW ,pW )=(ν,0)
〈fV ′0,0, fW0,0〉Γ˜\G 〈fW0,0, fV
′′
0,0 〉Γ˜\G∥∥fW0,0∥∥2Γ˜\G =
=
{∥∥fV ′0,0∥∥−2Γ\G∥∥fV ′0,0∥∥2Γ˜\G if V ′′ = V ′,
0 otherwise,
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where, by the result (7.1) of Lemma 7.1, one has∥∥fV ′0,0∥∥−2Γ\G∥∥fV ′0,0∥∥2Γ˜\G = [Γ : Γ˜] .
By this result, and (7.30) and (7.27), one obtains:
T
(
Γ , Γ˜
)
=
(Γ)∑
V ′
(νV ′ ,pV ′)=(ν,0)
σV ′ σV ′
[
Γ : Γ˜
]
=
[
Γ : Γ˜
] (Γ)∑
V ′
(νV ′ ,pV ′ )=(ν,0)
|σV ′ |2 =
[
Γ : Γ˜
]
S(Γ) .
Hence and by (7.29), it follows that
|S(Γ)|2 ≤ S(Γ˜)[Γ : Γ˜]S(Γ) ,
where
[
Γ : Γ˜
] ≥ 1, and where (by the definition (7.16)) S(Γ), S(Γ˜) ≥ 0. One therefore must have (7.17) 
Lemma 7.3. Let t ∈ R and Q,X,N ≥ 1. Then, for Q1 ≥ 52 Q, one has
St(Q,X,N) ≤ 365
(
1− log 2log 5
)−2
(logQ1)
(
St (Q1, X,N) + St (2Q1, X,N)
)
. (7.31)
Proof. By the definition (1.3.2) of St(Q,X,N), it will suffice to prove the case t = 0 of this lemma
(application of that case with an|n|2it substituted for an, for all n ∈ O − {0}, will imply the cases where
t 6= 0). By (1.3.2) and (1.1.11), one has
S0(Q,X,N) =
∑
Q/2<|q|2≤Q
∑
0<ν<1
XνSN
(
Γ0(q) , ν
)
, (7.32)
with SN (Γ, ν) as given by the equation (7.16) in Lemma 7.2 (note that, by the remarks below (1.1.11), the
above summation summation over ν is effectively finite).
Let Q1 ≥ 52Q; and let ̟ be a Gaussian prime satisfying
Q1
Q
< |̟|2 ≤ 2Q1
Q
. (7.33)
Then, by the case r = ̟q of the result (7.17) of Lemma 7.2, one has
SN
(
Γ0(q) , ν
) ≤ [Γ0(q) : Γ0(̟q)]SN(Γ0(̟q) , ν) (0 6= q ∈ O and 0 < ν < 1),
and so it follows by (7.32), the case Γ = Γ0(̟q) of the definition (7.16) in Lemma 7.2, and (1.1.11), that
S0(Q,X,N) ≤
∑
Q/2<|q|2≤Q
[Γ0(q) : Γ0(̟q)]
∑
0<ν<1
XνSN
(
Γ0(̟q) , ν
)
=
=
∑
Q/2<|q|2≤Q
[Γ0(q) : Γ0(̟q)]
∑
0<ν<1
Xν
(Γ0(̟q))∑
V
(νV ,pV )=(ν,0)
∣∣∣∣∣ ∑
0<|n|2≤N
anc
∞
V (n; ν, 0)
∣∣∣∣∣
2
=
=
∑
Q/2<|q|2≤Q
[Γ0(q) : Γ0(̟q)]
(Γ0(̟q))∑
V
νV >0
XνV
∣∣∣∣∣ ∑
0<|n|2≤N
anc
∞
V (n; ν, 0)
∣∣∣∣∣
2
.
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Since this holds for all Gaussian primes ̟ satisfying (7.33), we may therefore sum the above bound over all
such ̟ so as to obtain:
P
(
2Q1/Q
)
S0(Q,X,N) ≤
∑
Q1/2<|q1|2≤2Q1
M
(
Q,Q1; q1
) (Γ0(q1))∑
V
νV >0
XνV
∣∣∣∣∣ ∑
0<|n|2≤N
anc
∞
V (n; ν, 0)
∣∣∣∣∣
2
, (7.34)
where
P (x) =
∣∣∣{̟ ∈ Z[i] : ̟ is prime and x ≥ |̟|2 > x
2
}∣∣∣ (7.35)
and
M
(
Q,Q1; q1
)
=
∑
Q1
Q <|̟|2≤
2Q1
Q
̟ is prime
∑
Q
2 <|q|2≤Q
̟q=q1
[
Γ0(q) : Γ0
(
q1
)]
(7.36)
(the term ‘prime’ here signifying a ‘Gaussian prime’ of the ring Z[i], as distinct from a ‘rational prime’ of the
ring Z). The result (7.31) will be seen to follow from (7.34), once we have obtained a suitable lower bound
for P
(
2Q1/Q
)
, and a suitable upper bound for M
(
Q,Q1; q1
)
.
To bound P
(
2Q1/Q
)
from below, we observe firstly that, by (7.35) and [8, Theorems 251 and 252],
P (x) ≥ 8
(
π(x; 4, 1)− π(x
2
; 4, 1
)) ≥ 8
log x
(
θ(x; 4, 1)− θ(x
2
; 4, 1
))
(x ≥ 5), (7.37)
where π(x; k, h) denotes the number of rational primes p ≡ h mod kZ satisfying x ≥ p > 0, while
θ(x; k, h) =
∑
rational primes p
p≡h mod kZ
x≥p>0
log p .
By [20, Theorem 1, Table 1 and Theorem 5.2.1],∣∣∣θ(y; 4, 1)− y
2
∣∣∣ ≤ δy +√y for y ≥ 14,
with the constant δ = (0.002238)/2 = 0.001119 < 1/36. Using this result one finds that if x ≥ 142 then∣∣∣(θ(x; 4, 1)− θ(x
2
; 4, 1
))− x
4
∣∣∣ < x
6
,
so that one has, by (7.37), the lower bound 8
(
π(x; 4, 1)− π(x/2; 4, 1)) ≥ 23 x(log x)−1. The latter conclusion
can be shown (by means of some elementary numerical computation) also to hold good when 142 > x ≥ 14.
The lower bounds in (7.37) are no help at all when 13 > x ≥ 10, though we do have x ≥ |3|2 > x/2
for such x. By taking account of 3 and its associates, we are able to deduce from the results of the previous
paragraph that
P (x) ≥ 2x
3 logx
for x ≥ 5.
Since Q1 ≥ 52Q and 5 > e, this lower bound on P (x) implies, in particular, that we have:
P
(
2Q1/Q
) ≥ 4Q1
3Q log
(
2Q1/Q
) > 2e
3
> 1 . (7.38)
To obtain a suitable upper bound on M
(
Q,Q1; q1
)
, in (7.34) and (7.36), we note firstly that, by [22,
Equation (1.1.5)] (the SL(2,Z)-analogue of which is proved in [12, Section 2.4]), one has
[
SL(2,O) : Γ0
(
r
)]
= |r|2
∏
prime ideals ̟1O⊂O
̟1O∋r
(
1 +
1
|̟1|2
)
for 0 6= r ∈ O (7.39)
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(i.e. with, in the last product, only one factor, not four, per prime ideal of the ring O = Z[i]). Hence, in the
sum on the right-hand side of (7.36) (where q1/q equals the Gaussian prime ̟), one has:
[
Γ0
(
q
)
: Γ0
(
q1
)]
=
[
SL(2,O) : Γ0
(
q1
)][
SL(2,O) : Γ0
(
q
)] =
=
∣∣∣∣q1q
∣∣∣∣2 ∏
prime ideals ̟1O⊂O
̟1O∋q1 and ̟1O6∋q
(
1 +
1
|̟1|2
)
=
{ |̟|2 if ̟ | q,
|̟|2 + 1 otherwise.
Given this evaluation of the index
[
SL(2,O) : Γ0
(
q1
)]
, it follows trivially from the definition (7.36) that
M
(
Q,Q1; q1
) ≤ (2Q1
Q
+ 1
)
F
(
q1 ,
Q1
Q
)
, (7.40)
where
F
(
q1, z
)
=
∣∣{̟ ∈ Z[i] : ̟ is prime, ̟ | q1 and |̟|2 > z}∣∣ .
Here we have F
(
q1, z
)
= 4k (say), where k is, in all cases, a non-negative integer, and where, when k 6= 0,
there is a set of k pairwise non-associated Gaussian primes ̟1, ̟2, . . . , ̟k such that, for j = 1, 2, . . . , k,
one has both |̟j |2 > z and ̟j | q1; so if one has also q1 6= 0 and z ≥ 0, then it must follow that
|̟1̟2 · · ·̟k|2 > zk and q1 ∈ ̟1̟2 · · ·̟kO − {0}, and hence that |q1|2 ≥ |̟1̟2 · · ·̟k|2 > zk. Since the
last two inequalities imply that k log z < log
(|q1|2), we may therefore deduce that
F
(
q1, z
) ≤ 4 log(|q1|2)
log z
for 0 6= q1 ∈ O and z > 1.
Hence and by (7.40), we have (given that Q1/Q ≥ 5/2 > 1):
M
(
Q,Q1; q1
) ≤ 4 log(2Q1)
log
(
Q1/Q
) (2Q1
Q
+ 1
)
for q1 ∈ O with Q1
Q
<
∣∣q1∣∣2 ≤ 2Q1. (7.41)
By (7.34), (7.38), (7.41) and the definition (1.3.2) of the sum St(Q,X,N), we have now
4Q1
3Q log
(
2Q1/Q
) S0(Q,X,N) ≤ 4 log(2Q1)
log
(
Q1/Q
) (2Q1
Q
+ 1
) ∑
Q1
2 <|q1|2≤2Q1
(Γ0(q1))∑
V
νV >0
XνV
∣∣∣∣∣ ∑
0<|n|2≤N
anc
∞
V (n; ν, 0)
∣∣∣∣∣
2
=
=
4 log
(
2Q1
)
log
(
Q1/Q
) (2Q1
Q
+ 1
)(
S0
(
Q1, X,N
)
+ S0
(
2Q1, X,N
))
,
which gives:
S0(Q,X,N) ≤
3 log
(
2Q1/Q
)
log
(
Q1/Q
) log(2Q1)(2 + Q
Q1
)(
S0
(
Q1, X,N
)
+ S0
(
2Q1, X,N
))
.
The case t = 0 of the result (7.31) follows from this last bound, as an elementary consequence of the
hypotheses that Q1 ≥ 52 Q and Q ≥ 1 
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§8. The Proof of Theorem 9
We begin this section with a sequence of six lemmas. Lemmas 8.1-8.3 are concerned with elementary
points of analysis. Lemmas 8.4-8.6, concerning the sum St(Q,X,N) defined in (1.3.2), are deduced from
Lemma 6.3 by means of Theorem 6 and Lemma 7.3. Lemma 8.6 enables the ‘proof by induction’ of Theorem 9,
which follows it. In the statements and proofs of Lemmas 8.2 and 8.3, and in the proof of Lemma 8.4, it
is to be supposed that x, y and z are a system of dependent variables such that z ∈ C, x = Re(z) ∈ R
and y = Im(z) ∈ R; the same is to be understood when subsripts are used (i.e. one will have xℓ = Re(zℓ)
and yℓ = Im(zℓ) for any given ℓ). In the statement of Lemma 8.2, and in the proofs of Lemmas 8.2-8.4, we
furthermore take ARmI (when m ∈ N and I ⊆ [0,∞)) to signify the subset of R2m given by
ARmI =
{
(x1, y1, . . . , xm, ym) ∈ R2m : |xd + iyd| ∈ I for d = 1, . . . ,m
}
. (8.1)
One example of this notation is AR1 [0, 1), which denotes the open disc, in R2, with radius 1 and centre (0, 0).
Another example is AR1 (0,∞), which denotes the set R2 − {(0, 0)}.
Lemma 8.1. Let m ∈ N and N ∈ N∪{0}. Let U be a non-empty open subset of Rm; let V be a non-empty
open subset of R; and let f : U → V and g : V → R. Let the function f be such that, for all n ∈ N∪{0}, each
one of its mn partial derivatives of order n is a continuous real-valued function on U . Suppose, moreover,
that g is infinitely differentiable on V . Then the function g ◦ f : U → R is such that every one of its mN
partial derivatives of order N is a continuous real-valued function on U .
Proof. For u ∈ U ⊂ Rm, one has f(u) ∈ V , so that g(f(u)) is defined. Moreover, the set U is the domain
of f ; and the function g is real-valued. Therefore the function u 7→ g(f(u)) is a real-valued function with
domain U . In other words, we have g ◦ f : U → R.
Since g is infinitely differentiable on V it is, in particular, continuous on V . Moreover, since the (unique)
partial derivative of f of order 0 is f itself, the hypotheses of the lemma imply the continuity of f on U .
Since f and g are continuous, so too is their composition g ◦ f ; so the case N = 0 if the lemma follows.
Suppose now that N ′ ∈ N, and that the lemma is true in all cases where N < N ′. By the chain-rule,
∂
∂uj
(g ◦ f) (u) = (g′ ◦ f) (u) ∂
∂uj
f(u) (u ∈ U , j = 1, . . . ,m) (8.2)
where, by hypothesis, every partial derivative of the function (∂/∂uj)f is a continuous real-valued function
on U (all partial derivatives of this function being also partial derivatives of f). Furthermore, since g is an
infinitely differentiable real-valued function on V , so too is its derivative, g′: consequently it follows by the
cases N = 0, . . . , N ′ − 1 of the lemma that g′ ◦ f : U → R, and that every partial derivative of this function
of order not greater than N ′ − 1 is a continuous real-valued function on U . Therefore, either by (8.2) alone
(if N ′ = 1), or by (8.2) and the product rule of differential calculus (when N ′ > 1), it follows that any
partial derivative of the function (∂/∂uj)(g ◦ f) : U → R of order N ′− 1 is a continuous real-valued function
on U (products and sums of continuous functions being continuous also). Since this conclusion holds for
j = 1, . . . ,m, it has therefore been established that, when the cases N = 0, . . . , N ′−1 of the lemma are true,
so too is the case N = N ′. This holds for all N ′ ∈ N, so that (with the case N = 0 of the lemma having
been proved in the preceding paragraph) it follows by induction that the lemma is true in all cases 
Lemma 8.2. Let m ∈ N; let ARm(0,∞) ⊂ R2m be given by (8.1); let c ∈ Rm+1 and let Ψ : R → C be
infinitely differentiable. For z ∈ (C∗)m, let
F
(
x1, y1, . . . , xm, ym
)
= f
(
x1 + iy1, . . . , xm + iym
)
= f(z) = Ψ
(
cm+1 +
m∑
ℓ=1
cℓ log
( |zℓ|2 )). (8.3)
Then the function F : ARm(0,∞) → C so defined is such that, for all n ∈ N, every one of its (2m)n partial
derivatives of order n is a continuous complex-valued function on U = ARm(0,∞); and if j,k ∈ (N ∪ {0})m
and r,R,R− r ∈ (0,∞)m then
∂j1+k1+...+jm+km
∂xj11 ∂y
k1
1 · · · ∂xjmm ∂ykmm
f(z) = OΨ,c,r,R,j,k(1) for all z ∈ Cm with (|z1| , . . . , |zm|) ∈ m×
ℓ=1
[rℓ, Rℓ]. (8.4)
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Moreover, if m = 1, c1 6= 0 and Supp(Ψ) ⊆ [a, b] ⊂ (−∞,∞), then the Schwartz space S(C) contains a
unique function f satisfying (8.3) for all z ∈ C∗; and this function f is such that, when z ∈ C, one has:
∂j+k
∂xj∂yk
f(z) = OΨ,c,j,k(1) (j, k ∈ N ∪ {0}) (8.5)
and
f(z) 6= 0 only if exp
(
min
{
a
c1
,
b
c1
}
− c2
c1
)
< |z|2 < exp
(
max
{
a
c1
,
b
c1
}
− c2
c1
)
. (8.6)
Proof. Since x2+y2 is a polynomial, and since the function log(v) is real-valued and infinitely differentiable
for v > 0, it is easily verified that the hypotheses of Lemma 8.1 are satisfied when one takes there U =
AR1 (0,∞), V = (0,∞), f(x, y) = x2 + y2 ((x, y) ∈ U) and g(v) = log(v) (v ∈ V ). Lemma 8.1 therefore
shows that all partial derivatives of the function (x, y) 7→ log(|x+iy|2) are continuous real-valued functions on
AR1 (0,∞). This trivially implies that all partial derivatives of them distinct functions, (x1, y1, . . . , xm, ym) 7→
log
(|xℓ+iyℓ|2) (ℓ = 1, . . . ,m), are continuous real-valued functions onARm(0,∞). Since partial derivatives are
linear operators, and since sums and products of continuous real-valued functions are themselves continuous
real-valued functions, it follows that all partial derivatives of the function
(
x1, y1, . . . , xm, ym
) 7→ cm+1 +∑m
ℓ=1 cℓ log
(|xℓ+iyℓ|2) are continuous real-valued functions onARm(0,∞). Hence, by appropriate applications
of Lemma 8.1, with either g(v) = Re(Ψ(v)), or g(v) = Im(Ψ(v)), one finds that all partial derivatives of
the two functions u 7→ Re(F (u)), u 7→ Im(F (u)) (where F (u) is given by (8.3)) are continuous and real-
valued on ARm(0,∞). This proves the first result of the lemma. The second result, in (8.4), follows almost
immediately. Indeed, since the set
W =
{(
x1, y1, . . . , xm, ym
) ∈ R2m : rℓ ≤ |xℓ + iyℓ| ≤ Rℓ for ℓ = 1, . . . ,m}
is a compact subset of ARm(0,∞), the continuous real-valued function
(
x1, y1, . . . , xm, ym
) 7→ ∣∣∣∣∣ ∂j1+k1+...+jm+km∂xj11 ∂yk11 · · · ∂xjmm ∂ykmm F
(
x1, y1, . . . , xm, ym
)∣∣∣∣∣ =
∣∣∣∣∣ ∂j1+k1+...+jm+km∂xj11 ∂yk11 · · · ∂xjmm ∂ykmm f(z)
∣∣∣∣∣
must therefore attain its supremum on W ; and, since r and R determine W , while the function concerned
is determined by Ψ, c, j and k, that supremum is therefore determined by Ψ, c, j, k, r and R.
Suppose now that m = 1, c1 6= 0, and that the support of Ψ is contained in the bounded closed interval
[a, b]. Let f : C→ C be given by
f(z) =
{
0 if z = 0,
Ψ
(
c2 + c1 log
(|z|2)) otherwise.
Since the equation (8.3) is satisfied for all z ∈ C∗, it follows by the first result of the lemma (proved above)
that all partial derivatives of the functions (x, y) 7→ f(x + iy) are continuous on AR1 (0,∞). Moreover,
since Supp(Ψ) ⊆ [a, b], it follows by the definition of f that f(z) = 0 unless a ≤ c2 + c1 log(|z|2) ≤ b,
and so (by elementary properties of the exponential and logarithm functions) we obtain the result (8.6).
By (8.6), one has f(x+ iy) = 0 for all (x, y) in a neighbourhood of the point (0, 0) ∈ R2. Therefore, in that
neighbourhood, all partial derivatives of the function (x, y) 7→ f(x + iy) are defined and equal to zero, and
so are (in particular) continuous at the point (0, 0). This proves that the function f : C→ C is smooth: for
we showed already that all partial derivatives of the function (x, y) 7→ f(x+ iy) are continuous on AR1 (0,∞).
Since the Schwartz space S(C) contains all smooth and compactly supported complex functions, it follows
(given (8.6)) that we have f ∈ S(C). The bound in (8.5) is an immediate corollary of (8.6) and the case
r = exp
(
min{a/c1, b/c1} − (c2/c1)
)
, R = exp
(
max{a/c1, b/c1} − (c2/c1)
)
of (8.4): no dependence on a or b
is shown in (8.5), since (8.6) holds when a and b are, repectively, the infimum and supremum of Supp(Ψ) 
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Lemma 8.3. Let 1 ≥ δ > 0 and t ∈ R. Let f : C→ C be smooth. Suppose moreover that
∂j+k
∂xj∂yk
f(z)≪j,k (δ|z|)−(j+k) (j, k ∈ N ∪ {0}, z ∈ C∗), (8.7)
and that Supp(f) ⊂ C∗. Let g : C→ C be given by:
g(z) =
{
0 if z = 0,
f(z)|z|2it otherwise. (8.8)
Then the function g is smooth, has the same support as f , and is such that
∂j+k
∂xj∂yk
g(z)≪j,k
((
δ−1 + |t|)−1|z|)−(j+k) (j, k ∈ N ∪ {0}, z ∈ C∗). (8.9)
Proof. The hypotheses of Lemma 8.2 are satisfied when m = 1, c = (t, 0) and Ψ(v) = exp(iv) (v ∈ R).
Hence it follows by Lemma 8.2 that the function χ : C∗ → C given by
χ(z) = |z|2it = exp(it log(|z|2)) (z ∈ C∗)
is smooth. Since f is (by hypothesis) a smooth function with domain C, it follows by the product rule of
differential calculus that the function z 7→ f(z)χ(z) (z ∈ C∗) is smooth. It can furthermore be deduced
that the function g : C → C, given by (8.8), is smooth. Indeed, since 0 6∈ Supp(f), one has f(z) = 0 for
all complex numbers z lying in some neighbourhood of 0; and so the function (x, y) 7→ g(x+ iy), and all its
partial derivatives, are defined and equal to zero on some neighbourhood of the point (0, 0) in R2; and those
partial derivatives are therefore certainly continuous at (0, 0). This suffices to establish the smoothness of g,
given that, for (x, y) ∈ AR1 (0,∞), we have g(x+ iy) = f(x+ iy)χ(x+ iy), where the function z 7→ f(z)χ(z)
is smooth on C∗. Since |r2it| = 1 (r > 0), and since g(0) = f(0) = 0, it follows by the definition (8.8) that
all zeros of f are zeros of g, and vice versa. Therefore Supp(g) = Supp(f).
Suppose now that j, k ∈ N ∪ {0}, and that z ∈ C∗. In order to obtain the bound (8.9), we note firstly
that, by (8.7) and Leibniz’s rule for higher order derivatives of products, one has:∣∣∣∣ ∂j+k∂xj∂yk f(z)χ(z)
∣∣∣∣ ≤ 2j+k ∣∣∣∣ ∂ℓ+m∂xℓ∂ym χ(z)
∣∣∣∣Oj−ℓ,k−m ((δ|z|)−((j−ℓ)+(k−m))) , (8.10)
for some non-negative integers ℓ,m with ℓ ≤ j and m ≤ k. Then we observe that, by (5.19), one has
∣∣∣∣ ∂ℓ+m∂xℓ∂ym χ(z)
∣∣∣∣ =
∣∣∣∣∣im
(
∂
∂z
+
∂
∂z
)ℓ(
∂
∂z
− ∂
∂z
)m
χ(z)
∣∣∣∣∣ ≤
≤ 2ℓ+m
∣∣∣∣ ∂r+s∂zr∂z s χ(z)
∣∣∣∣ = 2ℓ+m ∣∣∣∣ ∂r+s∂zr∂z s |z|2it
∣∣∣∣ , (8.11)
for some non-negative integers r, s satisfying r + s = ℓ+m ≤ j + k.
Real-variable calculus shows that
∂
∂z
|z|2it = it|z|2itz−1 and ∂
∂z
|z|2it = it|z|2it(z)−1
(this also follows, by (5.21), from the fact that |z|2it = zit(z)it). By induction (and with the aid of (5.21)
and the product rule of differential calculus), it may therefore be deduced that, for n ∈ N ∪ {0}, one has:
∂n
∂zn
|z|2it = |z|2itz−n(it− n+ 1)n and ∂
n
∂z n
|z|2it = |z|2it(z)−n(it− n+ 1)n ,
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where, as in (2.1), (α)m = α(α + 1) · · · (α+m− 1) = Γ(α+m)/Γ(α). Hence, and by (5.21),
∂r+s
∂zr∂z s
|z|2it = (it− s+ 1)s (z)−s ∂
r
∂zr
|z|2it =
= (it− s+ 1)s(it− r + 1)r (z)−s |z|2itz−r ≪r+s
≪r+s (1 + |t|)r+s |z|−(r+s) = (1 + |t|)ℓ+m |z|−(ℓ+m) .
By this last bound, in combination with (8.10) and (8.11), we find that∣∣∣∣ ∂j+k∂xj∂yk f(z)χ(z)
∣∣∣∣≪j,k (1 + |t|)ℓ+m |z|−(ℓ+m) (δ|z|)−((j−ℓ)+(k−m)) =
= (1 + |t|)ℓ+m δℓ+m−(j+k)|z|−(j+k) ≤
≤
(
1 + (1 + |t|)j+k δj+k
)
δ−(j+k)|z|−(j+k) =
=
(
δ−(j+k) + (1 + |t|)j+k
)
|z|−(j+k) ≤ (δ−1 + 1 + |t|)j+k |z|−(j+k) .
Consequently (since δ−1 ≥ 1, and since g(w) = f(w)χ(w) for w ∈ C∗), we have the bound (8.9) 
Lemma 8.4. Let H,K,N, δ > 0 and the functions α, β : C → C be such as to satisfy the hypotheses of
Theorem 9 (so that one has, in particular HK = N ≥ 1); and, for n ∈ O − {0}, let an be given by the
equation (1.3.14). Suppose moreover that
K ≥ H , (8.12)
and that ε > 0, t ∈ R, X ≥ 1 and
R ∈ [N , 8N4/3] . (8.13)
Then
St(R,X,N)≪ε (XN)ε
(
δ−1 + |t|)11(R+ (X
K
)
N +
(
X
RH−1
)3/2
R1/2N1/2
)
N . (8.14)
Proof. Let δt = (δ
−1 + |t|)−1; and let αt, βt : C → C be the complex functions satisfying both αt(0) =
βt(0) = 0 and, for all z ∈ C∗, αt(z) = α(z)|z|2it and βt(z) = β(z)|z|2it. Then, by Lemma 8.3, the hypotheses
of Theorem 9 concerning H,K,N, δ and the functions α and β will continue to be satisfied if we substitute
αt, βt and δt ∈ (0, 1] for α, β and δ, respectively (while making no change to H , K and N). Therefore,
given the definition (1.3.2) of St(Q,X,N), and given (1.3.14), the cases of Lemma 8.4 in which t 6= 0 are a
corollary of the particular case t = 0 (i.e. a corollary obtained by applying that case of Lemma 8.4 with αt,
βt and δt substituted for α, β and δ, respectively): for, by (1.3.14), one has, for n ∈ O− {0},∑
h|n
αt(h)βt
(n
h
)
=
∑
h|n
α(h)|h|2itβ
(n
h
) ∣∣∣n
h
∣∣∣2it =∑
h|n
α(h)β
(n
h
)
|n|2it = an|n|2it
(which is the coefficient independent of V in (1.3.2)); and, with regard to the factor involving δ in (8.14),
one has also (δ−1t + |0|)11 = δ−11t = (δ−1 + |t|)11.
By the foregoing observations, we now have only to prove the case t = 0 of the lemma. Moreover, in
doing so we may suppose that
X ≥ 64K . (8.15)
For if 1 ≤ X < 64K then it follows by Theorem 6 that S0(R,X,N) ≤ S0(R, 64K,N); and so, if the bound
(8.14) holds for t = 0, X = 64K and all ε > 0, then, when 1 ≤ X < 64K, one has:
S0(R,X,N)≪ε/2 (KN)ε/2δ−11
(
R+N + (HK/R)3/2R1/2N1/2
)
N =
=
(
H−1N2
)ε/2
δ−11
(
R+N +R−1N2
)
N ≪
≪ Nεδ−11RN ≤ (XN)εδ−11RN
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(given (8.13)), which implies the case t = 0 of the bound in (8.14).
For z ∈ C and Z > 0, let
ω(Z; z) = Ω
(
Z−1/2z
)
, (8.16)
where the function Ω : C→ [0, 1/e] is given by
Ω(w) =

0 if w = 0,
Φ
(
1 +
log
(|w|2)
log
(
21/2
)) otherwise, (8.17)
with Φ : R → [0, 1/e] being the specific infinitely differentiable function defined, below the equation (3.5),
in the proof of Theorem 4. Then, since Supp(Φ) = [−1, 1], and since Φ(v) ≥ Φ(1/2) = exp(−4/3) > 1/4 for
−1/2 ≤ v ≤ 1/2, it follows that, for w ∈ C, z ∈ C and Z > 0, one has:
Ω(w) = 0 unless
1
2
< |w|2 < 1 ; ω(Z; z) = 0 unless Z
2
< |z|2 < Z ; (8.18)
ω(Z; z) ≥ 0 ; and ω(Z; z) > 1
4
if 2−3/4Z ≤ |z|2 ≤ 2−1/4Z . (8.19)
We furthermore define, for Q > 0,
T (Q,X,N) =
∑
06=q∈O
ω(Q; q)
(Γ0(q))∑
V
νV >0
Kf
(
νV , 0
)∣∣∣∣∣ ∑
N
4 <|n|2≤N
anc
∞
V
(
n; νV , 0
)∣∣∣∣∣
2
, (8.20)
with f : C∗ → [0, 1/e] as defined below the equation (3.5) in the proof of Theorem 4 (so that f depends on,
and is determined by, X); and with the transform Kf(ν, p) as defined in the statement of Theorem 1. Given
the inequalities in (8.19) and the lower bound on X in (8.15), which implies that X ≥ 64, it follows therefore
(similarly to how, in the proof of Theorem 7, the result (4.3) was obtained) that, for Q > 0, we have
T (Q,X,N)≫
∑
06=q∈O
ω(Q; q)
(Γ0(q))∑
V
νV >0
XνV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
anc
∞
V
(
n; νV , 0
)∣∣∣∣∣
2
≫
≫
∑
2−3/4Q<|q|2≤2−1/4Q
(Γ0(q))∑
V
νV >0
XνV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
anc
∞
V
(
n; νV , 0
)∣∣∣∣∣
2
.
Hence, and since (R/2, R] = (R/2, 2−1/2R] ∪ (2−1/2R,R], it follows by (1.3.2) that
T (Q,X,N)≫ S0(R,X,N) , (8.21)
for some Q satisfying
Q ∈
{
2−1/4R , 21/4R
}
and Q ≥ 21/4 . (8.22)
We may therefore assume, in what follows, that which is stated in (8.22) and (8.21).
Given the similar forms of the sums over q and V occurring in (8.20) and in the result (4.3) (within the
proof of Theorem 7), it follows by steps differing in only one minor respect from the steps taken in passing
from (4.3) to (4.5)-(4.6) that we must either have
T (Q,X,N)≪ (logX) (Q+Oε (N1+ε)) ‖aN‖22 , (8.23)
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or else
T (Q,X,N)≪
∣∣∣∣∣ ∑
2−3/4P<|p|2≤2−1/4P
∑ ∑
N
4 <|ℓ|2,|m|2≤N
aℓ am
∑
06=q∈O
S(ℓ,m; pq)
|pq|2 f
(
2π
√
ℓm
pq
)
ω(Q; q)
∣∣∣∣∣ , (8.24)
for some P satisfying
P ∈
{
2−3/4Q∗ , 2−5/4Q∗ , . . . , 2−27/4Q∗ , 2−29/4Q∗
}
, (8.25)
where
Q∗ = 64π2XN/Q (8.26)
(so that the relationship between Q and Q∗ is the same as it is in Theorem 7). In either case we find by
(1.3.14), (1.3.15) and (1.2.11) that
‖aN‖22 =
∑
0<|n|2≤N
∣∣∣∣∑
h|n
O(1)
∣∣∣∣2 = ∑
0<|n|2≤N
(
Oε
(
|n|ε/4
))2
≪ε N1+(ε/4) . (8.27)
Since HK = N ≥ 1, it follows by (8.15), (8.12) and (8.13) that XN ≥ 64KN ≥ 64N3/2 ≥ 64N4/3 ≥ 8R.
Consequently it is implied by the conditions in (8.22), (8.25) and (8.26) that we have P ≥ 23/2π2.
Note that in obtaining (8.24) we employ a division of the sum over p which is, in a sense, ‘twice as
fine’ as the corresponding division of a sum used to obtain the bound (4.6), in the proof of Theorem 7.
The conditional conclusion (8.24)-(8.26) is justified, since for L/2 < M < L, and any coefficients cp ∈ C
(p ∈ O− {0}), one has
C(L/2, L) ≤ C(L/2,M) + C(M,L) ≤ 2max{ C(L/2,M) , C(M,L) } ,
where C(a, b) = |∑a<|p|2≤b cp |.
If the bound (8.23) holds then, by (8.21)-(8.23), (8.13) and (8.27), one has
S0(R,X,N)≪ (logX)Oε(RNε) ‖aN‖22 ≪ε Xε/2RN1+(5ε/4) < (XN)εRN (8.28)
(the last inequality following since, by (8.15) and (8.12), one has X2 > K2 ≥ HK where, by hypothesis,
HK = N). This means that we obtain the case t = 0 of the bound in (8.14) when (8.23) holds (given
that we have, by hypothesis, 1 ≥ δ > 0). Therefore, bearing in mind what we concluded in (8.23)-(8.26),
we may complete this proof by showing that the case t = 0 of the bound in (8.14) holds if the hypotheses
of the lemma and the conditions in (8.15) and (8.24)-(8.26) are satisfied. Accordingly, we now add to our
hypotheses by supposing that the conditions in (8.24)-(8.26) are satisfied.
By (8.24), (8.18) and (8.19),
T (Q,X,N)≪
∑
2−3/4P<|p|2≤2−1/4P
∣∣∣∣∣ ∑ ∑
N
4 <|ℓ|2,|m|2≤N
aℓ am
∑
06=q∈O
S(ℓ,m; pq)
|pq|2 f
(
2π
√
ℓm
pq
)
ω(Q; q)
∣∣∣∣∣≪
≪
∑
06=p∈O
ω(P ; p)
∣∣∣∣∣ ∑ ∑
N
4 <|ℓ|2,|m|2≤N
aℓ am
∑
06=q∈O
S(ℓ,m; pq)
|pq|2 f
(
2π
√
ℓm
pq
)
ω(Q; q)
∣∣∣∣∣ =
=
∑
06=p∈O
ω(P ; p)θp
∑ ∑
N
4 <|ℓ|2,|m|2≤N
aℓ am
∑
06=q∈O
S(ℓ,m; pq)
|pq|2 f
(
2π
√
ℓm
pq
)
ω(Q; q) , (8.29)
where ω(Z; z) is as defined in (and below) (8.16) and (8.17); while, for p ∈ O − {0}, the coefficient θp is a
complex number determined by Q,X,N, P , the coefficients an (0 6= n ∈ O) and p, and moreover satisfies:
|θp| =
{
1 if P/2 < |p|2 < P ,
0 otherwise.
(8.30)
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By a division of the range of summation for the variable ℓ in (8.29), one may deduce that
T (Q,X,N)≪
∣∣∣∣∣ ∑
2−3/4L<|ℓ|2≤2−1/4L
aℓ
∑
p6=0
ω(P ; p)θp
∑
N
4 <|m|2≤N
am
∑
q 6=0
S(ℓ,m; pq)
|pq|2 f
(
2π
√
ℓm
pq
)
ω(Q; q)
∣∣∣∣∣ ,
for some L satisfying
L ∈
{
21/4N , 2−1/4N , 2−3/4N , 2−5/4N
}
and L ≥ 21/4 . (8.31)
Hence, by steps similar to those by which (8.29) was obtained from (8.24), we find that
T (Q,X,N)≪
∑
ℓ 6=0
ω(L; ℓ)Υℓ
∑
p6=0
ω(P ; p)θp
∑
N
4 <|m|2≤N
am
∑
q 6=0
S(ℓ,m; pq)
|pq|2 f
(
2π
√
ℓm
pq
)
ω(Q; q) , (8.32)
where ω(Z; z) is as defined in (and below) (8.16) and (8.17), while, for ℓ ∈ O − {0}, the coefficient Υℓ is a
complex number determined by Q,X,N, P, L, the coefficients an (0 6= n ∈ O) and the variable ℓ, and is
such that
|Υℓ| =
{
|aℓ| if L/2 < |ℓ|2 < L,
0 otherwise.
(8.33)
If w ∈ O− {0} then the mapping d mod wO 7→ d∗ mod wO is (as is evident from our definition of the
meaning of d∗ in this context) an involution on the set of elements of the multiplicative group (O/wO)∗;
and so it follows by the definition (1.3.6) that, in (8.32), one has
S(ℓ,m; pq) = S(m, ℓ; pq) .
Given this elementary fact, and given the hypotheses of Theorem 9 regarding Supp(α) and Supp(β), it
follows by (8.32) and the definition (1.3.14) of the coefficient an, that we have now
T (Q,X,N)≪
∑
p6=0
θp|p|−2
∑
q 6=0
|q|−2
∑
h
φh
∑
k
∑
ℓ 6=0
S(hk, ℓ; pq)ϕ(h, k, ℓ, p, q)Υℓ , (8.34)
where, for z ∈ C5,
ϕ
(
z1, z2, z3, z4, z5
)
=
 f
(
2π
√
z1z2z3
z4z5
)
α
(
z1
)
β
(
z2
)
ω
(
L; z3
)
ω
(
P ; z4
)
ω
(
Q; z5
)
if z1, . . . , z5 6= 0,
0 otherwise,
(8.35)
while, for h ∈ O− {0}, the (effectively redundant) factor φh is given by:
φh =
{
1 if H/2 < |h|2 ≤ H ,
0 otherwise.
(8.36)
We shall complete this proof by applying Lemma 6.3 to obtain an upper bound for the sum on the
right-hand side of (8.34) (that sum being similar in form to the sum R defined by the equation (6.1)). In
order to justify this it is necessary to first verify that the function ϕ : C5 → C given by (8.35) satisfies all
the relevant hypotheses stated in the first paragraph of Section 6. To simplify matters we first reformulate
those hypotheses in terms of the function ξ : C5 → C given by:
ξ(z) = ϕ
(
H1/2z1 , K
1/2z2 , L
1/2z3 , P
1/2z4 , Q
1/2z5
)
for z ∈ C5. (8.37)
The relevant hypotheses concerning ϕ are that all partial derivatives of the function (x1, y1, . . . , x5, y5) 7→
ϕ(x1+ iy1, . . . , x5+y5) are defined and continuous on R10; that ϕ : C5 → C has the property (6.2); and that,
90
when x,y ∈ R5 are such that xd + iyd 6= 0 for d = 1, . . . , 5, the bound (6.3) holds for all j,k ∈ (N ∪ {0})5.
Since H,K,L, P,Q > 0, it follows by the chain rule of differential calculus that these hypotheses concerning
ϕ are satisfied if and only if the function ξ : C5 → C given by (8.37) satisfies three particular conditions. The
first of these conditions is that all partial derivatives of the function (x1, y1, . . . , x5, y5) 7→ ξ(x1, y1, . . . , x5, y5)
be defined and continuous on R10. The second condition is that ξ : C5 → C satisfy
ξ(z) = 0 unless
1
2
<
∣∣z1∣∣2, . . . , ∣∣z5∣∣2 < 1 . (8.38)
The third (and final) condition is that one have, for j,k ∈ (N ∪ {0})5 and x,y ∈ R5, the bound:
∂j1+···+j5+k1+···+k5
∂xj11 · · · ∂xj55 ∂yk11 · · · ∂yk55
ξ
(
x1 + iy1, . . . , x5 + iy5
)≪j,k 5∏
h=1
δ−(jh+kh) . (8.39)
We do not claim that (8.39) is, by itself, equivalent to (6.3): it is the combination of (8.38) and (8.39) which
is equivalent to the combination of (6.2) and (6.3).
In preparation for the application of Lemma 6.3, we show now that the function ξ(z) satisfies the
three conditions just mentioned: that being sufficient (given the observations of the preceding paragraph)
to establish that the function ϕ(z), in (8.34) and (8.35), satisfies all of the requisite hypotheses. By (8.16),
(8.35) and (8.37), we have, for z ∈ C5,
ξ(z) =
 g(z)A
(
z1
)
B
(
z2
) 5∏
d=3
Ω
(
zd
)
if z1, . . . , z5 6= 0,
0 otherwise,
(8.40)
where Ω(z) is given by (8.17), while
A(z) = α
(
H1/2z
)
and B(z) = β
(
K1/2z
)
(z ∈ C), (8.41)
and
g
(
z1, . . . , z5
)
= f
(
Y
√
z1z2z3
z4z5
)
( z ∈ (C∗)5 ), (8.42)
with (given (8.25), (8.26), (8.31) and the hypothesis that HK = N):
Y =
2π(HKL)1/4
(PQ)1/2
= 2η/16X−1/2 , (8.43)
for some odd integer η ∈ [−31, 27], independent of the variables z1, . . . , z5. In order that we may reach the
desired conclusions concerning the function ξ(z), we must first establish certain related facts about the above
functions A(z), B(z), Ω(z) and g(z).
By hypothesis, the functions α, β : C → C are smooth. Hence, and by the chain-rule of differential
calculus, the functions A,B : C→ C given by (8.41) are also smooth. Moreover, the hypotheses of Theorem 9
concerning Supp(α) and Supp(β) imply that, when z1, z2 ∈ C, one has:
A (z1) = 0 unless
1
2
< |z1|2 < 1 ; B (z2) = 0 unless 1
2
< |z2|2 < 1 . (8.44)
By (8.41), (8.44) and the hypothesis (1.3.15), we may deduce that, for j, k ∈ N ∪ {0} and x, y ∈ R,
max
{∣∣∣∣ ∂j+k∂xj∂yk A(x + iy)
∣∣∣∣ , ∣∣∣∣ ∂j+k∂xj∂yk B(x+ iy)
∣∣∣∣}≪j,k δ−(j+k) (8.45)
(note that we are here using (8.44) for the cases where |x+ iy|2 < 1/2).
We turn next to the function Ω(z), which is defined by (8.17) (with Φ : R → [0, 1/e] there as given
below the equation (3.5)). By the case m = 1, c = (2/ log 2, 1), Ψ = Φ of Lemma 8.2, the function Ω : C→ C
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is smooth (indeed it lies in the Schwartz space S(C)); the results (8.5), (8.6) of that lemma imply the result
already noted in the first part of (8.18), and show also that
∂j+k
∂xj∂yk
Ω(x+ iy) = OΦ,j,k(1) = Oj,k(1) (j, k ∈ N ∪ {0}, z = x+ iy ∈ C). (8.46)
The last two paragraphs contain all that we need concerning the functions A(z), B(z) and Ω(z). As for
the function g : (C∗)5 → C, it follows by (8.42), (8.43), and the definition of f (below (3.5)), that
g(z) = Φ
(
(log 2)−1 log
(
X1/2
∣∣∣∣Y√z1z2z3z4z5
∣∣∣∣)) = Φ
(
c6 +
5∑
d=1
cd log
(|zd|2)) (z ∈ (C∗)5 ),
with c ∈ R6 given by c1 = c2 = c3 = (4 log 2)−1, c4 = c5 = −(2 log 2)−1, c6 = η/16 (where η ∈ [−31, 27] is the
integer constant in (8.43)), and with Φ : R→ [0, 1/e] as defined below the equation (3.5). Therefore, by the
case m = 5, Ψ = Φ of Lemma 8.2, it follows that all partial derivatives of the function (x1, y1, . . . , x5, y5) 7→
g(x1 + iy1, . . . , x5 + iy5) are defined and continuous on the set AR5 (0,∞) ⊂ R10 (defined as in (8.1)); given
the result (8.4) of Lemma 8.2, it is moreover the case that, for j,k ∈ (N∪ {0})5 and z = x+ iy ∈ (C∗)5, one
has
∂j1+···+j5+k1+···+k5
∂xj11 · · ·∂xj55 ∂yk11 · · ·∂yk55
g
(
z
)
= OΦ,η,j,k(1) = Oj,k(1) when
1
2
≤ |z1|2, . . . , |z5|2 ≤ 1 . (8.47)
Given (8.40) and (8.42), it is an immediate consequence of the properties of the functions Ω, A,B : C→ C
noted in (8.18) and (8.44) that ξ(z) satisfies the condition (8.38). Moreover, given the conclusions of the
preceding paragraph (and since we showed earlier that the functions A,B,Ω : C → C are smooth), it
follows by (8.40) and the product rule that all partial derivatives of the function (x1, y1, . . . , x5, y5) 7→
ξ(x1+iy1, . . . , x5+iy5) are defined and continuous onAR5 (0,∞). All those partial derivatives are, furthermore,
defined and continuous on R10: for if p = (x′1, y
′
1, . . . , x
′
5, y
′
5) is a point of R
10 not included in the set
AR5 (0,∞) then, by (8.1) and (8.38), one has ξ(x1 + iy1, . . . , x5 + iy5) = 0 for all points (x1, y1, . . . , x5, y5) in
the open Euclidean ball in R10 with centre p and radius 1/
√
2, and so any partial derivative of the function
(x1, y1, . . . , x5, y5) 7→ ξ(x1 + iy1, . . . , x5 + iy5) is defined and equal to zero on that open Euclidean ball, and
is therefore certainly continuous at the point p.
The above shows that the function ξ satisfies the first two of the three conditions stated below (8.37).
In order to verify that the final condition there is also satisfied, we begin by observing that, since the set
AR5
[
2−1/2, 1
]
is a closed subset of R10, it therefore follows from (8.38) that the bound (8.39) holds when one
has j,k ∈ (N ∪ {0})5 and (x1, y1, . . . , x5, y5) ∈ R10 − AR5 [2−1/2, 1]: for in that case the partial derivative
which appears in (8.39) is equal to zero. On the other hand, when j,k ∈ (N ∪ {0})5 and z = x+ iy ∈ (C∗)5,
it follows by (8.40) and Leibniz’s rule for higher order derivatives of a product that, for some r, s, t,u with
r, s, t,u ∈ (N ∪ {0})5 , r+ t = j and s+ u = k , (8.48)
one has∣∣∣∣∣ ∂j1+···+j5+k1+···+k5∂xj11 · · · ∂xj55 ∂yk11 · · · ∂yk55 ξ
(
z
)∣∣∣∣∣ ≤ 2J
∣∣∣∣( ∂r1+···+r5+s1+···+s5∂xr11 · · · ∂xr55 ∂ys11 · · · ∂ys55 g(z)
)
×
×
(
∂t1+···+t5+u1+···+u5
∂xt11 · · ·∂xt55 ∂yu11 · · · ∂yu55
A
(
z1
)
B
(
z2
) 5∏
d=3
Ω
(
zd
))∣∣∣∣ =
= 2J
∣∣∣∣( ∂r1+···+r5+s1+···+s5∂xr11 · · · ∂xr55 ∂ys11 · · · ∂ys55 g(z)
)(
∂t1+u1
∂xt11 ∂y
u1
1
A
(
z1
))×
×
(
∂t2+u2
∂xt22 ∂y
u2
2
B
(
z2
)) 5∏
d=3
(
∂td+ud
∂xtdd ∂y
ud
d
Ω
(
zd
))∣∣∣∣ , (8.49)
92
where J =
∑5
d=1(jd + kd). Given that δ ∈ (0, 1], it follows by (8.45)-(8.49) that the condition (8.39) is
satisfied at all points (x1, y1, . . . , x5, y5) ∈ AR5
[
2−1/2, 1
]
; since we have already seen that the same is true
when (x1, y1, . . . , x5, y5) ∈ R10−AR5
[
2−1/2, 1
]
, we may therefore conclude that the condition (8.39) is satisfied
whenever x,y ∈ R5 and j,k ∈ (N ∪ {0})5.
We have now shown that the function ξ(z) satisfies all three of the conditions stated towards the end of
the paragraph containing (8.37). As noted in that paragraph, it follows (therefore) that the function ϕ(z)
and parameters H,K,L, P,Q and δ satisfy the initial hypotheses of Section 6 (up to, and including (6.3)):
by the remark below (6.3), we have in particular ϕ ∈ S(C5). By (8.30), (8.33) and (8.36), the coefficients
θp, φh,Υℓ (p ∈ O− {0}, h, ℓ ∈ O) satisfy the hypotheses (6.4) and (6.5) of Section 6. Moreover, By (8.22),
(8.13) and (8.12), we have N ≪ Q≪ N4/3 and H ≪ K; and so it follows by (8.25), (8.26) and (8.15) that
PQ ≍ Q∗Q ≍ XN ≫ KN ≫ HN . (8.50)
Since we have also L ≍ N (by (8.31)) and N = HK (by hypothesis), the parameters H,K,L, P,Q therefore
satisfy the conditions (6.8) of Lemma 6.1. This, combined with the preceding observations, shows that, if
ε1 > 0, and if E is given by E = (PQ)
ε1(1 + δ−1) ≍ (PQ)ε1δ−1, then the hypotheses of the case ε = ε1 of
Lemma 6.1 are satisfied. Consequently, and since (8.34) shows that we have T (Q,X,N) ≪ R, where R is
the sum defined by the equation (6.1), it follows by Lemma 6.3 that, for ε1 > 0,
T (Q,X,N)≪ε (PQ)11ε1δ−11
(
(NL)1/2 + (P/K)Q+ (P/K)3/2(QN)1/2
)(
N
∑
ℓ
|Υℓ|2
)1/2
.
Hence and by (8.31), (8.50), (8.33), (8.27), (8.15) and (8.22), we find that
T (Q,X,N)≪ε (XN)11ε1δ−11
(
N +K−1XN +
(
Q−1XH
)3/2
Q1/2N1/2
)
N1+(ε/8) ≍
≍ (XN)11ε1Nε/8δ−11
(
K−1XN +
(
R−1XH
)3/2
R1/2N1/2
)
N (ε1 > 0).
Taking ε1 = ε/22, we have (XN)
11ε1Nε/8 = Xε/2N5ε/8 ≤ (XN)ε (since X,N ≥ 1). Therefore the last
bound for T (Q,X,N), combined with (8.21), completes our proof of the case t = 0 of the lemma. As noted
at the start of this proof, the remaining cases of the lemma follow 
Lemma 8.5. Suppose that, with the exception of (8.13), the hypotheses of Lemma 8.4 are satisfied. Suppose
moreover that
1 ≤ Q ≤ 8N4/3 . (8.51)
Then
St(Q,X,N)≪ε (QN)ε
(
δ−1 + |t|)11 (Q+N + (Q+N)1−ϑ(HX)ϑ)N , (8.52)
where ϑ is the absolute constant given by (1.2.20) and (1.2.21). The implicit constant in (8.52) is determined
by ε and the matrix (cjk)j,k≥0, where cjk is the implicit constant in the term Oj,k(1) in (1.3.15).
Proof. We consider firstly the cases where
8N4/3 ≥ Q ≥ N . (8.53)
In these cases QH−1 = QN−1K ≥ K ≥ 1. Therefore, when (8.53) holds, it follows by Theorem 6 and
Lemma 8.4 (with ε/4 substituted for ε) that
St(Q,X,N) ≤ max
{
1 ,
(
X
QH−1
)ϑ}
St
(
Q,QH−1, N
)≪ε
≪ε max
{
1 ,
(
X
QH−1
)ϑ}(
QH−1N
)ε/4 (
δ−1 + |t|)11(Q+ (QH−1
K
)
N + 13/2Q1/2N1/2
)
N ≍
≍
(
1 +
HX
Q
)ϑ
(QK)ε/4
(
δ−1 + |t|)11QN ≪
≪ (QN)ε/4 (δ−1 + |t|)11 (Q+ (HX)ϑQ1−ϑ)N , (8.54)
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so that the bound (8.52) is obtained.
When (8.53) fails to hold, one has (by (8.51)) 1 ≤ Q < N ; an application of Lemma 7.3 then shows
that
St(Q,X,N)≪
(
St(5N/2, X,N) + St(5N,X,N)
)
log(5N/2) .
Moreover, since N < 5N/2, 5N < 8N4/3, we may here apply the bound (8.54), with either 5N/2 or 5N
substituted for Q. As a result, we find that if (8.53) does not hold then
St(Q,X,N)≪ Oε
(
Nε/2
(
δ−1 + |t|)11 (N + (HX)ϑN1−ϑ)N) log(5N/2)≪ε
≪ε Nε
(
δ−1 + |t|)11 (N + (HX)ϑN1−ϑ)N .
This bound (valid when Q < N) implies that in (8.52), and so completes this proof 
Lemma 8.6. Let 1/4 ≥ ε > 0; let Q0 ≥ 1; and let ϑ be given by (1.2.20) and (1.2.21). Suppose moreover
that, with the exception of the condition (8.13), the hypotheses of Lemma 8.4 are satisfied. Let Q ≥ 1 satisfy
either Q1−ε ≤ N , or Q1+ε ≥ XN , or Q ≤ Q0. Then one has
St(Q,X,N) ≤ C∗1 (ε,Q0) (QN)ε
(
δ−1 + |t|)11 (Q+N + (X/K)ϑN)N , (8.55)
where C∗1
(
ε,Q0
)
is a constant, greater than or equal to 1, and depends only upon ε, Q0 and the matrix
(cjk)j,k≥0 of constants cjk implicit in the term Oj,k(1) in the condition (1.3.15).
Proof. We shall deal firstly with the cases where Q1+ε ≥ XN . In the proof of Lemma 4.1 (where the
hypotheses are more general than what is currently supposed) the bound (4.20) is shown to hold for t ∈ R and
Q,X,N ≥ 1 such that Q1+3ε ≥ XN . The same holds true if ε/3 is substituted for ε, so that if Q1+ε ≥ XN
then one has
St(Q,X,N)≪ε (QN)ε/3
(
Q+XϑN
) ‖aN‖22 ,
which, by Theorem 3 and the bound (8.27) for ‖aN‖22, implies that
St(Q,X,N) = Oε
(
(QN)ε/3
(
Q+X2/9N
)
N1+(ε/4)
)
≪ε (QN)ε
(
Q+X2/9N1−(5/12)εQ−(2/3)ε
)
N .
Given that 0 < ε ≤ 1/4 < 7/3 and X,N ≥ 1, we have, in the above, X2/9N1−(5/12)ε ≤ (XN)1−(ε/3).
Therefore, and since (1 − (ε/3))(1 + ε) < 1 + (2/3)ε (as ε is positive), we find that
St(Q,X,N)≪ε (QN)εQN if Q1+ε ≥ XN . (8.56)
The above supplies all that we need in respect of the cases where Q1−ε ≥ XN . We now need only to
obtain suitable bounds for St(Q,X,N) in the cases where Q ≤ max
{
N1/(1−ε), Q0
}
. In each such case one
has either Q1−ε > N and Q ≤ Q0, or else Q1−ε ≤ N . We shall consider, in turn, these two possibilities.
If Q1−ε > N and Q ≤ Q0 then, since ε > 0 and N,Q ≥ 1, one has N < Q1−ε ≤ Q ≤ Q0. Moreover,
given Theorem 3, one has Nϑ < Q
2/9
0 and N
ε/4 < Q
ε/4
0 when N < Q0; and so, from (8.27) and the bound
(4.21) (obtained within the proof of Lemma 4.1), one may deduce that
St(Q,X,N)≪ε,Q0 (QN)ε
(
Q+ (X/N)ϑN
)
N if N1/(1−ε) < Q ≤ Q0 . (8.57)
In comparison to the implicit constant in (4.21), the implicit constant in (8.57) potentially accommodates
an extra factor D(ε)Q
(2/9)+(ε/4)
0 , where D(ε), which is the implicit constant in (8.27), is determined by ε
and the relevant implicit constant in respect of the case j = k = 0 of the condition (1.3.15).
If Q1−ε ≤ N then, since 0 < ε ≤ 1/4, one has Q ≤ N1/(1−ε) ≤ N4/3, so that the condition (8.51) in
Lemma 8.5 is satisfied (as are all the other hypotheses of that lemma). Lemma 8.5 is valid for arbitrary
ε > 0. Therefore, by applying Lemma 8.5 with ε2 ∈ (0, 1/16] substituted for ε, we find that if Q1−ε ≤ N
then
St(Q,X,N)≪ε (QN)(ε2)
(
δ−1 + |t|)11 (Q+N +Q1−ϑ(HX)ϑ +N1−ϑ(HX)ϑ)N . (8.58)
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If Q1−ε ≤ N then one has also Q ≤ N(QN)ε/(2−ε), so that
(QN)(ε
2)Q1−ϑ ≤ (QN)(ε2)
(
N(QN)ε/(2−ε)
)1−ϑ
= (QN)εF (ε)N1−ϑ ,
where
F (ε) =
1− ϑ
2− ε + ε ≤
1
2− ε + ε < 1
(with the last two inequalities following since ϑ ≥ 0 and 0 < ε ≤ 1/4). Since the hypotheses of the lemma
imply that (QN)(ε
2) ≤ (QN)ε, it may therefore be deduced from the conditional bound (8.58) that
St(Q,X,N)≪ε (QN)ε
(
δ−1 + |t|)11 (Q+N +N1−ϑ(HX)ϑ)N if Q1−ε ≤ N . (8.59)
Let A(ε), B(ε,Q0), C(ε) > 0 be sufficiently large to serve as the implicit constants in (8.56), (8.57) and
(8.59), respectively. Then, given that 0 < δ ≤ 1 and N = HK ≥ K ≥ 1 and ϑ ≥ 0, it follows by those
conditional results, (8.56), (8.57) and (8.59), that if either 1 ≤ Q ≤ max{N1/(1−ε) , Q0}, or Q1+ε ≥ XN ,
then the bound (8.55) will hold with C∗1 (ε,Q0) = max{1, A(ε), B(ε,Q0), C(ε)} 
The Proof of Theorem 9.
It will suffice to obtain the bound (1.3.16) in cases where 0 < ε ≤ 1/4. Indeed, since (QN)1/4 ≤ (QN)ε
when Q,N ≥ 1 and ε > 1/4, all relevant cases where ε > 1/4 follow from cases in which one has ε = 1/4.
Therefore we assume henceforth that
0 < ε ≤ 1/4 .
We shall assume also that
K ≥ H .
This latter assumption is justified, since the case K < H of Theorem 9 follows from the case K ≥ H by the
substitution of β, K, α and H for α, H , β and K, respectively.
Given the hypotheses of Theorem 9, it follows (similarly to (8.27)) that
‖aN‖22 ≤ C∗∞(ε)N1+ε , (8.60)
where C∗∞ = C
∗
∞(ε) ∈ [1,∞) is a constant depending only upon ε and the implicit constant in the case
j = k = 0 of the conditions (1.3.15). Taking now C13 = C13(ε) ∈ [1,∞) to be one of those numbers whose
existence is established by the case j = 13 of Lemma 4.2, we put
Q0 = Q
∗
0(ε) =
(
215C13(ε)
)(3ε−2)
and C∗0 = C
∗
0 (ε) = max
{
C∗1 (ε,Q0) , 2
−14C∗∞(ε)
}
, (8.61)
where C∗1 (ε,Q0) = C
∗
1 ∈ [1,∞) is any one of those numbers whose existence is established in Lemma 8.6
(note that we are certain to have here Q0 ≥ 2720 > 1). The functions α, β : C → C (and hence also the
associated parameters H,K,N, δ) will remain fixed throughout this proof, as does ε. The same is therefore
true of all the numbers C∗∞ = C
∗
∞(ε), C13 = C13(ε), Q0 = Q
∗
0(ε), C
∗
1 = C
∗
1 (ε,Q0) and C
∗
0 = C
∗
0 (ε), just
described.
For each Q ∈ [1,∞), let A∗(Q) denote the proposition that, for all X ≥ 1 and all t ∈ R, one has
St(Q,X,N) ≤ C∗0 (ε)(QN)ε
(
Q+N +XϑNϑQ1−2ϑ +XϑK−ϑN
) (
δ−1 + |t|)11N . (8.62)
Given that we have K ≥ H and 0 ≤ ϑ ≤ 2/9 (by Theorem 3), the inequality (8.62), if true, would imply
the result (1.3.16) of Theorem 9. Therefore, in order to complete this proof of Theorem 9, it will suffice
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that we show that A∗(Q) is true for all Q ∈ [1,∞). Since the equalities noted in (4.30) (within the proof of
Theorem 5) remain valid in the current context, we have, moreover:
A∗(Q) implies A∗(P ) if Q + 1 > P ≥ Q ∈ N .
Consequently we may complete this proof of Theorem 9 simply by showing that A∗(Q) is true for all Q ∈ N:
this we shall achieve through a ‘proof by contradiction’.
Suppose that A∗(Q) is false for some Q ∈ N. Then, for reasons similar to those which justify (4.32) and
(4.33) in the proof of Theorem 5, there must exist a unique R ∈ N such that
A∗(R) is false (8.63)
and
A∗(Q) is true for Q ∈ [1, R) . (8.64)
Lemma 8.6 implies that A∗(Q) is true for all real Q ≥ 1 satisfying either Q ≤ Q∗0(ε), or Q1−ε ≤ N : for
the definition (8.61) ensures that C∗0 (ε) ≥ C∗1 (ε,Q0), and so, in all the relevant cases, the result (8.55) of
Lemma 8.6 implies the inequality (8.62). Hence, given (8.63), we must have:
R > Q∗0(ε) = Q0 > 1 (8.65)
and
R1−ε > N . (8.66)
By Lemma 8.6 (again), we moreover have
St(R,X,N) ≤ C∗1 (ε,Q0) (RN)ε
(
R+N +XϑK−ϑN
) (
δ−1 + |t|)11N for t ∈ R, X ∈ [1, R1+ε/N]. (8.67)
The steps we shall now take in order to complete this proof are similar to those taken (after (4.34)) in
completing the proof of Theorem 5. We shall deduce from (8.60), (8.61) and (8.64)-(8.67) that the proposition
A∗(R) is true: since that conclusion will directly contradict (8.63), we shall thereby have given a ‘proof by
contradiction’ that A∗(Q) is true for all Q ∈ N, and so (given the points noted below (8.62)) shall have
completed the proof of Theorem 9.
By (8.61) and (8.67), we obtain the bound (8.62) for Q = R, all t ∈ R and all X ∈ [1, R1+ε/N ].
Therefore, if it can be shown that (8.62) holds for Q = R, all t ∈ R and all X > R1+ε/N , then we may
deduce that A∗(R) is true. Accordingly, let us suppose that
t ∈ R and X > R1+ε/N (8.68)
(by (8.66) this ensures that X > R2ε ≥ 1). Then, given the observations immediately preceding our
supposition of (8.68), the proposition A∗(R) is true if it can now be deduced that
St(R,X,N) ≤ C∗0 (ε)(RN)ε
(
R+N +XϑNϑR1−2ϑ +XϑK−ϑN
) (
δ−1 + |t|)11N . (8.69)
By (8.68) and (8.66), the case Q = R of the condition (4.22) in Lemma 4.2 is satisfied. Therefore, by
applying Lemma 4.2 for Q = R and j = 13, we find that, for Y = min{X , R2−ε/N}, some v ∈ R and some
L ∈ (Y N/R, 210Y N/R), one has
St(R,X,N) ≤ C13(ε)
(
X
Y
)ϑ (
(1 + |v − t|)−11Sv(L, Y,N) +R1+(2−ε)ε/3 ‖aN‖22
)
. (8.70)
Here, by (8.66), (8.68) and the same calculations as carried out below (4.36) (in the proof of Theorem 5), it
follows that
Y ≥ 1 and 1 < L < 210Y N/R ≤ 210R1−ε . (8.71)
96
Moreover, given that 0 < ε ≤ 1/4 and C13(ε) ≥ 1, it is implied by (8.65) and (8.61) that
Rε >
(
215C13(ε)
)(3ε−1) ≥ 2180 > 210 . (8.72)
The inequalities in (8.72) and the second part of (8.71) imply that 1 < L < R. It therefore follows, by
(8.64), that the proposition A∗(L) is true. In particular, a valid inequality is obtained in (8.62) when we
there substitute L, Y ∈ [1,∞) and v ∈ R for Q, X and t, respectively. It is therefore the case that
Sv(L, Y,N) ≤ C∗0 (ε)(LN)ε
(
L+N + Y ϑNϑL1−2ϑ + Y ϑK−ϑN
) (
δ−1 + |v|)11N . (8.73)
Since 0 < ε ≤ 1/4 and 0 < δ ≤ 1, it follows by (8.66), (8.71) and Theorem 3 that we have, in the above,
L+N + Y ϑNϑL1−2ϑ ≤ 210R1−ε +R1−ε +R(2−ε)ϑ (210R1−ε)1−2ϑ =
=
(
210 + 1
)
R1−ε + 210(1−2ϑ)R1−(1−ϑ)ε ≤
≤ (211 + 1)R1−(7/9)ε < 223/2R1−ε/3 ,
(LN)ε ≤ (210R1−εN)ε < 25/2 (R1−ε/3N)ε
and
δ−1 + |v| = δ−1 + |t+ (v − t)| ≤ δ−1 + |t|+ |v − t| ≤ (δ−1 + |t|) (1 + |v − t|) .
Therefore the bound (8.73) certainly implies that
(1 + |v − t|)−11 Sv(L, Y,N) < 214C∗0 (ε)
(
R1−ε/3N
)ε (
R1−ε/3 + Y ϑK−ϑN
) (
δ−1 + |t|)11N . (8.74)
Moreover, by (8.60) and (8.61), we have
R1+(2−ε)ε/3 ‖aN‖22 ≤ R1+(2−ε)ε/3C∗∞(ε)N1+ε = C∗∞(ε)
(
R1−ε/3N
)ε+1
≤ 214C∗0 (ε)
(
R1−ε/3N
)ε+1
. (8.75)
Since δ−1 ≥ 1, it follows by (8.70), (8.74) and (8.75) that
St(R,X,N) ≤ 215C13(ε)C∗0 (ε)
(
X
Y
)ϑ (
R1−ε/3N
)ε (
R1−ε/3 + Y ϑK−ϑN
) (
δ−1 + |t|)11N =
= 215C13(ε)R
−ε2/3C∗0 (ε)(RN)
ε
((
X
Y
)ϑ
R1−ε/3 +XϑK−ϑN
)(
δ−1 + |t|)11N ,
where, just as at the end of the proof of Theorem 5, one has:(
X
Y
)ϑ
R1−ε/3 ≤ max
{
R1−ε/3 ,
(
XN
R2−ε
)ϑ
R1−ε/3
}
≤ R+XϑNϑR1−2ϑ < R+N +XϑNϑR1−2ϑ
(with the penulutimate inequality following by Theorem 3). By (8.72) we have, in the above,
215C13(ε)R
−ε2/3 < 1 .
It may therefore be deduced that the inequality in (8.69) holds: this (as observed immediately above (8.69))
is sufficient to establish that the proposition A∗(R) is true, so that the statement (8.63) is contradicted.
Consequently, as explained in the paragraph below (8.67), the proof of Theorem 9 is now complete 
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§9. The Proofs of Theorems 10 and 11
In this section we prove first Theorem 11, and then Theorem 10. We begin with two lemmas required
in the first of these proofs.
Lemma 9.1. Let q, r, s ∈ O − {0} be such that q = rs and (r, s) ∼ 1; let Γ = Γ0(q) ≤ SL(2,O); let
g∞ ∈ SL(2,C) be as in (1.3.3); and let u, t ∈ O and g1/s ∈ SL(2,C) be such that the equations (1.4.1)
and (1.4.2) hold. Then
g−11/sΓg∞ =
{(
A
√
r B/
√
r
Cs
√
r D
√
r
)
: A,B,C,D ∈ O and ADr = 1 +BCs
}
, (9.1)
g−11/sΓg1/s =
{(
A B
Cq D
)
: A,B,C,D ∈ O and AD = 1 +BCq
}
= Γ = g−1∞ Γg∞, (9.2)
and the condition (1.1.1) is satisfied when c ∈ {∞, 1/s}.
Proof. Let G(r, s) denote the set on the right-hand side of the equation (9.1). Since Γ = Γ0(q), and
since (1.3.3) makes g∞ the identity element of SL(2,C), it follows that the final two equalities in (9.2) are
trivial consequences of the definition of the Hecke congruence subgroup Γ0(q), and that g
−1
1/sΓg∞ = g
−1
1/sΓ.
Therefore, in order to complete the proofs of (9.1) and (9.2), it will suffice to show that
g−11/sΓ = G(r, s) and G(r, s)g1/s = Γ . (9.3)
We begin with a proof of the first equation in (9.3). Suppose, firstly, that γ ∈ Γ. Then, for some
a, b, c, d ∈ O satisfying ab− cd = 1 and q | c, one has(
a b
c d
)
= γ ∈ Γ ≤ SL(2,C) . (9.4)
By (1.4.1)-(1.4.2), the matrix g1/s is an element of the group SL(2,C), and so it follows from (9.4) that
g−11/sγ ∈ SL(2,C) . (9.5)
Moreover, by (1.4.1)-(1.4.2) and (9.4) (again),
g−11/sγ =
(
u
√
r −t/√r
−s√r √r
)(
a b
c d
)
=
=
(
(ua− tc/r)√r (urb− td)/√r
(−a+ c/s)s√r (−sb+ d)√r
)
=
(
A
√
r B/
√
r
Cs
√
r D
√
r
)
(say), (9.6)
where, since c ∈ qO = rsO, one has A,B,C,D ∈ O. By (9.5) and (9.6) the determinant of the last matrix
is equal to 1, so that ADr = 1 +BCs. It has therefore been shown that
g−11/sΓ ⊆ G(r, s) . (9.7)
Suppose now that
h =
(
A′
√
r B′/
√
r
C′s
√
r D′
√
r
)
∈ G(r, s) . (9.8)
Then, since g1/s ∈ SL(2,C), and since G(r, s) is a subset of the set of elements of SL(2,C), one has
g1/sh ∈ SL(2,C) .
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Hence, and by (1.4.1),
g1/sh =
( √
r t/
√
r
s
√
r u
√
r
)(
A′
√
r B′/
√
r
C′s
√
r D′
√
r
)
=
(
A′r + C′st B′ +D′t
(A′ + C′u)rs B′s+D′ru
)
∈ Γ0(q) = Γ
(for we have r, s, t, u ∈ O, rs = q and, by (9.8), A′, B′, C′, D′ ∈ O). Since the relation g1/sh ∈ Γ implies that
h ∈ g−11/sΓ, the above therefore shows that G(r, s) ⊆ g−11/sΓ. This, together with (9.7), completes the proof of
the first equation in (9.3).
We may employ a similar strategy to prove next the second equation in (9.3). Suppose that γ is as
in (9.4). Then, since SL(2,C) ∋ γ, g1/s, one has γg−11/s ∈ SL(2,C). Since it moreover follows from (9.4) and
(1.4.1)-(1.4.2) that
γg−11/s =
(
a b
c d
)(
u
√
r −t/√r
−s√r √r
)
=
(
(au − bs)√r (−at+ br)/√r
((c/s)u− d)s√r (−(c/r)t+ d)√r
)
(where c/s, c/r ∈ O, since q | c), we have therefore that γg−11/s ∈ G(r, s). This proves that Γg−11/s ⊆ G(r, s),
and so enables us to deduce that
Γ ⊆ G(r, s)g1/s . (9.9)
On the other hand, for h as in (9.8), one has hg1/s ∈ SL(2,C) (since h, g1/s ∈ SL(2,C)) and so
hg1/s =
(
A′
√
r B′/
√
r
C′s
√
r D′
√
r
)( √
r t/
√
r
s
√
r u
√
r
)
=
(
A′r +B′s A′t+B′u
(C′ +D′)rs C′st+D′ur
)
∈ Γ0(q) = Γ .
Therefore we have that G(r, s)g1/s ⊆ Γ. This, together with (9.9), proves the second equation in (9.3).
In order to complete the proof of the lemma we must show that (1.1.1) holds for all c ∈ {∞, 1/s}. Let
c ∈ {∞, 1/s}. Then, by either (1.1.3) or (1.4.1)-(1.4.2) (whichever is appopriate), the scaling matrix gc is
an element of SL(2,C) satisfying gc∞ = c. Indeed, if c = ∞ then, by (1.3.3), g∞[1, 0] = [1, 0] ∈ P1(C),
while if instead c = 1/s then, by (1.4.1)-(1.4.2), g1/s[1, 0] = [
√
r, s
√
r] = [1, s] ∈ P1(C). It follows that when
γ ∈ Γ one has γc = c if and only if g−1c γgc∞ = ∞, for the latter equation is equivalent to the equation
γgc∞ = gc∞, and, as we have just seen, gc∞ = c. Therefore, and since the trace of any γ ∈ Γ is invariant
under conjugation by an element of SL(2,C), it follows from the definitions of Γc and Γ′c preceding (1.1.1)
that
g−1c Γ
′
cgc =
{
g ∈ g−1c Γgc : g∞ =∞ and Tr(g) = 2
}
. (9.10)
Recall now that, if
g =
(
a b
c d
)
∈ SL(2,C) ,
then one has g∞ =∞ if and only if c = 0. Given this fact, it follows from (9.10) and (9.2) that one has
g−1c Γ
′
cgc = {g ∈ Γ : g∞ =∞ and Tr(g) = 2} =
=
{(
A B
0 D
)
: A,B,D ∈ O, AD = 1 and A+D = 2
}
=
{(
1 B
0 1
)
: B ∈ O
}
,
which is the required result (1.1.1) 
Remark. The calculation below (9.9) (in the same paragraph), is somewhat superfluous. Indeed, by (9.9)
and the first equation in (9.3), one has Γ ≤ g−11/sΓg1/s; and it is not possible that Γ be a proper subgroup of
g−11/sΓg1/s, for the covolumes of these two discrete and cofinite subgroups of G = SL(2,C) are equal.
99
Lemma 9.2. Let the hypotheses of Lemma 9.1 be satisfied. Let ω, ω′ ∈ O. For a, b ∈ {∞, 1/s}, put
δa,bω,ω′ =
∑
Γ′
a
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb=
(
u(γ) β(γ)
0 1/u(γ)
) e (Re (β(γ)u(γ)ω)) δu(γ)ω,ω′/u(γ) , (9.11)
where δw,z equals 1 if w = z, and is otherwise zero; and let
aCb and the generalised Kloosterman sums
Sa,b (ω, ω
′; c) (c ∈ aCb) be given by (1.1.13)-(1.1.15). Then one has what is stated in (1.4.3), (1.4.4), (1.4.16)
and (1.4.17); and it is moreover the case that
δ
1/s,1/s
ω,ω′ = δ
∞,∞
ω,ω′ =
∑
u∈O∗
δuω,ω′/u =
{
4 if ω′ = ω = 0,
2 if ω′ = ±ω 6= 0,
0 otherwise.
(9.12)
Proof. By Lemma 9.1, we have (9.1), (9.2) and (1.1.1) for c ∈ {∞, 1/s}, which implies that
Γ′c = gcB
+g−1c (c ∈ {∞, 1/s}), (9.13)
where, recalling the notation of Subsection 1.1, one has B+ = {n[α] : α ∈ O}. Given the definitions (1.1.13)
and (1.1.14), the result (1.4.3) concerning 1/sC∞ will follow if it can be shown that, when c ∈ C− {0}, the
set g−11/sΓg∞ contains an element of the form ( ∗ ∗
c ∗
)
(9.14)
if and only if
c/s
√
r ∈ O and (c/s√r, r) ∼ 1 . (9.15)
Accordingly, let c ∈ C−{0}. By (9.1), the set g−11/sΓg∞ contains an element of the form (9.14) if and only if
c = Cs
√
r for some C ∈ O such that the congruence rX ≡ 1 mod CsO has a solution in O. Moreover, since
Z[i] is a principal ideal domain, and since (r, s) ∼ 1, the conguence in question is soluble if and only if the
Gaussian integer C = c/s
√
r is coprime to r. Hence, in (9.15) we have necessary and sufficient conditions
for g−11/sΓg∞ to contain at least one element of the form (9.14). This completes the proof of (1.4.3).
The result (1.4.16) follows similarly (but even more easily) from (9.2): we omit the relevant details.
As a first step towards the proof of (1.4.4) and (1.4.17), we observe that, as a consequence of (9.13) and
the definitions (1.1.13)-(1.1.15), one has
Sa,b (ω, ω
′; c) =
∑
B+
(
a ∗
c d
)
B+∈B+\g−1a aΓbgb/B+
e
(
Re
(
ω
a
c
+ ω′
d
c
))
=
=
∑
d+cO∈C/(cO)
∑
a+cO∈C/(cO)(
a ∗
c d
)
∈g−1
a
Γgb
e
(
Re
(
ωa+ ω′d
c
))
(9.16)
whenever (a, b) ∈ {∞, 1/s} × {∞, 1/s} and c ∈ aCb. Note that the final sum in (9.16) is completely
determined by ω, ω′, c and the set g−1a Γgb ⊂ SL(2,C). Hence, and since we have g−11/sΓg1/s = g−1∞ Γg∞, by
(9.2), and 1/sC1/s = ∞C∞ = qO − {0} (by the result (1.4.16), which follows from (9.2)), it is therefore the
case that
S1/s,1/s (ω, ω
′;Cq) = S∞,∞ (ω, ω′;Cq) for C ∈ O− {0}. (9.17)
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Moreover, by substituting into the case a = b = ∞ of (9.16) the explicit description of g−1∞ Γg∞ = Γ given
in (9.2), we find that, for 0 6= C ∈ O,
S∞,∞ (ω, ω′;Cq) =
∑
D+CqO∈O/(CqO)
∑
A+CqO∈O/(CqO)(
A ∗
Cq D
)
∈Γ0(q)
e
(
Re
(
ωA+ ω′D
Cq
))
=
=
∑ ∑
A,D mod CqO
AD≡1 mod CqO
e
(
Re
(
ωA+ ω′D
Cq
))
.
The conditions of summation here ensure that (D,Cq) ∼ 1 and A ≡ D∗ mod CqO. The above therefore
shows that we have
S∞,∞ (ω, ω′;Cq) = S (ω, ω′;Cq) (C ∈ O− {0}),
with S(u, v;w) as defined in (1.3.6). By this and (9.17), the result (1.4.17) follows.
To prove (1.4.4), we observe that, by (9.1), (9.16) and the (already proven) result (1.4.3), it follows that
when c = Cs
√
r, with C ∈ O− {0} and (C, r) ∼ 1, one has
S1/s,∞ (ω, ω′; c) =
∑
D+CsO∈O/(CsO)
∑
A+CsO∈O/(CsO)
ADr≡1 mod CsO
e
(
Re
(
ωA
√
r + ω′D
√
r
Cs
√
r
))
=
=
∑
D mod CsO
(D,Cs)∼1
∑
A mod CsO
A≡r∗D∗ mod CsO
e
(
Re
(
ωA+ ω′D
Cs
))
.
The result (1.4.4) follows, since the last sum above is (by the definition (1.3.6)) equal to the simple Kloost-
erman sum S(ωr∗, ω′;Cs).
To obtain the result (9.12) (and so complete the proof of the lemma), we note firstly that, by (9.11) and
(9.13), one has
δa,aω,ω′ =
∑
B+
(
u β
0 1/u
)
∈B+\g−1a Γga
e (Re (βuω)) δuω,ω′/u (9.18)
when a ∈ {∞, 1/s} (it should be noted here that if γ ∈ Γ is such that g−1a γga∞ =∞, then γa = a). As an
immediate consequence of (9.18) and (9.2), we find that
δ
1/s,1/s
ω,ω′ = δ
∞,∞
ω,ω′ =
∑
B+
(
u β
0 1/u
)
∈B+\Γ
e (Re (βuω)) δuω,ω′/u =
=
∑
u∈O∗
∑
β+(1/u)O∈O/((1/u)O)
e (Re (βuω)) δuω,ω′/u =
=
∑
u∈O∗
∑
β+O∈O/O
e (Re (βuω)) δuω,ω′/u .
Therefore, since O/O = {0 +O}, since e(0uω) = e(0) = 1 (for u ∈ C), and since∑
u∈O∗
δuω,ω′/u =
∑
u∈O∗
δu2ω,ω′ = 2δω,ω′ + 2δ−ω,ω′ ,
we obtain all parts of (9.12) 
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The Proof of Theorem 11.
This proof is an application of the preceding lemma, in conjunction with two results from [22]. The
first of the latter two results [22, Theorem B] is a ‘spectral to Kloosterman’ summation formula (inverse in
effect to the ‘Kloosterman to spectral’ summation formula in (1.2.1)); the other is [22, Theorem 1], which
has been reproduced in Section 1.2 of the present paper (it appears there as Theorem 2).
Let the hypotheses of Theorem 11 be satisfied. Put N = {ν ∈ C : −2/3 ≤ Re(ν) ≤ 2/3}; and let the
function h : N × Z→ C be given by:
h(ν, p) =
{
(Xν +X−ν) exp
(
ν2
)
if ν ∈ N and p = 0,
0 if ν ∈ N and p ∈ Z− {0}. (9.19)
This function h satisfies all of the relevant hypotheses of the case σ = 2/3 of [22, Theorem B], as
summarised in [22, Theorem B, Conditions (i)-(iii)]. Indeed, by (9.19) we have, for (ν, p) ∈ N × Z,
h(−ν,−p) = h(ν, p)
and
h(ν, p)≪ (1 + |p|)−4 exp(|(logX)Re(ν)| + |Re(ν)|2 − |Im(ν)|2) ≤
≤ (1 + |p|)−4 exp
(
2
3
| logX |+ 4
9
)(
1 +
1
2!
|Im(ν)|4
)−1
≪X (1 + |p|)−4 (1 + |Im(ν)|)−4
(which takes care of [22, Theorem B, Conditions (i) and (iii)]); and, with regard to [22, Theorem B, Condi-
tion (ii)] (requiring that, for each p ∈ Z, the function ν 7→ h(ν, p) have a holomorphic continuation into a
neighbourhood of the strip N ), it suffices to note that, since X is positive, both the functions ν 7→ 0 and
ν 7→ (Xν + X−ν) exp(ν2) are entire. Since we have, moreover, Γ = Γ0(q), where q, r, s ∈ O − {0} satisfy
(1.4.18), and since the last part of Lemma 9.1 (and its proof) shows that the scaling matrices g∞ and g1/s
satisfy the relevant hypotheses (including the condition (1.1.1)), it therefore follows by [22, Theorem B] that,
for a ∈ {∞, 1/s} and m,n ∈ O− {0},
(Γ)∑
V
caV (m; νV , pV ) c
a
V (n; νV , pV )h (νV , pV ) +
+
(Γ)∑
c∈C
1
4πi [Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
∫
(0)
Bac (m; ν, p)B
a
c (n; ν, p)h(ν, p) dν =
=
δa,am,n
4π3i
∑
p∈Z
∫
(0)
h(ν, p)
(
p2 − ν2) dν + (Γ)∑
c∈aCa
Sa,a (m,n; c)
|c|2 Bh
(
2π
√
mn
c
)
, (9.20)
where δa,am,n is as defined in the equation (9.11) of Lemma 9.2, and where the B-transform is that defined
above (1.2.5), in the proof of Theorem 1; while the meaning of any other non-standard notation used is
explained in Subsection 1.1.
By the results of Lemma 9.2 (specifically (1.4.16), (1.4.17) and (9.12)), it follows that the right-hand
side of the equation (9.20) is independent of the choice of cusp (that choice being between having a = 1/s, or
else a =∞): the same is therefore true (when m and n are given) of the numerical value of the left-hand side
of the equation (9.20). Therefore, and since our choice of test-function h (in (9.19)) ensures that h(ν, p) 6= 0
only if p = 0, we may deduce that
η1/sq (m,n;h) = η
∞
q (m,n;h) (m,n ∈ O− {0}),
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where
ηaq (m,n;h) =
(Γ)∑
V : pV =0
caV (m; νV , 0) c
a
V (n; νV , 0)h (νV , 0) +
+
(Γ)∑
c∈C
1
4πi [Γc : Γ′c]
∫
(0)
Bac (m; ν, 0)B
a
c (n; ν, 0)h(ν, 0) dν .
Consequently one has
H1/sq (b, N ;h) = H
∞
q (b, N ;h) , (9.21)
where, for a ∈ {∞, 1/s},
Haq (b, N ;h) =
∑ ∑
N
4 <|m|2,|n|2≤N
bm bn η
a
q (m,n;h) =
=
(Γ)∑
V : pV =0
∣∣∣∣∣ ∑
N
4 <|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
h (νV , 0) +
+
(Γ)∑
c∈C
1
4πi [Γc : Γ′c]
∫
(0)
∣∣∣∣∣ ∑
N
4 <|n|2≤N
bnB
a
c (n; ν, 0)
∣∣∣∣∣
2
h(ν, 0) dν .
Recall now that the index V in the second last summation denotes a cuspidal subspace occurring in the
orthogonal decomposition (1.1.3) of the space 0L2(Γ\G). For each such V the associated spectral parameter
νV is either positive (and less than 2/9), or else lies on the ray i[0,∞) in the complex plane (see (1.1.2)-(1.1.4)
and the paragraph containing (1.1.11)). Hence, and by (9.19), we may rewrite the expression just obtained
for Haq (b, N ;h) so as to obtain:
Haq (b, N ;h) = ρ
a
q(b, N ;X) + 2
1∑
j=0
Raq,j(b, N ;X) (a ∈ {∞, 1/s}), (9.22)
where ρaq(b, N ;X) is the sum defined in (1.4.19),
Raq,0(b, N ;X) =
(Γ)∑
V : pV =0
νV ∈i[0,∞)
∣∣∣∣∣ ∑
N
4 <|n|2≤N
bnc
a
V (n; νV , 0)
∣∣∣∣∣
2
cos ((logX) Im(νV )) exp
(
− (Im(νV ))2
)
and
Raq,1(b, N ;X) =
(Γ)∑
c∈C
1
4π [Γc : Γ′c]
∞∫
−∞
∣∣∣∣∣ ∑
N
4 <|n|2≤N
bnB
a
c (n; it, 0)
∣∣∣∣∣
2
cos ((logX)t) exp
(−t2) dt .
Moreover, since −1 ≤ cos θ ≤ 1 for all real θ, and since
∞∫
|t|
T exp
(−T 2) dT = 1
2
exp
(−t2) (t ∈ R),
we have here
Raq,j(b, N ;X) ≤ 4
1∑
h=0
∞∫
0
Eaj (q, 1/2, T ; 2
−hN,b)T exp
(−T 2) dT (a ∈ {∞, 1/s}, j = 0, 1), (9.23)
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where the sums Eaj (q, P,K;N,b) (a ∈ Q(i)∪{∞}, j = 0, 1) are those defined by (1.2.7)-(1.2.8), in Theorem 2.
In the above, each sum Eaj (q, 1/2, T ;N,b) is, by its definition, a real-valued and monotonic increasing
function of the real variable T , and satisfies 0 ≤ Eaj (q, 1/2,K;N,b) ≤ Eaj (q, 1,K;N,b) for all realK. Hence,
and by Theorem 2, it follows from (9.23) that, for a ∈ {0, 1/s}, j = 0, 1 and any ε > 0, one has
Raq,j(b, N ;X) ≤ 4
1∑
h=0
∞∫
1
Eaj (q, 1,K; 2
−hN,b) (K − 1) exp(−(K − 1)2) dK ≪
≪
∞∫
1
(
1 +K2
) (
K +Oε
(
N1+ε|µ(a)|2K−1/2
))
‖bN‖22 (K − 1)K−6 dK ≪
≪ (1 +Oε(N1+ε|µ(a)|2)) ‖bN‖22 . (9.24)
Given the definition of µ(a) in (1.2.10), and in light of Remark 3 below Theorem 2, we have here
1
µ(1/s)
∼ q(
(s, q) , q/(s, q)
) ∼ q
(s, r)
∼ q ∼ 1
µ(∞) ,
and so we may deduce from (9.22) and (9.24) that
Haq (b, N ;h) = ρ
a
q(b, N ;X) +O
((
1 +Oε
(
N1+ε|q|−2)) ‖bN‖22) (a ∈ {∞, 1/s}, ε > 0).
By the substitution of these results into (9.21), one obtains the result seen in (1.4.20) 
We end this section with the proof of Theorem 10. By way of preparation, we include here three more
lemmas. The first of these is a corollary of Theorems 3, 4, 8, 9 and 11: the others are of a technical nature.
Lemma 9.3. Let the hypotheses of Theorem 10, concerning ϑ, ε,N, L, δ, P,Q,R, S,X ∈ R, the function
A : C → C, the set B(R,S) ⊂ O×O and the function b be satisfied; let an ∈ C for n ∈ O − {0}; and, for
u, y ∈ R, let S∞,∗u,y = S∞,∗u,y (R,S;X ;L,N) be given by:
S∞,∗u,y =
∑
(r,s)∈B(R,S)
|b(r, s)|
(Γ0(rs))∑
V
νV >0
XνV
∣∣∣∣∣∣∣
∑
L
2 <|ℓ|2≤L
A(ℓ)|ℓ|2iuc∞V (ℓ; νV , 0)
∑
N
4 <|n|2≤N
an |n|2iyc1/sV (n; νV , 0)
∣∣∣∣∣∣∣ . (9.25)
Then the function (u, y) 7→ S∞,∗u,y is continuous and bounded on R× R; and, for (u, y) ∈ R× R, one has
(
S∞,∗u,y
)2 ≪ε Qε−1‖b‖22 ‖aN‖22 L(L+Q)(N +Q)(1 + X2LN(L+Q)2(N +Q)
)ϑ(
δ−1 + |u|)11 , (9.26)
where ‖aN‖2 and ‖b‖2 are as defined in (1.2.11) and (1.4.13), respectively.
If it is moreover the case that the hypotheses of Theorem 9 concerning H,K ∈ R, N , the functions
α, β : C→ C and the coefficients an (n ∈ O− {0}) are satisfied, then one has also(
S∞,∗u,y
)2 ≪ε Qε‖b‖2∞NL(L+Q)× (9.27)
×
((
1 +
X2L
(H +K)(L+Q)2
)ϑ
N +
(
1 +
X2LN
Q2(L+Q)2
)ϑ
Q
)(
δ−1 + |u|)11(δ−1 + |y|)11 ,
where ‖b‖∞ is as defined by (1.4.15).
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Proof. Let
Z =
Q2
L
+ L and Z ′ =
X2
Z
. (9.28)
Then Z > L ≥ 1 and Z ′ > 0, and for ν > 0 one has
1 ≤ Xν =
(√
ZZ ′
)ν
= Zν/2 (Z ′)ν/2 .
It therefore follows, by (9.25) and the Cauchy-Schwarz inequality, that
0 ≤ (S∞,∗u,y (R,S;X ;L,N))2 ≤ S∞u (R,S;Z;L)S∗y(R,S;Z ′;N) , (9.29)
where
S∞u (R,S;Z;L) =
∑
(r,s)∈B(R,S)
(Γ0(rs))∑
V
νV >0
ZνV
∣∣∣∣∣ ∑
L
2 <|ℓ|2≤L
A(ℓ)|ℓ|2iuc∞V (ℓ; νV , 0)
∣∣∣∣∣
2
(9.30)
and
S∗y(R,S;Z
′;N) =
∑
(r,s)∈B(R,S)
|b(r, s)|2
(Γ0(rs))∑
V
νV >0
(Z ′)νV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc1/sV (n; νV , 0)
∣∣∣∣∣
2
. (9.31)
Since the relation (r, s) ∈ B(r, s) implies that 0 6= rs ∈ O and RS/4 ≤ |rs|2 ≤ RS = Q, and since
|{(r, s) ∈ B(R,S) : rs = q}| ≤
∑
r|q
1 = Oε
(
|q|ε/4
)
for q ∈ O− {0}, (9.32)
it consequently follows by (9.30) that
S∞u (R,S;Z;L)≪ε Qε/8
∑
w∈{0,1}
2w≤Q
∑
Q
2w+1<|q|2≤
Q
2w
(Γ0(q))∑
V
νV >0
ZνV
∣∣∣∣∣ ∑
L
2 <|ℓ|2≤L
A(ℓ)|ℓ|2iuc∞V (ℓ; νV , 0)
∣∣∣∣∣
2
.
Therefore, given that the parameters L and δ, and the function A : C→ C satisfy the hypotheses stated in
Theorem 10, and given that ϑ ≥ 0, it follows by Theorem 8 (applied with ε/6, Z, L and A substituted for
ε, X , H and α, respectively, and, when it is appropriate, with Q/2 substituted for Q) that one has:
S∞u (R,S;Z;L)≪ε Qε/6
(
δ−1 + |u|)11 5ϑ(Q+ L)1+ε/6L .
By this bound, together with Theorem 3 and the conditions in (1.4.6), we find that
S∞u (R,S;Z;L)≪ε Qε/2L(L+Q)
(
δ−1 + |u|)11 . (9.33)
In order to obtain a suitable bound for S∗y(R,S;Z
′;N), we note firstly that, since Z ′ > 0, it follows that
if q = rs, with (r, s) ∈ B(R,S), and if
Y = Z ′ + 1 (9.34)
(so that Y > Z ′ > 0 and Y > 1), then
0 ≤
(Γ0(q))∑
V
νV >0
(Z ′)νV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc1/sV (n; νV , 0)
∣∣∣∣∣
2
≤
(Γ0(q))∑
V
νV >0
Y νV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc1/sV (n; νV , 0)
∣∣∣∣∣
2
≤
≤ 2
∑
w∈{0,1}
2w≤N
(Γ0(q))∑
V
νV >0
Y νV
∣∣∣∣∣ ∑
N
2w+1<|n|2≤
N
2w
an |n|2iyc1/sV (n; νV , 0)
∣∣∣∣∣
2
,
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and so, by Theorem 4 (applied with ε/8 and Y substituted for ε and X , respectively, with N/2 substituted
for N , when appropriate, and with bn = an |n|2iy , for n ∈ O− {0}, and a = 1/s), one has:
(Γ0(q))∑
V
νV >0
(Z ′)νV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc1/sV (n; νV , 0)
∣∣∣∣∣
2
≪
≪ (1 + YM1/sN)Θ(q) (1 +Oε(M1/sN1+ε/8 ))1−Θ(q) ‖aN‖22 log(2 +M−11/sN−1 ),
where Θ(q) is as defined in (1.2.20), and where M1/s = |µ(1/s)|2 = |q|−2 (for, as noted towards the end
of the proof of Theorem 11, one has 1/µ(1/s) ∼ q when Γ = Γ0(q) and s ∈ O is a factor of q such that
(s, q/s) ∼ 1). Hence, and by (9.31), Theorem 3, the definition (1.4.8) and the conditions in (1.4.6), we find
that
S∗y(R,S;Z
′;N) =
=
∑
(r,s)∈B(R,S)
|b(r, s)|2Oε
(
Nε/8
(
1 +
Y N
|rs|2
)Θ(rs)(
1 +
N
|rs|2
)1−Θ(rs)
‖aN‖22 log
(
2 +
|rs|2
N
))
≪ε
≪ε Qε/2
(
1 +
Y N
Q
)ϑ(
1 +
N
Q
)1−ϑ
‖aN‖22 ‖b‖22 , (9.35)
where ‖b‖2 is as defined in (1.4.13), while Y is given by (9.34) and (9.28) (ensuring that we have Y > 1, and
so justifying the upper bound given here for the sum over r and s).
By the combination of results in (9.29), (9.33) and (9.35), we have the bound
(
S∞,∗u,y (R,S;X ;L,N)
)2 ≪ε QεL(L+Q)(1 + Y N
Q
)ϑ(
1 +
N
Q
)1−ϑ
‖aN‖22 ‖b‖22
(
δ−1 + |u|)11 , (9.36)
where, by (9.28) and (9.34),
1 +
Y N
Q
= 1+
N
Q
+
Z ′N
Q
= 1 +
N
Q
+
X2LN
(Q2 + L2)Q
≤
(
1 +
2X2LN
(Q+ L)2(Q +N)
)(
1 +
N
Q
)
.
Since 0 ≤ ϑ ≤ 2/9, the relations on the last line imply that
(
1 +
Y N
Q
)ϑ(
1 +
N
Q
)1−ϑ
≤
(
1 +
2X2LN
(Q+ L)2(Q+N)
)ϑ(
1 +
N
Q
)
≪
(
1 +
X2LN
(Q+ L)2(Q +N)
)ϑ(
Q+N
Q
)
,
and so, by the bound in (9.36), we obtain the result stated in (9.26).
The statement preceding (9.26) merits some justification. Recall that, for each Hecke congruence sub-
group Γ ≤ SL(2,O), there can be at most a finite number, E(Γ) (say), of irreducible cuspidal subspaces
V ⊂ L2(Γ\G) that have νV > 0 (these V corresponding to the ‘exceptional’ eigenvalues λV discussed below
(1.1.11)). Hence, and by (1.4.6), (1.4.8), (9.25) and (9.32), one has
S∞,∗u,y =
∑
0<|q|2≤Q
Cq
E(Γ0(q))∑
j=1
Xν(q,j)
∣∣∣∣∣∣∣
∑
L
2 <|ℓ|2≤L
∑
N
4 <|n|2≤N
wq,j(ℓ)zq,j(n)|ℓ|2iu|n|2iy
∣∣∣∣∣∣∣ (u, y ∈ R),
where Q, L, N , Cq, ν(q, j), wq,j(ℓ) and zq,j(n) denote complex numbers (real and non-negative, in the case
of Q, L, N , Cq and ν(q, j)) that are independent of the variables u and y. Since one has here E(Γ0(q)) <∞
and |{m ∈ O : 0 < |m|2 ≤ M}| ≤ 4M < ∞ (for 0 6= q ∈ O, M ≥ 0), and since all functions of the form
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(u, y) 7→ |ℓ|2iu|n|2iy are continuous, the continuity of the function (u, y) 7→ S∞,∗u,y on R×R therefore follows.
We have, moreover, both min{S∞,∗u,y : u, y ∈ R} ≥ 0, and
max{S∞,∗u,y : u, y ∈ R} ≤
∑
0<|q|2≤Q
Cq
E(Γ0(q))∑
j=1
Xν(q,j)
∑
L
2 <|ℓ|2≤L
|wq,j(ℓ)|
∑
N
4 <|n|2≤N
|zq,j(n)| <∞,
so that the function (u, y) 7→ S∞,∗u,y is bounded, as asserted in the statement of the lemma.
In proving the one remaining result of the lemma, which is the bound (9.27), we may of course assume
the relevant premise, stated in the lemma. Accordingly, it is to be supposed that the hypotheses of Theorem 9
concerning H,K ∈ R, N , the functions α, β : C → C and coefficients an (n ∈ O− {0}) are satisfied. Since
we assume these hypotheses in addition to (and not as a substitute for) those that were previously assumed,
it follows that all the results previously obtained in this proof remain valid: we refer, in particular, to the
results (9.29), (9.33) and (9.35), through which (9.36) was obtained. We shall show that, given the additional
hypotheses, one can obtain a stronger bound for the sum S∗y(R,S;Z
′;N) than that obtained in (9.35). By
using this stronger bound, together with (9.29) and (9.33), we shall obtain the result in (9.27).
Let Y and Z ′ be given (as previously) by (9.34) and (9.28), so that Y > Z ′ > 0. Then, for ν > 0,
(Z ′)ν < Y ν < Y ν + Y −ν <
(
Y ν + Y −ν
)
exp
(
ν2
)
= hY(ν) (say). (9.37)
Hence, and by Theorem 11 (with bn = an |n|2iy for n ∈ O − {0}, and with ε/8 substituted for ε), we find
that if (r, s) ∈ B(R,S) and q = rs, then
(Γ0(q))∑
V
νV >0
(Z ′)νV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc1/sV (n; νV , 0)
∣∣∣∣∣
2
≤
(Γ0(q))∑
V
νV >0
hY (νV )
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc1/sV (n; νV , 0)
∣∣∣∣∣
2
=
=
(Γ0(q))∑
V
νV >0
hY (νV )
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc∞V (n; νV , 0)
∣∣∣∣∣
2
+
+O
((
1 +Oε
(
|q|−2N1+ε/8
))
‖aN‖22
)
. (9.38)
Since Y = Z ′ + 1 > 1, the function hY : (0,∞)→ (0,∞) defined in (9.37) satisfies
2 < hY (ν) < 2Y
ν exp
(
ν2
)
for ν > 0.
Morever, it follows by (1.2.20), (1.2.21) and (1.1.11) that, for each cuspidal subspace V ⊂ 0L2(Γ0(q)\G)
indexing a term of the sum on the right-hand side of the equation (9.38), one has 0 < νV < 2/9, and so
1 < exp
(
ν2V
)
< exp(4/81) .
With the aid of these observations, one may deduce from (9.38) and (9.31) that
0 ≤ S∗y(R,S;Z ′;N) ≤ 2 exp(4/81)
∑
(r,s)∈B(R,S)
|b(r, s)|2
(Γ0(rs))∑
V
νV >0
Y νV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc∞V (n; νV , 0)
∣∣∣∣∣
2
+
+Oε
Nε/8 ‖aN‖22 ∑
(r,s)∈B(R,S)
|b(r, s)|2
(
1 +
N
|rs|2
) .
Hence, and by (1.4.6), (1.4.8) and (9.32), we obtain:
S∗y(R,S;Z
′;N)≪ε Qε/8‖b‖2∞
∑
Q
4 <|q|2≤Q
(Γ0(q))∑
V
νV >0
Y νV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc∞V (n; νV , 0)
∣∣∣∣∣
2
+ (9.39)
+Nε/8 ‖aN‖22 ‖b‖2∞(Q +N) ,
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where, as noted in (8.60), within the proof of Theorem 9, one has
‖aN‖22 ≪η N1+η (η > 0), (9.40)
with an implicit constant that is determined by η and the value of the implicit constant associated with the
case j = k = 0 of the condition (1.3.15).
Given what we currently suppose concerning the coefficients an (n ∈ O−{0}), it follows by Theorem 9
(applied with ε/8, α : C → C, β : C → C, y, Y and, when appropriate, Q/2 substituted for ε, α : C → C,
β : C→ C, t, X and Q, respectively) that one has, for Q1 ∈ {Q/2, Q} with Q1 ≥ 1,
∑
Q1
2 <|q|2≤Q1
(Γ0(q))∑
V
νV >0
Y νV
∣∣∣∣∣ ∑
N
4 <|n|2≤N
an |n|2iyc∞V (n; νV , 0)
∣∣∣∣∣
2
≪ε (9.41)
≪ε
(
δ−1 + |y|)11((1 + Y
Q21N
−1
)ϑ
Q+
(
1 +
Y
H +K
)ϑ
N
)
Qε/8N1+ε/8 .
Since 0 ≤ ϑ ≤ 2/9, since 0 < δ ≤ 1, since N ≤ Q2 (by (1.4.6)), and since Y = Z ′ + 1, where Z ′ is given by
(9.28), it follows by (9.39), (9.40) (for η = ε/8) and (9.41) that one has
S∗y(R,S;Z
′;N)≪ε Qε/2N‖b‖2∞
((
1 +
Y
Q2N−1
)ϑ
Q+
(
1 +
Y
H +K
)ϑ
N
)(
δ−1 + |y|)11 , (9.42)
where
Y
Q2N−1
=
1 + Z ′
Q2N−1
≤ 1 + Z
′N
Q2
= 1+
X2N
(Q2L−1 + L)Q2
≪ 1 + X
2NL
(Q + L)2Q2
and
Y
H +K
=
1 + Z ′
H +K
≤ 1
2
+
Z ′
H +K
=
1
2
+
X2
(Q2L−1 + L) (H +K)
≪ 1 + X
2L
(Q+ L)2(H +K)
.
By (9.29), (9.33), and (9.42) and the bounds just noted, the result in (9.27) follows 
Lemma 9.4. Let B > 1, X > 0 and t ∈ R; let the function Ω : (0,∞)→ C be infinitely differentiable, with
support Supp(Ω) ⊆ [B−1, B]; and let the function ϕ : (0,∞)→ C be given by
ϕ(r) = Ω
(
Xr2
)
r2it (r > 0). (9.43)
Then ϕ is infinitely differentiable on (0,∞), satisfies
ϕ(j)(r)≪Ω,j (1 + |t|)jr−j (j ∈ N ∪ {0} and r > 0), (9.44)
and has
Supp(ϕ) ⊆ [B−1/2X−1/2 , B1/2X−1/2 ] . (9.45)
Moreover, the function f : C∗ → C given by
f(z) = ϕ (|z|) (z ∈ C∗), (9.46)
is even, smooth and compactly supported in C∗.
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Proof. Note firstly that the function R 7→ Ω(R2) is infinitely differentiable on (0,∞). Indeed, this function
is the composition of functions Ω ◦ q, where q : (0,∞)→ (0,∞) is given by
q(R) = R2 (R > 0), (9.47)
and so (given that the functions x 7→ Re(Ω(x)) and x 7→ Im(Ω(x)) are infinitely differentiable) it follows by
the case m = 1, U = V = (0,∞) and f = q of Lemma 8.1 that Ω ◦ q is infinitely differentiable on (0,∞).
Since the function r 7→ X1/2r is infinitely differentiable (and positive valued) on (0,∞), it similarly follows
that the function
r 7→ (Ω ◦ q)(X1/2r) = Ω(Xr2)
is infinitely differentiable on (0,∞). By the chain-rule of differential calculus (and the principal of induction),
it may moreover be deduced that, for r > 0 and j = 0, 1, 2, . . . , one has:∣∣∣∣ djdrj Ω(Xr2)
∣∣∣∣ = ∣∣∣∣ djdrj (Ω ◦ q)(X1/2r)
∣∣∣∣ =
=
∣∣∣Xj/2 (Ω ◦ q)(j)(X1/2r)∣∣∣ ≤
≤
(
max
R>0
Rj
∣∣(Ω ◦ q)(j) (R)∣∣) r−j = ( max
1/
√
B≤R≤
√
B
Rj
∣∣(Ω ◦ q)(j) (R)∣∣ )r−j . (9.48)
Since the function r 7→ Ω(Xr2) is infinitely differentiable, and since
dj
drj
(
r2it
)
= (2it)(2it− 1) · · · (2it− j + 1)r2it−j (j ∈ N ∪ {0}, r > 0),
we may deduce from (9.43) and (9.48), by Leibniz’s rule for higher order derivatives of a product, that the
function ϕ is infinitely differentiable on (0,∞), and is such that, for all j ∈ N ∪ {0}, and all r > 0, one has:
∣∣∣ϕ(j)(r)∣∣∣ =
∣∣∣∣∣∣
j∑
k=0
(
j
k
)( ∏
0≤ℓ<k
(2it− ℓ)
)
r2it−k
dj−k
drj−k
Ω
(
Xr2
)∣∣∣∣∣∣≪j
j∑
k=0
(1 + |t|)kr−k OΩ,j−k
(
r−(j−k)
)
.
We consequently obtain the bound stated in (9.44).
By (9.43), Supp(ϕ) = {√x/X : x ∈ Supp(Ω)}. The result (9.45) is therefore an immediate corollary of
the hypothesis that Supp(Ω) ⊆ [B−1, B].
I order to complete this proof we have now only to verify the assertions of the lemma concerning the
function f : C∗ → C given by (9.46).
Firstly, we may note that, since |−z| = |z| for z ∈ C, it is ensured by the definition (9.46) that the
function f is even.
Secondly, we observe that, by the relations (9.45) and (9.46), one has Supp(f) ⊆ A, where
A =
{
z ∈ C : B−1/2X−1/2 ≤ |z| ≤ B1/2X−1/2
}
⊂ C∗ .
We claim that the set Supp(f) is, therefore, a closed and bounded subset of C, and so is compact (with
respect to the usual topology on C). The boundedness of Supp(f) follows immediately from our observation
that Supp(f) is contained within the annular region A (itself clearly bounded). To see that Supp(f) is also a
closed subset of C, we begin with the observation that Supp(f) is, by definition, a closed subset with respect
to the relative topology on C∗. There is, consequently, some set Z ⊆ C which is closed in C and satisfies
Z ∩ C∗ = Supp(f). Therefore, and since Supp(f) ⊆ A ⊂ C∗, it follows that Supp(f) is the intersection of
two closed subsets of C (namely A and Z), and so is itself a closed subset of C. As the above has verified
our claims concerning the set Supp(f), we may conclude that f is indeed compactly supported in C∗.
Thirdly (and finally), we note that one has, by (9.46),
f(x+ iy) = ϕ
((
x2 + y2
)1/2)
=
(
ϕ ◦ q−1)(x2 + y2) ((x, y) ∈ R2 − {(0, 0)}), (9.49)
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where q−1 : (0,∞) → (0,∞) is the inverse of the function q given by (9.47). Hence, and since all three of
the functions u 7→ q−1(u) = √u, v 7→ Re(ϕ(v)) and v 7→ Im(ϕ(v)) are infinitely differentiable on (0,∞), it
follows by the case m = 1, U = V = (0,∞), f = q−1 of Lemma 8.1 that the functions u 7→ Re((ϕ ◦ q−1)(u))
and u 7→ Im((ϕ ◦ q−1)(u)) are infinitely differentiable on (0,∞). Therefore, by two further applications of
Lemma 8.1 (both with m = 2, U = R2 − {(0, 0)}, V = (0,∞) and f : U → V given by f(u) = u21 + u22, for
u ∈ U), it may be deduced from (9.49) that the function f : C∗ → C given by (9.46) is smooth (in the sense
defined at the start of Subsection 1.2) 
Lemma 9.5. Let η > 0. Then there exists an infinitely differentiable function Ω : (0,∞)→ [0, 1] which has
Supp(Ω) ⊆ [2−η−2 , 2η+2] (9.50)
and satisfies
Ω(u) = 1 for 2−η ≤ u ≤ 2η. (9.51)
Proof. It will suffice to construct an infinitely differentiable function Ψ : R→ [0, 1] which has
Supp(Ψ) ⊆ [−η − 2 , η + 2] (9.52)
and satisfies
Ψ(y) = 1 for −η ≤ y ≤ η. (9.53)
For then the function Ω : (0,∞)→ [0, 1] given by
Ω(u) = Ψ
(
log u
log 2
)
(u > 0)
will be such that the conditions (9.50) and (9.51) are satisfied, and (by the case m = 1, U = (0,∞), V = R,
f(u) = (log u)/(log 2) of Lemma 8.1) will, moreover, be an infinitely differentiable function on (0,∞).
We claim that a suitable function Ψ : R → [0, 1] (infinitely differentiable, and such that (9.52) and
(9.53) hold) is given by:
Ψ(y) = (X(1))
−1
(X(y + η + 1)−X(y − η − 1)) (y ∈ R), (9.54)
with
X(x) =
∫ x
−∞
Φ(t) dt (x ∈ R), (9.55)
where (as in the proof of Theorem 4) the function Φ is the infinitely differentiable real function defined by
the second of the equations below (3.5).
In order to verify this claim, it suffices to show that (9.55) defines an infinitely differentiable function
X : R→ R which is zero on (−∞,−1], strictly increasing on (−1, 1), and constant on [1,∞). For, if that is
the case, then X is an increasing and infinitely differentiable function on R, with
X(x) = X(−1) for x ≤ −1 , X(x) = X(1) for x ≥ 1 , and X(1) > X(−1) = 0 ;
and so it then follows, by (9.54), that the function Ψ is infinitely differentiable on R, with range contained
in the interval [0/X(1), (X(1)− 0)/X(1)] = [0, 1], and with
Ψ(y) =
 (X(−1)−X(−1))/X(1) = (0− 0)/X(1) = 0 if y ≤ −η − 2;(X(1)−X(−1))/X(1) = (X(1)− 0)/X(1) = 1 if −η ≤ y ≤ η;
(X(1)−X(1))/X(1) = 0/X(1) = 0 if y ≥ η + 2.
Observe now that (9.55) does indeed define a real function X with all of the properties just mentioned.
Indeed, since Φ is continuous on R, since the range of Φ is contained in [0,∞), and since Φ(t) > 0 if and only
if −1 < t < 1, the integral on the right-hand side of the equation (9.55) equals zero for x ≤ −1, and (by the
first fundamental theorem of integral calculus) is strictly increasing on the interval (−1, 1), and constant on
[1,∞); one has, moreover, X ′(x) = Φ(x) (x ∈ R), and so, given that Φ is infinitely differentiable on R, it
follows that X is infinitely differentiable on R. This completes the proof of the lemma 
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The Proof of Theorem 10.
By the case η = 4 of Lemma 9.5, we may choose (once and for all) an infinitely differentiable function
Ω : (0,∞)→ [0, 1] such that
Supp(Ω) ⊆ [2−6 , 26] (9.56)
and
Ω(u) = 1 for 2−4 ≤ u ≤ 24. (9.57)
We choose this function Ω independently of all other parameters (as might, for example, be achieved by
defining Ω(u) = Ψ((log u)/(log 2)) (u > 0), where Ψ is the real function constructed in the proof of
Lemma 9.5).
Let the hypotheses of Theorem 10 be satisfied. Then, by and the definition (1.4.11) and the results
(1.4.3), (1.4.4) (established by Lemma 9.2), we have, for (r, s) ∈ B(R,S) and n, ℓ ∈ O,
Kr,s(n, ℓ) =
∑
06=p∈O
(p,r)∼1
gr,s
(|p|2)S1/s,∞(n, ℓ; ps√r) = (Γ0(rs))∑
c∈1/sC∞
gr,s
( |c|2
|s|2|r|
)
S1/s,∞(n, ℓ; c) ,
where aCb and Sa,b(ω, ω′; c) are given by (1.1.13)-(1.1.15) (with Γ = Γ0(rs) there). Since it is moreover the
case that Supp(gr,s) ⊆ [P/2, P ], we therefore have:
Kr,s(n, ℓ) =
(Γ0(rs))∑
c∈1/sC∞
D(r,s)/2<|c|2<D(r,s)
gr,s
( |c|2
|s|2|r|
)
S1/s,∞(n, ℓ; c) ((r, s) ∈ B(R,S), n, ℓ ∈ O), (9.58)
where
D(r, s) = P |s|2|r| . (9.59)
To prepare for an application of the Corollary to Theorems 1 and 2, we observe now that, if r, s, ℓ, n
and c satisfy the conditions of summation in (1.4.10) and (9.58), then, by (1.4.8) and (9.59), one has∣∣∣∣∣2π
√
nℓ
c
∣∣∣∣∣
2
=
4π2|nℓ|
|c|2 ∈
(
4π2(N/4)1/2(L/2)1/2
P |s|2|r| ,
4π2N1/2L1/2
(P |s|2|r|/2)
)
⊆
(
2−3/2X−1 , 25/2X−1
)
,
where the parameter X ≥ 2 is that given by the equation (1.4.7). The relations in (9.57)-(9.59) therefore
imply that
Kr,s(n, ℓ) =
(Γ0(rs))∑
c∈1/sC∞
D(r,s)/2<|c|2<D(r,s)
Ω
∣∣∣∣∣2π
√
nℓ
c
∣∣∣∣∣
2
X
 gr,s( |c|2|s|2|r|
)
S1/s,∞(n, ℓ; c)
whenever r, s, ℓ and n satisfy the conditions of summation in (1.4.10). Now the conditions D(r, s)/2 < |c|2
and |c|2 < D(r, s) are redundant in the above summation, for (as is implicit in our derivation of (9.58))
the factor gr,s(|c|2/|s|2|r|) is equal to zero whenever those conditions of summation are not both satisfied.
Therefore any weakening of those conditions has no effect on the value of the sum. Hence, given the definitions
in (9.59) and (1.4.8), it is certainly the case that if r, s, ℓ and n satisfy the conditions of summation in (1.4.10)
then
Kr,s(n, ℓ) =
(Γ0(rs))∑
c∈1/sC∞
2−8D∗<|c|2<28D∗
Ω
∣∣∣∣∣2π
√
nℓ
c
∣∣∣∣∣
2
X
 gr,s( |c|2|s|2|r|
)
S1/s,∞(n, ℓ; c) , (9.60)
where
D∗ = D
(√
R ,
√
S
)
= PSR1/2 . (9.61)
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For (r, s) ∈ B(R,S), the function gr,s : (0,∞) → C is, by hypothesis, both infinitely differentiable and
compactly supported, and so, by Mellin’s inversion formula [10, Appendix, Equation (A.2)], one has
gr,s(x) =
1
2πi
σ+i∞∫
σ−i∞
Gr,s(w)x
−w dw (σ ∈ R and x > 0), (9.62)
where
Gr,s(w) =
∞∫
0
xw−1gr,s(x) dx (w ∈ C). (9.63)
Note that the integral on the right-hand side of (9.62) is absolutely convergent. Indeed, if (r, s) ∈ B(R,S)
then, given the definition (9.63), and given our hypotheses concerning the function gr,s (which include the
bounds in (1.4.9)), we may use repeated integrations by parts to obtain:
Gr,s(σ + it) = (−1)j
∞∫
0
xj−1+σ+it
(j − 1 + σ + it)(j − 2 + σ + it) · · · (σ + it) g
(j)
r,s(x) dx =
=
(−1)j
(j − 1 + σ + it)(j − 2 + σ + it) · · · (σ + it)
P∫
P/2
Oj
(
xσ−1
)
dx≪σ,j
≪σ,j P σ
∏
0≤m<j
|m+ σ + it|−1 for σ ∈ R, 0 6= t ∈ R and j ∈ N ∪ {0}. (9.64)
We apply the case σ = 1 of the identity (9.62) to the factor gr,s(|c|2/|s|2|r|) of the summand on the
right-hand side of (9.60). By following that with a change in the order of summation and integration (justified
by the finiteness of the sum concerned), we find that on the right-hand side of the equation (1.4.10) one has
Kr,s(n, ℓ) =
1
2π
∞∫
−∞
Gr,s(1 + it)
∣∣s√r∣∣2+2it (Γ0(rs))∑
c∈1/sC∞
2−8D∗<|c|2<28D∗
Ω
∣∣∣∣∣2π
√
nℓ
c
∣∣∣∣∣
2
X
 |c|−2−2it S1/s,∞(n, ℓ; c) dt .
From this it follows (similarly) that, when (r, s) ∈ B(R,S), one has:
∑
N
4 <|n|2≤N
an
∑
L
2 <|ℓ|2≤L
A(ℓ)Kr,s(n, ℓ) =
1
2
∞∫
−∞
Gr,s(1 + it)
∣∣s√r∣∣2+2it (2π)−2itκ(r, s; t) dt , (9.65)
where
κ(r, s; t) =
∑
N
4 <|n|2≤N
an|n|−it
∑
L
2 <|ℓ|2≤L
A(ℓ)|ℓ|−it
(Γ0(rs))∑
c∈1/sC∞
2−8D∗<|c|2<28D∗
S1/s,∞(n, ℓ; c)
π|c|2 ϕt
(∣∣∣∣∣2π
√
nℓ
c
∣∣∣∣∣
)
, (9.66)
with
ϕt(ρ) = Ω
(
Xρ2
)
ρ2it (ρ > 0). (9.67)
By (1.4.3), the innermost sum on the right-hand side of the equation (9.66) is finite, so it is certainly the
case that, for (r, s) ∈ B(R,S), the function t 7→ κ(r, s; t) is both continuous and bounded on R. Therefore,
by (9.65) and the case σ = 1 of the bounds in (9.64), it follows that if (r, s) ∈ B(R,S) and j > 1 then
∑
N
4 <|n|2≤N
an
∑
L
2 <|ℓ|2≤L
A(ℓ)Kr,s(n, ℓ)≪j P |s|2|r|
∞∫
−∞
|κ(r, s; t)| dt
(1 + |t|)j .
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Consequently, given the definitions (1.4.10), (1.4.8) of Λ and B(R,S) (which ensure, amongst other things,
that the latter is a finite set), one has the bounds:
Λ≪j PSR1/2
∞∫
−∞
( ∑
(r,s)∈B(R,S)
|b(r, s)κ(r, s; t)|
)
dt
(1 + |t|)j (j > 1). (9.68)
The next step is (in effect) to apply the ‘Kloosterman to spectral’ sum formula (Theorem 1), in order
to express κ(r, s; t) (as given by (9.66)) in terms of spectral data associated with the space L2(Γ0(rs)\G).
However we save some time and space by using, in place of Theorem 1, the Corollary to Theorems 1 and 2.
Note firstly that, given the constraint (9.56) on Supp(Ω), it is shown by Lemma 9.4 that, for each t ∈ R,
the hypotheses of the Corollary to Theorems 1 and 2 concerning ϕ : (0,∞) → C, X , A and f : C∗ → C
are satisfied when one has: ϕ = ϕt (the function defined in (9.67)), X as defined in (1.4.7), A = 8, and
f(z) = ϕt(|z|) (z ∈ C∗). We have, in particular,
Supp (ϕt) ⊆
[
2−3X−1/2 , 23X−1/2
]
(t ∈ R), (9.69)
and so, given (1.4.7) and (9.61), the conditions 2−8D∗ < |c|2 < 28D∗ constraining the innermost summation
on the right-hand side of the equation (9.66) are, in effect, superfluous: for if N/4 < |n|2 ≤ N , and if
L/2 < |ℓ|2 ≤ L, then ϕt(|2π
√
nℓ/c|) = 0 for all c ∈ 1/sC∞ that satisfy either |c|2 ≤ 2−15/2D∗ or |c|2 ≥ 26D∗.
It therefore follows by the Corollary to Theorems 1 and 2 that, when (r, s) ∈ B(R,S), t ∈ R and η > 0, one
has:
κ(r, s; t) =
(Γ0(rs))∑
V
νV >0
Kft (νV , 0)
∑
N
4 <|n|2≤N
an |n|itc1/sV (n; νV , 0)
∑
L
2 <|ℓ|2≤L
A(ℓ)|ℓ|−itc∞V (ℓ; νV , 0) + (9.70)
+Oη
(logX)Yt (1 + |µ(1/s)|Nη+1/2)(1 + |µ(∞)|Lη+1/2) ‖aN‖2
( ∑
L
2 <|ℓ|2≤L
|A(ℓ)|2
)1/2,
where
ft(z) = ϕt(|z|) (z ∈ C∗) (9.71)
and
Yt = X
−3/2max
ρ>0
∣∣∣ϕ(3)t (ρ)∣∣∣ (9.72)
(while the definitions of the cuspidal subspaces V , the spectral parameters νV , the K-transform, the Fourier
coefficients caV (n; ν, p), the factors µ(a) and the norm ‖aN‖2 may, in each case, be found either in Subsec-
tion 1.1, or else within the statements of Theorems 1 and 2, in Subsection 1.2).
By Lemma 9.4 it follows that, when t ∈ R, the function ϕt : (0,∞) → C given by (9.67) is infinitely
differentiable on (0,∞), and moreover satisfies
ϕ
(j)
t (ρ)≪j (1 + |t|)jρ−j for j ∈ N ∪ {0} and ρ > 0 (9.73)
(although the implicit constant here does depend on Ω, as well as on j, we are nevertheless correct in omitting
to indicate this dependence on Ω in (9.73), for our choice of Ω was not dependent on anything else, and
remains fixed). Hence, and by (9.69), (9.71) and our hypothesis (1.4.7) that X ≥ 2, it follows that, when
t ∈ R, we may apply the bound in (1.2.17) for f = ft, A = 8, and ϕ = ϕt, and so deduce, by (9.69) and
(9.73) (for j = 0), that
Kft(ν, 0)≪
23X−1/2∫
2−3X−1/2
O(1)
dρ
ρ
min
{
logX , ν−1
}
Xν ≪ (logX)Xν (0 < ν ≤ 1/2). (9.74)
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By (9.69), (9.72) and the case j = 3 of (9.73), we have also
Yt = X
−3/2 max
ρ≥2−3X−1/2
O
(
(1 + |t|)3ρ−3)≪ (1 + |t|)3 (t ∈ R).
Moreover, it follows by the definition (1.4.8) that, when (r, s) ∈ B(R,S), q = rs and Γ = Γ0(q), one has
|µ(1/s)| = |µ(∞)| = |q|−1
(for, as is observed towards the end of the proof of Theorem 11, if Γ = Γ0(q), and if s | q is such that q and
q/s are coprime, then 1/µ(1/s) ∼ 1/µ(∞) ∼ q).
Given the bound in (9.74), and given what has just been noted concerning Yt, µ(1/s) and µ(∞), we
may deduce from the equation (9.70) and Theorem 3 that, for (r, s) ∈ B(R,S), t ∈ R and η = ε/16 > 0,
κ(r, s; t)≪ (logX)
(Γ0(rs))∑
V
νV >0
XνV
∣∣∣∣∣∣∣
( ∑
N
4 <|n|2≤N
an |n|itc1/sV (n; νV , 0)
)( ∑
L
2 <|ℓ|2≤L
A(ℓ)|ℓ|−itc∞V (ℓ; νV , 0)
)∣∣∣∣∣∣∣+
+Oε
(logX) (1 + |t|)3 (1 + Nη+1/2|rs|
)(
1 +
Lη+1/2
|rs|
)
‖aN‖2
( ∑
L
2 <|ℓ|2≤L
|A(ℓ)|2
)1/2 .
By this and the case j = 13 of the bound (9.68), either
Λ≪ε (logX)PSR1/2 ‖aN‖2
( ∑
L
2 <|ℓ|2≤L
|A(ℓ)|2
)1/2 ∑
(r,s)∈B(R,S)
|b(r, s)|
(
1 +
Nε/16+1/2
|rs|
)(
1 +
Lε/16+1/2
|rs|
)
, (9.75)
or else
Λ≪ (logX)PSR1/2
∞∫
−∞
(
S∞,∗−t/2,t/2
) dt
(1 + |t|)13 , (9.76)
with S∞,∗u,y = S
∞,∗
u,y (R,S;X ;L,N) being the bounded and continuous non-negative real valued function of
(u, y) ∈ R× R that is given by the equation (9.25), in Lemma 9.3.
In the latter of the two cases just described, the results (1.4.12) and (1.4.14) of Theorem 10 follow
immediately from (9.76) and the bounds (9.26), (9.27) of Lemma 9.3 (the relevant calculation is straight-
forward if one notes that RS = Q, that 1 ≤ δ−1 + |t/2| ≤ (1 + |t|)δ−1 for 0 < δ ≤ 1 and t ∈ R, and that∫
R
(1 + |t|)σdt <∞ for σ < −1).
In the former case (in which the bound (9.75) holds) we may note that, since∑
L
2 <|ℓ|2≤L
|A(ℓ)|2 =
∑
L
2 <|ℓ|2≤L
O(1)≪ L
(by the case j = k = 0 of the hypotheses in (1.4.5)), and since one has also
∑
(r,s)∈B(R,S)
(
1 +
Nη+1/2
|rs|
)2(
1 +
Lη+1/2
|rs|
)2
≪ |B(R,S)|
(
1 +
N
RS
)(
1 +
L
RS
)
Q8η (η > 0)
and
|B(R,S)| ≤
(
2R1/2
)2 (
2S1/2
)2
= 16RS = 16Q (9.77)
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(by the definition of B(R,S) in (1.4.8), and the conditions in (1.4.6)), it therefore follows by a combination
of the bound (9.75) and the Cauchy-Schwarz inequality that
Λ2 = Oε
(
(logX)2P 2S2R ‖aN‖22 L‖ b‖22 |B(R,S)|Qε/2
(
1 +
N
Q
)(
1 +
L
Q
))
≪ε
≪ε (logX)2P 2S ‖aN‖22 L ‖b‖22Qε/2 (Q+N) (Q+ L) (9.78)
where ‖b‖2 is as stated in (1.4.13); and it moreover follows by (9.78), (1.4.13) and (9.77) that one has also:
Λ2 = Oε
(
(logX)2P 2S ‖aN‖22 L ‖b‖2∞ |B(R,S)|Qε/2 (Q+N) (Q+ L)
)
≪ε
≪ε (logX)2P 2S ‖aN‖22 L ‖b‖2∞Q1+ε/2 (Q +N) (Q+ L) , (9.79)
where ‖b‖∞ is given by (1.4.15).
The bound in (9.78) implies the result stated in (1.4.12) (where, by definition, one has ϑ ≥ 0, and
where, by hypothesis, one also has δ−1 ≥ 1). Moreover, when the hypotheses of Theorem 9 concerning
an (n ∈ O − {0}), N,H,K ∈ [1,∞) and α, β : C → C are satisfied, one has (see (8.27), in the proof of
Lemma 8.4) the bound ‖aN‖22 = Oε(N1+ε/4), so that the bound (9.79) implies the result stated in (1.4.14)
(given that, by the condition (1.4.6), one has Nε/4 ≤ Qε/2).
By the conclusions reached in the last three paragraphs, we have obtained, in all relevant cases, what is
stated in Theorem 10 
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