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We study a continuous model which describes the action of a velocity dependent drag
on an oscillatory system. The solution of the resulting differential equation turns out
to be asymptotic to a function which is expressible by means of the gamma and the
hypergeometric functions. Among the applications, we consider that to the free oscillations
around the fixed point which are ruled by van der Pol’s equation. A section is devoted to
computational procedures and simulations.
© 2009 Elsevier Ltd. All rights reserved.
0. Introduction
Many mechanical systems have a damping force which is always opposite to the motion and whose magnitude is
proportional to a power of the velocity, namely EF = −bx˙|x˙|n, where b is a positive real number and n is a non-negative
integer.
The considerable amount of experimental work conducted toward the exact determination of the air drag (starting with
the famous Siacci curve and of interest both in ballistics and in aeronautics) shows the inadequacy of the discrete model
(i.e. with n an integer) for this kind of resistance. As a matter of fact, the integer n is generally assumed to be equal zero for
small velocities (less than 2 m/s), while for velocities ranging from 2 to 200 m/s it is usually taken to be equal to 1. A closer
analysis of the above mentioned studies shows that it would be far more faithful to experimental evidence to assume that
the exponent of |x˙| varies continuously from 0 to over 2 (near the sound velocity) and then decreases slightly, but always
assuming real values (and not necessarily integer).
More generally, the resistance opposed to themotion in a fluid is ruled by the Reynolds number R, which takes account of
the fluid density and viscosity, as well as the velocity. As stated in [1, p.114], for values of R around 1 the force is proportional
to the velocity (n = 0), while for values of the order 103 to 105 it is proportional to the square of the velocity (n = 1). In the
intermediate range 10 ≤ R ≤ 103 it is natural to guess that the exponent of |x˙| in the expression of EF (see above) is a real
number varying from 0 to 1.
In an attempt to give a proper mathematical form to the previous considerations we have considered the differential
equation
x¨+ ω2x+ bx˙|x˙|s = 0
for ω > 0, b > 0, s > −1.
As a main result we prove that for s > 0 and any choice of the i.c. (initial conditions), the solution x(t) turns out to
be asymptotic to a function x˜(t) which is expressible in closed form by means of the Euler 0-function. This feature of
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x(t), jointly with the contribution of a correcting term obtained with the aid of the hypergeometric function, enables us
to construct working approximations of the solution. Besides, for s small in modulus, our equation can be considered as
a sort of perturbation of the linear case: actually this allows a qualitative glimpse into the neighborhood of s = 0. As a
corollary of our theorem we can prove for instance that for s > 0 the motion is always oscillatory (in the sense of infinite
oscillations around the equilibrium point), no matter how big the coefficient b/ω is; in contrast, for −1 < s < 0, it seems
to have at most a finite number of oscillations even for very small b/ω. However, in the case of negative s we have to rely
partially on numerical results. In this connection the linear case seems therefore to be singular, since it is the only case in
which one can have both heavy and light damping (depending on the ratio b/ω).
Further, we consider the more general equation
x¨+ ω2x+ bx˙|x˙|s|x|s¯ = 0
for the values of s, s¯ which allow an approach analogous to the one used to address the previous equation (s¯ = 0). These
include the case s = 0, s¯ = 2, corresponding to α = 0 in the van der Pol equation
x¨− (α − βx2)x˙+ x = 0
(see [2, p.110]). We show that the generator always has infinite free oscillations around the origin for any value of β > 0,
even if they are not self-excited as happens for α > 0.
In establishing our results, a central role is played by taking into account a function which is asymptotic to the solution
of our differential equation. This trend of dealing with many problems asymptotically is a constant feature of the theory of
nonlinear oscillators, detectable in various contexts. As a matter of fact, for instance in the paper [3], the asymptotic nature
of a slowly varying function is used to eliminate secularities arising in singular perturbation techniques.
1. Basic notions and a lemma
Throughout the paper we make extensive use of two special functions, namely the gamma and the hypergeometric
functions. We give here some basic definitions and terminology and refer the reader to the books [4] and [5] for further
details. The gamma function ismeromorphicwith simple poles at non-positive integers and is defined by the infinite product
0(z) = 1
z
∞∏
n=1
{(
1+ z
n
)−1 (
1+ 1
n
)z}
, z ∈ C.
For λ ∈ C and n ∈ N, define
(λ)n := 0(λ+ n)
0(λ)
=
{
1, for n = 0;
λ · (λ+ 1) · · · (λ+ n− 1), for n ≥ 1.
If a, b, c are complex numbers, where c is neither a negative integer nor zero, then the series
F(a, b, c, z) =
∞∑
n=0
(a)n (b)n
n! (c)n z
n (1)
defines, for |z| < 1, the hypergeometric function.
We begin by introducing the notation necessary for the following lemma. Let s, s¯ be real numbers greater than −1. We
impose
G(x, s, s¯) =
∫ x
0
| sin ξ |s| cos ξ |s¯ dξ, x > 0 (2)
and
0(s, s¯) = 0
( s+1
2
)
0
( s¯+1
2
)
0
( s+s¯+2
2
) . (3)
If m = b 2x
pi
c and c = 2x
pi
− b 2x
pi
c are respectively the integer and the decimal parts of the positive real number 2x
pi
, namely
x = pi2 (m+ c), withm a non-negative integer and 0 ≤ c < 1, then we define, for x0 > 0 and s0, s¯0 > −1, the function
G˜(x, s, s¯) =

m
2
0(s, s¯), for c = 0;
m
2
0(s, s¯)+ h
p
2p
F(1− q, p, p+ 1, h), for c 6= 0,m even;
m+ 1
2
0(s, s¯)− (1− h)
p
2p
F(1− q, p, p+ 1, 1− h), for c 6= 0,m odd;
(4)
with p = s+12 , q = s¯+12 , h = sin2
(
pi
2 c
)
.
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Lemma. G(x, s, s¯) = G˜(x, s, s¯) for any x > 0 and s, s¯ > −1.
Proof. We divide our proof into two steps.
Firstly we prove that the functions G(x, s, s¯) and G˜(x, s, s¯) are continuous at every point P0 = (x0, s0, s¯0) with x0 > 0
and s0, s¯0 > −1. The continuity of G follows immediately from its definition by formula (2). As the gamma function is
analytically regular when its argument is real positive, the 0(s, s¯) defined in (3) is a two-variable continuous function for
s, s¯ > −1. Now we are going to prove the continuity of G˜. Let P0 = (x0, s0, s¯0) be a point in the above defined domain, and,
using the notation introduced above, write x0 = pi2 (m0 + c0). If c0 6= 0 there is neighborhood of x0 in which m remains
equal m0, with c bounded away from 0 and 1 (and so does h), for every x = pi2 (m + c) in the neighborhood, while s0, s¯0
are allowed to vary in neighborhoods bounded away from−1. Therefore, the continuity of G˜(x, s, s¯) follows from the above
mentioned continuity of 0(s, s¯) as well from the fact that the series in (1) has radius of convergence equal to 1 and defines a
continuous function of Pp,qh , where P
p,q
h = F(1− q, p, p+ 1, h), as the integral representation of the hypergeometric series
shows (see [4, p. 110]):
F(1− q, p, p+ 1, h) = p
∫ 1
0
tp−1(1− th)q−1 dt. (5)
Consider now the case c0 = 0. It is known (see [5, pp. 156–157]) that
F(1− q, p, p+ 1, 1) = lim
h→1−
F(1− q, p, p+ 1, h) = p0(s, s¯), (6)
while of course
F(1− q, p, p+ 1, 0) = 1. (7)
Formula (6) shows, together with the application of (5) with h = 1, the required continuity for m odd, while (7) does the
same form even and h = 0, form (4). This completes the proof of the continuity of G(x, s, s¯) and G˜(x, s, s¯).
In the second step wewill prove that G and G˜ coincide on a dense subset, namely for x > 0 and s, s¯ rational numbers with
even numerator. Suppose firstly 0 < x ≤ pi/2. With the position ξ = arcsin(√τ sin x), we have∫ x
0
sins ξ coss¯ ξ dξ = sin
2p x
2
∫ 1
0
τ p−1(1− τ sin2 x)q−1 dτ .
From (5) we get∫ 1
0
τ p−1(1− τ sin2 x)q−1 dτ = 1
p
F(1− q, p, p+ 1, sin2 x).
Thus, for 0 < x ≤ pi/2, we obtain
G(x, s, s¯) = sin
2p x
2p
F(1− q, p, p+ 1, sin2 x).
In particular, for x = pi/2 we have G(pi2 , s, s¯) = 12 0(s, s¯), from (6). As s, s¯ have even numerators, the integrand is an even
function and we have, form a non-negative integer and 0 ≤ c < 1, the following:
∫ pi
2 (m+c)
pi
2 m
sins ξ coss¯ ξ dξ =

∫ pi
2 c
0
sins ξ coss¯ ξ dξ, form even;∫ pi
2
pi
2 (1−c)
sins ξ coss¯ ξ dξ, form odd.
Now, for any x > 0, x = pi2 (m+ c)withm a non-negative integer and 0 ≤ c < 1, we get∫ x
0
sins ξ coss¯ ξ dξ =
∫ pi
2 m
0
sins ξ coss¯ ξ dξ +
∫ pi
2 (m+c)
pi
2 m
sins ξ coss¯ ξ dξ
= m
∫ pi
2
0
sins ξ coss¯ ξ dξ +
∫ pi
2 (m+c)
pi
2 m
sins ξ coss¯ ξ dξ .
From the above, our assertion that G(x, s, s¯) = G˜(x, s, s¯) follows immediately in the cases c = 0 and c 6= 0 with m even. If
c 6= 0 withm odd our claim follows from the following obvious facts:∫ pi
2
pi
2 (1−c)
sins ξ coss¯ ξ dξ =
∫ pi
2
0
sins ξ coss¯ ξ dξ −
∫ pi
2 (1−c)
0
sins ξ coss¯ ξ dξ,
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sin2
(pi
2
(1− c)
)
= 1− sin2
(pi
2
c
)
.
From the two steps of our proof, as G and G˜ are continuous functions which coincide on a dense subset, it must be that
G(x, s, s¯) = G˜(x, s, s¯) for any x > 0 and s, s¯ > −1. 
2. Infinite versus finite oscillations
Theorem 1. Given the differential equation
x¨+ ω2x+ bx˙|x˙|s = 0 (8)
with ω > 0, b > 0 and s > 0, the solution x(t) with initial conditions x(t0) = x0, x˙(t0) = x˙0 and x20 + x˙20 6= 0 is asymptotic to
the function
x˜(t) = r0|r0|
(
sωsb0¯(s+ 2)
pi
t
)−1/s
cos(ωt + C0),
where 0¯(s) = 0(s, 0) = √pi0 ( s+12 ) /0 ( s+22 ) and r0, C0 are constants depending on the initial conditions.
Proof. If E = T + V = 12 (ω2x2 + x˙2) is the total energy, multiplication of (8) by x˙ shows that dEdt = −bx˙2|x˙|s which implies
(considering that x¨ is bounded) that x˙ tends to 0, for t → +∞. We reduce (8) to the Lagrange standard form through the
amplitude–phase transformation
x(t) = r(t) cos(ωt + ψ(t)),
combined with the condition
x˙(t) = −ωr(t) sin(ωt + ψ(t)).
This yields the system{
r˙ = −bωsr|r|s| sin(ωt + ψ)|s+2
ψ˙ = −bωs|r|s cos(ωt + ψ) sin(ωt + ψ)| sin(ωt + ψ)|s (9)
with initial condition r0 and ψ0 directly deduced from x0 and x˙0. As x˙ tends to 0 for t → +∞, it is easily seen from (9) that
r tends monotonically to zero as time increases. Separation of variables gives the following relation between r and ψ:
r(t) = r0|r0|
[(
sbωs
∫ t
t0
| sin(ωτ + ψ(τ))|s+2dτ
)
+ |r0|−s
]−1/s
. (10)
We evaluate the integral. As ψ˙ tends to zero as time increases (from the second expression of Eq. (9)), we can suppose
that for any fixed ε > 0 there exists tε such that
1
ω
− ε < 1
ω + ψ˙ <
1
ω
+ ε, for any t ≥ tε,
as well as
|ψ˙(t)| < ε, for any t ≥ tε.
Put y = ωt +ψ and write t = ϕ(y). From the above follows the existence of two constants k, k′ such that k− εt < ψ(t) <
k′ + εt , i.e.
(ω − ε)t + k < ωt + ψ(t) < (ω + ε)t + k′.
Thus ∫ t
tε
| sin(ωτ + ψ(τ))|s+2dτ =
∫ ωt+ψ(t)
ωtε+ψ(tε)
| sin y|s+2
ω + ψ˙(ϕ(y))dy
and we get the following chain of inequalities:(
1
ω
− ε
)∫ (ω−ε)t+k
ωtε+ψ(tε)
| sin y|s+2 dy <
(
1
ω
− ε
)∫ ωt+ψ(t)
ωtε+ψ(tε)
| sin y|s+2 dy
<
∫ ωt+ψ(t)
ωtε+ψ(tε)
| sin y|s+2
ω + ψ˙(ϕ(y)) dy <
(
1
ω
+ ε
)∫ (ω+ε)t+k′
ωtε+ψ(tε)
| sin y|s+2 dy.
From formula (6), with s¯ = 0, the related quantity F(1/2, p, p + 1, h) remains bounded for o ≤ h ≤ 1; therefore, as
x = pi2 (m+ c)withm a non-negative integer and 0 ≤ c < 1, it can be asserted that
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x0
| sin ξ |s+2 dξ = 0¯(s+ 2)
pi
x+ B(x),
where B(x) is a bounded function for x > 0. Then∫ (ω−ε)t+k
ωt0+ψ0
| sin ξ |s+2 dξ = (ω − ε) 0¯(s+ 2)
pi
t + B(t).
From the above chain of inequalities we get eventually(
1
ω
− ε
)
(ω − ε) 0¯(s+ 2)
pi
t + B(t) <
∫ ωt+ψ(t)
ωt0+ψ0
| sin y|s+2
ω + ψ˙(ϕ(y)) dy
<
(
1
ω
+ ε
)
(ω + ε) 0¯(s+ 2)
pi
t + B(t).
Returning to the variable t in the integral and recalling (10), it follows that, for t →+∞, we have the following asymptotical
relations:∫ t
t0
| sin(ωτ + ψ(τ))|s+2 dτ ∼ 0¯(s+ 2)
pi
t, r(t) ∼ r0|r0|
(
sωsb
0¯(s+ 2)
pi
t
)−1/s
.
Now we are going to prove that ψ(t) tends to a constant C0, for t → +∞. From the second equation in (9), we have that
ψ(t)must satisfy the following integral equation, for t ≥ t0:
ψ(t)− ψ0 = −bωs
∫ t
t0
|r(τ )|s cos(ωτ + ψ(τ)) sin(ωτ + ψ(τ))| sin(ωτ + ψ(τ))|s dτ . (11)
Let us prove that, for fixed ε > 0, there is tε such that, for any t > tε ,∣∣∣∣∫ t
tε
|r(τ )|s cos(ωτ + ψ(τ)) sin(ωτ + ψ(τ))| sin(ωτ + ψ(τ))|s dτ
∣∣∣∣ < ε.
With the usual position our integral becomes∫ ωt+ψ(t)
ωtε+ψ(tε)
|r(ϕ(ξ))|s cos ξ sin ξ | sin ξ |s
ω + ψ˙(ϕ(ξ)) dξ . (12)
As r s(ϕ(ξ)) is a monotone function of ξ , setting xε = ωtε +ψ(tε), x = ωt +ψ(t), for the mean value theorems there is a x¯,
with xε < x¯ < x, such that∫ x
xε
|r(ϕ(ξ))|sα(ξ) dξ = |r(ϕ(xε))|s
∫ x¯
xε
α(ξ) dξ + |r(ϕ(x))|s
∫ x
x¯
α(ξ) dξ,
where we write α(ξ) for cos ξ sin ξ | sin ξ |s. As r s tends to zero as time increases and the two integrals in the right member
are bounded, the left member is smaller than ε for tε sufficiently large, and the same holds for (12) since
1
ω
− ε < 1
ω + ψ˙(t) <
1
ω
+ ε.
Therefore, from the integral equation (11), it follows that for any ε there exist tε and Cε such that, for any t > tε , we have
|ψ(t)− Cε| < ε.
Setting εn = 1/n, the constants are contained in a bounded interval, and consequently they admit an accumulation point
C0 which is the required limit of ψ(t), for t → +∞. This completes the proof of the asymptotic nature for the functions x
and x˜. 
Now we are going to take into account Eq. (8) with the hypothesis −1 < s < 0; the notation and terminology remain
the same as in Theorem 1. In particular we can apply the amplitude–phase transformation and reduce to the (equivalent)
system (9). We have the following:
Proposition 1. If ψ˙(t) of (9) is a bounded function for t > t0, then the solution of (8)with−1 < s < 0 has only a finite number
of oscillations (possibly none) around the equilibrium point, for any b > 0, ω > 0 and any choice of x0, x˙0 with x20 + x˙20 6= 0.
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Proof. Let us prove that, for t > t0, the function y = ωt + ψ(t) has only a finite number of intersections with the sheaf
of straight lines y = (2k + 1)pi/2, with k an integer. Suppose as an absurdity the existence of infinite ti (where the index i
is a natural number) such that ωti + ψ(ti) = (2ki + 1)pi/2, with ki an integer. As (from (9) ψ is analytic at the ti, their set
cannot have accumulation points; therefore we can suppose ti+1 − ti > 1 without any loss of generality. As ψ˙ is bounded,
there is a δ < 1/2 such that, for any i and t , |t − ti| < δ implies | sin(ωt + ψ(t))| > 1/2. Thus∫ ti+δ
ti−δ
|sin(ωt + ψ(t))|s+2 dt > δ
and there exists t¯ > t0 such that∫ t¯
t0
|sin(ωt + ψ(t))|s+2 dt = −|r0|
−s
sbωs
.
Thus r(t¯) = 0 from (10) and the second equation in (9) is not defined in t¯; but this is absurd since the equivalence of (8) and
(9) holds everywhere. Consequently, the solution x(t) = r cos(ωt + ψ(t)) has only a finite number of zeros. 
Remark. All the numerical tests thatwehavemade seem to show that the condition of boundedness for ψ˙ is always fulfilled,
for every s in the range considered and every choice of ω, b, x0, x˙0. However, we are not able to demonstrate that this
boundedness holds in general.
As a consequence of our theorem we have the following:
Corollary 1. For s > 0 the solution of (8) is always oscillatory (in the sense of infinite oscillations around the equilibrium point),
i.e. the damping is always light.
Proof. In Theorem 1 we have proved that the solution has the form x(t) = r(t) cos(ωt + ψ(t)) with r(t) tending
monotonically to 0 and ψ(t) tending to a constant C0, for t →+∞. 
The numerical tests on the function ψ˙ encourage us to formulate the following:
Conjecture. For −1 < s < 0 and x˙0 6= 0 the solution of (8) is never oscillatory, i.e. the damping is always heavy. Thus the
linear case (s = 0) is the only one where the ratio b/ω has a qualitative meaning, namely it makes the difference between light
and heavy damping.
Remark. This conjecture would follow from Proposition 1 if ψ˙ is always bounded.
3. A more general case
Finally we consider the differential equation
x¨+ ω2x+ bx˙|x˙|s|ωx|s¯ = 0, (13)
for s, s¯ > −1, s+ s¯ > 0, b > 0 and ω > 0. The system{
r˙ = −bωs+s¯r|r cos(ωt + ψ)|s¯|r sin(ωt + ψ)|s sin2(ωt + ψ)
ψ˙ = −bωs+s¯ cos(ωt + ψ) sin(ωt + ψ)|r cos(ωt + ψ)|s¯|r sin(ωt + ψ)|s, (14)
with initial conditions r(t0) = r0 and ψ(t0) = ψ0 gives us the solution
x(t) = r(t) cos(ωt + ψ(t))
of the former equation with initial conditions x(t0) = x0 = r0 cos(ωt0 + ψ0) and x˙(t0) = x˙0 = −ωr0 sin(ωt0 + ψ0), when
x20 + x˙20 6= 0.
We state here the present results, whose proof can be obtained by following the steps for Theorem 1 and Corollary 1.
Proposition 2. The solution of (13) is asymptotic to the function
x˜(t) = r0|r0|
(
(s+ s¯)ωsb0(s+ 2, s¯)
pi
t
)−1/(s+s¯)
cos(ωt + C0),
where r0 and C0 are constants depending on the initial conditions.
Corollary 2. The solution of (13) is always oscillatory (light damping), independently of all the constants defining the problem.
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If s = 0 and s¯ = 2, we obtain van der Pol’s equation
x¨− (α − βx2)x˙+ x = 0
with α = 0, corresponding to the boundary value beyond which the self-excited oscillations originate (see [2, p.110]). From
Corollary 2 follows the existence of infinite free oscillations around 0, for any β > 0.
Corollary 3. In the hypotheses of Theorem 1 and Proposition 2, the oscillation time (pseudo-period of the damped oscillations)
of (8) and (13) tends to 2pi/ω as t →+∞.
Proof. It follows immediately from the form of the solutions, namely x(t) = r cos(ωt + ψ(t)), and from the fact that
limt→+∞ ψ(t) = C0. 
4. Computational section
From the large amount of numerical and symbolic manipulations that we did using the software Mathematica 6, we are
going to sketch some of our tests, somewhat limiting the description to the main idea.
Given the system of differential equations (9), with initial conditions r(t0) = r0 and ψ(t0) = ψ0, our program
quickly checks that x(t) = r(t) cos(ωt + ψ(t)) is the solution of the differential equation (8), with initial conditions
x(t0) = x0 = r0 cos(ωt0 + ψ0) and x˙(t0) = x˙0 = −ωr0 sin(ωt0 + ψ0). Only the (innocuous) condition ω > 0 is required.
In Theorem 1 of Section 2 we proved that, under the assumptions ω > 0, b > 0, s > 0, x20 + x˙20 6= 0, the solution of (8) is
asymptotic to
x˜(t) = r0|r0|
(
sωsb0( s+32 )√
pi0( s+42 )
t
)−1/s
cos(ωt + C0),
where C0 = limt→+∞ ψ(t).
All the parameters but C0 are known when we fix the system (9) with initial conditions, while C0 can be estimated in
several ways. Our first approach is based on the least squares methods: taking the residual
R(t, C0) = ¨˜x(t, C0)+ ω2x˜(t, C0)+ b˙˜x(t, C0)|˙˜x(t, C0)|s,
we choose C0 as a minimum point of the function
L(C0) =
∫ 3pi/ω
pi/ω
(R(t, C0))2 dt.
In the case s = 2, ω = 1, b = 1, r0 = −3, ψ0 = pi/2, t0 = 0, we obtain
C0 ≈ 1.7667901633;
sup
t∈(pi,3pi)
|x(t)− x˜(t)| < 7.2× 10−2, sup
t∈(1495,1500)
|x(t)− x˜(t)| < 4.5× 10−3.
In some other cases the choice of the parameters makes the computation of the integral L(C0) so difficult as to induce us to
look for an alternative approach.
Writing α = cos C0 and cos(ωt + C0) = α cos(ωt) ±
√
1− α2 sin(ωt), we can work with the Galerkin method: we
choose α as a zero of
G(C0) =
∫ 3pi/ω
pi/ω
t−1/s cos(ωt)R(t, C0) dt.
In the case s = 2, ω = 1, b = 1, r0 = −3, ψ0 = pi/2, t0 = 0, we obtain
α ≈ −0.0175820267, C0 ≈ 1.5883792594;
sup
t∈(pi,3pi)
|x(t)− x˜(t)| < 1.1× 10−2, sup
t∈(1495,1500)
|x(t)− x˜(t)| < 8.3× 10−4.
But also with this method one can have some problem in computing G(C0).
With the parameters fixed, a computer program can numerically compute the solution of the system (9) on an interval
(t0, a). If a is sufficiently large, we can choose C0 as the value of ψ at a point close to a. For the case s = 2, ω = 1, b = 1,
r0 = −3, ψ0 = pi/2, t0 = 0, in the interval [1496, 1500], the function ψ has minimumm and maximumM and we take
C0 = M +m2 ≈ 1.6161798933;
in this way the error in C0 is less than M−m2 ≈ 1.1× 10−4. We have computed the difference between x and x˜ as follows:
sup
t∈(pi,3pi)
|x(t)− x˜(t)| < 1.1× 10−2, sup
t∈(1495,1500)
|x(t)− x˜(t)| < 3.7× 10−6.
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Even if this method lacks elegance, it has given good results in all of the cases that we considered; e.g. for s = e, ω = 2pi ,
b = √5, r0 = −3, ψ0 = pi/2, t0 = 0, we obtain C0 = 1.6718947149± 1.2× 10−5 and
sup
t∈(1/2,3/2)
|x(t)− x˜(t)| < 3.8× 10−3, sup
t∈(1499,1500)
|x(t)− x˜(t)| < 1.6× 10−7.
Also in the more general case of Section 3, it is easily checked that, for any ω > 0, the solution of (13) can be deduced from
(14) by imposing x(t) = r(t) cos(ωt +ψ(t)). In the case s = 2, s¯ = 2, ω = 1, b = 1, r0 = −3, ψ0 = pi/2, t0 = 0, we obtain
C0 = 1.7031752148± 1.1× 10−4 and
sup
t∈(pi,3pi)
|x(t)− x˜(t)| < 1.3× 10−2, sup
t∈(1495,1500)
|x(t)− x˜(t)| < 2.5× 10−5.
Changing the former example by writing s = 0, s¯ = 2, ω = 1, b = 1, r0 = 5, ψ0 = pi/2, t0 = 0, we have a test for a van der
Pol equation
x¨− (α − βx2)x˙+ x = 0
with α = 0 and β = 1. The numerical results are C0 ≈ 0.2727807323 and
sup
t∈(pi,3pi)
|x(t)− x˜(t)| < 0.1, sup
t∈(1495,1500)
|x(t)− x˜(t)| < 1.0× 10−5.
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