We consider periodic second-order equations having an ordered pair of lower and upper solutions and show the existence of asymptotic trajectories heading towards the maximal and minimal periodic solutions which lie between them.
Introduction
Let f = f (t, u,u) be T -periodic in time and consider the second-order equation
(1.1)
A well-known strategy to find T −periodic solutions is the so-called lower and upper solutions method. Roughly speaking, this approach requires finding periodic functions α ≤ β with −α ≤ f (t, α,α) and −β ≥ f (t, β,β), and under some conditions on the dependence of f with respect tou, it guarantees the existence of some periodic solution x between them.
As a model, we may think on the T -periodic problem for the damped pendulum equation:
where c ≥ 0 and a > 0 are given parameters. We observe that
are, respectively, lower and upper solutions. They enclose the T −periodic solution x(t) ≡ π, which is unstable. Moreover, this equation possesses other solutions which are asymptotic to x; infinitely many in the past and also infinitely many in the future.
A second look at this example shows that
also make up an ordered pair of lower and upper solutions. This time there are several periodic solutions, with different dynamics, between them. For instance, x(t) ≡ 0 is stable in the future (throughout this paper stability is understood in the the Lyapunov sense) . But the minimal and the maximal periodic solutions of (1.2) which lie betweenα andβ are, respectively,
x min (t) ≡ −π , x max (t) ≡ 3π , and both of them are unstable (we call instability to the logical negation of Lyapunov stability). Indeed, both x min and x max are again the limit of infinitely many asymptotic solutions. In this paper we generalize this fact for more general equations (1.1) having an ordered pair α ≤ β of periodic lower and upper solutions. Assuming that, for instance, α does not solve our equation (1.1) we show that the minimal periodic solution x min lying between α and β is unstable; moreover, it is the limit of many asymptotic solutions, in the past and in the future (Theorem 3.1 and Corollary 3.1). Of course, a similar statement holds for the maximal periodic solution x max if β does not solve (1.1) .
This result raises the question about the case in which α < β are ordered T −periodic solutions of our equation (1.1) . Is it still possible to find an unstable solution between them? The answer is affirmative in the non-friction case −ü = f (t, u) (Corollary 4.2). For general, derivative-depending equations it may not be true, but we shall see that when the periodic solutions are neighboring, then one of them must be unstable and possess many asymptotic solutions (Theorem 4.1 and Corollary 4.1).
The instability of periodic solutions obtained by the method of lower and upper solutions was previously studied by Dancer and Ortega [1] . When the lower and upper solutions are strict and the number of periodic solutions between them is finite, they showed that at least one of them must be unstable. This result was obtained as an application of a general theorem on the index of stable fixed points in two dimensions whose proof depended on a nonelementary result of planar topology: Brouwer's lemma on translation arcs.
Even though the main result of this paper can be seen as a generalization of Proposition 3.1 of [1] , our approach, which is inspired on the Aubry-Mather theory as presented by Moser [5] , is based on the more elementary concepts of maximal and minimal solutions of Dirichlet and periodic boundary value problems. Moreover, we do not need to assume the finiteness of the set of periodic solutions comprised between the lower and upper solutions and we shall obtain more precise information on the dynamics: the existence of branches of asymptotic solutions.
On the other hand we point out that Njoku and Omari [6] have obtained asymptotic stability for Duffing equations having upper and lower periodic solutions in the reversed order provided that the derivative of the nonlinearity remains below the principal Dirichlet eigenvalue.
This paper is distributed in five sections. In Section 2 we make precise the framework which we shall use and collect some basic facts on upper and lower solutions which will be needed in the proofs. We do not pretend any originality in this section, whose contents are mostly well-known in slightly different frameworks. To keep the pace of the exposition, the proofs of these results will be postponed to the Appendix (Section 5). The main results of this paper are stated and proved in Sections 3 (where we study the dynamics between an ordered pair of lower and upper solutions) and 4 (devoted to the dynamics between two ordered solutions).
Some remarks on the notation (previously employed). Through most of the paper the Greek letters α and β will be kept, respectively, for lower and upper solutions; however, in Section 4 they will represent two ordered periodic solutions. We shall also utilize different notations to distinguish solutions depending on the kind of boundary conditions that they satisfy. In this way, periodic solutions will be usually written as x, the letter y will be used to emphasize that our solution satisfies some Dirichlet conditions, and u will stand for other solutions, not necessarily verifying any particular boundary condition. Finally, it will be convenient to adopt the following convention: given functions h 1 , h 2 defined on respective domains I 1 , I 2 ⊂ R, and some set J ⊂ I 1 ∩ I 2 , we shall simply say h 1 ≤ h 2 (resp., h 1 < h 2 ) on J instead of h 1 (t) ≤ h 2 (t) (resp., h 1 (t) < h 2 (t)) for any t ∈ J. When there is no possible ambiguity on the domain we shall say h 1 ≤ h 2 or h 1 < h 2 meaning that the inequality holds pointwise. Given functions u, v, w : I → R we shall say that w lies between u and v on I to mean u ≤ w ≤ v on I.
It was shown in [10] that periodic minimizers are unstable. I am indebted to Prof. P. Omari for pointing out to me that it implies the instability of periodic solutions given by the lower and upper solutions method when the problem has a variational structure and formulating the question about the nonvariational case.
Last but not least, I want to express my gratitude to Prof. R. Ortega directing me to Moser's book [5] , as well as for his invaluable advice on many aspects of this paper, including the regularity result on lower and upper solutions described in the Appendix.
Some basic facts on lower and upper solutions
In this paper, the nonlinearity f : u,u) will always be assumed to be continuous and T -periodic in time. The function α : R → R is called a lower solution of the periodic problem
provided that it is Lipschitz-continuous and T -periodic, and verifies the inequality
in the distributional sense on the real line. In other words,
for any nonnegative φ ∈ C ∞ (R) having compact support. Upper solutions β are defined similarly after changing the sign of inequalities (2.1,2.2).
Of course, if α is a C 2 function, then (2.2) is equivalent to (2.1) holding pointwise. But the definition above includes also some functions displaying angles. We point out an example which will be used later. Let α : [0, T ] → R be a solution of our equation (1.1) such that α(0) = α(T ) buṫ α(0) >α(T ), and extend it to the real line by periodicity. The resulting, piecewise C 2 function, is a lower solution of (P), as one may easily check using an integration-by-parts argument.
Notice also that our concepts of lower and upper solutions are nonstrict; periodic solutions are examples of lower and upper solutions.
The distributional notion of lower and upper solutions adopted in this paper is routinely used in PDE problems but may seem unnecessarily general here. Indeed, our main arguments could be carried out using only piecewise-C 2 lower and upper solutions, even though the results obtained in this way would lose some generality. Our choice will imply some relatively small variations with respect to other versions in the literature when showing the results of this Section, but otherwise it will not lead to additional difficulties in the proofs. Incidentally we observe that lower and upper solutions in the distributional sense must be somewhat more regular than merely Lipschitz-continuous; for instance, the derivative should have side limits at each point (it will be shown in the Appendix).
If f = f (t, u) does not depend onu, then the existence of an ordered pair α ≤ β of lower and upper solutions for (P) implies the existence of a solution between them. However, this result fails to hold for general, derivative-dependent nonlinearities as considered in this paper, see [2] , Example 4.1, pp. 43-44. To ensure that the method of lower and upper solutions works for (P) one must add some further condition, which may consist of a special form of our equation (the Rayleigh equation, the Liénard equation...) or some assumption on the growth of f with respect tou (such as the Bernstein condition or some kind of Nagumo condition); see [2] , Chapter I, Section 4 for a detailed study of all these possibilities. In this paper we opt for the classical, two-sided Nagumo condition:
This assumption makes the usual existence result for the periodic method of lower and upper solutions hold: Proposition 2.1 (Upper and lower solutions method for periodic problems) Let (P) have an ordered pair α ≤ β of lower and upper solutions and assume [N] . Then there exists a solution x of (P) with α ≤ x ≤ β.
Lower and upper solutions are nowadays standard notions, and have been studied in depth. We shall be particularly interested on the structure of the set of solutions of (P) lying between a given ordered pair α ≤ β of lower and upper solutions. This set always contains a minimal and a maximal solution, and the following improvement of Proposition 2.1 is well-known: Proposition 2.2 Let (P) have an ordered pair α ≤ β of lower and upper solutions and assume [N] . Then there are solutions x min , x max of (P) with
and such that any third solution x of (P) with α ≤ x ≤ β verifies
Since the dependence of f with respect to (u,u) was only required to be continuous, initial value problems associated to our equation (1.1) may have many solutions. Sometimes we shall merely look for branches of asymptotic solutions to a given periodic motion and it will be not problematic. But other results of this paper explicitly deal with the instability of certain periodic solutions; in these cases, uniqueness for initial value problems will be assumed in combination with [N] . We emphasize a connection between these assumptions and the method of lower and upper solutions: Proposition 2.3 Assume that there is uniqueness for initial value problems associated to (1.1) and α ≤ β are lower and upper solutions of (P). Finally, assume also [N] . Then either α(t) < β(t) for any t ∈ R or α ≡ β.
Concerning this result we remark that the lower and upper solutions α, β are not assumed to be strict. In particular, it also applies when either α or β are periodic solutions. We shall use this form of Proposition 2.3 in the proof of Corollary 3.1.
In this paper we shall also consider Dirichlet-type boundary value problems:
where a < b and y a , y b ∈ R are given. By a lower solution to (D) we mean a Lipschitz-continuous
and (2.1) holds in the distributional sense on (a, b). With other words, a Lipschitz-continuous function α verifying (2.3) and such that (2.2) holds for any nonnegative φ ∈ C ∞ (R) with compact support contained in (a, b). Upper solutions β for this problem are then defined similarly by changing the sign of the inequalities.
In this framework it is also well-known that the presence of an ordered pair of lower and upper solutions does not necessarily imply the existence of a solution between them. We might use a related Nagumo condition, but for the purposes of this paper it will suffice to consider the more restrictive class of nonlinearities which are bounded between α and β, i.e., there exists some constant M > 0 such that 
For solutions of Dirichlet problems, the quality of being minimal or maximal is inherited after restriction to a smaller interval. To state this result in a precise form, let us assume that α ≤ β are ordered lower and upper solutions of (D) and y : [a, b] → R is a solution between them. Given a ≤ã <b ≤ b, the restriction of y to [ã,b] solves the Dirichlet problem
for suitable choices ofỹ a andỹ b . Also, the restrictions of α and β to [ã,b] become lower and upper solutions for (D). and β [ã,b] We shall need also some facts on the relative compactness on the C 2 topology of some sets of solutions of our equation. The next result is not directly related with the method of lower and upper solutions but follows from the boundedness assumption on f . To state it precisely, we choose numbers a < b and assume that the sequence u n : [a, b] → R of solutions of (1.1) is uniformly bounded and pointwise converging. In other words,
where B is some compact subset of [a, b] × R.
Proposition 2.6 Assume that f is bounded on B × R and (2.5). Then, u(t)
Some results of this paper will be first shown when the equation is bounded between a given pair α ≤ β of periodic lower and upper solutions, i.e., assuming that (2.4) holds for some constant M > 0. This assumption will be subsequently relaxed to [N] by replacing (1.1) with a modified equation
which will be bounded between α and β and share many periodic solutions with the original equation. For this reason, the next Lemma will be invoked several times throughout this paper. (ii) Any solution u : I → R of (1) for which u − α attains a local minimum at some interior point t 0 of I satisfies u(t 0 ) ≥ α(t 0 ). Similarly, given a solution u : I → R of (1) such that u − β attains a local maximum at some interior point t 0 of I one has u(t 0 ) ≤ β(t 0 ).
(iii) There exists some ϵ > 0, not depending on t 0 , u, nor the interval I, such that (1.1) and (1) have exactly the same solutions u : I → R with
Furthermore, the nonlinearityf may be chosen of the form
for some globally bounded function b :
We notice the following consequence of (ii)-(iii): the periodic solutions of the modified equation (1) coincide exactly with the periodic solutions of the original equation (1) lying between α and β. In particular, the maximal and the minimal T -periodic solutions between α and β coincide for both equations.
The results described in this Section will be discussed with some detail in the Appendix. Next, we present and prove the main results of this paper.
Maximal or minimal periodic solutions and asymptotic trajectories
Our starting point will be the periodic problem (P), which through this Section we assume to have an ordered pair α ≤ β of lower and upper solutions. As usual, the solution u r : [0, +∞) → R of (1.1) will be called asymptotic in the future to the periodic solution x if
Similarly, one may speak of solutions u l : (−∞, 0] → R which are asymptotic in the past to a given periodic solution.
. Assume also that, for instance, α is not a solution of (P) and let x min be the minimal solution of (P) lying between α and β. Then, for any initial position Remark: We recall that the (global) stable manifold of the periodic solution x is the set W S (x) of initial conditions of solutions u r which are asymptotic to x in the future:
Similarly, the unstable manifold associated to x is the set W U (x) of initial conditions of solutions u l which are asymptotic to x in the past. These sets allow us to reformulate part of the information given by Theorem 3.1 as follows:
. Assume also that α is not a solution of (P), and let x min be the minimal solution of (P) lying between α and β. Then, for any initial
If f satisfies some smoothness assumptions and the periodic solution x is hyperbolic, then the Stable manifold Theorem states that W U (x) and W S (x) are injectively immersed smooth curves, see e.g. [9] , Theorem 6.2. However, this result does not always apply to x min under the assumptions of Theorem 3.1, because x min may not be hyperbolic. Indeed, one may construct a periodic in time, C 0,2 equation −ẍ = f (t, x) which is repulsive in the sense that
and such that the stable manifold W S (x * ) associated to the periodic solution x * ≡ 0 is pathological 1 , see [11] . Observe that (3.3) implies that every negative constant is a lower solution of the associated periodic problem, every positive constant is an upper solution, and x * ≡ 0 is the only periodic solution of the equation.
Proof of Theorem 3.1. After replacing t with −t one observes that it suffices to prove the part of the statement concerning the solutions u r which are asymptotic to x min in the future. The proof will be divided into two steps. Notice that Step 1 and Stage 2(a) assume the boundedness of f between the lower and the upper solutions. 
To show this
Step we consider, for each n ∈ N, the Dirichlet problem
Observe that α is a lower solution for this problem, while x min is an upper solution. Furthermore α ≤ x min . Then, Proposition 2.4 states the existence of some solution of (D n ) which lies between α and x min . This solution may not be unique, but we choose the maximal one and call it y n . In this way, y n is a C 2 function on [0, nT ]. We organize the proof of Step 1 in four phases:
To check this assertion we use a contradiction argument and assume instead that the contrary happens for some t * ∈ [T, nT ]. We denoteỹ n (t) := y n (t−T ), which solves our equation on [T, nT ] and verifies:
and this implies the existence of numbers T ≤ã < t * <b ≤ nT such that Fig. 2(a) ). In view of Proposition 2.5, y n [ã,b] should be the maximal solution of the Dirichlet
also solves (D) and at time t * it is greater than y n . This contradiction shows Stage 1a. 
J. Ureña
The proof of this new assertion uses similar ideas to the previous one. Since, should it fail to be true, we could find some time t * ∈ [0, nT ] with y n (t * ) < y n+1 (t * ). But y n (nT ) = x min (nT ) ≥ y n+1 (nT ), and we deduce the existence of someb ∈ (t * , nT ] such that y n (b) = y n+1 (b), see Fig. 2(b) .
Since furthermore y n (0) = α(0) = y n+1 (0), Proposition 2.5 states that both y n [0,b] and y n+1 [0,b] should be the maximal solution of the Dirichlet problem
Hence, these solutions must be constantly equal, contradicting the existence of t * .
(Stage 1c)
There exists some solution u : [0, +∞) → R of (1.1) with
To see this, we apply Proposition 2.6 to the decreasing sequence u n := y n , and obtain that it converges in the C 2 topology on compact sets to some solution u : [0, +∞) → R of (1.1), see Fig. 3(a) . Now, since all functions y n lie between α and x min and start from α(0) at time t = 0, the same happens with u. The last assertion of (3.4) is a direct consequence of Stage 1a. (Stage 1d) u is asymptotic to x * in the future.
To see this we consider the sequence of functions
which is uniformly bounded and pointwise increasing, and made of solutions of (1.1). We use again Proposition 2.6 to deduce that {u n } converges in the C 2 [0, T ] topology to some solution u * : [0, T ] → R of (1.1). This solution must clearly be T −periodic and lies between α and x min . But x min was minimal, meaning that u * = x min . The result follows.
(
Step 2) From a particular case to Theorem 3.1 in its full generality The first step was devoted to showing Theorem 3.1 for u 0 = α(0) and assuming that f is bounded between α and β. We successively remove these restrictions in the phases below:
(Stage 2a) Let f be bounded between α and β. Then, for any u 0 ∈ (α(0), x min (0)) there exists some lower solutionα of (P) with α ≤α ≤ x min andα(0) = u 0 .
Fix some u 0 ∈ (α(0), x min (0)) and consider the Dirichlet problem We claim thatẏ(0) >ẏ(T ). Indeed,ẏ(0) ẏ(T ) since otherwise the T -periodic extensionα of y would be a solution of (P), contradicting the minimality of x min . And ifẏ(0) <ẏ(T ) thenα would be an upper solution of (P), implying the existence of some periodic solution between α andα and contradicting again the minimality of x min . Thus,ẏ(0) >ẏ(T ) as claimed, and this means thatα is a lower solution of (P), see Fig. 3(b) .
Step 1 now implies that for every u 0 ∈ [α(0), x min (0)) there exists some solution u r : [0, +∞) → R with u r (0) = u 0 and α ≤ u r ≤ x min on [0, +∞) which is asymptotic to x min in the future. But all this work was done assuming f is bounded between α and β. The last part of the proof is devoted to seeing that [N] is sufficient. Proof. Assume, for instance, that α is not a solution of (1.1). Then, Proposition 2.3 implies that x min , being a (non-strict) upper solution of (P), verifies α(0) < x min (0). For every initial position u 0 ∈ [ α(0), x min (0) ) , Theorem 3.1 states the existence of solutions
which are asymptotic to x min in the past and in the future respectively and verify (3.2) . By uniqueness of initial value problems, u l < x min and u r < x min on their respective domains. The result follows.
The dynamics between two ordered solutions
In this Section α and β are assumed to be solutions of the periodic problem (P). In general this does not imply the existence of an unstable periodic solution between them, at least if by 'instability' we mean Lyapunov instability in the past and in the future. To check this assertion it suffices to consider the linear equation −ü =u. Observe that the periodic solutions are the constants, and all of them are unstable in the past, but stable in the future. We also notice that, at least for this example, the periodic solutions are always ordered and make up a continuous family. Thus, we shall begin by considering the opposite situations of α and β being neighboring solutions of (P); i.e., the only solutions x of the periodic problem (P) lying between α and β are x ≡ α and x ≡ β. Neighboring solutions have previously been considered in the literature, including for instance in the Aubry-Mather theory, which uses variational arguments to show the existence of heteroclinic solutions between neighboring global periodic minimals (see, e.g. Theorem 2.6.2 of [5] ). The periodic problem (P) which occupies us now may not have a variational structure, and assuming that it has one, the neighboring solutions α ≤ β may not be minimal. Indeed, one easily finds examples of neighboring periodic solutions which are not connected by heteroclinic solutions (think for instance on two consecutive equilibria of some autonomous equation −ẍ = V ′ (x) lying at different potential levels). However, in this Section we shall see that one of the neighboring periodic solutions must be the limit of many asymptotic solutions, simultaneously in the past and in the future. Precisely: 
which are asymptotic to x in the past and in the future respectively.
Proof. We consider the set Σ of solutions of (1.1) on the time interval [0, T ] which start and end at the same position (with possibly different derivative) and lie between α and β:
Observe that this set contains the solutions α and β. Since they are assumed to be neighboring, other solutions u ∈ Σ must verifyu(0) u(T ). We start our proof by showing that Σ, which is naturally endowed with C 2 [0, T ] topology, contains nontrivial connected subsets:
To show the Claim we first replace our equation (1.1) with a modified one (1) as in Lemma 2.1. From (ii) and (iii) we see that
By the last statement of Lemma 2.1 we see thatf may actually be chosen of the form (2.7) for some globally bounded function b. Thus, the modified equation (1) becomes
and we see that for each u 0 ∈ [α(0), β(0)], the solutions u : [0, T ] → R of (1.1) which lie between α and β and verify u(0) = u(T ) = u 0 may be written as the fixed points of a compact, bounded operator F u 0 on the space of C 2 functions on [0, T ] vanishing at times t = 0, T . The family
is uniformly bounded and depends continuously on u 0 , and the result then follows from the usual continuation properties of the Leray-Schauder topological degree.
Having shown the Claim, let us complete the proof of the Theorem. We choose some sequence ϵ n ↘ 0 with 0 < ϵ n < ( β(0) − α(0) ) /2 for every n. As observed before, the associated connected sets Σ ϵ n do not contain periodic solutions, and we deduce that for each n, either
Observe that if (p − n ) holds for some n then the elements of Σ ϵ n when extended to the real line by periodicity become lower solutions of (P). On the contrary, if (p + n ) holds for some n then the T −periodic extensions of the elements of Σ ϵ n make up upper solutions of (P). We deduce that if there are infinitely many numbers n for which (p − n ) holds, then problem (P) has some lower solution starting from each initial position α 0 ∈ (α(0), β(0)); moreover, this lower solution lies between α and β. On the contrary, if there are infinitely many numbers n for which (p + n ) holds, then problem (P) has some upper solution starting from each initial position β 0 ∈ (α(0), β(0)), and this upper solution lies between α and β. The result follows now from Theorem 3.1.
An immediate consequence of Theorem 4.1 is given below: We observe that, even though the method of lower and upper solutions also works for first order equations, this result does not have an immediate extension there. For instance, α ≡ 0 and β ≡ 1 are neighboring periodic solutions for −u = u(1 − u), but α is stable in the future and β is stable in the past. We owe this remark to R. Ortega.
At this moment we come back to the question formulated at the beginning of this Section: given ordered solutions α < β of the periodic (second-order) problem (P), is it possible to find an unstable solution between them? We already know that the answer is 'yes' if α and β are neighboring and 'no' in general. In the spirit of the counterexample mentioned before we shall say that the periodic problem (P) is degenerate between α and β if they may be linked by an increasing path of periodic solutions. Precisely, if there exists some C 2,0 function
This concept of degeneracy will be used to give a more precise answer to the question which opened this paragraph. We remark that the study of degeneracy is not new, for instance a related notion of degeneracy was considered in [8] . (II) (P) is degenerate between α and β.
Proof. We distinguish two possibilities; either α and β enclose some ordered pair α ≤ x 1 < x 2 ≤ β of neighboring periodic solutions, or not. In the first case Corollary 4.1 immediately implies (I); in the second case we are going to show (II). Thus, assume that between α and β there are not pairs x 1 < x 2 of neighboring periodic solutions. We consider the set F whose elements are totally ordered families F ⊂ C 2 (R) of solutions of the periodic problem (P) lying between α and β. Here, 'totally ordered' means that for any F ∈ F and x 1 x 2 ∈ F one has either x 1 < x 2 or x 2 < x 1 .
The set F itself may be endowed with the partial ordering provided by inclusion. Observe that if S ⊂ F is any totally ordered subset, then F := ∪ S ∈S S is an upper bound for S. Consequently, by Zorn's Lemma F must have some maximal element F 0 .
Claim: The following hold:
(F 1 ) Every monotone sequence {x n } n ⊂ F 0 converges in the C 2 norm to some x * ∈ F 0 .
( At this moment we leave aside the proof of Proposition 4.1 to show first the Claim. In view of the Modification Lemma 2.1 it suffices to prove (F 1 ) assuming that f is bounded between α and β. Now, the fact that every monotone sequence in F 0 converges in the C 2 norm to some T -periodic solution follows immediately from Proposition 2.6, and the maximality of F 0 implies that this limit must belong to F 0 .
To see (F 2 ) we first observe that, as a consequence of (F 1 ), the set
} of initial positions of elements in F 0 , must be closed. If A were not the whole interval [α(0), β(0)] then it would mean the existence of pairs of neighboring solutions of (P), which we are assuming that is not the case. Then, for each initial position x 0 ∈ [α(0), β(0)] there exists some element x ∈ F 0 with x(0) = x 0 , and since two such functions should intersect tangentially, (F 2 ) follows from the uniqueness of initial value problems associated to (1.1).
To conclude the proof of Proposition 4.1 we define When the equation has no friction, −ü = f (t, u), past and future Lyapunov stability become equivalent concepts. We close this Section with a result which is specific for this case: Proof. In view of Proposition 4.1, it suffices to consider the case in which the T -periodic problem associated to our equation is degenerate between α and β. Assume also that, for instance, α is stable and consider the solution u verifying u(0) = α(0) andu(0) =α(0) + ϵ, where ϵ > 0 is small. On the maximal interval of time (0, ω) where u lies strictly between α and β, it cannot cross tangentially a periodic solution, and then, the continuous function s : (0, ω) → (0, 1) defined implicitly by
the mapping Ψ = Ψ(t, s) being given by the definition of degeneracy. We claim that s is strictly increasing. Indeed, the combination of (4.1) and (4.2) ensure the existence, for each time t ∈ (0, ω), of some ϵ t > 0 such that u(r) < Ψ(r, s(t)) if r ∈ (t − ϵ t , t) and u(r) > Ψ(r, s(t)) if r ∈ (t, t + ϵ t ). Since u(r) = Ψ(r, s(r)) and Ψ is strictly increasing in its second variable, we see that s(r) < s(t) if r ∈ (t − ϵ t , t) and s(r) > s(t) if r ∈ (t, t + ϵ t ). In particular, s cannot attain local extrema, and being continuous, it must be strictly monotone on (0, ω). The claim follows. Now, the stability of α implies that ω = +∞ and s(t) converges to some small limit 0 < ℓ < 1 as t → +∞. It follows that the periodic solution Ψ(·, ℓ) is unstable and concludes the proof.
5 Appendix: Discussion of the statements of Section 2
The last Section of this paper is devoted to sketching the proofs of some results which were presented in Section 2 and used subsequently. Proof. Integrating from t 0 to t we see that, if D l h(t 0 ) exists, then
i.e., the left-side derivative of h at t 0 exists and has the same value. Similarly, if D r h(t 0 ) exists at some point t 0 , then the right-side derivative there also exists and coincides with D r h(t 0 ). The result follows.
We complete now the proof of statement (ii) of Lemma 2.1. We use a contradiction argument and assume, for instance, that u : I → R is a solution of (1) such that h := u − α attains a local minimum at some interior point t 0 ∈ I with u(t 0 ) < α(t 0 ). Since u is a C In particular, |u(t 0 )| ≤ ∥α∥ ∞ , and for any t on some neighborhood of t 0 one has
and then −ü(t) = −u(t) + α(t) + f (t, α(t),u(t)). Consequently, on this same neighborhood we have
and combining (5.3) with the continuity of f we see that
on some (possibly smaller) neighborhood of t 0 . But h attains a local minimum at t 0 , so that in view of 2. above it should be constant on this neighborhood. Then, −ḧ ≡ 0 there, contradicting (5.4). This contradiction proves the result.
We are led to the existence result for the periodic method of lower and upper solutions:
Proof of Proposition 2.1. Schauder's Fixed-Point Theorem guarantees the existence of some Tperiodic solution to (1) whenf has the form (2.7). The result follows from the comments following the statement of Lemma 2.1 in Section 2.
Proof of Proposition 2.6. This result is very standard. Our assumptions imply that {u n } and {ü n } are uniformly bounded sequences. Then, one easily checks that {u n } must also be uniformly bounded and we conclude that {u n } and {u n } are equicontinuous. Ascoli-Arzela's lemma now implies that {u n } → u in the C 1 [0, T ] topology. But since u n is a solution of (1.1) for each n we deduce that u solves the same equation and {u n } → u in the C 2 [0, T ] topology. The result follows.
Proof of Proposition 2.2.
Clearly we may focus attention on the part of the statement concerning x max . On the other hand, after possibly modifying f as in Lemma 2.1 we may assume that it is bounded between α and β. We consider the set Γ of periodic solutions which lie between them:
This set is naturally ordered by the pointwise order ≤. Furthermore, we claim that every totally ordered subset ∅ A ⊂ Γ has some upper bound x A ∈ Γ. To check this assertion we consider such a set A and define x A (t) := sup { x(t) : x ∈ A } , t ∈ R .
In view of Proposition 2.6, to justify that x A ∈ Γ it suffices to find some sequence {x n } n ⊂ A converging to x A pointwise on R. With this aim we first pick some dense sequence {t n } n of real numbers and choose the sequence {x n } n so that it is increasing and x A (t n ) − x n (t n ) < 1/n for any n. It follows that {x n } n converges to x A pointwise on Z := {t m : m ∈ N}. However, {x n } n actually converges to x A pointwise on R. This latter fact follows easily from the uniform boundedness of the set {ẋ : x ∈ A}, something which in turn may be checked by means of a similar argument to that carried out in the proof of Proposition 2.6.
Consequently, Zorn's lemma implies the existence of some maximal element x max . It verifies
To see that x max is actually the maximum of Γ we use a contradiction argument and assume that there exists x * ∈ Γ with x * (t 0 ) > x max (t 0 ) for some t 0 ∈ R. Since x * x max , we may find times t − < t 0 < t + < t − + T such that x * (t ± ) = x max (t ± ) , x * (t) > x max (t) ∀t ∈ [t − , t + ] .
We define α * : R → R by α * (t) :=        x * (t) if t ∈ [t − , t + ] , x max (t) if t ∈ (t + , t − + T ) , and extended by periodicity. A simple integration-by-parts argument shows that α * is a new lower solution of (P). Since α * ≤ β, Proposition 2.1 implies the existence of somex ∈ Γ withx ≥ α * , contradicting (5.5) . This concludes the proof.
The proofs of Propositions 2.4 and 2.5 use similar arguments to the proof of Proposition 2.2, and we shall not reproduce them here. We conclude the paper with the proof of Proposition 2.3, which follows along the lines of Lemma 2.4 of [3] .
Proof of Proposition 2.3. Using a contradiction argument, we assume that α ≤ β is an ordered pair of lower and upper solutions of (P) verifying α(t 0 ) < β(t 0 ) , α(t 1 ) = β(t 1 ) for some t 0 , t 1 ∈ R. Using Lemma 2.1 it is not restrictive to assume that f is bounded between α and β; moreover, the periodicity of α, β allows us to assume t 0 < t 1 < t 0 + T . For any y 0 ∈ (α(t 0 ), β(t 0 )) we consider the Dirichlet problem lying between y − and β. Now, y − and y + coincide at t = t 1 , and being ordered, they must be tangent there. This contradicts the uniqueness of initial value problems and concludes the proof.
