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Resume { Cet article est consacre a l'estimation des aberrations optiques d'un telescope spatial d'observation de la Terre par
diversite de phase. Deux estimateurs sont presentes et compares a l'aide de simulations. Le premier, deja utilise dans la litterature,
repose sur la recherche conjointe des aberrations et de l'objet observe par maximisation de la vraisemblance generalisee. Le second
est un nouvel estimateur que nous proposons, base sur la recherche des aberrations seules par maximum de vraisemblance.
Abstract { This paper deals with the estimation of the optical aberrations of a space telescope by phase diversity. Two
estimators are proposed and compared by means of simulations. The rst one, which was already implemented in the literature,
is based on a joint estimation of the aberrated phase and the observed object through maximization of the generalized likelihood;
the other one is a new approach, based on the sole estimation of the aberrated phase through maximum likelihood.
1 Introduction
La presence d'aberrations optiques dans un systeme d'
imagerie (telescope par exemple), qu'elles soient induites
par la turbulence atmospherique ou par les defauts op-
tiques de l'instrument, degrade la qualite des images en-
registrees. Lors de la formation de ces images, ces aberra-
tions donnent naissance a des variations de la phase op-
tique  dans la pupille de l'instrument qui attenuent la
fonction de transfert. On cherche a determiner ces aberra-
tions (c'est-a-dire a reconstruire la carte de phase) a partir
de l'image acquise, an de les corriger. Cette correction
peut e^tre eectuee a posteriori (restauration d'images) ou
en temps reel (optique active ou adaptative).
La reponse impulsionnelle du systeme ainsi que l'objet
observe etant inconnus, retrouver ces aberrations a partir
de l'image enregistree est un probleme de deconvolution
myope. Or, en l'absence d'hypotheses structurelles fortes
sur la phase et sur l'objet, le decit d'information limite
fortement les performances de ce type de methodes de de-
convolution. Une technique simple et facile a mettre en
uvre, pour apporter plus d'information sur la phase, est
d'acquerir simultanement plusieurs images liees entre elles
par des relations parfaitement connues. Cette methode
s'appelle la diversite de phase[1, 2]. Dans la suite, nous
nous proposons d'utiliser la diversite de phase pour esti-
mer les aberrations optiques d'un telescope spatial d'ob-
servation de la Terre. Le modele d'imagerie utilise, ainsi
que la diversite de phase seront presentes dans le para-
graphe 2. Les travaux menes par dierents auteurs [2{4]
sur la reconstruction de surface d'onde par diversite de
phase sont tous bases sur la recherche conjointe de l'objet
observe et des aberrations par maximisation de la vrai-
semblance generalisee. Une approche similaire est presen-
tee dans le paragraphe 3. Mais comme nous le verrons, cet
estimateur n'ore pas la coherence statistique souhaitee.
C'est pourquoi un nouvel estimateur marginalise de type
maximum de vraisemblance est propose et presente dans
le paragraphe 4. Une comparaison des performances de
ces deux estimateurs est faite, sur la base de simulations,
dans le paragraphe 5.
2 Modele d'imagerie et diversite de
phase
Dans le domaine isoplanetique (c'est-a-dire le domaine
ou la reponse impulsionnelle demeure identique en tout
point du champ), l'image acquise i est liee a la reponse
impulsionnelle du systeme h et a l'objet observe o par la
relation de convolution:
i = h  o+ n (1)
ou n est un bruit additif. De plus, dans l'approximation
du champ proche (scintillation negligeable), la reponse im-
pulsionnelle s'ecrit :
h = jTF (exp(i))j
2
(2)
avec  la phase dans la pupille du telescope et TF l'opera-
teur de transformee de Fourier. En pratique, les quantites
accessibles sont discretes du fait de l'echantillonnage des
images. On peut donc recrire l'equation (1) sous forme
matricielle :
i = Ho+ n (3)
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Fig. 1: Principe de la diversite de phase
ou H est une matrice de Toeplitz a blocs Toeplitz cor-
respondant a la convolution par la reponse impulsionnelle
h et ou i, o et n sont desormais les formes discretes des
grandeurs denies precedemment.
Le principe de la diversite de phase repose sur la mesure
simultanee de plusieurs images (ici nous nous limiterons a
deux). La premiere image i
1
est acquise dans le plan focal
du systeme optique et la deuxieme i
2
dans un plan defo-
calise d'une distance d connue (voir gure 1). Les phases
associees a chacun de ces plans d'observation sont liees
par la relation :

2
= 
1
+ 
d
(4)
avec 
1
la phase dans le plan focal, 
2
celle associee au
plan defocalise et 
d
la phase induite par la defocalisation
(
d
est parfaitement connue).
Le probleme a resoudre est le suivant: a partir des deux
images i
1
, i
2
et de la distance de defocalisation d et sans
conna^tre l'objet o, on souhaite estimer les aberrations op-
tiques c'est a dire reconstruire la phase 
1
. Comme il a ete
indique dans l'introduction, la connaissance de ces aber-
rations permet, selon le dispositif experimental, soit de
les corriger en temps reel par un miroir deformable, soit
de conna^tre la reponse impulsionnelle pour eectuer une
deconvolution ulterieure de l'image degradee.
3 Estimation conjointe
Nous nous interessons, tout d'abord, a une reconstruc-
tion conjointe de l'objet et des aberrations. Cette approche
est basee sur la recherche du Maximum de Vraisemblance
Generalise (MVG) deni ainsi :
(o^;
^
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ou  represente les hyperparametres du probleme, et avec
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est suppose blanc gaussien de moyenne nulle et de va-
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(identique pour les deux images). On associe
un a priori gaussien a l'objet de moyenne o
m
et de ma-
trice de covariance R
o
. Nous supposerons la loi de l'ob-
jet stationnaire donc que R
o
est une matrice de Toeplitz.
Les matrices de Toeplitz peuvent e^tre approximees par
des matrices circulantes (cette approximation correspon-
dant a une periodisation). Sous cette hypothese, R
o
, H
1
et H
2
sont diagonalisables dans la base des exponentielles
de Fourier discretes. On peut alors ecrire le critere a mini-
miser L
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ou le tilde represente la transformee de Fourier discrete
de la grandeur, f la frequence spatiale et S
o
la densite
spectrale de puissance de l'objet.
L'annulation de la derivee partielle du critere L
MVG
par
rapport a l'objet fournit une expression analytique
~
o^()
qui minimise le critere a  xee. En injectant
~
o^ dans le
critere, on fait dispara^tre la dependance vis-a-vis de l'ob-
jet. L'avantage de ce critere L
0
MVG
() = L
MVG
(o^(); )
est de reduire l'espace des solutions a explorer. En re-
vanche, L
0
MVG
et L
MVG
ne sont pas convexes et possedent
le me^me nombre de minima locaux. En eet on montre
que
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ainsi  est un extremum de L
0
MVG
si
et seulement si (o^(); ) est un extremum de L
MVG
.
Il reste a preciser le modele de densite spectrale de puis-
sance de l'objet que nous avons choisi[5] :
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avec E l'esperance mathematique. Ce modele est bien ada-
pte aux images terrestres que nous traitons. Il requiert
cependant le choix de 3 hyperparametres k, f
o
et p.
Interessons-nous aux proprietes de l'estimateur du Maxi-
mum de Vraisemblance Generalise. Il est connu comme
etant asymptotiquement biaise et possedant une variance
asymptotique non nulle[6]. Par ailleurs, nous avons cite
plus haut le probleme de la non-convexite du critere MVG.
Enn, la mise en uvre de cet estimateur necessite le choix
d'hyperparametres  = (; o
m
; k; f
o
; p); or  ne peut pas
e^tre estime en me^me temps que o et  (probleme de de-
generescence du critere). Ce qui signie que ces hyper-
parametres devront e^tre choisis de facon arbitraire. Pour
resoudre ces problemes, nous nous tournons vers un autre
estimateur qui presente de meilleures proprietes.
4 Estimation marginale
L'objet observe peut e^tre considere comme un para-
metre de nuisance puisqu'il ne nous importe pas de le
reconstruire. Nous proposons, dans la suite, de l'integrer
hors du probleme et d'estimer la phase seule ou bien la
phase et les hyperparametres.
L'estimateur du maximum de vraisemblance pour  s'ecrit:
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Nous avons montre que maximiser f(i
1
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minimiser le critere suivant :
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Les deux criteres L
MV
et L
0
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sont lies par l'identite
remarquable [7] :
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Ils ne dierent donc que par un terme, qui dans l'espace
de Fourier, s'ecrit :
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avec N
2
le nombre de pixels dans l'image.
Sous des conditions mathematiques peu restrictives, l'es-
timateur du maximum de vraisemblance presente un biais
et une variance asymptotiques nuls et d'apres un theo-
reme de type centrale limite, la nappe de vraisemblance
devient de plus en plus gaussienne (donc presente de moins
en moins de minima locaux) lorsqu'on augmente la taille
des images traitees. En supposant que ces conditions sont
realisees, ce qui fera l'objet d'une etude formelle speci-
que, cet estimateur resout asymptotiquement les pro-
blemes que presentent l'estimateur MVG. De plus les hy-
perparametres peuvent e^tre estimes en me^me temps que
la phase. En eet, on peut ecrire :
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Les hyperparametres a estimer sont 
2
, k, f
o
et p (nous
avons suppose l'objet moyen nul). En eectuant le chan-
gement de variables  =

2
k
, on peut ecrire l'expression
analytique de
^
k qui est tel que
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L'estimateur marginalise que nous proposons a donc, a
priori, des proprietes asymptotiques interessantes et per-
met une estimation ((non supervisee)) de la phase. Il reste
a mettre en uvre ces deux estimateurs sur la base de
traitements de donnees simulees.
5 Simulations
Dans la suite, nous avons decompose la phase sur la base
des polyno^mes de Zernike, qui forment une base orthonor-
mee sur un support circulaire et qui sont bien adaptes pour
decrire les aberrations optiques. La phase a ete simulee a
partir des 21 premiers polyno^mes de Zernike (et nous cher-
cherons a reconstruire ces 21 premiers modes); en eet, on
peut considerer que les seuls premiers polyno^mes susent
a decrire les aberrations qui aectent un telescope spatial.
L'amplitude de la phase aberrante ainsi simulee est de

8
rms. La phase correspondant au plan defocalise est calcu-
lee a partir de la phase plan focal a laquelle on ajoute une
defocalisation telle que l'amplitude cre^te a cre^te de la de-
focalisation 
d
soit egale a 2 radians. Les images simulees
(presentees sur la gure 1) sont obtenues par convolution
d'une scene terrestre avec les reponses impulsionnelles as-
sociees a chaque plan d'observation et bruitees avec deux
Fig. 2: comparaison de l'erreur quadratique relative en % sur
l'estimation des modes avec les hyperparametres vrais, commise
avec l'estimateur MV [losanges] et avec l'estimateur MVG
[croix]. En [traits pleins] pour une image 32  32 pixels,
[pointilles] pour une image 64  64, [tirets] pour une image
128 128.
realisations dierentes d'un bruit blanc gaussien station-
naire. Quant a la minimisation des criteres, elle est assuree
par un algorithme de type gradient a pas adaptatif.
5.1 Comparaison a hyperparametres
((vrais))
Nous presentons, tout d'abord, (voir gure 2) une com-
paraison des performances des deux estimateurs, pour dif-
ferents niveaux de bruit et dierentes tailles d'images, avec
les ((vrais)) hyperparametres, c'est a dire ceux obtenus en
ajustant le modele de densite spectrale de puissance S
o
a
l'aide de l'objet vrai.
Quel que soit le bruit et la taille de l'image traitee, l'es-
timateur MV se revele bien plus performant que l'estima-
teur MVG pour la reconstruction des modes. Lorsque l'on
augmente le nombre de donnees traitees, l'erreur sur la
reconstruction des modes diminue pour l'estimateur MV
alors qu'elle reste stable voire augmente avec le MVG; c'est
la dierence de comportement asymptotique des deux es-
timateurs que nous avions annoncee dans les paragraphes
precedents.
5.2 Inuence de l'hyperparametre global
Nous allons a present faire varier l'hyperparametre ((glo-
bal))  deni par S
0
o
= S
o
=, et etudier son inuence sur
la reconstruction des modes et de l'objet (faire varier 
autour de 1 revient a faire varier k autour de sa valeur
((vraie)) denie plus haut). Pour e^tre exhaustif, il aurait
fallu egalement faire varier les autres hyperparametres. La
gure 3 presente les erreurs residuelles sur l'objet et sur
les modes apres reconstruction par MVG et celles apres
reconstruction par MV, pour un bruit de 14%.
L'estimateur MV presente une bonne coherence puisque
le meilleur reglage de l'hyperparametre pour la reconstruc-
tion de l'objet 
o
opt
correspond au meilleur reglage pour
les modes 

opt
, de plus nous verrons dans la sous-section
suivante qu'il est possible d'estimer cet hyperparametre
optimal en me^me temps que les modes. Pour l'estimateur
MVG, 
o
opt
est egal a 1 alors que 

opt
est approximati-
vement egal a 1=250. Comme nous cherchons a estimer
les aberrations sans nous interesser a l'objet reconstruit,
avec l'estimateur conjoint, au vu de nos simulations, il
semble que l'on obtienne une meilleure reconstruction des
Fig. 3: Comparaison de l'erreur quadratique relative en % sur
l'estimation de l'objet [losanges-tirets] et sur l'estimation des
modes [croix-traits pleins] pour dierentes valeurs de  et un
bruit de 14%. Le graphique de gauche correspond a l'estimateur
MVG, celui de droite a l'estimateur MV.
Fig. 4: Comparaison de l'erreur quadratique relative en % sur
l'estimation de l'objet [losanges-tirets] et sur l'estimation des
modes [croix-traits pleins] par l'estimateur MVG pour dif-
ferentes valeurs de  et un bruit de 6%.
modes en sous-regularisant. Notons que l'erreur residuelle
sur les modes reconstruits au ((meilleur reglage)) de l'hy-
perparametre pour l'estimation conjointe est legerement
inferieure a celle obtenue avec l'estimation marginale, mais
contrairement au 
opt
du MV, celui associe au MVG ne
peut e^tre estime de facon realiste. La gure 4 presente la
me^me comparaison erreur-objet / erreur-modes avec l'es-
timateur MVG mais pour un bruit plus faible (6%). On
observe toujours 
o
opt
6= 

opt
mais le meilleur reglage pour
les modes correspond a n'importe quel 

opt
< 1=100, c'est-
a-dire qu'une sous-regularisation ((extre^me)) donne de bons
resultats sur la reconstruction des modes (il est a noter
qu'il n'y a plus alors que du bruit dans l'objet recons-
truit). Nous avons observe ce comportement surprenant
des lors que le niveau de bruit passe sous un certain seuil
(dans nos simulations 10% pour une image 6464 pixels).
5.3 Estimation non supervisee
An de se placer dans des conditions realisables en pra-
tique, nous allons comparer l'estimateur du MVG pour
une sous-regularisation ((extre^me)) ( = 10
 10
), puisque
c'est ainsi que le MVG fournit la meilleure estimation
des modes, et nous allons estimer les hyperparametres en
me^me temps que les modes pour l'estimateur MV. Les re-
sultats, pour dierentes tailles d'images et de niveaux de
bruit sont presentes gure 5.
L'estimation MV non supervisee donne des resultats
presque aussi bons que ceux que l'on avait obtenus avec
l'estimateur MV a hyperparametres ((vrais)) (voir gure 2).
Ces courbes montrent, de plus, que l'estimation marginale
Fig. 5: comparaison de l'erreur quadratique relative en %
sur l'estimation des modes par l'estimateur MV [losanges] et
par l'estimateur MVG [croix], en non-supervise. En [traits
pleins] pour une image 32  32 pixels, [pointilles] pour une
image 64 64, [tirets] pour une image 128 128.
((non supervisee)) permet une bien meilleure reconstruction
des modes que l'estimation conjointe avec regularisation
quasi-nulle, lorsque le bruit est important et d'aussi bons
resultats pour des niveaux de bruit plus faibles. Pour un
cou^t de calcul quasiment identique, les resultats obtenus
avec l'estimateur marginalise sont egalement bien plus co-
herents d'un point de vue methodologique.
6 Conclusion
Les proprietes des deux estimateurs ont ete veriees
a l'aide des simulations. Le bon comportement du MVG
pour une regularisation quasi-nulle reste a expliquer, mais
justie, en partie, ce qui est souvent fait dans la litterature.
Toutefois l'estimateur marginalise que nous avons propose
possede des proprietes statistiques plus interessantes, fa-
cilitant, entre autres, la mise au point de methodes non
supervisees.
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