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Abstract
In this paper we consider the confluent Heun equation, which is a linear differential equation of
second order with three singular points — two of them are regular and the third one is irregular of
rank 1. The purpose of the work is to propose a procedure for numerical evaluation of the equation’s
solutions (confluent Heun functions). A scheme based on power series, asymptotic expansions and
analytic continuation is described. Results of numerical tests are given.
1 Introduction
Heun differential equation was introduced by Karl Heun in 1889 [8] as a generalization of the hypergeo-
metric one. The general Heun equation is a Fuchsian equation with four regular singular points, which
are usually chosen to be z = 0, 1, a, and ∞ in the complex z-plane. Various kinds of confluence of
these singularities, when two or more of them merge to an irregular singularity, produce the confluent,
double confluent, biconfluent and triconfluent Heun equations. For a comprehensive mathematical
treatment of the topic, we refer to [19, 20, 21]. In the present paper, we deal with the confluent Heun
equation being a result of the simplest case of confluence a → ∞ and having two regular singular
points z = 0, 1 and an irregular one z =∞.
The solutions of the Heun equations generalize many known mathematical functions including the
hypergeometric ones, Mathieu functions, spheroidal wave functions, Coulomb spheroidal functions,
and many others widely used in mathematical physics and applied mathematics. It should be noted
that numerous papers are devoted to expansion of solutions of the Heun equations in terms of the
minor special functions; see e.g. [4, 10, 14] and references therein.
The general Heun equation and its confluent forms appear in many fields of modern physics,
such as general relativity, astrophysics, hydrodynamics, atomic and particle physics, etc. (see, e.g.,
[3, 6, 18, 22, 25, 2, 7]). A vast list of references to numerous physical applications, especially in
general relativity, can be found in [9]. “The Heun project” (http://theheunproject.org/) should also
be mentioned as a good source of information on the current development.
Despite the increasing interest to the Heun equations, the only, to author’s knowledge, software
package able to evaluate the confluent Heun functions numerically is MapleTM. The purpose of the
present work is to develop alternative algorithms. Following [16], for numerical evaluation of the
confluent Heun functions we suggest a procedure based on power series, asymptotic expansions and
analytic continuation. Program realization is presented in [17] as Octave/Matlab code. Results of nu-
merical tests and comparison with cases when confluent Heun functions reduce to elementary functions
are given.
The proposed approach is applicable for computation of the multi-valued confluent Heun functions.
We also define their single-valued counterparts by fixation of branch cuts. For the single-valued
functions, an improvement of the algorithm for points close to the singular ones is suggested.
The algorithms of this work are not intended to be universal. Surely, numerical problems are
expected and special treatment is needed e.g. for the cases of merging singular points (see [13]) or
large accessory parameter.
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2 Statement and basic notations
We use the following form of the confluent Heun equation:
c
H ′′(z) +
(
γ
z
+
δ
z − 1 + ε
)
c
H ′(z) +
αz − q
z(z − 1)
c
H (z) = 0. (1)
This second order linear differential equation has regular singularities at z = 0 and 1, and an irregular
singularity of rank 1 at z = ∞ (see e.g. [20]). The parameter q ∈ C is usually referred to as an
accessory or auxiliary parameter and γ, δ, ε, α (also belonging to C) are exponent-related parameters.
It is important to note that in this paper the parameters ε and α are assumed to be independent.
Below, we will use notation
c
H (q, α, γ, δ, ε; z) or
c
H (z) for brevity.
There are 6 local solutions of equation (1). The Frobenius method can be used to derive local
power-series solutions to (1) near z = 0 and z = 1 (two per a singular point), while two solutions at
z =∞ can be obtained in the form of asymptotic series. In § 3 we will present the local solutions near
the point z = 0. One of them is analytic in a vicinity of zero and if γ is not a nonpositive integer, we
normalize this solution to unity at z = 0 and call it the local confluent Heun function. It is denoted by
c
Hl(q, α, γ, δ, ε; z). For the second Frobenius local solution, we will use the notation
c
Hs(q, α, γ, δ, ε; z).
When γ is a nonpositive integer, one solution of (1) is analytic in a vicinity of z = 0 but it is equal
to zero at z = 0, whereas the second solution can be normalized to unity at zero but generally it is not
analytic. Following [16], the normalized solution will be denoted by
c
Hl(z) and another one by
c
Hs(z).
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Figure 1: Branch cuts.
It is important to note that generally
c
H (z) is a multi-valued function and, so, to define single-
valued functions
c
Hl(z) and
c
Hs(z), we should choose branch cuts. In the present work, we fix the
branch cuts B0∞ = (−∞, 0) and B1∞ = (1,+∞), connecting the points 0 and 1 to ∞, respectively
(see Fig. 1). For γ 6∈ Z−0 (Z−0 means the set consisting of zero and negative integers), for definition of
single-valued
c
Hl(z) it is sufficient to use B1∞. It is the case for
c
Hs(z) when γ ∈ Z−0 .
3 Power series expansions at the point z = 0
Power series expansion of the confluent Heun function
c
Hl(z), such that
c
Hl(0) = 1, is well-known for
γ 6∈ Z−0 . We have
c
Hl(q, α, γ, δ, ε; z) =
∞∑
n=0
bnz
n, (2)
where the coefficients bn are submitted to the following three-term recurrence relation:
Pnbn = Qnbn−1 +Rnbn−2. (3)
Here
Pn = n(γ − 1 + n), Qn = −q + (n− 1)(γ + δ − ε+ n− 2), Rn = (n− 2)ε+ α, (4)
and the initial conditions are as follows: b−1 = 0, b0 = 1. (Then
c
Hl ′z(q, α, γ, δ, ε; 0) = −q/γ.)
The confluent Heun function
c
Hl(z) is analytic in the circle |z| < 1 and Cauchy’s theorem on the
expansion of an analytic function into a power series (see e.g. Theorem 16.7 in [15, Part I]) guarantees
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that the series (2) converges to
c
Hl(z) inside the circle |z| < 1. (Though the question of the forward
stability of the recursion relations, see e.g. [24], is out of our scope in this paper.)
In the case of integer γ, the local Frobenius solution corresponding to the smaller exponent (0 or
1 − γ) may contain a logarithmic factor (see e.g. [11, 23]). So, for γ ∈ Z−0 we are looking for the
solution of (1) in the following form:
c
Hl(q, α, γ, δ, ε; z) =
∞∑
n=0, n 6=n∗
cnz
n + log(z)
∞∑
n=n∗
snz
n, (5)
where n∗ = 1 − γ. Note that a solution with the sought property
c
Hl(0) = 1 could be found for any
cn∗ . We fix cn∗ = 0 for definiteness.
Substituting (5) into (1), we find
log(z)L
( ∞∑
n=n∗
snz
n
)
+L
( ∞∑
n=0, n 6=n∗
cnz
n
)
+ Lˆ
( ∞∑
n=n∗
snz
n
)
= 0, (6)
where L is the operator of the confluent Heun equation such that (1) is written as L
c
H = 0. Besides,(
Lˆψ
)
(z) =
2
z
ψ′(z) +
1
z
(
γ − 1
z
+
δ
z − 1 + ε
)
ψ(z).
Obviously, (6) splits into two equations
L
( ∞∑
n=n∗
snz
n
)
= 0, (7)
L
( ∞∑
n=0, n 6=n∗
cnz
n
)
+ Lˆ
( ∞∑
n=n∗
snz
n
)
= 0, (8)
Let us collect in (7), (8) terms having the same asymptotic nature as z → 0. First, we find that
coefficients cn for n = 1, . . . , n∗ − 1 are submitted to the recurrence (3): Pncn = Qncn−1 + Rncn−2,
where Pn, Qn, Rn are defined by (4) and the initial conditions are c−1 = 0, c0 = 1.
From (7) and (8), we find that the coefficients sn for n = n∗ + 1, n∗ + 2, . . . are submitted to the
same recurrence relationship (3): Pnsn = Qnsn−1 + Rnsn−2, where sn∗−1 = 0 and another initial
condition includes coefficients cn∗−1, cn∗−2:
n∗ sn∗ = cn∗−1
[−q + γ(1− δ + ε)]+ cn∗−2[α− ε(1 + γ)].
At the next step, we can define coefficients cn for n = n∗ + 1, n∗ + 2, . . . From (8) we obtain the
following relationship:
Pncn = Qncn−1 +Rncn−2 + Snsn + Tnsn−1 + Unsn−2, (9)
where
Sn = 1− γ − 2n, Tn = γ + δ − ε+ 2n− 3, Un = ε.
In this way for γ ∈ Z−0 , using (5), we obtain a local solution, equal to unity at z = 0. For the
constructed solution, it is easy to find that
c
Hl ′(q, α, γ, δ, ε; 0) = −q/γ for γ ∈ Z−0 \ {0}. For γ = 0, we
have
c
Hl ′(q, α, γ, δ, ε; 0)/ log(z)→ −q as z → 0.
The second local solution can be defined as follows (see also (7)):
c
Hs(q, α, γ, δ, ε; z) =
∞∑
n=n∗
sˇnz
n, (10)
where Pnsˇn = Qnsˇn−1 +Rnsˇn−2 for n > n∗ and sˇn∗ = 1, sˇn∗−1 = 0.
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As it was mentioned above, cn∗ in (5) could be arbitrary. In other words, the above choice of
c
Hl(q, α, γ, δ, ε; z) for γ ∈ Z−0 is non-unique; it could be a linear combination
c
Hl(q, α, γ, δ, ε; z) + C
c
Hs(q, α, γ, δ, ε; z)
for an arbitrary constant C.
For γ 6∈ Z−0 , by substitution to (1) it is straightforward to check the following relationship:
c
H (q, α, γ, δ, ε; z) = e−εz
c
H (q − εγ, α− ε(γ + δ), γ, δ,−ε; z). (11)
(The latter formula is pretty useful in numerical evaluation for large |εz|.) However, for γ ∈ Z−0 (due
to the non-uniqueness) the formula (11) is generally not true for
c
Hl(z). Namely, we have
c
Hl(q, α, γ, δ, ε; z) +A cHs(q, α, γ, δ, ε; z) = e−εz cHl(q − εγ, α− ε(γ + δ), γ, δ,−ε; z), (12)
where
A = −
n∗∑
n=0
cn
εn∗−n
(n∗ − n)! .
Consider now the function
c
Hs(z) for arbitrary γ. We should discern two situations: γ = 1 and
γ 6= 1. In the latter case, we can use the following representation:
c
Hs(q, α, γ, δ, ε; z) = z1−γ
c
Hl
(
q + (γ − 1)(δ − ε), α+ ε(1− γ), 2− γ, δ, ε; z). (13)
Notably, this formula includes (10) as a particular case, justifying our way to introduce
c
Hl(z) and
c
Hs(z) for non-positive integer γ. For γ = 2, 3, . . ., the expansion of the function
c
Hs(z) defined by (13)
and (5) contains logarithmic term.
For γ = 1, repeating the arguments used to derive representation of
c
Hl(z) in the case γ ∈ Z−0 , we
can find the following local representation
c
Hs(q, α, γ, δ, ε; z) =
∞∑
n=1
dnz
n + log(z)
∞∑
n=0
tnz
n. (14)
Here Pntn = Qntn−1 +Rntn−2, where t−1 = 0, t0 = 1 and (cf. (9))
Pndn = Qndn−1 +Rndn−2 + Sntn + Tntn−1 + Untn−2, d−1 = d0 = 0.
4 Expansions at infinity
In this section we write expansions of the confluent Heun function at infinity, where the equation has
an irregular singularity of rank 1. Assuming that ε 6= 0, we look for a solution in the form
c
HA,∞(q, α, γ, δ, ε; z) = (−z)−αε
∞∑
n=0
βn
n!
(εz)n
. (15)
From (1), we find that the coefficients βn are subject to the recurrence
βn = Q˜nβn−1 + R˜nβn−2,
where
Q˜n = 1 + n
−2
(
−q + α
ε
(
2n− γ − δ − 1 + α
ε
)
+ (γ + δ − ε+ 1)(1− n) + α− 1
)
,
R˜n = ε
(
n− 2 + αε
)(
γ − n+ 1− αε
)
n2(n− 1) ,
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and the initial conditions are chosen to be as follows:
β−1 = 0, β0 = 1.
The second solution can be introduced by using the relationship (11):
c
HB,∞(q, α, γ, δ, ε; z) = e−εz
c
HA,∞(q − εγ, α− ε(γ + δ), γ, δ,−ε; z). (16)
We note that in view of (16) the so-called Stokes (anti-Stokes) line can be defined as Im{εz} = 0
(Re{εz} = 0).
In the special case ε = 0, α 6= 0, one can find two solutions in the form of the following asymptotic
series
c
H±(z) = zΛ exp
{±2i√αz} ∞∑
n=0
β±n z
−n
2 ,
where
Λ =
1
4
− γ + δ
2
and the coefficients β±n are defined by the recursion:
P˚nβ
±
n = ±Q˚nβ±n−1 + R˚nβ±n−2 ± S˚nβ±n−3,
with the initial conditions β±−2 = β
±
−1 = 0, β
±
0 = 1. In the recurrence relation,
P˚n = 4in
√
α, Q˚n =
(
n− 32
) (
n+ 12
)
+ 4(α− q)− (γ + δ)(γ + δ − 2),
R˚n = 4i
√
α (n− 2 + δ) , S˚n = −
(
n− 32 − γ + δ
) (
n− 72 + γ + δ
)
.
In the case α = ε = 0, the confluent Heun equation reduces to the hypergeometric one (see [5],
Ch. 2) and the point z =∞ is regular singular.
5 Power series expansion at an arbitrary regular point
Further we will extend the local confluent Heun functions outside the circle of convergence of the series
(2), (5), (14) (|z| < 1). For this purpose, in § 6 we will use analytic continuation process based on the
power series expansion which we derive in this section.
We seek the solution
c
H(z0,H0,H′0)(q, α, γ, δ, ε; z) to equation (1) satisfying the conditions
c
H (q, α, γ, δ, ε; z0) = H0,
∂
∂z
c
H (q, α, γ, δ, ε; z)
∣∣∣
z=z0
= H ′0. (17)
Here z0 is an arbitrary finite point, assumed not to coincide with the singular points 0, 1. We look for
power series expansion of the confluent Heun function in the form
c
H(z0,H0,H′0)(q, α, γ, δ, ε; z) =
∞∑
n=0
cn(z − z0)n. (18)
Substituting (18) into (1) and collecting terms at the same power of z−z0, we obtain the following
4-term recurrence relation for the coefficients cn:
Pncn = Qncn−1 +Rncn−2 + Sncn−3, (19)
where
Pn = n(1− n)z0(z0 − 1), Qn = (n− 1)
(
εz20 + z0(γ + δ − ε+ 2(n− 2))− γ − n+ 2
)
,
Rn = z0(2(n− 2)ε+ α) + (n− 2)(γ − ε+ δ + n− 3)− q, Sn = (n− 3)ε+ α.
Obviously, the solution (18) satisfies the conditions (17) if the recurrence process starts with the initial
conditions
c−1 = 0, c0 = H0, c1 = H ′0.
The series (18) converges inside the circle |z − z0| < r, where r is the distance to the nearest
singular point, r = min{|z0|, |z0−1|}. Of course, practically the convergence can be slow when |z−z0|
is not small.
5
6 Basic algorithm
Let us introduce the projection operator PNz which, being applied to an analytic function, truncates
its power series expansion at the point z to the first N terms. Consider first γ 6∈ Z−0 . Using the
expansion (2), we evaluate
(
PN0
c
Hl
)
(z) =
N∑
n=0
bnz
n,
(
PN0
c
Hl
)′
(z) =
N∑
n=1
n bnz
n−1, (20)
as approximation of
c
Hl(z) and
c
Hl ′(z) in a vicinity of z = 0.
In our algorithm we do not fix the number N in the representations (20); it will be defined as we
proceed with computation of series terms and summation until a termination condition is satisfied.
Namely, we stop the process when
(
PN0
c
Hl
)
(z),
(
PN−10
c
Hl
)
(z), and
(
PN0
c
Hl
)′
(z),
(
PN−10
c
Hl
)′
(z) are
not distinguishable in the used computer arithmetics.
To estimate the quality of the approximation, in view of (1) we compute the value
c
Hl(z) =
1
q − αz
{
z(z − 1)(PN0 cHl)′′(z) + [γ(z − 1) + δz + εz(z − 1)](PN0 cHl)′(z)},
where
(
PN0
c
Hl
)′′
(z) =
∑N
n=2 n(n− 1) bnzn−2. Then we suppose proximity of
r0(z) =
∣∣ cHl(z)− (PN0 cHl)(z)∣∣ (21)
to the true error of the approximation
∣∣ cHl(z)− (PN0 cHl)(z)∣∣. Near the point z = z∗ = q/α, numerical
computation of
c
Hl(z) is unreliable due to essential loss of significance. In a vicinity of z∗, it can be
suggested to use an estimate based on properties of the series, e.g., akin to one used in [17],
rˆ0(z) =
√
N
∣∣zNbN (z)∣∣+ N ∣∣(PN0 cHl)(z)∣∣, (22)
where  is machine epsilon in the applied computer arithmetics.
We write the described algorithm as a function
c
Hl0(z) which returns 4-tuple
c
Hl0 : z 7→ [f, f ′, r,N ],
where N + 1 is the number of terms in power series, defined by the termination condition, f =(
PN0
c
Hl
)
(z), f ′ =
(
PN0
c
Hl
)′
(z), and r is the value computed with (21) or (22).
The scheme of computation of
c
Hl(z) in the case γ ∈ Z−0 is analogous, but slightly more involved.
We use (5) and, instead of (20), define the function
c
Hl0(z) starting from the expression
N∑
n=0, n 6=n∗
cnz
n + log(z)
N∑
n=n∗
snz
n.
Assume that |z| < κ, where κ ∈ (0, 1) is some coefficient chosen so that N defined by the
termination condition is expected to be moderate (in computations presented in § 8, we fix κ = 0.38).
Then we can use the numerical algorithm
c
Hl0 for evaluation of the function
c
Hl(z) and its derivative,
and for estimation of the approximation error.
Consider further the case |z| ≥ κ. First we define an auxiliary algorithm. Let z0 be an arbitrary
point not belonging to the set {0, 1,∞}. Using (18) we define
(
PNz0
c
H(z0,H0,H′0)
)
(z) =
N∑
n=0
cn(z − z0)n,
(
PNz0
c
H(z0,H0,H′0)
)′
(z) =
N∑
n=1
n cn(z − z0)n−1,
as approximations of
c
H(z0,H0,H′0)(z) and
c
H ′(z0,H0,H′0)(z) for z close to z0. Here coefficients cn are defined
by (19) and we proceed with summation until the termination condition (analogous to that described
above) is satisfied.
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Figure 2: Analytic continuation using power series.
Again, we compute
c
H (z0,H0,H′0)(z) =
1
q − αz
{
z(z − 1)(PNz0 cH(z0,H0,H′0))′′(z)
+
[
γ(z − 1) + δz + εz(z − 1)
](
PNz0
c
H(z0,H0,H′0)
)′
(z)
}
,
and the value r(z0,H0,H′0)(z) =
∣∣ cH (z0,H0,H′0)(z) − (PNz0 cH(z0,H0,H′0))(z)∣∣. In view of essential loss of
significance in computation of
c
H (z0,H0,H′0)(z) near z = z∗, we define
rˆ(z0,H0,H′0)(z) =
√
N
∣∣(z − z0)N cN (z)∣∣+ N ∣∣(PNz0 cH(z0,H0,H′0))(z)∣∣.
We write the described algorithm as a function
c ◦H (z0,H0,H′0) : z 7→ [f, f ′, r,N ], where N + 1 is
the number of terms in power series defined by the termination condition, f =
(
PNz0
c
H(z0,H0,H′0)
)
(z),
f ′ =
(
PNz0
c
H(z0,H0,H′0)
)′
(z), r is equal to r(z0,H0,H′0)(z) or rˆ(z0,H0,H′0)(z).
Now we are ready to proceed with analytic continuation along a path from zero to z. Consider
first the simplest case when the path is the line segment (0, z). At the first step, we compute
[
c
Hl1,
c
Hl ′1, r1, N1] =
c
Hl0(z1),
where z1 = e
i arg(z)κ (see Fig. 2, where for definiteness we choose κ = 0.5). Further, we connect two
regular points z1 and z, starting with the values
c
Hl1,
c
Hl ′1 at z1. Denote this algorithm by
c
H(z1,
c
Hl1,
c
Hl ′1).
For p = 1, 2, and so on, we define
Rp = κmin{|zp|, |zp − 1|},
zp+1 =
{
zp + e
i arg(z)Rp if |z − zp| > Rp,
z if |z − zp| ≤ Rp,
and compute
[
c
Hlp+1,
c
Hl ′p+1, rp+1, Np+1] =
c ◦H (zp,
c
Hlp,
c
Hl ′p)(zp+1).
The iterations stops when zp+1 = z. Finally, we have
c
Hlp+1,
c
Hl ′p+1 as approximations of
c
Hl(z) and
c
Hl ′(z), respectively. We also compute the values rΣ = r1 + . . .+rp+1 and NΣ = N1 + . . .+Np+1 +p+1.
Here NΣ is the total number of power series terms which can be used as a measure of computer load
and rΣ may be an indicator of the approximation quality.
7
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Figure 3: Path from zero to z consisting of two line segments for z ∈ ω+ and z ∈ ω−.
It can be useful to modify this algorithm by allowing more precise selection of Rp. For example,
in [17], after a step of iteration is complete, we choose R = RpN/Np, and at the next step Rp+1 =
min
{
R,κmin{|zp+1|, |zp+1− 1|}
}
. Here N is a number of series terms which is considered as in some
sense optimal for the used computer arithmetics (in the computations of § 8, N = 40).
We also note that in view of (16), if Re(−εz) > 0, it may reasonable to compute cHl(q, α, γ, δ, ε; z)
through
c
Hl(q − εγ, α− ε(γ + δ), γ, δ,−ε; z); see (11), (12). This trick is used in the code [17].
The described algorithm of continuation along a line segment is readily generalized for the case
when 0 and z are connected by a polyline Υ. This gives us a way to compute the multi-valued confluent
Heun function. The resulting procedure can be considered as a function
c
Hl Υ : z 7→ [f, f ′, rΣ, NΣ],
where f and f ′ are the resulting approximations of the confluent Heun function at z and its derivative.
The above arguments can be literally exploited to define the function
c
HsΥ. The procedure of
analytic continuation described above for
c
Hl(z) can be applied for
c
Hs(z) with simple modification —
it should start from another expansion at z = 0, given by (2), (13) or by (14).
It is notable that the size of the step in the described analytic continuation is small for parts of
the polyline Υ close to a singular point. This also means an increase of the number of used circular
elements in the continuation procedure which, in its turn, may lead to loss of accuracy. The influence
of the singular points can be reduced by a choice of the path of continuation.
In the computational scheme applied in § 8 [17], we use paths consisting of two line segments when
z belongs to one of the domains ω± = {z : Re z > 1, 0 < ± Im z < Re z} (see Fig. 3). Thus, for
z ∈ ω± we consider the path Υ that consequently connects the points 0, 1 + i sign(Im z), z, and define
c
Hl (z) =
c
Hl Υ(z) and
c
Hs(z) =
c
HsΥ(z).
7 Computation of single-valued confluent Heun functions near sin-
gular points
As it is already noted, the number of circular elements in the continuation procedure for computation
of
c
Hl(z),
c
Hs(z) increases as z approaches a singular point (1 or ∞). In this section we suggest
improvements of the algorithm near these points.
Consider first a vicinity of z = 1. It is known that two local solutions can be written as follows:
c
Hl(q − α,−α, δ, γ,−ε; 1− z), cHs(q − α,−α, δ, γ,−ε; 1− z). Thus, we have
c
Hl(q, α, γ, δ, ε; z) = C1
c
Hl(q − α,−α, δ, γ,−ε; 1− z) + C2
c
Hs(q − α,−α, δ, γ,−ε; 1− z), (23)
where C1, C2 are some constants.
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To the author knowledge, an explicit solution to the two-point connection problem for the confluent
Heun equation has not been found (see e.g. [12] and references therein). So, we define the matching
coefficients C1, C2 numerically, in the following way. We choose a matching point, z = z
?
1 = 1/2 and
apply the algorithms
c
Hl and
c
Hs described in § 6 to find
[f0, f
′
0, r0, N0] =
c
Hl (q, α, γ, δ, ε; z?1),
[f1, f
′
1, r1, N1] =
c
Hl (q − α,−α, δ, γ,−ε; 1− z?1),
[f2, f
′
2, r2, N2] =
c
Hs(q − α,−α, δ, γ,−ε; 1− z?1).
Then we solve the linear system (
f1 f2
−f ′1 −f ′2
)(
C1
C2
)
=
(
f0
f ′0
)
.
It may also be reasonable to keep the computed values C1 = C1(q, α, γ, δ, ε), C2 = C2(q, α, γ, δ, ε) in
computer memory.
On finding C1, C2 (by computation or in the computer memory), we define the function
c
Hl (1) : z 7→ [f, f ′, r,N ],
where
f = C1f1 + C2f2, f
′ = −C1f ′1 − C2f ′2, r = |C1|r1 + |C2|r2, N = N1 +N2,
[f1, f
′
1, r1, N1] =
c
Hl (q − α,−α, δ, γ,−ε; 1− z),
[f2, f
′
2, r2, N2] =
c
Hs(q − α,−α, δ, γ,−ε; 1− z).
The described scheme can be repeated literally to define
c
Hs(1) based on the representation
c
Hs(q, α, γ, δ, ε; z) = C ′1
c
Hl(q − α,−α, δ, γ,−ε; 1− z) + C ′2
c
Hs(q − α,−α, δ, γ,−ε; 1− z), (24)
where C ′1 and C ′2 are some coefficients to be found.
It is notable that finding C1, C2 or C
′
1, C
′
2 includes computation of all three terms in (23) or (24)
at z = z?1 . So, if the matching constants are not known, the algorithms
c
Hl (1) and
c
Hs(1) are preferable
over
c
Hl and
c
Hs in a sufficiently small vicinity of z = 1. In the code [17], used in § 8, the algorithms
are applied for |z − 1| < 0.05.
Consider now a vicinity of the point z = ∞. Here the situation is more involved because of the
nature of the singular point and in view of the choice of the branch cuts. If the definition of single-
valued confluent Heun function demands both branch cuts B0∞, B1∞, then they split the vicinity of
infinity {z : |z| > 1} into two sectors S(±) = {z : |z| > 1,± Im z > 0}, and coefficients connecting the
function
c
Hl(z) or
c
Hs(z) with two local solutions at infinity are found for each of the sectors separately.
Assume further in this section that ε 6= 0. For z ∈ S±, we write
c
HA,∞(q, α, γ, δ, ε; z) = E±1
c
Hl(q, α, γ, δ, ε; z) + E±2
c
Hs(q, α, γ, δ, ε; z), (25)
where
c
HA,∞(q, α, γ, δ, ε; z) is the function defined by (15) and E±1 , E
±
2 are some constants. It is
important that the function in the left-hand side of (25) does not contain exponential factor while
each of the functions in the right-hand side does generally contain (via contribution of
c
HB,∞(z); see
(16)). So it is reasonable to choose the matching point to be close to zero and continue
c
HA,∞(z) from
far-field to this point (not vice versa). Of importance is also the choice of direction along which the
connection of far-field and matching points is realized. We note that Wronskian of
c
Hl(z) and
c
Hs(z),
up to a constant factor, is equal to z−γ(1 − z)−δe−εz (Liouville–Ostrogradski formula). In view of
the exponent, the matrix which arises when finding E±1 , E
±
2 via matching at a point is usually better
conditioned when the point belongs to the so-called anti-Stokes line iε−1t, t ∈ (−∞,∞).
Hence, in the numerical code [17] used in § 8, we choose the following matching point
z?± =
5
4e
iθ± for z ∈ S±,
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where θ± = arg
(
iε−1
)
if iε−1 ∈ S± or θ± = arg(−iε−1) otherwise. By using the algorithm described
in § 6, we continue cHA,∞(z) to the point z?± starting from
c
HA,∞(z),
c
H ′A,∞(z) computed with (15)
at z±∞ = R|ε|−1eiθ
±
. The value of R (“far-field radius”) is defined in [17] by the condition that the
minimal term in the asymptotic series
∑∞
n=0 n!/R
n should be smaller than the machine epsilon . So
we hope that optimal truncation in (15) (at series’ least term; see, e.g. [1]) for z = z±∞ would lead to
accuracy of order .
Thus, we find
[f±0 , f
±
0
′, r±0 , N
±
0 ] =
c
H(
z±∞,
c
HA,∞(z±∞),
c
H ′A,∞(z
±∞)
)(z?±),
[f±1 , f
±
1
′, r±1 , N
±
1 ] =
c
Hl (z?±), [f
±
2 , f
±
2
′, r±2 , N
±
2 ] =
c
Hs(z?±),
and the matching coefficients are defined as solution to the linear system(
f±1 f
±
2
−f±1 ′ −f±2 ′
)(
E±1
E±2
)
=
(
f±0
f±0
′
)
.
Now, analogously to (25), we can write
c
HB,∞(q, α, γ, δ, ε; z) = D±1
c
Hl(q, α, γ, δ, ε; z) +D±2
c
Hs(q, α, γ, δ, ε; z), (26)
where
c
HB,∞(q, α, γ, δ, ε; z) is the function defined by (16) and D±1 , D
±
2 are some constants. However,
unlike the previous case all terms of (26) may have exponential factor e−εz. So, it is useful to transform
equality (26) using relationship (11). We write
c
HA,∞(q − εγ, α− ε(γ + δ), γ, δ,−ε; z) = D±1
c
Hl(q − εγ, α− ε(γ + δ), γ, δ,−ε; z)
+D±2
c
Hs(q − εγ, α− ε(γ + δ), γ, δ,−ε; z),
and the procedure described above can be applied literally.
Introduce now the matrix d± =
[
d±ij
]
i,j=1,2
:
d± =
(
E±1 E
±
2
D±1 D
±
2
)−1
.
Then, for large |εz| (|εz| > R in code [17] used in § 8), we compute
c
Hl(q, α, γ, δ, ε; z) = d±11
c
HA,∞(q, α, γ, δ, ε; z) + d±12
c
HB,∞(q, α, γ, δ, ε; z),
c
Hs(q, α, γ, δ, ε; z) = d±21
c
HA,∞(q, α, γ, δ, ε; z) + d±22
c
HB,∞(q, α, γ, δ, ε; z),
when z ∈ S±. We denote by cHl (∞) and cHs(∞) the described algorithms for finding cHl(z) and cHs(z)
for large |εz|.
8 Numerical results
In this section we present results of numerical evaluation of the functions
c
Hl(z) and
c
Hs(z). For these
tests we use both the basic algorithms
c
Hl ,
c
Hs (see § 6) and the algorithms with improvements described
in the previous section (
c
Hl (1),
c
Hs(1),
c
Hl (∞),
c
Hs(∞)).
Calculations are performed with the code [17] in the numerical computing environment GNU
Octave and double precision (64-bit) arithmetics (the machine epsilon  is about 2.22 · 10−16).
It is rather straightforward to check the following special forms of the confluent Heun functions
c
Hl
(
1
4 , 0,
1
2 ,
1
2 , 0; z
)
=
√
1− z := h1(z),
c
Hs
(
1
4 , 0,
1
2 ,
1
2 , 0; z
)
=
√
z := h2(z),
and, so, we define
∆1(z) :=
c
Hl
(
1
4 , 0,
1
2 ,
1
2 , 0; z
)− h1(z),
∆2(z) :=
c
Hs
(
1
4 , 0,
1
2 ,
1
2 , 0; z
)− h2(z).
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(a) (b)
Im z
Re z
Im z
Re z
Figure 4: Values of max
{−16, log10 Λ1(z)} (a) and N1(z) (b).
(a) (b)
Im z
Re z
Im z
Re z
Figure 5: Values of max
{−16, log10 Λ2(z)} (a) and N2(z) (b).
Further we will check numerically the identities ∆n(z) = 0, n = 1, 2, . . . , 9, where, analogously, we
introduce
∆3(z) :=
c
Hl(6, 0, 1, 1, 0; z)− h3(z), h3(z) := 6z2 − 6z + 1,
∆4(z) :=
c
Hs(6, 0, 1, 1, 0; z)− h4(z), h4(z) :=
(
6z2 − 6z + 1)(log(z)− log(1− z)− 3)− 6z + 3,
∆5(z) :=
c
Hl
(−14 , 0, 12 , 12 , 0; z)− h5(z), h5(z) := cos log(√1− z + i√z),
∆6(z) :=
c
Hs
(−14 , 0, 12 , 12 , 0; z)− h6(z), h6(z) := −i sin log(√1− z + i√z),
∆7(z) :=
c
Hl
(
3
4 ,
3
2 ,
1
2 ,
1
2 , 1; z
)− h7(z), h7(z) := e−z√1− z,
∆8(z) :=
c
Hs
(
5
4 ,
3
2 ,
1
2 ,
1
2 , 1; z
)− h8(z), h8(z) := e−z√z,
and
∆9(z) :=
c
Hl(−2, 0,−1, 0, 1; z) + 32
c
Hs(−2, 0,−1, 0, 1; z)− h9(z), h9(z) := e−z(1− z).
The coefficient 3/2 in the definition of ∆9(z) can be easily found by comparing expansions at z = 0
for the three terms in the right-hand side. It should also be marked that ∆4(z) and ∆9(z) relate to
the special cases: when γ = 1 and γ is a non-positive integer.
Figures 4a and 5a show in a semilogarithmic scale results of computations of the relative error
Λn(z) =
|∆n(z)|
1 + |hn(z)| +
|∆′n(z)|
1 + |h′n(z)|
for n = 1, using the algorithm
c
Hl , and for n = 2, using the algorithm
c
Hs . In Fig. 4b and 5b we present
the values N1(z) and N2(z) which mean the total number of terms in power series used to compute
c
Hl(z) and
c
Hs(z) in the expression of Λ1(z) and Λ2(z), respectively. These values can characterize the
time of computation.
In these and other figures below, Λn(z) and Nn(z), n = 1, 2, . . . , 9, are computed on the grid
(Re z, Im z) ∈ L(1000, [−40, 40])×L(1000, [−40, 40]), where L(m,χ) is the set of m linearly spaced in
the interval χ values (including interval’s end-points).
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(a) (b)
Im z
Re z
Im z
Re z
Figure 6: Values of max
{−16, log10 Λ3(z)} (a) and N3(z) (b).
(a) (b)
Im z
Re z
Im z
Re z
Figure 7: Values of max
{−16, log10 Λ4(z)} (a) and N4(z) (b).
(a) (b)
Im z
Re z
Im z
Re z
Figure 8: Values of max
{−16, log10 Λ5(z)} (a) and N5(z) (b).
(a) (b)
Im z
Re z
Im z
Re z
Figure 9: Values of max
{−16, log10 Λ6(z)} (a) and N6(z) (b).
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(a) (b)
Im z
Re z
Im z
Re z
Figure 10: Values of max
{−16, log10 Λ7(z)} (a) and N7(z) (b).
(a) (b)
Im z
Re z
Im z
Re z
Figure 11: Values of max
{−16, log10 Λ7(z)} (a) and N7(z) (b). Improved algorithms cHl (1) and cHl (∞)
are used.
(a) (b)
Im z
Re z
Im z
Re z
Figure 12: Values of max
{−16, log10 Λ8(z)} (a) and N8(z) (b).
(a) (b)
Im z
Re z
Im z
Re z
Figure 13: Values of max
{−16, log10 Λ8(z)} (a) and N8(z) (b). Improved algorithms cHs(1) and cHs(∞)
are used.
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(a) (b)
Im z
Re z
Im z
Re z
Figure 14: Values of max
{−16, log10 Λ9(z)} (a) and N9(z) (b).
In Fig. 6 we present results of computations of Λ3(z) and N3(z), using the algorithm
c
Hl . Fig. 7
shows the values of Λ4(z) and N4(z), computed by the algorithm
c
Hs . We also applied the improved
algorithm (
c
Hl (1),
c
Hs(1)); its accuracy is higher but pictures of computations using the improvement
look very similar to Fig. 6 and 7 and therefore omitted.
Figures 8a and 9a show some lost of accuracy and increase of Λ5(z), Λ6(z) above the real axis,
but this presumably happens due to features of realizations of log-functions in Octave, because in the
computations h5(z) 6= h5(z) and h6(z) 6= h6(z).
In Figs. 10–13 we compare the basic algorithm against the algorithm with improvements near
points z = 1 and z = ∞. Here the improvement is more manifestative than for Λ3(z), Λ4(z). The
values N7(z) and N8(z) shown in Figs. 11, 13 do not count operations needed for finding connection
coefficients of local solutions at z = 0 and z =∞. When it is done, the algorithm uses the coefficients
saved in memory. Fig. 14 presents numerical results for Λ9(z) and N9(z).
Finally, we note that Figs. 4–14 do not show essential degradation of accuracy at increase of |z|,
though, of course, computational load grows. The accuracy in the examples of computation is seemed
to be fairly satisfactory for the used double-float arithmetics.
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