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ON BANACH STRUCTURE OF MULTIVARIATE BV SPACES I
ALEXANDER BRUDNYI AND YURI BRUDNYI
Abstract. We introduce and study multivariate generalizations of the classical BV
spaces of Jordan, F. Riesz and Wiener. The family of the introduced spaces contains
or is intimately related to a considerable class of function spaces of modern analysis in-
cluding BMO, BV, Morrey spaces and those of Sobolev of arbitrary smoothness, Besov
and Triebel-Lizorkin spaces. We prove under mild restrictions that the BV spaces of this
family are dual and present constructive characterizations of their preduals via atomic de-
compositions. Moreover, we show that under additional restrictions such a predual space
is isometrically isomorphic to the dual space of the separable subspace of the related BV
space generated by C∞ functions. As a corollary we obtain the “two stars theorem” as-
serting that the second dual of this separable subspace is isometrically isomorphic to the
BV space. An essential role in the proofs play approximation properties of the BV spaces
under consideration, in particular, weak∗ denseness of their subspaces of C∞ functions.
Our results imply the similar ones (old and new) for the classical function spaces listed
above obtained by the unified approach.
1. Introduction
1.1. Important properties of functions of bounded (Jordan) variation and their numerous
applications in analysis have been attracting many researchers to define and study their
multivariate analogs (Vitaly, Hardy, Lebesgue, Frechet, Tonelli, Kronrod, De Giorgi to
name but a few). Each of the proposed definitions was directed to a multivariate general-
ization of a specific property of univariate BV functions while those introduced in that way
possessed (sometimes in disguise) also certain other important properties. For instance,
the Hardy variation was introduced initially to generalize the Dirichlet convergence crite-
rion to multivariate Fourier series but later it was discovered that measurable functions of
bounded Hardy variation are in addition differentiable almost everywhere.
Another example is the Tonelli variation introduced initially for solving the problem of
the characterization of multivariate continuous functions with rectifiable graphs posed by
Poincare´. However, at present the modern form of the Tonelli variation given successively
by Cesari (1936), Fichera (1954) and De Giorgi (1954) plays an essential role in variational
calculus and quasilinear PDEs of the first order, see, e.g., [Gi-84] and [AFP-00] for the
results and the corresponding references.
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As in the previous cases, the concept of variation presented below is intimately related to
a specific problem of multivariate analysis, the problem of the characterization of images of
Sobolev spaces under continuous embeddings in certain spaces of integrable or continuous
functions. The connection of the problem with the (Jordan) BV spaces was discovered
by Lebesgue [Le-04] and Vitali [Vi-05]. The corresponding result named the fundamental
theorem of calculus, see, e.g., [Ru-87, Ch. 7], implies (in fact, is equivalent to) the next
assertion.
Theorem (Lebesgue). There is a linear isometry of W˙ 11 (0, 1) in BV [0, 1] whose image
denoted by AC[0, 1] consists of absolutely continuous functions.
Hereafter W˙ kp (Ω), 1 ≤ p ≤ ∞, k ∈ N, where Ω ⊂ R
d is a domain, stands for the
homogeneous Sobolev space defined by a seminorm given for f ∈ Lp(Ω) by
(1.1) |f |W kp (Ω) :=
∑
|α|=k
‖Dαf‖Lp(Ω).
The result was extended to the space W˙ 1p (0, 1) →֒ C[0, 1], 1 < p <∞, by F. Riesz [Ri-10].
In this case, the image of the isometry coincides with the space BV
1/p′
p [0, 1],
1
p′ +
1
p = 1, of
functions of bounded
(
1
p′ , p
)
-variation.
Here (λ, p)-variation of a function f ∈ ℓ∞[0, 1] is given by
(1.2) varλp f := sup
{xi}
(∑
i
(
|f(xi+1)− f(xi)|
|xi+1 − xi|λ
)p) 1p
,
where {xi} ⊂ [0, 1] runs over monotone sequences.
Let us note that BV 01 is Jordan’s space BV and BV
0
p is the Wiener-L. Young space BVp.
The multivariate generalization of the above formulated results requires a new concept
of variation that will be presented in the next subsection. The solution of the Sobolev
embedding problem (in a sense, sharpening of the Sobolev embedding theorem) was given
in [Br-71] and is formulated in Subsection 1.3.4.
The following appropriately reformulated definition (1.2) can be seen as a model case
for the presented below concept of variation. Actually, it is readily seen that
(1.3) varλp f = 2 sup
π
(∑
I∈π
(
E1(f ; I)
|I|λ
)p) 1p
,
where π runs over families of nonoverlapping1 closed intervals I ⊂ [0, 1] and
(1.4) E1(f ; I) := inf
c∈R
sup
I
|f − c|
(
=
1
2
osc(f ; I)
)
.
1i.e., with pairwise nonintersecting interiors
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Replacing here the underlying space ℓ∞[0, 1] by Lq([0, 1]
d), 1 ≤ q ≤ ∞, the families π by
those of nonoverlapping closed subcubes in [0, 1]d and taking instead of constants polyno-
mials in x ∈ Rd of a fixed degree we arrive to the required concept of variation.
The multiparametric family of BV spaces defined by this variation includes or is in-
timately related to a considerable class of function spaces of modern analysis including
BMO, BV , Morrey spaces and those of Sobolev of arbitrary smoothness, Besov and
Triebel-Lizorkin spaces. In turn, the variational representation of the named spaces al-
lows one to study them by a new approach combining tools of geometric analysis and
approximation theory. The results obtained in this way for Sobolev type embeddings,
pointwise differentiability, Lusin type approximation, the real interpolation and nonlinear
n-term approximation are presented in the survey [Br-09].
In the present paper, this approach amplified by tools of functional analysis is used to
study the Banach structure of the BV spaces introduced (duality, weak∗ compactness, two
stars theorems etc.). These results imply the similar ones (old and new) for the classical
function spaces obtained by the unified approach.
1.2. An important ingredient of the forthcoming definition of the variation is the following
notion.
Definition 1.1. Local polynomial approximation of a function f ∈ Llocq (R
d), 1 ≤ q ≤ ∞,
is a set function given for a bounded measurable set S ⊂ Rd by
(1.5) Ekq(f ;S) := inf
m∈Pd
k−1
‖f −m‖Lq(S),
where Pdℓ is the space of polynomials in x = (x1, . . . , xd) ∈ R
d of degree ℓ.
A geometric ingredient of the basic definition is the set of packings in Qd denoted by
Π(Qd). Each packing consists of a finite family of pairwise nonoverlapping subcubes of
Qd := [0, 1]d homothetic to Qd; in what follows, packings are denoted by π, π′, πi, etc.
Definition 1.2. Let k ∈ N, λ ∈ R and 1 ≤ p, q ≤ ∞. A function space V˙ kλpq (Q
d) is defined
by a seminorm given for f ∈ Lq(Q
d) by
(1.6) |f |V kλpq := sup
π∈Π(Qd)
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p
1
p
;
hereafter |S| stands for the d-measure of a set S ⊂ Rd.
It can be easily verified that Pdk−1|Qd is the null-space of V˙
kλ
pq (Q
d). Hence, the factor-
space
(1.7) V kλpq (Q
d) := V˙ kλpq (Q
d)/Pdk−1|Qd
is normed and (1.6) gives rise to its norm denoted by ‖ · ‖V kλpq .
The standard argument proves that V kλpq (Q
d) is a Banach space.
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To simplify the notations, we set
(1.8) κ := {k, d, λ, p, q}
and write
(1.9) V˙κ := V˙
kλ
pq (Q
d), | · |κ := | · |V kλpq (Qd),
and similarly write Vκ and ‖ · ‖κ for the corresponding factor-space and its norm.
In the sequel, the following separable subspaces of V˙κ and Vκ denoted by v˙κ and vκ play
an essential role:
(1.10) v˙κ := clos(C
∞ ∩ V˙κ, V˙κ), vκ := v˙κ/P
d
k−1;
hereafter C∞ and Pdk−1 denote the following trace-spaces
(1.11) C∞ := C∞(Rd)|Qd and P
d
k−1 := P
d
k−1|Qd .
(It will be shown that either C∞ ⊂ V˙κ or V˙κ = P
d
k−1, i.e., C
∞ ∩ V˙κ is either C
∞ or Pdk−1.)
Stipulation 1.3. Throughout the paper we fix the unit cube Qd and integer k ≥ 1 remov-
ing them from the related symbols. For instance, we write κ := {λ, p, q} instead of that in
(1.8) and Lq instead of Lq(Q
d). Moreover, we write λ(κ), p(κ), etc. if these belong to κ.
However, these indices will be preserved if they assume other values, for instance, we write
V 10p∞[0, 1] instead of Vκ with κ = {1, 1, 0, p,∞}.
Let us note that local approximation Ekq(f ;Q) is equivalent to the k-oscillation of f on
Q given by
(1.12) osckq(f ;Q) := sup
h∈Rd
‖∆khf‖Lq(Qkh),
where
∆kh :=
k∑
j=0
(−1)k−j
(
k
j
)
δkh
and
Qkh := {x ∈ Q : x+ kh ∈ Q}.
Namely, the next two-sided inequality with the constants of equivalence depending only on
k, d is true, see [Br-70],
(1.13) Ekq(f ;Q) ≈ osckq(f ;Q).
Hence, as in the one variable theory, V˙κ functions can be equivalently defined by the
behaviour of their oscillations.
In the classification of Vκ spaces, the following characteristic will be of essence.
Definition 1.4. Smoothness of the space Vκ denoted by s(κ) is given by
(1.14) s(κ) := d
(
λ+
1
p
−
1
q
)
.
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Along with p = p(κ) smoothness is invariant under linear isomorphisms of Vκ spaces.
Moreover, it is closely related to the differentiability and approximation characteristics of
V˙κ functions, see the survey [Br-09]. For instance, a function of smoothness s belongs for
almost all x ∈ Qd to the Taylor class T sq (x) if 0 < s < k and t
k
q (x) if s = k, see, e.g., [Zi-87,
Sec. 3.5] for their definitions.
Let us finally note that the classical BV spaces are defined over the space ℓ∞[0, 1] of
functions bounded on [0, 1] while Vκ spaces with q = ∞ are defined over L∞ space. To
include them and similar spaces in our consideration we use a version of Definition 1.2 with
local approximation denoted by Ek(·; ·) that is defined for f ∈ ℓ
loc
∞ (R
d) and S ⊂ Rd by
(1.15) Ek(f ;S) := inf
m∈Pd
k−1
sup
S
|f −m|;
the corresponding versions of the spaces V˙κ, Vκ, v˙κ and vκ with κ := {λ, p,∞} based on
this definition are denoted by V˙ λp , V
λ
p , v˙
λ
p and v
λ
p , respectively (k and Q
d are omitted here
by Stipulation 1.3).
In more details, V˙ λp is defined by a seminorm
(1.16) |f |V λp := sup
π∈Π
∑
Q∈π
(
|Q|−λEk(f ;Q)
)p 1p
and V λp := V˙
λ
p /P
d
k−1.
Moreover, smoothness of this space denoted by s(λ, p) is defined by (1.14) with q =∞.
Remark 1.5. It seems to be natural to identify V˙ λp with V˙{λ,p,∞} by choosing for each class
f from the latter space its representative, say, fˆ ∈ ℓ∞(Q
d). Unfortunately, this is impossible
as the map f 7→ fˆ is not linear in general and does not preserve local approximation.
Nevertheless, as it will be shown in the forthcoming paper such identification is possible
for spaces V˙ λp and V˙{λ,p,∞} with λ > 0 and 1 ≤ p ≤ ∞.
1.3. Now we enumerate the classical function spaces that coincide with or are intimately
related to the Vκ spaces introduced.
1.3.1. Consistency with the one variable definitions.
We begin with the space V λp [0, 1] whose associated seminorm is given for f ∈ ℓ∞[0, 1] by
(1.17) |f |V λp [0,1] := supπ
{∑
I∈π
(
Ek(f ; I)
|I|λ
)p} 1p
;
here π runs over packings consisting of pairwise nonoverlapping subintervals in [0, 1] and
local approximation is given by (1.15).
In turn, in the classical definitions, the supremum in (1.17) is taken over coverings of [0, 1]
by nonoverlapping intervals and Ek is replaced by the k-deviation δk given for f ∈ ℓ∞[0, 1]
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and I := [a, b] ⊂ [0, 1] by
δk(f ; I) := |∆
k
hf(a)|, where h :=
b− a
k
;
in particular, δ1(f ; I) := |f(b)− f(a)|.
Equivalence of V λp [0, 1] with the space obtained by these substitutions follows from the
Whitney inequality [Wh-59]
Ek(f ; I) ≈ sup
I′⊂I
δk(f ; I),
where the constants of equivalence are independent of f and I (note that f here can be
nonmeasurable).
In particular, E1(f ; I) =
1
2 supx,y∈I |f(x)− f(y)|; therefore for k = 1
|f |V λp [0,1] = 2
− 1
p sup
xi
(∑
i
(
|f(xi+1)− f(xi)|
|xi+1 − xi|λ
)p) 1p
,
where {xi} runs over finite monotone sequences in [0, 1].
The supremum here denoted by varλp (f), see (1.3), defines a seminormed space of func-
tions on [0, 1] that we denote by BV λp .
Thus, seminormed spaces BV λp and V˙
1,λ
p are isometrically isomorphic; in particular, the
classical spaces of Jordan (p = 1, λ = 0), Wiener-L. Young (1 ≤ p < ∞, λ = 0) and F.
Riesz (1 < p < ∞, λ = 1p′ := 1 −
1
p) are isometrically isomorphic to the corresponding
spaces V˙ 1,λp .
1.3.2. Vκ spaces of negative smoothness.
The Vκ spaces with s(κ) < 0 are closely related to weighted Lp spaces with nonintegrable
singularities, Morrey spaces and the likes. In particular, Morrey spaceM sq (Q
d), 1 ≤ q <∞,
0 < s < dq , is defined by a norm given for f ∈ Lq(Q
d) by
(1.18) ‖f‖Msq := sup
Q⊂Qd
|Q|
s
d
(
1
|Q|
∫
Q
|f |q dx
) 1
q
.
In spite of simplicity of the definition, Morrey spaces have numerous applications in
PDEs and harmonic analysis, see, e.g., [Ta-92] and [AX-12] and references therein.
The relation to the space Vκ given by the equality
2
(1.19) Vκ =M
s
q /P
d
k−1, where κ :=
{
1
q
−
s
d
,∞, q
}
,
follows from the inequality, see [Ca-64],
‖f‖Msq ≤ c
(
sup
Q⊂Qd
|Q|
s
d
− 1
qEkq(f ;Q) + ‖f‖q
)
.
2Hereafter X = Y for (semi-) normed X,Y means that they coincide as linear spaces and have equivalent
(semi-) norms.
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Let us note that here s(κ) = −s < 0.
1.3.3. Vκ spaces of smoothness zero.
Let p, q, λ ∈ κ satisfy
1 ≤ q ≤ p <∞, λ =
1
q
−
1
p
,
hence, s(κ) = 0.
Then for q < p
(1.20) Lq/P
d
k−1 ( Vκ ( Lq∞/P
d
k−1,
and for q = p
(1.21) Lq/P
d
k−1 = Vκ (isometry).
Further, if κ := {λ, p, q} and k satisfy
λ = 1−
1
p
, 1 < p ≤ ∞, q = 1 and k = 1,
i.e., s(κ) = 0, then the space V˙κ equals up to equivalence of the seminorms to the John-
Nirenberg [JN-61] space BMOp defined by a seminorm given for f ∈ L1 by
(1.22) |f |BMOp := sup
π∈Π
∑
Q∈π
|Q|
(
1
|Q|
∫
Q
|f − fQ| dx
)p 1p ;
here fQ :=
1
|Q|
∫
Q f dx.
Denoting the expression under supremum by γ(π; f) we define a subspace of BMOp
denoted by VMOp by the condition
(1.23) lim
ε→∞
sup
|π|≤ε
γ(π; f) = 0,
where |π| := supQ∈π |Q|.
The mostly used spaces with p =∞ are denoted by BMO,VMO; the latter was intro-
duced and studied for d = 1 in [Sa-75]. Numerous applications of these spaces in analysis
are summarized in the book [St-93].
In general, we have for k ≥ 1 and 1 ≤ q < p ≤ ∞, λ = 1q −
1
p the equality
(1.24) Vκ = BMOp/P
d
k−1 and vκ = VMOp/P
d
k−1.
1.3.4. Vκ spaces of positive smoothness.
(a) First, let p, q, λ ∈ κ and s(κ) satisfy
(1.25) 1 ≤ p < q <∞, λ = 0, s(κ) = k.
Then it is true that
(1.26) W˙ kp = v˙κ.
If λ > 0, this equality holds also for q =∞.
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Now let d, p, q ∈ κ and s(κ) be such that
(1.27) d ≥ 2, 1 = p ≤ q ≤
d
d− k
<∞ and s(κ) = k.
Then it is true that
(1.28) BV k = V˙κ,
where BV k consists of L1 functions whose k-th distributional derivatives are finite Borel
measures on Qd, see [Br-71, §4, Thm. 12].
Hence, a seminorm of BV k is given for f ∈ L1 by
(1.29) |f |BV k :=
∑
|α|=k
varDαf
:= ∑
|α|=k
‖Dαf‖M
 .
For k = 1, this gives the seminorm of the classical space BV (Qd), see, e.g., the books
[Gi-84], [AFP-00] for properties and numerous applications of this space in analysis.
In turn, (1.28) implies the series of equivalent definitions of BV in the spirit of that of
Jordan. In fact, in the notation of (1.22), the relation (1.28) gives for f ∈ L1
|f |BV (Qd) ≈ sup
π∈Π(Qd)
∑
Q∈π
‖f − fQ‖Lq(Q)
|Q|λ
,
where 1 ≤ q ≤ dd−1 (<∞), λ =
d−1
d −
1
q and the constants of equivalence depend only on d.
Remark 1.6. (1) The case s(κ) = k is maximal, since V˙κ = P
d
k−1 if s(κ) > k, see Lemma
3.1 below.
(2) Conditions (1.25), (1.27) imply continuous embeddings of the corresponding spaces in
Lq. Moreover, if λ > 0 these embeddings are compact.
(b) Finally, we consider relations of Vκ spaces of smoothness
0 < s := s(κ) < k,
to the homogeneous Besov (Lipschitz) spaces B˙spp and B˙s∞p . The various applications of
these spaces are surveyed in [Tr-92].
Let us recall that the space B˙sθp , 1 ≤ p, θ ≤ ∞, is defined by one of equivalent seminorms
given for f ∈ Lp(Q
d), an integer 0 ≤ ℓ < s and k = k(s) := min{n ∈ N : n > s} by
(1.30) |f |Bsθp := sup
|α|=ℓ
{∫ 1
0
(
ωk−ℓ, p(D
αf ; t)
ts−ℓ
)θ dt
t
} 1
θ
;
here ωkp(f ; ·) is the k-th modulus of continuity of f ∈ Lp, given by, cf. (1.12),
(1.31) ωkp(f ; t) := sup
‖h‖∞≤t
{
‖∆khf‖Lp(Qdkh)
}
,
where Qdkh := {x ∈ Q
d : x+ kh ∈ Qd}, ‖h‖∞ := max1≤i≤d |hi|.
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Now under the conditions
(1.32) k = k(s), 1 ≤ p < q <∞ and s > 0
on k, p, q ∈ κ and s := s(κ) the following continuous embeddings are true
(1.33) B˙sp := B˙
sp
p ⊂ v˙κ ⊂ V˙κ ⊂ B˙
s∞
p .
For q =∞ the right-hand side embedding remains to be true but that of the left-hand side
is true for B˙sp replaced by B˙
s1
p .
Moreover, for p =∞, q ≤ ∞
(1.34) V˙κ = B˙
s
∞.
Remark 1.7. (1) For 1 < p ≤ 2, the left embedding (1.33) can be sharpen by replacing
B˙sp by the larger space F
s2
p /P
d
k(s)−1; here F
sθ
p is the Triebel-Lizorkin space, see, e.g., [Tr-92]
for its definition.
(2) Using the real interpolation, see, e.g., [BL-76, Thm. 6.4.3(1)] one can represent the space
B˙s∞p as an interpolating space of the couple (v˙κ0 , v˙κ1), where κi := {si, p, qi}, 1 ≤ p < qi,
i = 0, 1, and s(κ0) = s(κ1). Under this conditions we have
B˙s∞p = (v˙κ0 , v˙κ1)θ∞,
where s = s(1− θ) + sθ, 0 < θ < 1.
The paper is organized as follows.
In Section 2, we define the predual to the space Vκ denoted by Uκ and that to V
λ
p denoted
by Uλp . Then we formulate the main results of the paper and some directly following
applications to the classical spaces described in Subsections 1.3.1–1.3.4.
In Section 3, we prove two results on C∞ approximation of Vκ functions formulated in
Subsection 2.2. The first one plays an essential role in the proofs of our duality results
while the second one provides an important characterization of functions of the space v˙κ.
In Sections 4 and 5, we prove Theorem 2.5 describing the basic properties of the space
Uκ and Theorem 2.6 asserting that under mild restrictions on the parameters the spaces
U∗κ and Vκ are isometrically isomorphic.
Finally, in Section 6, we prove Theorem 2.7 asserting that under some additional re-
strictions the spaces v∗κ and Uκ are isometrically isomorphic. Passing to duals in the
obtained relation we get the “two stars theorem” stating that v∗∗κ and Vκ are isometrically
isomorphic.
2. Formulation of Main Results
2.1. Duality. In the first part, we define and describe the basic properties of a Banach
space that under mild restrictions is a predual to the space Vκ (recall that κ = {λ, p, q},
see Stipulation 1.3). We also briefly discuss here similar results for the spaces V λp , λ ≥ 0,
see (1.16), leaving the detail account to a forthcoming paper.
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In the second part, we present two approximation results for functions of Vκ spaces. The
first one is essentially used in the proofs of the duality theorems while the second one in
the applications concerning the function spaces presented in Subsections 1.3.1–1.3.4.
Finally, we formulate the applications and refer to known before special cases of the
presented results.
In the forthcoming formulations, we use the following:
Notation 2.1. We write for linear (semi-) normed vector spaces
(2.1) X →֒ Y
if there is a linear continuous injection of X into Y , and replace →֒ by ⊂ if the injection
embeds X into Y as a linear subspace.
Further, we say that these spaces are isomorphic and write
(2.2) X ∼= Y
if X →֒ Y and Y →֒ X, and
X = Y
if, in addition, they coincide as linear spaces, hence, have equivalent (semi-) norms.
Finally, spaces X and Y are said to be isometrically isomorphic if the injections in (2.2)
are of norm 1. We write in this case
(2.3) X ≡ Y.
2.1.1. Space predual to Vκ. The space under consideration denoted by Uκ is constructed
by using the following building blocks.
Definition 2.2 (κ-atom). A function a ∈ Lq′ is said to be a κ-atom on a subcube Q ⊂ Q
d
if it satisfies the conditions
(i) suppa ⊂ Q;
(ii) ‖a‖q′ ≤ |Q|
−λ;
(iii)
∫
Qd
xαa(x) dx = 0 for all |α| ≤ k − 1.
As above, κ := {λ, p, q} and 1q +
1
q′ = 1 for 1 ≤ q ≤ ∞.
The subject of the definition is denoted by aQ.
Let us recall, see Stipulation 1.3, that k and Qd are fixed and removed from almost all
notations, e.g., ‖a‖q′ := ‖a‖Lq′ (Qd).
Definition 2.3 (κ-chain). A function b ∈ Lq′ is said to be a κ-chain subordinate to a
packing π ∈ Π if b belong to the linear span of the family of κ-atoms {aQ}Q∈π.
The subject of this definition is denoted by bπ.
Moreover, we write
(2.4) [bπ]p′ := ‖{cQ}Q∈π‖p′ :=
∑
Q∈π
|cQ|
p′

1
p′
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whenever
(2.5) bπ =
∑
Q∈π
cQ aQ.
This clearly defines a norm on the linear span of the family {aQ}Q∈π.
Further, let U0κ ⊂ Lq′ denote the linear span of the set Aκ of all κ-atoms, i.e.,
(2.6) U0κ := linspan{aQ ∈ Aκ}.
Every f ∈ U0κ can be represented (in infinitely many ways) as a finite sum of κ-chains by
(2.7) f =
∑
π
bπ.
The space U0κ is equipped with the seminorm
3
(2.8) ‖f‖U0κ := inf
∑
π
[bπ]p′ ,
where infimum is taken over all representations (2.7).
Definition 2.4. The space Uκ is the completion of the seminormed space (U
0
κ , ‖ · ‖U0κ).
The next result describes the basic properties of the space Uκ.
Theorem 2.5. (a) The closed unit ball of Uκ denoted by B(Uκ) is the closure of the
symmetric convex hull of the set Bκ := {bπ ∈ U
0
κ : [bπ]p′ ≤ 1}.
(b) If p, q ∈ κ satisfy the conditions
1 < q ≤ ∞ and 1 ≤ p ≤ ∞,
then Uκ is separable.
(c) If p, q ∈ κ and s := s(κ) satisfy the conditions
(2.9) 1 < q ≤ ∞, 1 ≤ p ≤ ∞, s ≤ k,
then Uκ is Banach.
Now we present a duality theorem for the space Vκ.
Theorem 2.6. If p, q ∈ κ and s := s(κ) satisfy conditions (2.9), then
U∗κ ≡ Vκ.
More precisely, each continuous linear functional on Uκ has the form
f(u) =
∫
Qd
fu dx for all u ∈ U0κ (⊂ Lq′),
where f ∈ Vκ (⊂ Lq) and ‖f‖Vκ is equal to the linear functional norm.
3in fact, we show that under mild restrictions on κ (2.8) is a norm.
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2.1.2. Two Stars Theorem. Using the properties of Uκ and Vκ presented here and in the
next subsection and some basic facts of the Banach space theory we prove the following:
Theorem 2.7. Let p, q ∈ κ and s := s(κ) satisfy the conditions
(2.10) 1 < p ≤ ∞, 1 < q <∞ and s < k.
Then
v∗κ ≡ Uκ.
Specifically, the result asserts that under the identification of vκ with a subspace of U
∗
κ
by Theorem 2.6 each continuous linear functional on vκ has the form Tu(f) = f(u) for all
f ∈ vκ, where u ∈ Uκ and ‖u‖Uκ is equal to the linear functional norm.
From here and Theorem 2.6 we obtain:
Corollary 2.8. Under conditions (2.10)
(2.11) v∗∗κ ≡ Vκ.
Remark 2.9. The restriction q > 1 is necessary. In fact, the space Vκ with κ = {0, 1, 1},
hence, s(κ) = 0 < k, is isometrically isomorphic to the space L1/P
d
k−1
∼= L1, see (1.21),
that is not dual.
The restriction s(κ) < k is necessary as well, see Remark 2.15 below.
2.1.3. Space predual to V λp . Let us recall that V˙
λ
p is defined by seminorm (1.16),
V λp := V˙
λ
p /P
d
k−1 and v
λ
p := clos(C
∞/Pdk−1, V
λ
p ).
To define a predual to V λp denoted by U
λ
p we follow the scheme of Subsection 2.1.1 that
begins with the definition of atoms. The required version is motivated by the equality
ℓ∗1 = ℓ∞, where ℓ1 is defined by a norm given for f : Q
d → R by
(2.12) ‖f‖ℓ1 :=
∑
x∈Qd
|f(x)|.
The space ℓ1 is nonseparable but every f ∈ ℓ1 has at most countable support. This leads
to the following:
Definition 2.10. A function aQ : Q
d → R is said to be a (λ, p)-atom on Q ⊂ Qd if aQ is
supported by Q and satisfies the conditions
(i)
‖aQ‖ℓ1 ≤ |Q|
−λ;
(ii) ∑
x∈Qd
m(x)aQ(x) = 0 for every m ∈ P
d
k−1.
Having this we repeat word-for-word definitions of Subsection 2.1.1 to introduce (λ, p)-
chains and their norms, see (2.4) and (2.5), preserving the very same notations.
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Further, (Uλp )
0 ⊂ ℓ1 is the linear span of the set A{λ,p} of all (λ, p)-atoms, i.e.,
(2.13) (Uλp )
0 := linspan{aQ ∈ A{λ,p}}.
As above, see (2.8), this space is equipped with the seminorm ‖ · ‖(Uλp )0 .
Finally, the completion of (Uλp )
0 under this seminorm gives the required space Uλp .
The basic result for this case asserts:
Theorem 2.11. (a) Let the parameters of the space V λp and its smoothness s := d(λ+
1
p)
satisfy the conditions
(2.14) λ ≥ 0, 1 < p ≤ ∞ and s ≤ k.
Then (Uλp )
∗ ≡ V λp .
(b) If λ, p satisfy (2.14) and s < k, then (vλp)
∗ ≡ Uλp if λ > 0 and (v
0
p)
∗ ∼= U0p .
As a corollary we obtain the corresponding two stars theorem: (vλp)
∗∗ ≡ V λp if λ > 0 and
(v0p)
∗∗ ∼= V 0p .
2.2. Approximation Theorems. We present here two results on C∞ approximation of
Vκ functions.
The first result plays an essential role in the proofs of the duality theorems.
Theorem 2.12. (a) For each function f ∈ V˙κ, κ := {λ, p, q}, there is a sequence {fn}n∈N ⊂
C∞ linearly depending on f such that
(2.15) lim
n→∞
|fn|Vκ = |f |Vκ .
(b) Moreover,
(2.16) lim
n→∞
‖f − fn‖q = 0 if 1 ≤ q <∞
and
(2.17) lim
n→∞
∫
Qd
(f − fn)g dx = 0 for each g ∈ L1 if q =∞.
The second result characterizes V˙κ functions admitting C
∞ approximation, i.e., functions
of the subspace v˙κ.
Theorem 2.13. Let f ∈ V˙κ, where κ := {λ, p, q} satisfies one of the conditions
(2.18) 1 ≤ p ≤ ∞, 1 ≤ q <∞ and s(κ) < k,
or
(2.19) 1 ≤ p ≤ ∞, q =∞, λ ≥ 0 and s(κ) < k.
Then f ∈ v˙κ if and only if
(2.20) lim
ε→0
sup
|π|≤ε
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p 1p = 0;
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hereafter |π| := supQ∈π |Q|.
Remark 2.14. The restriction s(κ) < k is necessary. In fact, for s(κ) = s the subspace
of functions of V˙κ satisfying condition (2.20) is (algebraically) isomorphic to P
d
k−1, see the
argument of the proof of Lemma 3.1, while v˙κ contains all functions from C
∞ (⊂ Lq), see
the proof of Theorem 2.5 (c).
2.3. Applications. We begin with the result describing duality properties of the “classi-
cal” spaces V˙ λp [0, 1], λ ≥ 0, 1 ≤ p ≤ ∞. It is a corollary of the above formulated Theorem
2.11.
In the following discussion, we use the classical definition of the V˙ λp [0, 1] seminorm given
for f ∈ ℓ∞[0, 1] by
(2.21) |f |V λp := sup
{xi}
(∑
i
(
δk(f ;xi, xi+1)
|xi+1 − xi|λ
)p) 1p
,
where {xi} runs over all monotone finite sequences in [0, 1] and
δk(f ; a, b) := |∆
k
h(f ; a)|, where h :=
b− a
k
.
Let us recall that
V λp := V˙
λ
p /P
1
k−1 and v
λ
p := clos(C
∞/P1k−1, V
λ
p ).
A1. Duality Properties of V˙ λp [0, 1]:
Assume that
(2.22) 1 < p ≤ ∞ and 0 ≤ λ < k −
1
p
.
Then
(2.23) (vλp)
∗∗ ≡ V λp if λ > 0 and (v
0
p)
∗∗ ∼= V 0p .
Let us show that the restrictions on λ, p in (2.22) are necessary. In fact, the space
V˙ λp [0, 1] with k = p = 1, λ = 0, hence, λ = k−
1
p , coincides with the Jordan space BV [0, 1].
By the (modernized form of) Lebesgue theorem, see Subsection 1.1,
W˙ 11 (0, 1) ≡ AC[0, 1].
Since this isometry preserves C∞ functions and the subspace C∞ is dense in the Sobolev
space,
v˙
0
1 := clos(C
∞, BV ) = AC ≡ W˙ 11 .
Factorizing by constants we obtain
v01 ≡W
1
1
∼= W˙ 11 /R
∼= L1;
this, in turn, implies that
(v01)
∗∗ ∼= L∗∞.
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Assuming that (2.23) is true in this case we get
BV ∼= (v01)
∗∗ ∼= L∗∞.
However, this is false as the cardinality of BV is strictly less than that of L∗∞.
Remark 2.15. This also shows that the restriction on κ in Theorem 2.7 is necessary as
well. In fact, it will be proved in a forthcoming paper that for κ = {λ, p,∞} with λ ≥ 0,
1 ≤ p ≤ ∞
Vκ →֒ V
λ
p and vκ ≡ v
λ
p .
If Theorem 2.7 is valid for k = d = p = 1, λ = 0, hence, for s(κ) = k, then we have a
contradiction
L∗∞
∼= (vκ)
∗∗ ∼= Vκ →֒ V
0
1 = BV/R.
We complete this discussion by referring to the papers [DeL-61] and [Ki-84]. The first
one contains the two stars theorem (2.23) for the space Lipλ, 0 < λ < 1, that coincides
with V λ∞[0, 1] while the second one proves (2.23) for the Wiener-L. Young space BVp[0, 1],
1 < p <∞, that coincides with V 0p [0, 1].
The subsequent applications present new results concerning approximation and duality
properties of Morrey, John-Nirenberg, Sobolev and Lipschitz spaces. Their proofs directly
follow from the formulated above results for Vκ spaces via the corresponding isomorphisms
between them and the spaces under consideration.
Our first result uses the isomorphism for Morrey space M sq , see (1.19), where we take
k = 1; hence, we have
(2.24) M sq /R
∼= Vκ, s > 0,
where κ := {λ, p, q} and k satisfy
(2.25) k := 1, λ :=
1
q
−
s
d
> 0, p =∞, 1 ≤ q <∞.
A2. Properties of Morrey Space:
(a) Let f ∈M sq , where s > 0 and q satisfy (2.25).
There exists a sequence {fn}n∈N ⊂ C
∞ linearly depending on f such that
lim
n→∞
fn = f in Lq and lim
n→∞
‖fn‖Msq ≈ ‖f‖Msq
with constants of equivalence depending on d and λ only.
Moreover, this sequence converges to f in M sq if and only if
(2.26) lim
|Q|→0
|Q|
s
d
(
1
|Q|
∫
Q
|f − fQ|
q dx
) 1
q
= 0.
(b) Let the parameters k, λ, p of κ satisfy condition (2.25) while 1 < q < ∞. Then it
is true that
U∗κ
∼=M sq /R.
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Moreover, denoting by msq the space of functions f ∈ Lq satisfying (2.26) we have
(2.27) (msq/R)
∗ ∼= U∗κ .
In particular,
(2.28) (msq/R)
∗∗ ∼=M sq /R.
Remark 2.16. Some other preduals to the space M sq see in [Zo-86] and [AX-12].
To derive the next result we use isomorphism (1.22) with k = 1. Hence, in this case we
have
BMOp/R ∼= Vκ,
where κ := {λ, p, q} and k satisfy
(2.29) k := 1, λ :=
1
q
−
1
p
, 1 ≤ q < p ≤ ∞.
A3. Properties of BMO Space:
(a) Let f ∈ BMOp and k, p, q satisfy (2.29).
There exists a sequence {fn}n∈N ⊂ C
∞ linearly depending on f such that
lim
n→∞
fn = f in Lq and lim
n→∞
|fn|BMOp ≈ |f |BMOp
with constants of equivalence depending on d and λ only.
Moreover, this sequence converges to f in BMOp if and only if f ∈ VMOp, i.e.,
lim
ε→∞
sup
|π|≤ε
∑
Q∈π
|Q|
(
1
|Q|
∫
Q
|f − fQ| dx
)p 1p = 0.
(b) Let the parameters k, λ, p of κ satisfy condition (2.29) but 1 < q < ∞. Then it is
true that
(2.30) U∗κ
∼= BMOp/R
and, moreover,
(2.31) VMO∗p
∼= Uκ.
In particular,
(2.32) VMO∗∗p
∼= BMOp.
Remark 2.17. (1) The special case p = ∞ of (b), i.e., the relations U∗κ
∼= BMO/R and
VMO∗ = Uκ, κ =
{
1
q ,∞, q
}
, was proved in [CW-77] in a more general setting of functions
on homogeneous metric spaces. The space Uκ is denoted by H
1 in [CW-77] to emphasize
its connection with the atomic decomposition of the classical Hardy space H1(Rd) and the
celebrated C. Fefferman duality theorem [F-71] asserting that BMO(Rd) = (H1(Rd))∗.
(2) Relation (2.30) presents a family of preduals to the space BMOp which are pairwise
isomorphic due to (2.31).
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The third result is derived from isomorphism (1.28)
BV k = V˙κ,
where κ = {λ, p, q} satisfies
(2.33) λ =
k
d
−
1
q′
, p = 1, 1 ≤ q ≤ ∞,
hence, s(κ) = k.
A4. Properties of BV k Space:
(a) Let f ∈ BV k and κ satisfy (2.33).
There exists a sequence {fn}n∈N ⊂ C
∞ linearly depending on f such that
(2.34) lim
n→∞
fn = f in Lq and lim
n→∞
|fn|BV k ≈ |f |BV k
with constants of equivalence depending on k, q and λ.
Moreover, the sequence converges to f in BV k if and only if
(2.35) lim
ε→∞
sup
|π|≤ε
∑
Q∈π
Ekq(f ;Q)
|Q|λ
 = 0.
(b) If λ, p ∈ κ satisfy (2.33) and 1 < q ≤ ∞, then it is true that
(2.36) U∗κ
∼= BV k/Pdk−1.
Remark 2.18. For k = 1, i.e., for the space BV (Qd), statement (2.34) is known, see,
e.g, [Zi-87, Thm. 5.3.3] while that of (2.35) asserting that BV (Qd) has a predual space
admitting an atomic decomposition is new. Duality of BV (Qd) was mentioned without
the proof in [AFP-00, Remark 3.12].
Finally, we use isomorphism (1.34) asserting that
V˙κ = B˙
s
∞
under the conditions on k and κ := {λ, p, q} given by
(2.37) k = min{n ∈ N : n > s}, λ :=
s
d
+
1
q
, p =∞, 1 ≤ q ≤ ∞ and s > 0.
Since B˙s∞ consists of continuous up to Lebesgue measure zero functions, it is naturally
identified with the space Λ˙s(Qd) of functions f ∈ C(Qd) satisfying the condition
(2.38) sup
x,h
{
|∆kh(f ;x)| : x, x+ kh ∈ Q
d
}
≤ C‖h‖s∞,
where k := k(s).
This is equipped with a (Banach) seminorm given for f satisfying (2.38) by
|f |Λs := inf C.
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Further, replacing the right-hand side in (2.38) by o(‖h‖s∞), h → 0, we define the
subspace of Λ˙s denoted by λ˙s.
As usual, we also set
Λs := Λ˙s/Pdk(s)−1, λ
s := λ˙s/Pdk−1.
A5. Properties of Λs :
(a) Let f ∈ Λ˙s and k and κ satisfy (2.37).
There exists a sequence {fn}n∈N ⊂ C
∞ linearly depending on f such that
(2.39) lim
n→∞
fn = f in C and lim
n→∞
|fn|Λs ≈ |f |Λs
with constants of equivalence depending on d and s and tending to ∞ if s→ k.
Moreover, the sequence converges to f in Λ˙s if and only if it belongs to λ˙s.
(b) If k and κ satisfy (2.37) but with 1 < q <∞, then it is true that
(2.40) U∗κ
∼= Λs
and, moreover,
(2.41) (λs)∗ ∼= Uκ.
In particular,
(2.42) (λs)∗∗ ∼= Λs.
As it was mentioned above, relation (2.42) with s ∈ (0, 1) and d = 1 was originally
proved in [DeL-61]. Similar to (2.40)–(2.42) statements for analogous spaces of functions
on Rd follow from the main results of [Ha-97].
2.4. Comments. (a) Using Definitions 1.2 and 2.2 with Rd substituted for Qd and f ∈
Lq(R
d) we define the family of spaces Vκ(R
d) and Uκ(R
d). The corresponding space vκ(R
d)
is defined as clos(C∞0 (R
d), Vκ(R
d)), where C∞0 (R
d) consists of C∞ functions with compact
supports. Then under the restriction λ(κ) > 0 all of the main results of Subsection 2.2
hold with the very same proofs.
For k(κ) = 1, the same is true for the family of spaces {Vκ} of functions on complete
doubling metric spaces, see, e.g., [BB-11, sec. 4.3] for their definition and properties. In
this cases, cubes are replaced by metric balls.
(b) Let ω : [0, 1]→ R+ be a continuous nondecreasing function satisfying the conditions
(2.43) lim
λ→1+
(
sup
t∈(0,λ−1]
ω(λt)
ω(t)
)
= 1 and lim
t→0
tσ
ω(t)
<∞,
where σ := kd −
1
p +
1
q .
Replacing in Definitions 1.2 and 2.2 |Q|λ by ω(|Q|) we introduce the spaces denoted by
V ωκ and U
ω
κ , where κ := {k, p, q}. The analogs of Theorems 2.5, 2.6 and 2.12 hold for these
spaces with minor changes in the proofs.
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The same is true for Theorems 2.7, 2.13 and Corollary 2.8 under one more condition on
ω:
(2.44) lim
t→0
tσ
ω(t)
= 0.
3. Proofs of Approximation Theorems
3.1. BV spaces of large smoothness. The next result shows that V˙κ = P
d
k−1 if s(κ) > k.
In particular, Theorem 2.12 trivially holds in this case.
Lemma 3.1. Let f ∈ V˙κ, where κ := {λ, p, q} and s := s(κ) > k. Then f equals a
polynomial of degree ≤ k − 1 a.e. on Qd.
Proof. Setting r := min{p, q} and using the Ho¨lder inequality we have
Ekr(f ;Q) ≤ |Q|
1
r
− 1
qEkq(f ;Q).
Since sd := λ+
1
p −
1
q , this and the Ho¨lder inequality imply∑
Q∈π
(
|Q|−
s
dEkr(f ;Q)
)r
1
r
≤
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)r
|Q|1−
r
p

1
r
≤
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p
1
p
∑
Q∈π
|Q|

1
r
− 1
p
≤ |f |Vκ .
Now, let Π(t) ⊂ Π consist of packings formed by congruent cubes of sidelength t ≤ 1.
Taking in the previous inequality supremum over all π ∈ Π(t) we obtain
(3.1) t−s sup
π∈Π(t)
∑
Q∈π
(
Ekr(f ;Q)
)r
1
r
≤ |f |Vκ .
Due to Theorem 4 of [Br-71, § 2] supremum here is bounded from below by cωkr(f ; t) with
c = c(k, d) > 0. This and (3.1) imply that
lim
t→∞
t−kωkr(f ; t) ≤ c|f |Vκ lim
t→0
ts−k = 0.
In turn, this gives
ωkr(f ; ·) = 0,
see, e.g., [Ti-63, sec. III.3.3].
However, Theorem 2 of [Br-70] asserts that
Ekr(f ;Q
d) ≤ c(k, d)ωkr
(
f ; 1k
)
,
i.e., Ekr(f ;Q
d) = 0 in this case and f ∈ Pdk−1 up to Lebesgue measure zero. 
In the subsequent proofs we assume that Vκ spaces are of smoothness ≤ k.
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3.2. Proof of Theorem 2.12 (a). First we define a sequence of linear operators {Tn}n∈N
acting from L1 to C
∞.
Let ϕ ∈ C∞(Rd) be a function supported by the ℓd∞ unit cube [−1, 1]
d such that
0 ≤ ϕ ≤ 1 and
∫
Rd
ϕdx = 1.
We denote by f0 the extension of f ∈ L1 by 0 outside Q
d and then define f0n, n ∈ N, by
the formula
(3.2) f0n(x) :=
∫
‖y‖∞≤1
f0
(
x− yn+1
)
ϕ(y) dy, x ∈ Rd;
hereafter ‖y‖∞ := max1≤i≤d |yi| is the ℓ
d
∞ norm.
Next, let an : R
d → Rd be the λn-dilation with center c, where λn :=
n
n+1 and c = cQd
is the center of Qd.
Then an(Q
d) is a subcube of Qd centered at cQd and
(3.3) distℓd
∞
(∂Qd, an(Q
d)) =
1
n+ 1
.
Now we define fn := Tn(f) ∈ C
∞ by setting
(3.4) fn = f
0
n ◦ an.
Let κ := {λ, p, q} be such that
(3.5) 1 ≤ p, q ≤ ∞ and s(κ) ≤ k.
We show that under these assumptions the sequence {fn}n∈N, f ∈ V˙κ, satisfies the inequal-
ity
(3.6) lim
n→∞
|fn|Vκ ≤ |f |Vκ .
To prove (3.6) we need the following duality result.
Lemma 3.2. Let f ∈ Lr(Q), 1 ≤ r <∞. There is a function gQ(f) ∈ Lr′(Q) such that
(3.7) Ekr(f ;Q) =
∫
Q
fgQ(f) dx;
(3.8) ‖gQ(f)‖Lr′(Q) = 1 and
∫
Q
xαgQ(f) dx = 0, |α| ≤ k − 1.
Proof. Since the best approximation in (3.7) is the distance in Lq(Q) from f to P
d
k−1|Q, the
Hahn-Banach theorem implies, see, e.g., [DSch-58, Lemma II.3.12], existence of a linear
functional ℓ ∈ Lr(Q)
∗ of norm 1 orthogonal to Pdk−1|Q and such that ℓ(f) = Ekr(f ;Q).
Identifying ℓ with the function gq(f) ∈ Lr′(Q) (= Lr(Q)
∗) and representing ℓ(f) as the
integral we obtain the result. 
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Using this we first prove the following inequality for 1 ≤ q < ∞ that will be then
extended to q =∞.
(3.9) Ekq(fn;Q) ≤ λ
− d
q
n
∫
‖y‖∞≤1
Ekq(f
0;Qn(y))ϕ(y) dy,
where the cube Qn(y) := an(Q)− (n+ 1)
−1y is containing in Qd by (3.3).
For its proof we use Lemma 3.2 to write
(3.10) Ekq(fn;Q) =
∫
Q
fngQ dx,
where gQ ∈ Lq′ , 1 < q
′ ≤ ∞, is such that
(3.11) ‖gQ‖Lq′ (Q) = 1 and
∫
Q
gQ(x)x
α = 0, |α| ≤ k − 1.
Using the definition of fn, see (3.4), changing the order of integration in the inequality
(3.10) and using the orthogonality of gQ to P
d
k−1 we have for any m ∈ P
d
k−1
Ekq(fn;Q) ≤
∫
‖y‖∞≤1
ϕ(y)dy
∫
Q
(f0 −m)(an(x)− (n+ 1)
−1y)gQ(x) dx.
Changing variable x in the inner integral by z := an(x)− (n+1)
−1y, hence, changing Q by
Qn(y) and dx by λ
−d
n dz and then estimating the obtained integral by the Ho¨lder inequality
we have
(3.12) Ekq(fn;Q) ≤ λ
− d
q
n
∫
‖y‖∞≤1
ϕ(y) dy
(∫
Qn(y)
|f0 −m|q dx
) 1
q
.
Taking here infimum over m ∈ Pdk−1 and noting that f
0 = f on Qn(y) ⊂ Q
d we prove (3.9)
for 1 ≤ q <∞.
Let us extend the just proved inequality to q =∞. To this end we need the following:
Lemma 3.3. If g ∈ L∞ and Q ⊂ Q
d, then
(3.13) lim
q→∞
Ekq(g;Q) = Ek∞(g;Q).
Proof. Let m ∈ Pdk−1 be such that
‖g −m‖L∞(Q) = Ek∞(g;Q).
Then for each q ∈ [1,∞)
Ekq(g;Q) ≤ ‖g −m‖Lq(Q) ≤ ‖g −m‖L∞(Q) = Ek∞(g;Q).
This shows that
(3.14) lim
q→∞
Ekq(g;Q) ≤ Ekq(g;Q).
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Conversely, let {qi}i∈N ⊂ [1,∞) and mqi ∈ P
d
k−1 be such that
lim
q→∞
Ekq(g;Q) = lim
i→∞
Ekqi(g;Q) and
‖g −mqi‖Lqi (Q) = Ekqi(g;Q).
Since dimPdk−1 <∞, for some c = c(k, d,Q) > 0
‖mqi‖L∞(Q) ≤ c‖mqi‖Lqi (Q) ≤ 2c‖g‖Lqi (Q).
Hence, there are a subsequence {mqj}j∈J⊂N of {mqi}i∈N and a polynomial m˜∞ ∈ P
d
k−1
such that lim
J∋j→∞
mqj = m˜∞ uniformly on Q.
Therefore
lim
J∋j→∞
‖g −mqj‖Lqj (Q) = ‖g − m˜∞‖L∞(Q)
and we have
(3.15) lim
q→∞
Ekq(g;Q) = lim
J∋j→∞
Ekqj(g;Q) = ‖g − m˜∞‖L∞(Q) ≥ Ek∞(g;Q).
Inequalities (3.14) and (3.15) imply the required statement. 
Now if f ∈ L∞, then for each q ∈ [1,∞), y ∈ Q
d
Ekq(f
0;Qn(y)) ≤ ‖f‖L∞
so that using Lemma 3.3 and the Lebesgue dominated convergence theorem we derive from
(3.9) letting q →∞
Ek∞(fn;Q) = lim
q→∞
Ekq(fn;Q) ≤ lim
q→∞
λ
− d
q
n
∫
‖y‖∞≤1
Ekq(f
0;Qn(y))ϕ(y) dy
∫
‖y‖∞≤1
lim
q→∞
Ekq(f
0;Qn(y))ϕ(y) dy =
∫
‖y‖∞≤1
Ek∞(f
0;Qn(y))ϕ(y) dy.
This proves inequality (3.9) for q =∞.
Using (3.9) let us prove inequality (3.6).
Let π ∈ Π and 1 ≤ p, q ≤ ∞. Applying (3.9) and noting that
|Qn(y)| = λ
d
n|Q|, Q ∈ π,
we obtain
(3.16)
γ(π; fn) :=
∑
Q∈π
(|Q|−λEkq(fn;Q))
p
 1p
≤ λ
d(λ− 1
q
)
n
∑
Q∈π
(
|Qn(y)|
−λ
∫
‖y‖∞≤1
Ekq(fn;Qn(y))ϕ(y)dy
)p 1p .
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Applying to the right-hand side the Minkowski inequality and noting that π(y) := {Qn(y)}Q∈π
is also a packing we obtain
γ(π; fn) ≤ λ
d(λ− 1
q
)
n
∫
‖y‖∞≤1
γ(π(y); f)ϕ(y)dy
≤ λ
d(λ− 1
q
)
n sup
π
γ(π; f)
∫
‖y‖≤1
ϕdy =: λ
d(λ− 1
q
)
n |f |Vκ .
Thus, we have from here
|fn|Vκ := sup
π
γ(π; fn) ≤ λ
d(λ− 1
q
)
n |f |Vκ .
Passing to n→∞ and noting that λn :=
n
n+1 → 1 we prove inequality (3.6).
To complete the proof of assertion (a) it remains to show that conversely
(3.17) |f |Vκ ≤ lim
n→∞
|fn|Vκ .
This will be done using assertion (b) of the theorem that is proved now.
3.3. Proof of Theorem 2.12 (b). First let q <∞. Then given ε > 0 for every f ∈ V˙κ ⊂
Lq there is a C
∞ function g supported by the open cube (0, 1)d such that
(3.18) ‖f − v‖q < ε
Further, as in (3.2) we define the regularizer vn, n ∈ N, by setting
vn(x) :=
∫
‖y‖∞≤1
v
(
an(x)−
y
n+1
)
ϕ(y) dy, x ∈ Qd.
Then we estimate f − fn by
(3.19) ‖f − fn‖q ≤ ‖f − v‖q + ‖v − vn‖q + ‖fn − vn‖q.
To estimate the second term we write
(v − vn)(x) =
∫
‖y‖∞≤1
(
v(x)− v(an(x)− (n+ 1)
−1y)
)
ϕ(y) dy.
By the mean value theorem the absolute value of the integral is bounded from above by
c(d)|v|C1(Qd)max{‖x− an(x)− (n+ 1)
−1y‖∞ : x ∈ Q
d, ‖y‖∞ ≤ 1}.
Since an(x) :=
n
n+1(x − c) + c, where c := cQd , the above maximum is bounded by
1
2(n+1) +
1
n+1 . Thus, ‖v − vn‖q → 0 as n→∞ and
(3.20) lim
n→∞
‖f − fn‖q ≤ ε+ lim
n→∞
‖fn − vn‖q.
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Finally, by the Minkowski inequality following by the change of variables, cf. (3.12), we
have
‖fn − vn‖q :=
{∫
Qd
dx
∣∣∣∣∣
∫
‖y‖∞≤1
(f − v)(an(x)− (n+ 1)
−1y)ϕ(y) dy
∣∣∣∣∣
q} 1
q
≤ λ
− d
q
n
∫
‖y‖∞≤1
ϕ(y)
(∫
Qdn(y)
|f − v|qdx
) 1
q
dy,
where Qdn(y) := an(Q
d)− (n+ 1)−1y ⊂ Qd.
Replacing Qdn(y) by Q
d and letting n to∞ we derive from here and (3.18) the inequality
(3.21) lim
n→∞
‖f − fn‖q ≤ 2ε→ 0 as ε→ 0.
This proves assertion (b) for 1 < q <∞.
Now let q =∞. We should prove that for every f ∈ V˙κ ⊂ L∞
(3.22) lim
n→∞
∫
Qd
(f − fn)g dx = 0 for each g ∈ L1.
Since the space C∞0 (Q
d) of C∞ functions compactly supported by the interior Q˚d of Qd
is dense in L1 and the sequence {fn}n∈N is bounded in L∞ by (3.6), it suffices to prove
that
lim
n→∞
∫
Qd
fng dx =
∫
Qd
fg dx for each g ∈ C∞0 (Q
d).
Inserting the integral representation of fn given by (3.3) in the left-hand side of the above
equation, changing the order of integration and then making change of variables we obtain
(3.23)
∫
Qd
fng dx =
∫
Qd
g(x)
(∫
‖y‖∞
f0
(
an(x)−
y
n+1
)
ϕ(y) dy
)
dx
λ−dn
∫
‖y‖∞≤1
ϕ(y)
(∫
Qˆdn(y)
f0(z) g
(
a∗n(z) +
y
n
)
dz
)
dy;
here a∗n is the λ
−1
n dilation of R
d with respect to c = cQd and Qˆ
d
n(y) is the cube a
∗
n(Q
d)+ yn
containing Qd.
However, Qˆdn(y) in (3.23) can be replaced by Q
d, since supp f0 = Qd.
Thus, we obtain from (3.23) ∫
Qd
fng dx =
∫
Qd
f gˆn dx,
where we set
gˆn(x) := λ
−d
n
∫
‖y‖∞≤1
g
(
a∗n(x) +
y
n
)
ϕ(y) dy.
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Replacing here a∗n(x) by x we obtain a regularizer of g denoted by gn (:= gˆn ◦ an). Since
g ∈ C∞0 (Q
d), the sequence {gn}n∈N converges to g uniformly in x ∈ Q
d.
This implies that
(3.24) lim
n→∞
∫
Qd
f gˆn dx =
∫
Qd
fg dx+ lim
n→∞
λ−dn
∫
Qd
(gˆn − gn)f dx.
The integral in the second summand is bounded by
‖f‖∞max
{∣∣g(a∗n(x) + yn)− g(x+ yn)∣∣ : x ∈ Qd, ‖y‖∞ ≤ 1}
≤ ‖f‖∞c(d)|g|C1(Qd) max
x∈Qd
‖a∗n(x)− x‖∞.
Since maximum here tends to 0 and λ−dn → 1 as n→∞, the second summand in (3.24) is
0.
This proves (3.22) and assertion (b) of the theorem.
3.4. Proof of Theorem 2.12 (a) (conclusion). Now we prove inequality (3.17).
First, let q <∞. Since the function f 7→ Ekq(f ;Q), f ∈ Lq, satisfies
|Ekq(f ;Q)− Ekq(fn;Q)| ≤ ‖f − fn‖q,
we conclude from here and assertion (b) of the theorem that
(3.25) lim
n→∞
Ekq(fn;Q) = Ekq(f ;Q).
Now let π ∈ Π be a packing. Then (3.25) implies that
γ(π; f) :=
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p 1p = lim
n→∞
γ(π; fn) ≤ lim
n→∞
|fn|Vκ .
Taking here supremum over all π ∈ Π we obtain the required inequality
|f |Vκ ≤ lim
n→∞
|fn|Vκ .
Now let q =∞. Let J ⊂ N be an infinite subset such that
(3.26) lim
J∋j→∞
|fj|Vκ = lim
n→∞
|fn|Vκ .
Since for every Q ⊂ Qd, j ∈ J
Ek∞(fj;Q) ≤ |Q|
λ|fj |Vκ ≤ λ
d(λ− 1
q
)
j |Q|
λ|f |Vκ ,
see the inequality before (3.17), polynomials mQj ∈ P
d
k−1 satisfying
Ek∞(fj;Q) = ‖fj −m
Q
j ‖L∞(Q)
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are uniformly bounded in L∞(Q), see the proof of Lemma 3.3. Hence, there is an infinite
subset JQ ⊂ J and a polynomial mQ ∈ Pdk−1 such that uniformly in x ∈ Q
lim
JQ∋j→∞
mQj (x) = m
Q(x).
This and (3.22) imply that the sequence {(fj −m
Q
j )|Q}j∈JQ weak
∗ converges in L∞(Q) to
(f −mQ)|Q.
Since the norm of a dual Banach space is countably lower semicontinuous in the weak∗
topology, we then have
(3.27) Ek∞(f ;Q) ≤ ‖f −m
Q‖L∞(Q) ≤ lim
JQ∋j→∞
‖fj −m
Q
j ‖L∞(Q) = lim
JQ∋j→∞
Ek∞(fj;Q).
Now let π ∈ Π be a packing. Using the Cantor diagonal procedure we find an infinite
subset J˜ ⊂
⋂
Q∈π
JQ (⊂ J) such that (3.27) holds for every Q ∈ π with J˜ instead of JQ.
This and (3.26), in turn, imply that∑
Q∈π
(
|Q|−λEk∞(f ;Q)
)p
1
p
≤
∑
Q∈π
lim
J˜∋j→∞
(
|Q|−λEk∞(fj;Q)
)p
1
p
≤ lim
J˜∋j→∞
{(
|Q|−λEk∞(fj ;Q)
)p} 1
p
≤ lim
J˜∋j→∞
|fj|Vκ = lim
n→∞
|fn|Vκ .
Taking here supremum over all π ∈ Π we obtain (3.17) for q =∞ as well.
It remains to combine (3.17) and (3.6) to obtain
lim
n→∞
|fn|Vκ = |f |Vκ .
This completes the proof of assertion (a) of Theorem 2.12 for s(κ) ≤ k, see (3.5).
The proof of Theorem 2.12 is complete.
3.5. Proof of Theorem 2.13. Let V˙ 0κ denote a linear space of functions f ∈ Lq satisfying
(3.28) lim
ε→0
sup
|π|≤ε
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p 1p = 0,
where |π| := supQ∈π |Q|, and V
0
κ := V˙
0
κ /P
d
k−1.
We begin with the following assertion.
V 0κ is a closed subspace of the space Vκ.
First we show that V 0κ is a linear subspace of Vκ.
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Let f ∈ V˙ 0κ , and ε0 > 0 and c := c(ε0) be such that
(3.29) γ(π; f) :=
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p 1p ≤ c <∞
for every packing π with |π| ≤ ε0.
Now, an arbitrary π is decomposed into packings π1, π2 such that
|π1| ≤ ε0 and |Q| > ε0 for every Q ∈ π2.
By the second condition cardπ2 ≤
|Qq|
ε0
= ε−10 , hence, we have
(3.30)
γ(π; f) ≤
(
γ(π1; f)
p + γ(π2; f)
p
) 1
p ≤
(
c(ε0)
p + ε−1−λp0 max
Q∈π2
Ekq(f ;Q)
p
) 1
p
≤ c(ε0, λ, p)(1 + ‖f‖q).
We conclude that
|f |Vκ := sup
π
γ(π; f) <∞ for every f ∈ V˙ 0κ ,
i.e., V 0κ is a linear subspace of Vκ.
It remains to prove closedness of V 0κ in Vκ. To this end we define a seminorm T : Vκ → R+
given for fˆ := {f}+ Pdk−1 ∈ Vκ by
T (fˆ) := lim
ε→0
sup
|π|≤ε
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p 1p .
Since T (fˆ) ≤ ‖fˆ‖Vκ for all fˆ ∈ Vκ, seminorm T is continuous on Vκ. This implies closedness
of the preimage T−1({0}) = V 0κ in Vκ.
Further, we prove that under the assumptions for κ := {λ, p, q}
(3.31) 1 ≤ p ≤ ∞, 1 ≤ q <∞ and s(κ) < k
the subspaces vκ and V
0
κ coincide.
First, we show that vκ is a closed subspace of V
0
κ . Since vκ = clos(C
∞/Pdk−1, Vκ) and
V 0κ is closed in Vκ, it suffices to prove that C
∞ ⊂ V˙ 0κ .
To this end we estimate Ekq(f ;Q) with f ∈ C
∞ by the Taylor formula as follows
Ekq(f ;Q) ≤ c(k, d)|Q|
k
d
+ 1
q max
|α|=k
max
Q
|Dαf |.
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This implies that, see (1.14),
(3.32)
γ(π; f) :=
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p 1p ≤ c
∑
Q∈π
|Q|
(
−λ+ k
d
+ 1
q
)
p
 1p
= c
∑
Q∈π
|Q|
k−s(κ)
d
p+1
 1p ≤ cmax
Q∈π
|Q|
k−s(κ)
d
∑
Q∈π
|Q|
 1p ;
where c = c(k, d, f) := c(k, d)max|α|=kmaxQ |D
αf |.
Since s(κ) < k and the last sum in (3.32) is ≤ 1, we obtain that
sup
|π|≤ε
γ(π; f) ≤ cε
k−s(κ)
d → 0 as ε→ 0,
i.e., f ∈ V 0κ as required.
Remark 3.4. In the proof of the embedding vκ ⊂ V
0
κ , the restriction q <∞ is not used.
The converse embedding follows from the next result.
Lemma 3.5. Let f ∈ V˙ 0κ . There is a sequence {fn}n∈N ⊂ C
∞ such that
(3.33) |f − fn|Vκ → 0 as n→∞.
Proof. Let us show that the sequence {fn}n∈N given by (3.4) is the required one.
Let ε ∈ (0, 1) and π ∈ Π; we write π = π1 ∪ π2, where π1 consists of all cubes Q ∈ π of
sidelengths < ε and π2 := π \ π1. Then
(3.34) cardπ2 ≤
|Qd|
εd
= ε−d.
Now we write using notation of (3.29)
(3.35) γ(π; f − fn) ≤
2∑
i=1
γ(πi; f − fn)
and estimate each term of the right-hand side.
Since cubes in π2 have sidelengths ≥ ε we obtain, as in the derivation of (3.30), the
inequality
(3.36) γ(π2; f − fn) ≤ ε
−(λ+ 1
p
)d ‖f − fn‖q.
Next, we prove that
(3.37) γ(π1; f − fn) ≤
(
1 + λ
d(λ− 1
q
)
n
)
sup
|π|≤εd
γ(π; f).
To this end, first we write
γ(π1; f − fn) ≤ γ(π1; f) + γ(π1; fn)
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and note that by the definition of π1
(3.38) γ(π1; f) ≤ sup
|π|≤εd
γ(π; f).
Moreover, by (3.16) following the Minkowski inequality we also have
γ(π1; fn) ≤ λ
d(λ− 1
q
)
n
∫
‖y‖∞≤1
γ(π1(y); f)ϕ(y)dy,
where π1(y) := {Qn(y)}Q∈π1 =: an(π1) − (n + 1)
−1y is also a packing of subcubes of Qd
whose sidelengths ≤ λnε < ε. Hence, we conclude that
γ(π1; f) ≤ λ
d(λ− 1
q
)
n
(
sup
|π|≤εd
γ(π; f)
)∫
‖y‖∞≤1
ϕdy = λ
d(λ− 1
q
)
n sup
|π|≤εd
γ(π; f).
This and (3.38) complete the proof of inequality (3.37).
Now inequalities (3.35)–(3.37) imply
(3.39) γ(π; f − fn) ≤
(
1 + λ
d(λ− 1
q
)
n
)
sup
|π|≤εd
γ(π; f) + ε
−d(λ+ 1
p
)‖f − fn‖q.
Taking here supremum over all packings π and then letting n to ∞ we have
lim
n→∞
|f − fn|Vκ = limn→∞
sup
π
γ(π; f − fn) ≤ 2 sup
|π|≤εd
γ(π; f) + lim
n→∞
‖f − fn‖q.
Since f ∈ V˙ 0κ and q <∞, the first term on the right-hand side tends to 0 as ε→ 0 by the
definition of V˙ 0κ and the second term tends to 0 as n→∞ by Theorem 2.12 (b).
Thus, (3.33) is proved. 
The lemma implies that V 0κ ⊂ clos(C
∞/Pdk−1, Vκ) =: vκ. Together with the converse
embedding this proves coincidence of vκ and V
0
κ under conditions (3.31).
To complete the proof of Theorem 2.13 we must show that the spaces V 0κ and vκ coincide
for κ := {λ, p, q} satisfying the conditions
(3.40) 1 ≤ p ≤ ∞, λ ≥ 0 and s(κ) < k.
To this end, note that vκ ⊂ V
0
κ for q = ∞, see Remark 3.4, and inequality (3.39) is
proved for all 1 ≤ q ≤ ∞. Hence, for q =∞ and fn defined by (3.4) with f ∈ V˙
0
κ we have
(3.41) γ(π; f − fn) ≤ 2 sup
|π|≤εd
γ(π; f) + ε
−d(λ+ 1
p
)‖f − fn‖∞.
Thus, as before the converse embedding V 0κ ⊂ vκ will be proved if we show that
lim
n→∞
‖f − fn‖∞ = 0.
As in the proof of Theorem 2.12 (b), see Subsection 3.3, this is derived from the following:
Lemma 3.6. Under conditions (3.40) for every f ∈ V˙ 0κ and η ∈ (0, 1) there is a function
v ∈ C∞ such that
(3.42) ‖f − v‖∞ < η.
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Proof. Since λ ≥ 0, we have for f ∈ V˙ 0κ
sup
|Q|≤εd
Ek∞(f ;Q) ≤ sup
|π|≤εd
∑
Q∈π
(
|Q|−λEk∞(f ;Q)
)p 1p → 0 as ε→ 0.
Moreover, since the k-th difference ∆kh, see (1.12), annihilates polynomials from P
d
k−1 and
is supported by a cube of sidelength at most k‖h‖∞, the k-modulus of continuity, see (1.31)
for its definition, satisfies
(3.43) ωk∞(f ; t) ≤ 2
k sup
|Q|≤(kt)d
Ek∞(f ;Q)→ 0 as t→ 0.
Due to Marchaud’s inequality estimating ω1q via ωkq, see, e.g., [DVL-96], this implies that
(3.44) lim
t→0
ω1∞(f ; t) = 0.
To proceed we need the next result.
Theorem (Jackson, see, e.g., [DVL-96]). For every n ∈ N there is a linear operator
Tn : C∞(0, 1)→ P
1
4n such that
(3.45) ‖f − Tn‖C[0,1] ≤ c0 sup
|x−y|≤n−1
|f(x)− f(y)| := ω1∞(f ;n
−1),
where c0 is a numerical constant.
It is essential that Tn is an integral operator; hence, (3.45) can be extended to functions
f ∈ L∞(0, 1).
Further, let T inf , f ∈ L∞(Q
d), be the result of the application of Tn to the function
xi 7→ f(x), x = (x1, . . . , xd), 0 ≤ xi ≤ 1. By the Fubini theorem the operators T
i
n,
1 ≤ i ≤ d, are pairwise commute, hence, Tnf :=
(∏d
i=1 T
i
n
)
f is a polynomial of degree 4n
in each variable xi. Moreover, by (3.45)
(3.46) ‖f − Tnf‖∞ ≤
d∑
i=1
‖f − T inf‖∞ ≤ dc0ω1∞(f ;n
−1).
This and (3.44) complete the proof of (3.42). 
Now (3.42) gives, cf. (3.21),
lim
n→∞
‖f − fn‖∞ ≤ 2η
which along with (3.41) implies for f ∈ V˙ 0κ that
lim
n→∞
|f − f |Vκ ≤ 2 sup
|π|≤εd
γ(π; f) + ε−d(λ+
1
p
)2η.
Letting here η → 0 and then ε→ 0 we conclude that f ∈ clos(C∞, V˙κ).
This proves the converse inequality
V 0κ ⊂ clos(C
∞/Pdk−1, Vκ) =: vκ
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and therefore coincidence of V 0κ and vκ under conditions (3.40).
The proof of Theorem 2.13 is complete.
4. Proof of Theorems 2.5
(a) For the set
(4.1) Bκ := {bπ ∈ U
0
κ : [bπ]p′ ≤ 1}
we denote by B̂κ ⊂ Uκ the closure of its convex symmetric hull, i.e.,
B̂κ := clos
({∑
π
λπbπ :
∑
π
|λπ| ≤ 1 , {bπ} ⊂ Bκ
}
, Uκ
)
.
Since ∥∥∥∥∥∑
π
λπbπ
∥∥∥∥∥
Uκ
≤
∑
π
|λπ| [bπ]p′ ≤ 1,
see (2.8), we conclude that
B̂κ ⊂ B(Uκ).
We should prove that these sets coincide.
Let on the contrary B(Uκ) \ B̂κ 6= ∅ and h ∈ B(Uκ) \ B̂κ is of norm 1. Then by the
Hahn-Banach theorem there is a functional F ∈ U∗κ of norm 1 strictly separating B̂κ and
{h}, that is,
(4.2) F (h) = 1 and sup
bpi∈Bκ
|F (bπ)| ≤ 1− ε
for some ε ∈ (0, 1).
Further, B(U0κ) = B(Uκ) ∩ U
0
κ is dense and B(Uκ) \ B̂κ is open in B(Uκ). Hence, there
is a sufficiently close to h element g ∈ B(U0κ) \ B̂κ such that
(4.3) ‖g‖Uκ < 1 and 1 = F (h) ≥ F (g) ≥ 1−
ε
2
.
By (2.8) there is a representation g =
∑
π bπ such that
∑
π[bπ]p′ ≤ 1.
Now let
b∗π :=
bπ
[bπ]p′
.
Using again (2.8) we have ‖b∗π‖Uκ ≤ 1; hence, |F (b
∗
π)| ≤ 1− ε by (4.2). This and (4.3) then
imply
1−
ε
2
≤ |F (g)| ≤
∑
π
[bπ]p′ |F (b
∗
π)| ≤ 1− ε,
a contradiction.
Thus, B(Uκ) = B̂κ.
(b) We should prove separability of the space (Uκ, ‖ · ‖Uκ) under the assumption
(4.4) 1 < q := q(κ) ≤ ∞, 1 ≤ p := p(κ) ≤ ∞.
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To this end we define a closed linear subspace Lˆq′ of Lq′ by the conditions
(4.5)
∫
Qd
f(x)xα dx = 0, |α| ≤ k − 1, f ∈ Lq′ .
By our definition, U0κ ⊂ Lˆq′ . Since q
′ < ∞ by (4.4), the metric space Lq′ and hence
(U0κ , ‖ · ‖q′) are separable.
Further, every function f ∈ Lˆq′ is a κ-chain subordinate to the packing π = {Q
d}.
In fact, a function f = cQd aQd , where cQd := ‖f‖q′ and aQd := f/‖f‖q′ , vanishes on
Pdk−1 and, moreover, ‖aQd‖q′ = 1 (= |Q
d|−λ). Hence, by the definition of the seminorm of
Uκ,
(4.6) ‖f‖Uκ ≤ |cQd | = ‖f‖q′ .
In other words, the linear embedding
(4.7) Lˆq′ ⊂ Uκ
holds with the embedding constant 1. In particular, if S is a dense countable subset of
Lˆq′ with respect to the topology defined by norm ‖ · ‖q′ , then it is dense with respect to
the topology defined by seminorm ‖ · ‖Uκ . Since U
0
κ is a dense subspace of Uκ, the set S is
dense in Uκ as well.
This completes the proof of part (b) of the theorem.
Remark 4.1. The argument of the proof and our definition of U0κ show that under the
assumptions of part (b) of the theorem U0κ = Lˆq′ . Thus Uκ is the completion of Lˆq′ with
respect to the seminorm ‖ · ‖U0κ .
(c) We should prove under the assumptions
(4.8) 1 < q := q(κ) ≤ ∞, 1 ≤ p := p(κ) ≤ ∞, s(κ) ≤ k,
that the space Uκ is Banach.
Since Uκ is the completion of (U
0
κ , ‖ · ‖U0κ), it suffices to prove that ‖ · ‖U0κ is a norm, i.e.,
that if ‖g‖U0κ = 0 for some g ∈ U
0
κ , then g = 0. To prove this, we first show that for every
f ∈ V˙κ and g ∈ U
0
κ ,
(4.9)
∣∣∣∣ ∫
Qd
fg dx
∣∣∣∣ ≤ |f |Vκ ‖g‖Uκ ;
the integral exists, since V˙κ ⊂ Lq and U
0
κ = Lˆq′ ⊂ Lq′ .
Let mQ ∈ P
d
k−1 be such that
‖f −mQ‖Lq(Q) = Ekq(f ;Q).
Then for bπ :=
∑
Q∈π cQ aQ we obtain by the definition of κ-atoms∫
Qd
fbπ dx =
∑
Q∈π
cQ
∫
Q
(f −mQ) aQ dx.
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Applying twice the Ho¨lder inequality we derive from here∣∣∣∣ ∫
Qd
fbπ dx
∣∣∣∣ ≤
∑
Q∈π
|cQ|
p′
 1p′ ∑
Q∈π
(
‖f −mQ‖Lq(Q) ‖aQ‖q′
)p 1p
≤ [bπ]p′
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p 1p ≤ [bπ]p′ |f |Vκ .
Applying this estimate to g ∈ U0κ that can be represented as a finite sum of κ-chains bπ,
and then taking infimum over all such representations we obtain that∣∣∣∣ ∫
Qd
fg dx
∣∣∣∣ ≤
(
inf
∑
π
[bπ]p′
)
|f |Vκ = ‖g‖Uκ |f |Vκ ,
as required.
Then from (4.9) and the equality ‖g‖Uκ = 0 we obtain that
(4.10)
∫
Qd
fg dx = 0 for all f ∈ V˙κ.
Next, we show that C∞ := C∞(Rd)|Qd ⊂ V˙κ (in particular, (4.10) is valid for all f ∈ C
∞).
Let ϕ ∈ C∞. By the Taylor formula we have for Q ⊂ Qd,
Ekq(ϕ;Q) ≤ c(k, d)|Q|
k
d
+ 1
q max
|α|=k
max
Q
|Dαϕ| ≤ c(k, d, ϕ)|Q|
k
d
+ 1
q .
This implies that
(4.11) |ϕ|Vκ := sup
π
∑
Q∈π
(
|Q|−λEkq(ϕ;Q)
)p 1p ≤ c(k, d, ϕ) sup
π
∑
Q∈π
|Q|
(
−λ+ k
d
+ 1
q
)
p
 1p .
Here the power of |Q| equals k−s(κ)d p+1, see (1.1), and by (4.8) s(κ) ≤ k. Hence, the sum
in the right-hand side is bounded from above by
(∑
Q∈π |Q|
) 1
p
≤ |Qd|
1
p = 1. Therefore
|ϕ|Vκ <∞ for all ϕ ∈ C
∞, that is,
C∞ ⊂ V˙κ.
Hence equality (4.10) is valid for every f ∈ C∞.
Now let first q < ∞, hence, C∞ is dense in Lq. Then (4.10) is true also for all f ∈ Lq
and this implies g = 0, as required.
Similarly, we derive that g = 0 for q =∞ using the following
Lemma 4.2. For every f ∈ L∞ there exists a sequence {fn} ⊂ C
∞ such that
(4.12) lim
i→∞
∫
Qd
(f − fn)g dx = 0 for all g ∈ L1.
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Proof. Let ϕ be a nonnegative even C∞ function on Rd supported by the unit Euclidean
ball and the L1-norm 1. Extending f, g by zero to R
d we define fε, gε, ε > 0, to be
convolutions of the extensions (denoted by f0, g0) with the function ϕε : x 7→ ε
−dϕ(xε ),
x ∈ Rd. Then fε, gε ∈ C
∞(Rd) and ‖g0 − gε‖1 → 0 as ε→ 0 for every g ∈ L1. Moreover,∫
Rd
(f0 − fε)g0 dx =
∫
Rd
f0(g0 − gε) dx
for all f ∈ L∞ and g ∈ L1. The absolute value of the right-hand side is bounded from
above by ‖f‖∞ ‖g0 − gε‖ → 0 as ε→ 0. This clearly implies (4.12). 
Remark 4.3. Since L∗1 = L∞, this lemma in other terms means that the set C
∞ is dense
in L∞ in the weak
∗ topology.
The proof of part (c) of the theorem is complete.
5. Proof of Theorem 2.6
We prove that under the conditions
(5.1) 1 ≤ p := p(κ) ≤ ∞, 1 < q := q(κ) ≤ ∞, s := s(κ) ≤ k,
the dual to the Banach space Uκ, see Theorem 2.5, is isometrically isomorphic to the
Banach space Vκ.
Let us recall that the space
Vκ = V˙κ/P
d
k−1,
see Definition 1.2, i.e., its elements are factor-classes {f}+ Pdk−1, where functions f ∈ Lq
satisfy
|f |Vκ := sup
π∈Π(Qd)
∑
Q∈π
(
|Q|−λEkq(f ;Q)
)p
1
p
<∞.
Since Pdk−1 is the null space of V˙κ, the norm of a class fˆ ∈ Vκ satisfies
‖fˆ‖Vκ := inf{|g|Vκ : g ∈ fˆ} = |g|Vκ
for every g ∈ fˆ .
Moreover,
∫
Qd fh dx =
∫
Qd gh dx for functions f, g of the same class and every h ∈ U
0
κ , since
Pdk−1 is orthogonal to U
0
κ . By this reason we will use in the forthcoming proof functions in
V˙κ instead of their related classes in Vκ.
Now we prove the isometry (Uκ)
∗ ≡ Vκ.
Due to (4.6) and Remark 4.1, the natural embedding E : Lˆq′ →֒ Uκ is of norm ≤ 1 and
has dense image. Passing to the conjugate map we obtain that
E∗ : U∗κ →֒ Lˆ
∗
q′ ≡ Lq/P
d
k−1
is a linear injection of norm ≤ 1. On the other hand, Vκ is contained in Lq/P
d
k−1. Let us
check that range(E∗) is in Vκ and that the linear map E
∗ : U∗κ → Vκ is of norm ≤ 1.
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To this end, for ℓ ∈ U∗κ we denote by fℓ ∈ Lq an element whose image in Lq/P
d
k−1
coincides with E∗(ℓ). Then we take for every Q ⊂ Qd a κ-atom denoted by aˆQ such that
(5.2)
∫
Q
fℓaˆQ dx = |Q|
−λEkq(fℓ;Q);
its existence directly follows from Lemma 3.2 and the definition of κ-atoms.
Then for a κ-chain bˆπ given by bˆπ :=
∑
Q∈π cQaˆQ we get from (5.2)
[E∗(ℓ)](bˆπ) =
∫
Qd
bˆπfℓ dx =
∑
Q∈π
cQ|Q|
−λEkq(fℓ;Q).
This, in turn, implies
∑
Q∈π
cQ|Q|
−λEkq(fℓ;Q) ≤ ‖E
∗(ℓ)‖Lˆq′
‖bˆπ‖Uκ ≤ ‖ℓ‖U∗κ‖bˆπ‖Uκ ≤
∑
Q∈π
|cQ|
p′
 1p′ ‖ℓ‖U∗κ .
Taking here supremum over all (cQ)Q∈π of the ℓp′(π) norm 1 and then supremum over all
π we conclude that
|fℓ|Vκ := sup
π
∑
Q∈π
(
Ekq(fℓ;Q)
|Q|λ
)p 1p ≤ ‖ℓ‖U∗κ .
Hence, E∗(ℓ) ∈ Vκ for every ℓ ∈ U
∗
κ and E
∗ : U∗κ →֒ Vκ is a linear injection of norm ≤ 1.
Next, let us show that there is a linear injection of norm ≤ 1
(5.3) F : Vκ →֒ U
∗
κ
such that
(5.4) FE∗ = id|U∗κ .
Actually, let f ∈ V˙κ and ℓf : U
0
κ → R be a linear functional given for g ∈ U
0
κ by
(5.5) ℓf (g) :=
∫
Qd
fg dx.
Due to (4.9)
|ℓf (g)| ≤ |f |Vκ‖g‖Uκ .
Thus, ℓf continuously extends to a linear functional from U
∗
κ (denoted by the same symbol)
and the linear map F : Vκ → U
∗
κ , {f} + P
d
k−1 7→ ℓf , is of norm ≤ 1. Moreover, F is an
injection. Indeed, let ℓf = 0 for some f ∈ V˙κ. Since U
0
κ = Lˆq′ and V˙κ ⊂ Lq, equality (5.5)
implies that ℓf |U0κ determines the trivial functional on Lˆ
∗
q′ ≡ Lq/P
d
k−1. Hence, f ∈ P
d
k−1,
i.e., f determines the zero element of Vκ, as required.
Further, by the definitions of E∗ and F we have for each h ∈ U∗κ and g ∈ U
0
κ
[FE∗(h)](g) = ℓE∗(h)(g) =
∫
Qd
E∗(h)g dx = h(E(g)) = h(g).
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The proof of (5.3) and (5.4) is complete.
In turn, the established results mean that range(E∗) = Vκ, range(F ) = U
∗
κ and F and
E∗ are isometries.
Theorem 2.6 is proved.
6. Proof of Theorem 2.7
Let p, q, λ ∈ κ and s(κ) be such that
(6.1) 1 < p ≤ ∞, 1 < q <∞ and s(κ) < k.
We prove that under these assumptions the Banach spaces v∗κ and Uκ are isometrically
isomorphic. Along with Theorem 2.6 this directly implies the two stars theorem asserting
that v∗∗κ and Vκ are isometrically isomorphic (see Corollary 2.8).
The proof of the theorem is based on main results of Subsections 6.1 and 6.2: Proposi-
tions 6.1, 6.3 and Lemma 6.2. Subsection 6.3 contains the concluding part of the proof.
6.1. In the subsequent text we identify Uκ with its image under the natural embedding
Uκ →֒ U
∗∗
κ . Moreover, identifying Vκ and U
∗
κ , see Theorem 2.6, we regard Uκ as a linear
subspace of V ∗κ (= (U
∗
κ)
∗).
Further, i : vκ →֒ Vκ is the natural embedding, cf. (1.10), and i
∗ : V ∗κ → v
∗
κ is its adjoint.
Proposition 6.1. (a) i∗ : V ∗κ → v
∗
κ is a surjective linear map of norm one such that
i
∗|Uκ : Uκ → v
∗
κ is an isometry.
(b) The image i∗(B(Uκ)) of the closed unit ball of Uκ is a dense subset of the closed unit
ball B(v∗κ) in the weak
∗ topology of v∗κ.
Proof. (a) We need the following
Lemma 6.2. The subspace vκ is weak
∗ dense in the space Vκ (= U
∗
κ).
Proof. It suffices for each f ∈ Vκ to find a bounded sequence {fn}n∈N ⊂ vκ such that
(6.2) lim
n→∞
(f − fn)(u) = 0 for all u ∈ Uκ.
Let f˜ ∈ V˙κ be such that f = {f˜} + P
d
k−1 ∈ Vκ (:= V˙κ/P
d
k−1). We choose f˜n ∈ C
∞ ⊂ V˙κ
to be the approximation of f˜ given by Theorem 2.12 and then define
fn := {f˜n}+ P
d
k−1 ∈ vκ.
Applying to {f˜n}n∈N and f˜ ∈ Vκ inequality (2.15) we obtain
(6.3) lim
n→∞
|f˜n|Vκ = |f˜ |Vκ .
This gives boundedness of the sequence {fn}n∈N in vκ.
Since U0κ is dense in Uκ, the latter implies that it suffices to prove (6.2) for u being a
κ-atom, say aQ.
In this case, we have for any polynomial m ∈ Pdk−1
(6.4) (f − fn)(aQ) =
∫
Q
(f˜ − f˜n)aQ dx =
∫
Q
(f˜ − f˜n −m)aQ dx.
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We choose m here such that
Ekq(f˜ − f˜n;Q) = ‖f˜ − f˜n −m‖Lq(Q)
and estimate the integral in (6.4) by the Ho¨lder inequality. This gives∣∣∣∣∫
Q
(f˜ − f˜n)aQ dx
∣∣∣∣ ≤ |Q|−λEkq(f˜ − f˜n;Q) ≤ |Q|−λ‖f˜ − f˜n‖q → 0 as n→∞
by Theorem 2.12 (b).
Hence, we conclude that for the sequence {f˜n}n∈N ⊂ C
∞ and every κ-atom aQ
(f − fn)(aQ) =
∫
Q
(f˜ − f˜n)aQ dx→ 0 as n→∞.
This completes the proof of the lemma. 
Now we finish the proof of assertion (a).
By definition, i∗ maps V ∗κ linearly to v
∗
κ by
(6.5) i∗(f∗) := f∗|vκ , f
∗ ∈ V ∗κ .
Moreover, every f∗ ∈ vκ by the Hahn-Banach theorem is extended to some element of V
∗
κ
with the same norm. Hence, i∗ is a linear surjection of norm one.
To prove that i∗|Uκ is an isometry, we have to show that ‖i
∗(v)‖v∗κ = ‖v‖Uκ for all v ∈ Uκ.
In fact, let u ∈ Uκ \ {0}. By the Hahn-Banach theorem there exists f ∈ Vκ such
that ‖f‖Vκ = 1 and f(u) = ‖u‖Uκ . By Lemma 6.2 and (6.3) there exists a sequence
{fn}n∈N ⊂ vκ weak
∗ converging to f such that
lim
n→∞
‖fn‖Vκ = ‖f‖Vκ = 1.
These imply that
‖v‖Uκ = |f(v)| = limn→∞
|fn(v)| ≤ sup
g∈B(vκ)
|g(v)| ≤ sup
h∈B(Vκ)
|f(v)| ≤ ‖v‖Uκ .
Hence,
‖v‖Uκ = sup
g∈B(vκ)
|g(v)| = sup
g∈B(vκ)
|(i∗(v))(g)| := ‖i∗(v)‖v∗κ ,
as required.
This proves that i∗|Uκ is an isometry and completes the proof of assertion (a) of the
proposition.
(b) By the Goldstine theorem, see, e.g., [DSch-58, Thm. 5.5.1], B(Uκ) is weak
∗ dense in
B(U∗∗κ ) (= B(V
∗
κ )). Since i
∗ is a bounded surjective linear map of norm one, i∗(B(V ∗κ ))
coincides with the closed unit ball B(v∗κ) of v
∗
κ. Moreover, i
∗ is weak∗ continuous; hence,
density of B(Uκ) in B(V
∗
κ ) implies that the weak
∗ closure of i∗(B(Uκ)) coincides with
B(v∗κ).
Proposition 6.1 is proved. 
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6.2. In the next result, Aκ denotes the set of κ-atoms and B¯κ the closure in Uκ of the set
of κ-chains Bκ := {bπ ∈ U
0
κ : [bπ]p′ ≤ 1}, see Definitions 2.2 and 2.3.
Proposition 6.3. (a) If 1 < p := p(κ) <∞, then i∗(B¯κ) is a subset of B(v
∗
κ) compact in
the weak∗ topology of v∗κ.
(b) If 1 ≤ p := p(κ) ≤ ∞, then the same is true for the set i∗(Aκ).
Proof. (a) Since for bπ ∈ Bκ
‖bπ‖U0κ ≤ [bπ]p′ ≤ 1,
B¯κ ⊂ B(Uκ). Since i
∗ maps B(Uκ) in B(v
∗
κ), cf. Proposition 6.1 (b), this gives the embed-
ding
(6.6) i∗(B¯κ) ⊂ B(v
∗
κ).
Further, by the Banach-Alaoglu theorem B(v∗κ) is compact in the weak
∗ topology of v∗κ.
Moreover, by separability of vκ the ball B(v
∗
κ) equipped with this topology is metrizable.
Hence, to establish assertion (a) it suffices to prove that the limit of every sequence of
i
∗(B¯κ) converging in the weak
∗ topology of B(v∗κ) belongs to i
∗(B¯κ). In turn, since Bκ is
dense in B¯κ in the norm topology of Uκ (⊂ V
∗
κ ) and ‖i
∗‖V ∗κ→v∗κ = 1, it suffices to prove this
statement for sequences from the set i∗(Bκ).
Hence, we should prove the following:
Statement 6.4. If {bn}i∈N ⊂ Bκ is such that the sequence {i
∗(bn)}n∈N weak
∗ converges in
B(v∗κ), then its limit belongs to i
∗(B¯κ).
Proof. Let bn has the form
bn :=
N(n)∑
i=1
cni aQni , n ∈ N,
where πn := {Q
n
i : 1 ≤ i ≤ N(n)} is a packing.
Without loss of generality we assume that
(6.7) |Qni+1| ≤ |Q
n
i |, 1 ≤ i < N(n).
Further, we extend sequences πn, {c
n
i } and {aQni } by setting
(6.8) Qni := {0}, c
n
i := 0, aQni := 0 for i > N(n).
Hence, we write
(6.9) bn :=
∞∑
i=1
cni aQni , n ∈ N.
Since Statement 6.4 suffices to prove for any infinite subsequence of (6.9), we use sev-
eral times the Cantor diagonal method to construct in the next lemma a suitable for the
consequent proof subsequence.
Lemma 6.5. There is an infinite subsequence {bn}n∈J , J ⊂ N, such that for every i ∈ N
the following is true:
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(a) {Qni }n∈J converges in the Hausdorff metric to a closed subcube of Q
d denoted by
Qi;
(b) {i∗(aQni )}n∈N ⊂ B(v
∗
κ) converges in the weak
∗ topology of B(v∗κ);
(c) if the limiting cube Qi has a nonempty interior, then the sequence {aQni }n∈J con-
verges in the weak topology of Lq′ (regarded as the dual space of Lq, q ∈ (1,∞));
(d) the sequence {cn := (cni )i∈N}n∈J of vectors from B(ℓp′(N)) converges in the weak
topology of ℓp′(N) (= ℓp(N)
∗, p ∈ (1,∞)) to a vector denoted by c (∈ B(ℓp′(N))).
Proof. (a) Parameterizing the set of closed subcubes of Qd by their centers and radii and
using the Bolzano-Weierstrass theorem we conclude that {Qn1}n∈N contains a converging in
the Hausdorff metric subsequence, say, {Qn1}n∈J1 . In turn, {Q
n
2}n∈J1 contains a converging
in this metric subsequence, say, {Qn2}n∈J2 , J2 ⊂ J1, etc. Setting then ni := minJi and
Ja := {ni}i∈N, we obtain the required subsequence {Q
n
i }n∈Ja converging to some closed
cube Qi ⊂ Q
d, i ∈ N.
(b) Since ‖aQni ‖Uκ ≤ 1 for all i, n ∈ N, the sequences {i
∗(aQni )}n∈Ja ⊂ B(v
∗
κ), i ∈ N, while
this ball is compact in the (metrizable) weak∗ topology of v∗κ. Hence, these sequences
contain converging in the weak∗ topology subsequences and therefore applying as in (a)
the Cantor diagonal process to sequences {i∗(aQni )}n∈Ja ⊂ B(v
∗
κ), i ∈ N, we find an
infinite subset Jb ⊂ Ja such that each sequence {i∗(aQni )}n∈Jb , i ∈ N, converges in the
weak∗ topology of B(v∗κ).
Hence, the subsequence {bn}n∈Jb of {b
n}n∈N satisfies conditions (a) and (b) of the lemma.
(c) Now, let I ⊂ N be such that for each i ∈ I,
lim
Jb∋n→∞
|Qni | = |Qi| > 0.
Since by the definition of a κ-atom
lim
Jb∋n→∞
‖aQni ‖q′ ≤ limJb∋n→∞
|Qni |
−λ = |Qi|
−λ <∞,
each sequence {aQni }n∈Jb , i ∈ I, is bounded in the reflexive (as 1 < q <∞) space Lq′ . By
the Banach-Alaoglu theorem each such a sequence contains a weak converging in Lq′ subse-
quence. Applying then the Cantor diagonal process to the family of sequences {aQn
i
}n∈Jb ,
i ∈ I, we find an infinite subset Jc ⊂ Jb such that all sequences {aQni }n∈Jc , i ∈ I, converge
in the weak topology of Lq′ .
Thus the subsequence {bn}n∈Jc of {b
n}n∈N satisfies conditions (a)–(c) of the lemma.
(d) Since ‖cn‖p′ := ‖(c
n
i )i∈N‖p′ = [b
n]p′ ≤ 1, n ∈ N, see (6.8), the sequence {c
n}n∈Jc ⊂
B(ℓp′(N)). Moreover, ℓp′ is reflexive as 1 < p < ∞ and therefore by the Banach-Alaoglu
theorem there exists an infinite subset Jd ⊂ Jc such that the sequence {cn}n∈Jd weak
converges to a vector, say, c in B(ℓp′(N)).
We set J := Jd. Then the subsequence {bn}n∈J of {b
n}n∈N satisfies the required condi-
tions (a)–(d). 
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Thus, from now on without loss of generality we assume that the sequence {bn} ⊂ Bκ
of κ-chains, see (6.9), satisfies the assertions of Lemma 6.5. In particular, there are closed
cubes Qi ⊂ Q
d, i ∈ N, such that in the Hausdorff metric
(6.10) Qi = lim
n→∞
Qni .
Since for each n ∈ N the cubes Qni , i ∈ N, are nonoverlapping and their volumes form a
nonincreasing sequence, see (6.7), the same is true for the family of cubes {Qi}i∈N. Thus,
for every i ∈ N
(6.11) Q˚i ∩ Q˚i+1 = ∅ and |Qi| ≥ |Qi+1|.
Here S˚ stands for the interior of S ⊂ Rd.
Now we let N =∞ if |Qi| 6= 0 for all i ∈ N, otherwise, N be the minimal element of the
set of integers n ∈ Z+ such that
(6.12) |Qi| = 0 for i > n.
Then due to our assumptions, see Lemma 6.5 (c), for N 6= 0 there are functions ai ∈ Lq′ ,
1 ≤ i < N + 1, such that in the weak topology of Lq′
(6.13) ai = lim
n→∞
aQn
i
.
The properties of these functions are presented in the next result.
Lemma 6.6. (1) If N 6=∞ and i > N , then in the weak∗ topology of B(v∗κ)
(6.14) lim
n→∞
i
∗(aQni ) = 0.
(2) If N 6= 0 and 1 ≤ i < N + 1, then the function ai is a κ-atom subordinate to Qi.
Proof. (1) We have to prove that for each i > N
(6.15) lim
n→∞
aˆQn
i
(v) = 0 for every v ∈ vκ,
where aˆQni is the image of aQni under the natural embedding Uκ →֒ U
∗∗
κ = V
∗
κ , see (6.5).
Since C∞/Pdk−1 is dense in vκ, we can take v ∈ C
∞/Pdk−1 in which case
(6.16) |aˆQni (v)| =
∣∣∣∣∣
∫
Qni
v˜aQni dx
∣∣∣∣∣ ≤ ‖aQni ‖Lq′ (Qni )Ekq(v˜;Qni ),
here v˜ ∈ C∞ is a representative of the factor-class v ∈ C∞/Pdk−1.
Due to Definition 2.2 and the Taylor formula the right-hand side is bounded from above
by
|Qni |
−λc(k, d)|v˜|W kq (Qd)|Q
n
i |
k
d
+ 1
q = c(k, d, v˜)|Qni |
−λ+ k
d
+ 1
q .
By the definition of s(κ), see (1.14), and (6.1)
−λ+
k
d
+
1
q
≥
k
d
−
(
λ−
1
q
+
1
p
)
=
k − s(κ)
d
> 0.
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Hence, since |Qni | → 0 as n → ∞ for each i > N , the right-hand side in (6.16) tends to 0
as n tends to ∞.
This proves (6.14).
(2) For N 6= 0 and each 1 ≤ i < N + 1 the sequence {Qni }n∈N converges to a compact
cube Qi ⊂ Q
d with |Qi| > 0 and the sequence {aQni }n∈N converges to ai ∈ Lq′ in the weak
topology of Lq′ , see Lemma 6.2. Hence, by the Fatou lemma we have
‖ai‖q′ ≤ lim
n→∞
‖aQni ‖q′ ≤ lim
n→∞
|Qni |
−λ = |Qi|
−λ.
In other words, ai satisfies the inequality
‖ai‖q′ ≤ |Qi|
−λ.
It remains to prove that
(6.17) supp ai ⊂ Qi and ai ⊥ P
d
k−1.
If, on the contrary, |supp ai \Qi| > 0, then there is a nontrivial closed cube Q ⊂ Q
d \Qi
such that
(6.18)
∫
Q
|ai|
q′dx > 0.
However, Qni → Qi in the Hausdorff metric as n → ∞ and therefore Q˚
n
i ∩ Q˚ = ∅ for all
sufficiently large n. This and condition (c) of Lemma 6.2 imply that
0 = lim
n→∞
∫
Qd
(f · 1Q)aQni dx =
∫
Q
fai dx;
here f ∈ Lq and 1S stands for the indicator of a set S ⊂ R
d.
Since f is arbitrary, ai|Q is zero in Lq′(Q) in contradiction to (6.18).
To prove the second assertion of (6.17) we use the fact that aQni ⊥ P
d
k−1 for all i and n.
Hence, due to Lemma 6.2 (c) for every polynomial m ∈ Pdk−1
0 = lim
n→∞
∫
Qd
maQni dx =
∫
Qd
mai dx.
Thus, ai is a κ-atom subordinate to Qi (in the sequel denoted by aQi). 
Now we show that for 1 ≤ N <∞
(6.19) vN :=
N∑
i=1
ciaQi ∈ Bκ.
In fact, by Lemma 6.6 (2) and (6.11) aQi are κ-atoms and {Qi}1≤i≤N is a packing.
Moreover, by Lemma 6.5 (d) the κ-atom vN satisfies
[vN ]p′ = ‖c‖p′ ≤ 1,
as required.
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Further, for N =∞
(6.20) v∞ :=
∞∑
i=1
ciaQi ∈ B¯κ.
Indeed, by Lemmas 6.5 (d) and 6.6 (2)∥∥∥∥∥
m∑
i=ℓ
ciaQi
∥∥∥∥∥
Uκ
≤
(
m∑
i=ℓ
|ci|
p′
) 1
p′
→ 0
as ℓ,m → ∞, i.e., the series in (6.20) converges in Uκ. Moreover, its partial sums belong
to Bκ, cf. (6.19), hence, v∞ belongs to the closure of Bκ.
Setting for N = 0
(6.21) v0 := 0
we complete the proof of Statement 6.4 by showing that in the weak∗ topology of B(v∗κ)
(6.22) lim
n→∞
i
∗(bn) = i∗(vN ).
As in Lemma 6.6 (1) it suffices to prove that for every f ∈ C∞/Pdk−1
(6.23) lim
n→∞
f(bn) = f(vN ).
To prove (6.23), we fix ε ∈ (0, 1) and denote by πn ⊂ {Qni }i∈N the packing containing
all cubes of nonzero volumes. Further, we represent πn as the union of two packings (one
of which is possibly empty)
πn1 := {Q
n
i ∈ π
n : |Qni | ≤ ε} and π
n
2 := π
n \ πn1 .
If πn1 6= ∅, then due to inequality (3.32) for every S ⊂ π
n
1 and f ∈ C
∞/Pdk−1
(6.24)
∣∣∣∣∣∣
∑
Qni ∈S
cni f(aQni )
∣∣∣∣∣∣ ≤ c(k, d, f)εk−s(κ)d .
Also, if πn2 6= ∅, then for some natural number ℓε(n) we have
πn2 = {Q
n
1 , . . . , Q
n
ℓε(n)
},
see (6.7); moreover, comparing volumes of Qd and of the union of cubes of πn2 we have
(6.25) ℓε(n) ≤
1
ε
, n ∈ N.
For πn2 = ∅ we write
(6.26) ℓε(n) := 0.
Now, we set
ℓε := lim
n→∞
min{ℓε(n), N} ∈
[
0,min
{
1
ε , N
}]
and choose an infinite subsequence
J := {n ∈ N : ℓε(n) = ℓε}.
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Next, if N 6= 0, then by the definition of vN , see (6.19)–(6.21) there is some ℓ := ℓ(f, ε) ∈
N satisfying ℓε ≤ ℓ < N + 1 such that
(6.27)
∣∣∣∣∣f(vN )− f
(
ℓ∑
i=1
ciaQi
)∣∣∣∣∣ < ε.
In this case, for n ∈ N and m ∈ J we have
(6.28)
|f(vN )− f(b
n)| ≤ |f(vN )− f(b
m)|+ |f(bm)− f(bn)|
≤
∣∣∣∣∣f
(
vN −
ℓ∑
i=1
ciaQi
)∣∣∣∣∣+
∣∣∣∣∣
ℓ∑
i=1
(ci − c
m
i )f(aQmi )
∣∣∣∣∣+
∣∣∣∣∣
ℓ∑
i=1
cif(aQmi − aQi)
∣∣∣∣∣
+
∣∣∣∣∣f
(
bm −
ℓ∑
i=1
cmi aQmi
)∣∣∣∣∣+ |f(bm)− f(bn)| =: I + IIm + IIIm + IVm + Vm,n.
Here I < ε due to (6.27). IIm and IIIm tend to 0 as m→∞, since by Lemma 6.5 (b),(d)
lim
n→∞
f(aQni − ai) = 0 and limn→∞
(ci − c
n
i ) = 0,
and, moreover, due to (3.32)
sup
i
|f(aQni )| ≤ γ(k, d, f) sup
i
|Qni |
k−s(κ)
d <∞.
Further, IVm < c(k, d, f)ε
k−s(κ)
d by (6.24) because bm−
∑ℓ
i=1 c
m
i aQmi =
∑∞
i=ℓ+1 c
m
i aQmi and
all cubes Qmi with i > ℓ belong to π
m
1 .
Finally, Vm,n → 0 as m,n → ∞ because due to the condition of Statement 6.4 the
sequence {f(bn)}n∈N converges.
Applying these facts to (6.28) we obtain that there is some nε ∈ N such that for all
n ≥ nε
|f(vN )− f(b
n)| < 2ε+ c(d, k, f)ε
k−s(κ)
d .
This implies that
lim
n→∞
f(bn) = f(vN)
and completes the proof of Statement 6.4 for N 6= 0, see (6.22), (6.23).
Finally, if N = 0, then vN = 0 and for all sufficiently large n ∈ N the packing π
n
2 = ∅.
Thus, for such n we have by (6.24)
|f(vN )− f(b
n)| ≤ c(d, k, f)ε
k−s(κ)
d
which implies that limn→∞ f(b
n) = 0 = f(vN ) and completes the proof of Statement 6.4
in this case as well.
The proof of part (a) of Proposition 6.3 is complete. Hence, if 1 < p := p(κ) <∞, then
the injection i∗|Uκ : Uκ → v
∗
κ maps the set B¯κ in a subset of B(v
∗
κ) compact in the weak
∗
topology of v∗κ.
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(b) In this case, we should prove compactness in the weak∗ topology of v∗κ of the image
under i∗ of the set of κ-atoms Aκ ⊂ U
0
κ . Similarly to Statement 6.4 this is equivalent to
the following statement:
If {bn}i∈N ⊂ Aκ is such that the sequence {i
∗(bn)}n∈N weak
∗ converges in B(v∗κ), then
its limit belongs to i∗(Aκ).
As before, we may assume without loss of generality that {bn}i∈N satisfies conditions
(a), (b), (c) of Lemma 6.5. Moreover, condition (d) of the lemma is trivially fulfilled for
all 1 ≤ p′ ≤ ∞. Therefore as in the proof of part (a) of the proposition the sequence
{i∗(bn)}n∈N weak
∗ converges to i∗(vN ), see (6.19)–(6.21). Since here N ⊂ {0, 1}, vN ∈ Aκ.
The proof of the proposition is complete. 
6.3. Now, we complete the proof of Theorem 2.7.
First, we consider the case of p := p(κ) ∈ (1,∞).
We begin with the following:
Lemma 6.7. The space vκ isometrically embeds in the space C(i
∗(B¯κ)) of continuous
functions on the (metrizable) compact space i∗(B¯κ).
Proof. Due to Theorem 2.5 (a) the symmetric convex hull of Bκ denoted by sc(Bκ) is dense
in the closed unit ball B(Uκ) in the norm topology; hence the same is true for sc(B¯κ).
Moreover, the image i∗(B(Uκ)) of this ball is dense in B(v
∗
κ) in the weak
∗ topology of the
latter closed ball. Hence, the set
(6.29) i∗(sc(B¯κ)) = sc(i
∗(B¯κ))
is weak∗ dense in B(v∗κ).
This implies for every element v ∈ vκ regarded as a bounded linear functional on v
∗
κ the
equality
(6.30) ‖v‖vκ = sup
v∗∈i∗(B¯κ)
|v(v∗)|.
In fact, by the Hahn-Banach theorem
(6.31) ‖v‖vκ = sup
v∗∈B(v∗κ)
|v(v∗)|.
Since every such v is continuous in the weak∗ topology of v∗κ, we can replace B(v
∗
κ) by its
weak∗ dense subset sc(i∗(B¯κ)). In turn, the latter set can be replaced by the smaller set
i
∗(B¯κ) because, by definition,
i
∗(B¯κ) ⊂ sc(i
∗(B¯κ)) :=
{∑
i
λiv
∗
i : {v
∗
i } ⊂ i
∗(B¯κ), {λi} ⊂ R,
∑
i
|λi| ≤ 1
}
and the supremum of |v(v∗)| over the latter set is bounded from above by
sup
(∑
i
|λi|
)
·max
i
|v(v∗i )| ≤ max
v∗∈i∗(B¯κ)
|v(v∗)|,
as required.
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Finally, since v|
i∗(B¯κ) is a continuous function on i
∗(B¯κ) in the weak
∗ topology induced
from B(v∗κ) and its supremum norm equals ‖v‖vκ , see (6.30), the map
vκ ∋ v 7→ v(v
∗), v∗ ∈ i∗(B¯κ),
is a linear isometric embedding of vκ in C(i
∗(B¯κ)). 
Now let v∗ be a linear continuous functional on the space vκ regarded as the closed
subspace of C(i∗(B¯κ)). By the Hahn-Banach theorem v
∗ can be extended to a linear
continuous functional, say, vˆ∗ on the latter space with the same norm. In turn, by the
Riesz representation theorem there is a regular finite Borel measure on the compact space
i
∗(B¯κ) denoted by µv∗ that represents vˆ
∗.
This implies that
(6.32) v(v∗) =
∫
i∗(B¯κ)
v dµv∗ , v ∈ vκ.
At the next stage we exploit this measure to find a similar representation for elements
of Vκ.
To this end, we use the weak∗ density of the subspace vκ in the space Vκ, see Lemma
6.2. According to this lemma, for every v ∈ Vκ there is a bounded in the vκ norm sequence
{vj}j∈N ⊂ vκ such that
(6.33) lim
j→∞
vj(u) = v(u), u ∈ Uκ.
Now let τ : i∗(Uκ) → Uκ be the inverse to the injection i
∗|Uκ : Uκ → v
∗
κ, see Proposition
6.1 (a). Making the change of variable u→ τ(v∗) we derive from (6.33)
(6.34) lim
j→∞
vj(v
∗) = (v ◦ τ)(v∗), v∗ ∈ i∗(B¯κ).
Since linear functionals vj : vκ → R are continuous in the weak
∗ topology defined by v∗κ
their traces to i∗(B¯κ) are continuous functions in the weak
∗ topology induced from B(v∗κ).
This implies the following:
Lemma 6.8. The function (v ◦ τ)|
i∗(B¯κ) is µv∗-integrable and bounded.
Moreover, a function φv∗ : Vκ → R given by
(6.35) φv∗(v) :=
∫
i∗(B¯κ)
v ◦ τ dµv∗
belongs to V ∗κ .
Proof. Since µv∗ is a regular Borel measure, every continuous function on i
∗(B¯κ) is µv∗ -
measurable. Moreover, pointwise limits of sequences of such functions are µv∗-measurable
as well. In particular, (v ◦ τ)|
i∗(B¯κ) being the pointwise limit of a sequence of continuous
functions, see (6.34), is µv∗ -measurable.
Further, the sequence {vj}j∈N is bounded in the vκ-norm and i
∗(B¯κ) ⊂ B(v
∗
κ). Therefore,
for every v∗ ∈ i∗(B¯κ)
|(v ◦ τ)(v∗)| ≤ sup
j
|vj(v
∗)| ≤ ‖v∗‖v∗κ · sup
j
‖vj‖vκ ≤ sup
j
‖vj‖vκ <∞.
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This implies boundedness of (v ◦ τ)|
i∗(B¯κ).
Since, in turn, the measure µv∗ is finite, we conclude that the integral in (6.35) is well-
defined and the function φv∗ satisfies
|φv∗(v)| ≤
(
sup
i∗(B¯κ)
|v ◦ τ |
)
|µv∗ |, v ∈ Vκ.
Further, since τ := (i∗|Uκ)
−1, the supremum here is bounded from above by
‖v‖Vκ · sup
b∈B¯κ
‖b‖Uκ ≤ ‖v‖Vκ .
Thus, φv∗ is a linear continuous functional on Vκ of norm ≤ |µv∗ |. 
At the next stage we establish weak∗ continuity of φv∗ on Vκ regarded as the dual space
of U∗κ , see Theorem 2.6.
To this end it suffices to show that φ−1v∗ (R) ⊂ Vκ is weak
∗ closed for every closed subinter-
val R ⊂ R. Since this preimage is convex, we can use the Krein-Smulian weak∗ closedness
criterion, see, e.g., [DSch-58, Thm.V.5.7]. In our case, it asserts that φ−1v∗ (R) is weak
∗
closed iff Br(0) ∩ φ
−1
v∗ (R) is for every r > 0; here Br(0) := {v ∈ Vκ : ‖v‖Vκ ≤ r}.
In turn, since Vκ = U
∗
κ and Uκ is separable, see Theorem 2.5 (b), every bounded subset
of Vκ equipped with the induced weak
∗ topology is metrizable. Hence, weak∗ closedness of
Br(0) ∩ φ
−1
v∗ (R) is a consequence of the following:
Lemma 6.9. If a sequence {vj}j∈N ⊂ Br(0) ∩ φ
−1
v∗ (R) converges to some v ∈ Vκ, then
v ∈ Br(0) ∩ φ
−1
v∗ (R).
Proof. Weak∗ convergence of {vj}j∈N to v implies pointwise convergence of the sequence
of functions {vj ◦ τ |i∗(B¯p)}j∈N to the function v ◦ τ |i∗(B¯p). Further, the functions of this
sequence are µv∗-measurable and bounded by supj ‖vj‖Vκ , see Lemma 6.8. Moreover, by
the assumption of Lemma 6.9
(6.36) sup
j
‖vj‖Vκ ≤ r and φv∗(vj) ∈ R, j ∈ N.
Therefore, the Lebesgue pointwise convergence theorem implies
lim
j→∞
φv∗(vj) =
∫
i∗(B¯p)
(
lim
j→∞
vj ◦ τ
)
dµv∗ =
∫
i∗(B¯p)
v ◦ τ dµv∗ = φv∗(v).
Since R ⊂ R is closed, the limit on the left-hand side belongs to R, hence, the limit point
v ∈ Br(0) ∩ φ
−1
v∗ (R) as required. 
Thus φv∗ is a weak
∗ continuous linear functional from V ∗κ . By the definition of the weak
∗
topology on Vκ = U
∗
κ every such functional is uniquely determined by an element of Uκ,
i.e., for some uv∗ ∈ Uκ
φv∗(v) = v(i
∗(uv∗)), v ∈ Vκ.
On the other hand, see (6.32), for all v ∈ vκ,
φv∗(v) = v(v
∗).
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Since i∗|Uκ : Uκ → vκ is an isometry, see Proposition 6.1 (a), vκ separates points of Uκ.
Hence, these two equalities imply that
v∗ = i∗(uv∗).
Thus, every point v∗ ∈ v∗κ is the image under i
∗ of some point of Uκ, i.e., i
∗ : Uκ → v
∗
κ is a
surjection. Moreover, i∗|Uκ is also an isometry. Hence i
∗ is a linear isometric isomorphism
of the Banach spaces Uκ and v
∗
κ.
This completes the proof of Theorem 2.7 for 1 < p <∞.
Now, we consider the case of p =∞.
The proof repeats line by line the proof of the previous case with the related set Bκ
replaced by the set Aκ of all κ-atoms. In this derivation we take into account that i
∗(Aκ)
is a weak∗ compact subset of B(v∗κ), see Proposition 6.3 (b), and that sc(i
∗(Aκ)) is a weak
∗
dense subset of B(v∗κ) because sc(Aκ) is dense in B(Uκ). We leave the details to the
readers.
The proof of the theorem is complete. 
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