Abstract. Spiking neural networks (SNNs) are considered to be more biologically realistic compared to typical rate-coded networks as they can model closely different types of neurons and their temporal dynamics. Typical spiking models use a number of fixed parameters such as the ratio between excitatory and inhibitory neurons. However, the parameters that are used in these models focus almost exclusively on our understanding of the neocortex with, for example, 80% of neurons chosen as excitatory and 20% inhibitory. In this paper we will evaluate how varying the ratio of excitatory versus inhibitory neurons, axonal conduction delays and the number of synaptic connections affect a SNN model by observing the change in mean firing rate and polychronization. Our main focus is to examine the effect on the emergence of spatiotemporal time-locked patterns, known as polychronous groups (PNGs). We show that the number of PNGs varies dramatically with a changing proportion of inhibitory neurons, that they increase exponentially as the number of synaptic connections is increased and that they decrease as the maximum axonal delays in the network increases. Our findings show that if we are to use SNNs and PNGs to model cognitive functions we must take into account these critical parameters.
Introduction
Neurons generate electric action potentials (spikes) that are used to transmit information to other cells via connections called synapses [1] . Axonal conduction delays -the time required for a spike to travel through neural axons -seems to lead to asychronous firing patterns called polychronous groups (PNGs) [2] . The spatiotemporal behaviour of these patterns allow neurons to participate in multiple PNGs, resulting in numbers of PNGs far exceeding the number of neurons in a network. Current theories and models exploring PNGs have focused on typical neocortical parameters [3] . Exceptions include [4] [5] [6] [7] , which explored the impact of different topology networks, their connectivity, and different plasticity rules on the PNGs. However, if we are to fully understand PNGs, we must also observe the effect of varying network parameters on their incidence, especially since different brain regions have varying analogous parameters.
Brain networks of interconnecting systems exhibit a number of different physiological and biological parameters including the number of neurons, types of neurons and number of synapses. If we take working memory as an example, neuroanatomical investigations have associated areas such as the sensory and association cortex, prefrontal cortex, parietal lobes, thalamus and hippocampus [8] . The anatomical diversity of these areas can greatly affect experimental results and hence if as proposed [2] PNGs are a mechanism for information storage and transmission in the brain , we need to understand its effect.
In this paper, we will explore the current theory of polychronization with respect to parameters including synaptic lengths and delays, number of synapses and types of neuronal connectivity. We believe that this research may lead to uncovering the computational plausibility of theories that link PNGs to cognitive functions [3] , and give us an insight in the information-processing mechanisms required for various memory tasks, as they are linked to distinct systems. We show for example that the physiological and biological differences of the hippocampus as opposed to other cortical areas can play a major role in the development and formation of PNGs.
Method
The main focus of this study is to examine how the number of polychronous groups varies when we change network parameters. For example, what effect does excitation have in the formation of such groups? How do conduction delays and synaptic connections change the dynamics of the model? We need to benchmark the model in order to explore future modelling capabilities. Current simulations exploring polychronization theory typically use a fixed set of parameters which may be unrealistic for a large number of brain areas. We want to test different parameters and compare general performance with observed 'equivalent' biological behaviour.
To explore these parameters we use the SNN model proposed in [9] . This can reproduce neuronal firing patterns of most known types of cortical neurons including regular spiking (RS), intrinsically bursting (IB), fast spiking (FB) among others, and yet is computationally simple and was used in Izhikevich [2] 's original model to find polychronous groups:
with reset conditions,
Variable v represents the membrane potential of the neuron; u represents the membrane recovery variable, which accounts for the activation of K+ ionic currents and inactivation of Na+ ionic currents, and provides negative feedback to v; and I represents synaptic or injected currents. The parameter a describes the time scale of the recovery variable u. Smaller values result in slower recovery. The parameter b describes the sensitivity of the recovery variable u to the subthreshold fluctuations of the membrane potential v. Greater values couple v and u more strongly resulting in possible subthreshold oscillations and low-threshold spiking dynamics. The parameter c describes the after-spike reset value of the membrane potential v caused by the fast high-threshold K+ conductances. The parameter d describes after-spike reset of the recovery variable u caused by slow high-threshold Na+ and K+ conductances.
Using this neuronal model, Izhikevich presented a minimal spiking network that exhibited time-locked asynchronous firing patterns with millisecond precision [2] . The network consisted of 1000 spiking neurons, 800 excitatory and 200 inhibitory with up to 20ms axonal conduction delays for excitatory connections (1ms for inhibitory), each excitatory neuron connected to 100 random neurons (each inhibitory neuron connected to 100 excitatory only) and was subject to spike-timing dependent plasticity (STDP) [10, 11] . In such a network, and the main concept behind polychronization as a theory, two neurons may fire at distinct times, yet their spikes arrive at a common postsynaptic neuron simultaneously due to the difference in conduction delays. The arrival of the spikes will cause the postsynaptic neuron to fire. The output spikes from the postsynaptic neurons may again arrive simultaneously at other neurons, causing further spike activations. This specific time-locked firing pattern of a chain of neurons is called a polychronous group (PNG).
Experiments and Evaluation
For our experiments we used a C++ implementation of the spiking network with axonal conduction delays and STDP which is publicly available [2] . In all of our experiments we simulated 18,000 seconds of network activity. We repeated the simulations 10 times in order to obtain a mean for the number of groups and firing rate. The program simulates the dynamics of a spiking network with delays and STDP, then uses the algorithm for counting groups defined by Izhikevich [2] , we consider various triplets of neurons firing with various patterns revealing all polychronous groups that arise from the triplets. In our experiments we consider multiple values for the ratio of excitatory to inhibitory (excitatory neurons up to 900 out of 100), up to 150 connections per neuron, conduction delays up to a maximum of 40ms, and an experiment on the minimum path required for a PNG, in order to see the effect they have on the number of groups.
Excitation versus Inhibition
The functional architecture of neuronal networks is defined by the neurons and their connectivity. Cortical networks consist of two basic neural elements: excitatory principal cells and inhibitory interneurons. Research has suggested that in the cerebral cortex, excitatory synapses represent the majority of the synapses (80%) [1] . In addition, there is evidence that areas such as the CA1 region of the hippocampus may have as many as 30,000 excitatory inputs and 1700 inhibitory inputs [12] . However, at this point we want to stress that a detailed distribution of excitatory as well as inhibitory inputs on the somata and dendrites of neural cells, not only in working memory related brain areas, but also in the whole neural system remains elusive [1] . Thus, our line of focus is not to create a direct mapping of the excitatory versus inhibitory population ratios of specific brain areas, but to get a general view of how excitatory and inhibitory inputs affect the generation of polychronous groups. In this experiment we change the ratio of excitatory to inhibitory neurons to see how it affects the number of groups, keeping the number of neurons and other parameters fixed. 1 shows a sudden growth in the number of PNGs for over 800 excitatory neurons which indicates that excitation increases the total number of polychronous groups. This suggests that there might be brain areas where polychronous groups emerge at quite different scales. If we attempt to map our results broadly to brain areas with different ratios of excitatory to inhibitory, then the prefrontal cortex (800:200), for example, is thought to produce far less polychronous groups than hippocampal areas (950:50). This perhaps fits with our understanding of the functionality each brain area has i.e. short-term memory sustainability in the prefrontal cortex and memory consolidation in the hippocampus [1] .
In Fig. 1 we also note that there is a rise in the number of groups for 400 and 500 excitatory neurons followed by a fall for 600 to 800. The depression in the number of groups coincides with the rapid rise of inhibitory firing rates, which levels off from 800 onwards. This suggests that the increased activity in the inhibitory neurons, which resonates at a ratio of 800 to 900 excitatory neurons, somehow suppresses activity sufficiently to prevent a larger number of groups forming.
Number of Synaptic Connections
A synapse, in addition to its ability to mediate different specific functions like STDP, has a relatively small size. The area of contact has a diameter of 0.5-20µm, and the presynaptic terminal's diameter is slightly larger [1] . Therefore, a large number of synapses can be packed into a limited space in brain areas. For example, in the cat visual cortex, 1mm
3 of grey matter contains approximately 50,000 neurons, with each neuron having an average of 6000 synapses, giving a total of 300 × 10 6 synapses [1] . Thus, if cortical areas consist of billions of neurons, then the synapses are in the order of trillions. In the polychronization model however, a value of 100 synapses per neuron is used. Consequently, in our experiments, we varied the number of synapses to explore how the number of polychronous groups is affected as we increase the number of synapses keeping the ratio excitatory to inhibitory neurons at 800:200 and the number of neurons and all other parameters fixed. 2 shows that for over 120 connections the number of groups increases exponentially while the spike rates essentially remain constant. For less than 80 connections per neuron a few groups emerge. Most importantly, if we take into account the scale of increase compared to our previous experiment we can see that synaptic connections play a more important role in the formation of polychronous groups. We can see that if we increase the number of connections from 100 to 140 per neuron, the increase is in the order of 100,000 more polychronous groups that emerge. In addition, if we take into consideration that the number of connections quite probably far exceeds the number of neurons in a network, we can see how this number might scale up. On the other hand, in our previous experiment where we varied the number of excitatory versus inhibitory connections in the network, in order to reach an increase of the order of 100,000 of the number of polychronous groups we stretched the ratio to the maximum possible. This shows how important the number of synaptic connections is to the actual number of polychronous groups.
Range of Axonal Delays
Axonal conduction delays refer to the time required for an action potential to travel from its initiation site near the neuronal soma to the axon terminals, where synapses connect the soma with other neurons [1] . Evidence suggests that conduction time in the mammalian brain can reach from a few ms up to over 50ms [13] . In the polychronization model however, conduction delays had an upper limit of 20ms. In our experiment, we set the upper limit of axonal conduction delays to 40ms, to see again how the number of polychronous groups will decrease. 3 shows that the number of polychronous groups decreases rapidly as the maximum axonal conduction delay increases. It appears that axonal conduction delays significantly affect the total number of polychronous groups. Most importantly however, even when we stretched the conduction delays to match the maximum experimental measurements, polychronous groups still emerged, even though they decreased while firing rates remained almost constant. There is some fluctuation for short delays (5 to 20ms), and this perhaps coincides with the lower firing rates of inhibitory neurons observed.
Minimum Group Path
This experiment, as opposed to the previous ones, does not involve variation of an anatomical parameter, but focuses on the minimum group path (the minimum length of the chain of neurons activated in a group) that actually defines such a polychronous group [2] . This is quite important because of the role of a polychronous group can have in cognitive computations. For example, polychronous groups may represent possible memory cues, in a way that every time the input is presented to the network, a polychronous group whose spike-timing pattern resembles the activated input [3] . Thus, the path of a group can actually be linked to the size or duration of the input stimulus or the memory cue. Fig. 4 shows that the groups are decreasing rapidly as the minimum group path increases. If we take into consideration polychronous group path lengths above 25ms, no polychronous groups emerge at all. This is perhaps a limitation of the network size and further work is needed to determine if a larger network can sustain groups with larger paths. 
Conclusion
Polychronization can be described in a few words as a systematic temporal firing activity and it is a newly proposed mechanism of neuronal encoding. Attempts have been made to assess its performance by investigating the effect of network topology on the recall of a PNG [4] . It is used in reservoir computing classification models [14] . It is also proposed as a working memory theory, where PNGs resemble memory cues which can be simultaneously sustained [3] . A simple neural network model with a minimal number of features was used for a similar study of polychronous groups, lacking however essential neural characteristics like STDP and inhibition, nonetheless producing similar results [5] . On the other hand, the effect of network topology on neuronal encoding based on polychronization was explored in [4] , in which the results produced suggest that it is a crucial parameter, i.e. small-world networks favour information processing through polychronization. Also the precise type of STDP rule used may influence the number of PNGs [7] . In this paper we presented our current experimental results and drew conclusions regarding the appearance of polychronous groups. We varied parameters including the ratio of excitatory vs. inhibitory neurons, axonal conduction delays, the number of synaptic connections as well as the minimum group path of a PNG. These results show that the number of PNGs varies dramatically with a changing proportion of inhibitory neurons, that they increase exponentially as the number of synaptic connections is increased and that they decrease as the maximum axonal delays in the network increases.
Can we draw conclusions from polychronization experimental results about the human brain? It seems that certain parameters that vary from region to region are critical to the emergence of these groups. If as hypothesized in [2] that polychronous groups may represent memories and experience, could the group path length limit account for limitations observed such as working memory capacity [15] , or how could this affect the sustainability of the polychronous groups in working memory tasks?
Our findings suggest that the emergence of polychronous groups can vary across analogous brain regions. Here, different ratios of excitatory to inhibitory neurons in the prefrontal cortex and the hippocampus suggest that a higher number of polychronous groups emerge in the hippocampus. It appears that the number of synaptic connections is the most important factor affecting the total number of polychronous groups.
Having established that parameter choice is critical to the emergence of PNGs, we will next turn our attention to whether PNGs can encode information which is sustainable. Here we are interested in whether SNNs can achieve stabilization of a specific temporal spiking activity such as in the spike-timing theory of working memory [3] which can then be used for working memory.
