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Abstrakt
Tradicˇnı´ metody pro zı´ska´va´nı´ dat popisujı´cı´ch 3D modely veˇtsˇinou produkujı´ velice
podrobne´ a huste´ sı´teˇ. Prˇestozˇe tato robustnost dat mu˚zˇe by´t zˇa´doucı´ pro korektnı´ mate-
maticke´ vy´pocˇty, pro rychlou a pameˇt’oveˇ ma´lo na´rocˇnou vizualizaci to neplatı´. Z tohoto
du˚vodu je nutne´ dana´ data jisty´m zpu˚sobem zjednodusˇit tak, aby byla vizua´lnı´ podoba
redukovany´ch dat co nejblizˇsˇı´ datu˚mpu˚vodnı´m a prˇitom se dalo s redukovany´mimodely
pracovat v relativneˇ kra´tke´m cˇase.
Cı´lem te´to pra´ce je podat prˇehled existujı´cı´ch rˇesˇenı´ v oblasti redukce 3D sı´tı´. Navrh-
nout a implementovat jednoduchou aplikaci, ktera´ bude implementovat urcˇitou redukcˇnı´
metodu. Da´le porovnat vy´sledky redukce nasˇı´ aplikace se zvolenou metodou a v nepo-
slednı´ rˇadeˇ pak vizualizovat vy´sledky v openGL.
Klı´cˇova´ slova: polygona´lnı´ sı´t’, troju´helnı´kova´ sı´t’, decimace vrcholu˚, zhroucenı´ hrany,
shlukova´nı´ vrcholu˚, redukce, progresivnı´ reprezentace
Abstract
Traditional data gaining methods for 3D models description usually produces large
and high detailed meshes. Although this data robustness might be desirable for correct
mathematical calculations, it is not desirable for fast and low-memory visualization. For
this reason it is necessary to reduce this datawhile preserving agoodvisual approximation
to the original data. Alsowe need to be able toworkwith the reducedmodel in a relatively
brief time.
The goal of this thesis is to describe existent solutions in 3D mesh reduction problem-
atic and to design and implement simple application for mesh reduction method. Further
to contrast the results of the reduction method of our application and the chosen one and
not least to visualize these results using openGL.
Keywords: polygonal mesh, triangular mesh, vertex decimation, edge collapse, vertex
clustering, simplification, progressive representation
Seznam pouzˇity´ch zkratek a symbolu˚
3D – trojrozmeˇrny´
PM – progresivnı´ reprezentace sı´teˇ (progressive mesh)
CLR – Common Language Runtime (implementace CLI firmou
Microsoft)
CLI – Common Language Infrastructure (prostrˇedı´ pro vykona´va´nı´
ko´du)
CIL – Common Intermediate Language (byte ko´d pro spusˇteˇnı´ CLR)
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71 U´vod
1.1 U´vod do problematiky
Jelikozˇ samotna´ oblast pocˇı´tacˇove´ grafiky zaznamenala v poslednı´ch 10 letech veliky´
posun vprˇed, musel by´t ucˇineˇn i velky´ pokrok v mozˇnostech kvalitnı´ho a rychle´ho zob-
razova´nı´. Jak uzˇ bylo naznacˇeno, objemnost dat, ktera´ je vhodna´ pro korektnı´ a prˇesne´
matematicke´ vy´pocˇty nad polygona´lnı´ sı´tı´, je pro jejı´ rychlou a pameˇt’oveˇ ma´lo na´rocˇ-
nou vizualizaci proble´mem. Takova´to data je nutno smysluplneˇ redukovat, aby se s nimi
dalo rychle a efektivneˇ manipulovat a prˇitom byla zachova´na vizua´lnı´ podoba s daty
pu˚vodnı´mi. Tı´mto u´kolem se zaby´va´ oblast redukce 3D sı´tı´ (3D mesh).
Oblast redukce 3D sı´tı´ se zaby´va´ nejen samotnou redukcı´ teˇchto modelu˚, ale take´
rˇesˇenı´m proble´mu˚ vyvsta´vajı´cı´ch prˇi samotne´m zı´ska´va´nı´ teˇchto modelu˚ pomocı´ stan-
dardnı´ch procedur (3D skener, atd.). Tradicˇnı´ metody zı´ska´va´nı´ dat popisujı´cı´ch modely
pomocı´ plana´rnı´ch plosˇek, jako jsou naprˇı´klad troju´helnı´ky, velmi cˇasto produkujı´ zby-
tecˇneˇ podrobne´ sı´teˇ s navı´c neu´meˇrny´m pocˇtem troju´helnı´ku˚ v za´vislosti na zakrˇivenı´
dane´ plochy. Tı´m pa´dem se na te´meˇrˇ rovinne´ plosˇe mu˚zˇe vyskytovat stejny´ pocˇet troju´-
helnı´ku˚ jako na plosˇe s maxima´lnı´m zakrˇivenı´m. Takove´to troju´helnı´ky majı´ velice maly´
vliv na vy´slednou podobu sı´teˇ. U´kolem redukcˇnı´ch metod je takove´to troju´helnı´ky a jim
podobne´ odstranit a nahradit je mensˇı´m pocˇtem troju´helnı´ku˚, prˇi zachova´nı´ co nejveˇtsˇı´
podobnosti s pu˚vodnı´ sı´tı´.
Tato pra´ce je zameˇrˇena na pra´veˇ takove´to redukcˇnı´ metody se zameˇrˇenı´m na redukci
troju´helnı´kovy´ch sı´tı´.
1.2 Rozdeˇlenı´ dokumentu
Na u´vod te´to pra´ce bude poda´n prˇehled jizˇ existujı´cı´ch metod redukce troju´helnı´ko-
vy´ch sı´tı´, ktere´ jsou vy´znamne´ pro tuto problematiku. Jelikozˇ existuje mnoho redukcˇ-
nı´ch metod zalozˇeny´ch na velice odlisˇny´ch principech, byly vybra´ny metody, z nichzˇ
8zˇa´dne´ dveˇ nepatrˇı´ do te´zˇe skupiny principu redukce. Na za´veˇr 2. kapitoly budou shr-
nuty vsˇechny parametry metod v nı´ popsany´ch a bude z nich vybra´na jedna, kterou se
pokusı´me implementovat. Implementovana´ metoda mu˚zˇe by´t mı´rneˇ pozmeˇneˇna.
V dalsˇı´ cˇa´sti te´to pra´ce bude popsa´n na´vrh aplikace vcˇetneˇ pouzˇity´ch technologiı´ a
na´vrhu datovy´ch struktur, ktere´ budeme implementovat pro realizaci redukcˇnı´ho algo-
ritmu.
V na´sledujı´cı´ kapitole bude blı´zˇe popsa´n na´mi vybrany´ redukcˇnı´ algoritmus a s nı´m
souvisejı´cı´ triangulacˇnı´ postupy.
Pote´ porovna´me vy´sledky redukce nasˇı´ aplikace s danou metodou a budeme tyto
vy´sledky vizualizovat pomocı´ openGL.
Na za´veˇr shrneme dosazˇene´ vy´sledky a prˇı´nosy te´to pra´ce k dane´mu te´matu.
92 Prˇehled redukcˇnı´ch metod
Beˇhem neˇkolika poslednı´ch let byl v oblasti redukce sı´tı´, vy´voje datovy´ch struktur
s velky´m pocˇtem rozlisˇenı´ a editace sı´tı´ ucˇineˇn velky´ pokrok. Beˇhem te´to velice plodne´
doby byl vyda´n nespocˇet odborny´ch cˇla´nku˚, ktere´ prezentovaly nove´metody pro redukci
polygona´lnı´ch sı´tı´, cˇi na´vrh datovy´ch struktur, ktere´ byly schopny zachytit veˇtsˇı´ pocˇet
rozlisˇenı´ teˇchto sı´tı´. U´kolem te´to pra´ce nenı´ prezentovat vesˇkere´ metody, ktere´ byly za po-
slednı´ch dvacet let vyvinuty. V na´sledujı´cı´ch kapitola´ch budoupopsa´ny du˚lezˇite´ redukcˇnı´
metody cˇi na´vrhy datovy´ch struktur, ktere´ se vy´znamneˇ zapsaly do deˇjin problematiky
redukce polygona´lnı´ch sı´tı´.
2.1 Shlukova´nı´ vrcholu˚ [1]
Algoritmus zalozˇeny´ na shlukova´nı´ vrcholu˚ prezentovali pa´nove´ Dmitry Brodsky a
Benjamin Watson v roce 2000 pod na´zvem R-simp algoritmus [1]. Oproti jiny´m algo-
ritmu˚m R-simp algoritmus zacˇı´na´ hrubou aproximacı´ modelu a zjemnˇuje ji, dokud nenı´
dosazˇeno pozˇadovane´ slozˇitosti modelu. Algoritmus zacˇı´na´ pracovat s modelem v jed-
nom jedine´m clusteru (cluster je kolekce troju´helnı´ku˚ z pu˚vodnı´ho modelu). Pocˇa´tecˇnı´
cluster je pote´ rozdeˇlen na osm sub-clusteru˚. Tyto sub-clustery jsou da´le iterativneˇ deˇleny,
dokud nenı´ dosazˇen potrˇebny´ pocˇet clusteru˚ (vrcholu˚). Clustery jsou pro deˇlenı´ vybı´ra´ny
podle velikosti odchylky norma´love´ho zakrˇivenı´ povrchu dane´ho clusteru. R-simp algo-
ritmus mu˚zˇe by´t rozdeˇlen na trˇi fa´ze:
Inicializace: V te´to fa´zi se vytvorˇı´ tzv. souhrnny´ seznam troju´helnı´ku˚ (gfl) a vrcholu˚
(gvl), stejneˇ jako spojovacı´ seznamy vrchol-vrchol a vrchol-troju´helnı´k. Take´ je vy-
tvorˇeno osm pocˇa´tecˇnı´ch clusteru˚.
Simplifikace: V te´to fa´zi docha´zı´ ke zjednodusˇova´nı´ modelu. Zjednodusˇovacı´ proces
sesta´va´ ze cˇtyrˇ kroku˚:
1. vy´beˇr clusteru, ktery´ ma´ nejvysˇsˇı´ hodnotu norma´love´ odchylky
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2. rozdeˇlenı´ tohoto clusteru na za´kladeˇ velikosti a smeˇru norma´love´ odchylky
povrchu
3. vy´pocˇet norma´love´ odchylky povrchu pro kazˇdy´ sub-cluster
4. opakovat dokud nenı´ dosazˇeno pozˇadovane´ho pocˇtu clusteru˚ (vrcholu˚)
Post zpracova´nı´: Pro kazˇdy´ zbyly´ cluster vypocˇı´tat zastupujı´cı´ vrchol (centroid). Znovu
triangulovat model.
2.1.1 Inicializace
Beˇhem inicializacˇnı´ fa´ze jsou vytvorˇeny globa´lnı´ seznamy vrcholu˚ a troju´helnı´ku˚ a
osm pocˇa´tecˇnı´ch clusteru˚. Pocˇa´tecˇnı´ clustery jsou urcˇeny rozdeˇlenı´m modelu podle trˇı´
rovin zarovnany´ch podle os, ktere´ jsou umı´steˇny do strˇedu vy´rˇezove´ho kva´dru modelu.
Pote´ se vypocˇı´ta´ velikost norma´love´ odchylky kazˇde´ho clusteru. Teˇchto osm clusteru˚ je
pote´ vlozˇeno do prioritnı´ fronty, usporˇa´dane´ podle velikosti norma´love´ odchylky.
2.1.2 Vy´beˇr clusteru pro deˇlenı´
V simplifikacˇnı´ fa´zi algoritmu je prvnı´m krokem vy´beˇr clusteru, ve ktere´m se norma´ly
lisˇı´ nejvı´ce (cluster na zacˇa´tku fronty). Spocˇı´ta´me velikost norma´love´ odchylky za pouzˇitı´
obsahem vyva´zˇene´ho pru˚meˇru ( ~mn) vsˇech norma´l troju´helnı´ku˚ dane´ho clusteru.
Cˇı´m vı´ce je povrch rovinny´, tı´m je veˇtsˇı´ velikost ( ~mn). Pokud jsou vsˇechny troju´hel-
nı´ky koplana´rnı´, velikost ( ~mn) je rovna obsahu povrchu clusteru. Tuto slozˇku, nasˇı´ mı´ry
norma´love´ odchylky plochy, definujeme na´sledovneˇ:
cp =
‖ ~mn‖∑N
i ai
(1)
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2.1.3 Deˇlenı´ clusteru
Rozdeˇlenı´ clusteru se skla´da´ ze cˇtyrˇ kroku˚. Nejdrˇı´ve je nutno urcˇit kolik rovin bude
potrˇeba pro rozdeˇlenı´ clusteru. Pote´ orientovat tyto roviny. A nakonec je umı´stit a vytvorˇit
novy´ sub-cluster.
Cluster je rozdeˇlen na dva, cˇtyrˇi cˇi osm sub-clusteru˚, jejichzˇ pocˇet je za´visly´ na velikosti
zakrˇivenı´ plochy. Necht’cmn, cM a cm jsou rovny vlastnı´m hodnota´m, ktere´ prˇedstavujı´
velikost za´kladnı´ho zakrˇivenı´. Necht’~cM a ~cm prˇedstavujı´ odpovı´dajı´cı´ vlastnı´ vektory (ty
jsou ve vztahu ke smeˇru maxima´lnı´ho a minima´lnı´ho zakrˇivenı´).
Pokud jsou vsˇechny vlastnı´ hodnoty podobne´ velikosti, charakter norma´love´ho za-
krˇivenı´ je nejasny´. Proto na´sledujı´cı´ dveˇ podmı´nky porovna´va´nı´ vlastnı´ch hodnot musı´
by´t pravdive´: cM > 2cm a cmn < 2cM . V takove´mto prˇı´padeˇ rozdeˇlı´me cluster na osm
sub-clusteru˚. Prvnı´ deˇlı´cı´ rovina je kolma´ k ~cM , druha´ rovina je kolma´ k ~cm a trˇetı´ rovina
je kolma´ k ~mn.
Pokud je cMcm ≤ 4, pak je povrch s nejveˇtsˇı´ pravdeˇpodobnostı´ polokulovy´, jelikozˇ je zde
vy´znamne´ zakrˇivenı´ jak vminima´lnı´m takmaxima´lnı´m smeˇru zakrˇivenosti. V takove´mto
prˇı´padeˇ deˇlı´me cluster na cˇtyrˇi sub-clustery. Prvnı´ deˇlı´cı´ rovina je kolma´ k ~cM a druha´
rovina je kolma´ k ~cm.
Ve zbyly´ch prˇı´padech, kdy je cMcm > 4, je plocha s nejveˇtsˇı´ pravdeˇpodobnostı´ va´lcova´,
jelikozˇ nejvı´ce zakrˇivenı´ je pouze v jednom smeˇru. V tomto prˇı´padeˇ deˇlı´me cluster na dva
sub-clustery. Deˇlı´cı´ rovina je kolma´ k ~cM .
Sub-clustery vznikajı´ rozdeˇlenı´m vrcholu˚ do clusteru˚. Prˇirˇazenı´ vrcholu k jednotli-
vy´m clusteru˚m, za´visı´ na poloze dane´ho vrcholu vu˚cˇi deˇlı´cı´m rovina´m. Prˇi rozdeˇlenı´ do
clusteru˚ troju´helnı´ky na´sledujı´ vrcholy. Troju´helnı´k mu˚zˇe patrˇit do dvou cˇi trˇı´ clusteru˚,
pokud vrcholy tohoto troju´helnı´ku padnou do ru˚zny´ch sub-clusteru˚.
I pokud je cely´ model topologicky propojen, mu˚zˇe se sta´t, zˇe dany´ cluster bude
obsahovat dveˇ cˇi vı´ce oddeˇleny´ch soucˇa´stı´. Spojenı´ takovy´chto cˇa´stı´ jediny´m vrcholem
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mu˚zˇe ve´st k za´vazˇne´ deformaci. Zda´ se tedy velice uzˇitecˇne´ prove´st kontrolu topologie,
abychom zjistili zda novy´ cluster obsahuje oddeˇlene´ cˇa´sti.
Pokud cluster obsahuje nepropojene´ cˇa´sti, kazˇda´ cˇa´st je pakumı´steˇna do samostatne´ho
clusteru. I prˇesto, zˇe kontrola topologie prodluzˇuje celkovy´ cˇas redukce, je na´ru˚st kvality
redukce znacˇny´.
2.1.4 Post zpracova´nı´
Jakmile je ukoncˇena cˇa´st simplifikace, je nutno udeˇlat jesˇteˇ dveˇ veˇci. Prvnı´ je spocˇı´tat
zastupujı´cı´ vrchol pro kazˇdy´ cluster. Druha´ je re-triangulovat vy´stupnı´ povrch.
Pro co nejprˇesneˇjsˇı´ reprezentaci dane´ho clusteru pomocı´ vrcholu je nutne´, aby byl
vrchol co nejblı´zˇe vsˇem troju´helnı´ku˚m v clusteru. Spocˇı´ta´me vsˇechny minimalizovane´
sumyvzda´lenostı´ od rovinobsahujı´cı´ troju´helnı´ky clusteru.Aminimalizujemevzda´lenost
na druhou.
Pote´ co je spocˇı´ta´n zastupujı´cı´ vrchol pro kazˇdy´ cluster, vrcholy jsou vlozˇeny do zjed-
nodusˇene´ho seznamu vrcholu˚ (svl). Vsˇechny vrcholy v gvl, jejichzˇ odkazy jsou obsazˇeny
v seznamu vrcholu˚ dane´ho clusteru, jsou take´ prˇida´ny do nove´ho seznamu vrcholu˚ (svl).
Pote´ projdeme globa´lnı´ seznam troju´helnı´ku˚. Jaky´koliv troju´helnı´k odkazujı´cı´ se na trˇi
ru˚zne´ vrcholy v svl je udrzˇova´n a prˇida´n do sfl. Vsˇechny ostatnı´ troju´helnı´ky degenerujı´
na hrany cˇi vrcholy a jsou odstraneˇny.
2.2 Decimace vrcholu˚ [2]
Decimace vrcholu˚ je jednou z nejstarsˇı´chmetod redukce troju´helnı´kovy´ch sı´tı´. Jakozˇto
kazˇda´ jina´ redukcˇnı´ metoda si da´va´ za u´kol snı´zˇit celkovy´ pocˇet troju´helnı´ku˚ v sı´ti, prˇi
zachova´nı´ pu˚vodnı´ topologie a dobre´ aproximace k sı´ti pu˚vodnı´. Metoda se take´ nazy´va´
Schroederova metoda, jelikozˇ byla poprve´ prezentova´na Williamem J. Schroederem a
dalsˇı´mi autory v roce 1992 [2].
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2.2.1 Popis metody
Samotny´ redukcˇnı´ algoritmus je relativneˇ jednoduchy´. Prˇes vsˇechny vrcholy sı´teˇ jsou
prova´deˇny neˇkolikana´sobne´ pru˚chody. Prˇi pru˚chodu je kazˇdy´ vrchol kandida´tem na
odstraneˇnı´, a pokud se shoduje s urcˇity´mi stanoveny´mi redukcˇnı´mi krite´rii, je vrchol
smaza´n a vsˇechny troju´helnı´ky, ve ktery´ch dany´ vrchol lezˇel, jsou takte´zˇ odstraneˇny.
Vy´sledna´ dı´ra je na´sledneˇ zacelena loka´lnı´ triangulacı´. Odstranˇova´nı´ vrcholu˚ pokracˇuje,
s mozˇny´m prˇednastavenı´m redukcˇnı´ch krite´riı´, tak dlouho, dokud nenı´ splneˇna urcˇita´
ukoncˇovacı´ podmı´nka. Obvykle je ukoncˇovacı´m krite´riem stanovena urcˇita´ procentua´lnı´
redukce sı´teˇ, cˇi maxima´lnı´ redukcˇnı´ hodnota. Algoritmus je mozˇno rozdeˇlit na trˇi cˇa´sti:
1. charakterizace loka´lnı´ geometrie a topologie vrcholu
2. ohodnocenı´ dle redukcˇnı´ho kriteria
3. triangulace vznikle´ dı´ry
2.2.2 Charakterizace loka´lnı´ geometrie/topologie
Prvnı´m krokem redukcˇnı´ho algoritmu je charakterizovat loka´lnı´ geometrii a topologii
pro dany´ vrchol. Vy´sledek tohoto procesu urcˇı´, zda-li je dany´ vrchol kandida´tem na
odstraneˇnı´, a pokud ano, jaka´ krite´ria se majı´ pouzˇı´t.
Kazˇdy´ vrcholmu˚zˇe by´t zarˇazendo jedne´ zpeˇtimozˇny´chkategoriı´: jednoduchy´, slozˇity´,
hranicˇnı´, na vnitrˇnı´ hraneˇ cˇi rohovy´. Prˇı´klad kazˇde´ kategorie je uka´za´n na obra´zku 1.
Jednoduchy´ vrchol (obr. 1, A) je obklopen u´plny´m cyklem troju´helnı´ku˚ a kazˇda´ hrana
vycha´zejı´cı´ z tohoto vrcholu je incidentnı´ pra´veˇ se dveˇma troju´helnı´ky.
Pokud je hrana incidentnı´ s vı´ce jak dveˇma troju´helnı´ky, nebo vrchol lezˇı´ v troj-
u´helnı´ku, ktery´ nenı´ v dane´m cyklu, jedna´ se o slozˇity´ vrchol (obr. 1, B). Toto jsou
non−manifold prˇı´pady.
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Obra´zek 1: Peˇt mozˇny´ch klasifikacı´ vrcholu˚, Zdroj: [5]
Vrchol, ktery´ je na okraji sı´teˇ, naprˇı´klad v pu˚l cyklu troju´helnı´ku˚, je nazy´va´n vrchol
hranicˇnı´ (obr. 1, C).
Pokud je prostorovy´ u´hel mezi dveˇma sousednı´mi troju´helnı´ky veˇtsˇı´ nezˇ urcˇity´ meznı´
u´hel, jedna´ se o hranu du˚lezˇitou. Prostorovy´ u´hel mezi dveˇma rovinami je urcˇen jako
u´hel, ktery´ svı´rajı´ jejich norma´ly. Tato situace je naznacˇena na obra´zku 2. Pokud z vrcholu
vycha´zı´ dveˇ du˚lezˇite´ hrany, jedna´ se o vrchol na vnitrˇnı´ hraneˇ (obr. 1, D), pokud z neˇho
vycha´zı´ jedna nebo trˇi a vı´ce du˚lezˇity´ch hran, jedna´ se o vrchol rohovy´ (obr. 1, E).
Slozˇite´ vrcholy se ze sı´teˇ neodstranˇujı´. Vsˇechny ostatnı´ vrcholy jsou kandida´ty na
odstraneˇnı´.
2.2.3 Ohodnocova´nı´ redukcˇnı´ho krite´ria
U jednoduchy´ch vrcholu˚ se pouzˇı´va´ krite´rium vzda´lenosti od pru˚meˇrne´ roviny. Pru˚-
meˇrnou rovinou rozumı´me rovinu, ktera´ je urcˇena vsˇemi sousednı´mi vrcholy aktua´lneˇ
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Obra´zek 2: U´hel urcˇujı´cı´ du˚lezˇitost hrany, Zdroj: [14]
Obra´zek 3: Pru˚meˇrna´ rovina decimovane´ho bodu, Zdroj: [2]
decimovane´ho vrcholu. Uka´zka takove´to roviny je na obra´zku 3. Pokud je vrchol v urcˇite´
vzda´lenosti od pru˚meˇrne´ roviny, mu˚zˇe by´t vymaza´n. V opacˇne´m prˇı´padeˇ je ponecha´n.
U hranicˇnı´ch vrcholu˚ a vrcholu˚ na vnitrˇnı´ hraneˇ se vyuzˇı´va´ krite´ria vzda´lenosti od
hrany, ktera´ je vyobrazena na obra´zku 4. V tomto prˇı´padeˇ algoritmus pocˇı´ta´ vzda´lenost
od u´secˇky, ktera´ je tvorˇena dveˇma body tvorˇı´cı´ hranici cˇi du˚lezˇitou hranu. Pokud je
vzda´lenost mensˇı´ nezˇ zadany´ parametr, vrchol mu˚zˇe by´t vymaza´n.
Nenı´ vzˇdy zˇa´doucı´ ponecha´vat du˚lezˇite´ hrany. Naprˇı´klad mohou sı´teˇ obsahovat ob-
lasti relativneˇ maly´ch troju´helnı´ku˚, ktere´ svı´rajı´ velke´ u´hly a relativneˇ ma´lo prˇispı´vajı´
geometricke´ aproximaci. Nebo mohou by´t male´ troju´helnı´ky vy´sledkem ruchu v origi-
na´lnı´ sı´ti. V teˇchto prˇı´padech rohove´ vrcholy, ktere´ se obvykle neodstranˇujı´ a vrcholy na
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Obra´zek 4: Vzda´lenost od hranice sı´teˇ, Zdroj: [2]
vnitrˇnı´ hraneˇ, ktere´ se ohodnocujı´ pomocı´ vzda´lenosti od hrany, mohou by´t ohodnoceny
pomocı´ vzda´lenosti od roviny. Nazy´va´me to zachova´va´nı´ hran a jedna´ se o uzˇivatelsky
nastavitelny´ parametr.
Pokud mu˚zˇe by´t vrchol smaza´n, cyklus vrcholu˚ vytvorˇeny´ odstraneˇnı´m okolnı´ch
troju´helnı´ku˚ se musı´ triangulovat. Pro vrcholy na vnitrˇnı´ hraneˇ se musı´ cyklus rozdeˇlit
na dveˇ poloviny, pomocı´ deˇlı´cı´ u´secˇky, ktera´ spojuje vrcholy tvorˇı´cı´ du˚lezˇitou hranu.
Pokud se cyklus takto rozdeˇlit da´, naprˇı´klad kdyzˇ se dva vy´sledne´ cykly neprˇekry´vajı´, je
rozdeˇlen a kazˇdy´ noveˇ vznikly´ cyklus je triangulova´n zvla´sˇt’.
2.2.4 Triangulace
Odstraneˇnı´ vrcholu vytva´rˇı´ jeden (pro jednoduchy´ a hranicˇnı´ vrchol) nebo dva cykly
(pro vrchol na vnitrˇnı´ hraneˇ). V kazˇde´m cyklu musı´ by´t vytvorˇena triangulace, u ktere´
nedocha´zı´ k prˇekry´va´nı´ a degeneraci troju´helnı´ku˚. Navı´c je vhodne´ vytvorˇit troju´helnı´ky
s dobry´m vzhledovy´m koeficientem a takove´, ktere´ se podobajı´ pu˚vodnı´mu cyklu, jak je
to jen mozˇne´.
V za´sadeˇ lze rˇı´ci, zˇe nelze pouzˇı´t dvou rozmeˇrny´ algoritmus pro vytvorˇenı´ triangulace,
jelikozˇ cyklus veˇtsˇinou nenı´ plana´rnı´. Navı´c jsou zde dveˇ du˚lezˇite´ vlastnosti cyklu, ktere´
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mohou by´t pouzˇity vy´hodneˇ. Za prve´, pokud se cyklus neda´ triangulovat, vrchol, ktery´
tento cyklus vytva´rˇı´, nesmı´ by´t odstraneˇn. Za druhe´, jelikozˇ jsou vsˇechny smycˇky ve
tvaru hveˇzdy, triangulacˇnı´ postupy zalozˇene´ na rekurzivnı´m deˇlenı´ cyklu jsou efektivnı´.
Jakmile je triangulace ukoncˇena, pu˚vodnı´ vrchol a cyklus troju´helnı´ku˚ je odstraneˇn. Podle
Eulerova vztahu vyply´va´, zˇe odstraneˇnı´m jednoduche´ho vrcholu, rohove´ho vrcholu nebo
vrcholu na vnitrˇnı´ hraneˇ se pocˇet troju´helnı´ku˚ v sı´ti snı´zˇı´ pra´veˇ o dva. Pokud je odstraneˇn
hranicˇnı´ vrchol, pocˇet troju´helnı´ku˚ se snı´zˇı´ pra´veˇ o jeden.
2.3 Decimace hran [3]
V roce 1993HuguesHoppe a dalsˇı´ spolupracovnı´ci prezentovali metodu optimalizace
sı´teˇ zalozˇene´ na opakovane´m pouzˇı´va´nı´ trˇı´ za´kladnı´ch transformacı´: zhroucenı´ hrany,
rozdeˇlenı´ hrany a prohozenı´ hrany [4]. O neˇkolik let pozdeˇji v roce 1996 byl stejny´m
autorem prezentova´n dalsˇı´ cˇla´nek, ktery´ na tuto mysˇlenku bezprostrˇedneˇ navazoval [3].
Bylo totizˇ zjisˇteˇno, zˇe pro efektivnı´ simplifikacˇnı´ metodu nad danou troju´helnı´kovou sı´tı´
je zapotrˇebı´ pouze jedne´ z teˇchto za´kladnı´ch transformacı´ a to „zhroucenı´ hrany“. Za
tı´mto u´cˇelem navı´c definoval novou datovou strukturu pro popsa´nı´ troju´helnı´kove´ sı´teˇ
s neˇkolika u´rovneˇmi detailu, kterou nazval progresivnı´ reprezentace sı´teˇ.
2.3.1 Progresivnı´ reprezentace sı´teˇ
Jak je uka´za´no na obra´zku 5, transformace zhroucenı´ hrany ecol({vs, vt}) sjednocuje
dva incidentnı´ vrcholy vs a vt do jedine´ho vrcholu vs. Vrchol vt a dva incidentnı´ troju´-
helnı´ky {vs, vt, vl} a {vs, vt, vr} beˇhem procesu zmizı´. Pro novy´ sjednoceny´ vrchol vs je
specifikova´na poloha.
Takto mu˚zˇe by´t pocˇa´tecˇnı´ sı´t’ M̂ = Mn zjednodusˇena na hrubsˇı´ sı´t’M0 za pouzˇitı´
posloupnosti n u´speˇsˇny´ch zhroucenı´ hrany:
(M̂ = Mn)
ecoln−1→ . . . ecol1→ M1 ecol0→ M0 (2)
18
Obra´zek 5: Transformace zhroucenı´ hrany, Zdroj: [3]
Obra´zek 6: (a) Posloupnost hroucenı´ hran; (b) Vy´sledna´ sousednost vrcholu˚, Zdroj: [3]
Konkre´tnı´ posloupnost transformacı´ zhroucenı´ hrany musı´ by´t vybı´ra´na velice obe-
zrˇetneˇ, jelikozˇ urcˇuje kvalitu aproximovane´ sı´teˇM i, i < n.
Necht’ je m0 pocˇet vrcholu˚ v M0, necht’ jsou vrcholy sı´teˇ M i oznacˇeny jako V i =
{v1, . . . , vm0+i} tak, zˇe hrana {vsi , vm0+i+1} se hroutı´ prˇi ecoli jak je tomu na obra´zku 6.
Jelikozˇ mohou mı´t vrcholy v ru˚zny´ch sı´tı´ch ru˚znou polohu, oznacˇı´me polohu vrcholu vj
vM i jako vij .
Klı´cˇovy´m pozorova´nı´m vsˇak je, zˇe transformacˇnı´ operace zhroucenı´ hrany ma´ svou
proti operaci. Nazveˇme tedy opacˇnou operaci rozdeˇlenı´ vrcholu, jak je naznacˇeno na
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obra´zku 5. Transformace rozdeˇlenı´ vrcholu vsplit(s, l, r, t, A) prˇida´ v blı´zkosti vrcholu
vs novy´ vrchol vt a dva nove´ troju´helnı´ky {vs, vt, vl} a {vs, vt, vr}. Pokud je hrana {vs, vt}
hranicı´ sı´teˇ, ponecha´me vr = 0 a je prˇida´n pouze jeden troju´helnı´k. Transformace take´
aktualizuje atributy sı´teˇ v okolı´, kde je transformace prova´deˇna. Tyto informace dane´
A obsahujı´ polohy vrcholu˚ vs a vt, diskre´tnı´ atributy d{vs,vt,vl} a d{vs,vt,vr} dvou novy´ch
troju´helnı´ku˚ a skala´rnı´ atributy ovlivneˇny´ch rohu˚.
Jelikozˇ jsou operace zhroucenı´ hrany vratne´, mu˚zˇeme reprezentovat obycˇejnou troju´-
helnı´kovou sı´t’M̂ jako jednoduchou sı´t’M0 spolecˇneˇ s posloupnostı´ n vsplit za´znamu˚:
M0
vsplit0→ M1 vsplit1→ . . . vsplitn−1→ (Mn = M̂) (3)
Kde kazˇdy´ takovy´to za´znam je parametrizova´n jako vsplit(si, li, ri, Ai). Nazy´va´me tedy
(M0, {vsplit0, . . . , vsplitn−1}) progresivnı´ reprezentacı´ (PM) sı´teˇ M̂ .
2.4 Porovna´nı´ popsany´ch metod
V na´sledujı´cı´ kapitole budou shrnuty vlastnosti redukcˇnı´ch metod popsany´ch v prˇe-
desˇly´ch kapitola´ch 2.1,2.2 a 2.3 a na´sledneˇ vybra´na jedna metoda, kterou budeme imple-
mentovat.
2.4.1 Shlukova´nı´ vrcholu˚
Nejveˇtsˇı´ vy´hodou te´tometody jemozˇnost redukceprˇedemnaprostoneprˇipravene´ sı´teˇ.
Sı´t’ je vzˇdy na vstupu pouze rozdeˇlena na neˇkolik clusteru˚, a potom iterativneˇ deˇlena,
dokud nenı´ dosazˇeno pozˇadovane´ redukce (viz. kapitola 2.1.1). Jednou z nevy´hod te´to
metody je vsˇak vysˇsˇı´ pameˇt’ova´ a cˇasova´ na´rocˇnost prˇi vy´pocˇtech beˇhem samotne´ho
redukcˇnı´ho a triangulacˇnı´ho procesu.
20
2.4.2 Decimace hran
Samotna´ progresivnı´ reprezentace sı´teˇ je velice pameˇt’oveˇ na´rocˇny´ prvek pro uchova´nı´
beˇhem redukcˇnı´ho procesu. Kazˇda´ jednotliva´ transformace zhroucenı´ hrany je popsa´na
neˇkolika dalsˇı´mi datovy´mi strukturami (viz. 2.3.1). I kdyzˇ vy´sledky aproximovany´ch
sı´tı´ by´vajı´ kvalitneˇjsˇı´, pro nasˇe u´cˇely z hlediska pameˇt’ove´ na´rocˇnosti je tato metoda
nevyhovujı´cı´.
2.4.3 Decimace vrcholu˚
U Schroederovy metody, na rozdı´l od prˇedchozı´ho shlukova´nı´ vrcholu˚, je nutne´
prˇed zpracova´nı´ sı´teˇ. Kazˇdy´ bod sı´teˇ musı´ by´t zarˇazen do jedne´ z topologiı´, cˇı´mzˇ mu
je prˇideˇleno redukcˇnı´ krite´rium, podle ktere´ho se bude hodnotit jeho du˚lezˇitost v sı´ti
(viz. kap. 2.2.2 a 2.2.3). Samotny´ redukcˇnı´ algoritmusvsˇakuzˇ nevyzˇaduje na´rocˇne´ vy´pocˇty,
pouzeporovna´va´ priorituurcˇite´ho bodu shranicˇnı´m redukcˇnı´mkrite´riem (viz. kap. 2.2.3).
Pote´, co je vrchol odstraneˇn, je vznikly´ cyklus okolnı´ch bodu˚ loka´lneˇ triangulova´n (viz.
kap. 2.2.4). Metoda tedy nenı´ prˇı´lisˇ pameˇt’oveˇ na´rocˇna´ a po urcˇenı´ topologie bodu˚, by
nemeˇla by´t na´rocˇna´ ani cˇasoveˇ.
2.4.4 Zvolena´ metoda
Zvolit efektivnı´ a rychly´ redukcˇnı´ algoritmus je obtı´zˇne´ a za´visle´ na celkove´ topologii,
tvaru a rozsa´hlosti troju´helnı´kove´ sı´teˇ. Pro nasˇe u´cˇely jsme vybrali redukcˇnı´ algoritmus
zalozˇeny´ na decimaci vrcholu˚ ( tzv. Schroederova metoda viz. kapitola 2.2) s urcˇenı´m
du˚lezˇitosti vrcholu˚ pomocı´ metricke´ metody de´lky pru˚meˇrne´ norma´ly, ktera´ bude blı´zˇe
popsa´na v kapitole 4.3.1. Dany´ algoritmus pro ohodnocova´nı´ du˚lezˇitosti vrcholu se podle
literatury jevı´ jako velice efektivnı´ a samotny´ druh redukce za pomocı´ decimace vrcholu˚
jako rychly´ a u´cˇinny´ algoritmus.
Nevy´hodou te´to skupiny algoritmu˚ jsou me´neˇ kvalitnı´ aproximace oproti metoda´m
zalozˇeny´ch na odlisˇny´ch principech, jako je naprˇı´klad shlukova´nı´ vrcholu˚, cˇi decimace
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hrany, ktere´ jsou vsˇak mnohem vı´ce pameˇt’oveˇ na´rocˇne´. Dany´ algoritmus i model dato-
vy´ch struktur prstencove´ho typu, ktery´ je popsa´n v kapitole 3.2, jsme volili s prˇihle´dnutı´m
na pouzˇitı´ a u´cˇel aplikace.
Redukcˇnı´ algoritmus zalozˇeny´ na decimaci vrcholu˚ je jednı´m z nejstarsˇı´ch algoritmu˚
slouzˇı´cı´ch pro zjednodusˇova´nı´ polygona´lnı´ch sı´tı´ a je tedy velmi zna´my´ a relativneˇ jed-
nodusˇsˇı´ nezˇ jine´ algoritmy.
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3 Na´vrh implementace
V te´to cˇa´sti pra´ce se budeme zaby´vat na´vrhem implementace aplikace, ktera´ bude
ilustrovat pra´ci vybrane´ redukcˇnı´metody.Na´vrh se skla´da´ z popisupouzˇity´ch technologiı´
a na´vrhu datovy´ch struktur, ktere´ budou pouzˇity pro u´cˇel aplikace.
3.1 Pouzˇite´ technologie
Pro realizaci datovy´ch struktur jsme se rozhodli pouzˇı´t programovacı´ jazyk C# na
platformeˇ .NET Framework. Jednı´m z hlavnı´ch du˚vodu˚ tohoto rozhodnutı´ byl snadny´
management pameˇti oproti nativnı´mu ko´du psane´m naprˇı´klad v C++. Jsme si veˇdomi,
zˇe touto volbou potlacˇujeme multiplatformnost cele´ aplikace, ale veˇrˇı´me, zˇe pozitivnı´
vlastnosti, ktere´ s sebou prˇina´sˇı´ jazyk C# a cela´ platforma, tuto nevy´hodu vyva´zˇı´.
Samotne´ uzˇivatelske´ rozhranı´ bude vyvı´jeno pomocı´ knihovny Qt a QGLV iewer. Qt
je velice zna´ma´ multiplatformnı´ knihovna pro vy´voj aplikacı´ s graficky´m uzˇivatelsky´m
rozhranı´m. Knihovna podporuje nejenom vytva´rˇenı´ oknovy´ch aplikacı´, ale take´ loka-
lizaci aplikacı´, SQL, zpracova´nı´ XML, spra´vu vla´ken a prˇı´stup k souboru˚m. Knihovna
QGLV iewer je volneˇ sˇirˇitelna´ knihovna, ktera´ spojuje knihovnu Qt s openGL. Za´kladnı´
trˇı´da cele´ knihovny souhlasneˇ pojmenovana´ QGLV iewer je odvozena z jedne´ ze za´klad-
nı´ch trˇı´d knihovny Qt QWidget, ktera´ prˇedstavuje hlavnı´ okno aplikace. Tato vlastnost
velice usnadnˇuje propojenı´ obou knihoven a snadne´ vkla´da´nı´ jednotlivy´ch oken do sebe.
Pro propojenı´ datovy´ch struktur a uzˇivatelske´ho rozhranı´ pouzˇijeme CLR (Common
Language Runtime). CLR je ja´drova´ komponenta vytvorˇena´ iniciativou Microsoft .NET.
Tato komponenta by se dala oznacˇit jako vlastnı´ implementace CLI (Common Language
Infrastructure) standardufirmouMicrosoft, ktery´ definuje prostrˇedı´ pro vykona´va´nı´ ko´du
programu. CLR je spousˇteˇn ve formeˇ byte ko´du, ktery´ se nazy´va´ Common Intermediate
Language (CIL), drˇı´ve zna´my´ jako MSIL (Microsoft Intermediate Language).
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3.2 Datove´ struktury
3.2.1 Datovy´ model
Pro nasˇi aplikaci jsme se rozhodli pouzˇı´t takzvany´ prstencovy´ datovy´ model poly-
gona´lnı´ sı´teˇ [2]. Za´kladnı´mi stavebnı´mi kameny jsou datove´ struktury vrchol (vertex) a
plosˇka, neboli troju´helnı´k (face). Hrana nemusı´ by´t definova´na konkre´tneˇ, pouze jako
pa´r vrcholu˚, u ktere´ho neza´lezˇı´ na porˇadı´. Samotna´ troju´helnı´kova´ sı´t’pak bude popsa´na
pomocı´ seznamu vrcholu˚ a troju´helnı´ku˚, ktere´ na´m takovouto sı´t’ jednoznacˇneˇ urcˇujı´.
Dany´ na´vrh, ze ktere´ho vycha´zı´me, se jevı´ jako velice efektivnı´ a jednoduchy´, obzvla´sˇteˇ
pro pra´ci s redukcˇnı´m algoritmem, ktery´ jsme zvolili pro implementaci. O zvolene´m re-
dukcˇnı´m algoritmu budeme pojedna´vat v kapitole 4. Zna´mou nevy´hodou zvolene´ datove´
struktury je vysˇsˇı´ pameˇt’ova´ na´rocˇnost nezˇ u jiny´ch datovy´ch struktur, jako je naprˇı´klad
winged edge, u ktere´ lze prˇesneˇ urcˇit velikost, kterou sı´t’zabere v pameˇti v za´vislosti na
pocˇtu vrcholu˚ a troju´helnı´ku˚. Veˇrˇı´me, zˇe pozitivnı´ vlastnosti prstencove´ datove´ struktury
prˇeva´zˇı´ jejı´ pameˇt’ovou na´rocˇnost.
3.2.2 Vrchol
Datova´ struktura vrchol musı´ obsahovat jednoznacˇne´ urcˇenı´ polohy v trˇı´rozmeˇrne´m
prostoru (sourˇadnice). Vrchol bude da´le take´ obsahovat seznam troju´helnı´ku˚, ve ktery´ch
se dany´ vrchol nacha´zı´ a take´ seznam hran incidentnı´ch s tı´mto vrcholem. Seznam hran
nenı´ naprosto nezbytny´, ale urychluje pra´ci prˇi urcˇenı´ loka´lnı´ topologie vrcholu a hleda´nı´
sousedu˚ dane´ho vrcholu. Jelikozˇ seznam hran nenı´ potrˇebny´ pro pru˚beˇh samotne´ho
redukcˇnı´ho algoritmu, mu˚zˇe by´t pameˇt’, ktera´ je potrˇebna´ pro uchova´nı´ tohoto seznamu,
po zjisˇteˇnı´ topologie uvolneˇna. Jednı´m z hlavnı´ch du˚vodu˚ sta´le´ho udrzˇova´nı´ seznamu
incidentnı´ch hran je rychlejsˇı´ pru˚chod prˇi hleda´nı´ cyklu vrcholu˚ kolem redukovane´ho
vrcholu. Nalezenı´ cyklu vsˇak mu˚zˇe by´t provedeno i za pomoci seznamu troju´helnı´ku˚
incidentnı´ch k dane´mu vrcholu. U vrcholu budeme evidovat dalsˇı´ cˇlenske´ promeˇnne´
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spojene´ s krite´riem ohodnocova´nı´ priority dane´ho vrcholu a dalsˇı´ pomocne´ promeˇnne´
pro urcˇenı´, zda je dany´ vrchol soucˇa´stı´ aktua´lnı´ sı´teˇ. Tedy zda byl redukova´n nebo zu˚sta´va´
nezmeˇneˇn. Prˇehled cˇlensky´ch promeˇnny´ch je vyobrazen ve vy´pisu zdrojove´ho ko´du 1.
public enum TOPOLOGY { COMPLEX, BORDER, CORNER, EDGE, SIMPLE, NONE }
public class Vertex
{
#region Members
private float [] xyz;
private List<Edge> edges;
private List<Face> faces;
private TOPOLOGY topol;
private float avgNorm;
private bool deleted;
private float prior ;
#endregion
}
Vy´pis 1: Datova´ struktura vrchol
Metod, ktere´ je bezpodmı´necˇneˇ nutne´ implementovat nad touto strukturou, je hned
neˇkolik. Metody pro urcˇenı´ loka´lnı´ topologie bodu zahrnujı´cı´ vytvorˇenı´ potrˇebny´ch hran
dle incidentnı´ch troju´helnı´ku˚. Metody pro zjisˇteˇnı´ priority dane´ho bodu v za´vislosti na
krite´riu dane´ho redukcˇnı´ho algoritmu. Metody pro prˇida´nı´ troju´helnı´ku resp. hrany do
seznamu troju´helnı´ku˚ resp. hran, a to jak prˇı´me´, tak s kontrolou mozˇne´ho duplicitnı´ho
vlozˇenı´. Da´le metody pro realizaci samotne´ho redukcˇnı´ho algoritmu ametody souvisejı´cı´
s triangulacı´ dı´ry vznikle´ po odstraneˇnı´ dane´ho bodu, o ktery´ch budeme pojedna´vat
v kapitola´ch 4.4 a 4.5.
3.2.3 Troju´helnı´k
Dalsˇı´m prvkem troju´helnı´kove´ sı´teˇ je samotny´ troju´helnı´k neboli plosˇka. Jak jizˇ bylo
rˇecˇeno drˇı´ve, pouzˇijeme na´vrh standardnı´ho prstencove´ho datove´ho modelu [2], z neˇhozˇ
vyply´va´, zˇe troju´helnı´ky jsou popsa´ny jako trojice indexu˚ ze seznamu vrcholu˚.
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V nasˇem prˇı´padeˇ budou vrcholy reprezentova´ny prˇı´mo ukazateli (odkazy) na dato-
vou strukturu vrchol, ktere´ se v tomto seznamu nacha´zejı´. Kromeˇ odkazu˚ na vrcholy,
ze ktery´ch se dany´ troju´helnı´k skla´da´, je nutno evidovat jeho norma´lu a dalsˇı´ cˇlenske´
promeˇnne´. Odkazy na vrcholy a norma´la jsou nejdu˚lezˇiteˇjsˇı´mi cˇlensky´mi promeˇnny´mi
pro vy´slednou vizualizaci vy´sledku v graficke´ podobeˇ. Troju´helnı´k musı´ implementovat
metodypro zjisˇteˇnı´ a vy´pocˇet norma´ly.Na´sledujı´cı´ vy´pis 2 ukazujemozˇnou implementaci
datove´ struktury troju´helnı´k.
public class Face
{
#region Members
private Vertex[] v;
private Vertex normal;
private bool deleted;
private bool justDeleted;
private bool added;
private bool justAdded;
private bool inLoop;
private bool oriented;
#endregion
}
Vy´pis 2: Datova´ struktura troju´helnı´k
3.2.4 Hrana
Jak jizˇ bylo uvedeno vy´sˇe v kapitole 3.2.1, datova´ struktura hrany nemusı´ by´t podle
prstencove´ho datove´ho modelu explicitneˇ definova´na. Pro nasˇe u´cˇely si vsˇak hranu po-
pı´sˇeme detailneˇji, jelikozˇ je stejneˇ du˚lezˇita´ jako obeˇ vy´sˇe popsane´ struktury.
Hrana je urcˇena svy´mi koncovy´mi vrcholy, u nichzˇ neza´lezˇı´ na porˇadı´. Dalsˇı´ cˇlen-
skou promeˇnnou je seznam troju´helnı´ku˚, ktere´ jsou incidentnı´ s danou hranou. Jelikozˇ
kazˇdy´ vrchol obsahuje seznam vsˇech troju´helnı´ku˚, ve ktery´ch lezˇı´, jedna´ se o redundantnı´
data. Avsˇak pro u´cˇely urcˇenı´ loka´lnı´ topologie dane´ho bodu jsou tyto informace o hraneˇ
naprosto nezbytne´. U hrany da´le evidujeme jejı´ du˚lezˇitost, o jejı´mzˇ urcˇova´nı´ budeme
26
pojedna´vat v kapitole 4.2. Stejneˇ jako v prˇedchozı´ch prˇı´padech je ve vy´pisu 3 zobrazena
mozˇna´ implementace te´to datove´ struktury (tedy hrany).
public class Edge
{
#region Members
private Vertex v1;
private Vertex v2;
private List<Face> f;
private float prior ;
private bool featEdge;
private bool deleted;
private bool justDeleted;
private bool added;
private bool justAdded;
#endregion
}
Vy´pis 3: Datova´ struktura hrana
Hrana musı´ implementovat metody pro urcˇenı´ jejı´ du˚lezˇitosti v za´vislosti na dany´ch
vstupnı´ch parametrech, da´le take´ metody pro prˇida´nı´ troju´helnı´ku do seznamu incident-
nı´ch plosˇek a to opeˇt jak prˇı´me´ tak s kontrolou jizˇ vlozˇeny´ch troju´helnı´ku˚.
3.2.5 Sı´t’
Celek slozˇeny´ z vy´sˇe popsany´ch datovy´ch struktur se bude nazy´vat datova´ struktura
sı´teˇ. Jak jizˇ bylo rˇecˇeno, za´kladem samotne´ sı´teˇ je seznam vrcholu˚ a troju´helnı´ku˚, ze kte-
ry´ch se dana´ sı´t’skla´da´. Seznam hran je v tomto prˇı´padeˇ zbytecˇne´ uchova´vat jako jeden
celek, jelikozˇ jeho pouzˇitı´ takovy´mto zpu˚sobem nema´ velky´ vy´znam. Je naprosto posta-
cˇujı´cı´, kdyzˇ vesˇkere´ odkazy na hrany budou uchova´ny pouze v jednotlivy´ch seznamech
vrcholu˚, ktere´ jsou s nimi incidentnı´.
U troju´helnı´kove´ sı´teˇ musı´me da´le evidovat mnoho dalsˇı´ch cˇlensky´ch promeˇnny´ch
jako je naprˇı´klad celkovy´ pocˇet vrcholu˚ a troju´helnı´ku˚ v sı´ti, pocˇet aktua´lneˇ zobrazova-
ny´ch vrcholu˚ a troju´helnı´ku˚, pocˇet redukovany´ch vrcholu˚ a troju´helnı´ku˚ atd. Vy´cˇet teˇchto
promeˇnny´ch je uveden ve vy´pisu 4. Nad touto datovou strukturou musı´ by´t implemen-
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tova´ny metody umozˇnˇujı´cı´ nacˇı´st danou sı´t’ ze souboru, zjistit loka´lnı´ topologie vsˇech
bodu˚ sı´teˇ a redukovat danou sı´t’pomocı´ na´mi zvolene´ho redukcˇnı´ho algoritmu na urcˇity´
stupenˇ aproximace.
public class Mesh
{
#region Members
private List<Vertex> v;
private List<Face> f;
// pocty vrcholu a troj nactenych ze souboru
private int vFileCount;
private int fFileCount;
// pocty aktualne zobrazovanych vrcholu a troj
private int actVCount;
private int actFCount;
private int delVCount;
private int redVCount;
// minimalni a maximalni avg Normala
private float minAvg;
private float maxAvg;
// pocty vrcholu dle topologii
private int simpleV;
private int edgeV;
private int cornerV;
private int borderV;
private int complexV;
// cos uhlu pro urceni dulezite hrany
private float cosAngle;
// cesta k souboru pro nacteni
private string path;
private bool loaded;
// body pro urceni zobrazovaciho kvadru a stredu meshe
private Vertex minV;
private Vertex maxV;
private Vertex middle;
#endregion
}
Vy´pis 4: Datova´ struktura sı´t’
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4 Implementace
V te´to cˇa´sti pra´ce se budeme zaby´vat implementacı´ aplikace, ktera´ bude prova´deˇt
jeden z redukcˇnı´ch algoritmu˚ a vizualizovat vy´sledky aproximacı´ pomocı´ openGL. V jed-
notlivy´ch podkapitola´ch bude popsa´na pouzˇita´ metricka´ funkce a pouzˇita´ redukcˇnı´ me-
toda vcˇetneˇ popisu zvolene´ triangulacˇnı´ metody.
4.1 Proces redukce
Jak uzˇ bylo uvedeno v kapitole 2.2.1, dany´ redukcˇnı´ algoritmus lze rozdeˇlit do trˇı´
za´kladnı´ch kroku˚:
1. charakterizace loka´lnı´ geometrie a topologie vrcholu
2. ohodnocenı´ dle redukcˇnı´ho kriteria
3. triangulace vznikle´ dı´ry
Pro u´cˇely implementace si cely´ redukcˇnı´ proces rozdeˇlı´me do cˇtyrˇ kroku˚, ktere´ samy o
sobeˇ mohou prˇedstavovat jednotlive´ samostatne´ metody:
1. urcˇenı´ loka´lnı´ topologie bodu˚
2. ohodnocenı´ dle stanovene´ho kriteria
3. redukce dane´ho bodu
4. triangulace dı´ry vznikle´ po odstraneˇnı´ bodu
V na´sledujı´cı´ch kapitola´ch si jednotlive´ kroky popı´sˇeme podrobneˇji.
4.2 Urcˇenı´ loka´lnı´ topologie
Implementacˇneˇmusı´me nejdrˇı´ve podle seznamu troju´helnı´ku˚ urcˇit a vytvorˇit vsˇechny
hrany, ktere´ jsou s dany´m bodem incidentnı´ a ke kazˇde´ hraneˇ prˇirˇadit spra´vne´ troju´hel-
nı´ky, ktere´ k nı´ prˇı´slusˇı´. Po ukoncˇenı´ te´to procedury jsme schopni zarˇadit kazˇdy´ vrchol
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do jedne´ z peˇti skupin (dle Schroedera): jednoduchy´, na vnitrˇnı´ hraneˇ, rohovy´, hranicˇnı´,
slozˇity´.
Pro urcˇenı´ loka´lnı´ topologie slouzˇı´ pravidla pro prˇirˇazenı´ bodu do jedne´ z peˇti skupin
vrcholu˚, jejichzˇ postup byl jizˇ podrobneˇ popsa´n v kapitole 2.2.2, a proto zde nebude
opakova´n. Musı´me zde vsˇak popsat postup urcˇenı´ du˚lezˇitosti hrany a z neˇj vyply´vajı´cı´
rozlisˇenı´ jednoduche´ho a rohove´ho vrcholu a vrcholu na vnitrˇnı´ hraneˇ. Ve vy´pisu 5
je vyobrazena metoda, ktera´ podle cˇlenske´ho seznamu troju´helnı´ku˚ vytvorˇı´ incidentnı´
hrany k dane´mu vrcholu. Metoda je implementova´na nad datovou strukturou vrchol.
public void FindTopology(bool newEdges)
{
int fSize = GetFaceCount();
int vIndex = −10;
for ( int i = 0; i < fSize; i++)
{
Face face = GetFace(i);
vIndex = −10;
if (! face.Deleted)
{
for ( int j = 0; j < 3; j++)
if (this .Equals(face[j ]) )
{
vIndex = j ;
break;
}
for ( int j = 1; j < 3; j++)
{
Vertex vNext = face[(vIndex + j ) % 3];
Edge e = new Edge(this, vNext);
e.Added = newEdges;
e.AddFaceDir(face);
Edge tmp = AddEdge(e);
if (tmp.Equals(e) == true)
vNext.AddEdgeDir(e);
else
tmp.AddFace(face);
}
}
}
}
Vy´pis 5: Metoda pro vytvorˇenı´ incidentnı´ch hran
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Jednoduche´ vrcholy, vrcholynavnitrˇnı´ hraneˇ a rohove´ vrcholy jsouobklopeny u´plny´m
cyklem troju´helnı´ku˚ a majı´ tudı´zˇ stejny´ pocˇet hran a troju´helnı´ku˚ s nimi incidentnı´ch. Lisˇı´
se vsˇak v du˚lezˇitosti jednotlivy´ch hran. Du˚lezˇitost hrany se z pravidla posuzuje podle
velikosti prostorove´ho u´hlu mezi troju´helnı´ky, ktere´ jsou s danou hranou incidentnı´.
Tento u´hel je urcˇen jako u´hel svı´rany´ mezi norma´lami obou rovin (viz. obr. 2). Pokud tato
hodnota prˇekrocˇı´ urcˇitou hranicˇnı´ hodnotu, oznacˇı´me hranu za du˚lezˇitou a ulozˇı´me jejı´
prioritu. Pokud z vrcholu nevycha´zı´ zˇa´dna´ du˚lezˇita´ hrana, jedna´ se o vrchol jednoduchy´.
Pokud z vrcholu vycha´zı´ jedna cˇi trˇi a vı´ce du˚lezˇity´ch hran, jedna´ se o vrchol rohovy´.
Pokud z vrcholu vycha´zı´ pra´veˇ dveˇ du˚lezˇite´ hrany, jedna´ se o vrchol na vnitrˇnı´ hraneˇ.
Prˇirˇazenı´ spra´vne´ topologie dane´mu bodu je za´kladnı´m u´kolem redukcˇnı´ho algo-
ritmu, bez ktere´ho je samotny´ decimacˇnı´ proces nesmyslny´.
Pokud je u sˇech bodu˚ urcˇena loka´lnı´ topologie a geometrie, mu˚zˇeme ohodnotit body
dle dane´ho redukcˇnı´ho krite´ria. Pro tyto u´cˇely vyuzˇijeme metrickou funkci velikosti
pru˚meˇrne´ norma´ly. Jelikozˇ tato metoda zatı´m v te´to pra´ci nebyla popsa´na, na´sledujı´cı´
kapitola je jı´ veˇnova´na. Obsahuje sezna´menı´ se za´kladnı´mi principy te´to metody.
4.3 Ohodnocenı´ dle stanovene´ho kriteria
4.3.1 Metoda pru˚meˇrne´ norma´ly
Jak jizˇ vı´me, u klasicke´ Schroederovymetody se slozˇite´ vrcholy neodstranˇujı´. Hranicˇnı´
vrcholy jsou ohodnoceny podle krite´ria vzda´lenosti od hranice sı´teˇ. Vrcholy na vnitrˇnı´
hraneˇ jsou ohodnoceny podle vzda´lenosti od u´secˇky spojujı´cı´ vrcholy tvorˇı´cı´ du˚lezˇite´
hrany a nakonec vrcholy jednoduche´ a rohove´ jsou ohodnocova´ny dle krite´ria vzda´lenosti
od pru˚meˇrne´ roviny, ktera´ je urcˇena vsˇemi sousedy odstranˇovane´ho vrcholu.
Metricka´ metoda velikosti pru˚meˇrne´ norma´ly zachova´va´ vsˇechny pu˚vodnı´ zpu˚soby
ohodnocova´nı´ du˚lezˇitosti vrcholu˚, azˇ na skupinu jednoduchy´ch vrcholu˚. Jednoduche´
vrcholy jsou ohodnocova´ny podle jizˇ zminˇovane´ de´lky pru˚meˇrne´ norma´ly. Jedna´ se
v podstateˇ o vypocˇı´ta´nı´ pru˚meˇrne´ norma´ly z normalizovany´ch norma´lovy´ch vektoru˚
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troju´helnı´ku˚ incidentnı´ch s dany´m vrcholem a na´sledny´ vy´pocˇet velikosti tohoto vek-
toru. Ve vy´pisu 6 je zna´zorneˇna metoda urcˇujı´cı´ velikost takove´to pru˚meˇrne´ norma´ly
dane´ho bodu. Velikost pru˚meˇrne´ norma´ly je v intervalu < 0, 1 >, kde 0 je hodnota nej-
nizˇsˇı´ du˚lezˇitosti.
public float CountAvgNormal()
{
int size = GetFaceCount();
Vertex tmp = new Vertex();
for ( int i=0; i<size; i++ )
if ( !faces[ i ]. Deleted)
tmp += faces[i ]. Normal;
tmp /= (float ) size;
avgNorm = tmp.GetMagnitude();
return avgNorm;
}
Vy´pis 6: Metoda pro urcˇenı´ velikosti pru˚meˇrne´ norma´ly
4.3.2 Pouzˇita´ metricka´ funkce
Pro u´cˇely nasˇı´ aplikace jsme jesˇteˇ poneˇkud pozmeˇnili danou metrickou metodu, a to
na´sledujı´cı´m zpu˚sobem.
Jednoduche´ a rohove´ vrcholy budeme ohodnocovat pomocı´ de´lky pru˚meˇrne´ norma´ly.
Vrcholy na vnitrˇnı´ hraneˇ podle zminˇovane´ vzda´lenosti od u´secˇky s koncovy´mi vrcholy,
ktere´ tvorˇı´ du˚lezˇite´ hrany vycha´zejı´cı´ z redukovane´ho vrcholu.
Jelikozˇ se u nasˇı´ aplikace prˇedpokla´da´ pra´ce s uzavrˇeny´mi modely, ktere´ obsahujı´
pouze manifold povrchy, nemeˇly by takove´to sı´teˇ obsahovat zˇa´dne´ hranicˇnı´ ani slozˇite´
vrcholy. Pokud takove´to vrcholy obsahujı´, jejich pocˇet je velmi maly´. Z tohoto du˚vodu
jsme se rozhodli tyto skupiny vrcholu˚ nedecimovat a prˇirˇadit jim maxima´lnı´ prioritu.
Pokud se takove´to vrcholy v sı´ti objevı´, nebudeme je redukovat a ponecha´me je v sı´ti.
Jednoduche´ vrcholy majı´ prioritu nejnizˇsˇı´, da´le potom vrcholy na vnitrˇnı´ hraneˇ a
rohove´ vrcholy. Jelikozˇ by´va´ jednoduchy´ch vrcholu˚ v sı´ti nejvı´ce, nasˇe rozhodnutı´ ne-
decimovat hranicˇnı´ vrcholy nijak nesnizˇuje u´cˇinnost redukcˇnı´ho algoritmu. Pokud jsou
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vsˇechny vrcholy ohodnoceny dle prˇı´slusˇne´ho krite´ria a je kazˇde´mu bodu prˇirˇazena prio-
rita, mu˚zˇeme zapocˇı´t se samotnou decimacı´ vrcholu˚.
4.4 Redukce dane´ho bodu
Prˇed samotnou decimacı´ musı´me vzˇdy vrcholy setrˇı´dit dle priority. Prˇi kazˇde´m kroku
je vybra´n vrchol, ktery´ ma´ by´t decimova´n a po jeho odstraneˇnı´ se musı´ triangulovat
vznikla´ dı´ra. Redukcˇnı´ cyklus je ukoncˇen po dosazˇenı´ urcˇite´ho krite´ria, ktery´m mu˚zˇe by´t
naprˇı´klad urcˇita´ procentua´lnı´ aproximace, cˇi pocˇet zobrazovany´ch troju´helnı´ku˚.
Kazˇdy´ decimacˇnı´ krokmusı´ zacˇı´t vytvorˇenı´m uzavrˇene´ smycˇky kolem decimovane´ho
vrcholu. Proto projdeme vsˇechny hrany, ktere´ jsou incidentnı´ s dany´m vrcholem a po-
kud nenı´ dana´ hrana smaza´na, prˇida´me sousednı´ vrchol do cyklu kolem redukovane´ho
vrcholu.
Jakmile je smycˇka vytvorˇena, pokusı´me se ji triangulovat. Proces triangulace je popsa´n
v kapitole 4.5. Pokud triangulace probeˇhla u´speˇsˇneˇ, mu˚zˇeme dany´ bod oznacˇit jako
smazany´ a rovneˇzˇ vsˇechny troju´helnı´ky a hrany s nı´m incidentnı´. Pote´ musı´me vytvorˇit
vsˇechny nove´ hrany podle prˇidany´ch troju´helnı´ku˚ a oveˇrˇit topologii vsˇech bodu˚ v cyklu.
Na´sledneˇ aktualizovat hodnoty v sı´ti, jako je pocˇet aktua´lneˇ zobrazovany´ch troju´hel-
nı´ku˚, pocˇet redukovany´ch vrcholu˚ atd. Prˇi kazˇde´m odstraneˇnı´ jednoduche´ho vrcholu,
vrcholu na vnitrˇnı´ hraneˇ, cˇi rohove´ho vrcholu se pocˇet troju´helnı´ku˚ v sı´ti snı´zˇı´ pra´veˇ o
dva.
Pokud byl redukcˇnı´ krok u´speˇsˇneˇ dokoncˇen, zkontrolujeme, zda-li jsme dosa´hli ukon-
cˇovacı´ podmı´nky. Pokud ne, pokracˇujeme v dalsˇı´ iteraci.
4.5 Triangulace vznikle´ dı´ry
Triangulaci mu˚zˇeme prove´st neˇkolika rozlicˇny´mi zpu˚soby. Jednı´m z mozˇny´ch zpu˚-
sobu˚ je rekurzivnı´ deˇlenı´ smycˇky urcˇene´ pro triangulaci podle deˇlı´cı´ u´secˇky [2]. Tato
metoda triangulace je relativneˇ jednoducha´ a prˇekvapiveˇ efektivnı´, i kdyzˇ se jedna´ o re-
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Obra´zek 7: Zna´zorneˇnı´ deˇlı´cı´ a pru˚meˇrne´ roviny, Zdroj: [2]
kurzivnı´ metodu. Je to da´no obvykly´m tvarem triangulovane´ho cyklu, ktery´ ma´ prˇiblizˇny´
tvar hveˇzdy.
Na zacˇa´tku kazˇde´ho triangulacˇnı´ho procesu se musı´ urcˇit deˇlı´cı´ u´secˇka. U´secˇka mu˚zˇe
by´t tvorˇena libovolny´mi dveˇma nesousednı´mi vrcholy. U vrcholu˚ na vnitrˇnı´ hraneˇ se
preferuje deˇlı´cı´ u´secˇka tvorˇena´ vrcholy, ktere´ drˇı´ve urcˇovaly du˚lezˇite´ hrany. Pokud jsme
urcˇili deˇlı´cı´ u´secˇku, mu˚zˇeme kazˇdou polovinu vzniklou po rozdeˇlenı´ touto u´secˇkou tri-
angulovat zvla´sˇt’. Takto prova´dı´me deˇlenı´ na mensˇı´ smycˇky, dokud smycˇka neobsahuje
pouze trˇi vrcholy, ktere´ jsme schopni triangulovat pomocı´ jednoho troju´helnı´ku.
Pro deˇlenı´ smycˇky opeˇt existuje vı´ce metod. Mu˚zˇeme naprˇı´klad pouzˇı´t metodu deˇlı´cı´
roviny. Metoda deˇlı´cı´ roviny je zalozˇena na vytvorˇenı´ roviny kolme´ k pru˚meˇrne´ rovineˇ,
ktera´ navı´c procha´zı´ deˇlı´cı´ u´secˇkou. Takova´to rovina je zna´zorneˇna na obra´zku 7. Pru˚-
meˇrna´ rovina je urcˇena vsˇemi body smycˇky. Musı´me vsˇak bra´t na veˇdomı´, zˇe jelikozˇ je
smycˇka velice cˇasto neplana´rnı´, body smycˇky v dane´ pru˚meˇrne´ rovineˇ veˇtsˇinou nelezˇı´.
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Rovina kolma´ k takove´to pru˚meˇrne´ rovineˇ na´m rozdeˇlı´ prostor na dva poloprostory.
Pro kazˇdy´ vrchol ve smycˇce urcˇı´me, do ktere´ho z teˇchto dvou poloprostoru˚ patrˇı´ a zarˇa-
dı´me ho do spra´vne´ skupiny bodu˚ pro na´sledujı´cı´ triangulaci. Kazˇda´ takova´to triangulace
mu˚zˇe by´t kvalitativneˇ ohodnocena dle urcˇity´ch krite´riı´.
Je zrˇejme´, zˇe se budeme snazˇit prove´st co nejlepsˇı´ triangulaci, ktera´ je co nejvı´ce vizu-
a´lneˇ podobna´ pu˚vodnı´mu cyklu troju´helnı´ku˚ prˇed decimacı´ dane´ho vrcholu.Ohodnocenı´
triangulace mu˚zˇe by´t provedeno naprˇı´klad za pomocı´ urcˇenı´ vzda´lenostı´ vsˇech vrcholu˚
od deˇlı´cı´ roviny deˇleno de´lkou deˇlı´cı´ u´secˇky [2]. Cˇı´m mensˇı´ jsou rozdı´ly vzda´lenostı´
jednotlivy´ch vrcholu˚ od roviny, tı´m je triangulace kvalitneˇjsˇı´.
Jednı´m z dalsˇı´ch zpu˚sobu˚ ohodnocenı´ kvality vytvorˇene´ triangulace je za pomocı´
urcˇenı´ u´hlu˚ u prˇı´slusˇny´ch vrcholu˚ vsˇech troju´helnı´ku˚. Cˇı´m mensˇı´ jsou rozdı´ly vnitrˇnı´ch
u´hlu˚ v troju´helnı´ku, tı´m je triangulace kvalitneˇjsˇı´.
35
5 Porovna´nı´ vy´sledku˚ a jejich vizualizace
Steˇzˇejnı´m prˇedmeˇtem te´to kapitoly bude ohodnocenı´ na´mi implementovane´ho re-
dukcˇnı´ho algoritmu. Algoritmus budeme hodnotit jak z hlediska jeho cˇasove´ na´rocˇnosti,
tak z hlediska kvality produkovany´ch aproximacı´.
Nejprve budeme sezna´meni s datovy´mi modely, ktere´ byly pouzˇity pro testova´nı´
nasˇeho algoritmu. Pote´ se pokusı´me cˇasovou na´rocˇnost algoritmu porovnat s jiny´mi
zna´my´mi redukcˇnı´mi metodami a na za´veˇr kapitoly porovna´me aproximace testovany´ch
modelu˚ s aproximacemi, ktere´ byly vy´stupem nasˇı´ aplikace.
5.1 Pouzˇite´ modely
Modely, ktere´ byly pouzˇity pro testova´nı´ nasˇı´ aplikace, jsou verˇejneˇ dostupne´ na
mnoha internetovy´ch stra´nka´ch institutu˚ a organizacı´ zaby´vajı´cı´ch se pocˇı´tacˇovou grafi-
kou cˇi informatikou obecneˇ. Vsˇechny na´mi pouzˇite´ troju´helnı´kove´ modely jsme zı´skali
na stra´nka´ch University of Princeton [13] ve standardnı´m ply forma´tu a jsou vyobrazeny
na obra´zcı´ch 8-15.
V tabulce 1 se pokusı´me strucˇneˇ popsat pouzˇite´ troju´helnı´kove´ sı´teˇ. Je zde uveden
orientacˇnı´ na´zev sı´teˇ a take´ pocˇet vrcholu˚ a troju´helnı´ku˚ v pocˇa´tecˇnı´m neredukovane´m
stavu. Da´le jsou zde uvedeny pocˇty vrcholu˚ dle prˇı´slusˇny´ch topologiı´ (viz. 2.2.2) tak, jak
byly rozdeˇleny nasˇı´ aplikacı´. Jednoduchy´ vrchol (Simple), vrchol na vnitrˇnı´ hraneˇ (Edge),
vrchol rohovy´ (Corner), vrchol hranicˇnı´ (Border) a vrchol komplexnı´ (Complex).
Jak je videˇt z tabulky 1, pouzˇili jsme modely s velmi rozlicˇnou velikostı´ (pocˇtem
plosˇek). Od maly´ch modelu˚ obsahujı´cı´ch pouze neˇkolik tisı´c troju´helnı´ku˚ azˇ po modely
relativneˇ velke´, ktere´ se skla´dajı´ azˇ z jednoho milionu troju´helnı´ku˚. Vsˇechny modely
uvedene´ v tabulce 1 byly redukova´ny pomocı´ nasˇı´ aplikace.
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Obra´zek 8: Cat (671 plosˇek), Zdroj: vlastnı´
aplikace
Obra´zek 9: Apple (1 704 plosˇek), Zdroj:
vlastnı´ aplikace
Obra´zek 10: Cow (5 804 plosˇek), Zdroj:
vlastnı´ aplikace
Obra´zek 11: Hind (6 448 plosˇek), Zdroj:
vlastnı´ aplikace
Obra´zek 12: Porsche (10 474 plosˇek), Zdroj:
vlastnı´ aplikace
Obra´zek 13: Bunny (69 451 plosˇek), Zdroj:
vlastnı´ aplikace
Obra´zek 14: Dragon (87 414 plosˇek), Zdroj:
vlastnı´ aplikace
Obra´zek 15: Happy (1 087 716 plosˇek),
Zdroj: vlastnı´ aplikace
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Vrcholy
Na´zev modelu Plosˇky Vsˇe Simple Edge Corner Border Complex
Cat 671 352 307 9 6 31 0
Apple 1 704 867 819 24 0 24 0
Cow 5 804 2 903 2 793 44 66 0 0
Hind 6 448 3 218 2 243 608 367 0 0
Porsche 10 474 5 247 4 503 310 432 0 2
Bunny 69 451 34 834 34 581 10 20 223 0
Dragon 871 414 437 645 433 348 1 26 4 270 0
Happy 1 087 716 543 652 541 216 1 263 1 173 0 0
Tabulka 1: Seznam pouzˇity´ch modelu˚ a jejich strucˇny´ popis
5.2 Ohodnocenı´ algoritmu
Z du˚vodu vypracova´nı´ ohodnocenı´ nasˇeho redukcˇnı´ho algoritmu z hlediska cˇasove´
na´rocˇnosti jsme provedli neˇkolik meˇrˇenı´. Meˇrˇenı´ byla prova´deˇna na kazˇde´m modelu
samostatneˇ a odecˇtene´ cˇasy byly zaznamena´ny do tabulky 2. Kazˇde´ meˇrˇenı´ se skla´dalo z
neˇkolika cˇa´stı´:
1. nacˇtenı´ modelu ze souboru (ply) do operacˇnı´ pameˇti
2. urcˇenı´ loka´lnı´ topologie vsˇech bodu˚ sı´teˇ
3. trˇı´deˇnı´ vrcholu˚ dle priority
4. redukcˇnı´ algoritmus
Meˇrˇenı´ pro redukcˇnı´ algoritmus byla prova´deˇna vzˇdy pro 80%, 50% a 20% redukci.
Jiny´mi slovy byly odecˇteny cˇasy nutne´ pro vytvorˇenı´ aproximacı´, ktere´ obsahujı´ 80%, 50%
a 20% z pu˚vodnı´ho pocˇtu troju´helnı´ku˚. Jelikozˇ pro modely s maly´m pocˇtem plosˇek jsou
nameˇrˇene´ cˇasy velice kra´tke´, mohlo dojı´t k veˇtsˇı´ chybeˇ a hodnoty uvedene´ v tabulce 2
jsou pro tyto modely spı´sˇe orientacˇnı´.
V na´sledujı´cı´ tabulce 3 jsou uvedeny podrobneˇjsˇı´ informace o jednotlivy´ch procen-
tua´lnı´ch aproximacı´ch. U kazˇde´ho modelu a jeho aproximace je uveden pocˇet vrcholu˚ a
plosˇek, ze ktery´ch se redukovany´ model skla´da´.
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Redukce [s]
Na´zev modelu Nacˇtenı´ [s] Topologie [s] Trˇı´deˇnı´ [s] 80% 50% 20%
Cat 0.010 0.012 0.002 0.039 0.036 0.055
Apple 0.019 0.024 0.002 0.052 0.069 0.134
Cow 0.040 0.062 0.004 0.163 0.348 0.576
Hind 0.042 0.065 0.005 0.206 0.430 0.748
Porsche 0.075 0.128 0.007 0.275 0.628 1.073
Bunny 0.760 0.803 0.049 1.964 4.876 8.190
Dragon 9.419 9.605 1.180 24.788 63.689 113.067
Happy 13.169 12.691 1.517 29.838 80.715 142.949
Tabulka 2: Nameˇrˇene´ cˇasy pro jednotlive´ modely, cˇa´sti algoritmu a stupneˇ redukce
Redukce 80% Redukce 50% Redukce 20%
Na´zev modelu Plosˇky Vrcholy Plosˇky Vrcholy Plosˇky Vrcholy
Cat 535 284 335 184 157 95
Apple 1 362 696 852 441 340 185
Cow 4 642 2 322 2 902 1 452 1 160 581
Hind 5 158 2 573 3 224 1 606 1 730 859
Porsche 8 378 4 199 5 236 2 628 2 094 1 057
Bunny 55 559 27 888 34 725 17 471 13 889 7 053
Dragon 697 130 350 503 435 706 219 791 174 282 89 079
Happy 870 172 434 880 543 858 271 723 217 542 108 565
Tabulka 3: Pocˇty zobrazovany´ch vrcholu˚ a plosˇek u jednotlivy´ch aproximacı´
Nynı´ musı´me implementovany´ algoritmus porovnat s jiny´mi redukcˇnı´mi algoritmy,
abychom byli schopni urcˇit jeho rychlost. Jelikozˇ jsme prˇi implementaci algoritmu pro-
vedli urcˇite´ zmeˇny na zpu˚sobu ohodnocova´nı´ (viz. kap. 4.3), nelze rychlost a kvalitu
algoritmu prˇı´mo srovna´vat s ryzı´ Schroederovou metodou. Pokusı´me se vsˇak v tabulce 4
srovnat rychlosti podobneˇ zalozˇeny´ch algoritmu˚, ale i algoritmu˚ naprosto odlisˇny´ch.
Jelikozˇ se na´m nepodarˇilo najı´t srovna´nı´ rychlostı´ pro vsˇechny pouzˇite´ modely, museli
jsme se spokojit pouze s neˇkolika. V tabulce 4 jsou srovna´ny rychlostnı´ testy pro Schro-
ederovu metodu1, R-Simp algoritmus, ktery´ byl popsa´n v kapitole 2.1 a jemu podobny´
QSlim algoritmus. Oba tyto algoritmy jsou podrobneˇ popsa´ny v [1].
1Implementace te´to metody opeˇt nenı´ u´plneˇ ryzı´.[12]
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Vsˇechny cˇasy uvedene´ v tabulce 4 jsou meˇrˇeny pro prˇiblizˇneˇ 90% redukci dane´ho
modelu. Zdu˚raznˇujeme prˇiblizˇneˇ, jelikozˇ se na´m nepodarˇilo zı´skat aproximace, ktere´
byly pro dany´ model redukova´ny na prˇesneˇ stejnou hodnotu.
Na´zev modelu Schroederova metoda R-Simp QSlim Vlastnı´ metoda
Bunny 13.50 1.65 7.74 8.97
Dragon 93.60 19.72 128.43 140.31
Happy 118.30 24.52 141.12 177.91
Tabulka 4: Porovna´nı´ nameˇrˇeny´ch cˇasu˚ redukce
5.3 Srovna´nı´ vy´sledny´ch aproximacı´
Potom, co jsme porovnali na´mi implementovany´ algoritmus z hlediska rychlosti jeho
vykona´va´nı´, musı´me ohodnotit take´ samotne´ vy´sledky (vy´stupy) tohoto algoritmu. Pro
urcˇenı´ kvality na´mi vygenerovany´ch aproximacı´ je potrˇeba tyto redukovane´ modely
s neˇcˇı´m srovnat. Za tı´mto u´cˇelem jsme se rozhodli pouzˇı´t aproximace vygenerovane´ po-
mocı´ aplikaceMesh Simplification V iewer vytvorˇene´ p. Jeffem Sommersem.2 V aplikaci
Mesh Simplification V iewer je implementova´n redukcˇnı´ algoritmus zhroucenı´ hrany,
ktery´ byl popsa´n v kapitole 2.3, konkre´tneˇ algoritmus rozsˇı´rˇeny´ o metrickou funkci kvad-
raticke´ chyby prezentovany´ v [6]. Dalsˇı´ metricka´ funkce pouzˇita´ v te´to aplikaci je zalozˇena
na odstranˇova´nı´ nejkratsˇı´ch hran.
Za pomocı´ vy´sˇe zmı´neˇne´ aplikace jsme schopni vyprodukovat aproximace, kde pocˇet
zobrazovany´ch troju´helnı´ku˚ skoro prˇesneˇ souhlası´ s pocˇtem troju´helnı´ku˚ v na´mi vytvorˇe-
ny´ch redukovany´chmodelech. Z tohoto du˚vodu je toto srovna´nı´ za´sadnı´, jelikozˇ mu˚zˇeme
porovnat identicke´ aproximace pouze vytvorˇene´ pomocı´ jiny´ch metod.
Na´sledujı´cı´ obra´zky se pokusı´ ilustrovat vza´jemnou podobu a rozdı´ly dany´ch apro-
ximacı´ a tı´mto zpu˚sobem urcˇit, zda-li je na´sˇ algoritmus kvalitnı´ cˇi nikoli.
Pro srovna´nı´ kvality aproximacı´ jsme si vybrali modely Cow aHappy viz. obra´zky 10
a 15. Kazˇdy´ model je vzˇdy srovna´n s vy´sˇe uvedenoumetodou zhroucenı´ hrany za pouzˇitı´
2Tuto aplikaci je mozˇno zı´skat na adrese: http://jsomers.com/vipm demo/meshsimp.html[15]
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metricke´ funkce kvadraticke´ chyby a take´ s touto metodou za pouzˇitı´ metricke´ funkce
nejkratsˇı´ hrany. U kazˇde´ho modelu je porovna´no neˇkolik stupnˇu˚ redukce.
Jelikozˇ jsme vzhledem k rozmeˇrnosti obra´zku˚ nemohli zobrazit vsˇechny zpracovane´
modely a jejich aproximace, nacha´zı´ se tyto v prˇı´loze ??.
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Obra´zek 16: Cow: 80% redukce (4 642 plo-
sˇek), Zdroj: vlastnı´ aplikace
Obra´zek 17: Cow: 50% redukce (2 902 plo-
sˇek), Zdroj: vlastnı´ aplikace
Obra´zek 18: Cow: 20% redukce (1 160 plo-
sˇek), Zdroj: vlastnı´ aplikace
Obra´zek 19: Cow: 80% redukce (Quadric
error) (4 652 plosˇek), Zdroj: [15]
Obra´zek 20: Cow: 50% redukce (Quadric
error) (2 924 plosˇek), Zdroj: [15]
Obra´zek 21: Cow: 20% redukce (Quadric
error) (1 196 plosˇek), Zdroj: [15]
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Obra´zek 22: Cow: 80% redukce (4 642 plo-
sˇek), Zdroj: vlastnı´ aplikace
Obra´zek 23: Cow: 50% redukce (2 902 plo-
sˇek), Zdroj: vlastnı´ aplikace
Obra´zek 24: Cow: 20% redukce (1 160 plo-
sˇek), Zdroj: vlastnı´ aplikace
Obra´zek 25: Cow: 80% redukce (Shortest
edge) (4 660 plosˇek), Zdroj: [15]
Obra´zek 26: Cow: 50% redukce (Shortest
edge) (2 942 plosˇek), Zdroj: [15]
Obra´zek 27: Cow: 20% redukce (Shortest
edge) (1 204 plosˇek), Zdroj: [15]
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Obra´zek 28: Happy: 50% redukce (543 858
plosˇek), Zdroj: vlastnı´ aplikace
Obra´zek 29: Happy: 20% redukce (217 542
plosˇek), Zdroj: vlastnı´ aplikace
Obra´zek 30: Happy: 50% redukce (Quadric
error) (527 615 plosˇek), Zdroj: [15]
Obra´zek 31: Happy: 20% redukce (Quadric
error) (210 821 plosˇek), Zdroj: [15]
44
Obra´zek 32: Happy: 50% redukce (543 858
plosˇek), Zdroj: vlastnı´ aplikace
Obra´zek 33: Happy: 20% redukce (217 542
plosˇek), Zdroj: vlastnı´ aplikace
Obra´zek 34: Happy: 50% redukce (Shortest
edge) (539 204 plosˇek), Zdroj: [15]
Obra´zek 35: Happy: 20% redukce (Shortest
edge) (215 432 plosˇek), Zdroj: [15]
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6 Za´veˇr
V samotne´m u´vodu te´to bakala´rˇske´ pra´ce byly popsa´ny vy´znamne´ redukcˇnı´ metody,
jejichzˇ vliv na soucˇasny´ vy´voj zjednodusˇovacı´chmetod je sta´le znacˇny´ i prˇes to, zˇe neˇktere´
z nich byly prezentova´ny prˇed vı´ce nezˇ 10 lety.
Da´le byla navrzˇena aplikace, ktera´ implementovala jeden ze zna´my´ch algoritmu˚ pro
redukci troju´helnı´kovy´ch sı´tı´. Dany´ algoritmus jsme pozmeˇnili, za pomoci jemne´ u´pravy
metricke´ funkce (viz. kapitola 4.3.2), a tı´m se pokusili snı´zˇit vy´pocˇetnı´ slozˇitost. Dany´ al-
goritmus jsme u´speˇsˇneˇ implementovali a zadanou aplikaci zprovoznili. Zmı´neˇna´ aplikace
je prˇipojena ve formeˇ multimedia´lnı´ prˇı´lohy te´to bakala´rˇske´ pra´ce na disku CD. V za´veˇru
pra´ce jsme provedli testy, ktere´ na´m pomohly urcˇit kvalitu na´mi implementovane´ho al-
goritmu, a to jak z hlediska rychlosti, tak z hlediska kvality vy´sledny´ch aproximacı´, ktere´
tento algoritmus produkuje.
6.1 Vy´hody a nedostatky
Jak jizˇ bylo rˇecˇeno vy´sˇe, v kapitola´ch 5.2 a 5.3 jsme porovnali implementovany´ algo-
ritmus s ru˚zny´mi redukcˇnı´mi metodami. Toto srovna´nı´ na´m pomohlo asponˇ prˇiblizˇneˇ
zarˇadit na´sˇ algoritmus a stanovit jeho efektivitu, rychlost a kvalitu.
Na´mi implementovany´ algoritmus se jevı´ jako efektivnı´ a relativneˇ rychlostneˇ rov-
nocenny´ ve srovna´nı´ s algoritmem jemu podobny´m (viz. tabulka 4), jako je naprˇı´klad
algoritmus zalozˇeny´ na Schroederoveˇ metodeˇ prezentovany´ v [12]. Rychlost nasˇeho al-
goritmu je rˇa´doveˇ stejna´ jako u algoritmu˚ se srovnatelnou kvalitou aproximace.
Aproximace generovane´ nasˇı´ aplikacı´ jsou v porovna´nı´ s aproximacemi, ktere´ byly
vytvorˇeny pomocı´ aplikaceMesh Simplification V iewer [15] me´neˇ kvalitnı´. Jelikozˇ jsou
implementovane´ metody v aplikaci [15] zalozˇene´ na decimaci hran, jejich vysˇsˇı´ kvalita se
dala ocˇeka´vat.
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Algoritmus byl implementova´n tak, aby prˇi redukci dane´ sı´teˇ nevznikaly zˇa´dne´ nove´
hranicˇnı´ cˇi komplexnı´ vrcholy. Tato vlastnost je bezesporu vy´hodou, vede vsˇak k nejpod-
statneˇjsˇı´mu nedostatku na´mi prezentovane´ho algoritmu.
Jelikozˇ prˇi triangulaci vznikly´ch deˇr mu˚zˇe dojı´t k anoma´lii (vznik hranicˇnı´ho cˇi kom-
plexnı´ho vrcholu), kterou nelze prˇedem prˇedvı´dat, jsme nuceni prˇi jejı´m zjisˇteˇnı´ zrusˇit
dany´ redukcˇnı´ krok. Tento proces je samozrˇejmeˇ jednak cˇasoveˇ na´rocˇneˇjsˇı´ a take´ snizˇuje
pocˇet vrcholu˚ urcˇeny´ch k redukci. Z tohoto du˚vodu nejsme naprˇı´klad schopni vyprodu-
kovat minima´lnı´ aproximace dany´ch modelu˚, jako jsou naprˇı´klad aproximace obsahujı´cı´
pouhe´ 1% z pu˚vodnı´ho pocˇtu troju´helnı´ku˚.
6.2 Dalsˇı´ vy´voj
Po dokoncˇenı´ te´to pra´ce je algoritmus i cela´ aplikace, ktera´ tento redukcˇnı´ algoritmus
prezentuje, plneˇ funkcˇnı´. Prˇi na´vrhu a implementaci aplikace vsˇak nebyly bra´ny na zrˇetel
jiste´ okolnosti pouzˇitı´ algoritmu, ktere´ by jeho soucˇasny´ stav vylepsˇily. Jedna´ se ze za´-
sady o proble´m jednosmeˇrne´ redukce. Na´sˇ algoritmus byl implementova´n bez potrˇeby
uchova´va´nı´ informacı´ o prˇedchozı´ch krocı´ch redukce pro snı´zˇenı´ pameˇt’ove´ na´rocˇnosti.
Tato vlastnost vsˇak bra´nı´ rychle´mu zpeˇtne´mu redukova´nı´ sı´teˇ. V prˇı´padech, kdy je naprˇı´-
klad model redukova´n na 20%, jeho zpeˇtna´ redukce na 40% vyzˇaduje nastavenı´ sı´teˇ do
vy´chozı´ho stavu (tedy origina´lnı´ sı´t’) a pote´ redukova´nı´ te´to sı´teˇ na pozˇadovanou hod-
notu. Tento jev by bylo do budoucna vhodne´ odstranit, pro realisticˇteˇjsˇı´ simulaci pra´ce s
3D modely.
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