Abstract-This paper presents a hybrid learning machine for human identification. It is a merger of eigenface with fisherface method, genetic fuzzy clustering and complex neural network. The non-linear aggregation based summation and radial basis function neural networks (NLA-SRBF NNs) are proposed as one of the functional component of the novel learning machine. The architecture of NLA-SRBF NNs incorporates hidden neurons, with summation and radial basis aggregation, and output neurons with only summation aggregation, along with complex resilient propagation (ČRPROP) learning procedure. The improved learning and speedy convergence of NLA-SRBF NN enables the hybrid machine to provide better recognition accuracy. The learning machine consists of feature extraction, unsupervised clustering and supervised classification module. The aim of our proposal is to enhance the performance of biometric based recognition system. The efficacy and potency of our hybrid learning machine demonstrated on three benchmark biometric datasetsextended Cohn-Kanade, FERET and AR face datasets to comprehend the motivation. The performance comparisons of different variations of hidden neuron and learning algorithm thoroughly presented the superiority of the proposed NN based hybrid learning machine.
I. INTRODUCTION
In current scenario, when more or less all real life applications are biometric dependent for security reasons, the biometric based recognition system has expanded its immense magnitude. Over the years extensive attempts have been made in human recognition domain for the purpose of identification and authentication. Several recognition techniques in various areas have been proposed in past [1] [2] [3] [4] . Among a range of techniques, neural network (NN) based methods hold considerable position due to efficient performance. NN with conventional neurons is widely used classifier in different domains. To improve the efficiency of conventional NNs broad attempts have been made to develop various neuron structures [5] [6] [7] [8] [9] [10] [11] [12] . Though among them higher order neurons have evidenced to be most efficient but due to combinatorial outburst of terms they experience the curse of dimensionality specifically when they are implemented in complex domain. Work on the development of higher order neurons is growing continuously which contributed high performance in many classification models. In continuation to the above progression, this paper presents a higher order neuron called ČTROIKA with non-linear aggregation of summation and radial basis functions. We present a network built up on novel neurons and conventional neurons. The traditional neural network employs real back propagation (ŘBP) algorithm for learning which has foremost limitations of slow convergence and getting stuck into local minima. To surmount these limitations, some variations in basic error propagation procedure were suggested [13] [14] [15] . Although none of the suggested variations were capable to make significant improvement in convergence rate. Additional attempts in the direction of performance enhancement shifted the classifier from real domain to complex domain. The supremacy of complex NN has been observed in the recent past [11] . The complex back propagation (ČBP) reduces the probability of getting trapped in local minima and improves the convergence rate. With widespread efforts of researchers towards the performance advancement of recognizer, resilient propagation(RPROP) algorithm was developed [18] in an attempt to improve upon the BP algorithm. RPROP outperforms BP by providing faster training and better efficiency along with the advantage that RPROP does not require to specify any free parameter values such as the learning rate and an optional momentum term as opposed to BP. RPROP provides adequately faster convergence with employment of higher order neurons. This paper presents NLA-SRBF NNs which are based on modified ČRPROP learning algorithm along with novel neuron model ČTROIKA. This NN constitutes a classification module of the proposed hybrid learning machine. Over the years, various researches have projected the significance of exploiting multiple computational intelligent techniques to develop a classification model which provides better recognition accuracy than conventional diminutive models. Various classification techniques in this sequence have brought forward by researchers [19, 20] . This paper presents a hybrid learning machine that comprises of statistical techniques incorporated with genetic fuzzy partitioning and proposed neural classifier.
Rest of the paper is organized as: Section II presents related work. Section III elaborates the proposed hybrid learning machine. Section IV is devoted to the performance evaluation of the new learning machine along with the performance comparisons with other classifiers. Finally, we conclude the paper in Section V.
II. RELATED WORK
Over the years various recognition methods have been proposed such as geometric feature based methods [1, 2] , template based methods [1] , correlation based methods [1] , support vector machine approach [1, 3] , NN based methods [1, 4] . NN based recognition and classification techniques are widely applicable and therefore became the preferred area of researchers. NN with conventional neurons are not efficient to recognize the images acquired in real situations. To improve the efficiency of NNs broad attempts have been made to develop higher order neuron structures. These attempts contributes pi-sigma [5, 6] , second order neurons [7] , generalized neurons [8, 9] and other higher order neurons [10] [11] [12] . Among them higher order neurons have verified to be the most efficient Moreover, the conventional NN employs BP algorithm for training of the network. BP is less accurate with slow convergence rate and therefore not cope up with the images possessing wide variations in facial expressions, illumination conditions, emotions and pose. To improve the performance of BP, some variations in basic error propagation procedure were suggested like addition of momentum term [13] , modified error function [14] , and Quick Prop [15] . But none of these variations contribute significant improvement in BP. Further, BP provides improved results in complex domain [16, 17] but still needs an improvement. RPROP learning algorithm [18] has developed to additionally improve the training of the neural network which in turn provides better recognition accuracy. This local gradient based adaptation technique is dependent on the sign of partial derivative of error function on weight update rather than the size of the derivative. A variety of recognition methods with multiple machine intelligent techniques have been developed such as probabilistic neural network with adjustable fuzzy clustering [19] , PCA-LDA with polynomial Radial Basis Function (RBF) neural network [20] . The aim of all such fusions is to enhance the performance of recognition system. This work presents a hybrid model which is an amalgamation of eigenface method, fisherface method, fuzzy distribution with evolutionary computation and proposed neural classifier.
The proposed neural classifier is built up on proposed novel neurons, conventional neurons and ČRPROP learning algorithm.
III. HYBRID LEARNING MACHINE (HLM): THE PROPOSED RECOGNIZER
This paper presents a hybrid learning machine which can perform face recognition with the proposed classifier. First, the eigenface method in combination with fisherfaces extract the features of database images. Each class is then represented by the average image which is obtained by calculating the mean of training images of the respective class. Input classes are clustered optimally by means of genetic fuzzy partitioning. The outcome of unsupervised clustering act as the input-output mapping for the classification segment. The novel classifier incorporates hidden layer which consists of proposed complex neurons ČTROIKA and output layer which consists of complex conventional neurons. The ČRPROP learning algorithm is employed to train the network. Then the trained network perform classification of test patterns. The aim of our learning machine is to improve the performance of biometric based identification and recognition system. The proposed learning machine includes following steps:
A. Feature extraction
The performance of any image recognition system profoundly depends upon the choice of features of image to be processed. The first and foremost step of a recognition system is to pre-process the input images by extracting noteworthy features which are able to define the original image with all significant features. Eigenface paradigm [21, 22] is one of the popular technique to mine such features which represents the image with reduced data which contains only representative information. Eigenfaces does not consider the classification aspect as it is based on optimal representation criterion. To improve the standalone classification performance of eigenfaces, it is further needed to combine with some discrimination criterion. Discriminant eigenface paradigm [22] is widely used discrimination criterion which overcomes the limitations of eigenfaces while retaining the idea of projection from high dimensional feature space to extensively lower dimensional feature space. To extract the desired features of input dataset, eigenface pursued by fisherface method is used in our proposal. Let an aa  image is represented as a linear vector I i of size 
B. Unsupervised Genetic Fuzzy Clustering
This is the intermediate step of the proposed learning machine in order to get the desired output for supervised classification. Once dataset images in lower dimensional feature space are obtained, average image of each class is calculated for training by considering q (q<s) images of each class. Let X be the feature vector of average images of Q input classes and U be the fuzzy distribution of Q classes among C clusters which is obtained by fuzzy-cmeans clustering algorithm. The impartial product of fuzzy algorithm is not sufficient to obtain the optimal distribution.
Algorithm for feature extraction 
in order to find an optimal subspace for classification. 7. Determine between-class scatter matrix and within-class scatter matrix [22] respectively as: The reason behind is for the same dataset it gives dissimilar partitions in different runs. In order to obtain the optimized partition, the above obtained partitions are processed based on the criteria of survival of the fittest [23] , and the partition with highest fitness value [24] return the optimized one. This distribution will act as initial fuzzy partition for the next generation. The process continues till the difference of two consecutive generations is less than or equal to pre-defined threshold ρ. The required optimal distribution is the partition of the last generation which further go through defuzzification. Let Ω be the maximum number of classes that are allowed to be in a cluster. The cluster allocation matrix (size C ) is the desired output for the classifier which is trained accordingly to classify the test images. 
Algorithm for unsupervised clustering

C. Supervised Classification through NLA-SRBF NNs
The proposed classifier learn the inputs according to the cluster allocation matrix  obtained from the unsupervised genetic fuzzy partitioning. In this paper, conventional neuron means the neuron with only summation aggregation and is referred to as Multi Layer Perceptron (MLP). MLP based network refers to the network which consists of conventional neurons both in 
a. Learning rules for ČTROIKA based classifier ( NLA-SRBF NN )
This subsection presents the weight update equations of the proposed classifier for both ČBP and ČRPROP learning algorithms. A multilayer network NLA-SRBF is build with new neuron model and conventional neurons. Such a network is associated to each cluster. Consider a frequently used three layer structure {L-M-N}(C) where first layer has L=Q-1 inputs, second layer has M proposed complex neurons ČTROIKA, third layer consists of N=Ω complex conventional neurons and C is number of clusters which reflect the number of associated networks. Complex proposed neuron ČTROIKA is computational efficient which ensures improved convergence speed and prediction precision of the proposed complex neural classifier. Here, all inputs and weights are considered to be complex numbers. An imaginary component of complex is added to the mean feature vector (X) of input classes which is considered to be the training set for this classifier. Thus, the training patterns are complex-valued where the imaginary part is negligible in comparison to the real counterpart. The complex input for the complex-valued network is .001 
. The net potential and output of n th complex conventional neuron in output layer respectively can be given by:
Let Y d be the desired output, then the error at n th output neuron can be computed as:
e e e e n n n n n n There are 3 cases for weight update: 
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Weights update take place recursively till the network is trained according to desired output and the optimized cost is conquered. This trained NN is further used to classify the test patterns.
b. Recognition/Classification
Trained networks classify the test patterns by using the III(C(b) ).
IV. EVALUATION OF NEW LEARNING MACHINE
In order to assess the potency and efficacy of the proposed hybrid learning machine, the performance evaluation has been carried out on three benchmark face datasets viz. extended Cohn-Kanade dataset [25] , FERET face dataset [26] and AR face dataset [27] . Standard biometric measures, prediction accuracy, FAR( False acceptance rate) and FRR (False rejection rate), number of learning cycles (with the assumption that time taken by one learning cycle is unity) are considered for performance estimation. The cross-validation is performed on the considered datasets and the results are averaged over. For testing of a class, an input image of same class is considered as a positive case whereas images of other classes are considered as negative case. 
A. Performance with Extended Cohn-Kanade Dataset
The extended version of Cohn-Kanade (CK+) dataset is used to evaluate the performance of the proposed learning machine where we considered 1230 face images of 123 subjects. All images are of same size with bright homogenous background along with wide variations in expression and emotion. Few example images are shown in Fig.1 . Here, 4 images per subject are considered for training and 6 images per subject are used for testing. Thus, 492 images constitutes the training set and 738 images make up the test set. The learning graphs of considered dataset with different hidden neuron and learning algorithm are shown in Fig.2 . It is clearly visible from the plots that ČTROIKA with ČRPROP gives the fastest convergence among all classifiers. The local minima crisis in real domain can also be observed from the corresponding graphs in Fig.2 From Table1 it is evidenced that ČTROIKA is superior than ČMLP and ŘTROIKA is an improvement over ŘMLP. It is also evidenced that RPROP gives enhanced performance over BP both in real and complex domain. Complex domain results are superior than that of real domain both for RPROP and BP. In order to observe the effect of number of hidden neurons on the recognition accuracy for different classifiers, the comparative performance is given in Fig.3 . The curves shows the similar nature for all the considered classifiers but with different number of hidden neurons. Fig.3 shows the plots for different classifiers where it is observed that accuracy increases with increase in number of hidden neurons but up to a certain number beyond which there is no further improvement in the recognition rate. Least number of hidden neurons are required for the proposed neuron ČTROIKA with ČRPROP learning based classifier which results in reduced computations and compact network topology. It is observed that for the same learning algorithm, ČTROIKA based classifier perform well with lesser number of hidden neurons while ČMLP based classifier requires adequately larger number of hidden neurons to achieve the nearly same accuracy. The above statement is factual for real domain also. The variation effect of number of clusters on the recognition rate is depicted in Fig.4 which again demonstrate the outperformance of ČTROIKA with ČRPROP over other classifiers. The behaviour of the curve for different neuron and learning algorithm imitates that recognition precision increases with increase in number of clusters up to some extent however no enhancement in accuracy is observed afterwards. Fig.5 presents the accuracy variations captured for maximum cluster members where it is observed that performance is almost directly proportional to the maximum cluster members up to some degree but no improvement is recorded later. The proposed classifier with ČTROIKA and ČRPROP again gives the best performance with respect to other combinations of neuron and learning algorithm. 
B. Performance with FERET Face Dataset
FERET is one of the largest publicly available database which contains face images of 1208 subjects. We consider a subset of 120 subjects with 1200 images to evaluate the performance of the proposed learning machine. 480 images are considered for training and 720 images are engaged in testing. Images in the database possesses pose variations. As an example some random images are shown in Fig.6 . The proposed learning machine copes well with the pose variation problem and gives accuracy of 99.98 % in the presence of pose variations. Table 2 . Different performance measures evidently exhibit that the projected hybrid learning machine in complex domain offers enhanced performance in all respects. Classifiers based on ČTROIKA and ŘTROIKA neuron gives effectively improved prediction accuracy with compact network topology in much less number of training cycles as compared to ČMLP and ŘMLP respectively. The recognition accuracy with respect to number of hidden neurons for different classifiers are given in Fig.8 . For every permutation, the maximum rate occurs at different number of hidden neurons and beyond that value the rate becomes nearly constant with no performance enhancement. The proposed classifier achieves best accuracy among all with sufficiently fewer number of hidden neurons than others which again demonstrate the effectiveness of ČTROIKA based network with ČRPROP training algorithm. It can be observed from Fig.8 that ČTROIKA and ŘTROIKA based classifiers gives enhanced performance with much less number of hidden neurons as compared to ČMLP and ŘMLP respectively for the same training procedure. Fig.9 presents the impact of number of clusters on the recognition accuracy where it can be examined that rate goes on increasing with number of clusters up to some level but degrades later. In this dataset, with the same number of clusters, ČTROIKA with ČRPROP gives the best performance among other classifiers. Fig.10 shows the accuracy precision with regard to maximum cluster members for dissimilar neuron and learning algorithm. The behavior of the curves disclose that up to some extent the value of maximum number of classes allowed in a cluster enhances the performance, but degrades subsequently. ČTROIKA and ŘTROIKA based classifier performs better than their MLP counterparts respectively.
C. Performance with AR Face Dataset
This dataset consists of face images of 126 individuals with more than 4000 color images. The images are acquired in two sessions separated by two weeks. In this face dataset, images are with major distinctions including illumination conditions, expressions and facial concealment. A subset of 1400 images of 100 individuals with different facial expressions and illumination is considered for measuring the performance of the proposed learning machine. 700 images from session 1 are used to train the system while 700 images from session 2 are used for testing. Fig.11 shows the example images having variations in expressions and illumination. Table 3 . The supremacy of the proposed ČTROIKA neuron again exposed as the corresponding classifier realized the better All together, the aforesaid assertion is over and above applicable to real domain. The noteworthy feature of Table 3 is that the proposed classifier requires least training cycles with superior recognition rate. The value of FAR is observed quite low in ČTROIKA based classifier which makes the system more effective specifically in real life situations. The analysis of different classifiers as a function of number of hidden neurons is presented in Fig.13 . It is obtained from the respective curves of different classifiers that ČTROIKA with ČRPROP is the best performing classifier which outperforms over all other methods. ČTROIKA and ŘTROIKA based classifier performs significantly better when we consider lesser number of hidden neurons than ČMLP and ŘMLP based classifier respectively. The accuracy goes on increasing with number of hidden neurons but up to some extent, moreover it starts degrading later with further increase in number of hidden neurons. The performance comparisons with different hidden neuron and learning algorithm are presented in Fig. 14 in order to monitor the recognition rate with respect to number of clusters. It is again observed that recognition rate with the proposed combination ČTROIKA with ČRPROP is better than any other considered classifier. With the increase in clusters, performance raises initially although it becomes nearly constant with no further improvement with more increase in clusters after some extent. One can examine the effect of variation in maximum cluster members on the accuracy precision of the proposed algorithm from Fig.15 . The curves follow more or less similar manner for all the classifiers. ČTROIKA with ČRPROP gained best accuracy among all which again illustrate the supremacy of the proposed classifier. Up to some extent recognition rate increases but no enhancement is noticed later with further increase in number. It has been examined from the results that the relative performance of classifiers never changes. As we shifted from real domain to complex domain, the performance is significantly improved with the proposed classifier although the computations increases with complex numbers. ČTROIKA and ŘTROIKA always perform better in all respects than ČMLP and ŘMLP respectively with the same learning algorithm. ČRPROP always perform better than ČBP in terms of convergence, learning cycles and recognition rate which hold for real domain simultaneously.
From extensive experiments and analysis it has been established that our learning machine is robust enough to recognize the human identity even with images possesses wide variations in poses, facial expressions and illumination conditions. Thus, it can perform efficiently in real environment. Finally, we wind up with the conclusion that the proposed learning machine is wellorganized recognition system where the novel neuron ČTROIKA with ČRPROP learning algorithm based classifier offers best recognition accuracy with speedy convergence and compact topology among other considered classifiers.
