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Abstract—This paper proposes a robust adversarial reinforce-
ment learning (RARL)-based multi-access point (AP) coordina-
tion method that is robust even against unexpected decentral-
ized operations of uncoordinated APs. Multi-AP coordination
is a promising technique towards IEEE 802.11be, and there
are studies that use RL for multi-AP coordination. Indeed,
a simple RL-based multi-AP coordination method diminishes
the collision probability among the APs; therefore, the method
is a promising approach to improve time-resource efficiency.
However, this method is vulnerable to frame transmissions of
uncoordinated APs that are less aware of frame transmissions
of other coordinated APs. To help the central agent experience
even such unexpected frame transmissions, in addition to the
central agent, the proposed method also competitively trains an
adversarial AP that disturbs coordinated APs by causing frame
collisions intensively. Besides, we propose to exploit a history
of frame losses of a coordinated AP to promote reasonable
competition between the central agent and adversarial AP. The
simulation results indicate that the proposed method can avoid
uncoordinated interference and thereby improve the minimum
sum of the throughputs in the system compared to not considering
the uncoordinated AP.
I. INTORODUCTION
The popularity of 802.11 wireless LANs (WLANs) is
growing rapidly owing to their ease of deployment, conve-
nience, and cost efficiency. The rapid spread of WLANs has
created dense deployments of WLAN devices, which must
compete for the limited transmission opportunities. In these
environments, carrier sense multiple access with collision
avoidance (CSMA/CA) mechanism, which is a distributed
control mechanism, causes frequent frame losses and results
in considerable throughput degradation because each WLAN
access point (AP) can experience severe inter-cell interference
from neighboring WLAN APs.
To improve the spectrum efficiency in high density WLANs,
a centralized coordination of APs has attracted increased
attention. For example, in the industry, the application of
coordinated orthogonal frequency division multiple access
(OFDMA) is under discussion for IEEE 802.11be standard
[1], which is being standardized for the next-generation ex-
tremely high throughput WLANs, to eliminate frame collisions
completely. In academics, by exploiting a connection among
APs and a central component through a wired backhaul [2], a
scheme determining the clear channel assessment threshold
[3] and a scheme allocating channels to the APs [4] have
both been proposed. The trend in multi-AP coordination
includes reinforcement learning (RL)-based approaches [5],
which improves throughput by allocating different channels
to APs within the carrier sensing range of each AP.
However, not all APs are necessarily under the coordination
of a central agent when an AP operated in a distributed manner
is placed in the proximity to the coordinated APs. If such
an uncoordinated AP is operated around the APs under the
coordination based on a learned control policy, a coordinator
may not be able to make a reasonable decision because most
RL-based methods exhibit a poor performance when an agent
is affected by a disturbance that is not experienced previously.
Focusing on an AP coordination scenarios as an example,
we propose incorporating a recent robust reinforcement learn-
ing framework called robust adversarial reinforcement learning
(RARL) [6]. In the proposed RARL-based AP coordination,
a coordinator learns a transmission policy whereas an unco-
ordinated AP with an intelligence termed as an adversarial
AP trains to disturb a coordinated AP by transmitting a
frame and thereby causing a frame collision. This competitive
training enables the coordinator to experience various frame
losses incurred by the uncoordinated AP, and through such
experiences, the coordinator assigns time slots so that the
frame losses can be avoided. Due to such various experiences,
this learned policy exhibits a desired performance without
relearning even if environment changes (e.g., an uncoordinated
AP is suddenly placed or the transmission probability of the
uncoordinated AP changes). To the best of our knowledge, no
prior studies have considered the use of RARL in the context
of enhancing the robustness about WLANs.
The main contribution of this paper is as follows: We pro-
pose an RL-based multi-AP coordination method that is robust
against even unexpected operations of uncoordinated APs,
which is based on the following two key ideas. First, we apply
RARL, where the central agent competitively learns a frame
transmission policy with an adversarial AP that learns a policy
to disturb a coordinated AP by causing frame collisions. By
experiencing such disturbances with the help of the adversarial
AP, the central agent can become robust to frame transmissions
of uncoordinated APs. However, only training the original
agent with the adversarial AP (i.e. straightforward application
of RARL) is not sufficient to encourage the original agent
to learn a robust policy. This is because the original agent
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Fig. 1: Overview of the proposed scheme.
needs to predict and oppose the actions of the adversarial
agent although the original agent does not obtain sufficient
information about the tendency of the actions. Hence, to
inform the original agent of the action preference of the
adversary and thereby to encourage the robustness of the
policy, the second idea is to utilize a history of frame losses
of the typical AP and to design a reward that depends on a
set of actions of both agents.
The rest of this paper is constructed as follows. Section II
describes our system model. Section III describes both the pro-
posed and the competing algorithms. Section IV presents the
simulation evaluations of the proposed scheme in comparison
to the other schemes. Section VI provides some concluding
remarks regarding this paper.
II. SYSTEM MODEL
The system model is shown in Fig. 1(a). Assume that there
are coordinated N basic service sets (BSSs), and for the ease
of explanation, each of them consists of an AP and a station
(STA) with only downlink traffic. Note that this assumption
can be easily extended to multiple STA scenario. These BSSs
perform coordinated time-division resource assignment in the
same frequency band in periods for multi-AP coordination,
which is under discussion for 802.11be standard [1]. In this
paper, the unit of resource assignment is called as a slot as
shown in Fig.2. AP 0 (called the protagonist) is a typical and
intelligent agent. The other APs (called extras) share infor-
mation on their transmission schedules with the protagonist.
AP 1 (called the outsider) is an uncoordinated AP, i.e., it does
not share information on its transmission schedule with the
protagonist and thus can prevent successful frame transmis-
sions of the protagonist owing to the frame collision. Note
that we only consider slots for multi-AP coordination. In other
words, we already delete periods during which contention-
based procedures are needed as shown in Fig. 2.
The protagonist determines whether to transmit a frame,
as well as the transmission data rate, (i.e., a modulation and
coding scheme (MCS) index) according to the information on
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Fig. 2: Considered coordinated periods.
the transmission schedules of the extras. It is worth noting that,
because as all APs transmit under the same power, the signal-
to-interference-plus-noise ratio (SINR) at STA 0 decreases
under the condition in which some extras or an outsider are
transmitting a frame. Thus, the transmission of the protagonist
is not necessarily successful under such conditions. After the
protagonist finishes transmitting a frame, STA 0 immediately
sends an acknowledgment frame upon the successful repetition
of the transmitted frame [7], and thus, the protagonist knows
whether the frame transmission is successful.
III. ADVERSARIAL REINFORCEMENT LEARNING FOR
LEARNING ROBUST POLICY TO UNCOORDINATED AP
The objective of this study is to learn a robust policy
against APs that do not share the information on their trans-
mission schedules. To this end, we propose an RARL-based
scheme. The overview of this scheme is shown in Fig. 1. In
the proposed scheme, the protagonist learns the transmission
policy along with a hypothetical adversarial AP (called the
adversary) regarding the training process. The adversarial
AP learns a transmission policy that effectively disturbs the
frame transmission of the protagonist. The protagonist learns
a countermeasure policy and becomes robust to the disturbance
from the adversarial AP. Thus, the protagonist is expected to
exhibit robustness to uncoordinated APs under the test scenario
because the protagonist has experienced a more intelligent dis-
turbance from the adversarial AP under the training scenario.
A. Markov Game for Jointly Learning Transmission Policy of
Protagonist and Adversarial AP
Under the training scenario, we consider an adversarial
setting in which the protagonist and adversary compete, which
is expressed as a two-player γ discounted zero-sum Markov
game [8], [9]. This Markov game can be expressed as the
tuple (S,A0,A1, T , r, γ, P ), where S denotes the state space,
A0 denotes the set of possible actions of the protagonist,
A1 denotes the set of possible actions of the adversary,
T : S ×A0 ×A1 × S → R denotes the transition probability
to the next state, r : S × A0 × A1 → R is the reward of
both players, γ is the discount factor, and P is the initial state
distribution.
The protagonist and adversary observe the same state at each
learning step. The state comprises the following two parts: (1)
the frame transmission states of the extras and (2) the last X
step histories of the transmissions of the protagonist and the
adversary. Thus, the state space is given as follows:
S := S2 × S3 × · · · × SN × Shistory. (1)
Here, Si (i = 2, 3, · · ·N − 1) is given as follows:
Si := {−1, 1}, (2)
where −1 and 1 donote AP i that do not and do transmit,
respectivery. In addition, Shistory is given as follows:
Shistory := { (x1, x2, x3) | x1, x2, x3 ∈ N0
∧ x1 + x2 + x3 = X }, (3)
where N0 is non negative integer, and x1, x2, and x3 are the
numbers of steps at which the agents take the corresponding
actions during the last X steps. In particular, x1 is the
number of steps during which both agents transmit, x2 is the
number of steps during which the protagonist transmits and the
adversary does not, and x3 is the number of steps at which
the protagonist does not transmit regardless of the adversary’s
action.
At each step, the protagonist decides whether to transmit
and if so, it selects an MCS index. Thus, the action space of
the protagonist is given as follows:
A0 := {−1} ∩M, (4)
where M denotes a set of MCS indexes and −1 denotes an
action in which no frames are transmitted. A set of MCS
indexes is given as M = {0, 1, . . . ,M}, and the respective
number denotes which MCS index the protagonist selects
when transmitting a frame. The adversary decides whether to
transmit. The action space of the adversary is given as follows:
A1 := {−1, 1}, (5)
where −1 and 1 denote the action of not transmitting any
frames and that of transmitting a frame, respectively. The pro-
tagonist’s reward r consists of the following two components
and is given as follows:
r := r1 + r2, (6)
where r1 is the amount of data of the successful transmission
of the protagonist, and r2 is the additional reward given
if the protagonist can expect the frame transmission of the
adversarial AP and is determined as follows:
r2 :=

c, a0 = −1 ∧ a1 = −1;
−c, a0 = −1 ∧ a1 = 1;
0, a0 6= −1,
(7)
where a0 ∈ A0 denotes an action of the protagonist, a1 ∈ A1
denotes an action of the adversary, and c is a positive constant
number. This additional reward r2 encourages the adversary
to take various actions. Because r depends on the action of an
uncoordinated AP, the protagonist is expected to learn a policy
that also avoids a collision with an uncoordinated AP during
the test scenario. In contrast, the adversary’s reward r′ is a sign
inversion of r, where the adversary learns the transmission
policy that minimizes the reward of the protagonist.
B. Learning Algorithm
The protagonist and adversarial AP learn policies alternately
during the training scenario. First, the protagonist updates
its policy, whereas the adversary fixes its policy. Next, the
protagonist’s policy is held constant, and the adversary updates
its policy. This process is iterated until the Niterth step is
completed.
Algorithm 1 shows the learning procedure. The part of
the initial state that depends on the last X step histories
of the transmissions of the protagonist and the adversary
s0,history ∈ Shistory is sampled from a uniformly random
distribution. During each iteration, we carry out a two-step
(alternating) optimization procedure and optimize the action
value function of the protagonist Qpi0 (s, a). The action value
function Q(s, a) is defined as the value of taking action a
under state s based on policy pi as follows:
Qpi(s, a) = Epi
[ ∞∑
t=0
γtrt+1
∣∣∣∣∣ s0 = s, a0 = a
]
. (8)
First, for N0 iterations, the action value function of the
adversary Qpi1 (s, a) is held constant, whereas the action value
function of the protagonist Qpi0 (s, a) is optimized to maximize
the following:
R = E
[ ∞∑
k=0
γkrk
]
, (9)
where rk denotes a reward in which the protagonist observes
k steps later. At each step, the protagonist updates its action
value function based on the Q-learning method [10],
Qpi0 (s, a)← Qpi0 (s, a) + α[r + γ max
a∈A0
Qpi0 (s
′, a)−Qpi0 (s, a)].
(10)
For the second step, the action value function of the protag-
onist is held constant for the next N1 iterations. To minimize
R, the adversary updates its action value function as follows:
Qpi1 (s, a)← Qpi1 (s, a) + α[−r + γ max
a∈A1
Qpi1 (s
′, a)−Qpi1 (s, a)].
(11)
Algorithm 1 Adversarial reinforcement learning for learning
policy robust to uncoordinated AP
Input: Environment E
1: Initialize: Qpi0 , Qpi1 and the initial state s0
2: for i = 1, 2, . . . , Niter do
3: for j = 1, 2, . . . , N0 do
4: Choose transmission rate a0 based on Qpi0 (s, a)
5: Choose to transmit or not a1 based on Qpi1 (s, a)
6: Observe transmission success and reward r
7: Store a set of actions as history
8: Observe next state s′
9: Update Qpi0 (s, a) and s← s′
10: end for
11: for j = 1, 2, . . . , N1 do
12: Choose transmission rate a0 based on Qpi0 (s, a)
13: Choose to transmit or not a1 based on Qpi1 (s, a)
14: Observe transmission success and reward r
15: Store a set of the actions as history
16: Observe next state s′
17: Update Qpi1 (s, a) and s← s′
18: end for
19: end for
This alternating procedure is repeated for Niter iterations.
The protagonist takes stochastic actions according to soft-
max action selection rules [10] when the agents choose actions
from the action value functions. According to the softmax
action selection, the agents choose actions with the following
probability:
eQ(b)/τ∑n
b−1 eQ(b)/τ
, (12)
where τ is a positive parameter called the temperature, and
Q(a) is an action value function.
IV. SIMULATION EVALUATION
A. Simulation Settings
In this section, we confirm the effect of the proposed scheme
on the sum of the throughputs of the outsider and the protag-
onist and on the transmission probability of the protagonist.
To make it easier to understand this effect, we compare our
proposed scheme with the following two baselines:
• Oracle scheme
The protagonist can obtain information on the transmis-
sion schedules of all APs including the outsider. The
throughput in this baseline is the upper limit.
• Without an adversarial RL scheme
The protagonist learns a policy without an adversary and
transmits regardless of collisions against the transmission
of the outsider.
TABLE I: Simulation parameters.
Parameters Values
Number of the extras N 2
Number of the training iteration Niter 100, 000
Slot number of the protagonist’s training at a iteration N0 100
Slot number of the adversary’s training at a iteration N1 100
Number of stored slots X 20
Learning rate α 0.1
Discount factor γ 0.9
Temperature in training τ1 5
Temperature in test τ2 0.1
The simulation parameters are shown in Table I. A set of
MCS indexes from which the protagonist can select is given
as follows:
M = {1, 2, 3}, (13)
where 1 denotes a transmission at 1 Mbit/slot, 2 denotes a
transmission at 2 Mbit/slot, and 3 denotes a transmission at
3 Mbit/slot. To improve readability, we omit index 0. The
transmission rate of the outsider is held 3 Mbit/slot. We assume
that the positions of all APs are fixed so that the levels
at which the transmissions of each AP interfere with the
transmissions of the protagonist are fixed, respectively. In the
training process, by selecting the suitable transmission rate
according to the interference levels from extras, the protagonist
learns a policy that avoids frame collisions with the extras.
In the proposed scheme, the protagonist and adversary learn
alternately every 100 time slots under the training scenario.
B. Results and Discussions
The relation between the transmission probability of the
outsider and the sum of the throughputs of the protagonist
and outsider is shown in Fig. 3. As shown in the figure, when
the transmission probability of the outsider is high, in terms
of the sum of the throughputs, the protagonist learning with
the adversary under the training scenario is superior to the one
that learns a policy only in a completely cooperative setting.
However, when the transmission probability of the outsider is
low, the proposed scheme is inferior.
According to Fig. 3, by using the proposed scheme, the
protagonist maintains the performance with arbitrary trans-
mission probabilities of the outsider. This is because the
protagonist changes its transmission probability according
to the transmission probability of the outsider, which the
protagonist cannot observe, as shown in Fig. 4. In this sense,
the protagonist learns a policy that is robust to changes in the
outsider’s transmission probability. By contrast, if the protag-
onist learns a policy without competing with its adversaries,
the throughput is decreased significantly when the outsider
frequently transmits. This means that the protagonist that does
not consider uncoordinated APs is vulnerable to a change in
the transmission probability of the outsider.
However, the protagonist using the proposed scheme does
not improve the sum of the throughputs compared to without
an adversarial RL scheme when the outsider rarely transmits.
0.0 0.2 0.4 0.6 0.8 1.0
Transmission probability of the outsider
0
1
2
3
Su
m
 o
f t
he
 th
ro
ug
hp
ut
s o
f
th
e 
pr
ot
ag
on
is
t a
nd
 o
ut
si
de
r (
M
bi
t/s
lo
t)
Proposed
Oracle
w/o Adversarial RL (RL in cooperative setting)
Fig. 3: Sum of throughputs of the protagonist and adversary.
This is because the adversary prefers severe situations for the
protagonist under the training scenario, the adversary tends to
transmit a frame to disturb the transmission of the protagonist.
The protagonist has not experienced a condition in which
the channel is not crowded with an unexpected transmission,
and finishes the training before learning a sufficient amount
under such a condition. Therefore, even if the protagonist
does not lose frames during recent slots and predicts that the
transmission probability of the outsider is low, the protagonist
does not increase the transmission probability.
By contrast, the protagonist that determines the actions in
accordance with the policy learned without an adversarial RL
scheme is unafraid to lose its frames by a collision with the
outsiders’ frames. As a result, the transmission probability is
almost 100% regardless of the outsider, as shown in Fig. 4.
When the outsider seldom transmits, the sum of the throughput
is higher than that of the proposed scheme.
As shown in Fig. 4, these probabilities have a negative
correlation when the proposed scheme or an oracle scheme
is adopted, whereas the probability of the protagonist takes a
constant value when a scheme without an adversarial RL is
adopted. Besides, the protagonist using the proposed scheme
may try to change its transmission probability to follow the
line-showing oracle scheme. However, when the probability of
the outsider is low, the line of the proposed scheme deviates,
the reason for which is expected to be the same as described
above. The protagonist has not experienced an uncrowded
channel owing to the preference of the adversary.
V. CONCLUSION
In this study, we presented an RARL-based multi-AP co-
ordination that is robust against even unexpected decentral-
ized operations of uncoordinated APs. To develop a robust
transmission policy for such an uncoordinated AP, an agent,
called the protagonist, learns through competition with a
hypothetical adversarial agent during a training scenario. It
is worth noting that we utilized a history of a set of actions of
both agents, and designed a reward that depends on this set to
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Fig. 4: Transmission probability.
promote moderate competition and encourage the robustness
of the policy. The simulation results indicate that our proposed
scheme leads to an improvement in the minimum sum of
throughputs of the protagonist and outsider. However, with
few transmission probabilities of the outsider, the sum of the
throughputs does not improve; therefore, learning a policy in
a severe environment that was made by the adversary leads to
a more robust policy as the worst case under this scenario.
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