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Abstract
We consider the problem of estimating a function of the mean vector in multivariate anal-
ysis. It is shown that two naive estimators turn out to be biased. Using a generalized jackknife
procedure we construct an unbiased estimator of this function as a reasonable alternative.
Variances of the three estimators are calculated for the general and the normal case.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Suppose we have p variables X1, X2, . . . , Xp with n observations taken on each
of the variables. The corresponding n× p data matrix will be denoted by X = (Xij ).
Then the arithmetic mean of the jth variable is given by
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x¯j = 1
n
n∑
i=1
Xij , j = 1, . . . , p.
The resulting p-vector of means is
x¯ = (x¯1, x¯2, . . . , x¯p)′,
which alternatively can be written as
x¯ = 1
n
X′1n , (1.1)
where 1n is the n-vector of ones.
In statistical practice, occasionally the data are transformed. Then the problem
arises whether one should first calculate the arithmetic mean and transform after-
wards or proceed just the other way round. When the transformation is given as a
function f : Rp → R, we have to compare f (x¯) and 1
n
∑n
i=1 f (xi ), where x′i de-
notes the ith row of X, i = 1, . . . , n. We assume that the vectors xi are uncorrelated.
If the function f can be written as
f (x) = a0 + a′x + x′Ax, (1.2)
where a0 is a constant, a is a p-vector, and A is a symmetric matrix of type p × p,
in [2] the problem is addressed under which conditions
f (x¯) = 1
n
n∑
i=1
f (xi ).
It is shown there that equality holds if and only if
tr AX′HX = 0,
where H = In − 1n1n1′n.
In the following we are interested in the estimation of f () on the basis of f (x¯)
and 1
n
∑n
i=1 f (xi ), where both statistics are now allowed to be different.
In univariate statistics functions of the type (1.2) occur when transformations of
parameters have to be estimated. For instance, let Z1, Z2, . . . , Zn be a sample from a
Bernoulli distribution with parameter θ, 0  θ  1. Suppose we wish to estimate the
transformed parameter τ(θ) = θ2 (see [11, p. 655]). Then a reasonable choice for the
function f should be f (z) = z2, since Z¯ = 1
n
∑N
i=1 Zi is a reliable estimator for θ .
Then f (Z¯) = Z¯2 and 1
n
∑n
i=1 f (Zi) = 1n
∑n
i=1 Z2i compete as possible estimators
of θ2.
Moreover, when τ(θ) is a sufficiently smooth function of θ , by Taylor’s theorem
in good approximation τ(θ) can be written as a second degree polynomial in θ . Let
now Z¯ be the mean of a random sample Z1, . . . , Zn, where E(Z¯) = θ . If we estimate
τ(θ), the second-order approximation then gives
τ(z¯) ≈ τ(θ)+ τ ′(θ)(z¯− θ)+ 1
2
τ ′′(θ)(z¯− θ)2.
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Hence a good choice of the function f seems to be f (z) = a0 + a1z+ a2z2 with
some suitably chosen constants a0, a1 and a2.
For further applications of our approach in a multivariate setting we refer to [8,9],
where, however, a normal distribution is assumed.
If E(xi ) =  and Cov(xi ) = , i = 1, . . . , n, it is seen that
E(f (x¯)) = a0 + a′+ ′A+ 1
n
tr A (1.3)
and
E
(
1
n
n∑
i=1
f (xi )
)
= a0 + a′+ ′A+ tr A (1.4)
(cf. [12, p. 13]).
Hence, both f (x¯) and 1
n
∑n
i=1 f (xi ) are biased estimators for f () = a0 + a′+
′A. It seems that f (x¯), being asymptotically unbiased, is the better choice. This
will be confirmed subsequently when we calculate the variances of both estimators.
Moreover we will introduce a third estimator, resulting from a jackknife procedure,
which turns out to be unbiased.
2. General results
In the following we are interested in estimating f () = a0 + a′+ ′A. To
facilitate notation let us write T1 = f (x¯) and T2 = 1n
∑n
i=1 f (xi ). From (1.3) and
(1.4) we see that the bias terms of T1 and T2 with respect to f () are given by
b(T1, f ()) = 1n tr A and b(T2, f ()) = tr A, respectively. Hence R = b(T1,
f ())/b(T2, f ()) = 1n does not depend on unknown quantities. This permits to
consider the generalized jackknife estimator
T3 = 11 − R(T1 − R T2),
which is unbiased for f () (cf. [3, p. 2]). Some simple calculations show that
T3 = 1
n− 1 (n T1 − T2),
which alternatively can be written as
T3 = a0 + a′x¯ + 1
n(n− 1)
∑
i /=k
x′iAxk.
Consider again the example of estimation of τ(θ) = θ2 from Section 1, when the
sample Z1, . . . , Zn comes from a Bernoulli distribution. Then T1 = Z¯2, T2 =
1
n
∑n
i=1 Z2i and T3 = 1n−1
(
nZ¯2 − 1
n
∑n
i=1 Z2i
)
.
As Z2i = Zi for all Zi , we obtain T3 = 1n(n−1)T (T − 1), where T =
∑n
i=1 Zi .
Since T3, being unbiased, depends on the complete sufficient statistic T for θ , T3 is
a UMVU-estimator for τ(θ) = θ2.
90 E. Frauendorf et al. / Linear Algebra and its Applications 410 (2005) 87–95
Let us now have a look at estimating τ(µ) = 1/µ, where µ is the mean of a ran-
dom variable Z with corresponding sample Z1, . . . , Zn. Using a first-order approx-
imation, Casella and Berger [1, p. 330] advocate using the estimator 1/Z¯. In our
approach, we prefer a second-order approximation which yields the generalized
jackknife estimator T3 = 1n−1 (n/Z¯ − 1n
∑n
i=1 1/Zi).
The preceding problem can be generalized to the case when the ratio of two means
has to be estimated. Suppose that we have a bivariate sample (Y1, Z1), . . . , (Yn, Zn)
from (Y, Z), where E(Y ) = ν and E(Z) = µ, and the parameter function of interest
is τ(ν, µ) = ν/µ, see Casella and Berger [1, p. 330]. Then f (y, z) = y/z, and we
obtain T1 = Y¯ /Z¯, T2 = 1n
∑n
i=1 Yi/Zi and T3 = 1n−1 (nY¯ /Z¯ − 1n
∑n
i=1 Yi/Zi), the
latter resulting from our generalized jackknife approach.
For a further application in sampling theory we refer to Raj [10, p. 235, Exercise
35].
To calculate the variances of the three estimators introduced above we need a
unified representation. Using (1.1), we see that
T1 = a0 + 1
n
a′X′1n + 1
n2
1′nXAX′1n
= a0 + 1
n
a′X′1n + 1
n2
tr1n1′nXAX′.
When writing y = vec X′, we can then represent T1 as (cf. Section 2.4 in [6])
T1 = a0 + f ′y + y′F1y,
where f = 1
n
1n ⊗ a, F1 = 1n2 1n1′n ⊗ A, and ⊗ denotes the Kronecker product.
Similarly it follows that
T2 = a0 + f ′y + y′F2y,
where F2 = 1n In ⊗ A, and
T3 = a0 + f ′y + y′F3y ,
where F3 = − 1n(n−1)L ⊗ A with L = In − 1n1′n.
To evaluate the performance of the estimators Tl , l = 1, 2, 3, we wish to calculate
their variances. For this we employ the following lemma [4, Section 4].
Lemma 1. Let  be a random vector with existing moments E() = 0, E(′) = V,
E(⊗ ′) =  and E(′ ⊗ ′) = . Moreover, suppose that u = g + , where
g is nonstochastic. Then for nonstochastic vector b and nonstochastic symmetric
matrix B we have
Var(b′u + u′Bu) = 4g′BVBg + 4 tr(g′B ⊗ B)
+ tr(B ⊗ B)+ 4b′VBg
+2 tr(b′ ⊗ B)+ b′Vb − (tr BV)2.
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To apply Lemma 1 put z = y − E(y). Then E(z) = 0 and V∗ = E(zz′) = Cov(y) =
In ⊗ . Furthermore define g∗ = E(y) = 1n ⊗ .
We assume that ∗ = E(z ⊗ zz′) and ∗ = E(zz′ ⊗ zz′) exist. Before we derive
the variances of the estimators, we state some identities which can be easily proved:
tr F1V∗ = 1
n
tr A,
tr F2V∗ = tr A,
tr F3V∗ = 0,
F1V∗F1 = 1
n3
1n1′n ⊗ AA,
F2V∗F2 = 1
n2
In ⊗ AA,
F3V∗F3 = 1
n2(n− 1)2 [In + (n− 2) 1n1
′
n] ⊗ AA,
F1 ⊗ F1 = 1
n4
1n1′n ⊗ A ⊗ 1n1′n ⊗ A,
F2 ⊗ F2 = 1
n2
In ⊗ A ⊗ In ⊗ A,
F3 ⊗ F3 = 1
n2(n− 1)2 L ⊗ A ⊗ L ⊗ A,
f ′V∗f = 1
n
a′a.
The following identities hold for l = 1, 2, 3:
f ′V∗Fl g∗ =
1
n
a′A,
g′∗Fl V∗Fl g∗ =
1
n
′AA.
Furthermore we have
g′∗F1 ⊗ F1 =
1
n3
1′n ⊗ ′A ⊗ 1n1′n ⊗ A,
g′∗F2 ⊗ F2 =
1
n2
1′n ⊗ ′A ⊗ In ⊗ A,
g′∗F3 ⊗ F3 = −
1
n2(n− 1)1
′
n ⊗ ′A ⊗ L ⊗ A,
f ′ ⊗ F1 = 1
n3
1′n ⊗ a′ ⊗ 1n1′n ⊗ A,
f ′ ⊗ F2 = 1
n2
1′n ⊗ a′ ⊗ In ⊗ A,
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f ′ ⊗ F3 = − 1
n2(n− 1)1n ⊗ a
′ ⊗ L ⊗ A.
From Lemma 1 it follows that for l = 1, 2, 3:
Var(Tl) =Var(f ′y + y′Fly)
= 4g′∗FlV∗Flg∗ + 4 tr(g′∗Fl ⊗ Fl )∗
+ tr(Fl ⊗ Fl )∗ + 4f ′V∗Flg∗ + 2 tr(f ′ ⊗ Fl )∗
+ f ′V∗f − (tr FlV∗)2.
The preceding calculations show that the variances of the Tl have a common term,
viz.
γ = 1
n
(2A+ a)′(2A+ a)  0.
As an intermediate result we may state
Var(T1) = 4 tr(g′∗F1 ⊗ F1)∗ + tr(F1 ⊗ F1)∗
+ 2 tr(f ′ ⊗ F1)∗ − 1
n2
(tr A)2 + γ,
Var(T2) = 4 tr(g′∗F2 ⊗ F2)∗ + tr(F2 ⊗ F2)∗
+ 2 tr(f ′ ⊗ F2)∗ − (tr A)2 + γ,
Var(T3) = 4 tr(g′∗F3 ⊗ F3)∗ + tr(F3 ⊗ F3)∗
+ 2 tr(f ′ ⊗ F3)∗ + γ.
According to the assumption on the rows of the matrix X the random p-vectors
zi , i = 1, . . . , n, occurring in the vector z = (z′1, . . . , z′n)′ are mutually uncorrelated.
From the preceding derivations it is clear that E(zi ) = 0 and Cov(zi ) = E(ziz′i ) = ,
i = 1, . . . , n. In accordance with Lemma 1 let now
 = E(zi ⊗ ziz′i )
and
 = E(ziz′i ⊗ ziz′i ).
Our next result connects the starred and the unstarred matrices and∗, and∗.
Lemma 2
(i) ∗ = (In ⊗ Kpn ⊗ Ip)(G ⊗),
where G = (E11, . . . ,Enn)′, Eii = eie′i , with ei being the ith member of the
canonical basis in Rn, and Kpn = Kp,n is the commutation matrix of type pn×
pn.
(ii) ∗ = (In2p2 + Knp,np)(In ⊗ ⊗ In ⊗ )
+[vec(In ⊗ )][vec(In ⊗ )]′ + (In ⊗ Kpn ⊗ Ip)
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· {K˜nn ⊗ [− (vec)(vec)′ − (Ip2 + Kpp)(⊗ )]}
· (In ⊗ Knp ⊗ Ip),
where Knp,np is the commutation matrix of type n2p2 × n2p2,Kpn = Kp,n and
K˜nn =∑ni=1(Eii ⊗ Eii ).
Proof. See [7].
Using Lemma 2(i) we obtain the following identities:
tr(g′∗F1 ⊗ F1)∗ =
1
n2
tr(′A ⊗ A),
tr(g′∗F2 ⊗ F2)∗ =
1
n
tr(′A ⊗ A),
tr(g′∗F3 ⊗ F3)∗ = 0,
tr(f ′ ⊗ F1)∗ = 1
n2
tr(a′ ⊗ A),
tr(f ′ ⊗ F2)∗ = 1
n
tr(a′ ⊗ A),
tr(f ′ ⊗ F3)∗ = 0.
To facilitate notation put now
α = (tr A)2,
β = tr(A)2.
Then we further obtain from Lemma 2(ii)
tr(F1 ⊗ F1)∗ = n− 1
n3
(α + 2β)+ 1
n3
tr(A ⊗ A),
tr(F2 ⊗ F2)∗ = n− 1
n
α + 1
n
tr(A ⊗ A),
tr(F3 ⊗ F3)∗ = 2
n(n− 1)β.
Now we summarize our derivations.
Theorem 1. With the assumptions from above we have
(i) Var(T1) = 1n2 [4 tr(′A ⊗ A)+ 2 tr(a′ ⊗ A)+ 1n tr(A ⊗ A)+ 2n−1n β − αn ]+ γ .
(ii) Var (T2) = 1n [4 tr(′A ⊗ A)+ 2 tr(a′ ⊗ A)+ tr(A ⊗ A)− α] + γ .
(iii) Var(T3) = 2n(n−1)β + γ .
Proof. The proof is immediate from the preceding results. 
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When comparing variances, from the preceding result we conclude that none of
the estimators can be preferred. This will change when we assume normality.
3. The normal case
Let us now assume that y = vec X′ is multinormally distributed with E(y) = g∗ =
1n ⊗  and Cov(y) = V∗ = In ⊗ . Furthermore we have  = N = 0 and  =
N = (Ip2 +Kpp)(⊗ )+ (vec)(vec)′ (cf. [5, Theorem 4.3, (iv)]). As a con-
sequence of Lemma 2 we get
∗ = 0
and
∗ = (In2p2 + Knp,np)(In ⊗ ⊗ In ⊗ )+ [vec(In ⊗ )][vec(In ⊗ )]′.
It is interesting to note that
∗ = N∗ + (In ⊗ Kpn ⊗ Ip){K˜nn ⊗ (−N)}(In ⊗ Knp ⊗ Ip).
Some straightforward calculations show that
tr(A ⊗ A)N = α + 2β.
Theorem 1 then yields
Theorem 2. Let y = vec X′ ∼ N(1n ⊗ , In ⊗ ), then
(i) var(T1) = 2n2 β + γ,
(ii) var(T2) = 2nβ + γ,
(iii) var(T3) = 2n(n−1)β + γ,
where β = tr(A)2 and γ = 1
n
(2A+ a)′ (2A+ a).
From this result we can easily derive the mean square errors MSE(Tl) = E[(Tl −
E(Tl))
2] = var(Tl)+ [b(Tl, f ())]2, l = 1, 2, 3 of the three estimators.
Corollary 1
MSE(T1) = α + 2β
n2
+ γ,
MSE(T2) = 2
n
β + γ + α,
MSE(T3) = var(T3) = 2
n(n− 1)β + γ,
where α = (tr A)2, β = tr(A)2 and γ = 1
n
(2A+ a)′(2A+ a).
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It is obvious that T3 can be viewed to be the best among the three estimators, when
normality is assumed. Being unbiased, T3 has only slightly larger variance than T1.
The biased alternative T2 cannot be recommended, whereas T1 for larger sample size
will not perform too badly.
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