Abstract. The dynamical Borel-Cantelli lemma for some interval maps is considered. For expanding maps whose derivative has bounded variation, any sequence of intervals satisfies the dynamical Borel-Cantelli lemma. If a map has an indifferent fixed point, then the dynamical Borel-Cantelli lemma does not hold even in the case that the map has a finite absolutely continuous invariant measure and summable decay of correlations.
1. Introduction. Let (X, µ) be a probability space and B n be a sequence of subsets of X. There are two kinds of classical Borel-Cantelli lemmas: The first lemma is that if µ(B n ) < ∞, then for almost every x there are finitely many n's such that x ∈ B n . The second one is that if µ(B i ) = ∞ and B n 's are independent, then for almost every x there are infinitely many n's such that x ∈ B n . Let T be a µ preserving transformation on X and A n be a sequence of subsets in X with µ(A n ) = ∞. If we put B n = T −n A n and B n 's are independent, then by the second Borel-Cantelli lemma T n x ∈ A n for infinitely many n's. Assume that A n is a sequence of subsets of X with µ(A n ) = ∞. A sequence of subsets A n ⊂ X is called a Borel-Cantelli (BC) 1 sequence if for µ-almost every x ∈ X there are infinitely many n's such that T n x ∈ A n . Let S N (x) be the number of positive integers 1 ≤ n ≤ N such that T n (x) ∈ A n , i.e.,
where 1 An (x) is the indicator of the set A n . We set
We call a sequence of subsets A n ⊂ X a strongly Borel-Cantelli (SBC) sequence if
for almost all x ∈ X. Chernov and Kleinbock later showed that every sequence of various shapes of balls are SBC for an Anosov diffeomorphism [3] . See [4] for partially hyperbolic systems.
We extend the definition of SBC sequences for sequences of nonnegative functions: for a sequence of nonnegative functions f n on X, put
and
We call the sequence of nonnegative functions f n on X a strongly Borel-Cantelli (SBC) sequence if lim
for almost every x. A sequence of subsets A n is SBC if and only if the indicator function 1 An (x) is SBC. The following lemma is an important tool for the proof.
Lemma 1.1 ([14]
). Let (Ω, µ) be a measure space, let f k (ω) (k = 1, 2, . . . ) be a sequence of nonnegative µ-measurable functions, and letf k , ϕ k be sequences of real numbers such that
for almost all ω ∈ Ω, where ε > 0 is arbitrary and Φ(n) = 1≤k≤n ϕ k .
In this paper expanding maps on the interval are considered. For expanding maps whose derivative has bounded variation, every sequence of intervals satisfies the dynamical Borel-Cantelli lemma. When a map is not uniformly expanding, the dynamical Borel-Cantelli lemma does not hold for sequences of intervals in general, even in the case that the map has a finite absolutely continuous invariant measure and summable decay of correlations.
In Section 2 we consider the class of piecewise monotone transformations on the interval. In Section 3 and 4 we apply the theorem in previous sections to nonuniformly expanding maps.
2. Uniformly expanding maps. In this section we consider piecewise expanding maps on the unit interval X = [0, 1).
be a countable family of closed intervals with disjoint interiors such that ∪I i = X. Let U = ∪ (a i , b i ) and S = X \ U . We assume that T is differentiable on each (a i , b i ). T is called piecewise expanding if |T (x)| ≥ α > 1. The Perron-Frobenius operator is defined as
We assume that T has a unique absolutely continuous invariant measure dµ = hdx and the dynamical system (T, µ) is weakly mixing.
Let BV (X) be the set of bounded variation functions over X endowed with the norm f BV = X f + f 1 , where X f denotes the variation of a function f . Rychlik [13] (see also [6] ) showed that if T is piecewise expanding and g is of bounded variation, then there exist a positive constant C 0 and a constant 0 < r < 1 such that for any f ∈ BV (X)
Thus there are r < 1 and C > 0 such that for all n ≥ 1 and all f ∈ L 1 (µ) and ψ ∈ BV (X),
where C = C 0 ( h + h ∞ ). See also [1] for a comprehensive reference.
Theorem 2.1. Let T be a piecewise expanding map with bounded variation g = 1/|T |. Assume that T has a uniquely absolutely continuous invariant measure dµ = hdx and h is bounded away from 0. If f n is a sequence of nonnegative functions with µ(f n ) = ∞ and f n BV < M for some M , then for almost every x
i.e., every sequence of uniformly bounded variation functions f n is SBC.
Proof. Let f n be a sequence of nonnegative functions on X with f n BV < M. Then for i < j,
By (1) for a positive constant D we have
Then by Lemma 1.1, we complete the proof.
Therefore, every sequence of intervals is SBC with respect to the invariant measure µ.
3. Borel-Cantelli lemma for induced transformations. Let µ be a probability measure on X and T : X → X be a µ-preserving transformation. For a measurable subset E ⊂ X with µ(E) > 0 and a point x ∈ E which returns to E under iteration by T , we define R E to be the first return time
Kac's lemma [9] states that
where the equality holds if T is ergodic. Let T E be the induced transformation of T on E, which is defined by
Then T E : E → E preserves µ. Note that if T is ergodic, then T E is also ergodic.
Theorem 3.1. Suppose that T is ergodic. Let f n be a sequence of nonnegative functions such that
If every subsequence f n k with µ(f n k ) = ∞ is SBC with respect to T E , then f n is SBC with respect to T .
Proof. By Birkhoff's ergodic theorem and Kac's lemma
for almost every x. Fix any ε with 0
Let g n = f n(1/µ(E)+ε) , where t is the smallest integer which is not less than t. Then since {f n } n is a decreasing sequence, n µ(g n ) = ∞. Thus {g n } n is SBC with respect to T E and
Let Q(n, x) =
and by (2) we have for n > N 0
Note that sup |f k | ≤ M . By dividing both sides by
. (4) By Lemma 5.1 in Appendix, if we put C = 1/µ(E) + ε and a n = µ(f n ), then for (3) and (5), the inequality (4) implies that
, a.e.
For the other direction, let r n = f n(1/µ(E)−ε) , where t is the largest integer which does not exceed t. Then n µ(r n ) = ∞. Thus {r n } n is also SBC with respect to T E and
By Lemma 5.1 in Appendix, if we put C = 1/µ(E) − ε and a n = µ(f n ), for
Since k µ(f k ) and k µ(r k ) diverge, by (6) and (7) we have lim sup
4.
A map with an indifferent fixed point. Let X = [0, 1) be the unit interval and T α : X → X be the transformation defined by
for 0 < α < 1. Then T α has an indifferent fixed point at x = 0 with T α (0) = 1. It is well known that T α has a finite absolutely continuous invariant measure µ with decreasing density function h(x) = dµ/dx. This map is related with intermittency [11] . Hu [7] showed that lim
for some constant c. Also we have µ((0, x)) ≈ x 1−α , i.e., there are positive constants C 1 and C 2 such that C 1 x 1−α < µ((0, x)) < C 2 x 1−α for small x [15] . See also [8] and [16] .
Proposition 4.1. Let A n be a decreasing sequence of intervals with n µ(A n ) = ∞. If 0 / ∈ ∩ nĀn , then A n is SBC with respect to T α and to the absolute continuous invariant measure µ.
Proof. Suppose that ∩ n A n contains an interval. Let (a, b) be the maximal interval contained in ∩ n A n . Then we can divide A n into three parts
) contain no intervals. By the Birkhoff ergodic theorem every sequence of an identical set is SBC, so the sequence of (a, b) is SBC and by Lemma 5.3 (i) we may assume that there is no interval in ∩ n A n .
Let E = [ 1 2 , 1) and T E be the induced map of T α on E. Then T E is a mixing piecewise expanding C 1 map with a countable partition and |T (x)| −1 is of bounded variation. Thus by Theorem 2.1, every sequence of intervals in E is SBC with respect to T E .
Put a 0 = 1, a 1 = 1 2 , and a k = (T α | [0,
T E k is a mixing piecewise expanding C 1 map with a countable partition and |T (x)| −1 is of bounded variation. Thus by Theorem 2.1, every sequence of intervals in E k is SBC with respect to T E k . Since 0 / ∈ ∩ nĀn , there is k such that A n ⊂ E k for all large n. By Theorem 3.1 A n is SBC with respect to T . Proposition 4.2. Put A n = [0, n 1/(α−1) ) for n > 1. Then A n is not BC with respect to T α and the absolute continuous invariant measure µ.
Assume that (T α ) n (x) ∈ A n for infinitely many n's for a given point x. Then the cardinality of J(x) is infinite or there is an integer N ≥ 0 such that (T α ) j (x) ∈ A j for all j ≥ N , which implies that (T α )
N (x) = 0 since T α is strictly increasing on each A n . Note that there are only countably many x's with (T α )
N (x) = 0 for some N . Let
i x ∈ A n for all i, 0 ≤ i ≤ n or there is with 0 ≤ < n such that (T α ) (x) ∈ B n and (T α ) i (x) ∈ A n for < i ≤ n. Hence we have
Since the invariant density function h(x) is decreasing, µ(B n ) is bounded by
and n µ(B n ) < ∞. Therefore, by the first Borel-Cantelli lemma, for only finitely many n's (T α ) n (x) ∈ B n+1 and the cardinality |J(x)| is finite for almost every x. Hence for almost every x, we have (T α ) n (x) ∈ A n for only finitely many n's. But
We introduce the SBC property with respect to Lebesgue measure in the following theorem.
Theorem 4.3. Let A n be a decreasing sequence in X with n λ(A n ) = ∞. Then A n is SBC with respect to T α and Lebesgue measure λ, in the sense that for almost every x
Proof. It is known [15] that h(x) is continuous on (0, 1].
First, assume that ∩ nĀn = {t}, t = 0. Then by Proposition 4.1 we have
n , i ≥ 0. Note that for each i the sequence {B (i) n } n is SBC with respect to λ. Then we have
and the unions are disjoint. Therefore, the number of n's such that (
Hence we have
By the Birkhoff ergodic theorem for almost every
Since µ is an absolutely continuous measure, we have
In [7] , Hu showed that there exist constants C 1 > 0 and such that for any m ≥ 0 and E ∈ ξ m and for any measurable set
where β = 1/α. See also [10] and [16] . Proof. Let E be an interval in X and F be a measurable set in [ 1 2 , 1). Then there are E 1 and E 2 in ξ m such that E 1 ⊂ E ⊂ E 2 and µ(E 2 \ E 1 ) ≤ C 0 m −β (see [16] ). By (8) we have
where C = C 0 + C 1 . Thus, we have
Hence, by Lemma 1.1 we have the proof for a sequence of intervals A n in [1/2, 1).
be a nonnegative decreasing sequence and C > 1. Then for any integer N > 0 we have
Proof. Put a 0 = a 1 for convenience. (i) Let f (n + t) = a n+1 for an integer n ≥ 0, 0 ≤ t < 1. Then we have CN −1 0 f (x)dx = 1≤n<CN a n . Let g(C(n+t)) = f (Cn) for an integer n ≥ 0, 0 ≤ t < 1. Then we have g(x) ≥ f (x) and CN 0 g(x)dx = C 0≤n<N a Cn .
(ii) Let f (n + t) = a n for an integer n ≥ 0, 0 ≤ t < 1. Then CN 0 f (x)dx = 0≤n<CN a n . Let g(C(n + t)) = f (C(n + 1)) for an integer n ≥ 0, 0 ≤ t < 1. Then g(x) ≤ f (x) and C(N −1) 0 g(x)dx = C 1≤n<N a Cn . Lemma 5.2. A n is SBC if and only if T −1 A n is SBC.
Proof. Let E N be the number of n's such that T n (x) ∈ A n , 1 ≤ n ≤ N and S N = N n=1 µ(A n ). Let E be the set of point such that E N /S N → 1. Then T −1 E is the set of point such that E N /S N → 1 for the sequence T −1 A n .
Lemma 5.3. (i) Let
A n and B n be SBC with A n ∩ B n = ∅. Then B n ∪ A n is SBC.
(ii) Let A n and B n be SBC with A n ⊂ B n . If N n=1 µ(A n ) < c N n=1 µ(B n ) for some constant 0 < c < 1, then B n \ A n is SBC.
Proof. Let E N and E N be the number of n's such that T n (x) ∈ A n , 1 ≤ n ≤ N and T n (x) ∈ B n , 1 ≤ n ≤ N respectively. Let S N = N n=1 µ(A n ) and S N = N n=1 µ(B n ). Then for every ε there is M such that if N > M E N S N − 1 < ε and E N S N − 1 < ε.
