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Let H be a real Hilbert space, A a linear operator in H and i’? a (not 
necessarily linear) mapping from H into H. The equation 
(1) u+ANu=f, 
for a given f in H, is known as a non-linear equation of Hammerstein type. 
The question of the solvability of equation (1) has been extensively studied 
employing different techniques. For example, if A is a bounded linear 
mapping and N satisfies some Lipschitz condition then contractive methods 
can be used. If A is compact, the Leray-Schauder theory of degree of 
a mapping is in order. It is also possible to treat (1) by variational methods 
if A and N satisfy adequate conditions. An interesting line of approach 
to treat (1) was started with the work of DOLPH and MINTY [5]. It consists 
in using the theory of monotone operators as developed by Browder, 
Minty and others. The important new feature is the possibility of handling 
the case when A is not compact without having to assume the rather 
strong hypothesis of a Lipschitz condition on N. In this new approach 
the mapping N is assumed to satisfy some kind of monotonicity condition. 
However, most of the work done so far has treated only the case of positive 
definite operator A. (see [5], [6], [8] and references therein). In our previous 
work [3], [6], the first jointly with F. E. Browder, we succeeded in relaxing 
the condition on the positiveness of A being able to allow compact pertur- 
bations of A. But we were unable to treat the case of a general indefinite 
operator A. In this note we treat this problem assuming that A splits 
in a certain way. Some of our results can be extended in a natural way 
to Banach spaces, but here we shall work in the setting of a Hilbert space 
for the sake of simplicity and to emphasize our method for attacking such 
problems. In Section 1, we consider the solvability of equation (1) under 
the assumption that N is strongly-monotone. In Section 2, we impose a 
stronger condition on A so that the condition on N can be correspondingly 
relaxed. Also in Section 2, we have a stronger version (Theorem 3) of a 
result of HESS [7] although we succeeded in proving it only in the Hilbert 
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space case. The Banach space case of Theorem 3 is unsolved and raises 
the interesting question of validity of Proposition 1 in Banach spaces. 
In Section 3, we construct a class of integral equations in ..&[O, l] to 
which our results apply. The motivation for this class of integral equations 
comes from ZAANEN [ll] (Ex. A, 5 9, Chapter 9 and other related results 
there). Finally, we would like to remark that our results are similar but 
more general than the ones announced by KOSCIKII [8] and LAVRENTIEV 
[9]. We are not aware of the techniques used by them. Here we use recent 
results on the theory of maximal monotone operators obtained by 
BROWDER [2], ROCKEFELLAR [lo]. 
SECTION 1 
Let H be a real Hilbert space and T: H --f 2H be a mapping from H 
to the collection 2H of all subsets of H. The set D(T)={x E HIT(x) #$} 
is called the eflective domain of T. The graph G(T) of T is the set of all 
[x, U] E H x H such that u E T(x) for x E D(T). A mapping T: H --f 2H is 
said to be monotone if, for all [x, 2~1, [y, V] in G(T), we have 
where (,) denotes the inner product in H. A mapping T: H + 2H is said 
to be maximal monotone if (i) T is monotone and (ii) if TI is another 
monotone mapping such that G(T) C G(Tl), then T = TI. A mapping 
T: H -+ 2H is said to be strongly-monotone if there is a constant (Y > 0 
such that 
(2) (u--2), x-y)>~lj~-yl/2 
for all [x, u], [y, V] in G(T). 
Next we define a notion of continuity for such mappings. Let us give 
the definition only for the case of single-valued mappings T: H + H with 
D(T)=H. A mapping T: H +- H is said to be demi-continuous if it is 
continuous from the norm topology of H to the weak topology of H. 
There is a weaker concept of continuity, namely, hemi-continuity, which 
in the case of monotone mappings happens to be equivalent to the concept 
of demi-continuity by a result of Kato (see [2]). 
Now we state our first theorem. 
THEOREM 1: Let H be a real Hilbert space, HI a closed subspace of H 
and Hz its orthogonal complement. Let N: H + H be a continuous (or 
bounded and demicontinuous) strongly monotone mapping and let a>0 be 
the constant of strong-monotonicity of N. Let Ai: D(&) + HB, D(Ar) C Ht 
be a closed linear maximal monotone mapping in Ht for i= 1, 2. Moreouer, 
assume that there is a constant m> 0 such that am> 1 and 
(3) b42u, u)>41ul12 
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for all u E D(Az). Then the equation 
(4) u+(AlPl-AzPz)Nu=f 
has exactly one solution in H, for each f in H. (Here Pi denotes the orthogonal 
projection of H onto Ht for i= 1, 2). 
PROOF : It suffices to prove that the equation 
(5) 
has a unique solution. Indeed, if f #O we take v = u - f and note that the 
mapping iV,: H + H defined by Nf(v) = N(v + f) is continuous (or bounded, 
and demicontinuous) and strongly monotone with the same constant a, 
and reduces equation (4) to an equation like (5) in v. 
The solvability of equation (5) is equivalent to the solvability of the 
system of equations 
(6) ~1 + AI PI N(ul+ uz) = o, 
(7) 
where u~EH~ for i=l,2. 
We first assert that for each fixed ui in HI there exists a unique 142 in 
Hz which solves (7). Indeed, it is very easy to see that the mapping 
S,, : Hz + HZ, defined by &,(~a) = P2N(u1 +uz), is demi-continuous and 
strongly monotone with constant by. So the mapping S,, is surjective 
on Hz ([2]) and has a Lipschitzian (single-valued) inverse, with Lipschitz 
constant l/a. Also, since A2 is maximal monotone and satisfies (3) we 
see that A:! is surjective on Hz ([2]) and has a Lipschitzian (single-valued) 
inverse with Lipschitz constant l/m. Hence (7) is equivalent to the equation 
(8) u2 = S,; A;’ 2~2. 
Since arm > 1, we see that equation (8) has a unique solution in HZ, by 
the contraction mapping principle. We, thus, define a mapping R : HI + Hz 
which associates to each ui E HI the unique element ua( = RUI) in Hz which 
solves (7). That is, we have 
(9) Rul - A2 P2 N(UI + Rul) = 0 
for each ui in HI. 
Next we prove 
LEMMA : The mapping R : HI + Hz defined above is continuous in the 
norm topologies under the conditions of Theorem 1. 
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PROOF OF LEMMA - CASE I: N continuous. 
By the strong-monotonicity of N, we have for ul, v1 E Hi, that 
~ll~ul-~v~/12~(N(~l+R~1)-N(v~+Rv1), Rul-RvI)+ 
(10) 
+ (N(vl+ RVI) - N(w + RvI), Rul- RvI). 
Using (9), it follows that the first term on the right side of (10) is equal to 
(11) (Az-1 RUI - A24 RVI, Rul- Rvl) Q ; ~[RuI- Rv#. 
Hence we get from (10) that 
and then the continuity of R at vi E HI follows from the continuity of N 
at VIEHI. . 
CASE II: N bounded and demicontinuous. 
We first observe from (12) by taking vi = 0 that the boundedness of N 
implies the boundedness of the mapping R. Now, again from the strong- 
monotonicity of N and the orthogonality of HI and Hz, we see that 
(13) 
( ~llu~-v~l12+~IIRu~-Rv~~~2~(N(~l+~~l)-~(~l+~v1), ul-vI)f 
i + W(UI + Rul) - N(vI+ RvI), Rul- RQ), 
which gives, using (ll), that 
(14) ~llU1-~1112+ ~~R~I-R~~~~~~(N(u~+RuI)-N(~~+R~~),u~-~I). 
This inequality immediately implies that the mapping R is continuous, 
since both N and R are bounded mappings. 
PROOF OF THEOREM 1 (completed): To finish the proof we have only 
to prove now that the equation 
(15) ul + AI PI N(u1 + Rul) = 0 
has a unique solution in HI. To prove this, we first observe from the above 
lemma that the mapping Tul =PlN(ul+ Rul) is demi-continuous. Next 
we prove that T is strongly-monotone. Indeed, we observe from (14) that 
for all ui, vi E HI. So equation (15) which can be written as ui+Ail’ui= 0 
has a solution in HI by a result of BROWDER-DEF’IGUEIREDO-GUPTA 
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([4], Theorem 1). We now prove that (15) has a unique solution. Let 
~1, 2ri in Hi be two solutions of (15); then from strong-monotonicity of T 
we have 
0 = (UI -WI + Al Tul -AI TQ, Tul - Twl) >,CX@I - ~~112, 
which implies ui=~i. The proof of theorem is complete. 
REMARK : Examining the above proof we see that the maximal mono- 
tonicity of AZ was used to assert that AZ is surjective. So one could replace 
the assumptions on AZ by either one of the following weaker conditions: 
(1) AZ-’ exists as a bounded linear operator defined on all of Hz with 
IIAz-llj = l/m or (ii) AS: II(A Hz is a closed linear maximal monotone 
operator with l]Azull >m/ul] for all u E II( 
SECTION 2 
In this section we show that the strong monotonicity condition on N 
can be somewhat relaxed at the expense of a stronger condition on Al. 
We assume that AI: HI -+ HI is a linear operator such that 
(16) (Au, 4 >cll-4 412 
for u E HI, where c is some positive constant. This condition is interesting 
because as observed by HESS [7], it is weaker than the angle-boundedness 
condition studied by AMANN and BROWDER-GUPTA (see [3]). 
THEOREM 2: Let H, Hi, Pt, i = 1, 2 be as in Theorem 1, section 1. Let 
N: H --f H be a monotone demi-continuous mapping satisfying the following 
conditions : 
(i) there exists ac > 0 such that 
(17) (N(ul+uz) -N(ul+vz), uz--2)>4lu2-~211~ 
for all u1 in HI and ~2, vz in HZ, 
(ii) there exists k> 0 such that 
(18) lIN(ul+ ~2) - N(vl + u2)ll s; Ellul - ~111 
for all UI, VI in HI and 9.~2 in Hz. Let AI: HI --f HI be a linear mapping 
satisfying inequality (16) above. Let A2 be as in Theorem 1. Then equation (4) 
has exactly one solution in H if 
(19) c(am- l)a>kam. 
In the proof of the above result we need Theorem 3 below, which in 
the Hilbert space case improves the Theorem of [7]. Let us, however, 
start with the following simple result which is needed in the proof of 
Theorem 3. 
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PROPOSITION 1: Let H be a real Hilbert space. Let To: D(To) -+ 2H be 
a maximal monotone mapping with the property that there exists a constant 
p>O such that 
(20) (u--2), x-Y)~Pllx-Yl12 
for u E To(x), v E To(y) and x, y E D(To). Let T: H -+ 2H be a mapping 
defined in the whole of H with the property that there exists a constant q > 0 
such that 
(21) (u-v, X-Y)>, -qllx-Yl12 
for all u E T(x), v E T(y) and x, y E H. Assume that T is upper-semi- 
continuous from every finite dimensional subspace of H to the weak topology 
of H (that is, for each x in H, the multivalued mapping Tz: H -+ 2Q defined 
by T&1=( x, u is upper semi-continuous on every finite dimensional sub- 1 
space of H). Then T-I- To is maximal monotone if p-q> 0. 
PROOF : From (21) it follows that T + qI, where I is the identity 
mapping in H, is monotone. Since it is defined on all of H and is upper 
semi-continuous from finite dimensional subspaces of H to the weak 
topology of H, it follows that it is maximal monotone ([2]). Hence the 
mapping S = To + T + qI is maximal monotone ([2] [lo]). Moreover, we have, 
(u-v, x-Y)>PllX-Yl12 
for u ES(Z), vES(y) and x, y in D(S)= D(To). Now we prove that the 
monotone mapping S-qI= To + T is actually maximal monotone. Let 
w, y be arbitrary points in H such that 
(u-qz-w, x-y)>0 
for u E S(x) and all x E D(S). Then 
(u--w, x-y)s=q(x, X-Y), 
which implies that 
(u-qy-w, s-y)>q(x-y, z-y)>O. 
Since S is maximal monotone it follows that qy+ w E S(y), and so 
w E (S-ql)(y) which implies that S-qI= To -t-T is maximal monotone. 
THEOREM 3: Let H be a real Hilbert space, l3: H + H a linear mapping 
such thut 
(22) (Bx, 2) >cllBxlp 
for all x in H and c a positive constant. Let N : H + H be a demi-continuous 
mapping such that 
(23) (Nx-Ny,x-y)> -~11x-yl12 
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for all x, y in H and k a positive constant. Assume that k CC. Then the 
equation 
(24) x+BNx=f 
has exactly one solution in H for each f in H. 
PROOF : As in the proof of Theorem 1 it suffices to prove that equation 
(24) has a unique solution when f = 0. We note from (22) that the multi- 
valued mapping B-1 : D( B-1) + 2H is maximal monotone and is such that 
(u, x) > c/]x//2 for u E B-l(x) and x E H. It then follows immediately from 
Proposition 1, above that B-1 + N is maximal monotone. On the other 
hand it follows from the fact that k <c, that B-1 + N is coercive i.e. 
lim (u, x)/llxl/ = 00 when llxll -+ co and u E B-l x + Nx. It then follows (e.g., 
from Theorem 7.3 [2]) that B-l+ N is surjective. So there exists x E H 
such that 0 E B-1 x + Nx which implies that x + BNx= 0. 
Let, now, x, y E H be such that x + BNx = 0, y + BNy = 0 and let u E B-lx 
and v E B-ly be such that u + Nx= 0, v+ Ny = 0. We then obtain, using 
(22) and (23), that 
o=(u-v, X-y)+(Nx-Ny, x-y)>(c-k)llx-y1/2, 
which implies that 2 = y (since k CC). This proves the uniqueness of a 
solution of (24) and the proof of the theorem is complete. 
PROOF OF THEOREM 2: This proof follows essentially the same lines 
of arguments as used in the proof of Theorem 1. We state here the necessary 
modifications to be made in that proof to get a proof of this theorem. 
I. The mapping R: HI + Hz satisfies the inequality 
(25) -l II% - Vlll, 
which follows from (12) and ( 18). 
II. For the mapping T, it follows from (13) and (9) that 
(Tul-Tvl, UI-VI)> -(AZ-‘Rul-AZ-lRvl, Rul-Rvl), 
which gives using (3) and (25) that 
(26) (TuI-Tvl, ul-VI)> -k2m-1 -2 pl- v#. 
III. The unique solvability of (4) there follows from Theorem 3 which 
we apply to the mappings AI and T in HI. This completes the proof of 
Theorem 2. 
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SECTION 3 
Let LZ [0, l] denote the Hilbert space of square integrable functions 
on [0, 11. Let {b} b e a sequence of orthonormal functions in Lz[O, l] 
with pairwise disjoint supports. (For an example of such a sequence see 
Example A, $9, Chapter 9 of ZAANEN [ll]). Let H be the closed subspace 
of Lz[O, l] spanned by the sequence {&I. Let {I,> be any given sequence 
of real numbers and let K(s, y) be defined on [0, l] x [0, l] by K(z, y) = 
= r, M@MY)- Ob serve that for each (2, y) in [0, l] x [0, l] at most one 
term of the series on the right is different from zero. Let A be the linear 
integral operator on Lz[O, l] having K(s, y) as its kernel function. Thus 
for f E: Lz[O, l] we have 
(Af)@) = [ KC? Y) f(Y) dY = 5 Uf9 br) 444. 
i-1 
We note that the domain D(A) of A is given by 
D(A) = {f E LzN 11 I 2 IWlU> Ml2 -4. 
(-1 
Clearly, & E D(A) for every i = 1, 2, . . ., and the orthogonal complement 
Hlof H in La[O, l] is contained in D(A). Thus D(A) is dense in Lz[O, l] and 
the range of A is contained in the subspace H of La[O, 11. We may remark 
that the operator A is not bounded, in general, since we can have that 
I&\ -+ + oo as i -+ 00. However, we have the following Proposition. 
PROPONTION 2 : The linear operator A : D(A) + Lz[O, l] is a closed 
linear operator. 
PROOF : Let (fn} be a sequence in D(A) and f, g in Lz[O, l] be such 
that the sequence {fla} converges to f and the sequence (Afn} converges 
to g. Since Afm E H for every n, we have g E H. Moreover, since the sequence 
{b} is a complete orthonormal basis for H we have g=r-, (g, &t)& and 
l/d12=~:~ Its, k)12- N ow, for every n, we have Afn=xc, ;3r(fn, hi)&, and 
then (Afn, $1) = l,(fn, 4,) for every n, i = 1, 2, . . . . Taking limits as n + 00, 
we obtain (g, 4,) =%(f, &) for every i. Hence 
$Z 15121(f~ h)12=j~, Ik7, &)I”= 119112 
and so f E D(A) and 
Af = 2 S(f, b)h= 5 (9, h)h=c 
i-l j-1 
This completes the proof of the proposition. 
EXAMPLE : Let the sequence {I,} be such that &-I > 0, 121 >m, 
i=l, 2, . . . where m is some positive constant. 
343 
Let {&} be, as before, a sequence of orthonormal functions in Ls[O, l] 
with pairwise disjoint supports. 
Let Hz denote the closed subspace of La[O, l] spanned by the ortho- 
normal sequence (f&} and let HI be the orthogonal complement of Hz 
in La[O, 11. Let Ai: D(Ai) + HI, D(Ai) C HI, be defined by Aj= 
=r, h-df, ~w)+z~-I for f~Wt1) and A: &42)+&, &42)C&, by 
Aag =zE, Ari(g, &4)&4. It then follows from Proposition 2, above that 
both Ai and Aa are monotone closed linear mappings with dense domains. 
Further it is obvious that both Ai and Aa are self-adjoint. It then follows 
by a result of Brezis (Theorem 6, [l]) that AI: D(A4) --f H4 are maximal 
monotone for i= 1, 2 and (Aag, g)>m/]g112 for every g E @As). Thus Ai 
and A2 satisfy the conditions of Theorem 1, and the linear operator 
A = AlPI - A2P2, where Pi are the orthogonal projections of H onto Hi 
for i = 1, 2 ; is a linear integral operator with indefinite kernel K(z, y) = 
=x?, ~4$4t(+4(y) for (z, Y) E P, 11~ P, 11. 
Let, now, /(s, t) be a real valued function on [0, I] xn such that the 
Nemytskii mapping N: Lz[O, l] -+ La[O, l] defined by Nu(s) =f(s, U(S)), for 
s E [0, 11, is a bounded continuous mapping and satisfies 
(Nu-NV, u-v)>ol~~u-w~p 
for all u, v in L2[0, 11. (cf [S]). 
It then follows from Theorem 1 that the integral equation 
for a given w E La[O, 11, has a unique solution in Lz[O, 11. 
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AoYeo! in proof : - We may note that estimate (26) can be improved using the 
full left-side of (13). This allows one to replace (19) by the weaker condition 
an+- 1>0 and (18) by the condition that N is continuous in ur &HI for each 
fixed us &Ha. 
