1/2 , t ≥ 0 be a chi-process with n degrees of freedom where X i 's are independent copies of some generic centered Gaussian process X. This paper derives the exact asymptotic behavior of
Introduction
Two fundamental results for the study of asymptotic behaviour of supremum of non-smooth Gaussian processes and Gaussian random fields are Pickands theorem and Piterbarg theorem, see Pickands (1969a,b) , Piterbarg (1972 Piterbarg ( , 1996 , and Piterbarg and Prisyazhnyuk (1978) . For any fixed T ∈ (0, ∞), J. Pickands III obtained the exact asymptotics of the probability P sup t∈[0,T ] X(t) > u as u → ∞ for a centered stationary Gaussian process {X(t), t ≥ 0} with a.s.
continuous sample paths and covariance function r(·) satisfying the following assumptions: Assumption R1. r(t) = 1 − |t| α (1 + o(1)) as t → 0, with α ∈ (0, 2]; Assumption R2. r(t) < 1 for all t > 0.
More precisely, Pickands theorem states that P sup
where H α is the Pickands constant defined by
with {B α (t), t ≥ 0} a standard fractional Brownian motion (fBm) with Hurst index α/2 ∈ (0, 1]. J. Pickands III proved (1.1) using the double sum method and the following asymptotics (set S ∈ (0, ∞)) P sup For a centered non-stationary Gaussian process {X(t), t ≥ 0} with a.s. continuous sample paths the next two assumptions are crucial:
Assumption A1. The standard deviation function σ X (·) of X attains its maximum (assumed to be 1) over [0, T ] at the unique point t = T . Further, there exist some positive constants ν ∈ (0, 2], µ, A, D such that
and r X (s, t) = Corr(X(s), X(t)) = 1 − D|t − s| ν + o(|t − s| ν ), min(t, s) → T. For such a centered non-stationary Gaussian process {X(t), t ≥ 0} it is known that (see e.g. Dȩbicki and Sikora (2011) or Piterbarg (1996) It is worth pointing out that in Theorem D.3 in Piterbarg (1996) it is assumed that the unique maximum point of σ X (·)
is attained at some inner point of (0, T ); in that case the Piterbarg constant is given byP
. Let {χ n (t), t ≥ 0} be a chi-process with n ∈ IN degrees of freedom defined by
where {X i (t), t ≥ 0}, 1 ≤ i ≤ n, are independent copies of a centered Gaussian process {X(t), t ≥ 0} with a.s. was initiated by an envelope of a Gaussian process over a high level, see e.g., Belyaev and Nosko (1969) Albin (1990) studied the exact asymptotics of (1.7) for a centered stationary generalized chi-process using Berman's approach (see Berman (1992) ), whereas Piterbarg (1994a) obtained a generalization of Albin's result by resorting to the double sum method. In Piterbarg (1994b) , the author investigated the exact asymptotics of (1.7) for a centered non-stationary generalized chi-process where the generic Gaussian process is differentiable and with variance attaining its global maximum at only one inner point of the interval [0, T ]. Throughout the paper, a chi-process generated by centered (non-)stationary Gaussian processes is called a (non-)stationary chi-process.
Let g(·) be a non-negative bounded measurable function satisfying one of the following two conditions:
Assumption G1. g(·) attains its minimum 0 over [0, T ] at unique point 0, and further there exist some positive constants c, β such that
Assumption G2. There exist some constants c ∈ IR and β > 0 such that
In this paper, we derive the exact asymptotics of
for i) stationary chi-processes with a trend function g(·) satisfying Assumption G1; ii) non-stationary chi-processes a trend function g(·) satisfying Assumption G2.
The investigation of the tail asymptotics of the maximum of chi-processes with trend is motivated by the problem of the exit of a vector Gaussian load process in engineering sciences, see, e.g., Lindgren (1980a) and the references therein. More precisely, let X(t) = (X 1 (t), · · · , X n (t)), t ≥ 0 be a vector Gaussian load process. Of interest is the probability of exit
with a time-dependent safety region
The model where h(t, u) ≡ u was considered extensively in the literature as mentioned above; the model where
, with c(·) a positive measurable function, was mentioned in Kozachenko and Moklyachuk (1999) where the authors mainly focused on the exit problem of a class of square-Gaussian processes. In this paper we shall consider a tractable case that h(t, u) = u + g(t), with g(·) defined as above. The results obtained might also be useful in reliability theory and mathematical statistics applications. The analysis of (1.8) is based on a tailored double sum method for chi-processes. Surprisingly, a generalized Piterbarg constant P d α,β , with α ∈ (0, 2], β = α/2, d > 0, defined by
appears in the asymptotics of the stationary chi-process with trend (we do not observe a generalized Pickands constant as in Dȩbicki (2002) ).
Organization of the paper: The main results for the stationary and non-stationary chi-processes with trend are given in Section 2. The proofs are relegated to Section 3 which is followed then by an Appendix.
Main Results
In order to avoid repetitions we shall consider below a chi-process {χ n (t), t ≥ 0} as defined above by taking independent copies of a generic centered Gaussian processes X with a.s. continuous sample paths. Our asymptotic results will thus depend on the properties of the Gaussian process X. As expected, the stationary case is completely different compared with the non-stationary one. Throughout this paper denote
which is the asymptotic expansion of the survival function of χ n (0) i.e.,
provided that X(0) is standard normal (i.e., a N (0, 1) random variable).
We first present two preliminary results on the tail asymptotics of the maximum of stationary chi-processes without trend. The next result can be found in Piterbarg (1996) .
Proposition 2.1 Let {X(t), t ≥ 0} be a stationary Gaussian process with covariance function r(·) satisfying assump-
holds as u → ∞.
An implication of the last result is the following proposition which will play an important role in the proof of our main results; it can be easily derived by examining the arguments in Piterbarg (1996) . 
It is worth mentioning that Propositions 2.1 and 2.2 are parallel results of Pickands for chi-processes; see (1.1) and (1.2).
Next, we give our first result concerning the exact tail asymptotics of the supremum of stationary chi-processes with trend. 
holds, then
as u → ∞, where
Remarks 2.4 a) For any d > 0
In general P d α,α/2 is an unknown positive constant which can be eventually calculated by simulations. We mention in passing the paper of Dieker and Yakir (2013) where a new approach is introduced for estimating the Pickands constants. b) We see from the proof of last theorem that the minimum of the trend function g(·) taking on [0, T ] plays a crucial role. If we assume that t 0 = argmin t∈[0,T ] g(t) ∈ (0, T ) which is unique and further there exist some positive constants c, β such that
then (2.12) still holds with u replaced by u + g(t 0 ), Γ(·) replaced by 2Γ(·), and P Piterbarg (1994a) it is possible to obtain additional results for generalized chi-processes. For instance, if {χ n (t), t ≥ 0} is a generalized stationary chi-process defined by
as u → ∞. In order to keep a suitable length of the paper and to avoid extra notation we do not consider here general chi-processes.
Examples of X: Numerous important Gaussian processes satisfy the assumptions of Theorem 2.3. We present next two interesting cases:
Fractional Gaussian noise: Consider X to be the fractional Gaussian noise, i.e.,
with B α a fBm with Hurst index α/2 ∈ (0, 1). For α = 1, X is also known as Slepian process. Clearly X is stationary for any α ∈ (0, 2) and further the covariance function satisfies (1)), t → 0; and r(t) < 1 for all t > 0.
Lamperti transformation of fBm: Define the Gaussian process X via Lamperti transform of a fBm, i.e., X(t) = e −α/2t B α (e t ), which is again a stationary Gaussian process. For the covariance function we have (1)), t → 0; and r(t) < 1 for all t > 0.
Next, we deal with a large class of non-stationary chi-processes presenting first the result for chi-process without trend.
Theorem 2.5 Assume that the centered Gaussian process {X(t), t ≥ 0} satisfies assumptions A1-A2 for the constants therein. Then for any (1)) (2.14)
We state below an extension of Piterbarg theorem allowing the non-stationary chi-processes to have a non-zero trend.
Theorem 2.6 Assume that g(·) is a positive bounded measurable function satisfying Assumption G2. Under the assumptions of Theorem 2.5, if µ ≤ β, then (set
Remarks 2.7 a) As it can be seen from the last two theorems that the only difference between the cases with and without trend is g(T ) in u * .
b) We conclude from the proof of Theorem 2.5 that the Assumption A2 can be relaxed where it can be assumed that there is some
Examples of X: Several important Gaussian processes satisfy the assumptions of Theorems 2.5 and 2.6. We present Bi-fractional Brownian motion: Consider B K,H with K, H ∈ (0, 1) to be a bi-fBm, i.e., a self-similar Gaussian process with covariance function given by
It follows that the standard deviation σ of B K,H attaints its maximum over [0, T ] at unique point T and
and for all s, t ∈ [0, T ] there exists some constant G > 0 such that
Sub-fractional Brownian motion: The sub-fBm S H with H ∈ (0, 1) is a self-similar Gaussian process with covariance given by
The standard deviation σ of S H attaints its maximum over [0, T ] at unique point T and
and, for all s, t ∈ [0, T ], there exists some constant G > 0, such that
Mean integrated fBm: Consider a Gaussian process X H given by
with H ∈ (0, 1). In view of Dȩbicki and Tabiś (2011), we conclude that the standard deviation σ of X H attaints its maximum over [0, T ] at unique point T and
and, for all s, t ∈ [δ, T ] with some δ ∈ (0, T ), there exists some constant G > 0, such that
Further Results and Proofs
In what follows, we give proofs of all the theorems in this paper. Hereafter the positive constant Q may be different from line to line. 
Denote further
Using the classical approach (see e.g., Piterbarg (1996)) we have (set 0 = (0, . . . , 0) ∈ IR n−1 )
Further, it follows that
has the same distribution as
Thus, the integrand in (3.17) can be rewritten as
where
Next, the following convergence
holds for any w ∈ IR uniformly with respect to t ∈ [0,
holds for all u sufficiently large and (t, v), (t ′ , v ′ ) in any bounded subset of [0, ∞) ×IR n−1 . Therefore, the family of Hereafter the diameter of a set A ⊂ IR n , n ∈ IN is defined by
is tight, and thus it converges weakly to
where || · || is the Euclidean norm in IR n . We write V n (A) for the n-dimensional volume of A. 
holds as u → ∞, provided that diam(A) < δ 0 with δ 0 being sufficiently small.
Proof of Theorem 3.2 The proof follows by similar arguments as in the proof of Lemma 7.1 in Piterbarg (1996) or Lemma 6 in Piterbarg (1994b). It is mainly based on the double sum method by splitting the set A into rectangles and then using Bonferroni's inequality with the aid of Theorem 3.1. Since it is lengthy and somehow classical, we shall omit the details.
Proof of Theorem 2.3
Set next δ(u) = ln u u 1/β , u > 0. First note that, for any sufficiently small ε > 0
as u → ∞, where the last equality follows from (2.9) and the condition (2.11). Next, we analyze
which, by Assumption G1, is asymptotically equivalent with
It follows from our results below that π 0 (u) = o(π 1 (u)) as u → ∞. The proof is then established by showing further that π 1 (u) is asymptotically the same as the right-hand side of (2.12). To this end, we need to analyze three cases,
Case i) α < 2β: Since α < 2β, for any positive constant S 1 , we can divide the interval [0, δ(u)] into several sub-intervals of length S 1 u −2/α . Specifically, let for fixed u > 0
It follows from Bonferroni's inequality that (set h(u) =
In view of (2.10)
as u → ∞. Similarly, using Bonferroni's inequality we obtain
Along the lines of the proof of (3.20), we obtain
as u → ∞. Furthermore, we have lim sup
Consequently, the claim for the case α < 2β follows from (3.20)-(3.22). Since the rigorous proof of (3.22) is lengthy, we display it in Appendix.
Case ii) α = 2β: Clearly, S i u −2/α < δ(u) for S i > 0, i = 1, 2, when u is sufficiently large. Hence, we have that
We give next a technical lemma.
Lemma 3.3
Assume that α = 2β. We have
Proof of Lemma 3.3 First we see that for u > 0
Introduce the Gaussian random field
In the light of Piterbarg (1996) sup
where G S1 = [0, S 1 ] × S n−1 , with S n−1 being the unit sphere (with respect to L 2 -norm) in IR n . Therefore, continuing (3.23) for u > 0 we have
Further, it follows that V ar(η u (t, s)) = 1 1 + ct β u −2 2 , t ≥ 0, s ∈ S n−1 , u > 0 and, for t, t ′ ≥ 0, s, s ′ ∈ S n−1
We split the sphere S n−1 into sets of small diameters {∂O i , 0 ≤ i ≤ Q}, where
Note that when n = 1 the sphere S 0 consists of two points {1, −1}, and thus in this case the partition
consists of two single points. The assertions below is valid for this case as well. We have by Bonferroni's inequality
We focus next on ∂O 0 which includes (1, 0, · · · , 0). When diam(∂O 0 ) is small enough, we can find a one-to-one projection g from ∂O 0 to the corresponding points where the first component is 1, i.e., gv = (1,
Further, in the light of Lemma 10 of Piterbarg (1994b) for any ε > 0 there exist positive constants δ, u 0 such that, for diam(∂O 0 ) < δ, and u > u 0
respectively. In view of Slepian's Lemma (see e.g., Falk et al. (2010)) we have
Applying Theorem 3.2 to both sides of the last inequality we conclude that
as u → ∞, where we used the fact that H 2 = 1/ √ π. Note that for any sufficiently small positive ε 1 , when min 0≤i≤Q diam(∂O i ) is chosen sufficiently small, we have
for any 0 ≤ i ≤ Q. Consequently, by the stationarity of the process {η u (t, s), (t, s) ∈ G S1 }, and then letting ε, ε 1 → 0, we conclude that
as u → ∞. Moreover, using similar argumentations as in Appendix we show that
as u → ∞, and S 1 → ∞. Since V n−1 (S n−1 ) = 2π n/2 /Γ(n/2) the proof is thus complete.
Furthermore, we obtain the following asymptotic upper bound
as u → ∞, which together with Lemma 3.3 yields that, for S 2 > 0
Letting S 2 → ∞, we have the finiteness of the generalized Piterbarg constant, i.e., P c α,α/2 < ∞. Similarly, letting S 1 → ∞ we obtain P c α,α/2 > 0. Consequently, the claim for the case α = 2β follows by letting S 1 , S 2 → ∞. Case iii) α > 2β: The lower bound follows immediately since
In view of Lemma 3.3 we derive an upper bound as follows lim sup
The proof is completed by letting S 1 → 0.
Proof of Theorem 2.5
In this subsection, we give the skeleton of the proof of Theorem 2.5 which is based on the double sum method. Again, we introduce a Gaussian random field
Consequently, by (1.4)-(1.6) there is some δ ∈ (0, T ) close to T such that
holds for all t ∈ [δ, T − q(u)] and v ∈ S n−1 when u is sufficiently large, and further for t, s ∈ [δ, T ] and v, w ∈ S n−1
Therefore, by Piterbarg inequality (cf. Theorem 8.1 of Piterbarg (1996) or Theorem 8.1 in the seminal paper Piterbarg
Furthermore, we have from Borell-TIS inequality (e.g., Adler and Taylor (2007))
Next, we focus on the asymptotics of
where χ n (t) = χ n (T − t), for t ∈ [0, q(u)] . From the results below we conclude that
as u → ∞. The proof is thus established by showing further that Π 3 (u) is asymptotically the same as the right-hand side of (2.14).
Similar to the proof of Theorem 2.3 we need to distinguish between the following three cases:
Let, for S 1 > 0
and define θ(u) =
Case i) ν < µ: Since ν < µ, using Bonferroni's inequality, we have
For any ε ∈ (0, 1), when u is sufficiently large, we have
Next we introduce a centered stationary Gaussian process {ξ(t), t ≥ 0} with covariance function
and set
with {ξ i (t), t ≥ 0}, 1 ≤ i ≤ n, being independent copies of {ξ(t), t ≥ 0}. Thus, we have, for (t, v) ∈ [0, q(u)] × S n−1 , and u sufficiently large
Therefore, by the arbitrariness of ε and with the aid of Slepian's Lemma, we conclude that
Utilising further (2.10), we obtain
as u → ∞. Using the same argumentations as (3.31) the following asymptotic lower bound
holds as u → ∞. Furthermore, we have lim sup
the proof of which is omitted since it is similar to (3.22) . Consequently, the claim for the case ν < µ follows from (3.31)-(3.33).
Case ii) ν = µ: Since S i u −2/ν < q(u) = ln u u 2/µ for S i > 0, i = 1, 2, when u is sufficiently large. Hence, we have that
From (3.30) we obtain further
as u → ∞. In view of Theorem 3.1 and Theorem 3.2, and the derivation of the case α = 2β in the last subsection, we conclude that
as u → ∞. Now, the claim follows using the same argumentation as (3.26).
Case iii) ν > µ: By (3.34) the upper bound is derived as lim sup
Since further
the proof of this case is established by letting S 1 → 0. Consequently, it follows that (3.29) is valid, and thus the proof is complete.
Proof of Theorem 2.6
For δ ∈ (0, T ), set
Thus for any u ≥ 0
It follows that
Further, in view of (1.4) and Assumption G2, and noting that µ ≤ β, δ can be chosen close enough to T such that
for all t ∈ [δ, T ]. Hence for any ε ∈ (0, 1), when u is sufficiently large, we have, uniformly in [δ, T ]
Therefore, for u sufficiently large
Since the analysis of π +ε (u) and π −ε (u) are the same, next we only discuss π +ε (u) for fixed ε ∈ (0, 1). The variance function σ Y (t) of Y +ε,1 (t) attains its maximum over [δ, T ] at unique point T with
Further, by (1.5)
Consequently, by Theorem 2.5
Letting ε → 0, we conclude that
as u → ∞. In addition, by the Borell-TIS inequality, for u sufficiently large
, and thus the claim follows from the last two formulas.
Appendix
This section is dedicated to the proof of (3.22) . Let
The double sum Σ χ (u) can be divided into two parts, i.e.,
where Σ χ,1 (u) is the sum for j = k + 1, and Σ χ,2 (u) is the sum for j > k + 1. We first give the estimation of the first sum. It follows that
Further, we have that
which, in the light of the reasoning of (3.20) gives that
In order to estimate Σ χ,2 (u), we introduce a Gaussian random field
where G S1 = [0, S 1 ] × S n−1 , with S n−1 being the unit sphere in IR n . Consequently,
We split the sphere S n−1 into sets of small diameters {∂S i , 0 ≤ i ≤ N * }, where
Further, we see that the summand on the right-hand side of (4.39) is not greater than Σ k,j
where ∂S i ∩ ∂S l = ∅ means ∂S i , ∂S l are identical or adjacent, and ∂S i ∩ ∂S l = ∅ means ∂S i , ∂S l are neither identical nor adjacent. Denote the distance of two sets A, B ∈ IR n , n ∈ IN, as
If ∂S i ∩ ∂S l = ∅ then there exists some small positive constant ρ 0 (independent of i, l) such that ρ(∂S i , ∂S l ) > ρ 0 .
Next, we estimate Σ
When u is sufficiently large for (t,
we have
for some δ 0 > 0. Therefore, it follows from Borell-TIS inequality (see e.g., Adler and Taylor (2007) ) that
Next, we estimate
can be chosen sufficiently small such that ∂S i , ∂S l are in ∂O 0 , which is a subset of S n−1 and includes (1, 0, · · · , 0), and further on ∂O 0 we can find a one-to-one projection g from it to the corresponding points where the first component is 1, i.e., gv = (1,
and
With these notation, we have that
The last sums on the right-hand side can be divided into two terms I i (u), i = 1, 2, according to whether △ i ∩ △ l = ∅ or not. We derive that Piterbarg (1996) we show that
Moreover, as in Lemma 10 of Piterbarg (1994b), for diam(∂O 0 ) sufficiently small, and u sufficiently large, is the covariance function of a stationary Gaussian random field {ζ(t, s, v, w), t, s ≥ 0, v, w ∈ IR n−1 }. Consequently, in view of (4.41) and (4.42), and thanks to Slepian's Lemma, we obtain P sup 
