Ciliates have d e v eloped a unique nuclear dualism -two n uclei of di erent functionality: the germline micronucleus and the somatic macronucleus. The way that ciliates assemble the macronuclear genes after cell mating constitutes one of the most intricate DNA processings in living organisms. This processing is also very interesting from the computational point of view. In this paper, we i n vestigate the operations of loop excision and hairpin excision/reinsertion used in the assembly process. In particular, we consider three levels of formalization of this process, culminating in graph reduction systems.
Introduction
DNA computing is a modern, very active, interdisciplinary research area investigating the use of biomolecules for the purpose of computing (see, e.g., (Adleman 1984) , (P aun et al 1998) and (Condon and Rozenberg 2000) ). One line of research i n vestigates DNA computing in vivo, i.e., within living cells. In particular, the computational nature of the process of assembly of ciliate genes from their micronuclear to the macronuclear form, has attracted the attention of the DNA computing community, see, e.g., (Landweber and Kari 1998) and (Landweber and Kari 1999) .
Ciliates have d e v eloped a unique nuclear dualism -they have t wo n uclei: the \storage" micronucleus which becomes active only in the process of sexual reproduction, and the metabolically active macronucleus where the expression of genes takes place. After cell mating, ciliates convert a micronuclear genome to a macronuclear genome in a process involving massive and intricate processing of DNA. This process turns out to be very interesting also from the computational point of view.
Some computational aspects of this process were studied in (Ehrenfeucht e t a l 2 0 0 0 b ) , where in particular two molecular operations, loop excision and hairpin excision/reinsertion were considered. In this paper we present a formal study of the gene assembly process based on these two operations ( (Ehrenfeucht et al 2000b) is an \informal" paper written for biologists).
In particular we present three di erent representations of the structure of a gene (micronuclear, intermediate, or macronuclear) with increasing level of abstraction: MDS descriptors, legal words, and legal graphs. For each of these representations we present a transformation (rewriting) system modeling the gene assembly process, based on the processing of pointers. The most amazing thing about ciliates is that they apparently \know" the linked list structure, and implement it (during the gene assembly process) in the most elegant w ay based on pattern matching and molecule folding.
We p r o ve that all three rewriting systems are equivalent in their power of modeling of the gene assembly process. Thus, in particular, the most abstract representation of gene structure, viz. legal graphs, carry enough information to allow the detailed tracing of the gene assembly process.
The paper is organized as follows.
In Section 2 we discuss the basic structure of DNA molecules and introduce our notation for them.
In Section 3 w e g i v e a description of the gene assembly process, providing the basic biological intuition for the rest of the paper.
In Section 4 w e formalize the structure of a gene through MDS descriptors and formalize in this framework the operations of loop excision and hairpin excision/reinsertion introduced in Section 3. We obtain in this way ld-operations and hi-operations, respectively, for the rewriting of MDS descriptors.
In Section 5 we i n troduce legal words, which are obtained by removing certain information from the MDS descriptors. We t h e n i n troduce the string pointer reduction systems for rewriting legal words, and we prove t h a t these systems are equivalent to the MDS descriptor rewriting systems, as far as the strategies for gene assembly are concerned.
In Section 6 legal words are abstracted to legal graphs, and then graph pointer reduction systems for rewriting of legal graphs are introduced. It is proved then, that although the whole linear structure of legal words is lost when they are abstracted to legal graphs, the graph pointer reduction systems are equivalent with string pointer reduction systems, as far as the strategies for gene assembly are concerned.
Section 7, Discussion, ends the paper. We point out there some lines of future research, and compare our model with the model presented in (Landweber and Kari 1999) .
DNA molecules
In this section we give some basic facts about DNA molecules and the notation we will use to denote them. The reader is referred to (Prescott 1992a ) for more background.
DNA molecules are polymers which are made out of simple monomers called nucleotides. Each n ucleotide consists of three components: sugar, phosphate and base. The sugar molecule has ve \attachment" points (carbons) numbered 1 0 through 5 0 with phosphate attached to 5 0 and base attached to 1 0 . There are 4 di erent bases denoted by A C G T, and since two nucleotides may di er only in their bases, there are four possible nucleotides, also denoted by A C G T.
Two n ucleotides can join together through a strong (covalent) bond which binds the 3 0 of one with the 5 0 end of the other (through the phosphate on the 5 0 end, and the hydroxyl group on the 3 0 end). A single stranded DNA molecule is a strand of nucleotides connected in this way. N o t e t h a t i n s u c h a strand, the nucleotide at one end of the strand has the 5 0 end free (i.e., available for bonding), while the nucleotide at the other end of the strand has the 3 0 end free. Since the chemical properties of these ends are very di erent, a single stranded DNA molecule has polarity: one can read it from the 5 0 end to 3 0 end, or from the 3 0 end to the 5 0 end. As a matter of fact, the 5 0 ; 3 0 direction is \preferred" by nature, and so, single stranded DNA molecules are read in the 5 0 ; 3 0 direction. For example, ACGTC denotes the single stranded DNA molecule with the nucleotide C at its 3 0 end. Hence, single stranded DNA molecules are denoted by strings over the alphabet fA C T Gg, where the left-to-right reading orientation of a string corresponds to the 5 0 ; 3 0 polarity of the denoted molecule.
Nucleotides can also bind through their bases by forming a weak (hydrogen) bond.
However, such a b o n d m a y be formed only between complementary nucleotides: A with T, a n d C with G (this is referred to as the Watson-Crick complementarity). This complementarity is used for forming double stranded DNA molecules, where two single stranded DNA molecules bind through their bases. However, such a bond may be formed only if the joined single stranded molecules are of opposite polarity.
We will use the same alphabet of nucleotides fA C G Tg to denote the double stranded DNA molecules, by simply writing the strings denoting the two strands of a given DNA molecule above each other. For example, ACGTC T G C A G denotes the double stranded molecule such that one of its strands is ACGTC and the other is GACGT. Thus, in this notation the the upper string is in 5 0 ; 3 0 direction, and the lower string is in the 3 0 ; 5 0 direction. This molecule is \perfect" in the sense that each n ucleotide in one strand has a \matching" nucleotide in the other strand. The molecule (denoted by) ACGTCACT T G C A G is nonperfect -it has the \sticky end" ACT with missing complementary nucleotides in the other strand.
For a single stranded DNA molecule , the molecule that binds to it to form a perfect double stranded DNA molecule is the inversion of , denoted by either inv( ) or .
Hence, the inversion of is obtained by taking the Watson-Crick complement of the mirror image of . For example, for the single stranded DNA molecule ACGTC, its inversion is GACGT.
In our notation for the double stranded DNA molecules, the upper string denotes one of the strands in the 5 0 ; 3 0 direction. Hence the same molecule can be written in two ways depending on which strand we will denote by the upper string. For example, both ACGTC T G C A G and GACGT CTGCA denote the same molecule -we s a y t h a t GACGT CTGCA is the inversion of ACGTC T G C A G . Also GACGT T C A C T G C A is the inversion of A C G TC A C T T G C A G . Hence, for a double string (representing a double stranded molecule) its inversion is obtained by r s t e x c hanging the two single strings of for each other, and then taking the mirror image of the resulting double string.
Gene assembly in ciliates
In ciliates, a gene in a micronuclear chromosome is organized as a sequence of MDSs (macronuclear destined sequences), separated by I E S s ( i nternally eliminated sequences) (see (Prescott 1992b) ), as sketched in Figure 1, is the incoming pointer of M i and the outgoing pointer of M i;1 . E a c h p i is in fact a sequence of nucleotides, and p i is the inversion of p i . On the other hand, b and e are markers -we use them to simply mark the locations where an incipient macronuclear gene will be excised from the micronuclear DNA.
In the macronuclear gene, the MDSs M 1 M 2 : : : M k are spliced in the way shown in Figure 2 : each MDS M j , 1 j < k, is \glued" with M j+1 on the \overlapping" Two operations contributing to the gene assembly process in ciliates are discussed in (Ehrenfeucht et al 2000b) : 1. the (loop, direct repeat)-excision (ld-excision, or just ld, for short), and 2. the hairpin, inverted repeat-excision/reinsertion (hi-excision/reinsertion, or just hi, for short).
The operation of ld-excision is applicable to any molecule having a direct repeat pattern p p p p of a pointer p p such a molecule is depicted in Figure 3 . To apply the operation, the molecule is folded int o a l o o p a l i g n e d b y t h e pair of direct repeats, and then the operation proceeds as shown in Figure 4 . The excision involves staggered cuts that creates sticky ends, and the operation creates two molecules, a linear one, and a circular one.
An application of the ld operation excises a circular molecule. Hence, such a n application may lead to a successful gene assembly only if either this circular molecule does not contain an MDS (it consists of an IES only), or it contains the whole gene in its micronuclear or intermediate form. The latter happens if the incipient or intermediate form of the macronuclear gene begins with one and ends with the other copy o f a p o i n ter X (an application of ld to the so positioned pointer X is called boundary). Once the two copies of X get into this position, the application of operations other than ld applied to X will not a ect (the position of) the two occurrences of X. Consequently, we will assume that, unless clear otherwise, a boundary application of ld in a successful gene assembly is the very last step of this assembly, as illustrated in Figure 5 .
The operation of hi-excision/reinsertion is applicable to any molecule having an inverted repeat pattern p p p p of a pointer p p such a molecule is depicted in Figure 6 . To apply the operation, the molecule is folded into a hairpin aligned by the inverted repeat pair, and then, the operation proceeds as shown in Figure 7 . The excision here involves staggered cuts, but through reinsertion, the operation creates only one molecule.
We refer the interested reader to (Ehrenfeucht et al 2000a) and (Ehrenfeucht et al 2000b) , for a detailed presentation of these gene assembly operations in ciliates.
In this paper we will consider gene assembly from an operational point of view, i.e., we will consider possible strategies for gene assembly, where each strategy is a sequence of operations. Each operation is either ld or hi applied to a speci c pair of pointers (either a direct repeat or an inverted repeat, respectively) in a given molecule. This point of view allows us to skip some details concerning the structure of genes. In this way w e get three models of DNA processing in ciliates considered in Sections 4, 5, and 6. Thus, we deal then with the nite alphabet k = M k M k , where M k = fM i j j i j 2 N + and i j kg. Unless it is otherwise clear, we a s s u m e t h a t k is xed for the sequel of this paper. To simplify our notation for denoting pointers, we will use in the sequel positive i n tegers : : : . Using the simpli ed notation, the MDS M i is M i = ( i i i + 1), and its inversion is M i = ; i + 1 i i .
MDS structures and MDS descriptors
Thus, we need the alphabets = f2 3 : : : g and = f2 3 : : : g. W e w i l l u s e = to denote the set of pointers, a n d = fb e b eg to denote the set of markers. W e will also use the extended sets ex = f b eg, ex = f b eg, a n d ex =
. The \bar operator" is used to move from ex to ex , and the other way around. Hence, for z 2 ex , z is the partner of z from the \other half of ex ", and z = z. F or any z 2 , we c a l l fz zg the pointer set of z (and of z), and denote it by pts(z) (and pts(z) ).
We will be quite liberal in our interpretation of formal symbols from as pointers in MDSs -sometimes p will mean the double stranded molecule, and sometimes just one strand of a double stranded molecule. It is convenient t o h a ve s u c h a liberal interpretation, and it should not lead to confusion.
For an MDS N = ( p q), we s a y that the pointers (or markers) p and q occur in N.
For an MDS sequence x = N 1 : : : N l and p 2 ex , w e s a y t h a t p occurs in x if there is 1 i l such that p occurs in N i .
We generalize now the notion of the orthodox order of elementary MDSs (coming from biology -see, e.g., (Prescott 1992a) ), so that it includes also sequences containing composite MDSs. Thus, a sequence M i1 j1 M i2 j2 : : : M in jn , n k, i s orthodox, i f i 1 = 1 , i l = 1 + j l;1 for all 2 l n if n 2, and j n = k. I f i l = j l , f o r a l l 1 l n, t h e n w e obtain the orthodox order of elementary MDS sequences.
We call then a sequence over k a real MDS structure, if it is a permutation of an orthodox sequence, with possibly some of its elements inverted. Example 1. The MDS sequence M 3 M 1 M 2 is a real MDS structure, while M 2 M 3 M 4 is not.
In its macronuclear form, a gene no longer has pointers. On the other hand, its micronuclear precursor has pointers that ank IESs. As we observed above, in the process of assembly as long as there are IES, the MDSs are not yet spliced in the orthodox o rder, and the assembly process is not yet completed. Thus, as long as there are pointers left, the assembly process is not yet completed. This is the basic idea underlying the analysis of the assembly process by tracing the pointers of the intermediate molecules.
Here, the notion of MDS descriptor turns out to be very handy. Intuitively speaking, given a sequence of MDSs corresponding to the micronuclear precursor of a gene or to an intermediate molecule, one denotes each MDS M by the ordered pair of its pointers or markers. If the MDS M = ( p q), then M is represented as (p q), and its inversion M as (q p).
More formally, w e de ne the mapping on k by: (i) (M 1 k ) = ( b e), and (M 1 k ) = ( e b), (ii) (M 1 i ) = ( b i + 1), and (M 1 i ) = ( i + 1 b), for all 1 i < k , (iii) (M i k ) = ( i e), and (M i k ) = ( e i), for all 1 < i k, (iv) (M i j ) = ( i j + 1), and (M i j ) = ( j + 1 i), for all 1 < i j < k , where b e are reserved symbols (b stands for \beginning", and e for \end"). Then, for a sequence X 1 : : : X l over k , (X 1 : : : X l ) = (X 1 ) : : : (X l ): Thus, e.g., for the sequence x = M 3 5 M 9 11 M 1 2 M 12 M 6 8 and k = 1 2 , (x) = ( 3 6)(12 9)(3 b)(12 e ) (9 6):
Let for k > 2, k = k k and ex k = k k , where k = f2 : : : k ;1g and k = f2 : : : k ; 1g. Let also ; k be the set consisting of the following ordered pairs:
-( b i), (i b), for all 2 i k ; 1, -( i e), (e i), for all 2 i k ; 1, -( i j), (j i), for all 2 i < j k ; 1.
A w ord over ; k is called an MDS descriptor. Clearly, translating a sequence over k by , w e obtain an MDS descriptor. Then, an MDS descriptor is realistic, i f = (x), for some real MDS structure x (over k ).
For any x = ( p q) 2 ; k , we s a y that p is left in x, and q is right in x. For an MDS descriptor and p 2 ex k , w e s a y that p has a left occurrence (right occurrence) i n , i f = 1 x 2 , for 1 2 2 (; k ) and x 2 ; k , s u c h t h a t p is left (right, respectively) in x. W e also say t h a t p occurs in , i f p has either left, or right occurrence in .
Recall that for two w ords w 1 w 2 over an arbitrary alphabet , w 2 is a subword of w 1 if w 1 = uw 2 v, for some words u and v, a n d w 2 is a scattered subword of w 1 if w 2 = v 1 : : : v l , and w 1 = u 0 v 1 u 1 : : : u l;1 v l u l , for some words v 1 : : : v l u 0 u 1 : : : u l over .
The following characterization of realistic MDS descriptors will be useful in the sequel. Theorem 1. An MDS descriptor is realistic if and only if the following properties hold:
(a) For any m a r k er m 2 , has exactly one occurrence from the set fm mg f o r a n y pointer p 2 k , i f has an occurrence of p, then has exactly two occurrences from pts(p). Proof. Assume that is a realistic MDS descriptor, = (x), where x = X 1 : : : X n is a real MDS structure. By the de nition of real MDS structures, there is an orthodox sequence y = M i1 j1 : : : M in jn , and a permutation (l 1 : : : l n ) of the set f1 : : : n g, s u c h that X lm 2 f M im jm M im jm g, for all 1 m n.
By the de nition of orthodox sequences, i 1 = 1, j n = k, and j l + 1 = i l+1 , for all 1 l < n. Thus, both markers b and e occur in y, in the MDSs M i1 j1 and M in jn , respectively. Moreover, any pointer occurring in y has in fact two occurrences: one as the outgoing pointer of some MDS M i l j l , for some 1 l < n , and one as the incoming pointer of the MDS M i l+1 j l+1 . S i n c e x is obtained from y by permuting its elements and possibly inverting some of them, and = (x), we obtain the properties (a) and (b) above.
Assume now that there is a realistic MDS descriptor which is a proper scattered subword of . Consequently, there must be an orthodox sequence which is a proper sub- For the reverse implication of the theorem, let us consider an MDS descriptor satisfying the properties (a)-(c) above, = ( p 1 q 1 ) : : : (p n q n ). We construct in the following a real MDS structure x = X 1 : : : X n such t h a t = (x). By condition (a), either b or b occurs in , s a y i n ( p i1 q i1 ). Since b can only be left and b can only be right in the elements of ; k , e i t h e r p i1 = b or q i1 = b. In the former case we set r 1 = q i1 and X i1 = M 1 r1;1 , i f q i1 is a pointer, and we s e t r 1 = e and X i1 = M 1 k , otherwise. In the latter case, we set r 1 = p i1 and X i1 = M 1 r1;1 , i f p i1 is a pointer, and we set r 1 = e and X i1 = M 1 k , otherwise. Observe t h a t if r 1 is a pointer, then in the former case r 1 2 k and r 1 is right i n ( p i1 q i1 ), and in the latter one, r 1 2 k and r 1 is left in (p i1 q i1 ).
If r 1 is a pointer, then by condition (b), has two occurrences from pts(r 1 ): one in (p i1 q i1 ) as the pointer r 1 , and the other say i n ( p i2 q i2 ), i 1 6 = i 2 , a s t h e p o i n ter r 0 1 . W e have n o w t wo cases: either r 0 1 2 ex or r 0 1 2 ex . Consider the former case: r 0 1 2 ex .
Since its partner r 1 is either from ex and right i n , o r f r o m ex and left in , r 0 1 must be left in (p i2 q i2 ): r 0 1 = p i2 . W e s e t r 2 = q i2 and X i2 = M r1 r2;1 , i f q i2 is a pointer, and we s e t r 2 = e and X i2 = M r1 k , otherwise. Similarly, in the latter case, r 0 1 must be right in (p i2 q i2 ): r 0 1 = q i2 . Then we s e t r 2 = p i2 and X i2 = M r1 r2;1 , i f p i2 i s a p o i n ter, and we s e t r 2 = e and X i2 = M r1 k , otherwise. We c o n tinue the same reasoning with r 2 .
The procedure stops when we nd the ending marker, r i 2 pts(e), for some i 1.
Since the set of pointers and markers occurring in has 2n elements, the procedure will stop after at most n steps. As a matter of fact, the last element to be considered will be the ending marker or its inverse. By condition (c), none of the proper scattered subwords of is an MDS descriptor and so, the procedures must stop after exactly n steps. Consequently, all the MDSs X 1 : : : X n have been de ned in our procedure. It is easy to see now that (x) = and thus, that is a realistic MDS descriptor.
Corollary 2. For a realistic MDS descriptor , i f = 1 (x y) 2 , w i t h x y markers and 1 2 2 (; k ) , then 1 = 2 = .
Proof. Clearly, ( x y) is a realistic MDS descriptor, which is a scattered subword of . By Theorem 1(c), = ( x y), i.e., 1 = 2 = .
We will formalize now the gene assembling operations ld and hi through the operations of ld and hi on realistic MDS descriptors. hi p ( 1 (p q) 2 (p r) 3 ) = 1 rs( 2 )(q r) 3 hi p ( 1 (q p) 2 (r p) 3 ) = 1 (q r) rs( 2 ) 3 where q r2 ex k and 1 2 2 (; k ) . Let LD k = fld p j p 2 k g be the set of ld-operations over k , HI k = fhi p j p 2 k g be the set of hi-operations over k , a n d RL k = LD k HI k be the set of operations over k . W e m a y skip the subscript k and write LD, HI, a n d RL whenever k is clear from the context of considerations.
For a realistic MDS descriptor and operations 1 : : : l , l 1, from RL k ,
is a strategy for (based on fld hig) if 1 is applicable to , and i is applicable to i;1 : : : 1 ( ), for all 1 < i l. Such a strategy is successful if l : : : 1 ( ) is either (b e), or (e b).
Example 2. Consider the realistic MDS descriptor = ( 5 e )(b 2)(2 3)(5 4)(3 4):
The operation ld 2 is applicable to , a n d ld 2 ( ) = ( 5 e )(b 3)(5 4)(3 4). Also, the operation hi 5 is applicable to , a n d hi 5 ( ) = ( 3 2)(2 b)(e 4)(3 4).
The strategy ( ld 2 hi 4 hi 3 ld 5 ) is a successful strategy for , and it yields the following sequence of realistic MDS descriptors: ld 2 ( ) = ( 5 e )(b 3)(5 4)(3 4) hi 4 ld 2 ( ) = ( 5 e )(b 3)(5 3) hi 3 hi 4 ld 2 ( ) = ( 5 e )(b 5) ld 5 hi 3 hi 4 ld 2 ( ) = ( b e):
In this section we h a ve formalized the operational strategies for gene assembly in the framework of realistic MDS descriptors. The main simpli cation leading to this framework was to dispose of IESs and of bodies of MDSs -they are irrelevant from our operational point of view.
String pointer reduction systems
In an MDS descriptor, the information about the modeled molecule consists of the sequence of the incoming and the outgoing pointers and markers. However, one can trace the intermediate molecules, as well as the assembly process, just by tracing the sequence of pointers in the molecule. Consequently, w e are able to simplify our formal system by removing the parenthesis from the realistic MDS descriptors and deleting the markers. We deal in this way with legal words.
A legal word over k (or simply a legal word if k is understood from the context of considerations) is a word 2 k such t h a t f o r e a c h p 2 k , i f alph( )\pts(p) 6 = , t h e n contains exactly two occurrences from pts(p). Thus, either contains one occurrence of p and one occurrence of p, in which case pts
(p) i s s a i d t o b e good in , o r i t c o n tains two occurrences of p, o r t wo occurrences of p, i n w h i c h c a s e s pts(p) i s s a i d t o b e bad in .
For a realistic MDS descriptor = ( p 1 q 1 ) : : : (p m q m ), by writing just the sequence of pointers and deleting the markers, we obtain the legal word corresponding to .
For a word = x 1 x 2 : : : x n 2 k , the reversed switch of , denoted rs( ), is the word x n : : : x 2 x 1 (recall that for each x 2 k , x = x). For a pointer p 2 k such t h a t fx i x j g pts(p), for some positive i n tegers i < j n, the p-interval of is the subword x i x i+1 : : : x j . W e s a y t h a t t wo pointers p q 2 k overlap in if the p-interval of overlaps with the q-interval of -w e also say t h e n t h a t pts(p) o verlaps with pts(q) (recall that for i 2 i 1 , the subwords x i1 : : : x j1 and x i2 : : : x j2 of overlap i i 2 j 1 and j 1 < j 2 ).
Example 3. The legal word corresponding to the realistic MDS descriptor = (5 e )(b 2)(2 3)(5 4)(3 4) is = 5 2 2 3 54 3 4 . The 2-interval of is the subword 22, the 3-interval of is the subword 3543, the 4-interval is 434, and the 5-interval is 52235. The pointer 3 overlaps in with both 4 and 5, but not with 2.
We will introduce now a string pointer reduction system over k (SPRS k for short, or simply SPRS, when k is understood from the context of considerations), which i s a formal system modeling the transformation of pointers when ld and hi operations are used in the gene assembly process. As a matter of fact, SPRS de nes reductions of legal words over k in such a way that each reduction removes all the occurrences of one pointer set. SPRS k consists of two sets of reduction rules:
1. For each p 2 k , the string negative rule for p, denoted by snr p , is the rule of the form pp ! : 2. For each p 2 k , the string positive rule for p, denoted by spr p , is the rule of the form pp ! : Let SNR k = fsnr p j p 2 k g be the set of string negative r u l e s over k , S P R k = fspr p j p 2 k g be the set of string positive r u l e s over k t h us the set of all string rules SPRS k = SNR k SPR k . We may skip the subscript k and write SNR and SPR whenever k is clear from the context of considerations.
Let be a legal word over k and let p 2 k . The rule snr p is applicable to if pp is a subword of , i.e., is of the form = 1 pp 2 , f o r s o m e 1 2 words over k . T h e result of the application of snr p to is the legal word snr p ( ) = 1 2 .
The rule spr p is applicable to if pp is a scattered subword of (i.e., if = 1 p 2 p 3 , for some words 1 2 3 over k ). The result of the direct reduction of by spr p is the legal word spr p ( ) = 1 rs( 2 ) 3 .
Since for each p o i n ter p 2 k , each legal word having an occurrence of p has exactly two occurrences from pts(p), there is at most one application of either snr p or spr p to .
For a legal word and a rule from SPRS, D = ( ) i s a direct reduction of by if is applicable to . T h e result of D is the legal word ( ).
For a legal word and a sequence of reduction rules 1 : : : l , l 1, from SPRS, D = ( 1 : : : l ) is a reduction of by 1 : : : l , if 1 is applicable to , and i is applicable to i;1 : : : 1 ( ), for all 1 < i l. T h e result of D is the legal word l : : : 1 ( ). We s a y that D is successful if the result of D is the empty w ord -we a l s o s a y then that is successful (in SPRS).
Note that it follows directly from the above de nition of reduction that i 6 = j , whenever i 6 = j. Example 4. The word = 5 2 2 3 54 3 4 is legal. The rule snr 2 is applicable to , and snr 2 ( ) = 5 3 5 4 3 4. Also, the rule spr 5 is applicable to , a n d spr 5 ( ) = 3 2 2 4 3 4 .
The reduction ( snr 2 spr 4 spr 3 snr 5 ) is a successful reduction, and so, is successful (in SPRS).
Note that we use the \bar" notation for denoting the inversion of a (single stranded or a double stranded) DNA molecule, e.g., for a double stranded body i of M i , i denotes its inversion. We also use the \bar" notation for formal symbols denoting pointers in our pointer reduction systems however, this should not lead to confusion: after all, in the \intended semantics", if p denotes a pointer (a string of nucleotides), then p denotes its inversion.
The e ect of ld and hi operations on DNA molecules was translated in the previous section into a formal system, transforming realistic MDS descriptors through the use of ld and hi operations. We will relate now this formal system to SPRS which operates on legal words. In particular, we prove t h a t a realistic MDS descriptor has a successful strategy (based on fld hig) if and only if the legal word is successful (in SPRS).
We consider rst the ld operation. Lemma 3. Let be a realistic MDS descriptor and let p 2 k . I f ld p is applicable to , then snr p is applicable to . Moreover, if 0 = ld p ( ), and 0 = snr p ( ), then 0 = 0 .
Proof. If ld p is applicable to , then this application is either simple or boundary. I n both cases pp is a subword of , and so, snr p is applicable to .
Applying ld p to removes p (and a bigger composite MDS is formed), but in the resulting 0 = ld p ( ) the sequence of the remaining pointers is the same as in .
Applying snr p to removes both occurrences of p in yielding 0 . This contradicts Corollary 2, and so, this case is also not possible.
Hence, only Case 1 and Case 3.1 are possible, and in both cases ld p is applicable. Now,
by Lemma 3, we h a ve 0 = 0 .
From Lemmata 3 and 4, we obtain the intertranslatability b e t ween the operation ld on realistic MDS descriptors and the reduction rule snr on legal words.
Corollary 5. Let be a realistic MDS descriptor, and let p 2 k . The rule ld p is applicable to if and only if snr p is applicable to . Moreover, in the case of applicability, if 0 = snr p ( ) and 0 = ld p ( ), then 0 = 0 .
We consider now the hi operation. Lemma 6. Let be a realistic MDS descriptor, and let p 2 k . I f hi p is applicable to , then spr p is applicable to . Moreover, if 0 = hi p ( ), and 0 = spr p ( ), then 0 = 0 .
Proof. If hi p is applicable to , then both p and p occur in . By Theorem 1, they are either both left, or both right i n . W e t h e n h a ve t wo situations: either the pointer p occurs in before p, or the other way around. We will consider only the former case, since the reasoning for the latter case is analogous.
Since hi p is applicable to , pp is a scattered subword of , and so, the reduction rule spr p is applicable to . If = 1 (p q 1 )(q 2 q 3 ) : : : (q 2i q 2i+1 )(p r) 2 , for some q 1 : : : q 2i+1 r 2 ex k , and 1 2 2 (; k ) , then 0 = 1 (q 2i+1 q 2i ) : : : (q 3 q 2 )(q 1 r ) 2 .
Similarly, if = 1 (r p )(q 1 q 2 ) : : : (q 2i;1 q 2i )(q 2i+1 p) 2 , for some 1 2 2 (; k ) and q 1 : : : q 2i+1 r 2 ex k , t h e n 0 = 1 (r q 2i+1 )(q 2i q 2i;1 ) : : : (q 2 q 1 ) 2 :
Thus, to obtain 0 from using hi p , p and p are removed, all the pointers in the pinterval of are switched, and their sequence is reversed, while the pointers outside the p-interval remain unchanged.
On the other hand, to obtain 0 from using spr p , p and p are removed, all pointers in the p-interval are switched, and their sequence reversed.
Consequently, 0 = 0 .
Lemma 7. Let be a realistic MDS descriptor, and let p 2 k . I f spr p is applicable to , t h e n hi p is applicable to . Moreover, if 0 = hi p ( ), and 0 = spr p ( ), then 0 = 0 . Proof. Since spr p is applicable to , pp is a scattered subword of in particular, both p and p occur in . M o r e o ver, by Theorem 1, either both p and p are left pointers in , or they are both right pointers in . In both cases, the rule hi p is applicable to . Now, by Lemma 6, we h a ve 0 = 0 .
Lemmata 6 and 7 yield the intertranslatability b e t ween the operation hi on realistic MDS descriptors and the reduction rule spr on legal words. Corollary 8. Let be a realistic MDS descriptor, and let p 2 k . The rule hi p is applicable to if and only if spr p is applicable to . Moreover, in the case of applicability, if 0 = spr p ( ) and 0 = hi p ( ), then 0 = 0 .
The main result of this section follows now from Corollaries 5 and 8.
Theorem 9. A realistic MDS descriptor has a successful strategy if and only if the legal string is successful in SPRS.
Graph pointer reduction systems
We m o ve n o w to consider the graph pointer reduction system (GPRS for short) and its use in modeling the gene assembly process based on ld and hi operations. As a matter of fact, we relate GPRS to SPRS, and then using the results of the previous section we prove that a realistic MDS descriptor has a successful strategy based on fld hig if and only if its associated graph is reducible to the empty graph in GPRS.
A graph is an ordered pair G = ( V E ), where V is a n i t e set of vertices, and E ffu vg j u v 2 V u6 = vg is a set of edges. The graph ( ) is called the empty graph and is denoted by . The complement of G, denoted by G, is the graph (V E), where E = ffu vg j u v 2 V u6 = v fu vg 6 2 Eg.
The vertices u v 2 V are neighbors in G if fu vg 2 E. For a vertex u 2 V , the neighborhood of u in G is the set set of all neighborsofv, i.e., the set fv 2 V j f u vg 2 Eg.
The vertex v is called isolated if its neighborhood is empty.
For a set of vertices U V , the subgraph induced by U in G is the graph (U E U ), where E U = ffu vg 2 E j u v 2 Ug.
A labeled graph is a structure G = ( V E ), where (V E ) is a graph, is a set of labels, a n d : V ! is the labeling function of G.
A signed graph is a labeled graph G = ( V E ), where = f+ ;g. The vertices labeled by`+' are called positive, a n d t h e v ertices labeled bỳ ;' are called negative.
The complement of a signed graph G = (V E f+ ;g ) is the signed graph G = (V E f+ ;g ), where (V E) is the complement of the graph (V E ), and, for all v 2 V , (v) = + if and only if (v) = ;. H e r e w e use again the bar notation for denoting the complement of a graph. There is no way that this can be confused with barring pointers or other notations for DNA molecule to denote the inversion. Since the bar notation for denoting the complement of a graph is so standard, we h a ve decided to use it also in this paper.
Let be a legal word, and let P( ) = ffp pg j fp pg \ alph( ) 6 = g hence, P( ) consists of the pointer sets of all pointers occurring in . T h e n w e associate with the signed graph = ( V E f+ ;g ) such t h a t V = P( ), E = ffP Qg j P Qoverlap in g, and, for each P 2 V , (P ) = + if and only if P is good in .
We s a y t h a t is the legal graph of . Hence, in the terminology of (Harary 1969) , our legal graphs are overlap graphs and also, signed circle graphs.
Example 5. The graph for the legal word = 2 6 5 6 43 3 2 5 4 is shown in Figure  8 . In pictorial representation of legal graphs, a vertex pts(p) is represented by either p, or p.
The graph pointer reduction system GPRS over k (GPRS k for short, or simply GPRS, when k is understood from the context of considerations), de nes reductions of legal graphs in such a w ay t h a t e a c h reduction removes one vertex of the graph (hence one pointer set). GPRS k consists of two sets of reduction rules.
1. For any pointer set P, the graph negative rule for P, denoted b y gnr P , is the rule of the form (P ;) ! : 2. For any pointer set P, the graph positive rule for P, denoted b y gpr P , is the rule of the form (P +) ! : Let GNR k = fgnr P j P is a pointer set over k g be the set of graph negative rules over k , and let GPR k = fgpr P j P is a pointer set over k g be the set of graph positive rules over k t h us GPRS k = G N R k GPR k . W e m a y skip the subscript k and write GNR and GPR, whenever k is clear from the context of considerations.
Let be a legal graph and P a v ertex of .
The rule gnr P is applicable to if P is a negative isolated vertex of . T h e r e s u l t o f t h e application of gpr P to , denoted gpr P ( ), is the graph obtained from by removing (reducing) the vertex P.
The rule gpr P is applicable to if P is a positive vertex of . The result of the application of gpr P to , denoted gpr P ( ), is the graph obtained from by removing (reducing) the vertex P (together with all its adjacent edges), and changing the subgraph induced by the neighborhoodofP in into its complement.
For a legal graph and a rule from GPRS, D = ( ) is a direct reduction (of by ) i f is applicable to . T h e result of D is the legal graph ( ).
For a legal graph , and a sequence 1 : : : l , l 1, of reduction rules from GPRS, D = ( 1 : : : l ) is a reduction of if 1 is applicable to , and i is applicable to i;1 : : : 1 ( ), for all 2 i l. The result of D is the legal graph l : : : 1 ( ). We say that D is successful if the result of D is the empty graph { we a l s o s a y t h e n that is successful (in GPRS).
Note that it follows directly from the de nition of reduction that i 6 = j for i 6 = j. Example 6. The rules gnr 3 and gpr 5 are both applicable to the graph from Figure 8 .
The results of direct reductions of , using the two rules, are shown in Figure 9 . The graph is successful, and ( gnr 3 gpr 5 gpr 6 gpr 2 gpr 4 ) is a successful reduction.
Using the terminology introduced above, we i n vestigate now the relationship between the string pointer reduction system SPRS and the graph pointer reduction system GPRS. More precisely, w e w i l l p r o ve that a legal word is successful (in SPRS) if and only if is successful (in GPRS). Moreover, we will show t h a t a n y reduction of in SPRS can be translated into a reduction of in GPRS, and the other way around.
In order to simplify the notation, in the sequel we w i l l u s e l o wer case letters p q r to denote pointers (from ) and the upper case letters P Q, a n d R to denote the pointer sets of p q, and r, respectively.
Lemma 10. Let be a legal word, and let p 2 k . I f snr p is applicable to , t h e n gnr P is applicable to . Moreover, if 0 = snr p ( ), and 0 = gnr P ( ), then 0 = 0 .
Proof. If snr p is applicable to , then p has two occurrences in , and so, p is negative in . T h us, P is negative i n . Moreover, since p does not overlap with any other pointer in , P is isolated in . Consequently, gnr P is applicable to .
To prove the second claim of the lemma, we note that snr removes the two (consecutive) occurrences of p in , and the overlap situation for all other pointers occurring in remains the same as in 0 . On the other hand, gnr P removes only the isolated vertex P from , and the resulting graph 0 has exactly the same edges (between remaining vertices) and the same labels (of the remaining vertices). Consequently, 0 = 0 .
Lemma 11. Let be a legal word, and let p 2 k . I f spr p is applicable to , t h e n gpr P is applicable to . Moreover, if 0 = spr p ( ), and 0 = gpr P ( ), then 0 = 0 . Proof. If spr p is applicable to , then p is a positive p o i n ter in , and so, the vertex P is positive i n . Consequently, gpr P is applicable to .
To p r o ve the second claim of the lemma, we consider now t wo arbitrary pointers q and r from alph( ), such that p q r are three di erent pointers. We w i l l consider separately each of the three possible overlap situations (of q and r with p): 1. Neither q, nor r overlap with p. 2. Only one of q roverlaps with p. 3. Both q and r overlap with p. ad 1. Since neither q, nor r overlap with p in , the application of spr p does not change the overlap relationship between q and r: it is the same in as it is in 0 . Moreover, the goodnessofq and r remains the same. Since Q and R are not neighbors of P in , t h e edge relationship between Q and R in 0 is the same as in , a n d their labels remain the same. Thus, the second claim of the lemma follows. ad 2. Assume that q overlaps with p in while r does not (the other case is symmetric). This implies that Q is a neighbor of P in , but R is not. Consequently, the edge relationship between Q and R is the same in 0 as in . H o wever, the labeling of Q is switched, while the labeling of R is the same in 0 as in .
Since q overlaps with p in , one of the two q-partners (say q 1 ) occurs within the p-interval and the other (say q 2 ), occurs outside the p-interval. Because of the overlap, applying spr p to changes the goodness of pts(q).
(i) Assume now that q and r do not overlap in . Hence, either both q 1 and q 2 are outside the r-interval, or they are both inside it. Since the r-interval must be either within, or outside the p-interval (p and r do not overlap), also in 0 , after the application of spr p , q and r do not overlap.
(ii) I f q and r overlap in , then either q 2 must occur within the r-interval, which m ust then lie outside the p-interval, or q 1 must occur within the r-interval, which m ust then lie inside the p-interval. In both cases, also in 0 , after the application of spr p , q and r overlap. Hence, the application of spr p to does not change the overlap relationship between q and r: it is the same in as in 0 .
Thus, in both cases, (i) a n d ( ii), we h a ve 0 = 0 . ad 3. In this case, Q and R are both in the neighborhoodofP and thus, after applying gpr P to , their labeling, as well as their edge relationship is changed.
Since both q and r overlap with p, b o t h pts(q) a n d pts(r) has one occurrence inside the p-interval and one occurrence outside the p-interval. Thus, the application of spr p to changes the goodness of both q and r.
For the outside occurrences of pts(q) a n d pts(r), say q 1 and r 1 , w e h a ve t wo possible cases (let = 1 2 3 , w h e r e 2 is the p-interval): (a) q 1 and r 1 are on the opposite sides of 2 , i.e., one of q 1 r 1 is in 1 and the other one in 3 , (b) q 1 and r 1 are on the same side of the 2 , i.e., either both q 1 and r 1 are in 1 , or both q 1 and r 1 are in 3 .
In both cases, applying spr p to changes the overlap relationship of q and r. Hence, the edge relationship between q and r in 0 is changed with respect to , and thus, it is the same as in 0 .
Consequently, the graphs 0 and 0 have the same edges, and the same vertex labels, and so 0 = 0 . Hence, the lemma holds.
Thus, in all three cases, 0 = 0 , and so the lemma holds.
The Lemmata 10 and 11 together yield the following corollary.
Corollary 12. Every string reduction ( 1 : : : l ) in SPRS translates into a graph reduction ( 0 -each SPRS reduction rule snr p into the GPRS reduction rule gnr P -each SPRS reduction rule spr p into the GPRS reduction rule gpr P .
Consequently, i f is a successful legal word, then is a successful legal graph.
We m o ve n o w t o p r o ve the reverse implication, namely that any successful reduction in the graph pointer reduction system has an equivalent successful reduction in the string pointer reduction system.
We s a y that a reduction (either in SPRS, or in GPRS) is canonical if all the positive pointers (vertices) are reduced before the reduction of any negative p o i n ter (vertex).
The following two results show t h a t a n y successful reduction in either SPRS, or GPRS can be modi ed into a canonical successful reduction.
Lemma 13. If is a successful legal word in SPRS, t h e n has a canonical successful reduction in SPRS.
Proof. Let be a successful legal word, and let ( 1 : : : l ) be a successful reduction of in SPRS. Assume that for some 1 i l, i = snr q and i+1 = spr p , for some pointers p q. If the (consecutive) occurrences of q in are outside the p-interval of , then replacing snr q by spr p and spr p by snr q still gives a successful reduction of . O n the other hand, if the occurrences of q in are inside the p-interval of , then replacing snr q by spr p and spr p by snr q yields a successful reduction of in SPRS.
Lemma 14. If is a successful legal graph in GPRS, then has a canonical successful reduction in GPRS.
Proof. This follows from the fact that removing a negative vertex does not change anything in the rest of the graph. Hence, if the reduction gpr P of a positive v ertex P follows the reduction gnr Q of a negative v ertex Q, t h e n a p p l y i n g gpr P rst, followed by applying gpr Q will also yield a successful reduction of .
Consequently, in the sequel of this section we will consider only canonical reductions. Proof. Since negative rules apply to isolated vertices only, any two consecutive applications of negative rules can be permuted without changing the result of the whole reduction.
But the rest of D 0 q (starting with the second reduction rule) is of length n. T h us, by induction hypothesis, the claim holds for the rest of D 0 q , and so, the claim holds also for D 0 . This, together with Theorem 9 gives the following result:
Theorem 21. Let be a realistic MDS descriptor. The following three conditions are equivalent:
(i) has a successful strategy based on fld hig.
(ii) is successful in SPRS.
(iii) is successful in GPRS.
Discussion
In this paper we h a ve i n vestigated some formal aspects of gene assembly in ciliates. In particular we have presented three di erent formalizations of the structure of a (micronuclear, intermediate, or macronuclear) gene: MDS descriptors, legal strings and legal graphs, and then considered the rewriting systems operating on these structures. We have proved that legal graphs, the most abstract of the three structures, contain enough information for the investigation of possible strategies for the gene assembly. Clearly one would like to isolate those strategies that are most feasible from the biological point o f view. This may require more empirical work -as a matter of fact, we have started experiments in this direction. Once we obtain some biological criteria, one can formalize the class of strategies satisfying them, and then develop some techniques for analyzing the corresponding string and graph reduction systems. Graph reduction systems seem to be more \attractive" for such an investigation, simply because they are \more abstract". It seems that those kinds of reduction systems are new, although there is some resemblance to formal systems parsing \correct parenthesis expressions". Our reduction systems constitute also new models within the area of DNA computing. We believe that this paper demonstrates yet another applicability of graph transformations, this time to the investigation of the real life problems.We h a ve merely touched the problem area. There is much t o b e i n vestigated: e.g., the modeling of other operations postulated for gene assembly (see, e.g., (Ehrenfeucht et al 2000b) and (Ehrenfeucht e t a l 2000a)), or the characterization of those MDS structures that are admissible as the gene structures in the micronucleus. This latter problem requires both empirical and theoretical investigations (see, e.g., the discussion in (Prescott et al 2000) concerning simple operations). We are currently working on these problems, and hope to be able to report the results in the future papers.
The computational nature of the gene assembly process has been brought to the attention of the DNA computing community in a series of papers by L.Landweber and L.Kari, see, e.g., (Landweber and Kari 1998) and (Landweber and Kari 1999) . However, their model is intermolecular, i.e., interactions between di erent molecules form an important part of their model. This is a major di erence with our model, which i s intramolecular, i.e., the assembly process is always con ned to one molecule (although an IES is excised by the ld operation, which is actually common to their and our model). Moreover, we investigate the assembly process accomplished by v arious strategies in our reduction systems, while Landweber and Kari investigate the computational power (in the sense of computability theory) of their operations. We believe that their and our work together shed light on the computational nature of gene assembly in ciliates.
