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Résumé
Nous étudions, dans cette thèse, la construction des fonctions L p-adiques des motifs
sur Q et, plus particulièrement, des formes modulaires.
Dans les premiers trois chapitres on étend des constructions de Perrin-Riou pour
construire, pour une représentation p-adique de de Rham V du groupe de Galois absolu
GQp de Qp (ou, plus généralement, un (ϕ,Γ)-module de de Rham sur l’anneau de Robba)
et un système compatible d’éléments globaux, une fonction L p-adique. On montre, en
utilisant des lois de réciprocité montrées par Perrin-Riou, Colmez, Cherbonnier-Colmez,
Berger et Nakamura, que ces fonctions interpolent des valeurs arithmétiques intéressantes
aux caractères localement algébriques.
Dans les derniers trois chapitres, on se spécialise au cas de dimension 2. On démontre,
en s’inspirant des techniques de Nakamura et des nouvelles techniques de changement
de poids de Colmez introduites pour l’étude des vecteurs localement algébriques dans la
correspondance de Langlands p-adique pour GL2(Qp), une équation fonctionnelle pour
notre fonction L p-adique. Comme une application de cette équation fonctionnelle, on
fournit les argument manquants dans les travaux de Nakamura complétant la preuve de la
conjecture ε locale de Kato pour les représentations de dimension 2. Pour le motif associé
à une forme modulaire, on utilise tous ces résultats pour interpréter les valeurs interpolées
par la fonction L p-adique en termes des valeurs spéciales de la fonction L complexe de
cette forme.
Mots-clés
Fonctions L p-adiques, formes modulaires, (ϕ,Γ)-modules, théorie d’Iwasawa, correspon-
dance de Langlands p-adique.
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4de Rham (ϕ,Γ)-modules and p-adic L-functions
Abstract
This thesis studies the construction of p-adic L-functions associated to motives over Q
and, in particular, to modular forms.
In the first three chapters we generalize some constructions of Perrin-Riou in order to
construct, for any p-adic de Rham representation V of the absolute Galois group GQp of Qp
(or, more generally, any de Rham (ϕ,Γ)-module over the Robba ring) and any compatible
system of global elements, a p-adic L-function. We show, by the use of some reciprocity
laws proved by Perrin-Riou, Colmez, Cherbonnier-Colmez, Berger and Nakamura, that
these functions interpolate interesting arithmetic values at locally algebraic characters.
The last three chapters deal with the particular case of dimension 2. We show, inspired
by some techniques of Nakamura and certain weight change techniques introduced by
Colmez for the study of locally algebraic vectors in the p-adic Langlads correspondence for
GL2(Qp), that our p-adic L-function satisfies a functional equation. As an application of our
functional equation, we fulfil the missing arguments in the work of Nakamura, providing
a complete proof of Kato’s local ε-conjecture for 2-dimensional representations. For the
motive associated to a modular form, we use these results to interpret the interpolated
values of the p-adic L-function in terms of special values of the complex L-function of the
form.
Keywords
p-adic L-functions, modular forms, (ϕ,Γ)-modules, Iwasawa theory, p-adic Langlands cor-
respondence.
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Introduction
Cette thèse est consacrée à l’étude des fonctions L p-adiques associées aux formes
modulaires. En utilisant la théorie des (ϕ,Γ)-modules et en généralisant certains résultats
de Perrin-Riou, on montre comment construire des fonctions L p-adiques associées à une
forme modulaire supercuspidale en p tordue par des caractères suffisamment ramifiés.
Soit
f =
+∞∑
n=1
anq
n ∈ Sk(Γ1(N), ωf )
une forme primitive (i.e cuspidale, nouvelle, propre pour les opérateurs de Hecke et nor-
malisée) de poids k ≥ 2, niveau N et caractère ωf : (Z/NZ)× → C×. Supposons dans
cette introduction que la forme f est à coefficients rationnels, ce qui permet de simplifier
légèrement l’exposition des résultats. Pour η un caractère de Dirichlet, notons
L(f, η, s) =
+∞∑
n=1
anη(n)n
−s
la fonction L complexe associée à f et η. La série définissant L(f, η, s) converge pour
Re s > 1, admet un prolongement analytique à tout le plan complexe et elle satisfait
une équation fonctionnelle reliant les valeurs L(f, η, s) et L(f, η−1, k − s). La théorie des
symboles modulaires permet de montrer l’existence des périodes complexes Ω+f et Ω
−
f telles
que, si η est un caractère de Dirichlet, j est un entier tel que 1 ≤ j ≤ k − 1 et ± est tel
que η(−1)(−1)j = ±1, alors
Γ(j)
(2ipi)j
L(f, η, j)
Ω±f
∈ Q.
Ceci permet, en fixant une immersion Q ⊆ Qp et en notant Λ∞(f, η, s) = Γ(s)(2ipi)sL(f, η, s),
de voir ces valeurs dans le monde p-adique en posant
ιp(Λ∞(f, η, j)) =
Λ∞(f, η, j)
Ω±f
∈ Qp,
et la question naturelle de si l’on peut interpoler p-adiquement ces valeurs apparait.
Les fonctions L p-adiques peuvent être vues naturellement comme des fonctions rigides
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analytiques sur l’espace des poids p-adiques X 1. Si η : Z×p → C×p est un caractère d’ordre
fini, une telle fonction Lp ∈ O(X) est déterminée par ses valeurs sur les caractères de la
forme x 7→ η(x)xk, k ∈ Z. En particulier, si l’on pose, pour s ∈ Zp, 〈x〉s = exp(s log x),
une fonction analytique sur l’espace des poids donne naissance à une famille de fonctions
Lp(η, s) d’une variable p-adique s ∈ Zp, pour η parcourant les caractères d’ordre fini.
La fonction L p-adique de la forme f est construite par interpolation (des multiples
appropriés) des valeurs ιp(Λ∞(f, η, j), 1 ≤ j ≤ k−1 et η un caractère d’ordre une puissance
de p. Nous allons rappeler certaines constructions que l’on en connaît actuellement.
0.1 Le cas de pente finie
Fixons un isomorphisme Qp = C. Soit
X2 − apX + ωf (p)pk−1
le polynôme de Hecke en p de la forme f et notons α, β ∈ Qp ses racines.
Definition 1. On dit que f est de pente finie si au moins une des racines est non-nulle.
Remarquons simplement que, si p - N , alors f est de pente finie, et que, si p divise N ,
alors f est de pente finie si et seulement si ap 6= 0. Supposons dans la suite que f est de
pente finie. Une des premières constructions ([45], [1], [58], [46]) de la fonction L p-adique
de f dépend du choix d’une racine non nulle, disons α, telle que vp(α) < k − 1 (ce qui
est toujours possible, quitte a échanger α et β, car α et β sont des entiers algébriques et
vp(α) + vp(β) = k − 1). En combinant la théorie des symboles modulaires et un résultat
d’Amice, Vélu et Vishik on obtient le résultat suivant :
Théorème 0.1.1 (Mazur-Swinerton-Dyer, Manin, Amice-Vélu, Vishik). Soient f et α
comme ci-dessus. Il existe une unique fonction Lp,α(f) ∈ O(X) d’ordre vp(α) telle que,
si η : Z×p → C×p est un caractère de Dirichlet de conducteur pn et j un entier tel que
0 ≤ j ≤ k − 2, on a
Lp,α(f)(ηχ
j) = ep,α(f, η, j)
pn(j+1)
G(η−1)
· ιp(Λ∞(f, η−1, j + 1))
où G(η−1) =
∑pn−1
a=0 η
−1(a) exp(2ipiapn ) dénote la somme de Gauss du caractère η
−1 et le
facteur ep,α(f, η, j) est défini par la formule
ep,α(f, η, j) =
{
α−n si n > 0
(1− α−1ωf (p)pk−2−j)(1− α−1pj) si n = 0.
1. L’espace X est un espace analytique rigide dont les L-points, pour L une extension finie de Qp,
sont donnés par X(L) = Homcont(Z×p , L). Il est une union de boules ouvertes et donc quasi-Stein. Par un
théorème d’Amice, les distributions sur Z×p correspondent aux fonctions (rigides) analytiques sur X
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0.2 Le système d’Euler de Kato
Il existe une construction alternative ([41], [19]) de la fonction L p-adique, qui est
moins élémentaire mais a pourtant l’avantage de permettre de relier les valeurs en certains
points entiers de la fonction L p-adique à des quantités de nature cohomologique, ce qui
permet, par exemple, de démontrer des instances de la conjecture de Birch et Swinnerton-
Dyer p-adique et la conjecture principale d’Iwasawa pour les représentations galoisiennes
attachées aux formes modulaires. Nous rappelons dans ce qui suit la construction de Kato
de la fonction L p-adique dans le cas où p est un nombre premier ne divisant pas le niveau
N de f 2.
On sait, d’après Shimura pour les formes de poids 2 et Deligne en poids > 2, associer
à f une Qp-représentation V (f) du groupe de Galois absolu GQ de Q, de dimension 2,
non-ramifiée en dehors Np, de Rham en p et caractérisée par la propriété suivante : pour
tout l - Np, si Frobl désigne le Frobenius arithmétique en l, alors
det(1− Frob−1l X|V (f)Il) = 1− alX + lk−1ωf (l)X2.
De plus, si p - N , V (f) est cristalline en p. Notons aussi par V (f) la restriction de V (f)
au groupe GQp = Gal(Qp/Qp).
Soient F∞ = ∪nQp(µpn) l’extension cyclotomique de Qp, Γn = Gal(F∞/Qp(µpn)) ⊆
Γ = Gal(F∞/Qp) et χ : Γ
∼−→ Z×p le caractère cyclotomique. La construction de Kato
repose sur la construction d’un système d’Euler 3 zKato attaché à f dans la représentation
V = V (f)∗(1) = V (f)(k) (qui est de Rham à poids de Hodge-Tate 1 et k en p), dont les
niveaux en les différentes puissances de p fournissent un élément, aussi noté zKato, de la
cohomologie d’Iwasawa
H1Iw(Qp, V ) = lim←−
n
H1(Qp(µpn), T )⊗Qp ∼= H1(GQp ,D0(Γ, V ))
de la représentation V , où la limite est prise par rapport aux applications de corestriction
et T dénote n’importe quel Zp-réseau de V stable par GQp . Dans le dernier isomorphisme,
qui est une conséquence du lemme de Shapiro, D0(Γ, V ) dénote l’espace des mesures sur Γ
à valeurs dans V .
Soient L une extension finie de Qp et ξ : Z×p → L× ∈ X(L). L’intégration fournit des
applications de spécialisation envoyant un élément µ ∈ H1(Qp,D0(Γ, V )) sur∫
Γ
ξ · µ ∈ H1(Qp, V (ξ)),
2. cf. [19] pour les modifications nécessaires dans le cas semi-stable et [26] pour le cas où la représentation
dévient cristalline sur une extension abélienne de Qp.
3. Les éléments zêta de Kato dépendent d’un certain nombre de choix que l’on ignore dans cette
introduction afin de simplifier l’exposition.
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où V (ξ) est la tordue de V par le caractère ξ, vu comme caractère de GQp via la projection
GQp → Γ
χ−→ Z×p .
Notons DdR(V ) le module de de Rham de V de la théorie de Hodge p-adique. On a
une application exponentielle
exp : DdR(V )→ H1(Qp, V )
construite par Bloch et Kato ([11]) à partir de la suite exacte fondamentale de la théorie
de Hodge p-adique, et une exponentielle duale
exp∗ : H1(Qp, V )→ DdR(V ),
adjointe de l’application exponentielle pour les dualités induites par la dualité locale de
Tate. Ces applications jouent un rôle très important dans la théorie d’Iwasawa des repré-
sentations p-adiques. Le système d’Euler de Kato a la propriété remarquable suivante :
Théorème 0.2.1 (Kato). Pour tout j ∈ {1, . . . , k − 1} et tout caractère η : Z×p → L
d’ordre fini, on a l’égalité suivante dans L⊗ Fil−jDdR(V ) ∼= L⊗Qp · f :
t−j · exp∗(
∫
Z×p
ηχ−j · zKato) = 1
j!
ιp(Λ∞(f, η, j)) · f,
où t dénote l’élément 2ipi de Fontaine.
Le théorème ci-dessus s’interprète comme suit. Si pn est le conducteur de η, le terme de
gauche s’exprime comme combinaison linéaire des valeurs exp∗(
∫
Γn
χ−j ·(σa(zKato))) ∈ Ln⊗
DdR(V (−j)), a ∈ (Z/pnZ)×. Le L-espace vectoriel filtré L⊗DdR(V ) est de dimension 2 et f
est un générateur canonique de la droite qui engendre cette filtration. L’application t−j exp∗
tombe sur L ⊗ t−jFil0DdR(V (−j)) qui est canoniquement isomorphe à L ⊗ Fil−jDdR(V )
si 1 ≤ j ≤ k − 1. Ces valeurs sont donc des multiples de f , et le théorème dit que leurs
coefficients sont exprimés en termes des valeurs spéciales de la fonction L complexe de f .
Si p - N (i.e si V (f) est cristalline), ce théorème permet à Kato d’appliquer la machine
à fonctions L p-adiques de Perrin-Riou ([52], [53], [41])
LogV : H
1(Qp,D(Γ, V ))→ O(X)⊗Dcris(V ),
interpolant p-adiquement les applications exponentielles et (d’après un théorème de Col-
mez, Benois et Kato-Kurihara-Tsuji) les exponentielles duales de Bloch-Kato pour des
différentes tordues de la représentation en question.
Théorème 0.2.2 ([41] thm. 16.6). Soit eα ∈ Dcris(V (f)) = Dcris(V ∗(1)) un vecteur propre
du Frobenius de valeur propre α. On a alors
Lp,α(f) = 〈LogV (zKato), eα〉.
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Remarquons que l’on dispose dans tous les cas d’un système d’Euler zKato et que
l’application de Perrin-Riou a été généralisée pour les représentations de de Rham par
des travaux de Colmez ([16]) et Cherbonnier-Colmez ([13]) et, pour un (ϕ,Γ)-module sur
l’anneau de Robba R, par Nakamura ([47]). Mais ces applications ne s’expriment pas
naturellement en termes de fonctions analytiques sur l’espace des poids et ne fournissent
malheureusement pas si simplement des fonctions L p-adiques.
0.3 La série principale unitaire
Mentionnons encore une autre construction de la fonction L p-adique ([30]), due à
Emerton. La forme f de poids k et niveau N donne naissance à une représentation auto-
morphe pif = pi∞ ⊗ pip ⊗ pip de GL2(A) = GL2(R) × GL2(Qp) × GL2(Apf ) où A = AQ
(resp. Apf ) dénote les adèles (resp. adèles finis hors de p) de Q. Soit V = V (f)(k − 1). On
sait ([31]), d’après la compatibilité entre les correspondances de Langlands locale classique
et p-adique, que
Π(V )alg = pip ⊗ Symk−2
où Π(V )alg dénote les vecteurs localement algébriques de la représentation de GL(Qp) de
Banach associée à V par Colmez (cf. [21]) et Symk−2 la k − 2-ième puissance symétrique
de la représentation évidente de GL2(Qp).
0.3.1 Cohomologie complétée
Soit
Kp = {g = ( a bc d ) ∈∏
l 6=p
GL2(Zl)|g ≡
( ∗ ∗
0 1
)
mod N} ⊆ GL2(Apf ).
La cohomologie complétée de la tour de courbes modulaires 4
Y (KpKp) = GL2(Q)\ GL2(A) /C×KpKp,
où Kp est un sous-groupe compact ouvert de GL2(Qp), est définie par
H˜1c (K
p) = lim←−
n
lim−→
Kp
H1c (Y (K
pKp), (Z/p
nZ))⊗Zp Qp
où les limites sont prises sur les entiers positifs n et sur tous les groupes ouverts com-
pacts Kp de G. Ceci définit un Qp-espace de Banach muni d’une action Qp-linéaire de
GL2(Qp), de l’algèbre de Hecke T de Kp, et du groupe pi0 = {±1} à deux éléments (en
échangeant les deux composantes connexes de GL2(R)/C× ∼= C\R) commutant toutes
entre elles. La représentation H˜1c (Kp) ainsi obtenue est une représentation admissible au
4. On voit C dans GL2(R) comme les transformations de R2 ∼= C qui sont C-linéaires
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sens de Schneider-Teitelbaum ([56]).
Soit λ le caractère de T défini par son action sur (pip)Kp (qui est une représentation de
dimension 1 deT car le niveau de f estN). On note, pour ± ∈ {±1}, H˜1c (Kp)± les éléments
de H˜1c (Kp) sur lesquels le groupe pi0 agit par multiplication par ± et H˜1c (Kp)±⊗Tλ le plus
gros quotient de H˜1c (Kp)± sur lequel l’algèbre de Hecke agit à travers λ. On montre alors
qu’il existe, pour chaque choix d’un signe ± ∈ {±1}, une unique immersion (à scalaire
près) GL2(Qp)-équivariante
ι± : pip ⊗ Symk−2 → H˜1c (Kp)± ⊗T λ.
Soit f de pente finie (i.e p - N ou ap 6= 0) et supposons que la représentation pip est
une série principale IndGB(δ1, δ2) induite par deux caractères δ1, δ2 de Q×p , où B ⊆ G est le
Borel supérieur et IndGB(δ1, δ2) dénote l’induite lisse du caractère
(
a b
0 d
) 7→ δ1(a)δ2(d) de B.
On peut supposer, par la théorie d’entrelacements (cf. [30], §4), que le caractère δ1 est non
ramifié 5. Soit α = δ1(p), qui est aussi la valeur propre de l’opérateur Up sur f si p divise
le niveau de f où bien d’une p-stabilisation de f . On sait, d’après le calcul des vecteurs
localement algébriques et localement analytiques des séries principales ([21], [23]), que
Π(V )alg = pip ⊗ Symk−2, Π(V )an = Indan(δ1, δ2)⊗ Symk−2,
où Indan(δ1, δ2) dénote l’induite analytique du caractère du Borel ci-dessus, et, par la com-
patibilité locale-globale dans la correspondance de Langlands p-adique ([31]), l’immersion
ι± : Π(V )alg → H˜1c (Kp)± ⊗T λ se prolonge 6 en une immersion GL2(Qp)-équivariante
Π(V )an → H˜1c (Kp)± ⊗T λ.
0.3.2 Symboles modulaires
Soit D0 le groupe des diviseurs de degré 0 de P1(Q) (que l’on voit comme les pointes
du demi-plan de Poincaré) muni de l’action évidente de GL2(Q). La dualité de Poincaré
permet alors de montrer (cf. [30], prop. 4.2) l’existence d’une application
D0 → (H˜1c (Kp))∗
dont l’image tombe dans la boule unité fermée de (H˜1c (Kp))∗. En dualisant les flèches du
paragraphe précédent on obtient une application
D0 → (Π(V )an)∗.
5. Si p | N , l’un de deux caractères est ramifié et cette condition détermine uniquement δ1. Si p - N , δ1
et δ2 sont tous les deux non-ramifiés et on a deux choix
6. Dans [30], on montre qu’un tel prolongement existe dès que vp(α) < k− 1. Cette hypothèse, grâce à
[31] et [23], n’est plus nécessaire.
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En particulier, l’élément ∞− 0 ∈ D0 induit une forme linéaire
µ±f : Π(V )
an → L
et, en regardant l’espace Indan(δ1, δ2) comme un espace de fonctions localement analytiques
sur Q×p on obtient une immersion LA(Z×p , L) → Π(V )an. On peut donc considérer la
restriction de µ±f à cet espace, et on a le résultat suivant :
Théorème 0.3.1 ([30], prop. 4.9). Il existe une constante C 6= 0 telle que, pour tout ξ ∈ X,
on a
Lp,α(f)(ξ) = C ·
∫
Z×p
ξ · µ±f .
Remarquons, pour conclure, que les isomorphismes
H1Iw(Qp, V )
∼= D(V )ψ=1 ⊆ Drig(V )ψ=1 ∼= ((Π(V )an)∗)
(
p 0
0 1
)
permettent de voir le système d’Euler de Kato comme un élément dans (Π(V )an)∗. Les
résultats d’Emerton et les isomorphismes ci-dessus permettent de faire un lien entre la
théorie des systèmes d’Euler et les symboles modulaires sur la tour de courbes modulaires.
0.4 Le cas supercuspidal
On ne dispose pas au présent, lorsque f est une forme de pente infinie, d’une construc-
tion de la fonction L p-adique associée à f . Dans cette situation, l’approche classique de la
construction de la fonction L p-adique s’appuyant sur la théorie des symboles modulaires
(surconvergents) ne marche plus. On n’a d’ailleurs pas d’interprétation de l’application de
Perrin-Riou en termes de distributions et on ne peut donc pas en tirer l’existence facilement
à partir du système d’Euler de Kato. D’un autre côté, on ne connaît pas de modèle des
représentations qui ne sont pas de la série principale permettant de voir naturellement les
fonctions localement analytiques sur Z×p dans ses vecteurs localement analytiques, ce qui
empêche une construction avec les méthodes d’Emerton. Il n’y a pourtant aucune raison
de penser qu’une telle fonction n’existe pas...
0.4.1 Valeurs spéciales des fonctions L
Le lecteur pourra trouver dans ce texte la construction, pour tout caractère η : Z×p →
L× de conducteur assez grand, des fonctions s 7→ Λp(f, η, s) analytiques sur Zp, interpolant,
en tout entier j ∈ Z, des valeurs spéciales, dûment interprétées p-adiquement, de la fonction
L complexe de f . Le caractère η étant fixé, on ne dispose d’un résultat d’algébricité que
pour un nombre fini des valeurs Λ∞(f, η, j), et on a donc a priori seulement un nombre
fini de candidats à interpoler. Cela ne suffit bien sûr pas pour déterminer une fonction
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analytique, mais la connaissance des valeurs aux caractères ηχj , pour j < 0 7, oui. Le
problème est alors de donner un sens p-adique à ces nombres complexes, ce que nous
ferons en utilisant leur interprétation motivique : les valeurs L(f, η, j), j < 0, sont des
régulateurs d’éléments motiviques, comme l’a remarqué Beilinson ([3]), et Gealy ([36]) a
relié ces éléments au système d’Euler de Kato.
L’isomorphisme Qp = C que l’on a fixé permet de voir η : Z×p → L× comme un
caractère de Dirichlet de conducteur pn, n ≥ 0, et on note f ⊗ η−1 = ∑n anη−1(n)qn la
forme tordue de f par η−1, qui est aussi une forme primitive (de niveau Np2n et caractère
ωfη
−2, au moins si n est assez grand). Rappelons que l’on a posé
Λ∞(f, η−1, s) =
Γ(s)
(2ipi)s
· L(f, η−1, s)
et que la forme f donne lieu à une représentation automorphe pi(f) =
∏
v
′piv(f) de
GL2(AQ), où v parcourt l’ensemble des places de Q et piv(f) est une représentation lisse
de GL2(Qv). Pour η un caractère de Dirichlet, vu comme un caractère des adèles, on note
ε(pil(f)⊗ η) les facteurs epsilon des composants locales de la représentation pi(f)⊗ η 8, de
sorte que le facteur epsilon global associé à f et η est donné par la formule
ε(pi(f)⊗ η) = ε(pi∞(f)) ·
∏
l|N
ε(pil(f)⊗ η).
La fonction Λ∞(f, η−1, s) satisfait alors l’équation fonctionnelle
Λ∞(f, η−1, j) = ik(−1)jε(pi(f)⊗ η−1, j − k − 1
2
) · Λ∞(f, η, k − j).
Soit
V = V (f)(k − 1)
(qui est une représentation de de Rham à poids de Hodge-Tate 0 et k − 1) et notons 9
zKato ∈ H1Iw(Qp, V )
l’élément fourni par Kato. En utilisant des régulateurs p-adiques (qui seront introduits plus
tard), nous allons construire, pour tout j < 0, des plongements
Λ∞(f, η−1, j) 7→ ιp(Λ∞(f, η−1, j)) ∈ DdR(V )
7. Ou bien pour n’importe quel ensemble d’entiers denses dans Zp.
8. On a ε(pi∞(f)) = ik.
9. Par un petit abus de notation, le zKato ci-dessous est le tordu par −1 de l’élément que l’on a aussi noté
zKato plus haut. On procède de cette manière afin de normaliser les poids de Hodge-Tate des représentations
considérées dans le reste de l’introduction en 0 et k − 1.
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des valeurs spéciales de la fonction L complexe de la forme modulaire dans le module de de
Rham de la représentation V . Ensuite, une des aspirations principales de cette thèse sera
de construire des fonctions analytiques interpolant ces valeurs. On aura d’abord besoin
d’un certain nombre de préliminaires pour décrire ces plongements.
0.4.2 Conjecture de Bloch-Kato pour les formes modulaires
Soit Y1(N) la courbe modulaire de niveau Γ1(N) et notons KSk−2Γ1(N) la k − 2-ième
variété de Kuga-Sato de niveau Γ1(N) et ε l’idempotent usuel ([57]). SoitM(−j) = M(f⊗
η−1)(−j) le −j-ième twist de Tate du motif associé à la forme f ⊗ η−1 et considérons son
dual de Tate
M∗(1 + j) = M(f ⊗ η)(k + j),
dont V (ηχj+1) est la réalisation p-adique.
Notons T l’algèbre engendrée par les opérateurs de Hecke de niveau premier à N et
λ : T→ L le caractère associé à f ⊗ η. On a une description (cf. [57], [28], [36])
H1(M∗(1 + j)) = HkM (KSk−2Γ1(N), k + j)(ε)⊗T λ,
H1D(M
∗(1 + j)) = HkD(KSk−2Γ1(N),R(k + j))(ε)⊗T λ,
H1ét(M
∗(1 + j)) = H1(Q, Hkét(KSk−2Γ1(N),Q,Qp)(k + j)(ε)⊗T λ),
des groupes de cohomologie motivique, de Deligne et étale, respectivement, du motif
M∗(1 + j), ainsi que des régulateurs
r∞ : H1(M∗(1 + j))⊗Q R→ H1D(M∗(1 + j)),
rét : H
1(M∗(1 + j))⊗Q Qp → H1ét(M∗(1 + j)).
On construit 10, en utilisant les symboles d’Eisenstein définis par Beilinson ([4]), des
éléments (cf. [35], §3.2)
Z (f ⊗ η, j) ∈ H1(M∗(1 + j)).
On sait, d’après les conjectures de Beilinson ([28]), que ces éléments sont reliés aux valeurs
spéciales de la fonction L de f ⊗ η−1 et on a, plus précisément, la variante suivante de la
conjecture de Bloch-Kato :
Théorème 0.4.1 ([36], thm. 4.1.1). Il existe une Q-structure naturelle de H1D(M
∗(1 + j))
10. Comme avec le système d’Euler de Kato, les constructions ci-dessous dépendent toutes du choix d’un
symbole modulaire, choix que l’on suppose adéquatement fait et donc implicite, renvoyant le lecteur au
corps du texte pour une formulation précise des énoncés.
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et une base δ 11 de cette structure telle que, pour tout j > 0, on a
r∞(Z (f ⊗ η, j)) = L(N),∗(f, η−1,−j) · δ,
où L(N),∗(f, η−1,−j) dénote le coefficient principal de la série de Laurent en s = −j de la
fonction L(f, η−1, s) 12 sans ses facteurs aux places divisant N .
0.4.3 Plongements p-adiques des valeurs spéciales
Grâce aux travaux de Gros ([37]), Niziol ([51]), Besser ([10]), et Nekovar-Niziol ([50]),
on a des régulateurs p-adiques
rp : H
1(M∗(1 + j))→ DdR(V (ηχj+1)),
qui satisfont la relation de commutativité
rét = exp ◦ rp,
où exp est l’exponentielle de Bloch-Kato.
Le théorème 0.4.1 ci-dessus suggère considérer les régulateurs p-adiques des éléments
Z (f ⊗ η, j) comme les bonnes valeurs p-adiques à interpoler. Notons que les éléments
rp(Z (f⊗η, j)) ∈ DdR(V (ηχj+1)) vivent dans des modules différents. Nous allons expliquer
comment les voir tous comme des éléments dans DdR(V ).
Si η : Z×p → L× est un caractère d’ordre fini, G(η) dénote sa somme de Gauss et
a ∈ Z×p , alors σa(G(η)) = η(a)−1G(η) et, si eη dénote une base du module L(η) 13, le
groupe Γ (et donc aussi GQp) agit trivialement sur l’élément edRη = G(η) · eη ∈ BdR⊗L(η)
et est donc une base du L-espace vectoriel DdR(L(η)). Si j ∈ Z, il en est de même de
edRj = t
−jej ∈ BdR ⊗ L(χj). Notons
edRη,j = e
dR
η ⊗ edRj = G(η)eη ⊗ t−jej
qui est une base du module DdR(L(ηχj)) et, pour e∨η = eη−1 et e−j les éléments duaux de
eη et ej , on note
edR,∨η,j = G(η)
−1e∨η ⊗ tje−j ,
qui est une base du module DdR(L(ηχj)∗).
Si V ∈ RepLGQp est de Rham, alors V (ηχj) l’est aussi et on a, par ce qui précède,
DdR(V (ηχ
j)) = (BdR ⊗ V ⊗ L(ηχj))GQp = (BdR ⊗ V )GQp ⊗ edRη,j = DdR(V )⊗ edRη,j ,
11. Cette base dépend du choix du symbole modulaire et elle ne dépend ni du caractère η ni de j.
12. Il faut faire un minimum d’attention car la forme f ⊗ η−1 peut ne pas être primitive, mais elle l’est
([2], thm. 4.1) dès que le conducteur de η est assez grand.
13. L(η) dénote le L-espace vectoriel de dimension 1 sur lequel GQp agit à travers η.
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de sorte que l’application x 7→ x⊗ edR,∨η,j induit un isomorphisme
DdR(V (ηχ
j))
∼−→ DdR(V ).
Notons
Γ∗(j + 1) =
{
j! si j ≥ 0
(−1)j−1
(−j−1)! si j < 0
le coefficient principal de la série de Laurent de la fonction Γ(s) en s = j + 1. On pose,
pour j ≥ 0,
ιp(Λ∞(f, η−1,−j)) = Γ∗(j)G(η) · rp(Z (f ⊗ η, j))⊗ edR,∨η,j+1 ∈ DdR(V ).
Remarquons que, dans la formule définissant ιp(Λ∞(f, η−1,−j)), on "multiplie" et "divise"
par G(η), de sorte que son introduction n’a moralement aucun effet. La valeur Γ∗(j) cor-
respond donc à Γ(j) et la puissance tj+1 correspond à la puissance de 2ipi dans la définition
de Λ∞(f, η−1,−j).
Théorème 0.4.2 (thm. 3.1.1 + lemme 6.5.3). Il existe un ouvert Uf ⊆ X, ne dépendant
que de la puissance de p divisant le niveau N de la forme f , et contenant tous les caractères
d’ordre pn pour n assez grand, et une unique fonction analytique Λf ∈ O(Uf )⊗DdR(V ) 14
telle que, si η : Z×p → L× est un caractère de conducteur pn et j < 0 sont tels que ηχj ∈ Uf ,
alors
Λf (ηχ
j) = pn(j+1)G(η)−1 · ιp(Λ∞(f, η−1, j + 1)).
Remarque 0.4.3.
— Une description des valeurs conjecturales interpolées aux caractères de la forme χj ,
j ≤ 0, pourrait, en ajoutant certains déterminants du Frobenius cristallin sur le
module Dcris(V ) (i.e des facteurs d’Euler), être formulée. Bien sûr, si la forme est
supercuspidale en p, ce module est nul, or nos méthodes s’appliquent toute de même
au cas de pente finie (à quelques modifications près pour ce qui concerne l’équation
fonctionnelle en dimension 2 énoncée ci-bas).
— Le théorème ci-dessus permet de donner une interprétation conceptuelle, très proba-
blement bien connue des experts, des facteurs d’interpolation apparaissant dans la
formule
Lp,α(f)(ηχ
j) =
pn(j+1)
G(η−1)
Γ(j + 1)
(−2ipi)j+1L(f, η
−1, j + 1)
du théorème 0.1.1 :
— Le facteur Γ∗(j + 1) correspond évidement à Γ(j + 1).
14. i.e une fonction analytique sur Uf à valeurs dans DdR(V ).
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— La version p-adique du terme 2pii est l’élément t de Fontaine et le facteur
pn(j+1)
G(η−1)
1
(2pii)j+1
correspond 15 au terme p
n(−j+1)
G(η−1) t
j+1 = ε(η ⊗ | · |j+1)−1tj+1 qui
est le coefficient (renormalisé par une puissance de p) de l’élément edR,∨
η−1,j+1 per-
mettant de voyager entre les différents modules de de Rham.
— Les éléments Z (f ⊗ η, j) sont aussi étroitement liés au système d’Euler de Kato, et
un point clé de la preuve du théorème repose sur un théorème de Gealy ([36], prop.
9.1.1), qui montre que
rét(Z (f ⊗ η, j)) =
∫
Γ
ηχj+1 · zKato.
— Les méthodes du théorème fournissent, plus généralement, pour toute représenta-
tion V ∈ RepLGQp de Rham de dimension d et tout z ∈ H1Iw(Qp, V ), un ouvert
UV ⊆ X, ne dépendant que de la plus petite extension finie galoisienne K/Qp sur
laquelle V dévient semi-stable, et une unique fonction ΛV,z ∈ O(UV ) interpolant des
exponentielles et exponentielles duales de différentes spécialisations de l’élément z.
Dans le cas général, on n’a pas, hélas ! une interprétation si satisfaisante des valeurs
interpolées.
0.4.4 L’équation fonctionnelle en dimension 2 et valeurs aux entiers po-
sitifs
Il est naturel de se demander si ce que la fonction Λf interpole aux entiers positifs
s’interprète aussi en termes de valeurs spéciales de la fonction L complexe. On répond à
cette question en montrant que la fonction Λf satisfait une équation fonctionnelle, dont la
preuve s’est avérée bien plus compliquée que celle dans le cas de pente finie.
Rappelons que, dans la bande critique 1 ≤ j ≤ k−1, les valeurs L(f, η, j) sont naturel-
lement interprétées (cf. 6.2.1) p-adiquement en les multipliant par les périodes complexes
de la forme f . Si j > k − 1, une équation fonctionnelle purement locale, accouplée avec
une équation fonctionnelle satisfaite par le système d’Euler de Kato demontrée par Na-
kamura (6.5.4), fournit l’équation fonctionnelle cherchée, reliant les valeurs Λf (ηχj) et
Λf (η
−1χk−2−j), permettant aussi de définir, quand j ≥ k, un plongement p-adique
Λ∞(f, η−1, j) 7→ ιp(Λ∞(f, η−1, j)) ∈ DdR(V ).
Décrivons rapidement ce procédé. La correspondance de Langlands p-adique ([21]) nous
permet de construire une involution
w : H1Iw(Qp, V )→ H1Iw(Qp, Vˇ ),
15. ε(η ⊗ | · |j+1) = p−n(j+1)G(η−1) est le facteur ε du caractère η ⊗ | · |j+1, vu comme représentation
de Q×p = GL1(Qp), par rapport au caractère additif de Qp induit par le choix d’un générateur du module
Zp(1).
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où Vˇ = V ∗(1) dénote le dual de Tate de V . On sait, d’après la dualité de Poincaré, que Vˇ =
V (2−k). Rappelons finalement que, pour j ∈ Z, on dispose des isomorphismes canoniques
H1Iw(Qp, V )
∼−→ H1Iw(Qp, V (j)). Si z ∈ H1Iw(Qp, V ), on note z ⊗ ej ∈ H1Iw(Qp, V (j)) son
image par cet isomorphisme.
Comme on l’a déjà remarqué, les méthodes du théorème 0.4.2 permettent de construire
une fonction ΛV,z pour n’importe quel élément z ∈ H1Iw(Qp, V ) et, pour V = V (f)(k− 1),
on peut en particulier considérer la fonction ΛVˇ (k−2),w(zKato)⊗ek−2 = ΛV,w(zKato)⊗ek−2 . On
montre d’abord une équation fonctionnelle reliant les valeurs de ΛV,zKato et de ΛV,w(zKato)⊗ek−2 .
Par un théorème de Nakamura, on peut exprimer l’élément w(zKato)⊗ ek−2 en termes de
zKato. Ces deux résultats permettent de montrer l’équation fonctionnelle suivante, très
ressemblante à celle du monde complexe, de la fonction L locale de f :
Théorème 0.4.4 (thm. 6.5.6). Soient η : Z×p → L× d’ordre fini et j > 0 tels que ηχj ∈ Uf .
Alors
ΛV,zKato(ηχ
j) = C(f, η, j) · ΛV,zKato(η−1χ−j+k−2),
où
C(f, η, j) = G(η−1)2 · ε(pip(f)⊗ η, k − 1
2
)−1 ·
∏
l|N ′
ε(pil(f)⊗ η, j + k − 1
2
).
Le théorème ci-dessus permet, en utilisant l’équation fonctionnelle complexe de la forme
f et les plongements p-adiques que l’on a construits des valeurs spéciales aux entiers né-
gatifs, de définir un plongement, pour j ≥ k,
Λ∞(f, η−1, j) 7→ ιp(Λ∞(f, η−1, j)),
et de montrer (lemme 6.5.7) que les valeurs interpolées par la fonction Λf aux caractères
de la forme ηχj , j ≥ k, s’interprètent aussi en termes de valeurs spéciales de la fonction L.
Ceci nous permet d’obtenir notre premier théorème principal, décrivant les valeurs inter-
polées par la fonction L p-adique d’une forme modulaire en tous les caractères localement
algébriques.
Théorème 0.4.5 (thm. 6.0.1). Soient η : Z×p → L× d’ordre fini et j ∈ Z tels que ηχj ∈ Uf .
Alors
Λf (ηχ
j) = pn(j+1)G(η)−1 · ιp(Λ∞(f, η−1, j + 1)).
0.4.5 Construction
La construction de la fonction analytique Λf repose sur la théorie des (ϕ,Γ)-modules.
Pour une représentation galoisienne V , notons Drig(V ) le (ϕ,Γ)-module sur l’anneau de
Robba R qui lui est associé par l’équivalence de catégories de Fontaine, Cherbonnier-
Colmez et Kedlaya.
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Comme suggéré par le théorème de Kato, la construction de Λf demande à étendre
la construction du logarithme de Perrin-Riou aux (ϕ,Γ)-modules de de Rham. Si V ∈
RepLGQp est de Rham, on a un isomorphisme, dû à Fontaine et Pottharst ([13], [54]),
Exp∗ : H1(Qp,D(Γ, V ))
∼−→ Drig(V )ψ=1.
Si p - N , la représentation V = V (f)(k − 1) est cristalline 16 à poids de Hodge-Tate 0
et k − 1, et la formule de Berger ([7])
(Drig(V )[1/t])
ψ=1 = (R[1/t]⊗Qp Dcris(V ))ψ=1
permet d’interpréter (cf. [19], prop. 4.10) le module Dψ=1 = Drig(V )ψ=1 en termes de
distributions sur Zp à valeurs dansDcris(V ). On retrouve ainsi le logarithme de Perrin-Riou,
construit par interpolation des exponentielles de Bloch-Kato, ce qui permet de retrouver
([19]), à partir de l’élément zKato ∈ H1Iw(Zp, V ), des distributions µα et µβ , par la formule
Exp∗(zKato) = Aµα · t1−kfα ⊕Aµβ · t1−kfβ,
où {fα, fβ} est une base de Dcris(V ) formée par des vecteurs propres pour le Frobenius
cristallin et Aµα (resp. Aµβ ) dénote la transformée d’Amice de la distribution µα (resp.
µβ). On récupère ainsi les fonctions L p-adiques Lp,α(f) et Lp,β(f) de la forme f dépendant
du choix d’une valeur propre du Frobenius cristallin.
Si V n’est pas cristabéline, on n’a pas une telle interprétation et il faut procéder au-
trement. L’idée pour contourner ce problème est d’imiter, en utilisant les techniques du
dictionnaire d’analyse fonctionnelle p-adique ([22], [21]), les opérations usuelles sur les dis-
tributions en termes de (ϕ,Γ)-modules, de sorte à pouvoir "intégrer" un caractère par
rapport à l’élément Exp∗(zKato).
Soit LA(Zp, L) l’espace des fonctions localement analytiques sur Zp à valeurs dans L
et D(Zp, L), son dual topologique, l’espace des distributions sur Zp. On a des actions du
groupe Γ et des opérateurs ϕ et ψ sur l’espace de distributions définies par les formules∫
Zp
φ(x) ·σa(µ) =
∫
Zp
φ(ax) ·µ,
∫
Zp
φ(x) ·ϕ(µ) =
∫
Zp
φ(px) ·µ,
∫
Zp
φ(x) ·ψ(µ) =
∫
pZp
φ(x/p) ·µ,
et une opération de "multiplication par x" définie par
∫
Zp
φ(x) ·mx(µ) =
∫
Zp
φ(x)x · µ.
Notons que ψ(µ) = 0 si et seulement si la distribution µ est supportée sur Z×p et que, si
ψ(µ) = µ, alors (1− ϕ)µ est la restriction à Z×p de µ. La transformée d’Amice
µ 7→ Aµ =
∫
Zp
(1 + T )x · µ
16. En travaillant un peu plus, ce qui suit peut être adapté aux représentations cristabélines.
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induit un isomorphismeD(Zp, L)
∼−→ R+. L’opérateur différentiel ∂ = (1+T ) ddT correspond
à la multiplication par x sur les distributions au sens que ∂Aµ = Amx(µ). Enfin, on a, sur
R, des applications de "localisation"
ϕ−n : R]0,rn] → L∞[[t]] : T 7→ ζpnet/pn − 1,
où R]0,rn] dénote les fonctions convergent sur la couronne 0 < vp(z) ≤ rn = 1pn−1(p−1) et
L∞[[t]] = lim−→Ln[[t]]. Les applications ∂ et ϕ
−n satisfont l’identité ϕ−n ◦ ∂ = pn ddt ◦ ϕ−n.
Si x =
∑
l∈N alt
l ∈ L∞[[t]], on note [x]0 = a0.
Lemme 0.4.6 (prop 1.2.1 + cor. 1.3.4). Soit f ∈ Rψ=0. Il existe une unique fonction
analytique κ 7→ κ(∂)f : X → Rψ=0 interpolant les valeurs ∂jz, j ∈ Z, aux caractères xj.
De plus, si µ ∈ D(Zp, L)ψ=1, η : Z×p → L× un caractère de conducteur pn, n > 0, et κ ∈ X,
alors ∫
Z×p
η−1κ · µ = G(η)−1 ·
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−nκ(∂)(1− ϕ)Aµ]0.
L’avantage du lemme ci-dessus est que le terme de droite a un sens, pour tout (ϕ,Γ)-
module D de de Rham, si l’on remplace Aµ par z ∈ Nrig(D)ψ=1, où Nrig(D) est l’équation
différentielle p-adique associée à D par Berger, dès que n est assez grand.
Notons ∆ = Nrig(D). Comme D est à poids de Hodge-Tate positifs, on a D ⊆ ∆. On
dispose d’un opérateur de connexion ∂ sur ∆ au-dessus de l’opérateur ∂ = (1 + T ) ddT sur
R. On a, pour tout n ≥ 0, des applications de localisation
ϕ−n : ∆ψ=1 → Ln[[t]]⊗DdR(V ),
et on note [·]0 : Ln[[t]] ⊗DdR(V ) → Ln ⊗DdR(V ) l’application
∑
l alt
l ⊗ dl 7→ a0 ⊗ d0 .
Ces applications satisfont ϕ−n∂ = pn ddtϕ
−n.
Si z ∈ Dψ=1 ⊆ ∆ψ=1, η est un caractère de conducteur pn et j ≥ 0, on a l’égalité
suivante dans Ln⊗DdR(D), qui est l’analogue, en termes de théorie d’Iwasawa, de l’égalité
du lemme 0.4.6 ci-dessus :
G(η)−1
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n∂j(1− ϕ)z]0 = pn(j+1) Γ∗(j + 1) · exp∗(
∫
Z×p
ηχ−jµz)⊗ edR,∨η,−j . (1)
La proposition suivante permet de prolonger analytiquement le terme de gauche de cette
égalité.
Proposition 0.4.7 (prop. 3.3.1). Soit z ∈ ∆ψ=0. Il existe une unique fonction rigide
analytique δ 7→ δ(∂)z : X→ ∆ψ=0 interpolant les valeurs ∂jz, j ∈ Z, aux caractères xj.
La restriction à Z×p permet d’interpoler p-adiquement l’opérateur ∂ mais, en revanche,
l’application de spécialisation ϕ−n n’est pas toujours définie sur ∆ψ=0. On a, sur un (ϕ,Γ)-
module, une notion de rayon de surconvergence permettant définir les applications de
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localisation ϕ−n. Une étude du rayon de convergence de l’élément κ(∂), pour un caractère
κ ∈ O(X), montre que le terme de gauche de l’équation définit bien une fonction analytique
sur une boule ouverte autour η dans l’espace des poids. Le théorème suivant, appliqué à
D = Drig(V (f)(k− 1)), fournit la construction de la fonction Λf et, accouplé au théorème
de Gealy et à l’équation fonctionnelle du théorème 0.4.4, permet de démontrer le théorème
0.4.5.
Théorème 0.4.8 (thm. 3.1.1). Soient D ∈ ΦΓ(R) de Rham à poids de Hodge-Tate positifs,
z ∈ Dψ=1, et notons µz = Exp∗(z) ∈ H1Iw(Qp, D). Il existe un ouvert UD ⊆ X, ne dépen-
dant que du module Dpst(D), et une unique fonction analytique ΛD,z ∈ O(UD)⊗DdR(D)
telle que, pour tout ηχj ∈ UD, où η est un caractère d’ordre fini et j ∈ Z, on a
ΛD,z(ηχ
j) = pn(j+1)Γ∗(j + 1) ·
{
exp−1(
∫
Γ ηχ
−j · µz)⊗ edR,∨η,−j si j  0
exp∗(
∫
Γ ηχ
−j · µz)⊗ edR,∨η,−j si j ≥ 0.
0.5 Équation fonctionnelle et conjecture ε locale de Kato
La conjecture ε locale de Kato ([39], [34] [49]) prédit l’existence d’une trivialisation
canonique du déterminant de la cohomologie des représentations galoisiennes à coefficients
dans un anneau p-adiquement complet A, interpolant des trivialisations standard (qui font
intervenir les facteurs epsilon de la représentation, d’où le nom de la conjecture) quand A
est une extension finie de Qp. Elle peut donc être vue comme une interpolation p-adique
des facteurs locaux des représentations de de Rham.
Des cas particuliers de la conjecture ont été montrés. Elle est connue en dimension
1 ([39], [48]), et pour certains types de représentationsm grâce aux travaux de Benois-
Berger ([5]) et Loeﬄer-Venjakob-Zerbes ([44]). Nakamura ([49]) a construit, en utilisant
la théorie des (ϕ,Γ)-modules et l’accouplement d’Iwasawa défini par Colmez, un candidat
pour l’isomorphisme ε pour les (ϕ,Γ)-modules de rang 1 ou 2, et il a montré que, dans
certaines instances, cet isomorphisme interpole bien les trivialisations standards.
0.5.1 L’équation fonctionnelle
L’équation fonctionnelle de la fonction L p-adique provient d’une équation fonctionnelle
locale plus générale reliant l’involution w et la théorie d’Iwasawa de la forme modulaire.
Ce lien avait déjà été remarqué par Dospinescu et par Nakamura ([49]), qui s’est en servi
pour démontrer des instances de la conjecture ε de Kato.
Soit V ∈ RepLGQp de dimension 2, de Rham, non-trianguline et à poids de Hodge-Tate
0 et k ≥ 0. Soit Vˇ = V ∗(1) le dual de Tate de V , qui est isomorphe (car V est de dimension
2) à V ⊗ ω∨V , où ωV = detV ⊗ χ−1. Notons pi la représentation lisse de GL2(Qp) associée
à V par la correspondance de Langlands classique. Comme précédemment, considérons
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l’involution
wV : H
1
Iw(Qp, V )→ H1Iw(Qp, Vˇ ).
Le théorème suivant, dont la preuve, inspirée largement des techniques introduites par
Nakamura ([49]) et Colmez ([24]), repose sur la correspondance de Langlands p-adique et
des calculs sur les modèles de Kirillov, est un des résultats principaux de ce travail.
Théorème 0.5.1 (thm. 4.6.1). Soit µ ∈ H1Iw(Qp, V ) et notons µˇ = wV (µ) ∈ H1Iw(Qp, Vˇ ).
Alors, pour tout j ≥ 1, on a
exp∗(
∫
Γ
ηχ−j · µˇ)⊗ edR,∨−j,η,ω∨D = C(D, η, j) · exp
−1(
∫
Γ
η−1χj · µ)⊗ edR,∨
j,η−1 ,
où
C(D, η, j) = η(−1) (−1)
j
(j + k − 1)!(j − 1)! · Ω
−1 · G(η
−1)
G(η)
· ε(pi ⊗ η−1 ⊗ | · |j).
0.5.2 La conjecture ε
Le théorème ci-dessus est une généralisation directe de la proposition 3.15 de [49], qui
est le point clé pour montrer que les isomorphismes construits dans [49] interpolent les
isomorphismes ε classiques quand V est de Rham et à poids de Hodge-Tate k1 ≤ 0 et
k2 > 0. Comme un corollaire des résultats de Nakamura et du théorème ci-dessus, on
obtient
Théorème 0.5.2 (thm. 5.5.2). La conjecture ε locale de Kato est vraie pour les représen-
tations galoisiennes de dimension 2.
0.6 Plan de la thèse
Cette thèse a six chapitres.
Dans le premier chapitre on trouvera des rappels généraux ainsi que le formalisme néces-
saire sur les notions des fonctions rigides analytiques sur l’espace des poids à valeurs dans
des limites d’espaces de Fréchets et notamment la preuve de l’existence d’un prolongement
analytique de la connexion ∂ sur R et son lien avec l’analyse p-adique.
La deuxième partie montre comment, pour une représentation cristalline, les construc-
tions du premier chapitre permettent de réinterpréter l’application Logarithme de Perrin-
Riou obtenant une fonction rigide analytique sur l’espace des poids interpolant les applica-
tions exponentielle et exponentielle duale de Bloch et Kato. On écrit des relations exactes,
bien connues déjà, entre la théorie d’Iwasawa de la représentation, la théorie d’analyse
p-adique, et la théorie des (ϕ,Γ)-modules.
Le troisième chapitre contient le premier résultat principal de la thèse, à savoir l’exten-
sion analytique (partielle) de l’application Logarithme de Perrin-Riou pour les représenta-
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tions de de Rham, fournissant des fonctions rigides analytiques sur des ouverts de l’espace
des poids interpolant les applications exponentielle et exponentielle duale de Bloch et Kato.
Le quatrième chapitre comporte la preuve d’une série d’équations fonctionnelles, dont
la plus générale est une équation fonctionnelle au niveau de la théorie d’Iwasawa d’un
(ϕ,Γ) module de de Rham, non-triangulin de dimension 2. Comme application de cette
équation fonctionnelle, on en obtient une pour notre fonction L locale.
Le cinquième chapitre montre comment, en utilisant l’équation fonctionnelle du qua-
trième chapitre, on peut compléter les calculs de Nakamura pour finir sa démonstration de
la conjecture epsilon locale de Kato en dimension 2.
Finalement, on montre, à l’aide d’un théorème de M. Gealy et des conjectures de Bloch-
Kato pour les formes modulaires, comment la construction de la fonction L locale peut être
utilisée pour donner une construction de la fonction L p-adique d’une forme modulaire,
sans aucune hypothèse sur elle, et montrer qu’elle interpole des valeurs spéciales de la
forme (dûment interprétés p-adiquement) en tout caractère algébrique.
0.7 Notations
On fixe certaines notations :
— Soient p un nombre premier, Qp le corps des nombres p-adiques, Zp ⊆ Qp l’anneau
des entiers de Qp, Z×p le groupe des unités et Cp la complétion p-adique de la clôture
algébrique Qp de Qp.
— On fixe un système (ζpn)n∈N, où ζpn ∈ Qp, de racines pn-ièmes primitives de l’unité
satisfaisant la relation ζp
pn+1
= ζpn dès que n ≥ 0. Si n ∈ N, on note Fn = Qp(ζpn) le
n-ième niveau de la tour cyclotomique et F∞ = ∪nFn.
— Soit GQp = Gal(Qp/Qp) le groupe de Galois absolu de Qp. On définit le caractère
cyclotomique χ : GQp → Z×p par la formule g(ζpn) = ζχ(g)pn , pour tout n ∈ N, et on
note H = HQp le noyau de χ, qui s’identifie au groupe de Galois absolu de F∞,
et Γ = ΓQp = GQp/HQp qui s’identifie à Gal(F∞/Qp). Le caractère cyclotomique
induit un isomorphisme χ : Γ ∼−→ Z×p . Si a ∈ Z×p , on note σa ∈ Γ son inverse par χ.
— Soit L une extension finie de Qp, qui sera notre corps de coefficients, et notons
Ln = L ⊗ Fn = L(µpn) et L∞ = ∪nLn. On note RepL(GQp) la catégorie des L-
espaces vectoriels de dimension finie munis d’une action continue du groupe GQp . On
omettra souvent L des notations, cependant il faut être conscient que L est le corps
sous-jacent et qu’il change au fur et à mesure des besoins. Par exemple, si η est un
caractère de GQp et si on note Qp(η) la représentation de dimension 1 engendrée par
un élément eη sur lequel l’action de GQp est définie par la formule g(eη) = η(g)eη, on
sous-entendra que le corps L de coefficients contient les valeurs prises par η.
Chapitre 1
Le cas trivial
Ce chapitre sert comme échauffement pour les chapitre ultérieurs. Il n’apporte presque
aucun résultat nouveau mais il porte déjà les idées principales à généraliser plus tard, à
savoir, le prolongement analytique de l’opérateur k 7→ ∂k sur Rψ=0 (prop. 1.2.1) et les
calculs permettant de retrouver l’intégration d’un caractère continu par rapport à une
distribution à partir de ce prolongement et des applications de spécialisation (prop. 1.3.2).
1.1 Rappels
Commençons par quelques définitions classiques.
1.1.1 Les anneaux
— On définit le corps E par
E =
{∑
k∈Z
akT
k : ak ∈ L; lim inf
k→+∞
vp(ak) > −∞; lim
k→−∞
vp(ak) = +∞
}
,
muni de la valuation donnée par vE (
∑
k∈Z akT
k) = infk vp(ak), ce qui fait de E un
corps valué de dimension 2 dont on note OE l’anneau des entiers.
— Si 0 < r < s, on définit E [r,s] comme l’anneau des fonctions analytiques à valeurs
dans L sur la couronne C[r,s] = {z ∈ Cp : r ≤ vp(z) ≤ s}. On a
E [r,s] =
{∑
k∈Z
akT
k : ak ∈ L, lim
k→−∞
vp(ak)+ks = +∞, et lim
k→+∞
vp(ak)+kr = +∞
}
.
L’anneau E [r,s] est principal, de Banach pour la valuation v[r,s] définie par
v[r,s](
∑
k∈Z
akT
k) = inf
r≤vp(z)≤s
vp(f(z)) = min
{
inf
k∈Z
(vp(ak) + kr), inf
k∈Z
(vp(ak) + ks)
}
.
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— Pour 0 < r < s on note
E ]r,s] = lim←−
t>r
E [t,s]
l’anneau de fonctions analytiques sur la couronne C]r,s] = {z ∈ Cp : r < vp(z) ≤ s},
qui est un anneau de Fréchet pour la famille de valuations v[t,s] pour t ∈]r, s].
— Soit rn = 1pn−1(p−1) = vp(ζpn − 1). On note
R]0,rn] = E ]0,rn], R = lim−→
s>0
E ]0,s]
l’anneau de Robba et E † ⊆ R son sous-anneau d’éléments bornés. C’est l’anneau des
séries de Laurent (resp. des séries de Laurent à coefficients bornés) qui convergent
sur une couronne C]0,s] pour s assez petit (qui dépend de chaque fonction). On re-
marquera que l’on obtient E et R en complétant E †, respectivement, par la topo-
logie p-adique et par la topologie de Fréchet définie par la famille de normes v[r,s],
0 < r < s.
Si A est un des anneaux définis ci-haut, on note A + son intersection avec L[[T ]]. On
a, par exemple, E + = OL[[T ]][1p ] et R
+ s’identifie à l’anneau des fonctions analytiques sur
la boule ouverte unité. On a une action de Γ sur tous les anneaux définis et une action de
l’opérateur ϕ sur les anneaux E , E † et R, définies par les formules
σa(T ) = (1 + T )
a − 1 ϕ(T ) = (1 + T )p − 1.
Tous ces anneaux portent des topologies naturelles pour lesquelles les actions de Γ et ϕ
sont continues. Posons A ∈ {E ,R}. L’anneau A est muni d’une action de l’opérateur ψ :
A est une extension de degré p de ϕ(A ) avec une base formée par les éléments (1 + T )i,
i = 0, . . . , p− 1, et on pose ψ(∑p−1i=0 (1 + T )iϕ(fi)) = f0. Ceci peut être écrit comme
ψ = p−1ϕ−1 ◦ trA /ϕ(A ).
L’opérateur ψ ainsi construit est un inverse à gauche de ϕ.
1.1.2 Dictionnaire d’analyse fonctionnelle p-adique
Soit X ⊆ P1(Qp) un ouvert (par exemple Qp,Zp ou Z×p ). On note
LC(X, L) ⊆ LA(X,L) ⊆ C 0(X, L)
les espaces des fonctions sur X à valeurs dans L qui sont, respectivement, localement
constantes, localement analytiques et continues. Le premier espace est fermé dans le deuxième,
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qui est un espace de type compact 1, et ceci est dense dans le dernier. Les L-duaux topolo-
giques respectifs sont LC(X, L)∗, les distributions D(Zp, L) et les mesures D0(Zp, L). Si L
est un anneau, ces espaces sont naturellement des algèbres en définissant la multiplication
comme la convolution de mesures.
Si µ ∈ {D0(Zp, L),D(Zp, L)}, on définit sa transformée d’Amice par la formule
Aµ =
∫
Zp
(1 + T )x · µ =
+∞∑
n=0
(
∫
Zp
(
x
n
)
· µ)Tn
et, pour f ∈ {E ,R}, on pose
φf = re´s0(f(1 + T )
−x dT
1 + T
),
où, pour s ∈ Zp, (1 + T )s =
∑
n≥0
(
s
n
)
Tn et re´s0(
∑
n∈Z anT
n dT
1+T ) = a−1. Rappelons que
les
(
x
n
)
forment une base de Banach de C 0(Zp, L) et que, si f ∈ C 0(Zp, L), ses coefficients
de Mahler an(f) sont définis par la formule f(x) =
∑+∞
n=0 an(f)
(
x
n
)
.
Théorème 1.1.1 (Mahler, Amice, Colmez). Les applications µ 7→ Aµ et f 7→ φf induisent
des isomorphismes D0(Zp, L) ∼= E +, D(Zp, L) ∼= R+, C 0(Zp, L) ∼= E /E +, LA(Zp, L) ∼=
R/R+. De plus, si f ∈ R (resp. E ) et µ ∈ D(Zp, L) (resp. D0(Zp, L)) alors
∫
Zp
φf · µ =
re´s0(Aµf
dT
1+T ).
Tous ces espaces sont munis d’une action du groupe mirabolique P+ =
(
Zp−{0} Zp
0 1
)
:
pour k ∈ N, a ∈ Z×p , b ∈ Zp
— Si µ ∈ {D(Zp, L),D0(Zp, L)}, alors
∫
Zp
φ(x) · (( pka b
0 1
) · µ) = ∫Zp φ(pkax+ b) · µ.
— Si φ ∈ {LA(Zp, L),C 0(Zp, L)}, alors (
(
pka b
0 1
)·φ)(x) = { φ(x−bpka ) si x ∈ b+ pkZp
0 si x /∈ b+ pkZp
.
— Si f ∈ {R,E }, alors ( pka b
0 1
) · f = (1 + T )bϕkσa(f).
On voit tout caractère continu δ : Q×p → L× comme un caractère de P+ en posant
δ(
(
apk b
0 1
)
) = δ(apk) = δ(a)δ(p)k et, si M est un P+-module, on note M ⊗ δ ou M(δ) le
même moduleM muni de l’action de P+ surM tordue par δ. Le théorème ci-dessus induit
des suites exactes de P+-modules topologiques
0→ D0(Zp, L)→ E → C 0(Zp, L)⊗ χ−1 → 0,
0→ D(Zp, L)→ R → LA(Zp, L)⊗ χ−1 → 0.
L’action de l’opérateur ψ induite par les suites exactes ci-dessus est donnée par les
1. Un espace de type compact est une limite inductive d’espaces de Banach dont les applications de
transition sont compactes (l’image de la boule unité a une adhérence compacte)
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formules suivantes∫
Zp
φ(x)(ψ · µ) =
∫
pZp
φ(x/p) (µ ∈ {D(Zp, L),D0(Zp, L)}).
(ψ · φ)(x) = φ(px) (φ ∈ {LA(Zp, L),C 0(Zp, L)}).
Les sous-module (E +)ψ=0 (resp. (R+)ψ=0) de E + (resp. R+) correspond aux mesures
(resp. distributions) à support dans Z×p et l’application f 7→ φf envoie un élément f ∈
{E ψ=0,Rψ=0} sur une fonction supportée dans Z×p . Le suites exactes ci-dessus induisent
des suites exactes
0→ D0(Z×p )→ E ψ=0 → C 0(Z×p )⊗ χ−1 → 0,
0→ D(Z×p )→ Rψ=0 → LA(Z×p )⊗ χ−1 → 0.
Si α ∈ C 0(Zp, L) (resp. α ∈ LA(Zp, L)), on définit l’opérateur mα de "multiplication
par α" par les formules∫
Zp
φ(x) ·mα(µ) =
∫
Zp
α(x)φ(x) · µ, µ ∈ D0(Zp, L) (resp. D(Zp, L)),
mα(φ)(x) = α(x)φ(x), φ ∈ C 0(Zp, L) (resp. LA(Zp, L)).
La multiplication par la fonction x correspond à l’opérateur de dérivation ∂ = (1 + T ) ddT
sur E et R : si f ∈ {E ,R} et µ ∈ {D0(Zp, L),D(Zp, L)}, alors
φ∂f = mx(φf ), Amx(µ) = ∂Aµ.
Si f ∈ R, l’écriture des opérateurs de restriction en termes de l’action du mirabolique
permet de définir
Resa+pkZp(f) = (1 + T )
aϕk ◦ ψk(1 + T )−a · f.
Cette expression a un sens pour n’importe quel (ϕ,Γ)-module sur R et les opérateurs ainsi
définis sont des projecteurs qui permettent de voir R comme un faisceau P+-équivariant
sur Zp dont on note R  U les sections sur un ouvert compact U ⊆ Zp.
1.1.3 Caractères de Z×p
Soit η : Z×p → C×p un caractère de conducteur pn. On définit, pour b ∈ Zp, G(η, b) =∑pn−1
a=1 η(a)ζ
ab
pn la somme de Gauss tordue et on note G(η) = G(η, 1). On note η−1 le carac-
tère de Dirichlet modulo pn, défini par η−1(n) = η(n)−1 pour n ∈ (Z/pnZ)×. Rappelons
deux résultats classiques de la théorie des caractères :
Proposition 1.1.2. Soit η : Z×p → C×p un caractère de conducteur pn. Alors
— G(η, b) = η−1(b)G(η, 1) pour tout b ∈ Zp.
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— G(η)G(η−1) = η(−1)pn.
Si f ∈ LCc(Qp,Cp) est une fonction localement constante modulo pn et à support
compact, on peut définir sa transformée de Fourier discrète par la formule
fˆ(x) = p−m
∑
y mod pm
f(y)e−2piixy,
où m est un entier arbitraire tel que m ≥ sup (n,−vp(x)), et e−2piixy est la racine de l’unité
d’ordre une puissance de p définie par l’application Qp → Qp/Zp ∼= Z[1p ]/Z et par le choix
du système (ζpn)n∈N de racines de l’unité : si k ∈ N est tel que a = pkyx ∈ Zp, alors
e−2piixy = ζ−a
pk
. Si η est un caractère de Dirichlet de conducteur pn, on a
ηˆ(x) =
{
1
G(η−1)η
−1(pnx) si n > 0
1Zp(x)− p−11p−1Zp(x) si n = 0.
En particulier, on observe que ηˆ est à support dans p−nZ×p (resp. p−1Zp) si n > 0 (resp. si
n = 0).
1.1.4 L’espace des poids p-adiques
On note
X = Homcont(Z
×
p ,C
×
p )
l’espace des poids p-adiques, formé par les caractères continus de Z×p à valeurs dans Cp.
Posons q = p si p > 2 et q = 4 si p = 2. On a Z×p = (Z/qZ)× × (1 + qZp). L’applica-
tion logarithme induit un isomorphisme de groupes (1 + qZp,×) ∼−→ (qZp,+), d’inverse
l’application exponentielle. On a un isomorphisme
X
∼−→ ((Z/qZ)×)∧ × B(1, 1−) : η 7→ (η|(Z/qZ)× , η(exp(q))),
où B(1, 1−) ⊆ Cp est la boule unité ouverte centrée en 1, qui nous permet de voir X
comme un espace rigide analytique, copie de p−1 (resp. 2 si p = 2) boules. L’inverse de cet
isomorphisme envoie (χ, z) ∈ ((Z/qZ)×)∧ × B(1, 1−) sur le caractère x 7→ χ(x¯)z
log(x)
q ∈ X,
ou x¯ dénote la réduction modulo p (resp. 2p si p = 2) de x. Si η : Z×p → L ∈ X, on
note zη = η(exp(q)) ∈ B(1, 1−) la deuxième coordonné de l’image de η par l’isomorphisme
ci-dessus.
L’espace X admet un recouvrement croissant admissible X = ∪nXn par des ouverts
affinoïdes Xn = ((Z/qZ)×)
∧ × B(1, p− 1n ), ce qui fait de X un espace quasi Stein. On note
O(X) et O(Xn) les anneaux des fonctions analytiques de ces espaces. On a
O(X) = lim←−
n
O(Xn).
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On dispose ([1]) d’un isomorphisme, dû à Amice,
D(Z×p ,Cp)
∼−→ O(X),
envoyant µ ∈ D(Z×p ,Cp) sur la fonction analytique Fµ ∈ O(X) définie par Fµ(η) =∫
Z×p η(x) · µ. Comme les polynômes sont denses dans l’espace des fonctions localement
analytiques, l’isomorphisme précédent montre qu’une fonction F ∈ O(X) s’annulant sur
les caractères x 7→ xk, k ∈ Z, est identiquement nulle. On exprime ceci en disant que les
caractères de la forme x 7→ xk, k ∈ Z, sont Zariski denses dans X.
On définit
O(X)⊗̂R = lim←−
n>0
lim−→
s>0
lim←−
0<r<s
O(Xn)⊗̂E [r,s],
où le produit tensoriel à droite c’est le produit tensoriel complété usuel entre deux espaces
de Banach. On peut, plus généralement, considérer des distributions à valeurs dans une
limite inductive de Fréchets quelconque par les mêmes formules. On dira que f est une
fonction analytique sur X à valeurs dans R si elle appartient à O(X)⊗̂R. On note
D(Z×p ,R) = D(Z
×
p , L)⊗̂R = lim←−
n
O(Xn)⊗̂ lim−→
s>0
lim←−
0<r<s
E [r,s] = O(X)⊗̂R,
où les égalités aux extrémités sont des définitions. Ceci permet de parler indistinctement
de distributions sur Z×p et de fonctions analytiques sur X à valeurs dans R.
1.2 Prolongement analytique de k 7→ ∂k
Si z ∈ Rψ=0 et n ∈ N, on a
z =
∑
i∈(Z/pnZ)×
Resi+pnZp(z) =
∑
i∈(Z/pnZ)×
(1 + T )iϕn(zi),
où zi = ψn((1 + T )−iz) et, par la formule de Leibniz et l’égalité ∂ ◦ ϕ = p ϕ ◦ ∂, on peut
écrire
∂kz =
∑
i∈(Z/pnZ)×
k∑
j=0
(
k
j
)
∂k−j(1 + T )ipnjϕn(∂jzi)
=
∑
i∈(Z/pnZ)×
k∑
j=0
(
k
j
)
ik−j(1 + T )ipnjϕn(∂jzi).
Si δ : Z×p → Cp est un caractère localement analytique, son poids ωδ est défini par
ωδ =
log δ(a)
log a
= δ′(1),
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où a ∈ Z×p est n’importe quel élément tel que log a 6= 0. En particulier, on peut choisir
a = exp q (q = p si p > 2 et q = 4 si p = 2) et on obtient ωδ = log zδq dans la notation de la
section 1.1.4. Le poids ωδ vaut 0 si et seulement si le caractère est localement constant, et
ωδ ∈ Z si δ est localement algébrique. La formule ci-dessus suggère résultat d’interpolation
suivant :
Proposition 1.2.1. Si δ ∈ X et z ∈ Rψ=0, alors il existe une constante N(δ) telle que la
série ∑
i∈(Z/pNZ)×
+∞∑
j=0
(
ωδ
j
)
δ(i)i−j(1 + T )ipNjϕN (∂jzi) (1.1)
converge dans R dès que N ≥ N(δ) et la somme ne dépend pas de N ≥ N(δ). La fonction
δ 7→ δ(∂)z ainsi définie est une fonction analytique sur X à valeurs dans Rψ=0.
On commence par rappeler quelques estimations classiques.
Lemme 1.2.2. Soient z ∈ Cp et f ∈ R. On a
(i) Si vp(z) = α > 1p−1 , alors vp((1 + z)
p − 1) = α+ 1.
(ii) Si vp(z) = α < 1p−1 , alors vp((1 + z)
p − 1) = pα.
(iii) Si 0 < r ≤ s < 1p−1 , alors v[pr,ps](f) = v[r,s](ϕ(f)).
(iv) Si 0 < r ≤ s < 1p−1 , alors v[r,s](ψ(g)) ≥ v[r/p,s/p](g)− 1.
(v) Si 0 < vp(z), alors vp(σa(z)) = vp(z) pour tout a ∈ Z×p .
(vi) Si 0 < r ≤ s, alors v[r,s](f) = v[r,s](σa(f)) pour tout a ∈ Z×p .
(vii) v[r,s](∂kf) ≥ v[r,s](f)− ks.
Démonstration. (i) et (ii) résultent de la formule (1 + z)p− 1 = ∑pk=1 (pk)zk et du fait que
vp(
(
p
k
)
) vaut 1 pour 1 ≤ k < p− 1 et 0 pour k = p.
(iii) Une inégalité est conséquence immédiate du point (ii). Pour montrer l’inégalité
v[r,s](ϕ(f)) ≤ v[pr,ps](f) on considère un point w ∈ Cp tel que pr ≤ vp(w) ≤ ps. Le polygone
de Newton du polynôme Pw(T ) = (1 + T )p − 1 − w est une droite de pente −vp(w)/p et
ses racines sont donc toutes de valuation entre r et s, ce qui montre que ϕ induit une
surjection de C[r,s] vers C[pr,ps] et que l’on a bien une égalité.
(iv) suit pour un élément g ∈ R+[ 1T ] de la formule ψ(g) = p−1ϕ−1(
∑
ζp=1 g((1 +
T )ζ − 1)) et de ce que, pour ζ une racine p-ième de l’unité, vp((1 + z)ζ − 1) = vp(z) si
vp(z) < vp(ζ − 1) = 1p−1 . Le cas général s’en déduit par continuité.
(v) et (vi) sont évidents.
(vii) En utilisant la formule ∂ = (1+T ) ddT et le fait que vp(1+z) = 0 si vp(z) > 0, il suffit
de montrer que v[r,s](f ′(T )) ≥ v[r,s](f)−s. Or, si f = ∑n anTn, alors f ′(T ) = ∑n annTn−1
et donc v[r,s](f ′(T )) = infr≤α≤s,n∈Z vp(an)+vp(n)+(n−1)α ≥ infr≤α≤s,n∈Z vp(an)+nα−
s = v[r,s](f)− s, ce qui permet de conclure par récurrence sur k.
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Démonstration. (de la proposition (1.2.1))
Par définition d’une fonction analytique sur X à valeurs dans R, il faut montrer que,
pour tout n > 0, il existe s > 0 et N > 0 tel que, pour tout r ∈]0, s], l’expression (1.1)
converge pour la valuation naturelle de O(Xn)⊗̂R[r,s], et que les éléments dans O(Xn)⊗̂R
ainsi définis sont compatibles par rapport aux applications de restriction O(Xn+1)⊗̂R →
O(Xn)⊗̂R.
Fixons i ∈ (Z/pnZ)× et notons
fj(δ) =
(
ωδ
j
)
δ(i)i−j(1 + T )ipNjϕN (∂jzi)
le terme général de la série définissant δ(∂). On a les estimations suivantes :
— v[r,s]((T + 1)i) = 0.
— v[r,s](
(
ωδ
j
)
) = vp(
(
ωδ
j
)
) ≥ j(inf(vp(ωδ), 0) − 1p−1) = jCδ. Or ωδ = log zδq et donc
vp(ωδ) ≥ infk≥0{pkvp(zδ − 1) − k} − vp(q). Maintenant, si δ ∈ Xn, la constante Cδ
est bornée en fonction de n. En effet, si vp(zδ − 1) ≥ 1n , la formule pour ωδ donne
Cδ ≥ Cn = min(infk≥0{p
k
n − k} − vp(q), 0)− 1p−1 . On en déduit donc
vp(
(
ωδ
j
)
) ≥ jCn.
— v[r,s](i−j) = vp(i−j) = 0.
— v[r,s](δ(i)) = vp(δ(i)) = 0.
— Soient r et s tels que z ∈ R[r,s] et 0 < r ≤ s < 1
pN (p−1) , de sorte que ϕ
N ◦ψN stabilise
E [r,s]. En utilisant les estimations du lemme précédent, on a
v[r,s](ϕN (∂jzi)) = v
[pNr,pNs](∂jzi)
≥ v[pNr,pNs](zi)− jpNs
= v[p
Nr,pNs](ψN ((1 + T )−iz))− jpNs
≥ v[r,s](z)−N − jpNs.
Les calculs que l’on vient de faire impliquent que,
inf
δ∈Xn
v[r,s](fj(δ)) ≥ v[r,s](z) + j(Cn +N −N/j − pNs).
Fixons un entier n > 0. Comme le coefficient multipliant j dans la formule ci-dessus ne
dépend pas de r, on peut choisir N (et s < 1
pN (p−1) comme ci-dessus) tel que Cn + N −
N/j − pNs > 0 pour tout j ≥ 2, de sorte que l’on ait
sup
δ∈Xn
v[r,s](fj(κ)) ≥ jCN,I ,
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où CN,I > 0, ce qui montre que la série converge et définit une fonction analytique sur Xn
à valeurs dans R.
On montre maintenant que l’expression ne dépend pas de N . Si l’on fixe n > 0 et
on prend N > 0 et s > 0 comme ci-dessus, l’expression (1.1) définit une fonction rigide
analytique en δ ∈ Xn, et ces fonctions ainsi définies ne dépendent pas du choix de N quand
δ est de la forme δ(x) = xk, pour k ∈ Z. On conclut en remarquant que ces caractères sont
Zariski denses dans Xn.
Enfin, les fonctions définies ne dépendent évidement pas de n, et on conclut donc que
(1.1) définit un élément de O(X)⊗̂Rψ=0.
En variant z et en fixant δ ∈ X, on peut voir δ(∂) comme un opérateur sur Rψ=0. On
retrouve les puissances de l’opérateur ∂ en posant δ(x) = xk.
Corollaire 1.2.3. Soient δ ∈ Xn et k(n) = Cn + 2. L’opérateur δ(∂) stabilise R]0,rk(n)].
Démonstration. Cela suit du fait qu’il suffit de poser N = k(n) − 1 dans la définition
de δ(∂) et de ce que les restriction Resa+pNZp = (1 + T )
aϕN ◦ ψN (1 + T )−a stabilisent
R]0,rN+1].
Lemme 1.2.4. Si a ∈ Z×p , alors σa ◦ δ(∂) = δ(a)−1δ(∂) ◦ σa.
Démonstration. Si δ(x) = xk, k ∈ Z, le lemme est une conséquence de la formule usuelle
σa ◦ ∂k = a−k∂k ◦ σa. On en déduit le résultat par prolongement analytique.
Remarque 1.2.5. L’opérateur δ(∂) étend la multiplication par δ sur D(Z×p , L) et LA(Z×p , L).
En effet, comme on a remarqué, xk(∂) = ∂k, qui est une extension de la multiplication par
la fonction xk sur D(Z×p , L) et LA(Z×p , L), et la densité Zariski de ces caractères permet
de conclure. La proposition peut donc être vue comme une extension analytique à Rψ=0
de la multiplication par un caractère.
Lemme 1.2.6. Soit z ∈ Rψ=0 et soit δ ∈ X. Alors
Resa+pnZp(δ(∂)z) = δ(∂) · Resa+pnZp(z).
Démonstration. Il s’agit de montrer, pour δ ∈ X, la formule
(1 + T )aϕn ◦ ψn(1 + T )−aδ(∂)z = δ(∂) · (1 + T )aϕn ◦ ψn(1 + T )−az.
Les deux expressions coïncident sur les fonctions de la forme φ(x) = xk, k ∈ Z. En effet,
les identités ∂(1 + T )a = a(1 + T )a, ∂ ◦ ϕ = pϕ ◦ ∂ et ∂ ◦ ψ = p−1ψ ◦ ∂, donnent
∂kResa+pnZpz = ∂
k(1 + T )aϕn ◦ ψn(1 + T )−az
= (1 + T )aϕn ◦ ψn(1 + T )−a∂kz
= Resa+pnZp∂
kz.
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Ceci permet de conclure par densité des caractères xk.
Par le théorème d’Amice, les fonction analytiques sur X correspondent aux distribu-
tions sur Z×p . Si on note λz ∈ D(Z×p ,Rψ=0) la distribution correspondant à la fonction
analytique de la proposition 1.2.1, ceci nous permet, un peu plus généralement, de définir,
en posant φ(∂) · z = ∫Z×p φ(x) · λz, la multiplication par une fonction φ ∈ LA(Z×p , L) loca-
lement analytique quelconque. Notons que l’application φ 7→ φ(∂) · z est, par construction,
analytique en φ, et elle est donc déterminée par ses valeurs sus les caractères xk, k ∈ Z.
En particulier, si a ∈ Z×p et n > 0, on a des opérateurs 1a+pnZp(∂).
Lemme 1.2.7. Si z ∈ Rψ=0, φ ∈ LA(Z×p , L), a ∈ Z×p et n > 0, alors
(1a+pnZp · φ)(∂) · z = φ(∂) · Resa+pnZp(z).
Démonstration. En vue du fait que la fonction caractéristique de a+pnZp s’exprime comme
combinaison linéaire de caractères de Z×p localement constants modulo pn, il suffit, par
linéarité de la restriction et de l’application z 7→ λz, et par densité des polynômes dans les
fonctions localement analytiques, de montrer que, si m ≥ 0, k ∈ Z et η est un caractère
constante modulo pm, alors∫
Z×p
ηxk · λz =
∑
a∈(Z/pmZ)×
η(a)∂k · Resa+pmZp(z).
Comme z ∈ Rψ=0, alors z = ∑a∈(Z/pmZ)× Resa+pmZp(z) où Resa+pmZp(z) = (1+T )aϕm(za),
za = ψ
m(1 + T )−az, en appliquant la formule (1.1), on obtient (observons que si η est lo-
calement constant, le poids de ηχk est égale à k)
∫
Z×p
ηxk · λz =
∑
a∈(Z/pmZ)×
k∑
j=0
(
k
j
)
η(a)ak−j(1 + T )apnjϕn(∂jza)
=
∑
a∈(Z/pmZ)×
k∑
j=0
(
k
j
)
η(a)ak−j(1 + T )a∂jϕn(za)
=
∑
a∈(Z/pmZ)×
k∑
j=0
(
k
j
)
η(a)∂k−j(1 + T )a∂jϕn(za)
=
∑
a∈(Z/pmZ)×
η(a)∂k((1 + T )aϕn(za))
=
∑
a∈(Z/pmZ)×
η(a)∂kResa+pmZp(z),
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On en déduit donc que∫
a+pnZp
xk · λz =
∫
Z×p
1a+pnZpx
k · λz = ∂kResa+pnz =
∫
Z×p
xk · λResa+pnZp (z),
pour tout k ∈ Z, et donc
(1a+pnZp · φ)(∂) · z =
∫
a+pnZp
φ(x) · λz =
∫
Z×p
φ(x) · λResa+pnZp (z) = φ(∂) · Resa+pnZp(z),
ce qui permet de conclure.
1.3 Intégration et spécialisations
On termine ce chapitre avec quelques calculs permettant de retrouver l’intégration en
termes des applications de spécialisation, ce qui servira de motivation pour les constructions
futures.
Soit rn = 1pn−1(p−1) = v(ζpn−1). Pour n > 0, on définit les applications de "localisation
en ζpn − 1" (cf. [13], III.2), comme
ϕ−n : E ]0,rn] → Ln[[t]] : T 7→ ϕ−n(f)(T ) = f(ζpnet/pn − 1).
Si z =
∑
k≥0 akt
k ∈ Ln[[t]], ak ∈ Ln, on note [z]k l’élément ak. En particulier [z]0 dénote
l’évaluation de z en t = 0. Si f ∈ R]0,s] et n ≥ 0 est tel que rn ≤ s, l’élément [ϕ−n(f)]0
dénote donc l’évaluation de la fonction f en ζpn−1. Les applications de localisation satisfont
ϕ−n ◦ ∂ = pn · ddtϕ−n.
Lemme 1.3.1. Soient µ ∈ D(Z×p , L) et z = Aµ ∈ (R+)ψ=0. Soit φ ∈ LA(Z×p , L) une
fonction localement analytique. Alors
φ(∂) · z =
∫
Z×p
φ(x)(1 + T )x · µ.
Démonstration. Il suffit de vérifier la formule pour les caractères de la forme xk, qui sont
Zariski denses dans X. Or
∂kz = ∂kAµ =
∫
Z×p
xk(1 + T )xµ,
par définition de la transformée d’Amice.
Proposition 1.3.2. Soient µ ∈ D(Z×p , L), z = Aµ ∈ (R+)ψ=0 et φ ∈ LA(Z×p , L). Alors∫
Z×p
φ(x) · µ = [ϕ−m(
∫
Z×p
φ(x)ζ−xpm · λz)]0.
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Démonstration. En utilisant le lemme 1.3.1, on a
[ϕ−m(
∫
Z×p
φ(x)ζ−xpmλz)]0 = [ϕ
−m(
∫
Z×p
φ(x)ζ−xpm (1 + T )
xµ)]0
= [
∫
Z×p
φ(x)ζ−xpm ζ
x
pme
tx/pmµ)]0
=
∫
Z×p
φ(x)µ.
Proposition 1.3.3. Soient µ ∈ D(Zp, L)ψ=0, η : Z×p → L× un caractère de conducteur
pn, n > 0, et κ ∈ X. Alors∫
Z×p
η−1κ · µ = G(η)−1 ·
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−nκ(∂)Aµ]0.
Démonstration. Il suffit, par densité de Zariski des caractères xj , j ∈ Z, dans X, de montrer
que, pour tout j ∈ Z, on a∫
Z×p
η−1χj · µ = G(η)−1 ·
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n∂jAµ]0.
On a, en utilisant l’identité ϕ−n ◦ ∂ = pn · ddtϕ−n,
ϕ−n∂jAµ = pnj(
d
dt
)j
∫
Z×p
ϕ−n(1 + T )x · µ = pnj( d
dt
)j
∫
Z×p
∑
k≥0
ζxpn
tkxk
pnkk!
· µ,
d’où on déduit ∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n∂jAµ]0 =
∫
Z×p
(
∑
a∈(Z/pnZ)×
η(a)ζaxpn )x
j · µ.
La somme
∑
a∈(Z/pnZ)× η(a)ζ
ax
pn s’interprète en termes de transformée de Fourier :∑
a∈(Z/pnZ)×
η(a)ζaxpn = p
nηˆ(− x
pn
) = pnη(−1)G(η−1)−1η−1(x) = G(η)η−1(x).
On en déduit ∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n∂jAµ]0 = G(η) ·
∫
Zp
η−1χj · µ,
ce qui permet de conclure.
Corollaire 1.3.4. Soient µ ∈ D(Zp, L)ψ=1, η : Z×p → L× un caractère de conducteur pn,
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n > 0, et κ ∈ X. Alors∫
Z×p
η−1κ · µ = G(η)−1 ·
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−nκ(∂)(1− ϕ)Aµ]0.
Démonstration. Il suffit de remarquer que, comme η est déjà supporté sur Z×p , le terme de
gauche ne se voit pas altéré si l’on remplace µ par sa restriction à Z×p . Comme ψ(µ) = µ,
on a (1 − ϕ)Aµ = A(1−ϕ)µ = ARes
Z×p
(µ), ce qui permet de conclure en utilisant le lemme
précédent.
Remarque 1.3.5. Comme on a remarqué dans l’introduction, le terme de droite du corollaire
ci-dessus a l’avantage d’avoir un sens, au moins pour n assez grand, pour tout (ϕ,Γ)-
module de de Rham, ce qui nous permettra de contourner le problème de ne pas posséder
une interprétation en termes de distributions des objets sur lesquels on devra travailler.
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Chapitre 2
Le cas cristallin
2.1 Le cas cristallin
L’objet de ce chapitre est d’appliquer les calculs faits jusqu’à présent à une représen-
tation galoisienne cristalline afin d’interpréter les constructions de Perrin-Riou en termes
du prolongement analytique de l’application k 7→ ∂k et des application de spécialisation.
2.2 Rappels
2.2.1 Théorie de Hodge p-adique
Rappelons que RepLGQp dénote la catégorie des L-représentations du groupe de Galois
absolu GQp de Qp. Soient Bcris ⊆ BdR les anneaux de Fontaine de la théorie de Hodge
p-adique. Pour V ∈ RepLGQp , on considère
Dcris(V ) = (Bcris ⊗Qp V )GQp , DdR(V ) = (BdR ⊗Qp V )GQp ,
les modules cristallin et de de Rham associés à V . Le module Dcris(V ) est un L-espace
vectoriel de dimension finie muni d’un opérateur de Frobenius et d’une filtration, etDdR(V )
est un L-espace vectoriel filtré. On a dimLDcris(V ) ≤ dimLDdR(V ) ≤ dimL V et on dit
que V est une représentation cristalline (resp. de de Rham) si dimLDcris(V ) = dimLV
(resp. dimLDdR(V ) = dimLV ). Si K/Qp est une extension finie, on pose DKdR(V ) =
(BdR ⊗Qp V )GK = K ⊗Qp DdR(V ).
Si j ∈ Z, on note V (j) = V ⊗ χj et x 7→ x⊗ ej l’isomorphisme de L-espace vectoriels
V → V (j). Notons x 7→ x⊗t−jej l’isomorphisme DdR(V )→ DdR(V (j)) (resp. Dcris(V )→
Dcris(V (j))), envoyant un élément de la forme x =
∑
i fi⊗vi, f ∈ BdR (resp. Bcris), v ∈ V ,
sur
∑
i t
−jfi ⊗ (vi ⊗ ej).
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2.2.2 Application exponentielle de Bloch-Kato et sa duale
Rappelons la suite exacte fondamentale de la théorie de Hodge p-adique
0→ Qp → Bϕ=1cris ⊕B+dR
α−→ BdR → 0,
où α(x, y) = x + y. Si K/Qp est un extension finie et si V ∈ RepLGK est de Rham, en
prenant le produit tensoriel de cette suite par V et les invariants sur l’action de GK , on
obtient une suite longue de cohomologie dont le premier morphisme de connexion fournit
une application exponentielle
expV,K : D
K
dR(V )→ H1(K,V )
et une application exponentielle duale
exp∗V,K : H
1(K,V )→ DKdR(V ),
transposé de expV ∗(1),K pour les accouplements parfaits fournis par la dualité locale 1.
Notons que expV,K se factorise à travers le quotient DKdR(V )/Fil
0DKdR(V ) et que l’image
de exp∗V,K est incluse dans Fil
0DKdR(V ).
Le morphisme α : DdR(V ) → H1(Qp,BdR ⊗Qp V ) envoyant x sur le cocycle [γ →
x ∪ logχ(γ)] ∈ H1(Qp,BdR ⊗Qp V ) induit un isomorphisme et une loi de réciprocité
de Kato dit que l’application exp∗V,Qp est aussi obtenue via la composition H
1(Qp, V ) →
H1(Qp,BdR⊗QpV ) ∼−→ DdR(V ). Mentionnons que, si j  0, alors expV (j),Qp est un isomor-
phisme de DdR(V (j)) sur H1(Qp, V (j)) et de même pour exp∗V (−j),Qp : H
1(Qp, V (−j))→
DdR(V (−j)).
On omettra dans la suite, dès que le contexte le permet, les indices des applications ex-
ponentielles et on notera tout simplement exp : DKdR(V )→ H1(K,V ), exp∗ : H1(K,V )→
DKdR(V ).
2.2.3 Cohomologie d’Iwasawa
Soient Fn = Qp(µpn), F∞ = ∪Fn, Γ = Gal(F∞/Qp) et Γn = Gal(Fn/Qp). Soit Λ =
Zp[[Γ]] = lim←−Zp[Γn] l’algèbre d’Iwasawa, vue comme l’algèbre des mesures sur Γ à valeurs
dans Zp (la multiplication étant donnée par la convolution des mesures).
Si V ∈ RepLGQp , ses groupes de cohomologie d’Iwasawa sont définis par
H iIw(Qp, V ) = lim←−
n
H i(Fn, T )⊗Zp Qp,
1. C’est-à-dire, 〈exp∗ x, y〉 = (x, exp y) pour tous x ∈ H1(K,V ), y ∈ DKdR(V ∗(1)), où le premier est
l’accouplement naturel 〈 , 〉 : DKdR(V ) ⊗DKdR(V ∗(1)) → L et le deuxième es l’accouplement local de Tate
( , ) : H1(K,V )×H1(K,V ∗(1))→ H1(K,Qp(1)) ∼= K
TrK/Qp−−−−−→ Qp.
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où T ⊆ V est un Zp-réseau de V stable par GQp (qui existe par compacité de GQp), et
la limite projective est prise par rapport aux applications de corestriction. Le lemme de
Shapiro ([16] prop. II.1.1) montre que
H iIw(Qp, V )
∼= H i(Qp,Λ⊗Zp V )
comme Λ-modules. Ces modules ont été étudiés par Perrin-Riou (cf. [52]) et on a le résultat
suivant
Théorème 2.2.1 (Perrin-Riou). Soit V ∈ RepLGQp. Alors
1. H iIw(Qp, V ) = 0 si i /∈ {1, 2}.
2. H2Iw(Qp, V ) est isomorphe à V (−1)GF∞ comme Λ-module.
3. La suite d’inflation restriction
0→ H1(Γ,Λ⊗ V GF∞ )→ H1Iw(Qp, V )→ H1(F∞,Λ⊗ V )Γ → 0
est une suite exacte de Λ-modules. De plus, H1(Γ,Λ⊗V GF∞ ) est le sous-Λ-module de
torsion de H1Iw(Qp, V ) et il est isomorphe, comme Λ-module, à V
GF∞ et H1(F∞,Λ⊗
V )Γ est un Λ-module libre de rang dimQpV .
L’intégration d’une mesure fournit, pour j ∈ Z et n ≥ 0, des morphismes naturels de
projection
H1Iw(Qp, V )→ H1(Fn, V (j)),
qui envoient un cocycle σ 7→ µσ vers σ 7→
∫
Γn
χ(x)j · µσ ⊗ ej . Le groupe H1Iw(Qp, V ) =
H1(Qp,Λ⊗V ) est muni d’une structure de module sur l’algèbre d’Iwasawa, définie par les
formules ∫
Γ
f(x)(σµ) =
∫
Γ
f(σ−1x) · µ, σ ∈ Γ.
Plus généralement, soit η : Z×p → C×p un caractère continu et notons encore η : GQp →
C×p le caractère de Galois associé que l’on obtient en composant η avec la projection
GQp → Γ ∼= Z×p . Un petit calcul montre qu’un élément σ ∈ GQp agit sur la somme de Gauss
G(η) via multiplication par η−1(σ) et, si V ∈ RepLGQp est de Rham, alors V (η) = V ⊗Qp η
est aussi une représentation de de Rham et
DdR(V (η)) = DdR(V )⊗ L ·G(η)eη.
Si µ ∈ H1Iw(Qp, V ), l’application qui envoie un cocycle σ 7→ µσ vers σ 7→ (
∫
Γ η(x) · µσ)⊗ η
induit, pour tout η comme ci-dessus, des spécialisations H1Iw(Qp, V )→ H1(Qp, V (η)).
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2.2.4 (ϕ,Γ)-modules
Un (ϕ,Γ)-module sur A ∈ {E ,E †,R} est un A -module libre D de rang fini muni
d’actions continues semi-linéaires de Γ et ϕ tel que ϕ(D) engendre D comme A -module.
L’intérêt des ces objets réside dans le théorème suivant
Théorème 2.2.2 (Fontaine, Cherbonier-Colmez, Kedlaya). La catégorie des (ϕ,Γ)-modules
étales sur A est équivalente à la catégorie RepLGQp.
Si V ∈ RepLGQp , on notera D(V ), D†(V ) et Drig(V ) les (ϕ,Γ)-modules sur E , E †
et R qui lui sont associés par le théorème. On peut se demander comment retrouver les
différents invariants arithmétiques de la représentation à partir de son (ϕ,Γ)-module. Voici
quelques exemples déjà classiques.
Théorème 2.2.3 ([38]). Soient V ∈ RepLGQp et γ un générateur topologique de Γ 2. Alors
le complexe
0→ D(V ) x 7→((1−ϕ)x,(1−γ)x)−−−−−−−−−−−−→ D(V )⊕D(V ) (x,y)7→(1−γ)x−(1−ϕ)y−−−−−−−−−−−−−−→ D(V )→ 0
calcule la cohomologie galoisienne de V .
Théorème 2.2.4 ([7]). Soit V ∈ RepLGQp . Alors
Dcris(V ) = (Drig(V )[1/t])
Γ,
où t = log(1 + T ) dénote le 2ipi de Fontaine. De plus, si V est à poids de Hodge-Tate
négatifs, alors Dcris(V ) = Drig(V )Γ
Théorème 2.2.5 ([13]). Si V ∈ RepLGQp , la cohomologie du complexe
[D(V )
1−ψ−−−→ D(V )]
calcule les groupes de cohomologie d’Iwasawa de V . En particulier, on a un isomorphisme
Exp∗ : H1Iw(Qp, V )
∼−→ D(V )ψ=1.
2.2.5 La loi de réciprocité de Cherbonnier-Colmez
Soient V ∈ RepLGQp de Rham de GQp et µ ∈ H1Iw(Qp, V ). L’élément Exp∗(µ) ap-
partient à D(V )ψ=1 = D†(V )ψ=1 et il est donc surconvergent. On a, pour n assez grand,
ϕ−n(Exp∗(µ)) ∈ (BdR ⊗ V )HQp . Les traces de Tate normalisées limm→∞ p−mTrLm/Lnx
2. Si p = 2, il faut considérer Γ′ ⊆ Γ la p-partie du sous-groupe de torsion de Γ, γ ∈ Γ dont l’image dans
le quotient Γ/Γ′ soit un générateur topologique, et prendre les invariants par Γ′ dans tous les modules de
la suite ci-dessous.
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permettent de descendre cet élément à Ln((t))⊗DdR(V ), pour n’importe quel n ∈ N, et
on a le résultat suivant :
Théorème 2.2.6 (cf. [13], thm. IV.2.1). Soient V ∈ RepLGQp de Rham, µ ∈ H1Iw(Qp, V )
et n ∈ N. Alors p−mTrLm/Ln(ϕ−m Exp∗(µ)) ne dépend pas de m assez grand et on a
p−mTrLm/Ln(ϕ
−mExp∗(µ)) =
∑
j∈Z
exp∗V (−j),Fn
(∫
Γn
χ(x)−jµ
)
.
De plus, il existe m(V ) tel que, pour n ≥ m(V ) et m assez grand, on une l’égalité
p−mTrLm/Ln(ϕ
−mExp∗(µ)) = p−nϕ−n(Exp∗µ).
2.2.6 La loi de réciprocité de Perrin-Riou
Soit V ∈ RepLGQp une représentation cristalline et soit h ≥ 1 un entier tel que
Fil−hDcris(V) = Dcris(V). L’action de Γ sur R s’étend en une action de l’algèbre de dis-
tributions D(Γ) = R+(Γ) 3. Soit
∇ = log(γ)
logp(χ(γ))
∈ R+(Γ).
On a aussi l’égalité ∇ = t(1 + T ) ddT d’opérateurs.
Si v1, . . . , vd est une base de Dcris(v) et z =
∑d
i=1 fi ⊗ vi ∈ (R+ ⊗Dcris(V ))ψ=1, alors
∇h · z = (∇− (h− 1)) ◦ . . . ◦ (∇− 1)∇(z) =
d∑
i=1
th∂hfi ⊗ di
et, si h ≥ 1 est tel que Fil−hDcris(V) = Dcris(V), cet élément appartient à Drig(V ) ⊆
Drig(V )[1/t] ∼= R[1/t]⊗Dcris(V ). Ceci induit une application (cf. [8])
∇h : (R+ ⊗Dcris(V ))ψ=1 → Drig(V )ψ=1,
z 7→ ∇hz.
L’isomorphisme Exp∗ s’étend (cf. [54], voir aussi 3.2.8 plus loin) en un isomorphisme
Exp∗ : H1(Qp,D(Γ, V ))
∼−→ Drig(V)ψ=1,
dont on note z 7→ µz l’application inverse. Ceci permet de définir (voir aussi [8], prop. 1.8),
3. Si γ un générateur topologique de Γ, on définit l’anneau R+(Γ) de la même manière que R+ en
remplaçant T par γ − 1.
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pour j ∈ Z et n ≥ 0, des applications de spécialisation
Drig(V )
ψ=1 → ⊗H1(Fn, V (j)) : z 7→
∫
Γn
χj · µz.
En termes des distributions, on a
(Exp∗)−1 ◦ ∇h : D(Zp,Dcris(V ))ψ=1 → H1(Qp,D(Γ, V )),
où on fait agir ψ sur une distribution par la formule
∫
Zp
f(x)ψ(µ) = ϕ−1(
∫
pZp
f(x/p)µ).
Le théorème 2.2.7 ci-dessous montre que cette composée permet de retrouver l’application
de périodes de Perrin-Riou ([52]).
Si z ∈ R+⊗Dcris(V ) et n ≥ 0, on note [ϕ−nz]0 ∈ Dcris(V ) le coefficient de indépendant
de la série ϕ−nz en t, image de z par l’application
ϕ−n : R+ ⊗Dcris(V )→ Ln[[t]]⊗Dcris(V ); T 7→ ζpnet/pn − 1.
Enfin, notons
Γ∗(j + 1) =
{
j! si j ≥ 0
(−1)j−1
(−j−1)! si j < 0
le coefficient principal de la série de Laurent de la fonction Γ(s) en s = j + 1.
Théorème 2.2.7 ([8], thm. II.10). Soit z ∈ (R+ ⊗Dcris(V ))ψ=1. Si h + j ≥ 1, et zj ∈
(R+ ⊗Dcris(V ))ψ=p−j est tel que ∂jzj = z, on a∫
Γn
χ(x)j ·µ∇hz =
pn(j−1)
Γ∗(−j − h+ 1) ·
{
expV (j),Fn([ϕ
−n(zj)]0 ⊗ t−jej), si n > 0
expV (j),Qp((1− p−1ϕ−1)[zj ]0 ⊗ t−jej) si n = 0
et, si j ≤ −h,
exp∗V (−j),Fn(
∫
Γn
χ(x)j ·µ∇hz) =
pn(j−1)
Γ∗(−j − h+ 1) ·
{
[ϕ−n(∂−jz)]0 ⊗ t−jej , si n > 0
(1− p−1ϕ−1)[∂−jz]0 ⊗ t−jej si n = 0
On aura besoin du lemme suivant
Lemme 2.2.8 ([8], lemme II.1 ). Soient z ∈ (R+[1/t] ⊗ Dcris(V ))ψ=1 et n,m ≥ 0 des
entiers. On a l’égalité suivante dans Ln ⊗Dcris(V ) :
p−mTrLm/Ln [ϕ
−mz]0 =
{
p−n[ϕ−n(z)]0, si n > 0
(1− p−1ϕ−1)[z]0 si n = 0.
En particulier, le terme de gauche ne dépend pas de m 0.
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2.3 La fonction L locale
2.3.1 Distributions à valeurs dans Dcris(V )
Soit V ∈ RepLGQp de dimension d, cristalline et à poids de Hodge-Tate négatifs et
soit D = Drig(V ) ⊆ R ⊗Qp Dcris(V) son (ϕ,Γ)-module sur R associé. Supposons que le
Frobenius cristallin agit de manière semi-simple et soit (vi)1≤i≤d une base de Dcris(V ) sur
L constituée de vecteurs propres du Frobenius dont on note α1, . . . , αd les valeurs propres
correspondantes. On voit, en utilisant le thm. 2.2.4, la base (vi)1≤i≤d comme une famille
génératrice de D sur R 4.
Soient fi ∈ R+, 1 ≤ i ≤ d. Par le théorème d’Amice, il existe des distributions
λi ∈ D(Zp, L) telles que A (λi) = fi. Considérons l’élément z =
∑d
i=1Aλi ⊗ vi ∈ R+ ⊗
Dcris(V ) ⊆ D. On note λ ∈ D(Zp,Dcris(V )) la distribution sur Zp à valeurs dans Dcris(V )
définie par
∫
Zp
φ(x) ·λ = ∑di=1(∫Zp φ(x) ·λi) ·vi, et on dit que z est la transformée d’Amice
de λ. Si les λi appartiennent à (R+)ψ=0, on dit que la distribution λ est à support dans
Z×p . Remarquons finalement que la condition z ∈ Dψ=1 se traduit par ψ(λi) = αiλi pour
tout i = 1, . . . , d.
Rappelons que l’on dispose d’un isomorphisme Exp∗ : H1(Qp,D(Γ, V ))
∼−→ Dψ=1,
de sorte qu’à toute distribution λ ∈ D(Zp,Dcris(V ))ψ=1 lui correspond un élément µ =
(Exp∗)−1Aλ ∈ H1(Qp,D(Γ, V )). Observons que (1 − ϕ)Exp∗µ = (1 − ϕ)
∑
iAλi · vi =∑
i(1 − ϕαi)λi · vi =
∑
iAResZ×p
λi · vi (car ψ(λi) = αiλi) correspond alors à la restriction
à Z×p de λ.
2.3.2 Bases et modules de de Rham
On aura besoin, dans les sections suivantes (et dans le reste de la thèse), de comparer
des éléments vivant dans les modules de de Rham des tordues d’une représentation par
des caractères de la forme ηχj ∈ X, où η : Z×p → L× est un caractère d’ordre fini et j ∈ Z.
Pour ce faire, il s’avère utile de fixer certaines bases des modules DdR(L(ηχj)) de sorte de
pouvoir transférer aisément des éléments entre ces différents modules.
Rappelons que, si η : Z×p → L× est d’ordre fini, G(η) dénote sa somme de Gauss et
a ∈ Z×p , alors σa(G(η)) = η(a)−1G(η) et, si eη dénote une base de L(η), le groupe Γ (et
donc aussi GQp) agit trivialement sur l’élément edRη = G(η) · eη ∈ BdR ⊗ L(η) et est donc
une base du L-espace vectoriel DdR(L(η)). Si j ∈ Z, on a déjà vu qu’il est de même de
edRj = t
−jej ∈ BdR ⊗ L(χj). Notons
eη,j = eη ⊗ ej ,
4. Les calculs suivants marchent, plus généralement, sans hypothèses sur les poids de Hodge-Tate, soit
en tordant convenablement, soit en tenant compte des puissances de t dans l’isomorphisme Drig(V )[1/t] ∼=
R[1/t]⊗Dcris(V ). Mais cette hypothèse simplifie un peu la situation, permettant toute de même de montrer
les idées qui apparaitront plus tard dans le cas de Rham.
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qui est une base de L(ηχj), de sorte que l’élément
edRη,j = e
dR
η ⊗ edRj = G(η)t−j · eη,j = G(η)eη ⊗ t−jej
constitue une base du module DdR(L(ηχj)).
Si V ∈ RepLGQp est de Rham, alors V (ηχj) l’est aussi et on a, par ce qui précède,
DdR(V (ηχ
j)) = (BdR ⊗ V ⊗ L(ηχj))GQp = (BdR ⊗ V )GQp ⊗ L · edRη,j = DdR(V )⊗ L · edRη,j .
L’application x 7→ x⊗ edRη,j induit donc un isomorphisme DdR(V ) ∼−→ DdR(V (ηχj)).
Enfin, on note e∨η = eη−1 , e∨j = e−j les éléments duaux, respectivement, de eη et ej ,
ainsi que
edR,∨η,j = G(η)
−1 · e∨η ⊗ tje∨j ,
base du module DdR(L(η−1χ−j)). L’application x 7→ x ⊗ edR,∨η,j induit un isomorphisme
DdR(V (ηχ
j)∗) ∼−→ DdR(V ) et on a x⊗ edRη,j ⊗ edR,∨η,j = x pour tout x ∈ DdR(V ).
2.3.3 Interpolation des exponentielles duales
Soit V ∈ Rep GQp une représentation cristalline. Le module d’Iwasawa (analytique)
H1(Qp,D(Γ, V )) est isomorphe à Drig(V )ψ=1 et ce dernier s’exprime, grâce au théorème
2.2.4, en termes de distributions à valeurs dans Dcris(V ). Le but de ce qui reste du chapitre
est de décrire le lien entre la théorie d’Iwasawa (côtéH1Iw(Qp, V ) ou bienH
1(Qp,D(Γ, V ))),
les applications de localisation (côté Drig(V )ψ=1) et l’analyse fonctionnelle p-adique (côté
distributions).
Lemme 2.3.1. Soient µ ∈ H1(Qp,D(Γ, V )), η un caractère constant modulo pn et m ≥ n.
On a alors l’égalité suivante (dans Ln ⊗H1(Qp, V (−j)))∫
Γ
ηχ−j · µ =
∑
a∈(Z/pmZ)×
η(a)a−j · (
∫
Γm
χ−j · σa(µ)).
De plus, si V est de Rham, on a une égalité (dans Ln ⊗DdR(V (−j)))
exp∗(
∫
Γ
ηχ−j · µ)⊗ edR,∨η = G(η)−1
∑
a∈(Z/pmZ)×
η(a)a−j exp∗(
∫
Γm
χ−j · σa(µ)).
Démonstration. En utilisant la décomposition Γ = unionsqσa∈(Z/pmZ)×σa · Γm, le fait que η est
constant sur Γn, et la formule pour l’action de Γ sur H1Iw(Qp,V), on a∫
Γ
ηχ−j · µ =
∑
a∈(Z/pmZ)×
η(a)
∫
σa·Γm
χ(x)−j · µ
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=
∑
a∈(Z/pmZ)×
η(a)
∫
Γ
1σa·Γm(x)χ(x)
−j · µ
=
∑
a∈(Z/pmZ)×
η(a)a−j
∫
Γ
1Γm(σ
−1
a x)χ(σ
−1
a x)
−j · µ
=
∑
a∈(Z/pmZ)×
η(a)a−j
∫
Γm
χ−j · σa(µ).
La deuxième assertion est une conséquence de la formule, pour W = V (ηχ−j), V (j),
L = Qp, Fn, de exp∗ comme la composition
H1(L,W )→ H1(L,W ⊗Qp BdR) ∼−→ H0(L,W ⊗Qp BdR) = DdR(W )⊗ L,
l’inverse du dernier isomorphisme étant donnée par x 7→ [σ 7→ log σx], cf. 3.3.8 pour une
démonstration dans le cas de Rham.
Lemme 2.3.2. Soient λ =
∑d
i=1 λi · vi ∈ D(Zp,Dcris(V ))ψ=1 et z = Aλ ∈ Drig(V )ψ=1.
Soient η un caractère de Dirichlet de conducteur pn, n > 0, et m ≥ 0. Alors
1. Si m < n, on a ∑
a∈(Z/pnZ)×
η(a)σa(
[
∂jϕ−mz
]
0
) = 0,
2. Si m ≥ n, on a
∑
a∈(Z/pmZ)×
η(a)
pm
σa(
[
∂jϕ−mz
]
0
) =
G(η)
pn(j+1)
d∑
i=1
(
∫
Z×p
η−1xj · λi)α−ni · vi,
et, en particulier, la formule ne dépend pas de m ≥ n.
Démonstration. Si l = sup{n,m}, on a
∑
a∈(Z/plZ)×
η(a)σa(
[
∂jϕ−mz
]
0
) =
d∑
i=1
∑
a∈(Z/plZ)×
η(a)σa([∂
j
∫
Zp
ζxpme
tx
pm · λi]0) · α−mi vi
=
d∑
i=1
1
pmj
∫
Zp
(
∑
a∈(Z/plZ)×
η(a)ζaxpm)x
j · λi · α−mi vi
Or,
∑
a∈(Z/plZ)× η(a)ζ
ax
pm = p
lηˆ(−p−mx). On déduit le point (1) du fait que ηˆ est à support
dans p−nZ×p et donc ηˆ(
−x
pm ) = 0 sur Zp. En ce qui concerne la deuxième affirmation, si
l = m ≥ n, on a
∑
a∈(Z/pmZ)×
η(a)σa(
[
∂jϕ−mz
]
0
) =
d∑
i=1
pm
pmj
(
∫
Zp
ηˆ(
−x
pm
)xj · λi) · α−mi vi
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=
d∑
i=1
pm
pmj
η−1(−1)
G(η−1)
(
∫
pm−nZ×p
η−1(
x
pm−n
)xj · λi) · α−mi vi
=
d∑
i=1
pm−nG(η)
pnj
(
∫
Z×p
η−1(x)xj · ψm−n(λi)) · α−mi vi
=
d∑
i=1
pm−nG(η)
pnj
(
∫
Z×p
η−1xj · λi) · α−mi vi,
où l’on a utilisé successivement les identités
ηˆ(− x
pm
) =
η−1(−1)
G(η−1)
1pm−nZ×p (x)η
−1(
x
pm−n
),
G(η)G(η−1) = η(−1)pn,
ψm−n(λi) = αm−ni λ.
Proposition 2.3.3. Soient λ ∈ D(Zp,Dcris(V ))ψ=1, z = Aλ ∈ Drig(V )ψ=1 et µ =
(Exp∗)−1z ∈ H1(Qp,D(Γ, V )). Soient η un caractère de conducteur pn, n > 0, et j > 0.
On a alors une égalié entre les trois éléments de Ln ⊗Dcris(V ) suivants
Γ∗(j + 1)
pn(−j+1)
exp∗(
∫
Γ
ηχ−j · µ)⊗ edR,∨η,−j = G(η)−1
∑
a∈(Z/pnZ)
η(a)σa[ϕ
−n∂j(1− ϕ)z]0
=
d∑
i=1
(
∫
Z×p
η−1xj · λi) · α−ni vi
Démonstration. Une application du lemme 2.3.1 et de la loi de réciprocité explicite de
Cherbonnier-Colmez 2.2.6 donne
exp∗(
∫
Γ
ηχ−j · µ)⊗ edR,∨η = G(η)−1
∑
a∈(Z/pnZ)×
η(a)a−jexp∗(
∫
Γn
χ−j · σa(µ))
= G(η)−1
∑
a∈(Z/pnZ)×
η(a)a−j
[
p−mTrLm/Lnϕ
−mExp∗(σaµ)
]
j
= G(η)−1
∑
a∈(Z/pnZ)×
η(a)
j!pm
TrLm/Lnσa
[
∂jϕ−mz
]
0
⊗ tje−j ,
où m ∈ N est un entier assez grand. Or, on a (cf. lemme 2.2.8)
∑
a∈(Z/pnZ)×
η(a)
j!pm
TrLm/Lnσa
[
∂jϕ−mz
]
0
=
{ ∑
a∈(Z/pnZ)×
η(a)
j!pnσa
[
∂jϕ−nz
]
0
, si n > 0
(1− p−1ϕ−1)[z]0 si n = 0
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En utilisant le (2) du lemme 2.3.2 ci-dessus (avec m = n), on obtient
∑
a∈(Z/pnZ)
η(a)
j!pn
σa
[
∂jϕ−nz
]
0
=
G(η)
j!pn(j+1)
d∑
i=1
(
∫
Z×p
η−1xj · λi) · α−ni vi.
Notons finalement que, par le (1) du lemme 2.3.2, le terme de gauche de la formule
ci-dessus ne change pas si l’on remplace z par (1− ϕ)z, ce qui permet de conclure.
Remarque 2.3.4. Comme l’on observe dans la démonstration, on peut aussi modifier un
peu les formules pour traiter le cas où η est le caractère trivial (qui s’avère en fait très
important), mais vu que notre méthode ne nous permet pas de traiter ce cas en général,
on l’ignore pour le moment.
2.3.4 Interpolation des exponentielles
Le même genre de calculs permettent de traiter le cas des puissances positives de χ.
Dans le lemme suivant on ne fait pas d’hypothèse sur les poids de Hodge-Tate de V .
Proposition 2.3.5. Soient V une représentation cristalline et h tel que Fil−hDcris(V) =
Dcris(V). Soient λ ∈ D(Zp,Dcris(V ))ψ=1, z = Aλ ∈ Drig(V )ψ=1 et µ = (Exp∗)−1z ∈
H1(Qp,D(Γ, V )). Soient η : Z×p → L× un caractère de conducteur pn, n > 0, et j ≥ 1− h
tel que l’équation ∂jzj = Aλ ait une solution et tel que exp : Dcris(V (j))→ H1(Qp, V (j))
soit un isomorphisme. On a alors une égalié entre les trois éléments de Ln ⊗ Dcris(V )
suivants
Γ∗(−j − h+ 1)
pn(−j+1)
exp−1(
∫
Γ
ηχj · µ∇hz)⊗ edR,∨η,j = G(η)−1
∑
a∈(Z/pnZ)
η(a)σa[ϕ
−n∂−j(1− ϕ)z]0
=
d∑
i=1
(
∫
Z×p
η−1x−j · λi) · α−ni vi
Démonstration. Il suffit de reproduire les mêmes calculs que dans la preuve de la proposi-
tion 2.3.3, et utiliser la loi de réciprocité explicite 2.2.7 de Perrin-Riou. Une démonstration
détaillée dans le cas de Rham est faite dans la proposition 3.3.10.
Finalement, on peut résumer les résultats de cette section dans la proposition suivante.
Notons
log(
∫
Γ
ηχ−j · µ) =
{
exp∗(
∫
Γ ηχ
−j · µ) si j ≥ 0
exp−1(
∫
Γ ηχ
−j · µ) si j  0.
Proposition 2.3.6. Soient V une représentation cristalline de GQp à poids de Hodge-
Tate négatifs. Soient λ ∈ D(Zp,Dcris(V ))ψ=1, z = Aλ ∈ Drig(V )ψ=1 et µ = (Exp∗)−1z ∈
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H1(Qp,D(Γ, V )) et soit η un caractère de conducteur pn, n ≥ 1. L’application
ηκ 7→ ΛV,µ(ηκ) =
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−nκ(∂)(1− ϕ)z]0
ne dépend pas de η et définit une fonction analytique ΛV,µ ∈ O(X)⊗Dcris(V ) telle que, si
j ∈ Z est tel que j ≥ 0 ou j  0, alors
ΛV,µ(ηχ
j) = Γ∗(j + 1)pn(j+1) · log(
∫
Γ
ηχ−j · µ)⊗ edR,∨η,−j
Démonstration. La proposition est une conséquence immédiate des propositions 2.3.3 et
2.3.5. Notons que l’indépendance de η, ainsi que le fait que ΛV,µ définit une fonction
analytique sur tout l’espace des poids, suit du fait que l’on peut tout écrire en terme de la
distribution λ, comme on le voit dans les égalités de droite des propositions.
Chapitre 3
Le cas de Rham
Le présent chapitre contient le premier résultat principal de cette thèse, qui s’encadre
dans l’étude des fonctions L p-adiques d’un (ϕ,Γ)-module de de Rham associées à un
système d’Euler, comme démarré par Perrin-Riou ([52]). On construit (thm. 3.3.14) un
prolongement analytique de l’application de périodes de Perrin-Riou d’un (ϕ,Γ)-module
D de Rham surR, fournissant, à partir d’un système compatible de classes de cohomologie,
une fonction L p-adique. On finit (section 3.4) en étudiant le lien entre cette fonction et
l’accouplement d’Iwasawa sur les (ϕ,Γ) modules comme défini dans [22]. On construit
(lemme 3.4.4), à partir de cet accouplement et du choix d’un élément supplémentaire, une
fonction analytique sur l’espace de poids et on montre, en utilisant une loi de réciprocité,
que cette fonction satisfait une équation fonctionnelle particulièrement simple (prop. 3.4.8).
3.1 Résultat principal
Si ξ, δ ∈ X sont deux caractères, leur distance est définie par vp(ξ− δ) = vp(zξ− zδ), où
zξ, zδ ∈ B(1, 1−) sont comme dans 1.1.4 1. Si η ∈ X est un caractère d’ordre, on note c(η)
la puissance de p de son conducteur (de sorte que cond(η) = pc(η)), et, pour N ≥ −∞, on
définit
B(η,N) = {ξ ∈ X | vp(ξ − η) > pN−c(η)} ⊆ X.
Rappelons que Γ∗(j) dénote le coefficient principal de la série de Laurent de la fonction
Γ(s) en s = j et que l’on a défini une application log : H1(Qp, V ) → DdR(V ) en fonction
des applications exp et exp∗. Le résultat principal de ce chapitre est alors le suivant
Théorème 3.1.1. Soient D ∈ ΦΓ(R) de Rham à poids de Hodge-Tate positifs, z ∈ Dψ=1,
et notons µz = Exp∗(z) ∈ H1Iw(Qp, D). Il existe un entier N(D) 2, et une unique fonction
1. On pourrait aussi définir la distance entre ξ, δ ∈ X comme vp(ξ − δ) = vp(zξ − zδ) si ξ|(Z/qZ)× =
δ|(Z/qZ)× et vp(ξ − δ) = −∞ si non.
2. L’entier N(D) ne dépend que du module Dpst(D) et est borné en termes du conducteur de la plus
petite extension galoisienne K de Qp tel que l’action de GQp sur Dpst(D) se factorise à travers GK . Si
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rigide analytique ΛD,z ∈ O(UD) ⊗DdR(D), où l’on a posé UD = ∪c(η)>m(∆)B(η,N(D)),
telle que, pour tout ηχj ∈ UD, où η est un caractère d’ordre fini et j ∈ Z est tel que j ≥ 0
ou j  0 3, on a
ΛD,z(ηχ
j) = Γ∗(j + 1)pn(j+1) · log(
∫
Γ
ηχ−j · µz)⊗ edR,∨η,−j .
Voici quelques remarques :
— On obtiendra ce théorème (thm. 3.3.14) comme conséquence d’un résultat plus gé-
néral énoncé dans le théorème 3.3.3.
— Si c(η) > N , l’ouvert B(η,N) contient tous les caractères de la forme ηχj , j ∈ Z,
j ≡ 0 mod q, ce qui implique que la fonction ΛD,z est unique
— Si D est de la forme Drig(V ) pour une représentation cristalline V de GQp , alors
l’application ∆D,z provient par restriction d’une fonction rigide analytique définie
sur tout l’espace des poids X, et coïncide avec celle construite dans la proposition
2.3.6.
— Comme corollaire de ce théorème, on obtiendra une construction partielle de la fonc-
tion L p-adique associée à un système d’Euler d’un (ϕ,Γ)-module de de Rham. Si
D = Drig(V ) est le (ϕ,Γ)-module associé à la représentation p-adique d’une forme
modulaire, on verra comment ces valeurs s’interprètent en termes de valeurs spéciales
de la fonction L complexe de la forme modulaire.
Voici un bref résumé de ce chapitre. On commence par rappeler les outils et notations
nécessaires dont on aura besoin pour la preuve du théorème. On pourra consulter [47] et
[8], qui sont les références principales. La structure de la preuve du théorème 3.1.1 est la
suivante : Dans la section 3.2.1, on rappelle des généralités sur les (ϕ,Γ)-modules de de
Rham sur l’anneau de Robba. Ensuite (section 3.3.2) on étend au cas d’un (ϕ,Γ)-module la
multiplication analytique par un caractère, le cas d’un (ϕ,Γ)-module trivial ayant été traité
dans la section 1.2. Dans 3.3.4, on définit l’application ΛD,z. Le Lemme 3.3.5 calcule le rayon
de convergence de ΛD,z, ce qui explique la définition de l’ouvert B(N) du théorème. Les
propositions 3.3.9 et 3.3.10 montrent, en utilisant la loi de réciprocité explicite de Perrin-
Riou comme démontrée par Nakamura, les propriétés d’interpolation de ΛD,z, introduisant
l’opérateur différentiel auxiliaire ∇h dans les formules. Enfin, quand D est à poids de
Hodge-Tate positifs et z ∈ Dψ=1 ⊆ Nrig(D)ψ=1 on se débarrasse de l’opérateur différentiel
∇h pour obtenir ainsi l’interpolation voulue. On finit le chapitre en donnant une variante
analytique de la fonction ΛD,z en termes de l’accouplement d’Iwasawa de Colmez et en
montrant une équation fonctionnelle pour ΛD,z dans le cas de dimension 2.
D = Drig(V ), où V ∈ RepLGQp , la constante N(D) est donc bornée en termes du conducteur de la plus
petite extension K/Qp sur laquelle V dévient semi-stable.
3. Plus précisément, j doit être suffisamment petit de sorte que expD(−j) : DdR(D(−j))→ H1ϕ,γ(D(−j))
soit un isomorphisme. Il suffirait donc de demander j < h0− 2, où h0 dénote le plus petit poids de Hodge-
Tate de D (cf. [7], thm. 0.9).
3.2. GÉNÉRALITÉS SUR LES (ϕ,Γ)-MODULES 55
3.2 Généralités sur les (ϕ,Γ)-modules
3.2.1 Sous-modules naturels de D
Soit D ∈ ΦΓ(R) de rang d. L’algèbre de Lie de Γ agit sur D via l’opérateur Qp-linéaire
∇ = lim
a→1
σa − 1
a− 1 =
log(γ)
log(χ(γ))
=
1
log(χ(γ))
+∞∑
i=1
(−1)i+1 (γ − 1)
i
i
,
où γ ∈ Γ dénote n’importe quel élément pas de torsion dans Γ, ce qui définit un opérateur
différentiel au-dessus de l’opérateur ∇ = t(1 + T ) ddT agissant sur R.
Lemme 3.2.1 ([9], thm. I.3.3). Il existe ε > 0 et, pour tout 0 < s ≤ ε, des uniques
sous-E ]0,s]-modules D]0,s] de D, satisfaisant
— D = R ⊗R]0,s] D]0,s].
— ϕ(D]0,s]) ⊆ D]0,s/p], et on a un isomorphisme R]0,s/p]⊗R]0,s]D]0,s] → D]0,s/p] : f⊗x 7→
fϕ(x), pour tout n tel que rn ≤ rm(D).
De plus, les modules D]0,s] sont stables par Γ et ∇.
Démonstration. Soit v1, . . . , vD une base de D sur R. Soient A et B les matrices de Γ et ϕ
dans cette base et soit ε tel que A,B ∈ GLd(E ]0,ε]). On peut voir que les sous E ]0,s]-modules
D]0,s] = ⊕di=1E ]0,s]vi de D satisfont les propriétés du lemme.
On définit m(D) de D comme le plus petit entier tel que le lemme 3.2.1 est vrai avec
rm(D) ≤ ε et son rayon de surconvergence par rm(D). Pour 0 < r < s ≤ rm(D), on pose
D[r,s] = E [r,s] ⊗E ]0,s] D]0,s].
On a
D = lim−→
s>0
lim←−
0<r<s
D[r,s],
ce qui montre que D est un espace de type LF (i.e limite inductive d’espaces de Fréchet).
Rappelons que l’on a des morphismes de localisation ϕ−n : R]0,rn] ↪→ Ln[[t]] envoyant
T sur ζpnet/p
n − 1. Pour n ≥ m(D) on définit
D+dif,n(D) = Ln[[t]]⊗ϕ−n,R]0,rn] D]0,rn],
Ddif,n(D) = Ln((t))⊗Ln[[t]] D+dif,n(D),
qui sont des Ln[[t]] et L((t))-modules, respectivement, libres de rang d et munis d’une
action semi-linéaire de Γ. Finalement, on définit
Ddif(D) = lim−→
n
Ddif,n(D) D
+
dif(D) = lim−→
n
D+dif,n(D),
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qui sont, respectivement, des L∞((t)) = ∪nLn((t)) et L∞[[t]] = ∪nLn[[t]]-modules libres
de rang d.
3.2.2 Théorie de Hodge p-adique
Comme l’on a déjà remarqué, la plupart des objets de la théorie de Hodge p-adique
peuvent être exprimés purement en terme des (ϕ,Γ)-modules. Suivant ce programme, com-
mencé par Fontaine [32], on définit les invariants suivants.
Definition 2. Soit D ∈ ΦΓ(R) de rang d. On définit
Dcris(D) = (D[1/t])
Γ = (D ⊗R R[1/t])Γ DdR(D) = (Ddif(D))Γ,
qui sont des L-espaces vectoriels de dimension finie.
On muniDdR(D) de sa filtration de Hodge, qui est donnée par FiliDdR(D) = DdR(D)∩
tiD+dif = (t
iD+dif)
Γ. On observe que Dcris(D) est muni d’une action bijective du Frobe-
nius ϕ ainsi que d’une filtration induite par l’inclusion Dcris(D) ⊆ DdR(D) définie par
x ∈ Dcris(D) 7→ ιn(ϕn(x)) ∈ DdR(D), où on a noté ιn = ϕ−n : D]0,rn][1/t] → Ddif(D)
l’application de localisation 4. On a
dimQpDcris(D) ≤ dimQpDdR(D) ≤ rangR D,
où la première inégalité est évidente par ce qui précède et la dernière suit en remarquant que
Ddif(D) est un L∞((t))-espace vectoriel de rang d = rangR D et DdR(D) = (Ddif(D))Γ
est donc un (L∞((t)))Γ = L-espace vectoriel de rang ≤ d.
Definition 3. Soit D un (ϕ,Γ)-module sur R. On dit que D est cristallin (resp. de Rham)
si l’inégalité dimQpDcris(D) ≤ rangR D (resp. dimQpDdR(D) ≤ rangR D) est une égalité.
Si D est de Rham, on définit ses poids de Hodge-Tate comme les opposés des entiers où
la filtration change, c’est-à-dire l’ensemble {−h ∈ Z : FilhDdR(D)/Filh+1DdR(D) 6= 0}.
3.2.3 L’équation différentielle p-adique Nrig(D)
Rappelons la construction de Berger (cf. [7], [9]) de l’équation différentielle p-adique
Nrig(D) associée à un (ϕ,Γ)-module de de Rham D sur R.
Proposition 3.2.2 ([9], théorème III.2.3). Soit D ∈ ΦΓ(R) de rang d, de Rham, et, pour
chaque n ≥ m(D), posons
N
]0,rn]
rig (D) = {x ∈ D]0,rn][1/t] : ϕ−m(x) ∈ Lm[[t]]⊗Qp DdR(D) pour tout m ≥ n},
4. Il existe ici un petit abus évident en notant par ϕ−n deux applications différentes (l’une étant
l’application de localisation notée usuellement ιn et l’autre l’inverse de l’opérateur ϕ agissant surDcris(D)),
mais cela ne devrait pas causer de problèmes de lectures.
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et Nrig(D) = lim−→nNrig
]0,rn](D). Alors, Nrig(D) est un (ϕ,Γ)-module sur R, de rang d, qui
satisfait
— Nrig(D)[1/t] = D[1/t].
— D+dif,n(Nrig(D)) = Ln[[t]]⊗K DdR(D) pour tout n ≥ m(D).
— ∇(Nrig(D)) ⊆ tNrig(D).
Le (ϕ,Γ)-module Nrig(D) ainsi obtenu est de Rham et à poids de Hodge-Tate tous
nuls. Remarquons que l’on peut reconstruire D, à partir de la donnée de Nrig(D) et de la
filtration de Hodge sur DdR(D), à partir de la formule
D = {x ∈ Nrig(D)[1/t] : ϕ−n(x) ∈ Fil0(Ln((t))⊗Qp DdR(D)) ∀n 0}.
Ceci implique en particulier que, si les poids de Hodge-Tate de D sont négatifs (resp.
positifs), alorsDdR(D) = Fil0DdR(D) (resp. Fil1DdR(D) = 0), d’où Lm[[t]]⊗QpDdR(D) ⊆
Fil0(Ln((t))⊗QpDdR(D)) (resp. Fil0(Ln((t))⊗QpDdR(D)) ⊆ Lm[[t]]⊗QpDdR(D)) et donc
Nrig(D) ⊆ D (resp. D ⊆ Nrig(D)). Plus généralement, si les poids de Hodge-Tate de D
sont contenus dans [a, b], on a des inclusions t−aD ⊆ Nrig(D) ⊆ t−bD. En particulier, si D
est à poids de Hodge-Tate 1, k, avec k > 1, on a D ⊆ tNrig(D) ⊆ t1−kD.
La troisième propriété caractérisant Nrig(D) permet de définir un opérateur différentiel
∂ =
1
t
∇ : Nrig(D)→ Nrig(D),
satisfaisant les identités ∂ ◦ ϕ = p ϕ ◦ ∂ et ∂ ◦ σa = a σa ◦ ∂. On a donc un foncteur
{ (ϕ,Γ)-modules de de Rham sur R} → {(ϕ,Γ)-modules sur R à connexion}
D 7→ Nrig(D),
la dernière catégorie étant la catégorie des équations différentielles p-adiques avec une
structure de Frobenius et une action de Γ. Ce foncteur est un ingrédient clé dans la preuve
du théorème de monodromie p-adique (cf. [7]). Si D est un (ϕ,Γ)-module de de Rham sur
R, on notera ∆ = Nrig(D).
3.2.4 Les anneaux de Fontaine
Rappelons la construction des anneaux de Fontaine associés à une extension galoisienne
finie K de Qp. Notons Kn = KFn = K(µpn), K∞ = KF∞ = ∪nKn, K0 = K ∩ Qnrp la
plus grande sous-extension de K non-ramifiée et K ′0 la plus grand extension non-ramifiée
de K0 dans K∞. Notons HK = Gal(Qp/K∞), ΓK = Gal(K∞/K).
La théorie du corps des normes (cf. [20] par exemple) permet de construire des ex-
tensions étales E †K/E
†
Qp
de degré [K∞ : F∞], munies d’une action du Frobenius ϕ et du
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groupe ΓK = Gal(K∞/Qp). Plus précisément, soit E˜ = lim←−x 7→xp Cp = C
[
p le corps basculé
de Cp, qui est un corps de caractéristique p, algébriquement clos et muni d’une valua-
tion vE(x) = vp(x(0)) pour laquelle il est complet. Notons 1 6= ε = (1, ε(1), . . .) ∈ E˜,
et E˜+ l’anneau des entiers de E˜, qui s’identifie à la limite projective lim←−x 7→xp OCp/a
pour n’importe quel idéal a ⊆ OCp contenant p et différent de l’idéal maximal de OCp .
Soient EQp = Fp((ε − 1)) et E la clôture séparable de EQp . La théorie du corps des
normes permet de montrer que Gal(E/EQp) ∼= HQp . Si K/Qp est une extension fi-
nie galoisienne de Qp, on pose EK = EHK . On dispose d’une application bien défi-
nie et injective lim←−x 7→NKn/Kn−1 (x)OKn → E˜
+ d’image l’anneau des entiers E+K de EK ,
qui fournit une uniformisante piK de l’extension EK/EQp (l’image d’un système compa-
tible (ωn)n∈N où ωn est une uniformisante de Kn pour n assez grand). Soit P (X) =
XdK∞ + adK∞−1X
dK∞−1 + . . .+ a0 ∈ EQp [X], où dK∞ = [K∞ : F∞] et ai ∈ EQp , le poly-
nôme minimal de piK sur EQp . Enfin, si P ∈ Zp[[T ]][X] est tel que sa réduction modulo p
soit P (X), alors E †K = E
†
Qp
[X]/P (X) et on note piK l’image de X dans ce quotient, dont
la réduction modulo p est piK .
L’anneau E †K s’identifie à l’anneau des séries formelles f(TK) =
∑
k∈Z akT
k
K , ak ∈ K ′0,
à coefficients bornés, qui convergent sur une couronne 0 < vp(TK) ≤ r pour un r assez
petit (qui dépend de f). On peut de la sorte définir les anneau E [r,s]K , qui s’identifient aux
séries de Laurent convergent sur la couronne C[r/e,s/e] = {z ∈ Cp : r/e ≤ vp(z) ≤ s/e},
munis de la norme spectrale v[r,s], ainsi que E ]0,s]K , E
†,r
K , etc. En complétant E
†
K pour la
famille de normes v[r,s], on obtient une extension étale RK/R et on a
Gal(RK/RQp) = Gal(E
†
K/E
†
Qp
) = Gal(K∞/F∞).
On a un opérateur de dérivation ∂ agissant sur RK : si K/Qp est une extension non-
ramifiée, on a TK = T et ∂f(T ) = (1 + T )f ′(T ) pour f(T ) ∈ RK ; si K/Qp est ramifiée
et P ∈ Zp[[T ]][X] dénote le polynôme minimal de TK ∈ E †K sur E †Qp comme ci-dessus,
l’identité ∂P (TK) = 0 et le fait que ∂ est une dérivation donnent la formule
∂TK = −P ′(TK)−1(∂P )(TK),
où, si P =
∑
fiX
i ∈ Zp[[T ]][X], ∂P =
∑
∂fi ·Xi.
Enfin, soit `T = log(T ) une variable formelle et étendons les actions ϕ et ΓK sur RK
à des actions sur RK [`T ] par les formules
ϕ(`T ) = p`T + log(ϕ(T )/T
p), γ(`T ) = `T + log(γ(T )/T ).
La dérivation ∂ agit sur `T par ∂`T = T−1∂T = 1 + T−1. On définit un opérateur de
monodromie sur RK [`T ] comme la dérivation RK-linéaire N telle que N(`T ) = −p/(p−1).
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3.2.5 Théorème de monodromie p-adique et surconvergence
Soit
dEK/EQp ⊆ EQp
la différente de l’extension EK/EQp et posons δK = dK∞ · vE(dEK/EQp ) ∈ N, où dK∞ =
[EK : EQp ] = [K∞ : F∞] comme plus haut. Rappelons (cf. [20], prop. 4.12) que, si c(K)
dénote le conducteur de K 5 et n ≥ c(K) + 1 est un entier, alors [Kn : Fn] = dK∞ et
δK = dK∞ · pnvp(dKn/Fn). En particulier, si K a suffisamment de racines de l’unité, dans
la terminologie de [25], alors vK = [K : Qp] · vp(dK/Qp). On aura besoin des faits suivants :
Lemme 3.2.3 ([25], lemme 2.17 et lemme 2.14). Si s < (δK + 1)−1, alors
∂TK ∈ T−δKO×
E †,rK
et on a v[r,s](∂TK) ≥ −1 pour tout 0 < r < s.
D’après le théorème de monodromie p-adique (cf. [9], thm. III.2.1), il existe une exten-
sion galoisienne finie K de Qp tel que l’on a un isomorphisme
RK [`T ]⊗K0 (RK [`T ]⊗R ∆)ΓK ∼= RK [`T ]⊗R ∆,
où l’on rappelle que ∆ = Nrig(D). On note Dpst = (RK [`T ] ⊗R ∆)ΓK l’espace des ΓK-
solutions de ∆. C’est un (ϕ,N,Gal(K/Qp))-module filtré (la filtration dépend de la donnée
de D). Le résultat suivant permet de reconstruire ∆ à partir de Dpst.
Proposition 3.2.4 (cf. [9], Thm III.2.1 ou Thm. C). Soient D et Dpst comme ci-dessus.
Si K est une extension galoisienne finie de Qp telle que GQp agit sur Dpst à travers
Gal(K/Qp), alors
∆ = (RK [`T ]⊗K0 Dpst)Gal(K∞/F∞),N=0,
le groupe Gal(K∞/F∞) agissant sur Dpst à travers Gal(K/(K ∩ F∞)) ⊆ Gal(K/Qp), et
sur RK à travers Gal(K∞/F∞) = Gal(RK/RQp) (il agit trivialement sur l’élément `T ).
On récupère l’action de Γ via l’action résiduelle du groupe ΓK sur le module ∆, l’action
de ϕ via son action (diagonale) sur le produit tensoriel et l’action de l’opérateur ∂ à travers
celle sur RK [lK ]. Le lemme suivant sera très utile pour nos constructions futures.
Lemme 3.2.5. Il existe, pour tout 0 < s < (δK + 1)−1, des sous-E
]0,s]
Qp
-modules ∆]0,s] de
∆, munis d’une famille de valuations (v[r,s])0<r<s, satisfaisant les conditions du lemme
3.2.1, et de sorte que, pour tout 0 < r < s, la norme v[r,s] de l’opérateur ∂ sur ∆]0,s] soit
≥ −s− 2.
Démonstration. Débarrassons-nous d’abord de l’opérateur N . Le moduleM = K0[`T ]⊗K0
Dpst est un K0[`T ]-module libre de rang d muni d’une action de G = Gal(K∞/F∞) (agis-
sant sur le facteur de droite) et de N (agissant diagonalement) et on affirme qu’il contient
5. Le conducteur de K est la borne inférieure de l’ensemble des t tels que le groupe de ramification
supérieure G (t)Qp agit trivialement sur K.
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un système libre de générateurs w1, . . . , wd tués par N . En effet, notons α = − pp−1 la valeur
de N sur `T et posons, pour v1, . . . , vd une base quelconque de Dpst,
wi =
+∞∑
k=0
(−1)kα
−k
k!
`kT ⊗Nkvi,
qui est une somme finie car N est nilpotent. Alors les wi sont par construction tués par N
et ils forment un système libre de générateurs deM , car l’opérateur
∑+∞
k=0(−1)k α
−k
k! `
k
T⊗Nk
est inversible,N étant nilpotent. Le moduleW = (K0[`T ]⊗Dpst)N=0 est donc unK0-espace
vectoriel de dimension d, muni d’une action de G, et on a
K0[`T ]⊗K0 W = K0[`T ]⊗K0 Dpst.
Soit v1, . . . , vd une base de Dpst de sorte que la matrice de l’opérateur N soit à coef-
ficients entiers 6, et soient w1, . . . , wd les éléments formant une base de W fournis par le
paragraphe précédent. Posons, pour 0 < s < (δK + 1)−1,
∆]0,s] = (E
]0,s]
K ⊗W )G ⊆ E ]0,s]K ⊗W ⊆ RK ⊗W.
On aG ∼= Gal(RK/RQp), et le théorème de Hilbert 90 implique queH1(G,GLd(RK)) =
1. Le module W est donc RK-admissible au sens de Fontaine et on a un isomorphisme
RK ⊗RQp (RK ⊗K0 W )G ∼= RK ⊗K0 W
de RK-modules topologiques de rang d munis d’une action de G, induit par f ⊗ (g⊗x) 7→
fg ⊗ x, et qui est compatible avec les structures présentes sur RK . Cela veut dire que le
R-module (RK ⊗K0 W )G est de dimension d.
Si r < (δK + 1)−1, alors RK = RQp ⊗E ]0,s]Qp E
]0,s]
K
7, d’où
(RK ⊗K0 W )G = (RQp ⊗E ]0,s]Qp E
]0,s]
K ⊗K0 W )G = RQp ⊗E ]0,s]Qp (E
]0,s]
K ⊗K0 W )G,
ce qui montre que
∆ = R ⊗E ]0,s] ∆]0,s].
De plus, le fait que E ]0,s/p]K ⊗E ]0,s]K ϕ(E
]0,s]
K ) = E
]0,s/p]
K et les formules pour l’action de ϕ sur
6. Ceci est possible grâce au fait que N est nilpotent : si v1, . . . , vd est une base de Dpst de sorte que la
matrice de N soit triangulaire supérieure avec des zéros sur la diagonale, alors on peut choisir des entiers
0 < n2 < n3 < . . . < nd de sorte que la matrice de N dans la base v1, pn2v2, . . . , pndvd soit à coefficients
entiers comme on voulait.
7. Comme on le voit, par exemple, en notant que, si s < (δK + 1)−1, E ]0,s]K est un E
]0,s]
Qp
-module libre de
rang dK∞ , dont une base est formée par 1, TK , . . . , T
dK∞−1, et donc RQp ⊗E ]0,s]
Qp
E ]0,s]K = ⊕iRQp ⊗E ]0,s]
Qp
E ]0,s]Qp · T iK = ⊕iRQp · T iK = RK .
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`T montrent que la deuxième condition du lemme 3.2.1 est satisfaite.
Les modules E ]0,s]K ⊗W sont des E ]0,s]Qp -modules libres, dont une base est donnée par les
éléments (T iK ⊗wj)0≤i≤d∞,1≤j≤d, et ils sont munis d’une famille (v[r,s])0<r<s de valuations
définies par
v[r,s](
∑
i,j
fij · T ik ⊗ wj) = inf
i,j
v[r,s](fij) (fij ∈ E ]0,s]Qp ).
Calculons la norme de l’opérateur ∂ sur la base décrite ci-dessus pour une de ces
valuations. On a ∂(`T ) = 1 + T−1 et donc
∂(wi) = ∂(
+∞∑
k=0
(−1)kα
−k
k!
`kT ⊗Nkvi)
= (1 + T−1)
+∞∑
k=1
(−1)k α
−k
(k − 1)!`
k−1
T ⊗Nkvi
= −α−1(1 + T−1)
+∞∑
k=0
(−1)kα
−k
k!
`kT ⊗Nk(Nvi)
=
d∑
l=1
−alα−1(1 + T−1)
+∞∑
k=0
(−1)kα
−k
k!
`kT ⊗Nkvl
=
d∑
l=1
−alα−1(1 + T−1)wl,
où Nvi =
∑d
l=1 al · vi, avec vp(al) ≥ 0 pour tout l, par le choix de la base v1, . . . , vd de
Dpst. On en déduit que, si A dénote l’anneau des entiers de K0 et W0 dénote le A-module
engendré par les éléments w1, . . . , wd, alors
∂(W0) ⊆ T−1p−1 ·W0.
En utilisant l’estimation du lemme 3.2.3 et la définition de v]0,s], on en déduit
v[r,s](∂(T iK ⊗ wj)) = v[r,s](i∂(TK)T i−1K ⊗ ∂wj)
≥ v[r,s](∂(TK)T−1p−1)
≥ −s− 2.
Enfin, ∆]0,s] ⊆ R]0,s]K ⊗W est stable par ∂, il est muni par restriction d’une famille de
valuations v[r,s], et on a, par ce qui précède,
v[r,s](∂z) ≥ v[r,s](z)− s− 2,
ce qui finit la preuve du lemme.
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Remarque 3.2.6.
— Si 0 < r < s < (δK + 1)−1, les modules
∆[r,s] = E
[r,s]
Qp
⊗
E
]0,s]
Qp
∆]0,s] = (E
[r,s]
K ⊗W ),
complétés de ∆]0,s] pour la valuation v[r,s], sont des E [r,s]-modules de rang d, munis
de la valuation v[r,s] pour les quelles la norme de ∂ est ≥ −s− 2. On a
∆ = lim−→
s>0
lim←−
0<r<s
∆[r,s].
— Le lemme 3.2.5 ci-dessus montre que le rayon de surconvergence du module ∆ peut
être majoré en termes du conducteur de la plus petite extension K/Qp telle que GK
agit trivialement sur Dpst. Si V ∈ RepLGQp est de Rham, ceci permet de borner le
rayon de surconvergence de ∆ = Nrig(V ) en termes de la plus petite extension K de
Qp sur laquelle V dévient semi-stable.
3.2.6 (ϕ,Γ)-modules relatifs
Soit A une algèbre affinoïde sur Qp. On définit l’anneau de Robba RA relatif à A en
posant, pour 0 < r < s,
R
[r,s]
A = R
[r,s]⊗̂A; R]0,s]A = lim←−
0<r<s
R
[r,s]
A ; RA = lim−→
s>0
R
]0,s]
A .
Ceci s’interprète en termes de fonctions analytiques sur des espaces rigides : si I ⊆ [0, 1[
est un intervalle d’extremités dans pQ et A1 = Sp(Qp〈T 〉) dénote la droite affine rigide de
paramètre T , en notant BI l’ouvert admissible de A1 défini par vA(T ) ∈ I (vA = − logp |·|A
dénote la valuation de l’algèbre affïnoide A), on a un isomorphisme naturel
RI ∼= O(Sp(A)×BI).
On a aussi une interprétation en termes de séries de Laurent (resp. de puissances si 0 ∈ I)
à coefficients dans A de la manière évidente. On a un endomorphisme A-linéaire d’anneaux
ϕ : R
]0,s]
A → R]0,s/p]A , qui envoie T sur (1 + T )p − 1, induisant une action de ϕ sur RA et
on a une action continue du groupe Γ, agissant par σa(T ) = (1 +T )a− 1, a ∈ Z×p , sur tous
les anneaux définis ci-dessus.
Un (ϕ,Γ)-module sur R]0,s]A est un module projectif et de type fini D
]0,s] sur R]0,s]A ,
muni d’actions semi linéaires du Frobenius et Γ, commutant entre elles, et tel que ϕ induit
un isomorphisme R]0,s]A -linéaire ϕ ⊗ id : D]0,s] ⊗R]0,s]A R
]0,s/p]
A → D]0,s] ⊗R]0,s]A ,ϕ R
]0,s/p]
A .
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Un (ϕ,Γ)-module sur RA est un RA-module D tel qu’il existe s > 0 et un (ϕ,Γ)-module
D]0,s] sur R]0,s]A tel que D ∼= D]0,s]⊗R]0,s]A RA. Plus généralement, si X est un espace rigide
analytique sur Qp et r ≥ 0, on définit R]0,r]X comme le faisceau de fonctions analytiques
sur X ×B]0,r] et RX = lim−→r<0R
]0,r]
X .
3.2.7 Cohomologie des (ϕ,Γ)-modules
Si V est une représentation p-adique de GQp , le complexe du théorème 2.2.3 permet de
calculer la cohomologie galoisienne de V en termes de son (ϕ,Γ)-module D(V ) sur EQp
associé ([38]). D’après [43] et [42], on peut définir la cohomologie des (ϕ,Γ)-modules sur
l’anneau de Robba RA relatif à une algèbre affïnoide A sur Qp (et, plus généralement, sur
un espace analytique rigide sur une extension finie de Qp), retrouvant les constructions de
Herr dans le cas d’un (ϕ,Γ)-module étale au-dessus d’un point.
Soient A une algèbre affïnoide sur Qp et D un (ϕ,Γ)-module sur RA. On note Γ′ ⊆ Γ
la partie de p-torsion de Γ, qui est triviale si p 6= 2, et cyclique d’ordre 2 quand p = 2. Soit
γ ∈ Γ tel que son image dans Γ/Γ′ en est un générateur topologique. On pose γ0 = γ et,
pour n ≥ 1, γn un générateur topologique de Γn. Pour δ ∈ {ϕ,ψ} et γ′ ∈ {γn : n ≥ 0}, on
note D′ = DΓ′ si n = 0 et D′ = D si n ≥ 1, et on définit le complexe
C •δ,γ′(D) : 0→ D′ → D′ ⊕D′ → D′ → 0,
où les flèches sont données, respectivement, par x 7→ ((δ − 1)x, (γ′ − 1)x) et (x, y) 7→
(γ′−1)x−(δ−1)y. Les modulesH•δ,γ′(Qp, D) sont définis comme les groupes de cohomologie
de ce complexe. Si K = Fn, n ≥ 0, on notera H i(K,D) = H iϕ,γn(D).
Proposition 3.2.7 (cf. [42], prop. 2.3.6 et thm. 4.4.2). Soient A une algèbre affïnoide
sur Qp et D un (ϕ,Γ)-module sur RA. Les complexes Cϕ,γ′(D) et Cψ,γ′(D) sont quasi-
isomorphes et les groupes de cohomologie H iϕ,γ′(D) sont des A-modules de type fini com-
patibles au changement de base. On a une dualité locale et une formule de Euler-Poincaré.
3.2.8 Cohomologie d’Iwasawa des (ϕ,Γ)-modules
Soit Λ = Zp[[Γ]] = lim←−n Zp[[Γ/Γn]] l’algèbre d’Iwasawa de Γ. On décompose Γ =
Γtors×Γst, où Γtors et Γst désignent, respectivement, la partie de torsion et sans torsion de Γ,
ce qui fournit un isomorphisme Λ ∼= Zp[Γtors]⊗ZpZp[[Γst]]. Soit γ un générateur topologique
de Γst et notons [γ] son image dans Λ. On obtient un isomorphisme Λ ∼= Zp[Γtors]⊗ZpZp[[T ]]
en envoyant [γ] sur 1 + T .
Soit Λ∞ = R+(Γ) l’algèbre d’Iwasawa analytique. Précisément, si m ⊆ Λ est l’idéal
maximal de Λ (c’est l’idéal (p, T ) si l’on choisit un isomorphisme Λ ∼= Zp[Γtors]⊗ZpZp[[Γst]])
et, pour n ≥ 1, on pose Λn = R[rn,+∞](Γ) = Λ[m1/rnp ]∧ la complétion p-adique de Λ[m
1/rn
p ],
qui est une algèbre affinoïde sur Qp, alors l’application naturelle Λ[m
1/rn+1
p ] → Λ[m
1/rn
p ]
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induit Λn+1 → Λn et on a
Λ∞ = lim←−
n
Λn ⊗Zp Qp.
Le choix de l’isomorphisme Λ ∼= Zp[Γtors]⊗ZpZp[[T ]] fait que Λn = Zp[Γtors]⊗ZpZp[[T ]][T
1/rn
p ]
∧
s’identifie aux fonction analytiques sur la boule vp(T ) ≥ rn, d’où un isomorphisme Λ∞ ∼=
Qp[Γ
tors]⊗Qp R+. Ce dernier espace s’identifie à l’anneau H0(X,O) des sections globales
sur l’espace des poids p-adiques, qui, par le théorème d’Amice, s’identifie aussi à l’algèbre
des distributions D(Γ) sur Γ.
On note Λιn le module Λn muni de l’action de Γ via γ(f) = [γ−1] · f , γ ∈ Γ et f ∈ Λn.
On définit
Dfm = lim←−
n
Λιn⊗̂QpR = lim←−
n
lim−→
s>0
lim←−
r<s
Λιn⊗̂R[s,r],
qui, dans la notation de la section 1.1.4, n’est rien d’autre que l’espace des distributions
D(Γ,R) sur Γ à valeurs dans R.
Si D est un (ϕ,Γ)-module sur R, on définit sa déformation cyclotomique par
Dfm(D) = D⊗̂QpΛι∞ = lim←−
n
lim−→
s>0
lim←−
r<s
D[r,s].
Les actions ϕ, ψ et Γ sont données par les formules
ϕ(x⊗ λ) = ϕ(x)⊗ λ, ψ(x⊗ λ) = ψ(x)⊗ λ, γ(x⊗ λ) = γ(x)⊗ [γ−1]λ,
pour x ∈ D, λ ∈ Λ∞ et γ ∈ Γ. Le module Dfm est un (ϕ,Γ)-module sur l’anneau
RX = lim−→nRXn de Robba relatif à l’espace des poids. Encore une fois, on a, par définition,
Dfm(D) = D(Z×p , D).
On définit la cohomologie d’Iwasawa de D comme
H iIw(Qp, D) = H
i
ψ,γ(Dfm(D)).
Ce sont, d’après le théorème 3.2.7, des Λ∞-modules de type fini. On peut donc voir les
groupes de cohomologie d’Iwasawa comme des groupes de cohomologie à valeurs dans
D(Z×p , D).
Si η : Γ → L× est un caractère, on note aussi η : Λ∞ → L le morphisme induit, et on
a un isomorphisme
Dfm(D)⊗Λ∞,η L ∼−→ D(η−1).
Si µ ∈ H iIw(Qp, D), cet isomorphisme induit des morphismes de spécialisation
H iIw(Qp, D)→ H iψ,γ(D(η)) : µ 7→
∫
Γ
η · µ.
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Si D ∈ ΦΓ(R), on définit le complexe C •ψ(D), concentré en [1, 2], par
[D
ψ−1−−−→ D].
Le complexe C •ψ(D) appartient à D
[0,2]
perf (Λ∞) et calcule la cohomologie d’Iwasawa de D (cf.
[42] thm. 4.4.8). On a, en particulier, un isomorphisme
Exp∗ : H1Iw(Qp, D)→ Dψ=1
dont l’inverse est donnée par z 7→ [p−1p log(χ(γ))(z ⊗ 1), 0] 8. Si z ∈ Dψ=1, on note, afin
d’alléger les notation, µz l’élément (Exp∗)−1(z) ∈ H1Iw(Qp, D). Si n ≥ 0, on a la formule
pour la spécialisation∫
Γ
η · µz =
∫
Γ
η · (Exp∗)−1z = [τn(γn)(z ⊗ eη), 0] ∈ H1ψ,γ(D),
où τn(γn) = p−n log(χ(γn)), si n ≥ 1 et τ0(γ0) = p−1p log(χ(γ0)). Terminons en mentionnant
que η induit un automorphisme sur Λ∞ donné par η([γ]) = η(γ)−1 · [γ], ce qui induit un
isomorphisme de (ϕ,Γ)-modules Dfm(D) ∼= Dfm(D(η)), donné par x⊗ [γ] 7→ (x⊗ eη)⊗
η(γ)−1[γ], et donc un isomorphisme de Λ∞-modules
H iIw(Qp, D)→ H iIw(Qp, D(η)) : µ 7→ µ⊗ eδ.
On a, par exemple, ∫
Γ
η · µ =
∫
Γ
1 · (µ⊗ eη).
3.2.9 Applications exponentielles
Soient D ∈ ΦΓ(R) un (ϕ,Γ)-module de Rham et n ≥ 0. On rappelle dans cette section
la définition des applications exponentielle et exponentielle duale de Bloch-Kato
expD,Fn : Ln ⊗DdR(D)→ H1ϕ,γn(D),
exp∗D,Fn : H
1
ϕ,γn(D)→ Ln ⊗DdR(D).
Si M est un module muni d’une action de Γ, et γ′ ∈ {γn : n ≥ 0}, on pose 9
C•γ′(M) = [M
′ γ′−1−−−→M ′],
et on définit les groupes de cohomologie H iγ′(M) = H
i(C•γ′(M)). Par exemple, si D ∈
8. Si p = 2, il faut appliquer à z le projecteur naturel sur le sous espace d’éléments Γ′-invariants. On
évitera ce cas-ci, se traitant de la même manière mais avec une complication technique supplémentaire.
9. Comme précédemment, M ′ = MΓ
′
si γ′ = γ0 et M ′ = M autrement.
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ΦΓ(R) et n ≥ 0, alors
H0γn(Ddif(D)) = Ddif(D)
Γn = Ln ⊗DdR(D).
Proposition 3.2.8 (cf. [47], thm. 2.8). Soient D ∈ ΦΓ(R) et n ≥ 0. Il existe une suite
exacte canonique et fonctorielle
0 → H0ϕ,γn(D)→ H0ϕ,γn(D[1/t])⊕H0γn(D+dif(D))→ H0γn(Ddif(D))→
δ1,D−−→ H1ϕ,γn(D)→ H1ϕ,γn(D[1/t])⊕H1γn(D+dif(D)))→ H1γn(Ddif(D))→
→ H2ϕ,γn(D)→ H2ϕ,γn(D[1/t])→ 0.
On définit
expD,Fn : Ln ⊗Qp DdR(D)→ H1ϕ,γn(D)
comme le morphisme de connexion δ1,D de la suite de la proposition 3.2.8 ci-dessus.
Explicitement, si x ∈ DdR(D) = (Ddif(D))Γ, alors il existe m tel que x ∈ Ddif,m(D),
et il existe aussi x˜ ∈ D]0,rm][1/t] tel que ϕ−k(x˜) − x ∈ D+dif,k(D) pour tout k ≥ m. Alors
on a
δ1,D(x) = [(γ − 1)x˜, (ϕ− 1)x˜] ∈ H1ϕ,γ(D).
On remarque que, par l’exactitude de la suite de la proposition, expD est nulle sur Fil
0DdR(D).
Si D ∈ ΦΓ(R) est un (ϕ,Γ)-module de de Rham et n ≥ 0, on a un isomorphisme
L∞((t))⊗Ln (Ln⊗DdR(D)) ∼= Ddif(D) et l’application Ln⊗DdR(D)→ H1γn(Ddif(D)) qui
envoie x ∈ Ln ⊗DdR(D) vers la classe de cohomologie [logχ(γn)(1⊗ x)] ∈ H1γn(Ddif(D))
est un isomorphisme. De plus, on a une application naturelle H1ϕ,γn(D)→ H1γn(D+dif(D))→
H1γn(Ddif(D)) définie par [(x, y)] 7→ [ϕ−mx], oùm 0 et [·] dénote la classe de cohomologie
correspondante. Cette application est bien définie : si (x, y) ∈ D ⊕ D est un cocycle
représentant une classe de cohomologie dans H1ϕ,γn(D), alors (1−ϕ)x = (1− γn)y et donc
ϕ−mx− ϕ−(m−1)x = (1− γn)ϕ−my, ce qui implique que les images de ϕ−mx et ϕ−(m−1)x
dans H1γn(D
+
dif(D)) = Ddif(D)
′/(1 − γn)D+dif(D)′ 10 diffèrent par un cobord et la classe
définie par l’élément ϕ−mx ne dépend donc pas de m. On définit
exp∗D,Fn : H
1
ϕ,γn(D)→ Ln ⊗DdR(D)
comme la composition H1ϕ,γn(D) → H1γn(D+dif(D)) → H1γn(Ddif(D))
∼−→ Ln ⊗Qp DdR(D).
Remarquons que, par construction, l’image de exp∗D,Fn tombe dans Ln ⊗ Fil0DdR(D).
Si D = Drig(V ), on a expD,Fn = expV,Fn et exp
∗
D,Fn
= exp∗V,Fn via les isomorphismes
Ln ⊗ DdR(D) = Ln ⊗ DdR(V ) et H iϕ,γn(D) ∼= H i(Fn, V ). Enfin, les applications exp et
10. Rappelons une dernière fois que si M est un Γ-module et n ≥ 0, on note M ′ = MΓ′ si n = 0 et M ′
si non.
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exp∗ sont l’une l’adjointe de l’autre : si x ∈ DdR(D) et y ∈ H1ϕ,γ(D∗(1)), on a
〈x, exp∗D∗(1)(y)〉 = expD(x) ∪ y,
où l’accouplement à gauche 〈 , 〉 : DdR(D)×DdR(D∗(1))→ Qp est induit par DdR(D)×
DdR(D
∗(1))→ DdR(R(1)) ∼= Qp et celui à droite est l’accouplement local de cohomologie.
Si cela ne pose pas de problèmes, on omettra les indices dans les notations des applications
exponentielles.
3.2.10 Exponentielle de Perrin-Riou
Rappelons la formulation de l’application exponentielle de Perrin-Riou pour un (ϕ,Γ)-
module de de Rham (cf. [47], [8]) et la loi de réciprocité. On définit, pour h ≥ 0 11,
l’opérateur différentiel
∇h = (∇− h+ 1) ◦ (∇− h+ 2) ◦ . . . ◦ ∇ ∈ Λ∞.
Lemme 3.2.9. Soit D un (ϕ,Γ)-module de de Rham sur R et soit h ≥ 1 de sorte que
Fil−hDdR(D) = DdR(D). Alors ∇h(Nrig(D)) ⊆ D et induit un opérateur Λ∞-linéaire
∇h : Nrig(D)ψ=1 → Dψ=1.
Si x ∈ Nrig(D)ψ=1 et n ≥ 0, l’expression [ϕ−n(x)]j 12, pour j ∈ N, n’est définie que si
n est assez grand. Pourtant, l’identité TrLm/Ln ◦ ϕ−m = ϕ−m ◦ ψm−n, m ≥ n ≥ 0, nous
permet de lui donner toujours un sens en utilisant les traces et en considérant les valeurs
p−mTrLm/Ln [ϕ
−mx]j , où m est n’importe quel entier assez grand.
Théorème 3.2.10 ([47], thm. 3.10). Soient D ∈ ΦΓ(R) de Rham, h ≥ 1 un entier tel que
Fil−hDdR(D) = DdR(D), z ∈ Nrig(D)ψ=1 et n ≥ 0. On a
(i) Si j > 0 et il existe zj ∈ Nrig(D)ψ=p−j vérifiant ∂jzj = z, ou si 0 ≤ j ≤ −(h − 1)
et zj = ∂−jz, alors, on a, pour m 0,∫
Γn
χj · µ∇hz =
pm(j−1)
Γ∗(−j − h+ 1) exp(TrLm/Ln [ϕ
−mzj ]0 ⊗ t−jej),
(ii) Si j ≥ h, on a, pour m 0,
exp∗(
∫
Γn
χ−j · µ∇hz) =
pm(−j−1)
Γ∗(−j − h+ 1)TrLm/Ln [ϕ
−m∂jz]0 ⊗ tje−j .
Remarque 3.2.11.
11. Dans la formule ci-dessous, ∇0 dénote simplement l’identité et ∇1 = ∇.
12. Rappelons que, si x ∈ D]0,rn], l’élément ϕ−nx appartient à Ln[[t]]⊗Qp DdR(D), s’écrit donc sous la
forme ϕ−nx =
∑
j≥0 djt
j , dj ∈ Ln ⊗DdR(D) et pose alors [ϕ−nx]j = dj ∈ Ln ⊗DdR(D).
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— Rappelons que, pour j ∈ Z, l’élément ej dénote une base du L-espace vectoriel L(j)
muni d’actions de Γ et ϕ par les formules σa(ej) = aj · ej , a ∈ Z×p et ϕ(ej) = ej .
Si D est un (ϕ,Γ)-module, on note D(j) = D ⊗L L(j) la tordue de D par la j-
ième puissance du caractère cyclotomique. Si D est de Rham, D(j) l’est aussi et on a
DdR(D(j)) = DdR(D)⊗DdR(R(j)) = DdR(D)⊗L·(t−jej) = DdR(D)⊗L·edRj , dans
la notation de 2.3.2 (voir aussi plus loin). Le terme [ϕ−nzj ]0 appartient à DdR(D) et
x 7→ x ⊗ t−jej induit un isomorphisme DdR(D) ∼−→ DdR(D(j)). La première égalité
a lieu dans Ln ⊗DdR(D(j)) et la deuxième dans Ln ⊗Qp DdR(D(−j)).
— Notonons que µ 7→ µ ⊗ ej induit, pour j ∈ Z, un isomorphisme H1Iw(Qp, D) ∼−→
H1Iw(Qp, D(j)) et on a
∫
Γn
χ(x)−j · µz =
∫
Γn
1 · (µz ⊗ e−j). Si j ≥ 0, l’élément
ϕ−n(z ⊗ e−j) ∈ Ln[[t]]⊗DdR(D(−j)) s’écrit sous la forme t−jϕ−nz ⊗ tje−j et, si on
écrit ϕ−nz =
∑
l dlt
l ∈ Ln[[t]]⊗DdR(D), l’expression [ϕ−n(z⊗e−j)]0 dénote l’élément
dj⊗t−jej , qui n’est autre que p−njj! [ϕ−n∂jz]0⊗tje−j , et le deuxième point du théorème
est donc une paraphrase de la loi de réciprocité de Cherbonnier-Colmez. Pour j < 0,
le résultat est un peu plus mystérieux (au moins pour l’auteur) car l’opérateur ∂j ,
devenant un opérateur d’intégration, fait apparaître des termes qu’on ne voyait pas
directement dans le développement de ϕ−nz.
— Si j  0 l’application expD(j),Fn est bijective et on peut reformuler le résultat en
disant que, si j ≥ 0 ou j  0, alors, pour m 0, on a
TrLm/Ln [ϕ
−m∂jz]0 =
Γ∗(−j − h+ 1)
pm(−j−1)
· log(
∫
Γn
χ−j · ∇hµz)⊗ edR,∨−j ,
où log dénote, comme précédemment, exp ou exp∗ selon que j  0 ou que j ≥ 0.
— Si n ≥ m(∆) (∆ = Nrig(D)), alors l’introduction dem dans les formules est superflue
et, comme ψ(z) = z, alors z ∈ D]0,rn] et on a
p−m(j+1)TrLm/Ln [ϕ
−m∂jz]0 =
[Lm : Ln]
pm−n
[ϕ−n(j+1)∂jz].
On remarque que [Lm:Ln]
pm−n = 1 si n > 0 et
[Lm:L]
pm =
p−1
p .
— Si V ∈ RepL(GQp) est une représentation cristalline, on a un isomorphisme R ⊗Qp
Dcris(V ) ∼= Nrig(V ) défini par f(T )⊗x 7→ f(T )x. On peut composer la restriction de
∇h à (R+ ⊗Qp Dcris(V ))ψ=1 ∼= D(Zp,Dcris(V ))ψ=1 avec l’inverse de l’isomorphisme
de Fontaine-Pottharst Exp∗ : H1Iw(Qp, V )⊗Zp[[Γ]] Λ∞ → Drig(V )ψ=1 et l’application
(Exp∗)−1 ◦ ∇h : D(Zp,Dcris(V ))ψ=1 → H1Iw(Qp, V )⊗Zp[[Γ]] Λ∞
ainsi obtenue coïncide avec l’application de périodes de Perrin-Riou (cf., par exemple,
[47], 3.5, ou la discussion précédente au thm. 2.2.7).
On se servira de la version suivante de la loi de réciprocité de Cherbonnier-Colmez, qui
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est, comme on l’a dit, un des ingrédients de la preuve du théorème précédent.
Proposition 3.2.12. Soient D ∈ ΦΓ(R) de Rham, z ∈ Dψ=1, n ≥ 0 et j ≥ 0. Alors, pour
m 0, on a
exp∗(
∫
Γn
χ−j · µz)⊗ t−jej = 1
j!
p−m(j+1)TrLm/Ln([ϕ
−m∂jz]0).
Démonstration. La preuve peut être trouvée dans, par exemple, [8] thm. II.6 (adapté au
cas général) ou bien [47], thm. 3.10. On reproduit les calculs par commodité. La formule
exp∗(
∫
Γn
χ−j ·µz) = exp∗(
∫
Γn
1 ·µz⊗e−j ) permet de nous ramener au cas j = 0. En outre, la
formule TrLn+1/Ln(exp
∗
D(x)) = exp
∗
D(corFn+1/Fn(x))
13 nous ramène à montrer le résultat
pour n assez grand. En particulier on peut considérer n > 0 de sorte que z ∈ D]0,rn] et on
doit donc montrer
exp∗(
∫
Γn
1 · µz) = p−n[ϕ−nz]0.
On a la formule pour la spécialisation
∫
Γn
1 · µz = [τn(γn)(z ⊗ 1), 0] ∈ H1ψ,γ(D), où
τn(γn) = p
−n log(χ(γn)) (car on suppose n > 0). Rappelons que l’application exp∗ est
définie comme la composition du morphisme H1ϕ,γn(D)→ H1γn(Ddif(D)) avec l’inverse du
morphisme DdR(D)
∼−→ H1γn(Ddif(D)) donné par x 7→ [log(χ(γn))(1⊗ x)].
Si z ∈ Dψ=1, le coycle [z, 0] ∈ H1ψ,γn(D) correspond au cocycle [z, (1−γn)−1(1−ϕ)z] ∈
H1ϕ,γ sous l’isomorphisme entre ces deux modules. L’image du cocycle [τn(γn)(z⊗1), 0] par
le morphisme H1ϕ,γn(D)→ H1γn(Ddif(D)) est donc donnée par [τn(γn)ϕ−nz].
Or, ϕ−nz =
∑
l≥0 alt
l, al ∈ Ln[[t]]⊗DdR(D) et [τn(γn)
∑
l≥0 alt
l] = [τn(χ(γn))a0] (dans
H1γn(Ddif(D))), car tous les autres termes sont dans l’image de (1− γn) (en effet, si l 6= 0,
alt
l = (1− γn)((1− χ(γn)l)−1altl...), ce qui permet de conclure car a0 = [ϕ−nz]0.
3.3 La fonction L locale
3.3.1 Distributions à valeurs dans ∆
On reprend les constructions de 1.1.4. Si ∆ est un (ϕ,Γ)-module sur R (ou, plus
généralement, n’importe quel espace de type LF), on pose
O(X)⊗̂∆ = lim←−
n
lim−→
s>0
lim←−
0<r<s
O(Xn)⊗̂∆[r,s],
où le dernier produit tensoriel est le produit tensoriel usuel entre deux espaces de Banach.
On dit que f est une fonction analytique sur X à valeurs dans ∆ si f est un élément de
13. Si [x, y] ∈ H1ψ,γn+1(D), sa corestriction est définie par la formule corFn+1/Fn([x, y]) = [
1−γn+1
1−γn x, y] ∈
H1ψ,γn(D), cf. [13], lemme II.2.1.
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O(X)⊗̂∆. On a
D(Z×p ,∆) = D(Z
×
p )⊗̂∆ = lim←−
n
O(Xn)⊗̂ lim−→
s>0
lim←−
r<s
∆[r,s] = lim←−
n
lim−→
s
lim←−
r
O(Xn)⊗̂∆[r,s],
où les égalités des extrémités sont des définitions. Ceci nous permettrait de parler indis-
tinctement de distributions sur Z×p et de fonctions analytiques sur X à valeurs dans ∆.
3.3.2 Prolongement analytique de k 7→ ∂k
Soit D ∈ ΦΓ(R) de rang d, de Rham, et notons ∆ = Nrig(D). Rappelons que, d’après
le lemme 3.2.5, il existe, pour tout s < (δK +1) = r(∆) (K/Qp est comme dans la notation
du lemme cité), des sous-E ]0,s]-modules ∆]0,s] de ∆, munis d’une famille de valuations v[r,s],
0 < r < s < r(∆), pour lesquelles la norme de l’opérateur ∂ satisfait
v[r,s](∂) ≥ −s− 2 ≥ −(δK + 1)−1 − 2.
De plus, pour s < r(∆), les opérateurs
ϕ : ∆]0,s] → ∆]0,s/p], ψ : ∆]0,s/p] → ∆]0,s],
agissent de façon continue pour les valuations v[r,s]. Rappelons aussi qu’on a,
∆ = lim−→
s>0
∆]0,s].
La proposition suivante est l’analogue, pour ∆ψ=0, de la proposition 1.2.1
Proposition 3.3.1. Soient κ ∈ X et z ∈ ∆ψ=0. Alors, la série
∑
i∈(Z/pNZ)×
+∞∑
j=0
(
ωκ
j
)
κ(i)i−j(1 + T )ipNjϕN (∂jzi) (3.1)
converge, pour N  0, dans ∆ψ=0, et la somme ne dépend pas de N . L’application κ 7→
κ(∂)z ainsi définie est une fonction rigide analytique sur X à valeurs dans ∆ψ=0.
Démonstration (de la proposition). La démonstration repose sur des calculs du même genre
que ceux de la proposition 1.2.1, à l’exception du fait qu’il y a maintenant des constantes
qui apparaissent.
Notons, pour N > 0 et 0 < r < s < r(∆)p−N , C [r,s]
ϕN
et C [r,s]
ψN
les normes, relatives aux
valuations v[r,s] et v[pNr,pNs], des opérateurs
ϕN : ∆]0,p
Ns] → ∆]0,s], ψN : ∆]0,s] → ∆]0,pNs].
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Notons aussi, pour N > 0 et 0 < r < s < r(∆), C [r,s]∂ la norme de l’opérateur ∂ pour la
valuation v[r,s], de sorte que C [r,s]∂ ≥ −s− 2.
Pour i ∈ (Z/pnZ)×, on pose
gj(κ) =
(
ωκ
j
)
κ(i)i−j(1 + T )ipNjϕN (∂jzi),
où z =
∑
i∈(Z/pnZ)×(1 + T )
iϕN (zi), zi = ψN ((1 + T )−iz). Supposons s < r(∆)p−N , on a
alors
v[r,s](ϕN (∂jzi)) ≥ v[pNr,pNs](∂jψN ((1 + T )−iz))− C [r,s]ϕN
≥ v[pNr,pNs](ψN ((1 + T )−iz))− C [r,s]
ϕN
− jC [pNr,pNs]∂
≥ v[r,s](z)− C [r,s]
ϕN
− jC [pNr,pNs]∂ − C [r,s]ψN .
L’inégalité ci-dessus et celles obtenues dans la preuve de la proposition 1.2.1 donnent
inf
κ∈Xn
v[r,s](gj(κ)) ≥ v[r,s](z)− C [r,s]ϕN − C
[r,s]
ψN
+ j(Cn +N + C
[pNr,pNs]
∂ ),
où Cn = min(infk≥0{pk/n− k})vp(q), 0)− (p− 1)−1 est la constante apparaissant dans la
démonstration de la proposition 1.2.1. On sait que C [p
Nr,pNs]
∂ ≥ −pNs− 2.
Par définition de fonction analytique sur X à valeurs dans ∆, il faut montrer que,
pour tout n > 0, il existe s > 0 et N > 0 tel que, pour tout r ∈]0, s], l’expression
(3.1) est convergente pour la valuation naturelle de O(Xn)⊗̂∆[r,s], et que les éléments
dans O(Xn)⊗̂R ainsi définis ne dépendent pas de N et sont compatibles par rapport aux
applications naturelles de restriction O(Xn+1)⊗̂R → O(Xn)⊗̂R.
Fixons n et choisissons s < r(∆)p−N et N de sorte que (Cn + N − pNs − 2) > 0. On
observe qu’aucun choix ne dépende de r. Ceci montre que la somme des gj(κ) converge sur
O(Xn)⊗̂∆[r,s] pour tout r < s et définit, pour chaque n ≥ 0, un élément dans O(Xn)⊗̂∆.
Les mêmes arguments que dans la preuve de la proposition 1.2.1 montrent que les
fonctions ainsi définies ne dépendent ni de N ni de n, ce qui montre que l’expression 3.1
définit bien un élément dans O(X)⊗̂∆ et permet de conclure.
Corollaire 3.3.2. Soit N(n) le plus petit N qui fait que la formule (3.1) soit bien définie
sur Xn et soit κ ∈ Xn. Alors, pour tous 0 < r < s < r(∆)p−N(n), κ(∂) stabilise ∆[r,s].
3.3.3 Bases et modules de de Rham
Réadaptons les notations de 2.3.2 (on y reviendra encore une fois dans 4.1). Si ξ : Z×p →
L× est un caractère, on note eξ une base du module L(ξ) muni d’actions de ϕ et Γ via les
formules ϕ(eξ) = ξ(p) · eξ et σa(eξ) = ξ(a) · eξ, a ∈ Z×p . On note D(ξ) = D ⊗ ξ le module
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D⊗LL(ξ) (c’est le tordu de D par ξ). Le choix de eξ fournit un isomorphisme de L-espaces
vectoriels D ∼−→ D(ξ) : x 7→ x⊗ eξ.
Soit η : Z×p → L× un caractère localement constant. L’élément G(η)eη ∈ L∞ est fixé
par l’action de Γ et on a donc un isomorphisme DdR(R(η)) = (L∞((t)) · eη)Γ = L ·G(η)eη,
ce qui nous fournit un générateur edRη = G(η)eη de ce module. Si j ∈ Z, on rappelle que
l’on a noté ej = eχj une base du module L(χj), de sorte que edRj = t
−jej est une base de
DdR(R(χ
j)). Notons
eη,j = eη ⊗ ej ,
qui est une base de L(ηχj). L’élément
edRη,j = e
dR
η ⊗ edRj = G(η)t−j · eη,j = G(η)eη ⊗ t−jej
constitue une base du module DdR(R(ηχj)).
Si D ∈ ΦΓ(R) est de Rham, alors D(ηχj) l’est aussi et on a, par ce qui précède,
DdR(D(ηχ
j)) = Ddif(D ⊗ L(ηχj))Γ = DdR(D)⊗ L · edRη,j .
L’application x 7→ x⊗ edRη,j induit donc un isomorphisme DdR(D) ∼−→ DdR(D(ηχj)).
Enfin, on note e∨η = eη−1 , e∨j = e−j les éléments duaux, respectivement, de eη et ej ,
ainsi que
edR,∨η,j = G(η)
−1 · e∨η ⊗ tje∨j ,
base du module DdR(R(η−1χ−j)). L’application x 7→ x ⊗ edR,∨η,j induit un isomorphisme
DdR(D(ηχ
j)∗) ∼−→ DdR(D) et on a x⊗ edRη,j ⊗ edR,∨η,j = x pour tout x ∈ DdR(D).
3.3.4 Interpolation
Soient η un caractère de Dirichlet de conducteur pm, m ≥ m(∆) et κ(x) = z
log x
q
κ . On
pose 14
ΛD,z(ηκ) = G(η)
−1 ∑
a∈(Z/pmZ)×
η(a)σa[ϕ
−mκ(∂)(1− ϕ)z]0 ∈ Lm ⊗DdR(D). (3.2)
L’application ϕ−m est définie sur ∆]0,rm] et l’expression ci-dessus n’a donc un sens que
pour les caractères κ tels que κ(∂)(1 − ϕ)z ∈ ∆]0,rm]. Nous allons montrer que ΛD,z est
bien définie dès que η est un caractère de Dirichlet assez ramifié et κ est un caractère
vivant dans un certain voisinage ouvert du caractère trivial et que les valeurs interpolées
par ΛD,z aux caractères spéciaux ηχj , j ∈ Z, sont reliées à des valeurs arithmétiquement
intéressantes. Le théorème principal de ce chapitre est le suivant
14. Comparer cette définition avec les formules des propositions 2.3.3 et 2.3.5
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Théorème 3.3.3. Soient D ∈ ΦΓ(R) de Rham, z ∈ ∆ψ=1 et h tel que Fil−hDdR(D) =
DdR(D). Il existe une constante N(∆) (ne dépendant que de l’extension K fournie par le
théorème de monodromie p-adique et de p) 15, telle que la formule (3.2) définit une fonction
rigide analytique ΛD,z ∈ O(UD) ⊗DdR(D), où UD = B(N). De plus, pour tout caractère
ηχj ∈ UD, où η est d’ordre fini et j ∈ Z, on a
ΛD,z(ηχ
j) = Γ∗(j − h+ 1)pn(j+1) ·
{
exp∗(
∫
Γ ηχ
−j · µ∇hz)⊗ edR,∨η,−j si j ≥ h
exp−1(
∫
Γ ηχ
−j · µ∇hz)⊗ edR,∨η,−j si j  0,
De plus, si D est cristallin, l’application ΛD,z coïncide avec celle construite dans la pro-
position 2.3.6, et provient donc par restriction d’une fonction rigide analytique définie sur
tout l’espace des poids.
Remarque 3.3.4.
— L’application Exp∗ étant Λ∞-linéaire, on a µ∇hz = ∇hµz.
— La preuve du théorème conste de trois parties. Dans la section 3.3.5, on calcule
la constante N(∆), qui fournit l’ouvert de définition de ΛD,z, et, dans les sections
3.3.6 et 3.3.7, on montre les propriétés d’interpolation. Notons que, si l’on définit log
comme dans 2.3.6, on obtient un énoncé d’interpolation pour tous les entiers j ∈ Z.
3.3.5 Calcul du rayon de convergence
Si η est un caractère de conducteur pm, κ(x) = z
log x
q
κ alors, pour que la formule (3.2)
définissant l’application ΛD,z(δ) ait un sens, il suffit que κ(∂)(1−ϕ)z ∈ ∆]0,rm]. Ceci impose
des conditions sur la valeur de N dans la définition de κ(∂), comme le montre le corollaire
3.3.2. Le lemme suivant calcule, pour un η fixe, le rayon de convergence autour η de cette
formule, ce qui décrit l’ouvert UD de définition de l’application ΛD,z.
Lemme 3.3.5. Soient z ∈ ∆ψ=1 et η : Z×p → L× un caractère de conducteur pm, m >
m(∆). Il existe une constante N(∆) = Cp +m(∆), où Cp est une constante qui ne dépend
que de p, telle la formule définissant ΛD,z(ηκ) est bien définie dès que vp(zκ−1) > pN(∆)−m.
Démonstration. L’élément κ(∂)(1− ϕ)z est défini comme somme des
gj(κ) =
(
ωκ
j
)
κ(a)a−j(1 + T )apNjϕN (∂jza),
pour N assez grand. Ces éléments appartiennent 16 à ∆]0,rm] si N < m −m(∆). Prenons
donc N = m−m(∆)− 1.
15. cf. le lemme 3.3.5 ci-dessous pour le calcul de la constante.
16. Rappelons que, comme z ∈ ∆ψ=1, alors z ∈ ∆]0,rm(∆)], et donc ϕN (∂jza) ∈ ∆]0,rm(∆)+N+1].
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Soit N(∆) = Cp +m(∆), avec
Cp = −1/ log p− log log p+ vp(q) + 1
p− 1 + 4,
et montrons que, si vp(zκ − 1) > pN(∆)−m, la somme définissant κ(∂)(1− ϕ)z converge.
Par la démonstration de la proposition 3.3.1, on a
v[r,rm](gj) ≥ C + j(1
j
vp
(
ωκ
j
)
+N + C
[pNr,pNrm]
∂ ),
où C est une constante qui ne dépend pas de j et C [p
Nr,pNrm]
∂ ≥ −pNrm−2 = −rm(∆)+1−2.
On se ramène donc à montrer que
1
j
vp
(
ωκ
j
)
> m(∆)−m+ rm(∆)+1 + 3.
On a ωκ =
log κ(exp(q))
q =
log zκ
q , donc vp(ωκ) = vp(log zκ) − vp(q) ≥ inf{vp(zκ − 1)pk −
k} − vp(q). On a deux cas :
— Si vp(ωκ) ≥ 0, alors la condition est automatiquement satisfaite dès que m > m(∆)+
4.
— Supposons que vp(ωκ) < 0. On a vp
(
ωκ
j
)
= jvp(ω) − vp(j!) ≥ j(vp(ωκ) − 1p−1). Pour
montrer l’inégalité ci-dessus, il suffit donc de montrer que
inf
k≥0
{vp(zκ − 1)pk − k} > vp(q) + 1
p− 1 +m(∆)−m+ rm(∆)+1 + 3.
Ceci revient à montrer que, pour tout k ≥ 0, on a vp(zκ − 1)pk − k > vp(q) + 1p−1 +
m(∆)−m+ rm(∆)+1 + 3, ou, de manière équivalente,
vp(zκ − 1) > p−k(vp(q) + 1
p− 1 +m(∆)−m+ rm(∆)+1 + 3 + k) = p
−k(C + k).
La fonction d’une variable réelle f(x) = p−x(C + x) atteint son maximum absolu en
x = 1/ log p− C. On a donc
p−k(vp(q) +
1
p− 1 +m(∆)−m+ rm(∆)+1 + 3 + k) ≤ p
m(∆)+C∂∆+Cp−m,
ce qui permet de conclure.
Remarque 3.3.6.
— Le lemme ci-dessus nous permet de décrire l’ouvert UD ⊆ X de définition de ΛD,z :
il est une union de boules centrées sur les points ζpn , n > m(∆), de rayon pm−N(∆)
(qui tend vers 1 quand c(η)→ +∞).
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— Si ζpm , ζapm , 1 6= a ∈ (Z/pmZ)×, sont deux racines primitives de l’unité (cor-
respondant au choix de deux caractères d’ordre fini du même conducteur), alors
vp(ζpm − ζapm) = vp(ζpm − 1) = 1pm−1(p−1) , qui est, sauf peut être à quelques excep-
tions près, < pN(∆)−m, et donc les boules sont disjointes...
— Un entier j ∈ Z correspond au caractère χj et zj = zχj = (1 + 2p)j 17. On en déduit
que vp(zj − 1) > pN−c(η) si vp(j) > pN−c(η). L’ouvert B(η,N) contient alors tous
les caractères de la forme ηχj , vp(j) > pN−c(η). En particulier, si N − c(η) < 0, il
contient tous les entiers j ≡ 0 modulo 2p.
3.3.6 Interpolation des applications exponentielles duales
On commence par quelques résultats préliminaires. On pourra comparer le lemme sui-
vant avec 2.3.2 ou le lemme II.1 dans [8] (pour le cas cristallin et le caractère trivial).
Lemme 3.3.7. Soient D ∈ ΦΓ(R) un (ϕ,Γ)-module de de Rham, z ∈ ∆ψ=1 et η un
caractère de Dirichlet de conducteur pn, n ≥ m(∆) et m ≥ 0. Alors
(i) Si m(∆) ≤ m < n, on a∑
a∈(Z/pnZ)
η(a)σa(
[
∂jϕ−mz
]
0
) = 0,
(ii)
∑
a∈(Z/pmZ) η(a)σa(p
−mTrLm/Ln
[
∂jϕ−mz
]
0
) ne dépend pas de m ≥ n.
Démonstration. Par définition de ∆, on a ϕ−mz ∈ Lm[[t]] ⊗ DdR(D) et on a l’égalité
p−kTrLm+k/Lmϕ
−(m+k)z = ϕ−mz car z est fixé par ψ, d’où ϕ−mz peut être exprimé comme∑
h≥0
∑
b∈(Z/pmZ)(ζ
b
pm ⊗ dh,b)th (l’expression n’est évidement pas unique).
Montrons le premier point. Il suffit, par linéarité, de montrer le résultat sous l’hypothèse
que [∂jϕ−mz]0 = ζbpm ⊗ d, avec 0 ≤ b ≤ pm − 1, d ∈ DdR(D). Or,∑
a∈(Z/pnZ)×
η(a)σa(ζ
b
pm ⊗ d) =
∑
a∈(Z/pnZ)×
η(a)ζabpm ⊗ d = pnηˆ(−b/pm)⊗ d.
On en déduit le résultat en remarquant que ηˆ est une fonction à support dans p−nZ×p et
que vp(−b/pm) > −n.
En ce qui concerne le dernier point, on peut supposer par linéarité que TrLm/Ln [∂
jϕ−mz]0
est de la forme ζbpn ⊗ d, où b ∈ (Z/pnZ), d ∈ DdR(D). On a
p−m
∑
a∈(Z/pmZ)×
η(a)σa(ζ
b
pn⊗d) = pm
∑
a∈(Z/pmZ)×
η(a)ζabpn⊗d = ηˆ(−b/pn)⊗d = p−nG(η)η−1(b)⊗d.
L’expression ci-dessus ne dépend pas de m, d’où le résultat.
17. On a posé zχj = (exp q)
j , mais cela ne change rien si l’on choisit un autre générateur de 1 + 2pZp,
comme par exemple 1 + 2p.
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Lemme 3.3.8. Soient z ∈ Dψ=1, η un caractère constant modulo pn avec n ≥ m(∆) et
m ≥ n. On a alors l’égalité suivante dans H1ϕ,γm(D(−j))∫
Γ
ηχ−j · µz =
∑
a∈(Z/pmZ)×
η(a)a−j
∫
Γm
χ−j · µσa(z).
De plus, si D est de de Rham, on a l’égalité (dans Ln ⊗DdR(D(−j)))
exp∗(
∫
Γ
ηχ−j · µz)⊗ edR,∨η = G(η)−1
∑
a∈(Z/pmZ)×
η(a)a−j exp∗D(−j)(
∫
Γm
χ−j · µσa(z)).
Démonstration. Ce lemme est une reformulation de 2.3.1 et se démontre de la même ma-
nière. Montrons seulement le deuxième point, vu que les mêmes techniques seront utilisées
plus tard. Notons TQp = limn→+∞ p−nTrLn/L la trace de Tate normalisée. Par la proposi-
tion 3.2.12 (appliqué à D(ηχ−j), j = 0 et n = 0), on a
exp∗(
∫
Γ
ηχ−j · µz) = p−nTrLn/L([ϕ−n(z ⊗ eη ⊗ e−j)]0)
= p−nTrLn/L(G(η
−1)[t−jϕ−nz]0)⊗G(η)eη ⊗ tje−j ,
où on a utilisé que l’élément edRη,−j = G(η)eη ⊗ tje−j est fixé par Γ et commute donc à la
trace. Notons que [t−jϕ−nz]0 = [ϕ−nz]j . La somme de Gauss s’écrit comme
G(η)−1 = p−nη(−1)G(η−1) = p−nη(−1)
∑
a∈(Z/pnZ)×
η−1(a)ζapn
et on a
TrLn/L(G(η)
−1[ϕ−nz]j) = η(−1)p−n
∑
b∈(Z/pnZ)×
η(b)
∑
a∈(Z/pnZ)×
η−1(ab)ζabpnσb[ϕ
−nz]j
= G(η)−1
∑
b∈(Z/pnZ)×
η(b)σb[ϕ
−nz]j
où on a utilisé la formule pour la trace et encore une fois la formule reliant G(η) et G(η−1).
On en déduit
exp∗(
∫
Γ
ηχ−j · µz) = p−nG(η−1)
∑
b∈(Z/pnZ)×
η(b)σb([ϕ
−nz]j)⊗G(η)eη ⊗ tje−j .
Or σb[ϕ−nz]j = b−j [ϕ−nσbz]j et, par la loi de réciprocité encore une fois (pour D, j et n),
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on sait que p−n[ϕ−nσbz]j ⊗ tje−j = exp∗(
∫
Γn
χ−j · µσb(z)). On en déduit
exp∗(
∫
Γ
ηχ−j · µz)⊗ edRη = G(η)−1
∑
b∈(Z/pnZ)×
η(b)b−j exp∗(
∫
Γn
χ−jµσb(z)),
ce qui permet de conclure.
Proposition 3.3.9. Soient D ∈ ΦΓ(R) un (ϕ,Γ)-module de de Rham, z ∈ ∆ψ=1, h un
entier tel que Fil−hDdR(D) = DdR(D), η un caractère de Dirichlet de conducteur pn,
n ≥ m(D), et j ≥ h un entier. On a alors l’égalité suivante dans Ln ⊗Qp DdR(D)
ΛD,z(ηχ
j) = (−h+ j)!pn(j+1) · exp∗(
∫
Γ
ηχ−j · ∇hµz)⊗ edR,∨η,−j .
Démonstration. La preuve du lemme 3.3.8 appliqué à ∇hz ∈ Dψ=1 donne
exp∗(
∫
Γ
ηχ−j · µ∇hz)⊗ edR,∨η,−j = G(η)−1p−n
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n∇hz]j .
Or, on remarque que (∇ − h + 1) ◦ . . . ◦ (∇ − 1) ◦ ∇(∑j≥0 ajtj) = ∑j≥h ajj(j − 1)(j −
2) . . . (j−h+1)tj . L’opérateur (∇−h+1)◦ . . . (∇−1) a donc l’effet de tuer les coefficients
plus petits que h− 1. Comme j ≥ h, on a
[∇hϕ−nz]j = j!
(j − h)! [ϕ
−nz]j =
p−nj
(j − h)! [ϕ
−n∂jz]0
Par ailleurs, en utilisant, respectivement, le lemme 3.3.7 et la définition de ΛD,z, on obtient∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n∂jz]0 =
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n∂jz − pϕ−(n−1)∂jz]0
=
∑
a∈(Z/pnZ)×
η(a)[ϕ−n∂j(1− ϕ)z]0
= G(η) · ΛD,z(ηχj),
ce qui permet de conclure.
3.3.7 Interpolation des applications exponentielles
Des calculs du même genre montrent que
Proposition 3.3.10. Soient D ∈ ΦΓ(R) un (ϕ,Γ)-module de de Rham, z ∈ ∆ψ=1, η un
caractère de Dirichlet de conducteur pn tel que n ≥ m(D) et j ≥ −h+ 1 un entier tel que
l’équation ∂jzj = z a une solution dans ∆ et tel que expD(j) : DdR(D(j))→ H1(Qp, D(j))
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soit un isomorphisme. On a alors l’égalité suivante dans Ln ⊗Qp DdR(D)
ΛD,z(ηχ
−j) =
(−1)h+j−1
(h+ j − 1)!pn(j−1) exp
−1(
∫
Γ
ηχj · µ∇hz)⊗ edR,∨η,j
Démonstration. De la même façon que dans le lemme 3.3.8, on montre que
exp−1(
∫
Γ
ηχj · µ∇hz)⊗ edR,∨η = G(η)−1
∑
a∈(Z/pnZ)×
η(a)aj exp−1(
∫
Γn
χj · µ∇hσa(z)).
Observons que, si ∂jzj = z, alors ∂j(a−jσazj) = σaz. En appliquant la loi de réciprocité
(théorème 3.2.10), on voit que l’expression ci-dessus est égale à
(−1)h+j−1(h+ j − 1)!pn(j−1)
∑
a∈(Z/pnZ)×
η(a)t−j [ϕ−n(σazj)]0 ⊗ t−jej .
D’où
(−1)h+j−1
(h+ j − 1)!p
−n(j−1) exp−1D(ηχj)(
∫
Γ
ηχj · µ∇hz)⊗ edR,∨η,j = G(η)−1
∑
a∈(Z/pnZ)×
η(a)t−j [ϕ−n(σazj)]0.
Par le lemme 3.3.7, par le fait que ∂ est inversible sur ∆ψ=0 et qu’on a donc le droit
d’écrire (1− p−jϕ)zj = ∂−j(1− ϕ)z, et on a
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n(zj)]0 =
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n((1− p−jϕ)zj)]0
=
∑
a∈(Z/pnZ)×
η(a)σa[ϕ
−n∂−j(1− ϕ)z)]0
= G(η) · ΛD,z(ηχ−j),
ce qui permet de conclure.
Ceci finit la preuve du théoreme 3.3.3.
3.3.8 Le cas de poids de Hodge-Tate positifs
Soit D ∈ ΦΓ(R), de Rham à poids de Hodge Tate positifs et notons ∆ = Nrig(D).
Fixons l’entier h égal au plus grand poids de Hodge-Tate. On a doncD ⊆ N et, si z ∈ Dψ=1,
on peut appliquer la construction faite ci-dessus à l’élément z (et h) pour obtenir une
application ΛD,z. On commence par quelques remarques
Lemme 3.3.11. Soient z ∈ Dψ=1, η : Γ → L× un caractère localement analytique et
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j ∈ Z. On a∫
Γ
ηχjµ∇hz = (−κ(η)− j − h+ 1)(−κ(η)− j − h+ 2) . . . (−κ(η)− j)
∫
Γ
ηχjµz.
En particulier, si η est localement constant, on a∫
Γ
ηχj∇hµz = (−j − h+ 1)(−j − h+ 2) . . . (−j)
∫
Γ
ηχjµz.
Démonstration. Si a ∈ Z×p , par définition de l’action de Γ sur Dψ=1, on a∫
Γ
ηχj · σaµz = η(a)−1a−j
∫
Γ
ηχj · µz,
et, si i ∈ Z, la formule ∇ = lima→1 σa−1a−1 donne∫
Γ
ηχj(∇− i) · µz = (lim
a→1
η(a)−1a−j − 1
a− 1 − i)
∫
Γ
ηχj · µz = (−η′(1)− j − i)
∫
Γ
ηχj · µz,
ce qui permet de conclure car ∇h = (∇− h+ 1) ◦ . . . ◦ (∇− 1) ◦ ∇.
La proposition ci-dessus se généralise de la façon suivante. Soit λ ∈ R+(Γ) un élément
de l’algèbre de distributions sur Γ. Alors Dψ=1 est un R+(Γ)-module et, si ξ : Γ→ L× est
un caractère, on a ∫
Γ
ξ(γ) · µλ·z = (
∫
Γ
ξ(γ) · λ) · (
∫
Γ
ξ(γ) · µz).
Lemme 3.3.12. Soient z ∈ Dψ=1, η un caractère de Dirichlet de conducteur pn et j ≥ 0
assez grand 18. Alors
ΛD,z(ηχ
−j) = pn(−j+1)Γ∗(−j + 1) · exp−1(
∫
Γ
ηχj · µz)⊗ edR,∨η,j .
Démonstration. C’est une conséquence directe de la proposition 3.3.10 et du lemme 3.3.11
ci-dessus.
Lemme 3.3.13. Soient z ∈ Dψ=1, η et j ≥ 0 comme dans la proposition 3.3.9. Alors
ΛD,z(ηχ
j) = pn(j+1)Γ∗(j + 1) · exp∗(
∫
Γ
ηχ−j · µz)edR,∨η,−j .
Démonstration. Si l’on part de z ∈ Dψ=1, les calculs faits dans la preuve de la proposition
3.3.9 marchent en posant h = 0 et donnent exactement le résultat cherché.
On peut résumer ces résultats dans la forme énoncée au début de du chapitre
18. Il suffit que j soit plus grand que le plus grand poids de Hodge-Tate et assez grand de sorte que
expD(j) soit bijective.
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Théorème 3.3.14. Soient D un (ϕ,Γ)-module de de Rham sur R à poids de Hodge-Tate
positifs, z ∈ Dψ=1. Il existe une fonction rigide analytique ΛD,z = ΛD,z,η ∈ O(UD) ⊗
DdR(D) telle que, si ηχj ∈ UD, où η est d’ordre fini et j ∈ Z est tel que j ≥ 0 ou j  0,
alors
ΛD,z(ηχ
j) = Γ∗(j + 1)pn(j+1) · log(
∫
Γ
ηχ−j · µz)⊗ edR,∨η,−j .
3.4 Fonction L locale et accouplement d’Iwasawa
Dans la suite du chapitre, on étudie la fonction L p-adique associée à un élément dans
la cohomologie d’Iwasawa en termes de l’accouplement d’Iwasawa sur les (ϕ,Γ)-modules
défini par Colmez. On construit une distribution associée à un élément z ∈ Dψ=1 (ou Dˇ
dénote le dual de Tate) qui dépend du choix d’un élément α ∈ Nrig(Dˇ)ψ=1 (par exemple,
si D = Drig(V (f))∗(1), où V (f) est la représentation galoisienne associée à une forme
modulaire, cet élément joue le rôle du choix d’une racine du polynôme de Hecke en p de la
forme, soit le choix d’une valeur propre du Frobenius cristallin). Cette construction est une
généralisation directe de la construction de la fonction L p-adique d’une représentation dans
le cas cristallin via les méthodes de Perrin-Riou. On montre finalement que la fonction ainsi
construite satisfait une équation fonctionnelle comme conséquence de la loi de réciprocité.
Commençons par rappeler certaines opérations sur les (ϕ,Γ)-modules dont on aura
besoin dans la suite, notamment un certain nombre d’accouplements jouant chacun un rôle
important dans la correspondance de Langlands p-adique et dans les calculs qui suivent.
Pour toute référence on renvoie le lecteur à [22] et [21]. On aura besoin de travailler avec
des (ϕ,Γ)-modules sur R et sur E . Dans tout ce qui suit, D dénotera un (ϕ,Γ)-module
étale de rang d sur E , D† le (ϕ,Γ)-module sur l’anneau E † d’éléments surconvergents de
E associé à D par le théorème de surconvergence de Cherbonnier-Colmez, de sorte que
D = D† ⊗E † E , et Drig = D† ⊗E † R ∈ ΦΓét(R).
3.4.1 Faisceaux P -équivariants
Les opérateurs de projection Resi+pnZp = (1 + T )ϕn ◦ ψn(1 + T )−i sont compatibles
dans un sens évident et permettent de voir naturellement tout (ϕ,Γ)-module comme un
faisceaux P -équivariant sur Zp, où P =
(
Zp−{0} Zp
1 0
)
dénote le mirabolique de GL2(Zp).
Si U ⊆ Zp, on note D  U (resp. Drig  U) ses sections sur U . On a en particulier
D  Z×p = Dψ=0 (resp. Drig  Z×p = D
ψ=0
rig ).
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3.4.2 Multiplicaton par une fonction continue
Si φ : Zp → L est une fonction continue, U ⊆ Zp un ouvert compact et z ∈ D  U , la
formule
mφ(z) = lim
n→+∞
∑
i∈U mod pn
φ(i)Resi+pnZp(z)
est bien définie et satisfait les propriétés que l’on espère par analogie avec la multiplication
d’une mesure par une fonction.
Si δ ∈ X(L) est un caractère, on a construit sur Dψ=0rig un opérateur analytique δ(∂) de
multiplication par δ que l’on note aussi mδ = δ(∂).
3.4.3 Algèbres de distribution
Soit γ un générateur topologique de Γ. On définit les anneaux E (Γ), R(Γ), R[0,rn](Γ),
etc. de la même manière que E ,R,R[0,rn], en remplaçant T par γ − 1.
3.4.4 Dual de Tate
On définit le dual de Tate Dˇ de D (resp. Dˇrig de Drig) par Dˇ = Homϕ,Γ(D,E dT1+T )
(resp. Dˇrig = Homϕ,Γ(Drig,R dT1+T )), où E
dT
1+T (resp. R
dT
1+T ) est le (ϕ,Γ)-module étale de
rang 1 de base dT1+T sur lequel ϕ et Γ agissent par les formules γ(
dT
1+T ) = χ(γ)
dT
1+T si γ ∈ Γ,
ϕ( dT1+T ) =
dT
1+T . On note
〈 , 〉 : Dˇ ×D → E dT
1 + T
(resp. 〈 , 〉 : Dˇrig ×Drig → R dT
1 + T
)
l’accouplement naturel. Si V = V(D) est la représentation galoisienne associée à D, on a
Dˇ = D(V ∗(1)).
Si A ∈ {E ,E †,R}, tout (ϕ,Γ)-module étale de rang 1 est de la forme A (δ) pour
un certain caractère (unitaire) δ : Q×p → L×. On note detD le caractère δ défini par
∧dD ∼= A (δ) et on pose ωD(x) = (x|x|)−1detD. Dans le cas où D est de rang 2, on a une
identification naturelle D ⊗ ω−1D
∼−→ Dˇ 19 donnée par la formule
x⊗ eω−1D 7→ [y 7→ (x ∧ y)⊗ eω−1D ].
3.4.5 Résidus
Rappelons que l’on a défini, pour f =
∑
n∈Z anT
n ∈ {E ,R}, une application de résidu
re´s0(fdT ) = a−1. Si x ∈ Dˇ(rig) et y ∈ D(rig), la formule
{x, y} = re´s0(〈σ−1x, y〉)
19. On a D ⊗ ω−1D = D ⊗ L · eω−1
D
, où e
ω−1
D
dénote un élément muni d’une action du groupe Γ et d’un
opérateur ϕ par les formules σa(eω−1
D
) = ω−1D (a) · eω−1
D
, ϕ(e
ω−1
D
) = ω−1D (p) · eω−1
D
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définit un accouplement parfait { , } : Dˇ(rig) × D(rig) → L identifiant Dˇ(rig) au dual
topologique D∗(rig) de D(rig).
Si D est de dimension 2, on a, sous l’identification Dˇ = D ⊗ ω−1D , la formule 20
{x⊗ eω−1D , y} = re´s0((σ−1(x) ∧ y)⊗ eω−1D ).
3.4.6 Produit de convolution
Soit D ∈ ΦΓét(E ). En imitant la convolution entre deux mesures 21, pour toute appli-
cation E -bilinéaire et ϕ,Γ-équivariante M : D1 ×D2 → D3, la formule
MZ×p (x, y) = limn→+∞
∑
i,j∈(Z/pnZ)×
(1 + T )ijϕn(M(σi · ψn((1 + T )−jx), σj · ψn((1 + T )−iy))
définit une application E (Γ)-bilinéaire
MZ×p : (D1  Z
×
p )× (D2  Z×p )→ D3  Z×p .
Si D1 = D2 et M est symétrique (resp. antisymétrique), il en est de même pour MZ×p .
L’accouplement 〈 , 〉 : Dˇ × D → E dT1+T et D × D → ∧D induit en particulier un
accouplement E (Γ)-bilinéaire
〈 , 〉Z×p : (Dˇ  Z×p )× (D  Z×p )→ E
dT
1 + T
 Z×p
3.4.7 Dualité locale
Soit n ≥ 0 et rappelons que l’on a posé τn(γn) = p−n logχ(γn), τ0(γ0) = p−1p logχ(γ0).
Notons γ = γ0 dans la suite. Notons, pour i ∈ {0, 1}, n ∈ N,
∪ : H iϕ,γn(Dˇ(rig))×H2−iϕ,γn(D(rig))→ L
l’accouplement local, et rappelons que, si V = V(D), il coïncide (via les isomorphismes
H i(Fn, V ) ∼= H1ϕ,γn(D(rig))) avec la dualité locale de Poitou-Tate. Si zˇ ∈ Dˇψ=1(rig) , z ∈ Dψ=1(rig) et
η : Γ→ L× est un caractère continu, un calcul avec le complexe de Herr et l’isomorphisme
de Fontaine montre que
(
∫
Γn
η−1 · µzˇ) ∪ (
∫
Γn
η · µz) = {(1− ϕ)zˇ, τn(γn)
η(χ(γn))γn − 1 · (1− ϕ)z}.
20. On voit ici l’élément e
ω−1
D
comme e−1detDdT , de sorte que, si σ−1(x) ∧ y = f · edetD , alors (σ−1(x) ∧
y)⊗ e
ω−1
D
= fdT .
21. Si µ1, µ2 sont deux mesures, son produit de convolution est défini par la formule
∫
Z×p
f(µ1 ∗ µ2) =∫
Z×p ×Z×p f(xy)µ1(x)µ2(y). On pourrait aussi définir la convolution de deux mesures comme
∫
Z×p
f(µ1∗µ2) =∫
Z×p ×Z×p f(x
−1y)µ1(x)µ2(y), ce qui donnerait des résultats complètement analogues.
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3.4.8 Accouplement d’Iwasawa
Soient C = C (D) = (1−ϕ)D ⊆ Dψ=0 le cœur de D et Cˇ = (1−ϕ)Dˇψ=1 celui de Dˇ. Ce
sont des sous-Λ-modules libres de rang d et l’application naturelle E (Γ)⊗Λ C → D  Z×p
(resp. E (Γ)⊗Λ Cˇ → DˇZ×p ) est un isomorphisme. Ces espaces sont les orthogonaux l’un
de l’autre pour l’accouplement { , }. Pour x ∈ Cˇ , y ∈ C , la formule
〈x, y〉Iw = lim
n→+∞
∑
i∈(Z/pnZ)×
{τn(γn)σi
γn − 1 · x, y}
définit un accouplement 〈 , 〉Iw : Cˇ × C → Λ qui identifie Cˇ à HomΛ(C ,Λ). Cet ac-
couplement est l’analogue de l’accouplement usuel dans la théorie d’Iwasawa ( , )Iw :
H1Iw(Qp, Vˇ )×H1Iw(Qp, V )→ Λ dans le sens que
((Exp∗)−1z, (Exp∗)−1z′)Iw = 〈(1− ϕ)z, (1− ϕ)z′〉Iw
pour tous z ∈ Dˇψ=1, z′ ∈ Dψ=1 et où, rappelons-le, Exp∗ : H1Iw(Qp, V ) → Dψ=1 dénote
l’isomorphisme de Fontaine.
Si η ∈ X(L), l’application 22 x 7→ x ⊗ eη (resp. x 7→ x ⊗ e−1η ) induit un isomorphisme
de C (D) (resp. Cˇ (D)) sur C (D ⊗ η) (resp. Cˇ (D ⊗ η)) et on a
〈x⊗ eη−1 , y ⊗ eη〉Iw = mη−1 · 〈x, y〉Iw.
Les isomorphismes D  Z×p ∼= E (Γ) ⊗Λ C et Dˇ  Z×p ∼= E (Γ) ⊗Λ Cˇ permettent d’étendre
l’accouplement défini ci-dessus en un accouplement
〈 , 〉Iw : (Dˇ  Z×p )× (D  Z×p )→ E (Γ).
Notons Crig = (1 − ϕ)Drig et Cˇrig = (1 − ϕ)Dˇrig. On a des isomorphismes naturels
Crig ∼= R+(Γ)⊗Λ C et DrigZ×p ∼= R(Γ)⊗R+(Γ) Crig ∼= R(Γ)⊗Λ C (et ses correspondants
Cˇrig ∼= ...) qui permettent d’étendre par linéarité les différents accouplements définis ci-
dessus en des accouplements
〈 , 〉Z×p : (Dˇrig  Z×p )× (Drig  Z×p )→ R
dT
1 + T
 Z×p
〈 , 〉Iw : (Dˇrig  Z×p )× (Drig  Z×p )→ R(Γ).
Enfin, si η : Γ→ L× est un caractère continu, on note
〈 , 〉dR : DdR(Dˇ(rig)(η−1))×DdR(D(rig)(η))→ L
22. Les éléments eη et eη−1 dénotent des bases des modules L(η) L(η
−1), munies d’une action triviale
de ϕ et d’une action de Γ donnée par σa(eη) = η(a) · eη, σa(eη−1) = η−1(a) · eη−1 , a ∈ Z×p . Ces éléments
apparaîtront très souvent dans le texte.
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l’accouplement induit par la dualité entre Dˇ(rig) et D(rig) composé avec la trace de Tate
normalisée.
Lemme 3.4.1. Soient zˇ ∈ Dˇψ=1rig , z ∈ Dψ=1rig et η : Γ→ L× un caractère continu. On a∫
Γ
η−1χj · 〈(1− ϕ)zˇ, (1− ϕ)z〉Iw =
{
〈exp∗(∫
Γ
ηχ−j · µzˇ), exp−1(
∫
Γ
η−1χj · µz)〉dR si j  0
〈exp−1(∫
Γ
ηχ−j · µzˇ), exp∗(
∫
Γ
η−1χj · µz)〉dR si j  0.
Démonstration. On a∫
Γ
η−1χj · 〈zˇ, z〉Iw = {zˇ, − log(γ)
η−1(γ)χ(γ)jγ − 1 · z}
= {(1− ϕ)zˇ, − log(γ)
η−1(γ)χ(γ)jγ − 1 · (1− ϕ)z}
= (
∫
Γ
ηχ−j · µzˇ) ∪ (
∫
Γ
η−1χj · µz),
où la dernière égalité suit de la description explicite de l’accouplement de Tate en termes
de (ϕ,Γ)-modules. Le résultat suit du fait que, quand j  0 (resp. j  0), l’application
exponentielle (resp. exponentielle duale) de Bloch-Kato est bijective, ce qui nous permet,
en utilisant la loi de réciprocité de Kato, d’exprimer l’accouplement de Tate en termes de
l’accouplement 〈 , 〉dR.
3.4.9 Involution et loi de réciprocité
L’involution décrite à continuation est à la base de la construction de la correspondance
de Langlands p-adique et, comme nous le verrons plus loin, elle est étroitement liée au
facteur epsilon de D. La formule
w∗ = lim
n→+∞
∑
i∈(Z/pnZ)×
(−i−2 i−1
0 1
)
ϕn ◦ ψn((1 + T )−iz)
définit une involution sur D  Z×p = Dψ=0.
Si D est de dimension 2, un résultat crucial affirme que l’involution w∗ stabilise D†Z×p
et s’étend, par continuité, en une involution, aussi notée w∗, sur Drig  Z×p .
Remarquons que w∗ agit sur D0(Zp) et sur C0(Zp) via les formules∫
Zp
φ(x) · (w∗µ) =
∫
Zp
φ(x−1) · µ, (w∗φ)(x) = −x−2φ(x−1).
Identifions R(Γ) à RZ×p en étendant par linéarité l’isomorphisme d’Amice R+(Γ) ∼=
R+  Z×p défini par µ 7→
∫
Γ(1 + T )
x · µ et notons f 7→ df = ∂f dT1+T l’isomorphisme Γ-
équivariant de R  Z×p sur R dT1+T  Z×p . Le résultat suivant permet d’étudier l’involution
w∗.
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Théorème 3.4.2 ([21], thm. I.5.5). Si zˇ ∈ Dˇ  Z×p et z ∈ D  Z×p , alors
d(〈zˇ, z〉Iw) = −〈w∗zˇ, z〉Z×p .
3.4.10 Une fonction analytique sur l’espace des poids
Continuons avec les mêmes notations et soient D ∈ ΦΓét(E ) de dimension d, de Rham
à poids de Hodge-Tate 0 et k ≥ 1, Dˇ son dual de Tate, Drig, Dˇrig les modules sur l’anneau
de R correspondants et notons ∆ˇ = Nrig(Dˇ) ∈ ΦΓ(R). Soit z ∈ Dψ=1 et fixons un élément
zˇ ∈ ∆ˇψ=1. On note α = ∇zˇ ∈ Dˇψ=1 (notons que Dˇ est à poids de Hodge-Tate 1 et 1−k et
donc Fil−1 DdR(Dˇ) = DdR(Dˇ)). Soit η : Z×p → L un caractère assez ramifié de sorte qu’il
satisfait les hypothèses du théorème 3.3.3. Posons
Lz,α(η, s) = p
−n〈ΛDˇ,σ−1(α)(ηχs),ΛD,z(η−1χ−s)〉dR
qui est, d’après les hypothèses que l’on a fait sur η, une fonction localement analytique en
s.
Proposition 3.4.3. On a un égalité
Lz,α(η, s) =
∫
γ
η−1χs〈α, z〉Iw
Démonstration. Si j  0, en remplaçant chaque terme par ce que donne les propo-
sitions 3.3.9 et 3.3.14 et en utilisant la formule G(η)G(η−1) = η(−1)pn, on voit que
〈ΛDˇ,α(η−1χj),ΛD,z(ηχ−j)〉dR coïncide avec
pn(−1)jη(−1)〈exp∗(
∫
Γ
η−1χ−j · µα), exp−1(
∫
Γ
ηχj · µz)〉dR,
et on conclut en appliquant le lemme 3.4.1 et la définition de Lz,α(η, s).
Corollaire 3.4.4. La fonction Lz,α admet un prolongement analytique Lz,α ∈ O(X) à tout
l’espace des poids.
Remarque 3.4.5. Si D est cristallin, les isomorphismes
(R ⊗Qp Dcris(Dˇ))ψ=0 = ∆ˇψ=0 = R(Γ)⊗R+(Γ) (1− ϕ)∆ˇψ=1
nous fournissent un choix particulièrement simple de zˇ, à savoir le terme dans le module
de droite correspondant à Dir1⊗ λ, où Dir1 dénote la masse de Dirac en 1 et λ ∈ Dcris(Dˇ)
est un vecteur propre pour le Frobenius cristallin.
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3.4.11 Une première équation fonctionnelle
On s’attend à que la fonction Lz,α satisfasse une équation fonctionnelle. Celle de la pro-
position 3.4.8 est la première et plus simple parmi une série d’équations fonctionnelles que
l’on trouvera dans les chapitres ultérieurs, elles sont toutes étroitement liés à l’involution
w∗ et donc a la correspondance de Langlands p-adique, ce qui explique que les résultats en
toute généralité ne seront démontrés qu’en dimension 2, qui est pour l’instant le seul cas
où on connait une telle correspondance.
On aura besoin dans la suite de travailler au niveau entier. Le (ϕ,Γ)-module D possède
un OE -réseau stable et, en multipliant par une puissance adéquate de p, on peut supposer
que ce réseau contient les éléments z et α choisis plus haut.
Lemme 3.4.6. Soit D ∈ ΦΓét(OE ) et soient x ∈ Dˇ  Z×p , y ∈ D  Z×p . Alors
w∗〈x, y〉Z×p = 〈w∗x,w∗y〉Z×p .
Démonstration. Si x ∈ Dˇ  Z×p et y ∈ D  Z×p , on a (3.4.6)
〈x, y〉Z×p = limn→+∞
∑
i,j∈(Z/pnZ)×
(1 + T )ij〈σi(1 + T )−jResj+pnZp(x), σj(1 + T )−iResi+pnZp(y)〉
et, pour z ∈ {Dˇ  Z×p , D  Z×p ,OE dT1+T  Z×p }, on a (3.4.9)
w∗z = lim
n→+∞
∑
a∈(Z/pnZ)×
(1 + T )a
−1
σ−a−2RespnZp((1 + T )
−az).
Les deux identités ci-dessus montrent que 〈w∗x,w∗y〉Z×p est donné par la formule
lim
n→+∞
∑
i,j∈(Z/pnZ)×
(1 + T )ij〈σi(1 + T )−jResj+pnZp(w∗x), σj(1 + T )−iResi+pnZp(w∗y)〉
et, vu que chaque terme de la somme définissant w∗x (resp. w∗y) est supportée dans a−1 +
pnZp, on a Resj+pnZp(w∗x) = (1+T )jσ−j2RespnZp((1+T )−j
−1
x) (resp. Resi+pnZp(w∗y) =
(1 + T )iσ−i2RespnZp((1 + T )−i
−1
y)). On en déduit la formule suivant pour 〈w∗x,w∗y〉Z×p :
lim
n→+∞
∑
i,j∈(Z/pnZ)×
(1 + T )ij〈σ−ij2RespnZp((1 + T )−j
−1
x), σ−ji2RespnZp((1 + T )
−i−1y)〉
Par ailleurs,
w∗〈x, y〉Z×p = limn→+∞
∑
a∈(Z/pnZ)×
(1 + T )a
−1
σ−a−2RespnZp((1 + T )
−a〈x, y〉Z×p )
= lim
n→+∞
∑
a∈(Z/pnZ)×
(1 + T )a
−1
σ−a−2(1 + T )−aResa+pnZp(〈x, y〉Z×p ),
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où la deuxième égalité suit de l’identité Resa+pnZp((1 + T )bz) = (1 + T )bResa−b+pnZp(z),
a, b ∈ Zp/pnZp. Or, Resa+pnZp(〈x, y〉Z×p ) est donné par∑
i,j
(1 + T )ijResa−ij+pnZp〈σi(1 + T )−jResj+pnZp(x), σj(1 + T )−iResi+pnZp(y)〉
=
∑
ij=a
(1 + T )ij〈σi(1 + T )−jResj+pnZp(x), σj(1 + T )−iResi+pnZp(y), 〉
où on a utilisé le fait que le terme 〈σi(1 + T )−jResj+pnZp(x), σj(1 + T )−iResi+pnZp(y)〉
est supporté dans pnZp et seulement le terme ij = a survit dans la somme. On en déduit
donc que w∗〈x, y〉Z×p est donné par la formule suivante :
lim
n→+∞
∑
a,i∈(Z/pnZ)×
(1 + T )a
−1
σ−a−2〈σi(1 + T )−ai
−1
Resai−1+pnZp(x), σai−1(1 + T )
−iResi+pnZp(y)〉
= lim
n→+∞
∑
a,i∈(Z/pnZ)×
(1 + T )a
−1〈σ−ia−2RespnZp((1 + T )−ai
−1
x), σ−(ai)−1RespnZp((1 + T )
−iy)〉
et on conclut en faisant le changement de variables (i, a) 7→ (i−1, a−1i).
Lemme 3.4.7. Soient D ∈ ΦΓ(OE ) et z ∈ D  Z×p . Alors
— Pour δ : Q×p → O×L un caractère continu, on a
w∗(z ⊗ eδ) = (δ(−1)mδ2 ◦ w∗(z))⊗ eδ.
— w∗ ◦ ∂ = ∂−1 ◦ w∗.
Démonstration. Le premier point est le corollaire V.5.2 de [22]. Le deuxième suit de [24],
prop 3.6 (voir aussi 4.3.4 plus loin).
Proposition 3.4.8. Soit D ∈ ΦΓét(E ) de dimension 2. Soient z ∈ Dψ=1, zˇ ∈ Dˇψ=1
et α = ∇zˇ comme ci-dessus. Notons Lw∗z,w∗α la fonction que l’on obtient en accouplent
ΛD,w∗((1−ϕ)z) et ΛDˇ,w∗((1−ϕ)α). Alors, pour tout ξ ∈ X, on a
Lz,α(ξ) = −Lw∗z,w∗α(ξ−1)
Démonstration. Par densité de Zariski, il suffit de montrer le résultat pour les caractères
de la forme χj . Notons que Dψ=1 ⊆ (D†)ψ=1 ⊆ Dψ=1rig . On a
Lz,α(χ
j) =
∫
Γ
χs〈α, z〉Iw =
∫
Γ
χ−jw∗〈α, z〉Iw.
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Notons y = (1− ϕ)z ∈ Dψ=0, y′ = (1− ϕ)α ∈ Dˇψ=0. On a alors
d〈w∗y′, w∗y〉Iw = −〈y′, w∗y〉Z×p (théorème 3.4.2)
= −w∗〈w∗y′, y〉Z×p (lemme 3.4.6)
= w∗(∂〈y′, y〉Iw ⊗ eχ) (théorème 3.4.2 encore)
= (χ(−1)mχ2 ◦ w∗(∂〈y′, y〉Iw)⊗ eχ (lemme 3.4.7)
= −mχ2∂−1w∗〈y′, y〉Iw
dT
1 + T
(lemme 3.4.7)
= −∂w∗〈y′, y〉Iw dT
1 + T
(∂ coïncide avec la multiplication par χ sur Z×p )
(notons que l’on voit dT1+T comme eχ et vice-versa). Ceci implique (car ∂ est injectif sur
R dT1+T  Z×p ) que
〈w∗y′, w∗y〉Iw = −w∗〈y′, y〉Iw.
On a donc
Lz,α(η, j) =
∫
Γ
ηχ−j · w∗〈α, z〉Iw =
∫
Γ
ηχ−j · w∗〈y′, y〉Iw
= −
∫
Γ
ηχ−j · 〈w∗y′, w∗y〉Iw = −Lw∗z,w∗α(η−1,−j),
ce qui permet de conclure.
Remarque 3.4.9.
— L’argument ci-dessus ne marche qu’en dimension deux à cause de l’absence d’une
involution sur Drig  Z×p . On ne sait pas si l’involution w∗ sur D  Z×p préserve ou
non la surconvergence.
— On remarque l’égalité suivante, qui a été démontrée dans la preuve de la proposition
3.4.8 ci-dessus, et peut avoir un intérêt indépendant du reste des calculs :
〈w∗(1− ϕ)zˇ, w∗(1− ϕ)z〉Iw = −w∗〈zˇ, z〉Iw, zˇ ∈ Dˇψ=0, z ∈ Dψ=0.
Chapitre 4
Correspondance de Langlands
p-adique et équation fonctionnelle en
dimension 2
On a vu que la distribution Lz,α satisfait une équation fonctionnelle grâce à la loi de
réciprocité. On s’attend aussi à ce que la fonction ΛD,z définie précédemment satisfasse
aussi une équation fonctionnelle. En s’inspirant des idées de Nakamura ([49]) et des tech-
niques de changement de poids ([24]), on démontre l’équation fonctionnelle de ΛD,z quand
D est de dimension 2. Sa démonstration est nettement plus compliquée que celle de la
fonction Lz,α. En fait, l’accouplement dans la définition de cette dernière fonction a l’effet
de tuer les facteurs epsilon apparaissant dans l’équation fonctionnelle, ce qui explique sa
simplicité.
4.1 Notations
Soit D ∈ ΦΓét(R) de dimension 2, de Rham à poids de Hodge-Tate 0 et k que l’on
suppose non triangulin 1 et notons ∆ = Nrig(D), qui est à poids de Hodge-Tate tous nuls.
Étendons un peu les notations de 3.3.3. Si δ : Q×p → L× est un caractère, on note eδ
une base du module L(δ) muni d’actions de ϕ et Γ via les formules ϕ(eδ) = δ(p) · eδ et
σa(eδ) = δ(a) · eδ, a ∈ Z×p . On note D(δ) = D ⊗ δ le module D ⊗L L(δ). Le choix de eδ
fournit un isomorphisme de L-espaces vectoriels D ∼−→ D(δ) : x 7→ x⊗ eδ.
Soient ωD = (detD)χ−1 et ω∆ = (det∆)χ−1. Le fait d’être en dimension 2 nous permet
d’identifier Dˇ = D⊗ ω−1D comme dans 3.4.4. Comme les poids de Hodge-Tate de D sont 0
et k, et ceux de ∆ sont nuls, le caractère det∆ est localement constant et ωD = ω∆xk (et
1. D’après Kedlaya, tout (ϕ,Γ) module sur R est étale à torsion près par un caractère ou triangulin.
Dans ce dernier cas les calculs qui suivent sont déjà connus et l’hypothèse de non triangularité n’est pas
donc restrictive.
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detD = x
kdet∆). Notons eD = edetD .
Si η : Z×p → L× est un caractère localement constant, vu comme un caractère de Q×p en
posant η(p) = 1, rappelons que l’on a un générateur edRη = G(η)eη du module DdR(R(η)),
que e∨η = eη−1 dénote la base de L(η)∗ duale de eη, et que DdR(R(η)∗) = L ·G(η)−1e∨η =
L·G(η−1)eη−1 . Ceci fournit deux bases edR,∨η = G(η)−1e∨η et edRη−1 = G(η−1)eη−1 du module
DdR(R(η)
∗) = DdR(R(η−1)), reliées par la formule pnη(−1)edR,∨η = edRη−1 .
On aura besoin de jongler un peu avec des éléments habitant dans le module de de
Rham des différents tordus de D et de son dual de Tate et les identifications suivantes
permettent de voir tous ces éléments dans DdR(D). Fixons une base f1, f2 de DdR(D) et
notons
〈 , 〉dR : DdR(D)×DdR(D)→ L,
le produit scalaire défini par la formule 〈a1f1 + a2f2, b1f1 + b2f2〉dR = a1b1 + a2b2.
L’isomorphisme ∧2D = (R dT1+T )⊗ ωD induit un isomorphisme
∧2DdR(D) = DdR((R dT
1 + T
)⊗ ωD) = (t−kL∞eD)Γ.
On définit Ω ∈ L∞ par la formule f1 ∧ f2 = (tkΩ)−1eD, ce qui nous permet de fixer les
bases (tkΩ)−1eD et tkΩe∨D du module DdR(∧2D) et de son dual. On fixe aussi les bases
edRωD = (t
k−1Ω)−1eωD et e
dR,∨
ωD = (t
k−1Ω)e∨ωD du module DdR(R(ωD)) et de son dual.
Enfin, afin d’alléger les notations dans les calculs futurs, notons, pour η comme ci-dessus
et j ∈ Z,
eη,j,ω∨D = eη ⊗ ej ⊗ e
∨
ωD
, eη,j = eη ⊗ ej ,
bases de L(ηχjω−1D ) et L(ηχ
j) respectivement, et leurs duales
e∨η,j,ω∨D = e
∨
η ⊗ e−j ⊗ eωD , e∨η,j = e∨η ⊗ e−j ,
Ainsi que des bases des module DdR(R(ηχjω−1D )) et DdR(R(ηχ
j))
edRη,j,ω∨D
= G(η)eη ⊗ t−jej ⊗ tk−1Ωe∨ωD = edRη ⊗ edRj ⊗ edR,∨ωD ,
edRη,j = G(η)eη ⊗ t−jej = edRη ⊗ edRj
et leurs duales
edR,∨
η,j,ω∨D
= G(η)−1e∨η ⊗ tje−j ⊗ (tk−1Ω)−1eωD = edR,∨η ⊗ edR−j ⊗ edR,∨ω∨D ,
edR,∨η,j = G(η)
−1e∨η ⊗ tje−j = edR,∨η ⊗ edR−j ,
et les variantes évidentes qu’on peut imaginer.
Par exemple, si η : Z×p → L× est un caractère d’ordre fini, si j ≥ 0 et si x ∈
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DdR(Dˇ(ηχ
−j)), on écrira x⊗ edR,∨
η,−j,ω∨D ∈ DdR(D) l’image de x par l’isomorphisme
DdR(Dˇ(ηχ
−j)) ∼−→ DdR(D); x 7→ x⊗G(η)−1e∨η ⊗ t−jej ⊗ (tk−1Ω)−1eωD
et de même, si x ∈ DdR(D(η−1χj)), on notera x ⊗ edR,∨η−1,j ∈ DdR(D) l’image de x par
l’isomorphisme
DdR(D(η
−1χj)) ∼−→ DdR(D); x 7→ x⊗G(η−1)−1e∨η−1 ⊗ tje−j .
Remarque 4.1.1.
— Les bases des modules de de Rham ainsi définies héritent une action de l’opérateur
ϕ. On a, par exemple,
ϕ(edRη ) = e
dR
η , ϕ(e
dR
j ) = p
−jedRj ,
ϕ(edRη,j,ω∨D
) = p−j+k−1ω−1D (p) · edRη,j,ω∨D = p
−j−1ω−1∆ (p) · edRη,j,ω∨D .
— Il faut faire un peu d’attention et distinguer le caractère identité x et le caractère
cyclotomique χ = x|x|. Les deux coïncident sur Z×p mais χ(p) = 1, tandis que le
premier prend la valeur p. Par exemple, Γ agit trivialement sur l’élément ej ⊗ e∨xj
mais il possède une action non-trivial de ϕ.
4.2 Représentations lisses de GL2(Qp)
4.2.1 Facteurs epsilon pour GL1
Commençons par rappeler la définition des facteurs locaux associés à un caractère. Soit
η : Q×p → L× un caractère continu. On dit que η est non ramifié si sa restriction à Z×p est
triviale et il est ramifié dans le cas contraire. On définit son conducteur par 0 s’il est non
ramifié, et par pn, où n est le plus petit entier tel que la restriction η |1+pnZp soit triviale,
dans le cas contraire. Le choix d’un système compatible (ζpn)n≥0 de racines de l’unité nous
permet de fixer un caractère additif ψ ∈ Hom(Qp, L×∞) de niveau 0 (i.e kerψ = Zp) par la
formule ψ(x) = ζp
nx
pn pour n’importe quel n ≥ vp(x). Fixons aussi dµ la mesure de Haar
sur Qp telle que µ(Zp) = 1. Soit µ∗ une mesure de Haar de Q×p . Pour φ ∈ LCc(Qp, L) une
fonction localement constante à support compact dans Qp, la fonction
ζ(φ, η, s) =
∫
Q×p
φ(x)η(x)|x|sdµ∗(x)
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converge pour Re s 0 et admet un prolongement analytique à C tout entier. Les facteurs
L et ε associés à η sont donnés par les formules 2
L(η, s) =
{
(1− η(p)p−s)−1 si η n’est pas ramifié
1 si η est ramifié
ε(η, s) =
{
1 si η n’est pas ramifié
p−nsη(p)nG(η−1) si η est ramifié
Le facteur epsilon satisfait l’équation fonctionnelle
ε(η, s)ε(η−1, 1− s) = η(−1).
Enfin, on a une équation fonctionnelle pour tout φ ∈ LCc(Qp, L), où les deux membres
sont des polynômes en p−s,
ζ(φˆ, η−1, 1− s)
L(η−1, 1− s) = ε(η, s)
ζ(φ, η, s)
L(η, s)
,
où φˆ =
∫
Qp
φ(y)ψ(xy)dµ(y) dénote la transformée de Fourier de φ.
4.2.2 Facteurs epsilon pour GL2
Soit pi une représentation lisse irréductible de G = GL2(Qp) et notons pˇi sa contragré-
diente. Notons K = M2(Zp) et A = M2(Qp), LCc(A,L) les fonctions localement constantes
à support compact dans A et C(pi) l’espace des coefficients de la représentation pi : c’est le L
espace vectoriel engendré par les fonctions g ∈ G 7→ 〈vˇ, g ·v〉, v ∈ pi, vˇ ∈ pˇi. Si η : Q×p → L×
est un caractère localement constant, on note pi⊗η 3 la tordue de pi par η : si v ∈ pi et g ∈ G
alors g(v ⊗ eη) = η(detg)(gv ⊗ eη). On suppose dans la suite que pi est une représentation
supercuspidale (ce qui explique l’absence des facteurs L dans la suite).
Fixons dµ la mesure de Haar sur A normalisée par µ(K) = 1. La transformée de Fourier
définie par
φ ∈ LCc(A,L) 7→ φˆ(g) =
∫
A
φ(h)ψ(tr(gh))dµ(h)
est alors auto-duale : ˆˆφ(x) = φ(−x). Enfin, si f ∈ C(pi), la formule fˇ(g) = f(g−1) définit
un élément fˇ dans C(pˆi). La fonction
ζ(φ, f, s) =
∫
G
φ(g)f(g)||detg||sdµ∗(g), φ ∈ LCc, f ∈ C(pi),
2. cf. [12] 23.4 pour la première formule et 23.5 thm. et lemme 1 pour se ramener au cas du caractère
ψ de niveau zero pour la deuxième.
3. On voit eη comme un générateur du L espace vectoriel de dimension 1 que l’on munit d’une action
de G par la formule g · eη = η(detg)eη. On a un isomorphisme d’espaces vectoriels v 7→ c ⊗ eη de pi sur
pi ⊗ η.
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où µ∗ est une mesure de Haar sur G, converge pour Re s  0 et définit une fonction
rationnelle en la variable p−s.
Il existe ε(pi) ∈ L tel que, si l’on pose ε(pi, s) = p−c(pi)(s−1/2)ε(pi), où c(pi) est le conduc-
teur de pi 4, alors pour tous φ ∈ LCc(A,L) et f ∈ C(pi), on a une équation fonctionnelle
ζ(φˆ, fˇ ,
3
2
− s) = ε(pi, s)ζ(φ, f, 1
2
+ s).
Observons que, si j ∈ Z, alors p−c(pi)jε(pi) = ε(pi ⊗ | · |j). La fonction ε(pi, s) est le facteur
epsilon associé à la représentation pi. Lui aussi satisfait une équation fonctionnelle
ε(pi, s)ε(pˇi, 1− s) = ωpi(−1),
où ωpi est le caractère central de la représentation pi.
Proposition 4.2.1. Soit η un caractère de Q×p de conducteur pn pour n > c(pi) et soit
cη ∈ Q×p satisfaisant η(1 + x) = ψ(cηx) pour x ∈ pb
n
2 c+1. Alors
ε(pi ⊗ η, s) = ωpi(cη)−1ε(η, s)2.
Démonstration. Par [12], 25.7 thm., on a ε(pi⊗η−1, s) = ωpi(cη)−1ε(η◦det, s). Or, la repré-
sentation η ◦det apparaît comme facteur irréductible de l’induite unitaire lisse ιGB(|x|1/2η⊗
|x|−1/2η) = IndGB(η ⊗ η) de la représentation |x|1/2η ⊗ |x|−1/2η de B (cf. [12], 9.11), et
[12], 26.1, thm. implique que ε(η ◦ det, s) = ε(|x|1/2η, s)ε(|x|−1/2η, s). On conclut en re-
marquant que ε(|x|1/2η, s) = p−n/2ε(η, s) et ε(|x|−1/2η, s) = p−n/2ε(η, s), comme on le voit
de la formule ε(|x|±1/2η, s) = p−msη(p)m|p|±m/2G(|x|±1/2η), où m = cond(|x|±1/2η), et en
remarquant que m = cond(η) = n et G(|x|±1/2η) = G(η) car la restriction à Z×p de |x|±1/2
est triviale.
4.2.3 Modèle de Kirillov
Rappelons qu’un modèle de Kirillov d’une représentation lisse pi de caractère central ωpi
est une injection B-équivariante de pi dans l’espace LCrc(Q×p , L∞) des fonctions localement
constantes sur Q×p à support compact dans Qp 5. L’action du Borel sur ce dernier espace
est donnée par la formule
(
(
a b
0 d
) · φ)(x) = ωpi(d)ψ(bx/d)φ(ax/d).
La décomposition de Bruhat G = B ∪BwN montre que l’action de G est déterminée par
celle du mirabolique et par l’action de l’involution w =
(
0 1
1 0
)
.
4. Le conducteur c(pi) est défini comme le plus petit entier n tel que pi possède un élément fixe par les
matrices de la forme Kn = {
(
a b
c d
) ∈ K, c = d− 1 = 0 mod pn}. On a dimL piKc(pi) = 1.
5. rc dénote "relativement compact".
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Si η : Q×p → L× est un caractère localement constant et m ∈ Z, on définit une fonction
ξη,m ∈ LCc(Q×p , L∞) par la formule
ξη,m(x) =
{
η(x) si vp(x) = m
0 sinon
Proposition 4.2.2 ([12], thm. 37.3). Soit η : Q×p → L× un caractère et soit m ∈ Z. Alors
(w · ξη,m)(x) = η(−1)ωpi(−1) · ε(pi ⊗ η−1)ξη−1ωpi ,−c(pi⊗η−1)−m(x).
Remarque 4.2.3. La formule de [12], thm. 37.3 est
(
0 1−1 0
) · ξη,m = ε(pi ◦ η−1)ξη−1ωpi ,−c(pi⊗η−1)−m.
Observons que
(
0 1−1 0
)
=
(−1 0
0 −1
)(−1 0
0 1
)
w, et que les matrices
(−1 0
0 −1
)
et
(−1 0
0 1
)
agissent,
respectivement, par multiplication par ωpi(−1) et par (
(−1 0
0 1
) · φ)(x) = φ(−x), d’où
w · ξη,m = ε(pi ◦ η−1)
(−1 0
0 −1
)(−1 0
0 1
) · ξη−1ωpi ,−c(pi⊗η−1)−m
= ε(pi ◦ η−1)ωpi(−1)η(−1)
(−1 0
0 −1
) · ξη−1ωpi ,−c(pi⊗η−1)−m
= η(−1)ε(pi ◦ η−1)ξη−1ωpi ,−c(pi⊗η−1).
4.3 Autour de la correspondance de Langlands p-adique pour
GL2(Qp)
4.3.1 La correspondance
Rappelons brièvement la construction de la correspondance de Langlands p-adique (cf.
[22], [21], [24]). Soit D ∈ ΦΓét(OE ). Rappelons que D] désigne le plus grand sous-OL[[T ]]-
module compact de D stable par ψ et sur lequel ψ est surjectif, et D\ est le plus petit
sour-OL[[T ]]-module compact de D stable par ψ et engendrant D. Si D ∈ ΦΓét(E ) et
D0 ⊆ D est un OE -réseau stable par ϕ et Γ, on pose D] = L⊗OL D]0, D\ = L⊗OL D\0. Si
D est absolument irréductible, on a D\ = D].
Soit G = GL2(Qp). Rappelons que D peut être vu naturellement comme un faisceau
équivariant pour l’action du mirabolique. Soient wD = mω−1D ◦w∗ : DZ
×
p → DZ×p , où
mω−1D
est la multiplication par ω−1D , et w∗ : D  Z×p → D  Z×p , définies dans le chapitre
précédent (cf. 3.3.2 et 3.4.9). En s’inspirant des formules provenant de l’analyse p-adique,
on construit un faisceau G-équivariant U 7→ D  U sur P1(Qp) dont les sections globales
sont données par
D P1 = {(z1, z2) ∈ D ×D : wD(ResZ×p (z1)) = ResZ×p (z2)}
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et les sections sur Zp sont D  Zp = D. On définit le module D\  P1 = {z ∈ D  P1 :
ResZp(
(
pn 0
0 1
) · z) ∈ D\ ∀n ∈ Z}. Ce module est stable par l’action de G et on pose
Π(D) = D P1/D\ P1,
qui est une L-représentation de Banach admissible et topologiquement irréductible de G.
La représentation Π(D) est celle associée àD par la correspondance de Langlands p-adique.
On a une suite exacte de G-modules topologiques
0→ Π(D)∗ ⊗ ωD → D P1 → Π(D)→ 0.
Le sous-module D†  P1 de D  P1 est stable par G et l’action de G s’étend par
continuité pour définir un faisceau G-équivariant U 7→ Drig  U sur P1(Qp). On a alors
une suite exacte
0→ (Π(D)an)∗ ⊗ ωD → Drig P1 → Π(D)an → 0,
où Π(D)an dénote les vecteurs localement analytiques de la représentation Π(D), ce qui
rend naturel de pose Π(Drig) = Π(D)an.
Plus généralement, si D ∈ ΦΓ(R) n’est pas triangulin, il est isocline et il existe un
caractère δ tel que D(δ) soit étale. On définit alors U 7→ D  U et Π(D) par torsion à
partir de D(δ) U et Π(D(δ)) ; en particulier Π(D) = Π(D(δ))⊗ (δ−1 ◦ det). On obtient
ainsi une L-représentation localement analytique Π = Π(D) de caractère central ωD et une
suite exacte comme ci-dessus.
4.3.2 Le modèle de Kirillov, d’après Colmez
Soit D ∈ ΦΓ(R) irréductible de rang 2 et soit Π = Π(D) la représentation de G décrite
dans la section précédente. Notons B =
( ∗ ∗
0 ∗
) ⊆ GL2(Qp) le Borel supérieur et soit Y un
L∞[[t]]-module muni d’une action de l’algèbre de distributions D(Γ) = R+(Γ). On définit
LArc(Q
×
p ,Y )
Γ
comme l’espace des fonctions φ : Q×p → Y localement analytiques à support compact dans
Qp (i.e φ(p−nZ×p ) = 0 pour tout n 0), vérifiant σa(φ(x)) = φ(ax) pour tout a ∈ Z×p . On
muni LArc(Qp,Y )Γ d’une action de B par la formule 6
(
(
a b
0 d
) · φ)(x) = ωD(d)[εbx/d]φ(ax/d).
Soit Y un B-module de caractère central ωD. On dit que Y admet un modèle de
6. Si r ∈ Qp et n ∈ N est tel que rpn ∈ Zp, on pose [εr] = ϕ−n((1 + T )pnr) ∈ Ln[[t]].
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Kirillov s’il existe un B-module Y comme ci-dessus et une injection B-équivariante de Y
dans LArc(Q×p ,Y )Γ. Si Y admet un modèle de Kirillov, on note Yc l’image inverse dans Y
du sous-espace des fonctions φ dans LArc(Q×p ,Y )Γ dont le support est compact dans Q×p
(φ(pnZ×p ) = 0 pour tout |n|  0).
Rappelons que l’algèbre de Lie g = gl2 de G agit sur le module D  P1 (cf. [29]) et
l’action de u+ =
(
0 1
0 0
) ∈ g sur D et donnée par u+z = tz. Notons Πu+−fini l’ensemble
des v ∈ Π tués par une puissance de u+, qui en est un sous B-module. Si v ∈ Πu+−fini et
v˜ ∈ DP1 en est un relèvement, la condition v ∈ Πu+−fini se traduit donc par l’existence
de N, k ≥ 0 tels que (( 1 pN
0 1
)− 1)kv˜ ∈ Π∗ ⊗ ωD.
Notons Ddif = Ddif(D), D+dif = D
+
dif(D) et D
−
dif = Ddif/D
+
dif et rappelons que l’on
dispose des applications de localisation ϕ−n : D]0,rn] → Ddif . Une remarque importante est
que l’image de Π∗⊗ωD par ResZp est incluse dans D]0,rm(D)] (en effet, elle est incluse dans
D]0,ra] pour un certain a par des raisons topologiques (car image d’un Fréchet dans une
limite inductive de Fréchets) et stable par ψ car Π l’est par
(
p−1 0
0 1
)
). Ceci nous permet de
poser, pour n ≥ m(D) et N, k comme ci-dessus,
ϕ−n(ResZp(
(
pja 0
0 1
)
v˜)) =
1
ϕN+j−n(σa(T ))k
ϕ−n(ResZp(
(
pja 0
0 1
)
(
(
1 pN
0 1
)− 1)kv˜)) ∈ t−kD+dif,n.
Si x ∈ Q×p , l’image de ϕ−n(ResZp(
(
pj a
0 1
)
v˜)) dans D−dif ne dépend ni du choix de v˜ (car
un autre relèvement de v dans D P1 diffère de v˜ pour un élément dans Π(D)∗ ⊗ ω∆ et
l’image par ϕ−1 de sa restriction à Zp appartient à ϕ−n(D]0,rn]) ⊆ D+dif) ni du choix de n
assez grand (car l’action de Γ est localement analytique). On a donc une application bien
définie
x 7→ Kv(x) ∈ LArc(Q×p , D−dif)Γ.
Proposition 4.3.1 ([24], prop. 2.10). L’application Kv ci-dessus définit un modèle de
Kirillov pour Πu+−fini.
4.3.3 Dualité et modèle de Kirillov
Le choix d’un isomorphisme ∧2D = (R dT1+T ) ⊗ ωD induit un isomorphisme ∧2Ddif =
(L∞((t))dt)⊗ ωD de L∞((t))-espaces vectoriels munis d’une action de Γ 7. On note
[ , ]dif : Ddif ×Ddif → L
l’accouplement défini par la formule
[x, y]dif = résL((σ−1(x) ∧ y)⊗ e∨ωD),
7. L’action de Γ sur dt est donnée par σa(dt) = adt.
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où résL : L∞((t))dt → L est défini comme la composée de l’application résidu L∞((t)) →
L∞ et la trace de Tate normalisée limn→+∞ 1[Ln:L]TrLn/L : L∞ → L. L’accouplement [ , ]dif
satisfait [σax, σay]dif = ωD(a)[x, y]dif et on a donc aussi
[x, y]dif = ωD(−1)résL((x ∧ σ−1(y))⊗ e∨ωD).
Comme [D+dif , D
+
dif ]dif = 0, l’accouplement [ , ]dif induit un accouplement
[ , ]dif : D
+
dif ×D−dif → L.
Si φ ∈ LAc(Q×p , D−dif)Γ, z ∈ Π∗ ⊗ ωD et N  0, la formule
[z, φ] =
∑
i∈Z
ωD(p
−i)[ϕ−NResZp(
(
pi+N 0
0 1
)
z, φ(pi))]dif (4.1)
ne dépend pas de N (assez grand) et définit une forme linéaire continue (car la somme
est finie, φ étant à support compact) sur Π∗ ⊗ ωD et fournit donc un plongement ι :
LAc(Q
×
p , D
−
dif)
Γ → Π caractérisé par
[z, ι(φ)]P1 = [z, φ]
pour tout z ∈ Π∗ ⊗ ωD.
Proposition 4.3.2. (cf. [24], prop. 2.13) L’image de ι est incluse dans Πu+−fini et la
composition K ◦ ι : LAc(Q×p , D−dif)Γ → LArc(Q×p , D−dif)Γ est l’inclusion naturelle.
Terminons en remarquant (cf. [24], rem. 2.14) que, si D est de Rham non-triangulin,
alors
Π(D)u
+−fini = LAc(Q×p , D
−
dif)
Γ.
4.3.4 (ϕ,Γ)-modules de de Rham non triangulins de dimension 2
Soit M un (ϕ,N,GQp)-module irréductible de rang 2 : M est un L⊗K0-module libre
de rang 2 muni d’actions semi-linéaire de ϕ, d’un opérateur linéaire N : M →M vérifiant
Nϕ = pϕN et d’une action semi-linéaire de GQp (agissant à travers le groupe fini GQp/GK),
commutant avec ϕ et N et telle que l’action du groupe d’inertie de GQp soit absolument
irréductible. Soit
∆ = ∆(M) = (RK ⊗K0 M)Gal(K∞/F∞),
qui est un (ϕ,Γ)-module de rang 2 sur R, de Rham à poids de Hodge-Tate 0 et 0 (cf.
section 3.2.3).
Notons
MdR = (K ⊗K0 M)GQp ,
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qui est un L-espace vectoriel de dimension 2. On a D+dif,n(∆) = Ln[[t]] ⊗MdR pour n ≥
m(∆). Si k ≥ 1 et L ⊆MdR est une droite, on pose
∆k,L = {z ∈ ∆[1/t] : ϕ−n(z) ∈ Ln[[t]]⊗L + tkLn[[t]]⊗MdR pour n 0},
qui est un (ϕ,Γ)-module de rang 2 sur R, de Rham à poids de Hodge-Tate 0 et k.
4.3.5 Techniques de changement de poids
Nous aurons besoin de certain résultats de Colmez concernant les vecteurs localement
algébriques des représentations de GL2(Qp) associées aux représentations de de Rham par
la correspondance de Langlands p-adique (cf. [24]). Dans [24] (cf., par exemple, thm. 0.6),
on construit, pour k ∈ Z, une représentation localement analytique irréductible Π(∆, k) de
G, à caractère central xkω∆ en tordant convenablement l’action de G sur le module ∆P1.
Plus précisément, si a, c ∈ Qp ne sont pas tous les deux nuls, on montre que l’opérateur
c∂ + a agissant sur ∆  P1 est bijective et on définit, pour n’importe quel entier k ∈ Z,
une action de G sur ∆P1 par la formule 8
(
a b
c d
) ∗k v = (c∂ + a)k · (( a bc d ) · v).
En particulier, si w =
(
0 1
1 0
)
dénote l’involution, on a
w ∗k v = ∂k · (w · v).
On note (∆P1)[k] le G-module ∆P1 muni de l’action ∗k. Le sous-module Π(∆)∗⊗ω∆
de ∆  P1 est stable par l’action ∗k de G et on note Π(∆, k) le quotient de (∆  P1)[k]
par Π(∆)∗ ⊗ ω∆, qui est une représentation de G de type analytique.
La représentation Π(∆, k) vérifie les propriétés suivantes :
— Π(∆)∗⊗ω∆, vu comme sous module de (∆P1)[k], est isomorphe à Π(∆,−k)∗⊗ω∆,
d’où une suite exacte de G-modules
0→ Π(∆,−k)∗ ⊗ ω∆ → (∆P1)[k]→ Π(∆, k)→ 0.
— Il existe une représentation lisse LLp(∆) de G qui ne dépend ni du poids ni de la
filtration, de caractère central xω∆, telle que
Π(∆, k)alg = (LLp(∆)⊗ Symk−1)⊗MdR,
8. Dans [24], la formule donnée pour l’action de G est
(
a b
c d
)∗kv = (−c∂+a)k ·(( a bc d )·v). Le changement
de signe ci-dessous est justifié par les différents normalisations entre [24] et ce travail (qui reprend plutôt
les normalisations de [21] !) pour la représentation Symk−1. Ce changement élimine certaines nuisances des
signes.
4.3. AUTOUR DE LA CORRESP. DE LANGLANDS P -ADIQUE POUR GL2(QP ) 99
où Π(∆, k)alg dénote les vecteurs localement algébriques de la représentation Π(∆, k),
et Symk−1 est la puissance symétrique de la représentation évidente de G.
— Π(∆k,L ) = Π(∆, k)/((LLp(∆)⊗ Symk−1)⊗L ).
— Π(∆k,L )alg = (LLp(∆)⊗ Symk−1)⊗ (MdR/L ).
4.3.6 Modèles de Kirillov
Les représentations Π(∆) et Π(∆, k) sont isomorphes, à torsion par un caractère près,
en tant que B-représentations et l’application v 7→ Kv de la section précédente fournit
donc un modèle de Kirillov pour Π(∆, k)u+−fini dans LArc(Q×p ,∆
−
dif)
Γ et où l’action de B
est donnée par
(
(
a b
0 d
) ∗k φ)(x) = akω∆(d)[εbx/d]φ(ax/d).
Ceci induit aussi des modèles de Kirillov pour Π(∆, k)alg, ainsi que pour LLp(∆) et Π(D)alg.
Soient L1,L2 ⊆ MdR deux droites et soit WLi = ker(Π(∆, k) → Π(∆k,Li)), qui
est une représentation localement algébrique de G. On a Π(∆, k)alg = WL1 ⊕ WL2 et
WLi = LLp(∆) ⊗ Symk−1 ⊗ Li. Enfin, on a le diagramme commutatif suivant, où les
flèches horizontales sont des injections et les verticales des isomorphismes de G-modules,
qui met en scène tous les personnages introduits ci-dessus et qui sera très utile pour nos
calculs futurs.
WLi
//
o

Π(∆, k)alg //
o

Π(∆, k)u
+−fini
o

LAc(Q
×
p , L
−k
dif ⊗Li)Γ // LAc(Q×p , L−kdif ⊗MdR)Γ // LAc(Q×p ,∆−dif)Γ,
(4.2)
où l’on a noté L−kdif = (t
−kL∞[t]/L∞[t]).
Remarque 4.3.3. Si e1, e2 la base canonique de L2 sur L, on a Symk−1 = ⊕k−1j=0L · ej1ek−1−j2
et l’action de G est donnée par
(
a b
c d
) · ej1ek−1−j2 = (ae1 + ce2)j(be1 + de2)k−1−j .
En particulier, on a
w · ej1ek−1−j2 = ek−1−j1 ej2.
On a, pour chaque i = 1, 2, un isomorphisme B-équivariant (cf. [21] VI.2.5)
ιi : LCc(Q
×
p , L∞)
Γ ⊗ Symk−1 ⊗ det−k ∼−→ LAc(Q×p , L−kdif ⊗Li)Γ,
φ⊗ ej1ek−1−j2 7→ [x 7→ (k − 1− j)!φ(x)(xt)j−k ⊗ fi],
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où B agit sur LCc(Q×p , L∞)Γ via la formule
(
(
a b
0 d
) · φ)(x) = (xω∆)(d)ψ(bx/d)φ(ax/d)
et sur le module de droite par l’action ∗k décrite ci-dessus. Cet isomorphisme devient un
isomorphisme G-équivariant si l’on munit ces espaces d’une action de G via les bijections
LLp(∆)
∼−→ LCc(Q×p , L∞)Γ et WLi ∼−→ LPc(Q×p , L−kdif ⊗Li)Γ.
Lemme 4.3.4. Soient k, j ∈ Z. Alors
1. On a w · ∂ = ∂−1 · w sur ∆P1.
2. [g ∗−k x, y]P1 = ω∆(det g)[x, g−1 ∗k y]P1 , pour x, y ∈ ∆P1, g ∈ G.
Démonstration. Cf [24], prop. 3.6 pour le premier point. Le deuxième point est une ré-
écriture de la formule [g ∗−k x, g ∗k y]P1 = [g · x, g · y]P1 de [24], prop. 3.13.iii à l’aide de
l’identité [g · x, g · y]P1 = ω∆(det g)[x, y]P1 . En effet, on a
[g ∗−k x, y]P1 = [g ∗−k x, g ∗k (g−1 ∗k y)]P1
= [g · x, g · (g−1 ∗k y)]P1
= ω∆(det g)[x, g
−1 ∗−k y]P1
4.4 Une équation fonctionnelle locale
4.4.1 Vecteurs propres de ψ
Lemme 4.4.1. Si D ∈ ΦΓét(R) et α ∈ O×L , l’application ResZp induit un isomorphisme
(Π(D)∗ ⊗ ωD)
(
p 0
0 1
)
=α−1 → Dψ=α.
Démonstration. Notons 9 D0 ∈ ΦΓét(E ) le (ϕ,Γ)-module correspondant à D, i.e (D0)rig =
D. Si z ∈ Dψ=α0 , l’élément (z)n≥0 appartient à (D\0  Qp)
(
p 0
0 1
)
=α−1 et, par [22], prop.
II.5.6, l’application x 7→ ResZp(x) définit un isomorphisme
(D]0 Qp)
(
p 0
0 1
)
=α−1
= (D\0)
ψ=α → Dψ=α0 .
Si D0 est absolument irréductible, alors D
\
0 = D
]
0 et, par [15], prop. III.23 (voir ainsi la
9. La preuve du lemme pour le cas étale se trouve dans [15], rem. V.14. On donne quand même l’argu-
ment ci-dessous.
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remarque III.8), l’application x 7→ (ResZp(
(
pn 0
0 1
)
x))n≥0 induit un isomorphisme
D\0 P1 → D\0 Qp,
ce qui permet conclure que ResZp induit un isomorphisme
(Π(D0)
∗ ⊗ ωD)
(
p 0
0 1
)
=α → Dψ=α0 .
Par [21], prop. V.1.18, on a Dψ=1 = R+(Γ) ⊗Λ Dψ=10 , ce qui implique la surjectivité
de la restriction ResZp : (Π(∆)∗ ⊗ ω∆)
(
p 0
0 1
)
=α−1 → Dψ=α. Comme elle est aussi injective
(cf. par exemple [24], prop. 2.20), on en déduit qu’elle est un isomorphisme, ce qui finit la
démonstration.
Lemme 4.4.2. Soit ∆ ∈ ΦΓ(R) irréductible, de rang 2 et de Rham à poids de Hodge-Tate
nuls. Alors
Si vp(ω∆) ∈ 2 · Z, si α ∈ O×L et r ∈ Z, l’application ResZp induit un isomorphisme
(Π(∆)∗ ⊗ ω∆)
(
p 0
0 1
)
=α−1p−r → ∆ψ=αpr .
Démonstration. Remarquons d’abord que, si ∆ est irréductible, l’opérateur ∂r induit (cf.
[24], prop. 3.16 et prop. 3.6) des bijections
(Π(∆)∗ ⊗ ω∆)
(
p 0
0 1
)
=α−1 → (Π(∆)∗ ⊗ ω∆)
(
p 0
0 1
)
=α−1p−r
et des bijections
∆ψ=α → ∆ψ=αpr ,
car ∂ est bijective sur ∆ (cf. [24], rem. 1.4 ainsi que 3.2) et car on a la relation ψ◦∂ = p·∂◦ψ.
Soit δ tel que ∆ ⊗ δ est étale. On sait alors que ω∆(δ) = ω∆ ⊗ δ2 est unitaire et
donc vp(δ(p)) = −12vp(ω∆(p)) ∈ Z. Alors Π(∆) = Π(∆(δ)) ⊗ (δ−1 ◦ det) et Π(∆)∗ =
Π(∆(δ))∗ ⊗ (δ ◦ det), d’où on déduit que
(Π(∆)∗)
(
p 0
0 1
)
=α−1
= (Π(∆(δ))∗)
(
p 0
0 1
)
=α−1δ(p)−1 ⊗ (δ ◦ det),
pour tout α ∈ L. En posant α = α′ · p−vp(δ(p)), α′ ∈ OL (de sorte que α−1δ(p)−1 ∈ O×L ),
dans l’égalité ci-dessus, on déduit du lemme précédent que ResZp induit un isomorphisme
(Π(∆)∗ ⊗ ω∆)
(
p 0
0 1
)
=α → ∆ψ=α,
pour tout α = α′p−vp(δ(p)), α′ ∈ O×L . Enfin, comme vp(δ(p)) ∈ Z on conclut en appliquant
∂vp(δ(p))+r des deux côtés.
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Remarque 4.4.3. La condition du lemme est vrai dès que l’on sait qu’il existe D ∈ ΦΓét(R)
tel que ∆ = Nrig(D), ce qui est toujours le cas que l’on considère dans ce texte.
4.4.2 Théorie d’Iwasawa tordue
Si α ∈ L× et z ∈ ∆ψ=α, les valeurs
lim
m→+∞α
−mp−mTrLm/L([ϕ
−mz]0)
ne dépendent pas de m assez grand et, pour η : Z×p → L× un caractère localement constant
et j > 0, on pose
exp∗(
∫
Γ
χ−j ·µz) = lim
m→+∞α
−mp−mTrLm/L([ϕ
−m(z⊗e−j)]0) ∈ DdR(∆(χ−j)) = MdR⊗edR−j .
Observons que ϕ−m(z ⊗ e−j) = pmjϕ−mz ⊗ e−j et que, si ϕ−nz =
∑
l≥0 alt
l, al ∈ Lm ⊗
DdR(∆), alors
[ϕ−mz ⊗ e−j ]0 = aj ⊗ tjej = aj ⊗ edR−j ∈ Lm ⊗MdR ⊗ edR−j .
Remarquons que si α = 1 on obtient la formule de la proposition 3.2.12. De même, on pose
exp−1(
∫
Γ
χj · µz) = (−1)j(j − 1)! lim
m→+∞α
−mp−mTrLm/L([ϕ
−m(∂−jz ⊗ t−jej)]0),
qui est un élément dans DdR(∆(χj)) = MdR ⊗ edRj , où, si ϕ−m(∂−jz) =
∑
l≥0 blt
l, bl ∈
Lm ⊗DdR(∆), alors
[ϕ−m(∂−jz ⊗ t−jej)]0 = pmjb0 ⊗ edRj ∈ Lm ⊗MdR ⊗ edRj .
Notons que, grâce à la loi de réciprocité 3.2.10, ceci est cohérent si α = 1.
4.4.3 Dualité et modèle de Kirillov (encore)
Considérons dans la suite le modèle de Kirillov de Π(∆)u+−fini à valeurs dans le module
LAc(Q
×
p ,∆
+
dif)
Γ. Si α ∈ L× et si z ∈ ∆ψ=α, l’image de z par l’inverse de l’isomorphisme
du lemme 4.4.2 ci-dessus est un élément de (Π(∆)∗ ⊗ ω∆)
(
p 0
0 1
)
=α−1 que l’on note z˜. On
a donc a ResZp(
(
pi+n 0
0 1
)
z˜) = ResZp(α
−(i+n)z˜) = α−(i+n)z et, si φ ∈ LArc(Q×p ,∆−dif)Γ, la
formule (4.1) pour l’accouplement prend la forme très simple suivante :
[z˜, φ] =
∑
i∈Z
ω∆(p
−i)α−(i+n)[ϕ−nz, φ(pi))]dif , (n 0)
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Plus généralement, si j ∈ Z, on peut appliquer ∂j à z˜ pour obtenir un élément dans
(Π(∆)∗ ⊗ ω∆)
(
p 0
0 1
)
=α−1p−j et on a
[∂j z˜, φ] =
∑
i∈Z
ω∆(p
−i)α−(i+n)p−j(i+n)[ϕ−n∂jz, φ(pi))]dif .
Rappelons que l’on a fixé une base f1, f2 deMdR. Les éléments 1⊗f1, 1⊗f2 forment une
base du L∞((t))-espace vectoriel ∆dif = L∞((t))⊗MdR et l’on identifie (1⊗f1)∧(1⊗f2) =
Ω−1dt⊗ eω∆ sous l’isomorphisme ∧2Ddif = (L∞((t))dt)⊗ ωD.
4.4.4 Exponentielle duale et accouplement [ , ]P1
Suivant Nakamura (cf. [49]), on définit, pour η un caractère d’ordre fini, k ≥ 1, i ∈ {1, 2}
et m ∈ Z, la fonction f iη,k,m ∈ LAc(Qp,∆−dif)Γ par la formule
f iη,k,m(p
na) =
{
(−1)i+1(k − 1)!σa(G(η)−1t−k)⊗ fi si n = m
0 si n 6= m
Notons que, pour a ∈ Z×p , on a tout simplement
f iη,k,m(p
ma) = (−1)i+1(k − 1)!η(a)a−kG(η)−1t−k ⊗ fi.
Proposition 4.4.4. Soient α ∈ L×, z ∈ ∆ψ=αω−1∆ (p), η : Z×p → L× un caractère d’ordre
fini, k ≥ 1 un entier, j ∈ Z tel que j > −k, i ∈ {1, 2} et m ∈ Z. Notons zˇ = z ⊗ e∨ω∆ ∈
∆ˇψ=α. Alors
〈exp∗(
∫
Γ
ηχ−j−k ·µzˇ)⊗edR,∨η,−j−k,ω∨∆ , fi〉dR =
p− 1
p
αmpmjη(−1)ω∆(−1)(−1)
k
(j + k − 1)! [∂
j z˜, f3−iη,k,m]P1 .
Démonstration. Traitons le cas i = 1, l’autre étant évidement analogue. On a, pour n 0,
exp∗(
∫
Γ
ηχ−j−k · µzˇ) = exp∗(
∫
Γ
1 · (µz ⊗ eη ⊗ e−j−k ⊗ e∨ω∆))
= α−np−nTrLn/L([ϕ
−n(z ⊗ eη,−j−k,ω∨∆)]0),
Comme ϕ−n(eη,−j−k,ω∨∆) = ω∆(p)
neη,−j−k,ω∨∆ , on a
[ϕ−n(z ⊗ eη,−j−k,ω∨∆)]0 = ω∆(p)
n[ϕ−nz ⊗ eη,−j−k,ω∨∆ ]0.
Clarifions la notation utilisée. L’élément ϕ−nz ⊗ eη,−j−k,ω∨∆ appartient à
Ln[[t]]⊗DdR(∆(ηχ−j−kω−1∆ )) = Ln[[t]]⊗MdR ⊗ L · edRη,−j−k,ω∨∆
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et peut être exprimé sous la forme x ⊗ edRη,−j−k,ω∨∆ , pour x = G(η)
−1t1−k−jΩ−1ϕ−nz ∈
Ln((t))⊗MdR. Si on écrit ϕ−nz sous la forme
∑
l≥0 alt
l, on a alors
[ϕ−nz ⊗ eη,−j−k,ω∨∆ ]0 = G(η)
−1Ω−1aj+k−1 ⊗ edRη,−j−k,ω∨∆ .
Notons que l’élément edRη,−j−k,ω∨∆ est invariant par Γ et commute donc à TrLn/L. On en
déduit
TrLn/L([ϕ
−n(z⊗eη,−j−k,ω∨∆)]0) = ω∆(p)
n ·TrLn/L(G(η)−1Ω−1[t−j−k+1ϕ−nz]0)⊗edRη,−j−k,ω∨∆
En utilisant la formule [t−j−k+1ϕ−nz]0 = [ϕ−nz]j+k−1 = p
−n(j+k−1)
(j+k−1)! [ϕ
−n∂j+k−1z]0 on en
déduit
exp∗(
∫
Γ
ηχ−j−k · µzˇ)⊗ edR,∨η,−j−k,ω∨∆
=
ω∆(p)
n
(j + k − 1)! · α
−np−n(j+k)TrLn/L(G(η)
−1Ω−1[ϕ−n∂j+k−1z]0).
Enfin, en projetant vers la droite engendrée par f1 on obtient la formule
〈exp∗(
∫
Γ
ηχ−j · µzˇ)⊗ edR,∨η,−j,ω∨∆ , f1〉dR
=
ω∆(p)
n
(j + k − 1)! · α
−np−n(j+k)TrLn/L(G(η)
−1Ω−1〈[ϕ−n∂j+k−1z]0, f1〉dR).
Par ailleurs, z ∈ Dψ=αω−1∆ (p) 10 et, si n 0, on a
[∂j z˜, f2η,k,m]P1 =
∑
i∈Z
ω∆(p)
nα−i−np−j(i+n)[ϕ−n∂jz, f2η,k,m(p
i))]dif .
Comme f2η,k,m(p
i) = 0 dès que i 6= m, cette expression coïncide avec
ω∆(p)
nα−m−np−j(m+n)(k − 1)![ϕ−n∂jz,G(η)−1t−k ⊗ f2]dif
et, par définition de l’accouplement [ , ]dif (notons que l’on a une égalité σ−1(G(η)−1t−k⊗
f2) = η(−1)(−1)k(G(η)−1t−k ⊗ f2), ceci est égale à
ω∆(p)
nα−m−np−j(m+n)ω∆(−1)η(−1)(−1)k(k−1)!résL((ϕ−n∂jz∧(G(η)−1t−k⊗f2))⊗e∨ω∆).
Nous étendons l’accouplement 〈 , 〉dR par L∞((t))-linéarité en un accouplement 11 〈 , 〉dR :
10. et donc, rappelons-le, ∂j z˜ ∈ (Π(∆)∗)
(
p 0
0 1
)
=α−1ω∆(p)p−j
11. Rappelons que ∆dif = L∞((t))⊗MdR.
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∆dif ×∆dif → L∞((t)) de sorte qu’on a la formule
x∧ (h⊗ fi) = h〈x, 1⊗ f3−i〉dR((1⊗ f3−i)∧ (1⊗ fi)) = h〈x, 1⊗ f3−i〉dR(−1)i+1Ω−1dt⊗ eω∆ ,
pour x ∈ ∆dif , h ∈ L∞((t)) et i = 1, 2. Ceci donne
résL((ϕ−n∂jz ∧ (G(η)−1t−k ⊗ f2)⊗ ω∨∆) = résL(G(η)−1Ω−1t−k+1〈ϕ−n∂jz, 1⊗ f1〉dRt−1dt)
= TQp(G(η)
−1Ω−1〈[ϕ−n∂jz]k−1, f1〉dR).
Enfin, la formule [ϕ−nz]k−1 = p
−n(k−1)
(k−1)! [ϕ
−n∂k−1z]0 et l’égalité TQp =
p
p−1p
−nTrLn/L
montrent que [∂j z˜, f2η,k,m]P1 est donné par la formule
p
p− 1ω∆(p)
nα−m−np−j(m+n)ω∆(−1)η(−1)(−1)kp−nkTrLn/L(G(η)−1Ω−1〈[ϕ−n∂j+k−1z]0, f1〉dR)
=
p
p− 1α
−mp−mjω∆(−1)η(−1)(−1)k(j + k − 1)!〈exp∗(
∫
Γ
ηχ−j · µzˇ)⊗ edR,∨η,−j,ω∨∆ , f1〉dR
ce qui permet de conclure.
4.4.5 Exponentielle et accouplement [ , ]P1
On définit, pour η un caractère d’ordre fini, i = 1, 2 et m ∈ Z, la fonction giη,m ∈
LAc(Qp,∆
−
dif)
Γ par la formule
giη,m(p
na) =
{
(−1)i+1σa(G(η)−1Ωt−1)⊗ fi si n = m
0 si n 6= m
Pour a ∈ Z×p , on a donc
giη,m(p
ma) = (−1)i+1η(a)det∆(a) · (G(η)−1Ω) · (at)−1 ⊗ fi.
Proposition 4.4.5. Soient α ∈ L×, z ∈ ∆ψ=α, η un caractère d’ordre fini, i ∈ {1, 2} et
j ≥ 1. Alors
〈exp−1(
∫
Γ
ηχj ·µz)⊗edR,∨η,j , fi〉dR =
p− 1
p
(−1)j(j−1)!η(−1)ω∆(p)mαmp−jm[∂−j z˜, g3−iη,m]P1 .
Démonstration. On a, pour n 0,
exp−1(
∫
Γ
ηχj · µz) = exp−1(
∫
Γ
χj · (µz ⊗ eη))
= (−1)j(j − 1)!α−np−nTLn/L([ϕ−n(∂−jz ⊗ eη ⊗ t−jej)]0)
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et comme ϕ−n(eη ⊗ t−jej) = pnjeη ⊗ t−jej , on a
TLn/L([ϕ
−n(∂−jz ⊗ eη ⊗ t−jej)]0) = pnjTLn/L([ϕ−n∂−jz ⊗ eη ⊗ t−jej ]0).
Comme précédemment, l’élément ϕ−n∂−jz⊗eη⊗t−jej appartient à Ln[[t]]⊗DdR(∆(ηχj)) =
Ln[[t]] ⊗ MdR ⊗ L · edRη,j et peux donc être exprimé sous la forme x ⊗ edRη,j , avec x =
G(η)−1ϕ−n∂−jz ∈ Ln[[t]]⊗MdR. On a alors
[ϕ−n∂−jz ⊗ eη ⊗ t−jej ]0 = G(η)−1[ϕ−n∂−jz]0 ⊗ edRη,j .
Notons finalement que l’élément edRη,j est invariant par Γ et commute donc à la trace, ce
qui donne
TLn/L([ϕ
−n(∂−jz ⊗ eη ⊗ t−jej)]0) = pnjTLn/L(G(η)−1[ϕ−n∂−jz]0)⊗ edRη,j ,
et, en accouplant avec f1, on en déduit la formule
〈exp−1(
∫
Γ
ηχj · µz)⊗ edR,∨η,j , f1〉dR = (−1)j(j − 1)!α−npn(j−1)TLn/L(G(η)−1〈[ϕ−n∂−jz]0, f1〉dR).
(4.3)
Par ailleurs,
(
p 0
0 1
) · z˜ = α−1z˜ et agit donc sur ∂−j z˜ ∈ Π(∆) par multiplication par
α−1pj . On a, pour n 0, la formule pour
[∂−j z˜, g2η,m]P1
=
∑
i∈Z
ω∆(p
−i)α−i−npj(i+n)[ϕ−n∂−jz, g2η,m(p
i))]dif
= ω∆(p)
−mα−m−npj(m+n)[ϕ−n∂−jz,G(η)−1Ωt−1 ⊗ f2)]dif
= ω∆(p)
−mα−m−npj(m+n)ω∆(−1)résL((ϕ−n∂−jz ∧ σ−1(G(η)−1Ωt−1 ⊗ f2))⊗ e∨ω∆),
où la première égalité est la formule pour l’accouplement [ , ]P1 en termes du modèle
de Kirillov, la deuxième suit de ce que g2η,m(pi) = 0 dès que i 6= m, et la troisième
est juste la définition de l’accouplement [ , ]dif . Comme σ−1(G(η)−1) = η(−1)G(η)−1,
σa(Ωt
−1) = det∆(a)a−1Ωt−1 = ω∆Ωt−1, on a
résL((ϕ−n∂−jz ∧ σ−1(G(η)−1Ωt−1 ⊗ f2))⊗ e∨ω∆)
= ω∆(−1)η(−1)résL((ϕ−n∂−jz ∧ (G(η)−1Ωt−1 ⊗ f2))⊗ e∨ω∆).
Or, la formule
x∧ (h⊗ fi) = h〈x, 1⊗ f3−i〉dR((1⊗ f3−i)∧ (1⊗ fi)) = h〈x, 1⊗ f3−i〉dR(−1)i+1Ω−1dt⊗ eω∆ ,
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x ∈ ∆dif , h ∈ L∞((t)) et i = 1, 2, et la définition de résL comme la composée du résidu
avec la trace de Tate normalisée donnent
résL((ϕ−n∂−jz∧(G(η)−1Ωt−1⊗f2))⊗e∨ω∆) =
p
p− 1p
−nTrLn/L(G(η)
−1〈[ϕ−n∂−jz]0, f1〉dR).
On conclut alors que
[∂−j z˜, g2η,m]P1 =
p
p− 1ω∆(p)
−mα−m−npj(m+n)η(−1)p−nTrLn/L(G(η)−1〈[ϕn∂−jz]0, f1〉dR).
Enfin, en comparant avec la formule (4.3) on conclut que
[∂−j z˜, g2η,m]P1 =
p
(p− 1)
(−1)j
(j − 1)!η(−1)ω∆(p)
−mα−mpjm〈exp−1(
∫
Γ
ηχj · µz)⊗ edR,∨η,j , f1〉dR,
et on finit la preuve.
4.4.6 Vecteurs localement algébriques
La représentation Π(∆) ne possède pas de vecteurs localement algébriques et on va
tordre l’action de G de sorte que l’on fasse en apparaître, ce qui nous permettra de regarder
les fonctions f iη,k,m et g
i
η,m comme des éléments du modèle de Kirillov d’une certaine
représentation localement algébrique.
Reprenons les notations de la section 4.3.5 et notons pi = LLp(∆) dans la suite. Rap-
pelons qu’on a la relation ωpi = xω∆ entre les caractères centraux de Π(∆) et pi. Soit
k ≥ 1 et soit i ∈ {1, 2}. On peut regarder les fonctions f iη,k,m et giη,m comme des élé-
ments de LAc(Q×p , L−k∞ ⊗MdR)Γ qui, d’après le diagramme (4.2), s’identifie aux vecteurs
localement algébriques Π(∆, k)alg de la représentation Π(∆, k). Rappelons l’on dispose des
isomorphisme de G-modules (cf. remarque 4.3.3)
ιi : LCc(Q
×
p , L∞)
Γ ⊗ Symk−1 ⊗ det−k ∼−→ LAc(Q×p , L−kdif ⊗MdR)Γ,
φ⊗ ej1ek−1−j2 7→ [x 7→ (k − 1− j)!φ(x)(xt)j−k ⊗ fi], 0 ≤ j ≤ k − 1.
Alors
— On a 12 f iη,k,m(p
na) = 0 si n 6= m et
f iη,k,m(p
ma) = (k − 1)!G(η)−1η(a)(at)−k ⊗ fi
= (k − 1)!pmkG(η)−1η(pma)(pmat)−k ⊗ fi
et donc
ι−1i (f
i
η,k,m) = p
mkG(η)−1ξη,m ⊗ e01ek−12 .
12. Observons que η est vu comme un caractère sur Q×p en posant η(p) = 1.
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— On a giη−1,m(p
na) = 0 si n 6= m et
giη−1,m(p
ma) = (G(η−1)−1Ω) · η−1(a)det∆(a) · (at)−1 ⊗ fi
= (det∆(p)p
−1)−m · (G(η−1)−1Ω) · η−1(pma)det∆(pma) · (pmat)−1 ⊗ fi
= ω∆(p)
−m · (G(η−1)−1Ω) · η−1(pma)ωpi(pma) · (pmat)−1 ⊗ fi,
où pour la dernière égalité on a utilisé det∆(a) = ωpi(a). D’où
ι−1i (g
i
η−1,m) = ω∆(p)
−m · (G(η−1)−1Ω) · ξη−1ωpi ,m ⊗ ek−11 e02.
Lemme 4.4.6. Soient k ≥ 1 et i ∈ {1, 2}. On a
w ∗k f iη,k,m = (−1)kpmkη(−1)ω∆(p)−c(pi⊗η
−1)−mΩ−1
G(η−1)
G(η)
ε(pi ⊗ η−1)giη−1,−c(pi⊗η−1)−m
Démonstration. Par la discussion précédente et la proposition 4.2.2, on a
w ∗k f iη,k,m = ι
((
0 1
1 0
) · (pmkG(η)−1 · (ξη,m ⊗ e01ek−12 )))
= (−1)kpmkη(−1)G(η)−1ε(pi ⊗ η−1)ι(ξη−1ωpi ,−c(pi⊗η−1)−m ⊗ ek−11 e02)
= (−1)kpmkη(−1)ω∆(p)−c(pi⊗η−1)−mΩ−1G(η
−1)
G(η)
ε(pi ⊗ η−1)giη−1,−c(pi⊗η−1)−m,
où dans la deuxième égalité on a utilisé le fait que det
(
0 1
1 0
)
= −1. Ceci permet de conclure.
4.5 L’équation fonctionnelle : cas de poids de Hodge-Tate
nuls
4.5.1 Côté Iwasawa
Si α ∈ L× et z ∈ ∆ψ=α, on note ω∆(z) = ResZp(w · z˜) ∈ ∆ψ=αω
−1
∆ (p). C’est aussi
l’unique élément x tel que (1 − αω−1∆ (p)ϕ)x = ωD · (1 − αϕ)z. On est maintenant en
condition de montrer le résultat principal de cette section
Théorème 4.5.1. Soient α ∈ L×, z ∈ ∆ψ=α et notons zˇ = w∆(z)⊗ e∨ω∆ ∈ ∆ˇψ=α. Soient
η : Z×p → L× un caractère d’ordre fini, i ∈ {1, 2} et m ∈ Z. Alors
exp∗(
∫
Γ
ηχ−j · µzˇ)⊗ edR,∨η,−j,ω∨∆ = C(∆, η, j) · exp
−1(
∫
Γ
η−1χj · µz)⊗ edR,∨η−1,j ,
où
C(∆, η, j) = η(−1) (−1)
j
(j − 1)!2 · Ω
−1G(η−1)
G(η)
ε(pi ⊗ η−1 ⊗ | · |j) · αc(pi⊗η−1),
pour tout j ≥ 1.
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Démonstration. Il suffit de montrer le résultat en projetant sur fi, pour i ∈ {1, 2}. Soient
j ≥ 0 et k ≥ 1 et notons
Ai = 〈exp∗(
∫
Γ
ηχ−j−k · µzˇ)⊗ edR,∨η,−j−k,ω∨∆ , fi〉dR,
Bi = 〈exp−1(
∫
Γ
η−1χj+k · µz)⊗ edR,∨η−1,j+k, fi〉dR.
En posant m = 0 dans la formule de la proposition 4.4.4 on obtient
Ai =
p− 1
p
η(−1)ω∆(−1)(−1)
k
(j + k − 1)! [∂
jw · z˜, f3−iη,k,0]P1 .
Or, on a
∂jw · z˜ = w · ∂−j z˜ = w · ∂k∂−j−kz˜ = w ∗−k ∂−j−kz˜
et, en utilisant la formule [g ∗−k x, y]P1 = ω∆(det g)[x, g−1 ∗k y]P1 du lemme 4.3.4, on en
déduit
[∂jw · z˜, f3−iη,k,0]P1 = ω∆(−1)[∂−j−kz˜, w ∗k f3−iη,k,0]P1 .
Grâce au lemme 4.4.6, on sait que
[∂−j−kz˜, w∗kf3−iη,k,0]P1 = (−1)kη(−1)ω∆(p)−c(pi⊗η
−1)Ω−1
G(η−1)
G(η)
ε(pi⊗η−1)[∂−j−kz˜, giη−1,−c(pi⊗η−1)]P1 .
Enfin, en appliquant le lemme 4.4.5 avec j = j + k, on a
[∂−j−kz˜, giη−1,−c(pi⊗η−1)]P1 =
p
p− 1
(−1)j+k
(j + k − 1)!η(−1)(ω∆(p)αp
−j−k)c(pi⊗η
−1)Bi.
Observons que ε(pi ⊗ η−1)p−c(pi⊗η−1)(j+k) = ε(pi ⊗ η−1 ⊗ | · |j+k). En simplifiant toutes ces
jolies formules, on obtient
Ai = η(−1) (−1)
j+k
(j + k − 1)!2 Ω
−1G(η−1)
G(η)
ε(pi ⊗ η−1 ⊗ | · |j+k) · αc(pi⊗η−1)Bi.
Comme j ≥ 0 et k ≥ q on été choisis arbitrairement, ceci achève la démonstration.
Remarque 4.5.2.
— Le même genre de calculs ont été faits par Nakamura (cf. [49], proposition 3.15) dans
la bande critique, ce qui lui permet de démontrer la conjecture ε locale de Kato (cf.
[49] thm. 1.1) pour les représentations de de Rham de dimension 2 à poids de Hodge-
Tate k1 ≤ 0 et k2 ≥ 1. Les calculs ci-dessus permettent, de la même manière, prouver
cette conjecture pour toute représentation de de Rham de dimension 2, comme on le
montre dans le chapitre suivant.
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— Si η : Z×p → L× est le caractère trivial, la constante C(∆, η, j) dévient
C(∆, η, j) =
(−1)j
(j − 1)!2 · Ω
−1ε(pi ⊗ | · |j) · αc(pi).
— La valeur Ω−1 apparaît aussi dans le terme de gauche comme facteur dans edR,∨
η,−j,ω∨∆ .
L’équation fonctionnelle du théorème ne dépend donc pas du choix de la base f1 et
f2 de DdR(∆).
4.5.2 Côté analytique
Le théorème 4.5.1 nous permet de montrer une équation fonctionnelle pour la fonction
ΛD,z.
Théorème 4.5.3. Soient z ∈ ∆ψ=1, zˇ = w∆(z)⊗ eω∨∆ ∈ ∆ˇψ=1 et notons zˇ(−1) = zˇ⊗ e−1.
Soit η : Z×p → L× un caractère de conducteur pn, n > m(∆), et soit c ∈ Q×p tel que
η(1 + x) = ψ(cηx) dès que vp(x) > n/2 (cf. prop. 4.2.1). Soient U∆ l’ouvert fourni par le
théorème 3.3.3 et κ tel que ηκ ∈ U∆. Alors
Λ∆ˇ(−1),zˇ(−1)(ηκχ
−1)⊗ edR,∨−1,ω∨∆ = −p
−nΩ−1ωpi(cη)−1Λ∆,z(η−1κ−1),
Démonstration. Le résultat est une paraphrase du théorème 4.5.1 en termes de la fonction
Λ∆,z. Par densité de Zariski des caractères ηxj dans B(η,N(∆)), il suffit de montrer le
résultat pour les caractères de la forme ηχj ∈ U∆, j ≥ 1.
Sous l’hypothèse sur le conducteur de η, on a c(pi ⊗ η−1) = 2n et, par la proposition
4.2.1,
ε(pi ⊗ η−1) = ωpi(cη)−1ε(η)−1 = ωpi(cη)−1p−nG(η)2.
En utilisant la formule G(η
−1)
G(η) = η(−1)pnG(η)−2 la constante C(∆, η, j) du théorème 4.5.1
dévient
C(∆, η, j) =
(−1)j
(j − 1)!2 · Ω
−1ωpi(cη)−1p−2nj .
Par ailleurs, on a, par les formules de la proposition 3.3.14 (noter que ∆ et ∆ˇ sont tous
les deux à poids de Hodge Tate positifs),
exp∗(
∫
Γ
ηχ−j · µzˇ)⊗ edR,∨η,−j = exp∗(
∫
Γ
ηχ−j+1 · µzˇ(−1))⊗ edR,∨η,−j
=
1
(j − 1)!p
−njΛ∆ˇ(−1),zˇ(−1)(ηχ
j−1)⊗ edR1 ∈ DdR(∆ˇ) = MdR ⊗ edRω∨∆ ,
exp−1(
∫
Γ
η−1χj · µz)⊗ edR,∨η−1,j = (j − 1)!(−1)j−1pn(j−1)Λ∆,z(ηχ−j) ∈MdR.
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On en déduit
Λ∆ˇ(−1),zˇ(−1)(ηχ
j−1)⊗ edR,∨−1,ω∨∆ = C(∆, η, j) · p
n(2j−1)(−1)j−1(j − 1)!2Λ∆,z(η−1χ−j),
et donc
Λ∆ˇ(−1),zˇ(−1)(ηχ
j−1)⊗ edR,∨−1,ω∨∆ = −p
−nΩ−1ωpi(cη)−1Λ∆,z(η−1χ−j),
et ceci conclut la preuve.
4.6 L’équation fonctionnelle : cas de poids de Hodge-Tate 0, k
Les équations fonctionnelles des théorèms 4.5.1 et 4.5.3 peuvent être tordues pour
obtenir des équations fonctionnelles analogues quand le (ϕ,Γ)-module est de Rham à poids
de Hodge-Tate 0, k ≥ 1.
Soient k ≥ 1, L ⊆ MdR une droite et notons D = ∆k,L . On a alors ωD = ω∆xk
et l’involution wD sur Dψ=0 est donnée par (la restriction à Dψ=0 de) l’action w∆∗−k =
∂−kw∆ = w∆∂k. Notons
∆ˇ[k] = ∆⊗ ω−1∆ x−k.
Ce module contient tous les duaux de Tate des (ϕ,Γ)-modules de la forme ∆k,L . Le module
D est à poids de Hodge-Tate 0, k et les poids de Hodge-Tate de Dˇ sont dont 1− k, 1, d’où
Dˇ(k − 1) est à poids 0, k.
Soit z ∈ Dψ=1 ⊆ ∆ψ=1 et soit y = (1− ϕ)z ∈ Dψ=0. Posons
yˇ = w∆(y)⊗ e∨ω∆ ∈ ∆ˇψ=0; zˇ = ResZp(w∆(z˜))⊗ e∨ω∆ ∈ ∆ˇψ=1,
yˇ[k] = wD(y)⊗ e∨ωD ∈ ∆ˇ[k]ψ=0; zˇ[k] = ResZp(wD(z˜))⊗ e∨ωD ∈ ∆ˇ[k]ψ=1,
On a bien 13
yˇ = (1− ϕ)zˇ, yˇ[k] = (1− ϕ)zˇ[k].
4.6.1 Côté Iwasawa
L’équation fonctionnelle du théorème 4.5.1 en poids de Hodge-Tate positifs prend la
forme suivante :
Théorème 4.6.1. On a
exp∗(
∫
Γ
ηχ−j · µzˇ[k])⊗ edR,∨η,−j,ω∨D = C(D, η, j) · exp
−1(
∫
Γ
η−1χj · µz)⊗ edR,∨η−1,j
13. (1 − ϕ)zˇ = (1 − ϕ)(ResZp(w∆(z˜)) ⊗ e∨ω∆) = (1 − ω∆(p)−1ϕ)ResZp(w∆(z˜)) ⊗ e∨ω∆ =
Res
Z×p
ResZp(w∆(z˜))⊗ e∨ω∆ = w∆(ResZ×p (z))⊗ e
∨
ω∆ = yˇ.
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où
C(D, η, j) = −η(−1)Γ
∗(−j + 1)
Γ∗(j + k)
· Ω−1G(η
−1)
G(η)
ε(pi ⊗ η−1 ⊗ | · |j)
pour tout j ≥ 1.
Démonstration. Rappelons que l’on a zˇ[k] = ∂−kResZp(w∆(z˜))⊗e∨ω∆⊗ex−k = ∂−kzˇ⊗ex−k .
On a alors, pour n 0,
exp∗(
∫
Γ
ηχ−j · µzˇ[k]) = p−nTrLn/L([ϕ−n(∂−kzˇ ⊗ eη ⊗ e−j ⊗ ex−k)]0)
= p−nTrLn/L([t
−k∂−kϕ−n(zˇ ⊗ eη ⊗ e−j)]0)⊗ tkex−k .
Observons que le terme [t−k∂−kϕ−n(zˇ ⊗ eη ⊗ e−j)]0 appartient à DdR(∆⊗ ω∨∆ ⊗ ηχ−j) =
DdR(D) ⊗ G(η)Ω−1t−j+1 · eη,−j,ω∨∆ . Si ϕ−nResZp(w∆(z˜)) =
∑
n alt
l, en utilisant l’égalité
t−k∂−k(altl) = 1(l+1)(l+2)...(l+k)alt
l pour l ≥ 0, on en déduit
[t−k∂−kϕ−n(zˇ ⊗ eη ⊗ e−j)]0 = ω∆(p)nG(η)−1Ω[t−k∂−k
∑
l
alt
l]j−1 ⊗ edRη,−j,ω∨∆
= ω∆(p)
nG(η)−1Ω
1
j(j + 1) · · · (j + k − 1)aj−1 ⊗ e
dR
η,−j,ω∨∆
=
1
j(j + 1) · · · (j + k − 1) [ϕ
−n(zˇ ⊗ η ⊗ e−j)]0.
Comme edR,∨
η,−j,ω∨D ⊗ t
kex−k = e
dR,∨
η,−j,ω∨∆ , on en déduit
exp∗(
∫
Γ
ηχ−j · µzˇ[k])⊗ edR,∨η,−j,ω∨D =
1
j(j + 1) · · · (j + k − 1) exp
∗(
∫
Γ
ηχ−j · µzˇ)⊗ edR,∨η,−j,ω∨∆ ,
Par le théorème 4.5.1 (appliqué avec η le caractère trivial), on a
exp∗(
∫
Γ
ηχ−j · µzˇ)⊗ edR,∨η,−j,ω∨∆ = C(∆, η, j) · exp
−1(
∫
Γ
η−1χj · µz)⊗ edR,∨η−1,j ,
où
C(∆, η, j) = η(−1) (−1)
j
(j − 1)!2 · Ω
−1G(η−1)
G(η)
ε(pi ⊗ η−1 ⊗ | · |j),
d’où
exp∗(
∫
Γ
ηχ−j · µzˇ[k])⊗ edR,∨η,−j,ω∨D
= η(−1) (−1)
j
(j + k − 1)!(j − 1)! · Ω
−1G(η
−1)
G(η)
ε(pi ⊗ η−1 ⊗ | · |j) · exp−1(
∫
Γ
η−1χj · µz)⊗ edR,∨η−1,j ,
ce qui montre le lemme.
Remarque 4.6.2. Si η : Z×p → L× est le caractère trivial, la constante C(D, η, j) du théo-
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rème 4.6.1 dévient
C(D, η, j) =
(−1)j
(j + k − 1)!(j − 1)! · Ω
−1ε(pi ⊗ | · |j).
4.6.2 Côté analytique
Lemme 4.6.3. Notons zˇ[k](k − 1) = zˇ[k]⊗ ek−1. Alors
ΛDˇ(k−1),zˇ[k](k−1)(ηχ
j) = pnkΛ∆ˇ(−1),zˇ(−1)(ηχ
j−k)⊗ edRk ⊗ tkex−k .
Démonstration. Ce résultat un peu tautologique suit directement de la définition de l’ap-
plication Λ. On a
ΛDˇ(k−1),zˇ[k](k−1)(ηχ
j) =
∑
η(a)σa[ϕ
−n
(
∂j(1− ϕ)(∂−kzˇ ⊗ ex−k ⊗ ek−1)
)
]0
=
∑
η(a)σa[ϕ
−n
(
(∂j(1− p−kϕ)∂−kzˇ(−1))⊗ t−kek ⊗ tkex−k
)
]0
= pnk
∑
η(a)σa[ϕ
−n∂j−k(1− ϕ)zˇ(−1)]0 ⊗ edRk ⊗ tkex−k
= pnkΛ∆ˇ(−1),zˇ(−1)(ηχ
j−k)⊗ edRk ⊗ tkex−k .
Théorème 4.6.4. Soit D ∈ ΦΓ(R) de Rham à poids de Hodge-Tate 0 et k ≥ 0. Soient
z ∈ Dψ=1 et zˇ = ResZp(wD(z˜)) ⊗ e∨ωD ∈ Dˇψ=1. Soit η : Z×p → L× un caractère de
conducteur pn avec n ≥ m(∆) et soient cη, cη−1 ∈ Q×p comme dans la proposition 4.2.1.
Soient U∆ ⊆ X l’ouvert fourni par le théorème 3.3.3 et κ tel que ηκ ∈ U∆. Alors
ΛDˇ(k−1),zˇ(k−1)(ηκ)⊗ edR,∨k−1,ω∨D = −p
n(k−1) · Ω−1ωpi(cη)−1 · ΛD,z(η−1κ−1χk−1)
Démonstration. C’est une simple traduction du théorème 4.5.3 à l’aide du lemme 4.6.3
ci-dessus.
Remarque 4.6.5. Soit z ∈ Dψ=1 et notons zˇ = ResZp(wD(z˜))⊗e∨ωD ∈ Dˇψ=1 et y = (1−ϕ)z,
yˇ = wD(y)⊗ e∨ωD . Rappelons que wD = mω−1D ◦ w∗. La formule (cf. [22], cor. V.5.2)
w∗(yˇ ⊗ eδ) = (δ(−1)mδ2 ◦ w∗(yˇ))⊗ eδ
appliquée à δ = χk−1 et la relation ωDˇ(k−1) = χ
2(k−1)ωDˇ donnent
wDˇ(k−1)(yˇ ⊗ ek−1) = mω−1
Dˇ(k−1)
◦ w∗(yˇ ⊗ ek−1)
= mχ−2(k−1)ω−1
Dˇ
◦ w∗(yˇ ⊗ ek−1)
= ((−1)k−1 ·mχ−2(k−1)ω−1
Dˇ
◦mχ2(k−1) ◦ w∗(yˇ))⊗ ek−1
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= (−1)k−1wDˇ(yˇ)⊗ ek−1,
d’où
ˇˇy = wDˇ(k−1)(yˇ ⊗ ek−1)⊗ e∨ωDˇ(k−1) = (−1)
k−1wDˇ(yˇ)⊗ e∨ωDˇ ,
et comme ωDˇ · ωD = 1 et e∨ωD ⊗ e∨ωDˇ = 1, on a
wDˇ(yˇ)⊗ e∨ωDˇ = mω−1Dˇ ◦ w∗(wD(y)⊗ e
∨
ωD
)⊗ e∨ωDˇ
= ωD(−1)mω−1D ◦ w∗(wD(y))⊗ e
∨
ωD
⊗ e∨ωDˇ
= ωD(−1)wD(wD(y))⊗ e∨ωD ⊗ e∨ωDˇ
= ωD(−1)y,
et on en déduit la formule 14
ˇˇz = (1− ϕ)−1(ˇˇy) = ωD(−1)(−1)k−1z = ωpi(−1)z.
En appliquant deux fois le théorème 4.6.4, on obtient donc
ΛD,z(η
−1χj) = C(D, η)−1 · ΛDˇ(k−1),zˇ(k−1)(ηχ−j+k−1)⊗ edR,∨k−1,ω∨D
= ωpi(−1)C(D, η)−1 · C(Dˇ(k − 1), η−1)−1 · ΛD,z(η−1χj)⊗ edR,∨k−1,ω∨
Dˇ(k−1)
⊗ edR,∨k−1,ω∨D ,
où on a noté 15
C(D, η) = −pn(k−1) · Ω−1D ωpi(cη)−1
C(Dˇ(k − 1), η−1) = −pn(k−1) · Ω−1
Dˇ(k−1)ωpi(Dˇ(k−1))(cη−1)
−1.
Observons que, comme |cη| = pn (comme on le voit sur la formule η(1 + x) = ψ(cηx)),
ωpi(cη) = c
1−k
η ωD(cη), et ωD(cη) ∈ O×L , alors pn(k−1)ωpi(cη)−1 = pn(k−1)ck−1η ωD(cη)−1 ∈ O×L
et donc C(D, η) ∈ O×L , et de même C(Dˇ(k − 1), η−1) ∈ O×L . Or,
edR,∨
k−1,ω∨
Dˇ(k−1)
⊗ edR,∨
k−1,ω∨D = t
k−1e1−k ⊗ (ΩDˇ(k−1)tk−1)−1eωDˇ(k−1) ⊗ tk−1e1−k ⊗ (ΩDtk−1)−1eωD
et, comme ωDˇ(k−1) = ω
−1
D χ
2(k−1) et donc eωDˇ(k−1) = e
∨
ωD
⊗ e⊗2k−1, on peut identifier
edR,∨
k−1,ω∨
Dˇ(k−1)
⊗ edR,∨
k−1,ω∨D = ΩDˇ(k−1) · ΩD.
En simplifiant l’équation fonctionnelle ci-dessus on obtient
1 = ωpi(−1)p−2n(k−1) · ωpi(cη)ωpi(Dˇ(k−1))(cη−1).
14. Voir les remarques faites juste avant le lemme 4.6.3 pour la première égalité.
15. Dans les formules ci-dessous, pi est la représentation lisse associée à D et pi(Dˇ(k − 1)) celle associée
à Dˇ(k − 1).
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Enfin, on sait que pi(Dˇ(k−1)) = pˇi⊗|det|k−1 et ωpi(Dˇ(k−1)) = ωpˇi · |x|2(k−1) et ωpˇi = ω−1pi . De
plus, cη−1 = −cη (car η−1(1+x) = η(1−x) = ψ(−cηx) pour tout x tel que vp(x) ≥ bn/2c+1,
1− x étant l’inverse de 1 + x modulo pn), et comme |cη| = pn, on a alors
1 = ωpi(−1)ωpi(cη)ωpˇi(cη−1) = ωpi(−cη)ωpˇi(−cη) = 1. (!)
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Chapitre 5
La conjecture ε locale de Kato en
dimension 2
La conjecture ε locale de Kato (cf. [39], [34] [49]) prédit l’existence d’une trivialisation
canonique du déterminant de la cohomologie des représentations galoisiennes à coefficients
dans un anneau p-adiquement complet A, interpolant des trivialisations standard (qui font
intervenir les facteurs epsilon de la représentaiton, d’où le nom de la conjecture) quand A
est une extension finie deQp. Elle peut donc être vue comme une interpolation p-adique des
facteurs locaux des représentations de de Rham. Ce court chapitre a pour objectif montrer
comment les méthodes développées dans le chapitre précédent permettent de compléter les
résultats de Nakamura pour démontrer cette conjecture pour le cas de dimension 2 pour
une certaine classe d’anneaux A, en montrant que l’isomorphisme ε construit dans [49]
interpole l’isomorphisme ε de de Rham pour tout (ϕ,Γ)-module de Rham.
5.1 Notations
Fixons les notations dont on aura besoin dans la suite, pour lesquelles on renvoie aux
références déjà citées.
— Soit A une Zp-algèbre commutative satisfaisant l’une des deux conditions suivantes
— A est un anneau semi-local noethérien complet pour la topologie définie pour
son idéal de Jacobson.
— A = L est une extension finie de Qp.
Si A satisfait une des ces conditions, on dit que A est une Zp-algèbre de type (*).
Pour un tel A, on note RA l’anneau de Robba relatif sur A (cf. 3.2.6) et notons
ΦΓét(RA) la catégorie de (ϕ,Γ)-modules sur étales sur RA.
— Soit Dperf(A) la catégorie de complexes de A-modules parfaits (i.e quasi-isomorphes
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à un complexe borné de A-modules projectifs de type fini). On note
DetA : Dperf(A)→ InvA
le foncteur déterminant vers la catégorie de A-modules inversibles (i.e localement
libres de rang 1). si P est un A-module projectif, on a DetA(P ) = ∧rPA P , où rP :
Spec A→ Z dénote le rang de P . On note 1A = DetA(0) = A est l’objet unité (pour
le produit induit par le produit tensoriel).
— Soit D ∈ ΦΓét(RA) de rang 2 et de Rham. On pose
∆A,1(D) = DetA(C
•
ϕ,γ(D))
le déterminant de la ϕ, γ-cohomologie de D, où C •ϕ,γ(D) dénote le complexe qui
calcule la cohomologie de D. Soit EA définit comme précédemment si A = L est
une extension finie de Qp et EA = lim←−A/Jac(A)
n[[T ]][T−1] autrement. Notons D0 ∈
ΦΓét(EA) le (ϕ,Γ)-module correspondant à D. On définit
LA(D) = {x ∈ detRAD0 | ϕ(x) = detD(p), σa(x) = detD(a) · x, a ∈ Z×p } = A · eD,
et on pose
∆A,2(D) = LA(D).
Enfin, on définit la droite fondamentale locale de D comme
∆A(D) = ∆A,1(D)⊗∆A,2(D).
Cette droite est compatible au changement de base, multiplicative pour les suites
exactes courtes et se comporte bien sous la dualité.
— Si T ∈ RepAGQp , on on peut définir des modules ∆A,?(T ) ∈ InvA (cf. [39], [49], [48])
et on a des isomorphismes canoniques ∆A,?(T ) ∼= ∆A,?(Drig(T )), pour ? ∈ {1, 2}.
5.2 L’isomorphisme εdRL,ζ
Soient A = L une extension finie de Qp, D ∈ ΦΓét(RL) de Rham et ζ = (ζpn)n∈N un
système de racines pn-ièmes de l’unité tel que ζp 6= 1, ζppn+1 = ζpn . On a besoin de trois
ingrédients pour définir l’isomorphisme εdRL,ζ :
— La suite exacte fondamentale et les propriétés d’adjonction entre les applications
exponentielle et exponentielle duale induisent la suite exacte
0 → H0ϕ,γ(D)→ Dcris(D)→ Dcris(D)⊕ tD → H1ϕ,γ(D)
→ Dcris(Dˇ)∗ ⊕ t∗ˇD → Dcris(Dˇ)∗ → H0ϕ,γ(Dˇ)∗ → 0
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Par dualité, on sait queH0ϕ,γ(Dˇ)∗ = H2ϕ,γ(D) et (tDˇ)
∗ = Fil0DdR(D). Le déterminant
du complexe ci-dessus nous fournit donc d’un isomorphisme
θL(D) : 1L
∼−→ ∆L,1(D)⊗DetL(DdR(D)).
— On note, pour r ∈ Z, nr = dimL gr−rDdR(D) et on définit
ΓL(D) =
∏
r∈Z
Γ∗(r)−nr ,
où on rappelle que Γ∗(r) =
{
(r − 1)! si r > 0
(−1)r
(−r)! si r ≤ 0
— Soit hD =
∑
r∈Z r · dimL gr−rDdR(D). On a un isomorphisme (où on voit les deux
espaces dans DetL∞((t))(Ddif))
θdR,L(D, ζ) : DetL(DdR(D))
∼−→ LL(D), x 7→ ε(Dpst(D), ζ) · thD · x,
où Dpst(D) = (RK [`T ] ⊗R ∆)ΓK est le (ϕ,N,GQp)-module filtré associé à D (cf.
3.2.3) et ε(Dpst(D), ζ) dénote le facteur local de la représentation de Weil-Deligne
([27]) 1.
Avec les applications définies ci-dessus, on définit
εdRL,ζ : 1L
ΓL(D)·θL(D)−−−−−−−−→ ∆L,1(D)⊗Det(DdR(D))
1⊗θdR,L(D,ζ)−−−−−−−−→ ∆L(D).
5.3 Énoncé de la conjecture
Rappelons la conjecture en question.
Conjecture 5.3.1. Il existe une unique famille d’isomorphismes
εA,ζ(D) : 1A
∼−→ ∆A(D),
pour tout triplet (A,D, ζ) tel que A est une Zp algèbre de type (*), D ∈ ΦΓét(RA) est de
Rham et ζ = (ζpn)n∈N est un système compatible de racine pn-ièmes de l’unité, satisfaisant
les propriétés suivantes
1. Pour tout morphisme A→ A′ de Zp-algèbres, on a
εA,ζ(D)⊗ 1A′ = εA′,ζ(D ⊗A A′).
1. Comme on l’a remarqué, on sait, grâce à la compatibilité locale-globale dans la correspondance de
Langlands p-adique, que les facteurs locaux des représentations de Weil-Deligne coïncident avec les facteurs
locaux des représentations lisses fournies par la théorie du modèle de Kirillov. On pourrait donc définir
les isomorphismes ε de de Rham en utilisant ces derniers et, dans ce cas-là, la preuve de la conjecture
presentée dans ce chapitre ne dépendrait pas de telle compatibilité.
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2. Pour toute suite exacte 0→ D′ → D → D′′ → 0 on a
εA,ζ(D) = εA,ζ(D
′)⊗ εA,ζ(D′′).
3. Pour tout a ∈ Z×p , on a
εA,σa(ζ)(D) = detD(a) · εA,ζ(D).
4. La composition
1A
εA,ζ(D)−−−−→ ∆A(D) ∼−→ ∆A(Dˇ)∗
εA,ζ−1 (Dˇ)
∗
−−−−−−−→ 1A
donne l’identité, où l’isomorphisme au milieu est celui induit par la dualité locale.
5. Pour tout triplet (L,D, ζ) tel que D est de Rham, on a
εL,ζ(D) = ε
dR
L,ζ(D).
5.4 Construction de l’isomorphisme
Dans [49], Nakamura construit, pour tout triplet (A,D, ζ) comme ci-dessus, un candidat
pour l’isomorphisme εA,ζ : 1A
∼−→ ∆A(D) et il démontre le résultat suivant :
Théorème 5.4.1 ([49], thm. 3.1). Les isomorphismes εA,ζ(D), pour (A,D, ζ) tel que D
est de rang ≤ 2, satisfont les propriétés (1), (2) et (3) et (4) de la conjecture. De plus, si
(A,D, ζ) = (L,D, ζ) est tel que D est de Rham et triangulin ou non-triangulin et à poids
de Hodge-Tate k1 ≤ 0 et k2 > 0, alors εL,ζ(D) = εdRL,ζ(D).
Rappelons brièvement la construction de l’isomorphisme (cf. [49] pour les détails). Soit
D ∈ ΦΓét(RA) absolument irréductible et notons Dfm(D) ∈ ΦΓét(R+A (Γ)) sa déformation
cyclotomique comme dans 3.2.8 et ∆IwA,?(D) = ∆R+A (Γ),?(Dfm(D)), pour ? ∈ {1, 2}. L’opé-
rateur 1− ϕ induit un isomorphisme de RA(Γ)-modules Dψ=1 ⊗R+A (Γ) RA(Γ)
∼−→ Dψ=0 et
donc un isomorphisme
∆IwA,1(D)⊗R+A (Γ) RA(Γ)
∼−→ DetRA(Γ)(Dψ=0)−1.
Comme LR+A (Γ)(Dfm(D)) = LA(D)⊗A R
+
A (Γ), l’isomorphisme ci-dessus induit
∆IwA (D)⊗R+(Γ) RA(Γ) ∼−→ (DetRA(Γ)(Dψ=0)⊗A LA(D))−1.
Enfin, l’accouplement d’Iwasawa (cf. 3.4.8) nous permet de trivialiser ce dernier module
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en définissant un isomorphisme
DetRA(Γ)(D
ψ=0)⊗A LA(D)∨ ∼−→ RA(Γ)
par (x ∧ y)⊗ z∨ 7→ [σ−1]〈wD(x)⊗ z∨ ⊗ e1, y〉Iw. Ceci induit donc
ηA,ζ(D) : 1RA(Γ)
∼−→ ∆IwA (D)⊗R+A (Γ) RA(Γ).
On montre (cf. [49] prop. 3.4) que l’isomorphisme ηA,ζ(D) descend en un isomorphisme
εIwA,ζ(D) : 1R+A (Γ)
∼−→ ∆IwA (D),
et, pour δ : Z×p → A× un caractère localement analytique, on définit
εA,ζ(D(δ)) = ε
Iw
A,ζ(D(δ))⊗R+(Γ),fδ 1A : 1A
∼−→ ∆IwA (D)⊗R+A (Γ),fδ A
∼−→ ∆A(D),
où on note fδ : R+A (Γ)→ A le morphisme induit par [γ] 7→ δ(γ), γ ∈ Γ.
Si on déroule les définitions ci-dessus (cf. aussi [49], rem. 3.9), on voit que la trivialisation
du module ∆IwA (D) = Det(D
ψ=1) ⊗A L ∨A (D) induite par l’isomorphisme εA,ζ(D(δ)) est
donnée par
(x ∧ y)⊗ z∨ 7→
∫
Γ
δ · µ[σ−1]〈wD((1−ϕ)x⊗z∨),(1−ϕ)y〉Iw .
5.5 Interpolation
Le théorème 5.5.2 ci-dessous complète la démonstration de Nakamura de la conjecture
ε locale de Kato pour les représentations galoisiennes de rang au plus 2
Reprenons les notations de 4.6 et soient D ∈ ΦΓét(R) de Rham non-triangulin à poids
de Hodge-Tate 0 et k ≥ 0, L ⊆ DdR(D) sa filtration de Hodge et ∆ = Nrig(D) ∈ ΦΓ(R)
qui est de Rham à poids de Hodge-Tate nuls de sorte que D = ∆k,L .
Pour j ∈ Z, notons 2
〈 , 〉dif : DdR(Dˇ(−j))×DdR(D)(j)→ L
l’accouplement naturel induit par la restriction l’accouplement 〈 , 〉dif entreDdif(∆ˇ(−j)) et
Ddif(∆(j)) défini par 〈x⊗e−j , y⊗ej〉dif 7→ p−nTLn/L(re´s0(〈x, y〉)) pour n 0, x ∈ ∆ˇ, y ∈ ∆
(cf. [21] VI.3.4). D’après [21], lemme VI.4.16, l’application x 7→ tk−1x ⊗ e∨ωD(k) induit un
isomorphisme de ∆+dif sur son L∞[[t]] · dt-réseau dual dans Dˇdif .
Rappelons que l’on a fixé une base {f1, f2} de DdR(V ), ce qui permet de fixer des
bases {f1 ⊗ edRj , f2 ⊗ edRj } des modules DdR(∆(j)) = DdR(∆) ⊗ L · edRj . Ce choix induit
2. Par un petit abus de notation, on note par 〈 , 〉dif l’accouplement pour tous le différents tordus de
D.
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un produit scalaire
〈 , 〉dR : DdR(∆(j))×DdR(∆(j))→ L
défini par la formule x =
∑
i=1,2〈x, fi ⊗ edRj 〉 · (fi ⊗ edRj ). Rappelons aussi que Ω est défini
par la formule f1 ∧ f2 = t−1(Ω−1t−k+1eωD) · dt. On aura besoin du lemme suivant
Lemme 5.5.1. Sous les identifications faites ci-dessus, on a, pour x ∈ DdR(∆ˇ(−j)),
〈x, fi ⊗ edRj 〉dif = (−1)i−1〈x⊗ edR,∨−j,ω∨D , fi〉dR.
Démonstration. Observons d’abord que 〈x, fi ⊗ edRj 〉dif = 〈x ⊗ edRj , fi〉dif . Notons 3 y =
x⊗ edRj ∈ DdR(D) et y′ = t1−k(y ⊗ eωD) de sorte que y = tk−1y′ ⊗ e∨ωD . On a alors
〈y, fi〉dif = 〈tk−1y′ ⊗ e∨ωD , fi〉dif
= re´s0(t
k−1 · (y′ ∧ fi)⊗ e∨ωD)
Or,
y′ ∧ fi = 〈y′, f3−i〉dR · (f3−i ∧ fi) = (−1)i−1Ω−1t−k · 〈y′, f3−i〉dR · eωD · dt.
On en déduit
〈x, fi ⊗ edRj 〉dif = (−1)i−1Ω−1t1−k · 〈x⊗ edR,∨−j ⊗ e∨ω∨D , fi〉dR = (−1)
i−1 · 〈x⊗ edR,∨−j,ω∨D , fi〉dR,
ce qui permet de conclure.
Théorème 5.5.2. Soit D ∈ ΦΓét(R) de Rham non-triangulin. Alors
εL,ζ(D) = ε
dR
L,ζ(D).
Démonstration. Soient D ∈ ΦΓét(R), de Rham non-triangulin à poids de Hodge-Tate 0
et k ≥ 0. Pour montrer le théorème, il suffit de montrer que les isomorphismes epsilon
coïncident sur D(j) pour tout j ∈ Z. La preuve du théorème consiste à expliciter les deux
isomorphismes en question pour se ramener à montrer une version tordue de l’équation
fonctionnelle du théorème 4.5.1.
La suite exacte définissant le morphisme θL(D) acquiert, dans le cas non-triangulin, la
forme suivante
0→ DdR(D(ξ))/Fil0DdR(D(j)) exp−−→ H1ϕ,γ(D(j)) exp
∗
−−−→ Fil0DdR(D(j))→ 0.
De plus, on sait queH0ϕ,γ(D(j)) = H2ϕ,γ(D(j) = 0 et donc Det(C •ϕ,γ(D(j)) = Det(H1ϕ,γ(D(j)).
On a trois situations possibles :
1. Soit Fil0DdR(D(j)) = 0 (le cas de poids de Hodge-Tate positifs).
3. On voit tous ces éléments dans Ddif = ∆dif et Dˇdif = ∆dif ⊗ ω∨D.
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2. Soit dimL Fil0DdR(D(j)) = 1 (le cas de poids de Hodge-Tate k1 ≤ 0 et k2 > 0).
3. Soit Fil0DdR(D(j)) = DdR(D(j)) (le cas de poids de Hodge-Tate négatifs).
Comme on a remarqué, le deuxième cas a été traité par Nakamura, et les deux autres
cas sont en dualité. On se place dans la suite dans le premier des cas, le troisième s’en
déduisant par dualité (condition (4) de la conjecture).
Lemme 5.5.3. Le morphisme βdRL,ζ(D(j)) : Det(H
1
ϕ,γ(D(j))) → LL(D(j)) déduit de
εdRL,ζ(D(j)) satisfait
βdRL,ζ(D(j))
(
(
∫
Γ
χj · µz) ∧ exp(fi ⊗ edRj )
)
= (−1)i−1 · C1 · eD(j),
où
C1 = ΓL(D(j)) · Ω−1 · ε(Dpst(D(j))) · 〈exp−1(
∫
Γ
χj · µz)⊗ edR,∨j , f3−i〉.
Démonstration. On a
θ′1(D(j))
(
(
∫
Γ
χj · µz) ∧ exp(fi ⊗ edRj )
)
= exp−1(
∫
Γ
χj · µz) ∧ (fi ⊗ edRj )
= 〈exp−1(
∫
Γ
χj · µz), f3−i ⊗ edRj 〉 · (f3−i ⊗ edRj ∧ fi ⊗ edRj ).
Observons que (f3−i ⊗ edRj ∧ fi ⊗ edRj ) = (f3−i ∧ fi) ⊗ edR,⊗2j = (−1)i−1Ω−1t−k−2jeD(j),
d’où la dernière expression est égale à
(−1)i−1Ω−1 · t−k−2j · 〈exp−1(
∫
Γ
χj · µz)⊗ edR,∨j , f3−i〉 · eD(j)
On conclut à partir de la formule βdRL,ζ = θ2 ◦ θ1 = ΓL · θ2 ◦ θ′1 que l’élément
βdRL,ζ(D(j)
(
(
∫
Γ
χj · µz) ∧ (fi ⊗ edRj )
)
est donné par
(−1)i−1ΓL(D(j)) · Ω−1 · ε(Dpst(D(j))) · 〈exp−1(
∫
Γ
χj · µz)⊗ edR,∨j , f3−i〉 · eD(j),
ce qui finit la preuve du lemme.
Lemme 5.5.4. Le morphisme βL,ζ(D(j)) : Det(H1ϕ,γ(D(j))) → LL(D(j)) déduit de
εL,ζ(D(j)) satisfait
βL,ζ(D(j))
(
(
∫
Γ
χj · µz) ∧ exp(fi ⊗ edRj )
)
= (−1)i−1 · C2 · eD(j).
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où
C2 = (−1)j〈exp∗(
∫
Γ
χ−j · µzˇ)⊗ edR,∨−j,ω∨D , f3−i〉dR.
Démonstration. Soit z′ ∈ Dψ=1 tel que ∫Γ χj · µz′ = exp(fi ⊗ edRj ). On a, par définition de
βL,ζ(D(j)),
βL,ζ(D(j))
(
(
∫
Γ
χj · µz) ∧ exp(fi ⊗ edRj )
)
=
∫
Γ
χj · 〈σ−1((1− ϕ)zˇ), (1− ϕ)z′〉Iw · eD(j)
= 〈exp∗(
∫
Γ
χ−j · µσ−1(zˇ)), exp−1(
∫
Γ
χj · µz′)〉dif · eD(j)
= (−1)j〈exp∗(
∫
Γ
χ−j · µzˇ), fi ⊗ edRj 〉dif · eD(j)
où la deuxième égalité suit du lemme 3.4.1, et la dernière suit par définition de l’action
de Λ sur la cohomologie d’Iwasawa. Par le lemme 5.5.1 ci-dessus, cette dernière expression
coïncide avec
(−1)i−1(−1)j〈exp∗(
∫
Γ
χ−j · µzˇ)⊗ edR,∨−j,ω∨D , f3−i〉dR · eD(j),
ce qui permet de conclure.
Les poids de Hodge-Tate de la représentation D(j) sont j et k + j et on a
Γ(D(j)) = Γ∗(j)−1 · Γ∗(k + j)−1 = 1
(j + k − 1)!(j − 1)! = (−1)
j−1 Γ∗(−j + 1)
Γ∗(j + k)
.
Enfin, la compatibilité locale-globale dans la correspondance de Langlands p-adique montre
que
ε(Dpst(D(j))) = p
−c(pi)jε(pi) = ε(pi ⊗ | · |j).
Le théorème est donc équivalent à l’identité
exp∗(
∫
Γ
χ−j · µzˇ)⊗ edR,∨−j,ω∨D = −
Γ∗(−j + 1)
Γ∗(j + k)
· Ω−1 · ε(pi ⊗ | · |j) · exp−1(
∫
Γ
χj · µz)⊗ edR,∨j .
Le lemme 4.6.1 (voir aussi la remarque après sa démonstration) permet de finir la preuve
du théorème et donc de la conjecture ε.
Chapitre 6
Fonction L p-adique d’une forme
modulaire
Pour terminer, on applique les résultats obtenus à la représentation associée à une
forme modulaire et au système d’Euler de Kato. Soit
f =
+∞∑
n=1
anq
n ∈ Sk(Γ1(N), ωf )⊗C
une forme primitive 1 de poids k ≥ 2, niveau N et caractère ωf : (Z/NZ)× → C×. Les
opérateurs de Hecke Tn agissant sur f par Tnf = anf et T ′nf = anf . On note F =
Q(a1, a2, . . .) le corps de nombres engendré par les coefficients de f et fˇ =
∑+∞
n=1 anq
n ∈
Sk(Γ1(N), ω
−1
f )⊗C la forme conjuguée de f .
Soit v une place de F au-dessus de p et soit L = Fv. Notons V (f) ∈ RepLGQp la
représentation galoisienne attachée à f (cf. 6.1 plus loin) et D = Drig(V (f)) ∈ ΦΓét(R).
On note
Λ∞(f, η−1, s) =
Γ(s)
(2ipi)s
L(f, η−1, s).
En appliquant une version p-adique de la conjecture de Bloch-Kato, on construit (cf. 6.4.1),
pour tout η : Z×p → L (que l’on voit comme un caractère de Dirichlet de conducteur une
puissance de p) et tout j ≥ 0, un plongement p-adique
Λ∞(f, η−1,−j) 7→ ιp(Λ∞(f, η−1,−j)) ∈ DdR(D)
des valeurs spéciales aux entiers négatifs de la fonction L complexe (normalisée) de la forme
modulaire. Rappelons que, dans la bande critique 1 ≤ j ≤ k − 1, les valeurs Λ∞(f, η−1, j)
sont naturellement interprétés (cf. 6.2.1 ci-dessous) p-adiquement en les multipliant par
les périodes complexes de la forme f . Si j ≥ k, l’équation fonctionnelle montrée dans le
1. i.e cuspidale, propre pour les opérateurs de Hecke, nouvelle et normalisée.
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chapitre 4, accouplée avec une équation fonctionnelle satisfaite par le système d’Euler de
Kato montrée par Nakamura (cf. 6.5.4), et l’équation fonctionnelle ( !) de la fonction L
complexe nous fournissent aussi une interprétation p-adique des valeurs Λ∞(f, η−1, j) et
on note donc, pour j > 0,
L(f, η, j) 7→ ιp(Λ∞(f, η−1, j)) ∈ DdR(D)
les plongements ainsi construits. Le théorème final de ce texte est le suivant :
Théorème 6.0.1. Il existe un ouvert U ⊆ X, ne dépendant que de l’extension sur laquelle la
représentation galoisienne associée à f dévient semi-stable, et contenant tous les caractères
d’ordre fini assez ramifiés, et une fonction rigide analytique Λf ∈ O(U) ⊗ DdR(D) telle
que, si η ∈ U est un caractère de conducteur pn et j ∈ Z 2, alors
Λf (ηχ
j) = pn(j+1)G(η)−1 · ιp(Λ∞(f, η−1, j + 1))
Remarque 6.0.2. SiN = N ′pr, (N ′, p) = 1, r ≥ 0, on devrait pouvoir trouver un lien entre le
nombre r et le discriminant de l’extension K sur laquelle la L-représentation VL(f) dévient
semi-stable, c’est-à-dire, entre r et le rayon de surconvergence de l’équation différentielle
p-adique associée à V (f). L’ouvert du théorème ne devrait donc dépendre que de r.
6.1 Notations et compléments
6.1.1 Courbes modulaires
Pour les détails sur la construction du système d’Euler de Kato, on renvoie le lecteur
à [41]. Soient N ≥ 3 et Y (N) la courbe modulaire ouverte sur Q de niveau N . Y (N) est
l’espace de module dont les S-points, pour S un schéma, paramètrent les classes d’iso-
morphismes de triplets (E, e1, e2), où E est une courbe elliptique sur S et e1, e2 sont les
S-points constituant une base des points de N -torsion de E. Il s’agit d’une courbe affine
irréductible et lisse. SoitX(N) sa compactification, que l’on obtient en ajoutant les pointes.
Soit, pour M,N ≥ 1, Y (M,N) la courbe modulaire sur Q de niveau dont les S-points,
pour S un schéma, paramètrent les classes d’isomorphisme de triplets (E, e1, e2), où E
est une courbe elliptique sur S et e1, e2 sont des S-points indépendants de E de M et
N -torsion respectivement. Il s’agit d’une courbe affine irréductible et lisse. On a évidement
Y (N,N) = Y (N) et Y (1, N) = Y1(N) si N ≥ 3. Si M + N ≥ 5 et M |L, N |L, alors
Y (M,N) ∼= G\Y (L), où G = {( a bc d ) ∈ GL2(Z) : a − 1 ≡ b ≡ 0 mod M et c ≡ d − 1 ≡
0 mod N}. Le morphisme canonique Y (L) → Y (M,N) et donné sur le problème de
module par (E, e1, e2) 7→ (E, (L/M)e1, (L/N)e2). On note X(M,N) la compactification
de Y (M,N) en ajoutant les pointes et j : Y (M,N)→ X(M,N) l’inclusion naturelle.
2. On doit, comme précédemment, supposer que j ≥ 0 ou j  0 pour être précis.
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6.1.2 Courbe elliptique universelle et représentations galoisiennes
Notons λ : EΓ(M,N) → Y (M,N) (resp. λ : EΓ(N) → Y (N), λ : EΓ1(N) → Y1(N))
la courbe elliptique universelle sur Y (M,N) (resp. Y (N), Y1(N)). On définit un système
local H 1, localement isomorphe à Z2 sur Y (M,N), par
H 1 = R1λ∗(Z).
NotonsH 1p = H 1⊗Zp. Si TpE dénote le module de Tate de E vu sur Y (M,N), on a alors,
par dualité, TpE ∼= H 1p (1) et en particulier Syma TpE = Syma(H 1p (1)) = (SymaH 1p )(a).
On pose, pour A un anneau quelconque,
Vk,A(Y (M,N)) = H
1(Y (M,N)(C), Symk−2Z (H
1)⊗Z A),
Vk,A(X(M,N)) = H
1(Y (M,N)(C), j∗Symk−2Z (H
1)⊗Z A),
ou les H i dénotent les groupes de cohomologie singulière. Les théorèmes de comparaison
nous fournissent un isomorphisme
Vk,Zp(Y (M,N))
∼= H1ét(Y (M,N)Q, Symk−2Zp (H 1p )),
d’où une action de GQ sur Vk,Zp(Y (M,N)), qui est non-ramifiée en toute place ne divisant
pas pMN . On a aussi une action de la conjugaison complexe ι et, pour un élément γ ∈
Vk,A(Y (M,N)), on note γ+ = 1/2(γ + ι(γ)) (resp. γ− = 1/2(γ − ι(γ))) sa composante où
la conjugaison agit comme l’identité (resp. moins l’identité)
Rappelons que F = Q(an : n ≥ 1) est le corps engendré par les coefficients de la forme
f . Les opérateurs de Hecke agissent sur Vk,F (Y (N)) de la manière usuelle et on définit
VF (f) = Vk,F (Y1(N))/〈Tn − an〉,
qui est un F -espace vectoriel de dimension 2 (c’est le plus grand quotient de Vk,F (Y1(N))
où les opérateurs de Hecke agissent par multiplication par an). Pour A une F -algèbre, on
pose VA(f) = VF (f) ⊗F A. Si A = C, on a une action de la conjugaison complexe sur
VC(f) et si ± ∈ {±1} on note VC(f)± le sous-espace où la conjugaison complexe agit par
multiplication par ±. Si v est une place de F au dessus de p, on a
V (f) = VFv(f) = VF (f)⊗F Fv
qui est un Fv-espace vectoriel de dimension 2 muni d’une action de Galois. C’est la repré-
sentation galoisienne attachée à f par Deligne. Finalement, on note
T (f) = VOFv (f) ⊆ VFv(f)
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le OFv -module engendré par l’image de VZp(Y1(N)) dans VFv(f), qui est un OFv -module
libre de rang 2 muni d’une action OFv -linéaire de GQ. On définit aussi
S(f) = Sk(Γ1(N))/〈Tn − an〉
l’espace (de dimension 1 sur F ) des co-invariants de l’algèbre de Hecke associée à f . On
observe que V (f)∗(1) ∼= V (fˇ)(k).
6.1.3 Symboles modulaire
Rappelons brièvement la théorie des symboles modulaires (cf. [41] 2.7, 4.7, 5.5 et 6.3).
La dualité de Poincaré induit un isomorphisme
H1(Y (M,N)(C),Z) ∼= H1(X(M,N)(C), {cusps},Z),
et on définit δM,N ∈ H1(Y (M,N)(C),Z) comme l’image de la classe de homologie définie
par la géodésique ϕ : (0,∞)→ X(N)(C), ϕ(y) = iy qui joint les pointes 0 et∞. On définit
δM,N (k, r) ∈ H1(Y (M,N)(C),Symk−2Z (H 1)) (1 ≤ r ≤ k − 1),
en tirant en arrière le faisceau des puissances symétriques de l’homologie des courbes el-
liptiques le long du chemin ϕ (cf. [41] 2.7, cela revient à choisir une section er−11 e
k−r−1
2 de
Γ((0,∞), ϕ−1(Symk−2Z (H1))) où H1 = Hom(H 1,Z) est le système local dont les germes
en un point s’identifient au premier groupe d’homologie de la courbe elliptique associée et
e1, e2 forment une base du faisceau ϕ−1(H1) libre de rang 2 sur (0,∞) dont les germes au
point y ∈ (0,∞) s’identifient à yi et 1 respectivement). Finalement, pour ξ ∈ SL2(Z) on
définit δN (k, r, ξ) ∈ Vk,Q(Y1(N)) comme la trace de ξ∗(δL,L(k, r)) pour n’importe quel L
tel que N | L et δ(fˇ , r, ξ) ∈ V (fˇ) en projetant sur la partie correspondante à fˇ . Par un
théorème de Ash-Stevens, les éléments ξ∗δ(k, r) (resp. δ(fˇ , r, ξ)), pour 1 ≤ r ≤ k − 1 et
ξ ∈ SL2(Z), engendrent Vk,Z(Y (L)) (resp. V (fˇ)).
6.1.4 Variété de Kuga-Sato
Notons EX(N) → X(N) la courbe elliptique universelle au-dessus de X(N) et E (k−2)X(N) le
produit au-dessus de X(N) de (k − 2) copies de EX(N). Soit KS(k−2)Γ(N) la désingularisation
canonique de E (k−2)X(N) construite par Deligne. La variété E
(k−2)
Γ(N) est un ouvert dans KS
(k−2)
Γ(N)
et son complémentaire, qui coïncide avec l’image inverse des pointes de X(N), est un
diviseur à croisements normaux dans KS(k−2)Γ(N) .
Le groupe 3 G = (Sk−2oµk−22 )o (Z/NZ)2 agit (cf. [41], 11) sur E
(k−2)
Γ(N) et sur KS
(k−2)
Γ(N)
(Sk−2 agit en permutant les facteurs, µk−22 par multiplication sur chaque coordonnée et
3. Sk−2 dénote le groupe symétrique de degré k − 2 et µ2 = {±} le groupe à deux éléments.
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(Z/NZ)2 par translation via la structure de niveau sur EΓ(N)). Soit ε : G → µ2 l’homo-
morphisme qui agit comme la signature sur Sk−2, le produit sur µk−22 et trivialement sur
(Z/NZ)2. Notons, pour M un G-module quelconque, par M(ε) l’ensemble des éléments
sur lesquels G agit à travers ε.
On dispose (cf. [57]) des identifications suivantes de Q[Gal(C/R)]-modules
Vk,Q(X(N)) ∼= Hk−1(KS(k−2)Γ(N) (C),Q)(ε)
Vk,Q(Y (N)) ∼= Hk−1(E (k−2)Γ(N) (C),Q)(ε)
et de Qp-représentations de GQ
Vk,Qp(X(N))
∼= Hk−1ét (KS(k−2)Γ(N),Q,Qp)(ε)
Vk,Qp(Y (N))
∼= Hk−1ét (E (k−2)Γ(N),Q,Qp)(ε)
FiliHk−1dR (KS(k−2)Γ(N) )(ε) =

Hk−1dR (KS(k−2)Γ(N) )(ε) si i ≤ 0
Sk(X(N)) si 1 ≤ i ≤ k − 1
0 si i ≥ k
Par ce qui précède, en appliquant les morphismes de comparaison entre la cohomologie
de Betti et la cohomologie de de Rham, on obtient un morphisme de périodes
per : Sk(X(N))⊗C→ Vk(Y (N))⊗C
qui commute aux opérateurs de Hecke. C’est le morphisme de périodes de la théorie
d’Eichler-Shimura. En spécialisant en f on a aussi
perf : S(f)⊗C→ VC(f).
Finalement, si η : (Z/pnZ)× → C× est un caractère de Dirichlet, 1 ≤ r ≤ k − 1 et
± = (−1)k−r−1η(−1), on définit perf,η : S(f)⊗Q Q(ζpn)→ VC(f)± par la formule
perf,η(x⊗ y) =
∑
a∈(Z/pnZ)×
η(a)σa(y)perf (x)
±,
où perf (x)± = 1/2(1± ι)perf (x) est la projection sur VC(f)±.
On a de même les versions p-adiques de ce qui précède : H iét(KS(k−2)N,Qp ,Qp) est une
représentation de de Rham de GQp et on a un isomorphisme
DdR(H
i
ét(KS(k−2)N,Qp ,Qp))
∼= H idR(KS(k−2)N )⊗Qp
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respectant les filtrations. On a donc
FiliDdR(Vk,Qp(X(N))) =

DdR(Vk,Qp(X(N))) si i ≤ 0
Sk(X(N))⊗Qp si 1 ≤ i ≤ k − 1
0 si i ≥ k
6.2 Le système d’Euler de Kato
Le théorème suivant résume la construction de Kato du système d’Euler associé à une
forme modulaire.
Théorème 6.2.1 (Kato). Soient f ∈ Sk(Γ1(N), ωf )⊗C comme ci-dessus, r, j, c, d,m ∈ Z
tels que m ≥ 1, 1 ≤ r ≤ k− 1 et c, d ≡ 1 modulo N , (c, 6p) = (d, 6p) = 1, ξ ∈ SL2(Z) et S
un ensemble fini de nombres premiers contenant pr(mN). Il existe alors des éléments
c,dz
(p)
m (fˇ , j, r, ξ, S) ∈ H1(Q(ζm), VOF (fˇ)(k − j))
satisfaisant les propriétés suivantes
1. Soient m′ ≥ 1, m|m′ et S′ un ensemble fini de nombres premiers contenant S∪pr(m′)
tel que pr(cd) ∩ S′ = ∅. Alors l’application norme
H1(Q(ζm′), V (fˇ)(k − j))→ H1(Q(ζm), V (fˇ)(k − j))
envoie c,dz
(p)
m′ (fˇ , j, r, ξ, S
′) vers
(
∏
l∈S′−S
(1− alσ−1l l−j + ε(l)σ−2l lk−1−2j)) · c,dz(p)m (fˇ , j, r, ξ, S).
2. Soit γ = δ(fˇ , r, ξ) et notons, pour ± ∈ {±1}, γ± ∈ VC(fˇ)± sa projection. L’élément
(c2− ck−r+1σc)−1(d2− dr+1σd)−1(
∏
l|N
(1− all−kσ−1l )−1)(c,dz(p)pn (fˇ , k, r, ξ, pr(pN)))n≥1
ne dépend pas du choix de c et d et définit un élément
z(p)γ (fˇ)(k − j) ∈ H1Iw(Q, V (fˇ)(k − j)) = lim←−
n
H1(Q(ζpn), T (fˇ)(k − j))⊗ Fv.
De plus, si l’on note z(p)γ (fˇ) = z
(p)
γ (fˇ)(0) ∈ H1Iw(Q, V (fˇ)), alors, pour tout 1 ≤ j ≤
k − 1 et n ≥ 0, l’élément
exp∗(
∫
Γn
χk−j · z(p)γ (fˇ)) ∈ Filk−j(DdR(VFv(fˇ) |GQp )) = S(fˇ)⊗F Fv ⊗Q Q(ζpn)
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appartient en fait à S(fˇ) ⊗Q Q(ζpn) et, pour tout caractère η : (Z/pnZ)× → C× et
± = (−1)k−j−1η(−1), l’application perfˇ ,η envoie son image vers
(2pii)k−j−1 · L{p}(f, η, j) · γ±.
Enfin, z(p)γ (fˇ) satisfait l’équation
z
(p)
ι(γ)(fˇ) = −σ−1(z(p)γ )(fˇ),
où ι dénote l’action de la conjugaison complexe sur V (fˇ).
Remarque 6.2.2.
— Par le lemme 3.3.8, on sait que l’image par l’application perfˇ ,η de exp
∗(
∫
Γn
χk−j ·
z
(p)
γ (fˇ)) n’est autre chose que
G(η)−1 · exp∗(
∫
Γ
ηχk−j · z(p)γ (fˇ))⊗ edR,∨η ,
et la propriété du point (2) du théorème se traduit par le fait que
G(η)−1 · exp∗(
∫
Γ
ηχ−j+1 ·z(p)γ (fˇ)(k− 1))⊗edR,∨η,−j+1 = (2pii)−jL{p}(f, η, j) · (fˇ ⊗edRk−1),
où fˇ est vu comme un générateur de Fil1DdR(V (fˇ)) et donc fˇ ⊗ edRk−1 est un géné-
rateur de Fil1DdR(V (fˇ)(k − 1)).
— La construction des éléments c,dz
(p)
m (fˇ , j, r, ξ, S) est faite dans [41], 8.11, et le premier
point est la proposition 8.12 de [41]. Le deuxième point est [41], thm. 12.5, dont
la démonstration se trouve dans [41], 13.9. Notons que dans [41], ce qu’ici on note
r y est noté r′ et j y est noté r. L’élément c,dz
(p)
m (fˇ , j, r, ξ, S) correspond donc à
c,dz
(p)
m (fˇ , r, r′, ξ, S) dans la notation de [41].
— Le premier point montre que z(p)γ (fˇ) définit un système d’Euler, tandis que le deuxième
fait le lien avec les valeurs spéciales de la fonction L complexe, permettant de montrer
que ce système d’Euler est non-nul et de retrouver, à travers la machine de Perrin-
Riou (cf. [41], 16), la fonction L p-adique de la forme modulaire f en question.
— Les éléments δ(fˇ , r, ξ) engendrent tout l’espace V (fˇ) (théorème 13.6 de [41]), et, en
prenant de combinaisons linéaires, on définit une (unique) application
V (fˇ)→ H1Iw(V (fˇ)) ; γ 7→ z(p)γ (fˇ),
satisfaisant les propriétés de (2).
— La construction des éléments zêta (cf. [41] 8.1 - 8.11) est assez universelle. On
construit, à partir des unités dans la courbe modulaire (unités de Beilinson), des
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éléments dans les groupes de K-théorie de ces courbes et on les fait descendre à
la cohomologie galoisienne à coefficients dans VZp(Y1(N)) par des morphismes de
"classes de Chern". Tout ceci est indépendant de la forme f et, finalement, on pro-
jette sur la composante correspondante. Cette indépendance en f rend les systèmes
d’Euler compatibles si l’on varie la forme, dans un sens qui sera précisé plus tard
et qui nous permettra de passer d’une forme f à ses twists par des caractères de
Dirichlet.
— Le lien entre le système d’Euler et les valeurs spéciales de la fonction L (cf. [41]
thm. 9.5, 9.6 et 9.7) est fait via une loi de réciprocité de Kato (cf. [41], chap. 10.),
en comparant deux applications exponentielles duales et en montrant que l’image
par l’exponentielle duale de la version p-adique du système d’Euler coïncide avec le
système d’Euler sur l’espace des formes modulaires, ce dernier étant relié aux valeurs
spéciales de la fonction zêta de la courbe modulaire (ou de la fonction L complexe de
la forme modulaire). Ces calculs sont restreints au cas où 1 ≤ j ≤ k−1. Les résultats
de Gealy que l’on verra plus loin permettent de compléter cette image en faisant
le lien entre les éléments z(p)Kato(fˇ ,−j, r, ξ, S), pour j > 0, et les valeurs spéciales de
la fonction L complexe en relevant ces éléments à la cohomologie motivique et en
utilisant des résultats du style conjecture de Bloch-Kato.
6.3 Conjecture de Bloch-Kato pour les formes modulaires,
d’après M. Gealy
Soit
f =
∑
n≥1
anq
n ∈ Sk(Γ1(N), ωf )⊗C
une forme primitive de niveau Γ0(N), N ≥ 5, poids k ≥ 2 et caractère ωf . Nous décrivons
dans ce qui suit un résultat de M. Gealy concernant la conjecture de Bloch-Kato pour le
motif associé à f . Ceci nous permettra, en utilisant les régulateurs p-adiques, de donner
un sens p-adiques aux valeurs spéciales, en dehors de la bande critique, de la fonction L
complexe de la forme f . On aura besoin d’un certain nombre de rappels.
6.3.1 Motifs et cohomologie motivique
Soit K un corps de nombre dont on note OK l’anneau des entiers et soient X une
variété propre et lisse de dimension d sur K, S un ensemble de nombres premiers de sorte
que X ait bonne réduction aux places v de K en dehors des éléments de S.
Soit j > 0. On s’attend à l’existence du motif M(−j) = hd(X)(−j) et de son dual
M∗(1 + j) = hd(X)(d + 1 + j). En tout cas, on a des groupes de cohomologie motivique
6.3. CONJECTURE DE BLOCH-KATO POUR LES FORMES MODULAIRES 133
bien définis
H1(M∗(1 + j)) = Hd+1M (X, d+ 1 + j) = H
d+1
Zar (X,Q(d+ 1 + j)),
où Q(d + 1 + j) est le complexe de faisceaux motivique sur X défini par Voevodsky et
HpZar(X,−) dénote l’hypercohomologie pour la topologie de Zariski de ce complexe. Le
groupe H1(M∗(1 + j)) est un Q-espace vectoriel conjecturalement de dimension finie. On
pourrait aussi donner une définition en termes de K-théorie en posant Hd+1M (X, d+1+j) =
Kd+1+2j(X)
(d+1+j)
Q le j-ième espace propre des opérateurs d’Adams agissant sur le Q-
espace vectoriel Kd+1+2j(X)Q ou bien en termes de groupes de Chow supérieures.
6.3.2 Cohomologie de Deligne
Pour q ≥ 0 un entier, considérons le complexe
R(q)D = (2pii)qR→ OXC,an → Ω1 → . . .→ Ωq−1
supporté en dégrées [0, q], où XC,an dénote l’analytification de XC = X × Spec C. On
définit la cohomologie de Deligne comme la hypercohomologie du complexe ci-haut :
HpD(XC,R(q)) = H
p(XC,an,R(q)D),
et, si X est définie sur R,
HpD(X,R(q)) = H
p
D(XC,an,R(q))
+,
où + dénote les éléments fixes par l’action diagonale de la conjugaison complexe agissant
sur XC,an et sur R(q)D . On pose
H1D(M
∗(1 + j)) = Hd+1D (X,R(d+ 1 + j)).
Soient 4, pour p, q ≥ 0 des entiers,
HpB(X,R(q)) = H
p
sing(XC,an, (2pii)
qR),
HpdR(X) = H
p
Zar(XC,an,Ω
•)
les groupes de cohomologie de Betti et les groupes de cohomologie de de Rham munis de
leur filtration usuelle. On définit, comme précédemment, les groupes
HpB(XR,R(q)) = H
p
B(X,R(q))
+, HpdR(XR) = H
p
dR(X)
+.
4. Ω• dénote le complexe des formes différentielles.
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On a alors une suite exacte courte
0→ F qHpdR(XR)→ HpB(XR,R(q − 1))→ Hp+1D (X,R(q))→ 0.
En particulier, comme j > 0, en posant p = d+ 1, q = d+ 1 + j dans la suite ci-dessus et
en remarquant que F d+1+jHd+1dR (XR) = 0, on obtient une description de la cohomologie
de Deligne
H1D(M
∗(1 + j)) = HdB(XR,R(d+ j)).
6.3.3 Cohomologie étale
Soient
Mp(−j) = Hdét(XK ,Qp(−j)),
M∗p (1 + j) = H
d
ét(XK ,Qp(d+ 1 + j))
la réalisation étale p-adique du motif M et celle de son dual. On note
H1ét(M
∗(1 + j)) = H1ét(OK [1/Sp],M
∗
p (1 + j))
le premier groupe de cohomologie étale du motif M∗(1).
6.3.4 Régulateurs
Notons
r∞ : H1(M∗(1 + j))⊗Q R→ H1D(M∗(1 + j)),
rét : H
1(M∗(1 + j))⊗Q Qp → H1ét(M∗(1 + j)),
les régulateurs vers les cohomologies de Deligne et étale du motif M∗(1 + j).
6.3.5 Fonction L de X
La fonction L associée à M est définie comme
LS(M, s) =
∏
v-S
Lv(M, s)
−1,
où v parcourt les places de K qui ne vivent pas au-dessus d’une place de S et où les facteurs
locaux Lv(M, s) sont définis par la formule
Lv(M, s) = det(1− Frv(Nv)−s|M Ivp )
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pour une place v - p, où Iv ⊆ Gal(Kv/Kv) est le sous-groupe d’inertie et Frv le Frobenius
géométrique en v et
Lv(M, s) = det(1− ϕ−1(Nv)−s|Dcris(Mp))
si v | p. On a les conjectures habituelles sur cette fonction L : indépendance en p du
facteur Ll, prolongement méromorphe à C et une équation fonctionnelle reliant L(M, s) et
L(M∗(1), 1− s). En admettant ces conjectures, on a
ords=0 L(M, s) = dimR H
1
D(M
∗(1)).
Si j ≥ 0, on a L(M(−j), s) = L(h(X), s− j) et, en remplaçant M par M(−j), la formule
ci-dessus donne l’ordre d’annulation de la fonction L du motif h(X) en s = −j en termes
de la dimension de H1D(M
∗(1 + j)).
6.3.6 Une variante de la conjecture de Bloch-Kato
Soit CHd(X×X)⊗ZQ le groupe de Chow de cycles de codimension d de X×X modulo
équivalence rationnelle, vu comme le groupe d’endomorphismes du motif de Chow associé à
X. Soit A une sous-Q-algèbre commutative stable par transposition de CHd(X×X)⊗ZQ.
Soient F un corps de nombres, λ : A → F un caractère et λ : A → F la composée de λ
avec la transposition. Fixons des immersions F → C ainsi que F → Qp.
L’algèbre A agit sur les groupes de cohomologie associés au motif M∗(1 + j) et on
a, pour tout j ≥ 0, des groupes H1? (M∗(1 + j)) ⊗A λ, pour ? ∈ {M ,D , ét}, ainsi que
LS(M ⊗A λ, s) et des régulateurs
r∞ ⊗A λ : (H1M (M∗(1 + j))⊗A λ)⊗R→ (H1D(M∗(1 + j))⊗A λ),
rét ⊗A λ : (H1M (M∗(1 + j))⊗A λ)⊗Qp → (H1ét(M∗(1 + j))⊗A λ).
Conjecture 6.3.1. SoientX,S,A, λ, j ≥ 0 comme précédemment. Supposons que LS(M⊗A
λ, s) admet un prolongement analytique à C et que, pour tout v ∈ S, on a Lv(M⊗Aλ, 0) 6=
0. Alors
1. r∞ ⊗A λ et rét ⊗A λ sont des isomorphismes.
2. dimQH1(M∗(1 + j))⊗A λ = ords=−jLS(M ⊗A λ, s).
3. Soit δ une base du Q-espace vectoriel HdB(XR,Q(d + j)) ⊆ HdB(XR,R(d + j)) =
H1D(M
∗(1 + j)). Il existe une base ξ du Q-espace vectoriel H1(M∗(1 + j))⊗A λ telle
que
r∞ ⊗A λ(ξ) = L∗S∪{p}(M ⊗A λ,−j) · (δ ⊗A λ),
où L∗S∪{p}(M ⊗A λ,−j) dénote le premier coefficient non-nul du développement de
Taylor de LS∪{p}(M ⊗A λ, s) en s = −j.
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6.3.7 Le motif d’une forme modulaire
Soient f =
∑
n≥1 anq
n ∈ Sk(Γ1(N), ωf ) ⊗ C, fˇ =
∑
n≥1 anq
n ∈ Sk(Γ1(N), ω−1f ) ⊗ C
comme précédemment et soit j > 0 un entier. Soit F = Q({an : n ≥ 1}) le corps de
nombres engendré par les coefficients de la forme f et notons T la Q-algèbre engendrée
par les opérateurs de Hecke Tl, l - N et λ : T → F , λ : T → F les caractères associés à
f et à fˇ . Enfin, soient v une place de F au dessus de p et supposons que le corps L des
coefficients contient Fv.
Rappelons que Y1(N) dénote la courbe modulaire de niveau Γ1(N) et notons KSk−2Γ1(N)
la k−2-ième variété de Kuga-Sato de niveau Γ1(N). Soit ε l’idempotent comme décrit dans
6.1. On pose M = M(f) le motif associé à la forme f , de sorte que M∗(1) = M(fˇ)(k). On
a une description des groupes de cohomologie (cf. [57], [28] ou [36], chap. 2)
H1(M∗(1 + j)) = HkM (KSk−2Γ1(N), k + j)(ε)⊗T λ,
H1D(M
∗(1 + j)) = HkD(KSk−2Γ1(N),R(k + j))(ε)⊗T λ,
H1ét(M
∗(1 + j)) = H1(Q, Hkét(KSk−2Γ1(N),Q,Qp)(k + j)(ε)⊗T λ),
On remarque qu’on a aussi
H1(M∗(1 + j)) = HkM (E
k−2
Γ1(N)
, k + j)(ε)⊗T λ,
H1D(M
∗(1 + j)) = HkD(E
k−2
Γ1(N)
,R(k + j))(ε)⊗T λ,
H1ét(M
∗(1 + j)) = H1(Q, Hk−1(E k−2
Q
,Qp)(k + j)(ε)
Γ1(N) ⊗T λ),
= H1(Q, H1(Y1(N)Q, Sym
k−2HQp)(k + j)⊗T λ.
6.3.8 Éléments motiviques
Soient e1, e2 les éléments de la base canonique de EΓ(N)[N ] ∼= (Z/NZ)2 correspondant
à la base canonique (1, 0) et (0, 1) de (Z/NZ)2. On voit ces éléments dans l’algèbre de
groupe Q[(Z/NZ)2]. Si l ≥ 0, on pose
Q(l)[(Z/NZ)2] = {ψ : (Z/NZ)2 → Q : ψ(−c,−d) = (−1)lψ(c, d)},
Q[Isom](l) = {f : ( ∗ ∗0 1 )\GL2(Z/NZ)→ Q : f(−g) = (−1)lf(g)}.
Soit
%l : Q(l)[(Z/NZ)2]→ Q[Isom](l)
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l’application horosphérique 5 définie par
%l(ψ)(g) =
N l + 1
l + 2
∑
t=(t1,t2)∈(Z/NZ)2
ψ(g−1t)Bl+2(t2/N),
où
(
a b
c d
)
(t1, t2) = (at1 + bt2, ct1 + dt2) et Bk est le k-ième polynôme de Bernoulli. Notons
aussi
%l : Q[(Z/NZ)2]→ Q(l)[(Z/NZ)2]→ Q[Isom](l),
où la première flèche est la projection.
On a des applications de résidu GL2-équivariantes
Resl : H l+1M (E
l, l + 1)→ Q[Isom](l)
et une inverse à droite, les symboles d’Eisenstein
Eisl : Q[Isom](l) → H l+1M (E l, l + 1).
Enfin, notons, pour k1, k2 ∈ N tels que k1 + k2 = k − 2, pi1 : E k1+j+k2 → E k1+j , pi2 :
E k1+j+k2 → E j+k2 et pi : E k1+j+k2 → E k1+k2 les projections sur, respectivement, les
premières k1 + j coordonnées, les dernières j + k2 coordonnées, et les k1 + k2 coordonnées
des ’extrémités’ (i.e en omettant les j coordonnées du milieu). Soit j : Y (N) → Y1(N)
donnée sur le problème de module en oublient la première section canonique de torsion.
Pour 1 ≤ r ≤ k − 1, fixons k1 = r − 1 et k2 tel que k1 + k2 = k − 2, et posons
Z (k, j, r) = j∗ε◦pi∗(pi∗1Eisk1+j(%k1+j(e1))∪pi∗2(Eisj+k2(%j+k2(e2))) ∈ HkM (E k−2Γ1(N), k+j)(ε).
Si ξ ∈ SL2(Z), on pose
Z (fˇ , j, r, ξ) = ξ∗(Z (k, j, r))⊗T λ ∈ H1(M∗(1 + j)).
Enfin, comme dans [41] (cf. les remarques après le thm. 6.2.1), on sait ([41], thm. 13.6)
que les symboles modulaires δ(k, r, ξ) (resp. δ(fˇ , r, ξ)), 1 ≤ r ≤ k − 1, ξ ∈ SL2(Z) en-
gendrent Vk,Z(Y (L)) (resp. VOL(fˇ)) sur Z (resp. sur OL), ce qui nous permet, en prenant
des combinaisons linéaires des éléments Z (fˇ , j, r, ξ), de définir, pour tout γ ∈ VL(fˇ),
Z (fˇ , j, γ) ∈ H1(M∗(1 + j)).
Proposition 6.3.2 (cf. [36], thm. 4.1.1). Soient ξ ∈ SL2(Z) et δ = δ(fˇ , r, ξ). Alors
r∞(ZKato(fˇ , j, r, ξ)) = L(N),∗(f,−j) · δ,
5. cf. [36], chap. 3, et les références indiquées là pour tous les objets introduits dans la suite.
138 CHAPITRE 6
où L(N),∗(f,−j) dénote le coefficient principal de la série de Laurent en s = −j de la
fonction L de f sans ses facteurs en les places divisant N .
6.4 Plongements p-adiques des valeurs spéciales
Soient f comme ci-dessus et η : Z×p → L d’ordre fini, vu comme un caractère de
Dirichlet en fixant un isomorphisme entre Qp et C. La proposition 6.3.2 nous permet, en
utilisant les régulateurs p-adiques, de donner un sens p-adique aux valeurs spéciales en
déhors de la bande critique de la fonction L associée à f .
6.4.1 Cohomologie syntomique
Citons les résultats concernant la cohomologie syntomique des variétés lisses dont on
aura besoin.
Théorème 6.4.1 ([50], thm. A, prop. 1.1). Soit K un corps p-adique et soit X une variété
(i.e un schéma séparé de type fini) sur K. Il existe une Qp-algèbre graduée canonique
RΓsyn(Xh, ∗) 6, commutative et graduée, satisfaisant les propriétés suivantes
1. RΓsyn(Xh, ∗) est fonctorielle en X.
2. On a des morphismes fonctoriels de périodes syntomiques
ρsyn : RΓsyn(Xh, r)→ RΓét(Xét,Qp(r))
3. On a des réalisations fonctorielles
rp : H
i
M (X, r)→ H isyn(Xh, r),
de la cohomologie motivique de Voevodsky vers la cohomologie syntomique compatibles
avec le morphisme de périodes syntomique.
4. Pour X = Spec(K),
H isyn(Xh, r)
∼= H ist(K,Qp(r)),
où H ist(K,−) dénote Exti(Qp,−) dans la catégorie dans la catégorie des représenta-
tions potentiellement semi-stables de GK .
5. On a une suite spectrale de Hochschild-Serre syntomique
synEi,j2 = H
i
st(K,H
j
ét(XK ,Qp(r))) =⇒ H i+jsyn (Xh, r)
6. Xh dénote le fait que l’on prend la cohomologie dans la h-topologie : c’est la topologie plus grossière
qui est plus fine que la topologie de Zariski et la topologie propre (recrouvrements par des morphismes
propres), voir [50], 2.3.
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analogue à la suite spectrale étale
étEi,j2 = H
i(K,Hjét(XK ,Qp(r))) =⇒ H i+jét (X, r)
et un morphisme canonique de suites spectrales synEk → étEk compatible avec le
morphisme de périodes syntomique.
6. Soit i ≥ 0. La composition
H i−1dR (X)/Fil
rH i−1dR (X)
∂−→ H isyn(Xh, r)
ρsyn−−→ H iét(X,Qp(r))→ H iét(XQp ,Qp(r))
est nulle et l’application qui se déduit de la suite spectrale de Hochschild-Serre syn-
tomique
H i−1dR (X)/Fil
rH i−1dR (X)→ H1(K,H i−1ét (XQp ,Qp(r)))
coïncide avec l’application exponentielle de Bloch-Kato de la représentation
H i−1ét (XQp ,Qp(r)) du groupe de Galois absolu GK de K.
Remarquons que, pour une représentation de de Rham V , le module H1st(Qp, V ) des
classes d’équivalences d’extensions de représentations de GQp de de Rham de Qp par V
s’identifie au groupe de Selmer H1g (Qp, V ) = ker(H1(Qp, V )→ H1(Qp, V ⊗Qp BdR)), qui
n’est autre chose que le noyau de l’application exponentielle duale exp∗V : H
1(Qp, V ) →
DdR(V ), et s’identifie (au moins si 1 n’est pas une valeur propre du Frobenius agissant sur
Dcris(V )) au dual de DdR(V )/Fil0DdR(V ) vu dedans H1(Qp, V ) via l’application expo-
nentielle.
En particulier, considérons X = KSk−2Γ1(N), i = k + 1 et r = k + j (et donc
Filk+j HkdR(KSk−2Γ1(N)) = 0). En projetant sur la partie correspondante à la forme fˇ , on
obtient, pour j ≥ 0, des régulateurs p-adiques
rp : H
1(M∗(1 + j))→ DdR(M∗p (1 + j)),
et le dernier point du théorème [50] se traduit par le fait que
exp ◦ rp = rét.
6.4.2 Transmutation
Rappelons que D(M∗p (1)) = D(fˇ)(k) et notons
D = D(fˇ)(k − 1),
qui est de Rham à poids de Hodge-Tate 0 et k − 1. On a, inspirés de la proposition 6.3.2,
envie de voir les éléments rp(ZKato(fˇ ⊗ η, j, r, ξ)) ∈ DdR(D(ηχj+1)) comme les transmuta-
tions des valeur spéciales L(f, η−1, j) en p-adique. Or, comme on l’a déjà remarqué, afin de
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construire une fonction interpolant ces valeurs, il faut les voir tous dans un même module.
Notons, pour η un caractère de Dirichlet,
Λ∞(f, η−1, s) =
Γ(s)
(2ipi)s
· L(f, η−1, s).
On pose 7, pour j ≥ 0,
ιp(Λ∞(f, η−1,−j)) = Γ∗(−j) ·G(η) · rp(Z (fˇ ⊗ η, j, j, ξ))⊗ edR,∨η,−j−1 ∈ DdR(D).
Pour l’interprétation p-adique des valeurs L(f, η,−j), j > k, on fera appel à l’équation
fonctionnelle de la fonction L locale, qui s’avéra fortement ressemblante à l’équation fonc-
tionnelle complexe. Notons AQ le groupe des adèles de Q. Soit η : Z×p → L un caractère
d’ordre fini. La forme f ⊗ η est supercuspidale et on note
pi(f ⊗ η) =
⊗′
l
pil(f ⊗ η)
la représentation automorphe de GL2(AQ) associée à f ⊗ η. On a pi(f ⊗ η) = pi(f)⊗ η =⊗′
lpil(f)⊗ η 8. Notons ε(pi(f)⊗ η, s) le facteur epsilon global de la représentation pi(f ⊗ η)
défini par 9
ε(pi(f)⊗ η, s) = ε(pi∞(f)⊗ η, s) ·
∏
l
ε(pil(f)⊗ η, s),
où ε(pil(f)⊗ η, s) est le facteur epsilon de la représentation pil(f)⊗ η de GL2(Ql), comme
décrit dans 4.2.1, et ε(pi∞(f)⊗ η, s) = ik.
La fonction L complexe satisfait l’équation fonctionnelle 10
Γ(s)
(2pi)s
· L(f, η−1, s) = ε(pi(f)⊗ η−1, s− k − 1
2
) · Γ(k − s)
(2pi)k−s
· L(fˇ , η, k − s).
Si j ≥ k est un entier, on peut écrire l’équation fonctionnelle sous la forme
Γ(j)
(2ipi)j
· L(f, η−1, j) = ik(−1)−jε(pi(f)⊗ η−1 ⊗ | · |j− k−12 ) · Γ(k − j)
(2ipi)k−j
· L(fˇ , η, k − j),
7. Notons comme dans l’introduction que, dans la formule, on "mutiplie" et "divise" par la somme de
Gauss de η, de sorte qu’elle n’a moralement aucun effet. Le terme 2ipi correspond, dans le monde p-adique,
à l’élément t de Fontaine, comme d’habitude. Enfin, le facteur Γ∗(j) est le coefficient principal de la série
de Laurent de Γ(s) en s = −j, où elle a un pôle simple.
8. Noter que, si η : Z×p → L× est de conducteur pn, il est vu comme un caractère des idèles en utilisant
la décomposition AQ = Q××R>0× Ẑ×. Le caractère de Q×p induit par η est η (avec η(p) = 1) et, si l 6= p,
celui de Q×l , est le caractère η
−1 prenant la valeur η−1(l) en l, où l ∈ Z×p est n’importe quel relèvement
de la classe de l modulo pn.
9. le produit étant fini car pil(f ⊗ η) est non ramifiée en presque toute place
10. Le décalage en k−1
2
provient du fait que les facteurs locaux des représentations de GL2 sont normalisés
de sorte que le centre de symétrie de l’équation fonctionnelle des fonctions L soit situé en 1/2, tandis que
celui des fonctions L automorphes l’est en k−1
2
.
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ou bien
Λ∞(f, η−1, j) = ik(−1)−jε(pi(f)⊗ η−1 ⊗ | · |j−
k−1
2 ) · Λ∞(fˇ , η, k − j).
Rappelons que la restriction àQ×l du caractère de Hecke induit par η
−1 a un comportement
différent selon que l = p ou que l 6= p. Si l 6= p, le caractère induit est η (i.e le caractère
non-ramifiée prenant la valeur η(l) en l), et, sur Q×p , on récupère η−1 : Q×p → L× (avec
η−1(p) = 1). On peut donc écrire l’équation fonctionnelle de la façon suivante :
Λ∞(f, η−1, j) = (−1)k−jε(pip(f)⊗η−1⊗|·|j−
k−1
2 )·
∏
l|N ′
ε(pil(f)⊗η⊗|·|j−
k−1
2 )·Λ∞(fˇ , η, k−j).
Remarquons pour finir que, si l’on écrit N = N ′pr, alors, pour p 6= l | N , on a l’égalité
ε(pil(f)⊗ η ⊗ | · |j−
k−1
2 ) = ε(pil(f)) · η(l)c(pil(f)) · l−c(pil(f))(j−
k−1
2
),
et, en utilisant le fait que le conducteur de pil(f) est lvl(N), on en déduit∏
l|N ′
ε(pil(f)⊗ η ⊗ | · |j−
k−1
2 ) =
∏
l|N ′
ε(pil(f)) · η(N ′)(N ′)
k−1
2
−j
6.5 Interpolation
Dans cette section, on démontre que les construction faites dans les chapitres précédents
nous permettent d’interpoler les plongements p-adiques des valeurs spéciales de la fonction
L de f que l’on a défini dans 6.4.2. Ceci constitue la preuve du théorème 6.0.1 annoncé
au début du chapitre. On démontre d’abord, en utilisant un théorème de Gealy reliant
les classes de cohomologie motivique Z (fˇ ⊗ η, j, r, ξ) au système d’Euler de Kato et le
théorème 3.3.14, les propriétés d’interpolation des valeurs spéciales aux entiers négatifs.
Finalement, en utilisant une équation fonctionnelle du système d’Euler de Kato établie
par Nakamura et l’équation fonctionnelle du théorème 4.6.4, on obtient l’interpolation des
valeurs spéciales aux entiers positifs j ≥ k. On sait déjà, d’après les résultats de Kato, que
les valeurs interpolés par notre fonction dans la bande critique s’interprètent bien en termes
des valeurs spéciales complexes, ce qui donne une image complète des valeurs interpolés
par la fonction L p-adique d’une forme modulaire.
6.5.1 Relèvement motiviques des éléments de Kato
Rappelons que, pour chaque γ ∈ VL(fˇ), on a des éléments dans la cohomologie d’Iwa-
sawa
z(p)γ (fˇ)(k + j) = (z
(p)
pn (fˇ ,−j, r, ξ))n≥1 ∈ H1Iw(Q, V (fˇ)(k + j))
fournis par le théorème 6.2.1 de Kato.
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Proposition 6.5.1 ([36], prop. 9.1.1). Soit γ ∈ VL(fˇ). Alors
rét(Z (fˇ , j, γ)) =
∫
Γ
1 · z(p)γ (fˇ)(k + j).
Remarque 6.5.2.
— La proposition 9.1.1 de [36] montre le résultat pour γ = δ(fˇ , r, id). Le cas ξ quelconque
s’en déduit des compatibilités des réalisations par des correspondances algébriques
et de la définition des éléments zêta, et le cas d’un élément γ quelconque suit par
linéarité.
— Remarquons que, par construction, z(p)γ (fˇ)(k+ j) = z
(p)
γ (fˇ)(k)⊗ ej et la proposition
ci-dessus s’exprime donc aussi comme
rét(Z (fˇ , j, r, ξ)) =
∫
Γ
χj · z(p)γ (fˇ)(k).
6.5.2 Interpolation aux entiers négatifs
Notons
D(f) = Drig(VL(f) |GQp ), D(fˇ) = Drig(VL(fˇ) |GQp ) ∈ ΦΓét(R)
les (ϕ,Γ)-modules associés aux formes f et fˇ . Rappelons que l’on a posé D = D(fˇ)(k−1),
qui est de Rham à poids de Hodge-Tate 0 et k − 1, et notons
zKato = Exp
∗(z(p)γ (fˇ)(k − 1)) ∈ Drig(V (fˇ)(k − 1)))ψ=1 = Dψ=1.
Lemme 6.5.3. Soit j ≥ 0. On a
ΛD,zKato(ηχ
−j−1) = p−nj G(η)−1 · ιp(Λ∞(f, η−1,−j)).
Démonstration. Par construction du système d’Euler, on sait que
z(p)γ (fˇ ⊗ η)(k − j) = z(p)γ (fˇ)(k − 1)⊗ eη ⊗ ej+1 = µzKato ⊗ eη ⊗ ej+1.
Par le théorème 6.5.1 de Gealy, on a alors
exp−1(rét(Z (fˇ ⊗ η, j, r, ξ))) = exp−1(
∫
Γ
1 · z(p)γ (fˇ)(k + j))
= exp−1(
∫
Γ
1 · µzKato⊗eη⊗ej+1)
= exp−1(
∫
Γ
ηχj+1 · µzKato),
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d’où, par la compatibilité entre le régulateur p-adique et le régulateur étale, on en déduit
ιp(Λ∞(f, η−j ,−j)) = Γ∗(−j) G(η) · rp(Z (fˇ ⊗ η, j, r, ξ))⊗ edR,∨η,−j
= Γ∗(−j) G(η) · exp−1(
∫
Γ
ηχj+1 · zKato)⊗ edR,∨η,−j
Par ailleurs, le théorème 3.3.14 affirme que
ΛD,zKato(ηχ
−j−1) = p−nj Γ∗(−j) · exp−1(
∫
Γ
ηχj+1 · µzKato)⊗,
d’où le résultat.
6.5.3 L’équation fonctionnelle du système d’Euler de Kato, d’après Na-
kamura
Si γ ∈ VL(fˇ), notons γˇ ∈ VL(f) l’élément dual à γ ⊗ ek sous l’accouplement parfait
VL(fˇ)(k)× VL(f)→ L.
Écrivons N = N ′pr, (N ′, N) = 1. On note
zKato = Exp
∗(z(p)γ (fˇ)(k − 1)) ∈ D(f)(k − 1)ψ=1 = Dψ=1,
zˇKato = Exp
∗(z(p)γˇ (f)(k − 1)) ∈ D(f)(k − 1)ψ=1 = Dˇ(k − 2)ψ=1,
z∗Kato = ResZp(wD(z˜Kato))⊗ e∨ωD ∈ Dˇψ=1
les tordus des systèmes d’Euler associés aux formes fˇ et f (cf. thm. 6.2.1) et l’image par
l’involution de z (cf. 4.6 où z∗Kato est noté zˇKato[k − 1]), respectivement.
Proposition 6.5.4 ([49], thm. 4.7). Notons [N ′] =
∏
l|N ′ [σl]
vl(N
′) ∈ Λ. Alors
z∗Kato ⊗ ek−1 = −
∏
l-N
ε(pil(f)⊗ | · |
k−1
2 ) · ([N ′] · (zˇKato ⊗ e2−k)⊗ ek−1).
Remarque 6.5.5.
— Le théorème 4.7 de [49] est énoncé en termes de facteurs epsilon des représentations
de Weil-Deligne. Sa démonstration est basée sur la compatibilité locale-globale de la
correspondance de Langlands classique et la proposition 3.15 de [49]. Cette dernière
proposition peut être énoncée naturellement (cf. thm. 4.5.1) en termes de facteurs
locaux des représentations de GL2(Qp). La preuve de la proposition ne ferait donc
pas usage de la compatibilité locale-globale dans la correspondance de Langland p-
adique.
— Il faut faire un peu d’attention car les normalisations des facteurs locaux dans ce
travail ne coïncident pas avec celles de [49]. Comme on l’a remarqué, dans le texte
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présent, les facteurs locaux des représentations lisses sont normalisés de sorte que
l’équation fonctionnelle de la fonction L soit centrée en s = 1/2, tandis que, dans
[49], elle est centrée en s = k−12 . La différence entre les facteurs locaux est donc un
twist par | · |− k−12 .
— Le résultat ci-dessus devrait, dans le cas triangulin, pouvoir être déduit de l’équation
fonctionnelle de la fonction L p-adique de la forme modulaire (cf. [46], section 17,
cor. 2). La construction d’un système d’Euler de Kato universel permettrait, par des
arguments de prolongement analytique, d’en déduire la proposition à partir du cas
triangulin.
6.5.4 L’équation fonctionnelle de la fonction L p-adique
L’équation fonctionnelle du système d’Euler de Kato et l’équation fonctionnelle 4.6.4
nous permettent d’interpréter les valeurs aux entiers positifs de la fonction ΛD,zKato .
Théorème 6.5.6. Soit j > 0 un entier. Alors
ΛD,zKato(ηχ
j) = C(f, η, j) · ΛDˇ(k−1),zˇKato(η−1χ−j+k−2)⊗ e
dR,∨
k−1,ω−1D
,
où
C(f, η, j) = Ω ·G(η−1)2 · ε(pip(fˇ)⊗ η ⊗ | · |
k−1
2 )−1 ·
∏
l|N ′
ε(pil(fˇ)⊗ η ⊗ | · |j+
k−1
2 ).
Démonstration. En appliquant le théorème 4.5.3 (noter que D est à poids de Hodge-Tate
0 et k − 1 et donc le k du théorème change !), on obtient
ΛD,z(ηχ
j) = −Ω · p−n(k−2)ωpi(D)(cη) · ΛDˇ(k−1),z∗Kato⊗ek−1(η
−1χ−j+k−1)⊗ edR,∨
k−1,ω−1D
.
Par ailleurs, par définition de l’action de Λ = Zp[[Z×p ]] sur Dψ=1, on sait que∫
Γ
η−1χj−k+1 · µ([N ′]·zˇKato⊗e2−k)⊗ek−1 =
∫
Γ
η−1χj · µ[N ′]·(zˇKato⊗e2−k)
= η(N ′)(N ′)−j
∫
Γ
η−1χj · µzˇKato⊗e2−k
= η(N ′)(N ′)−j
∫
Γ
η−1χj−k+2 · µzˇKato ,
d’où, en utilisant la proposition 6.5.4, on déduit
ΛDˇ(k−1),z∗Kato⊗ek−1(η
−1χ−j+k−1) = −
∏
l|N ′
ε(pil(fˇ)⊗|·|
k−1
2 )·η(N ′)(N ′)−j ·ΛDˇ(k−1),zˇKato(η−1χ−j+k−1).
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En rassemblant ces formules, on obtient que ΛD,zKato(ηχ
j) est donné par la formule
Ω · p−n(k−2)ωpi(D)(cη) ·
∏
l|N ′
ε(pil(fˇ)⊗ η ⊗ | · |j+
k−1
2 ) · ΛDˇ(k−1),zˇKato(η−1χ−j+k−2)⊗ e
dR,∨
k−1,ω−1D
.
Remarquons finalement que, par la proposition 4.2.1, ωpi(D)(cη) = ε(η)2ε(pi(D)⊗ η)−1,
et, en utilisant que pi(D) = pip(fˇ)⊗ | · |k−1 et le fait (cf. [2] thm. 3.1) que le conducteur de
pip(fˇ ⊗ η), pour η de conducteur pn, n > r, est p2n, on en déduit la formule
p−n(k−1)ε(pi(D)⊗ η)−1 = ε(pip(fˇ)⊗ η ⊗ | · |
k−1
2 )−1.
Enfin, la formule ε(η)2 = p−nG(η−1)2 permet de conclure.
6.5.5 Interpolation aux entiers ≥ k
On obtient, comme corollaire de l’équation fonctionnelle ci-dessus, le résultat suivant,
qui donne une interprétation des valeurs interpolés aux entiers positifs par la fonction
ΛD,zKato .
Lemme 6.5.7. Soit j ≥ k. Alors
ΛD,zKato(ηχ
j) = pn(j+1)G(η)−1 · C · ιp(Λ∞(fˇ , η, k − j − 1))⊗ edRk−1,ω−1D ,
où
C = η(−1) Ω · ε(pip(fˇ)⊗ η ⊗ | · |−j+k−1)−1 ·
∏
l|N ′
ε(pil(fˇ)⊗ η ⊗ | · |j+
k−1
2 ).
Démonstration. On a, par le lemme 6.5.3 appliqué à zˇKato,
ΛDˇ(k−1),zˇKato(η
−1χ−j+k−2) = p−n(j−k+1) G(η−1)−1 · ιp(Λ∞(fˇ , η,−j + k − 1)).
Par ailleurs, G(η−1) = G(η)−1η(−1)pn et on peut donc écrire
p−n(j−k+1) G(η−1)·ε(pip(fˇ)⊗η⊗|·|
k−1
2 )−1 = pn(j+1)G(η)−1 η(−1)·ε(pip(fˇ)⊗η⊗|·|−j+k−1)−1,
ce qui permet de conclure.
Le résultat ci-dessus nous amène à poser
ιp(Λ∞(f, η−1, j + 1)) = C · ιp(Λ∞(fˇ , η, k − j − 1))⊗ edRk−1,ω−1D ,
C = η(−1) Ω · ε(pip(fˇ)⊗ η ⊗ | · |−j+k−1)−1 ·
∏
l|N ′
ε(pil(fˇ)⊗ η ⊗ | · |j+
k−1
2 ),
146 CHAPITRE 6
et le lemme se traduit, par définition, en la formule
ΛD,zKato(ηχ
j) = p−n(j+1)G(η)−1 · ιp(Λ∞(f, η−1, j + 1)), j ≥ k.
6.5.6 La bande critique
Si 0 ≤ j ≤ k − 1, on pose
ιp(Λ∞(f, η−1, j + 1)) = Γ∗(j) G(η) · exp∗(
∫
Γ
ηχ−j · µzKato)⊗ edR,∨η,−j .
On sait, d’après le théorème 6.2.1 de Kato, que l’image de ces valeurs par l’application de
périodes est donnée par la valeur spéciale Λ∞(f, η−1, j + 1). Et, par ce qu’on a déjà vu, le
lemme suivant est immédiat
Lemme 6.5.8. Soit 0 ≤ j ≤ k − 1. Alors
ΛD,zKato(ηχ
j) = pn(j+1) G(η)−1 · ιp(Λ∞(f, η−1, j + 1)).
Ceci finit, enfin ! la preuve du théorème 6.0.1, ainsi que cette thèse.
Tâchez de garder toujours un morceau de ciel
au-dessus de votre vie, petit garçon.
Marcel Proust, Du côté de chez Swann
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