Since about 100 years ago, to learn the intrinsic structure of data, many representation learning approaches have been proposed, including both linear ones and nonlinear ones, supervised ones and unsupervised ones. Particularly, deep architectures are widely applied for representation learning in recent years, and have delivered top results in many tasks, such as image classification, object detection and speech recognition. In this paper, we review the development of data representation learning methods.
Introduction
In many domains, such as artificial intelligence, bioinformatics and finance, data representation learning is a critical step to facilitate the subsequent classification, retrieval and recommendation tasks. Typically, for large scale applications, how to learn the intrinsic structure of data and discover valuable information from data becomes more and more important and challenging.
Since about 100 years ago, many data representation learning methods have been proposed. Among others, principal component analysis (PCA) was proposed by K.
Pearson in 1901 [1] , while linear discriminant analysis (LDA) was proposed by R.
Fisher in 1936 [2] . PCA and LDA are both linear methods. Nevertheless, PCA is an unsupervised method, whilst LDA is a supervised one. Based on PCA and LDA, variety of extensions have been proposed, such as kernel PCA [3] and generalized discriminant analysis (GDA) [4] . In 2000, the machine learning community launched the research on manifold learning, which is to discover the intrinsic structure of high dimensional data. Unlike previous global approaches, such as PCA and LDA, manifold learning methods are generally locality based, such as isometric feature mapping (Isomap) [5] and locally linear embedding (LLE) [6] . In 2006, G. Hinton and his co-authors successfully applied deep neural networks to dimensionality reduction, and proposed the concept of "deep learning" [7, 8] . Nowadays, due to their high effectiveness, deep learning algorithms have been employed in many areas beyond artificial intelligence.
On the other hand, the research on artificial neural networks undergoes a tough process, with many successes and difficulties. In 1943, W. McCulloch and W. Pitts created the first artificial neuron, linear threshold unit, which is also called M-P model in the following research [9] , for neural networks. Later, D. Hebb proposed a hypothesis of learning based on the mechanism of neural plasticity, which is also known as Hebbian theory [10] . Essentially, M-P model and Hebbian theory paved the way for neural network research and the development of connectionism in the area of artificial intelligence. In 1958, F. Rosenblatt created the perceptron, a two-layer neural network for binary classification [11] . However, M. Minsky and S. Papert pointed out that perceptrons were even incapable of solving the exclusive-or (XOR) problem [12] .
Until 1974, P. Werbos proposed the back propagation algorithm to train multi-layer perceptrons (MLP) [13] , the neural network research had stagnated. Particularly, in 1986, D. Rumelhart, G. Hinton and R. Williams showed that the back propagation algorithm can generate useful internal representations of data in hidden layers of neural networks [14] . With the back propagation algorithm, although one could train many layers of neural networks in theory, two crucial issues existed: model overfitting and gradient diffusion. In 2006, G. Hinton initiated the breakthrough on representation learning research with the idea of greedy layer-wise pre-training plus finetuing of deep neural networks [7, 8] . The issues confusing the neural network community were addressed accordingly. Later on, many deep learning algorithms were proposed and successfully applied to various domains [15, 16] .
In this paper, we review the development of data representation learning, i.e. both traditional feature learning and recent deep learning. The rest of this paper is organized as follows. Section 2 is devoted to traditional feature learning, including linear algorithms and their kernel extension, and manifold learning methods. In Section 3, we introduce the recent progress of deep learning, including important models and public toolboxes. Section 4 concludes this paper with remarks and interesting research directions on data representation learning.
Traditional feature learning
In this section, we focus on traditional feature learning algorithms, which belong to "shallow" models and aim to learn transformations of data that make it easier to extract useful information when building classifiers or other predictors [17] . Hence, we will not consider some manual feature engineering methods, such as image descriptors (e.g. scale-invariant feature transform or SIFT [18] , local binary patterns or LBP [19] , and histogram of oriented gradients or HOG [20] , and so on) and document statistics (e.g. term frequency-inverse document frequency or TF-IDF [21] , and so on).
From the perspective of its formulation, an algorithm is generally considered to be linear or nonlinear, supervised or unsupervised, generative or discriminative, global or local. For example, PCA is a linear, unsupervised, generative and global feature learning method, while LDA is a linear, supervised, discriminative and global method. In this section, we adopt the taxonomy to categorize the feature learning algorithms as global ones or local ones. In general, global methods try to preserve the global information of data in the learned feature space, but local ones focus on preserving local similarity between data during learning the new representations. For instance, unlike PCA and LDA, LLE is a locality-based feature learning algorithm. Moreover, we usually call locality-based feature learning as manifold learning, since it is to discover the manifold structure hidden in the high dimensional data.
In the literature, van der Maaten, Postma and van den Herik provided a MATLAB toolbox for dimensionality reduction, which includes the codes of 34 feature learning algorithms [22] . In [23] , Yan et al. introduced a general framework known as graph embedding to unify a large family of dimensionality reduction algorithms into one formulation. In [24] , Zhong, Chherawala and Cheriet compared three kinds of supervised dimensionality reduction methods for handwriting recognition, while in [25] , Zhong and Cheriet presented a framework from the viewpoint of tensor representation learning, which considers the input data as tensors and unifies many linear, kernel and tensor dimensionality reduction methods with one learning criterion.
Global feature learning
As mentioned above, PCA is one of the earliest linear feature learning algorithm [1, 26] . Due to its simplicity, PCA has been widely used for dimensionality reduction [27] .
It uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables. To some extent, classical multidimensional scaling (MDS) is similar with PCA, i.e. both of them are linear method and optimized using eigenvalue decomposition [28] . The difference between PCA and MDS is that, the input of PCA is the data matrix, while that of MDS is the distance matrix between data. Except for eigenvalue decomposition, singular value decomposition (SVD) is often used for optimization as well. Latent semantic analysis (LSA) in information retrieval is just optimized using SVD, which reduces the number of rows while preserving the similarity structure among columns (rows represent words and columns represent documents) [29] . As variants of PCA, kernel PCA extends PCA for nonlinear dimensionality reduction using the kernel trick [30] , while probabilistic PCA is a probabilistic version of PCA [31] . Moreover, based on PPCA, Lawrence proposed the Gaussian process latent variable model (GPLVM), which is a fully probabilistic, nonlinear latent variable model and can learn a nonlinear mapping from the latent space to the observation space [32] . In order to integrate supervisory information into the GPLVM framework, Urtasun and Darrell proposed the discriminative GPLVM [33] . However, since DGPLVM is based on the learning criterion of LDA [2] or GDA [4] , the dimensionality of the learned latent space in DGPLVM is restricted to be at most C − 1, where C is the number of classes. To address this problem, Zhong et al. proposed the Gaussian process latent random field (GPLRF) [34] , by enforcing the latent variables to be a Gaussian Markov random field (GMRF) [35] with respect to a graph constructed from the supervisory information. Among others, some more extensions of PCA include sparse PCA [36] , robust PCA [37, 38] and probabilistic relational PCA [39] .
LDA is a supervised, linear feature learning method, which enforces data belonging to the same class to be close and that belonging to different classes to be far away in the learned low-dimensional subspace [2] . LDA has been successfully used in face recognition, and the obtained new features are called Fisherfaces [40] . GDA is the kernel version of LDA [4] . In general, LDA and GDA are learned with the generalized eigenvalue decomposition. However, Wang et al. pointed out that the solution of generalized eigenvalue decomposition was only an approximation to that of the original trace ratio problem with respect to LDA's formulation [41] . Hence, they transformed the trace ratio problem to a series of trace difference problems and used an iterative algorithm to solve it. Furthermore, Jia et al. put forward a novel Newton-Raphson method for trace ratio problems, which can be proved to be convergent [42] . In [43] , Zhong, Shi and Cheriet have presented a novel method called relational Fisher analysis, which is based on the trace ratio formulation and sufficiently exploits the relational information of data. In [44] , Zhong and Ling analyzed an iterative algorithm for the trace ratio problems and proved the necessary and sufficient conditions for the existence of the optimal solution of trace ratio problems. In addition, more extensions of LDA may include incremental LDA [45] , DGPLVM [33] and marginal Fisher analysis (MFA) [23] .
Except feature learning algorithms mentioned above, there are many other feature learning methods, such as independent component analysis (ICA) [46] , canonicalcorrelation analysis (CCA) [47] , ensemble learning based feature extraction [48] , multitask feature learning [49] , and so on. Moreover, to directly process tensor data, many tensor representation learning algorithms have been proposed [50, 51, 52, 23, 53, 54, 55, 56, 57, 58] . For example, Yang et al. proposed the 2DPCA algorithm and shew its advantage over PCA on face recognition problems [50] , while Ye, Janardan and Li proposed the 2DLDA algorithm, which extends LDA for two-order tensor representation learning [51] . Particularly, in [55] , a large margin low rank tensor representation learning algorithm is introduced, the convergence of which can be theoretically guaranteed.
Manifold learning
In this section, we focus on locality-based feature learning methods, and call them manifold learning methods. Although most of the manifold learning algorithms are nonlinear dimensionality reduction approaches, some are linear dimensionality reduction methods, such as locality preserving projections [59] and MFA [23] . Meanwhile, note that some nonlinear dimensionality reduction algorithms are not manifold learning approaches, as they are not aimed to discover the intrinsic structure of high dimensional data, such as Sammon mapping [60] and KPCA [30] .
In 2000, "Science" published two interesting papers on manifold learning. The first paper introduces Isomap, which combines the Floyd-Warshall algorithm with classic MDS [5] . Based on local neighborhood of the samples, Isomap computes the pairwise distance between data using the Floyd-Warshall algorithm, and then, learn the low-dimensional embeddings of data using classic MDS on the computed pair-wise distances. The second paper is about LLE, which encodes the locality information at each point into the reconstruction weights of its neighbors. Later on, many manifold learning algorithms were proposed [61, 62, 63, 64, 65, 59, 23, 66] . In particular, the work of [67] combines the idea of local tangent space alignment (LTSA) [63] and Laplacian eigenmaps (LE) [61] , which computes the local similarity between data using the Euclidean distance in the local tangent space and employs LE to learn the low dimensional embeddings of data. In [68] , Cheriet et al. applied manifold learning approaches to shape-based recognition of historical Arabic documents and obtained noticeable improvement over previous methods.
In addition to the methods mentioned above, some related work that needs pay attention to includes the algorithms for distance metric learning [69, 70, 71, 72] , semisupervised learning [73] , dictionary learning [74] , and non-negative matrix factoriza-tion [75] , which to some extent take account of the underlying structure of data.
Deep learning
In the literature, 4 survey papers on deep learning have been published. In [76] , Bengio introduced the motivations, principles and some important algorithms of deep learning, while in [17] , from the perspective of representation learning, Bengio, Courville and Vincent reviewed the progress of feature learning and deep learning. In [77] , LeCun, Bengio and Hinton introduced the development of deep learning and some important deep learning models including convolutional neural network [78] and recurrent neural network [79] . In [80] 
Deep learning models
Here, we review some deep learning models, especially that proposed after the publication of [17] .
The renewal of deep learning is mainly due to the great progress of three aspects: feature learning, availability of large scale of labeled data, and hardware, especially general purpose graphics processing units (GPGPU). In 2006, Hinton and his colleagues proposed to use greedy layer-wise pre-training and finetuning for the learning of deep neural networks, which results in higher performance than state-of-the-art algorithms on MNIST handwritten digits recognition and document retrieval tasks [8] .
Quickly, some work followed up. Bengio et al. introduced the stacked autoencoders and confirmed the hypothesis that the greedy layer-wise unsupervised training strategy mostly helps the optimization, by initializing weights in a region near a good local minimum, giving rise to internal distributed representations that are high-level abstractions of the input, and bringing better generalization [15] . In [81] , Vincent et al. proposed the stacked denoising autoencoders, which are trained locally to denoise corrupted versions of the inputs. In [82] , Zheng et al. showed the effectiveness of deep architectures that are built with stacked feature learning modules, such as PCA and stochastic neighbor embedding (SNE) [83] . To improve the effectiveness of the deep architectures built with stacked feature learning models, Zheng et al. applied the stretching technique [84] on the weight matrix between the top successive layers, and demonstrated the effectiveness of the proposed method on handwritten text recognition tasks [85] . Additionally, in [86] , a tandem hidden Markov model using deep belief networks (DBNs) [7] was proposed and applied for offline handwriting recognition.
In 2012, Krizhevsky, Sutskever and Hinton created the "AlexNet" and won the ImageNet Large Scale Visual Recognition Competition (ImageNet LSVRC) [87] . In AlexNet, the dropout regularization [88] and the nonlinear activation function called rectified linear units (ReLUs) [89] were used. To speed up the learning on 1.2 million training images from 1000 categories, AlexNet was implemented on GPUs. Between 2013 and 2016, all the models performed well in the ImageNet LSVRC are based on deep convolutional neural networks (CNNs), such as OverFeat [90] , VGGNet [91] , GoogLeNet [92] and ResNet [93] . In [94] , an interesting feature extraction method based on AlexNet was proposed. The authors showed that features extracted from the activation of a deep convolutional network (e.g. AlexNet) trained in a fully supervised fashion on a large, fixed set of object recognition tasks can be repurposed to novel Recently, the deep learning models obtained much attention are recurrent neural networks (RNNs) [79, 97] , long short-term memory (LSTM) [98, 99] , attention based models [100, 101] and generative adversarial nets [102] . The applications are generally focused on image classification, object detection, speech recognition, handwriting recognition, image caption generation and machine translation [103, 104, 105] .
Deep learning toolboxes
There are many deep learning toolboxes commonly shared on the internet. In each toolbox, the codes of some deep learning models, such as DBNs [7] , LeNet-5 [78] , AlexNet [87] and VGGNet [91] , are often provided, respectively. The researchers may directly use the codes or develop new models based on the codes under certain licenses. 
Conclusion
In this paper, we review the research on data representation learning, including traditional feature learning and recent deep learning. From the development of feature learning methods and artificial neural networks, we can see that deep learning is not totally new. It's the consequence of the great progress of feature learning research, availability of large scale of labeled data, and hardware. However, the breakthrough of deep learning not only affects the artificial intelligence area, but also greatly improves the progress of many domains, such as finance [106] and bioinformatics [107] .
For the future research on deep learning, we provide three directions: the fundamental theory, novel algorithms, and applications. Some researchers have tried to analyze deep neural networks [108, 109, 110] . However, the gap between the theory and application of deep learning is still quite large. Although many deep learning algorithms have been proposed, most of them are based on deep CNNs or RNNs. Therefore, creative deep learning algorithms need to be proposed, to solve real world problems, such as unsupervised models and transfer learning models. Moreover, deep learning algorithms have been preliminarily exploited in many domains. However, to solve some challenging problems, such as that in natural language processing and computer vision, more sophisticated models need to be created and applied.
Finally, we emphasize that deep learning is not the whole of machine learning, and the only way to realize artificial intelligence. To solve the real world problems, many approaches for intelligent data analytics are necessary.
