Abstract-In this paper we present work on the development of a system for automated classification of digitized H&E histopathology images of prostate carcinoma (PCa). In our system, images are transformed into a tiled grid from which various texture and morphological features are extracted. We evaluate the contribution of high-level morphological features such as those derived from tissue segmentation algorithms as they relate to the accuracy of our classifier models. We also present work on an algorithm for tissue segmentation in image tiles, and introduce a novel feature vector representation of tissue classes in same. Finally, we present the classification accuracy, sensitivity and specificity results of our system when performing three tasks: distinguishing between cancer and non-cancer tiles, between low and high-grade cancer and between Gleason grades 3, 4 and 5. Our results show that the novel tissue representation outperforms the morphological features derived from tissue segmentation by a significant margin, but that neither feature sets improve on the accuracy gained by features from low-level texture methods.
I. INTRODUCTION
Prostate cancer is the second most common form of cancer affecting men in the western world [1] . The discovery of prostate-specific antigen (PSA) in 1980 and the implementation of prostate cancer screening methods has greatly improved detection rates, so the focus of much research has changed from detection of prostate cancer to the staging of the disease and selection of an appropriate clinical response.
Currently, the staging of prostate cancer is performed by pathologists using microscopic analysis. This process is difficult, time-consuming and subjective [2] .
The Gleason Grading scale is the most common system used to stage the disease [3] , [4] . The system operates on a scale of 1 to 5, in which pattern 1 describes benign glands tissue and pattern 5 is indicative of aggressive prostate cancer. A Gleason Score is assigned to a histological sample by summing the grades of the two most prevalent patterns. Patterns 1 and 2 are rarely seen in a clinical setting, so the distinction between patterns 3, 4 and 5 are the most important in determining whether the disease is benign, indolent or aggressive.
This computer-aided diagnosis (CAD) system described in this paper is not intended to replace the pathologist but as a decision support and research tool, and it achieves this in a number of ways. Firstly, a heatmap of benign versus cancerous regions can be used to draw the attention of the pathologist to that region for further inspection, and provide a quantitative answer to the amount of tumour present in a sample. Classification of regions into the Gleason grading scale can be used as a display tool, but also for automated Gleason scoring and providing a quantitative mechanism for identifying Gleason grade in a sample.
The additional advantages of employing an automated analysis system are that it can find small foci of PCa that may have gone unnoticed by a pathologist. This also allows much greater accuracy when estimating the percentage of cancer involvement in a sample, an important predictor in clinical outcome [5] . While not providing an authoritative answer to the selection of a clinical response, it gives pathologists a common reference in the staging of the disease, which would help mitigate inter and intra-pathologist grading differences, and reduces the amount of time spent performing microscopic analysis.
In section 3 we describe the features implemented in this system and considered in the evaluation. We present some tissue morphology features that should be distinctive for different tumour stages. Surprisingly, when these features are included in the classification process they do not improve on the performance of lower level texture features taken on their own. This is perhaps an example of a situation in which a large volume of data trumps in-depth morphological analysis.
II. RELATED WORK
Previous work in computer-aided diagnosis of prostate cancer has used a variety of methods and features to characterize and classify the disease. These can be grouped into approaches that evaluate gland morphology [6] , [7] and those that employ a tiling procedure [8] , [9] , [10] . Diamond et al. [8] used co-occurrence texture features [11] and morphological features such as lumen area in a binary classification problem to assign image sub-regions into two classes corresponding to benign stroma or cancerous tissue patterns. They reported an accuracy of 79.3% evaluated on 100px 2 tiles taken from 8 digitized tissue slides at magnification 40x. Doyle et al. [9] used co-occurrence texture features, wavelets and first-order statistics in combination with Bayes classifiers as weak learners for an Adaboost algorithm. They reported an accuracy of 88% in discriminating cancer versus non-cancerous tissue patterns on a dataset of 22 images at magnification 40x. Naik et al. [12] DiFranco et al. [13] used co-occurrence texture features, first-order colour-channel statistics and a convolution of those features in a tile-based classification scheme. Using randomforest feature selection and an SVM classifier, they reported a highest accuracy of 95.2% when discriminating between cancer and non-cancer tiles.
Nguyen et al. [7] implemented a segmentation-based approach that made use of low-level domain information to derive structural features relating to glandular structure in benign, grade 3 and grade 4 carcinoma. Using a set of 26 images of prostate tissue samples at 20x magnification, they reported an accuracy of 85.5% when discriminating between ROIs belonging to grade 3 and grade 4 using ROI-based crossvalidation and an accuracy of 70.7% using specimen-based cross-validation with an SVM classifier.
III. METHODOLOGY
Our system is based on performing a tiling operation on each image, allowing us to extract a feature vector from each tile for use in subsequent classification tasks. The advantages of this approach are its adaptability to current state-of-the-art supervised-learning methods and the ease with which image processing, feature extraction and classification tasks can be parallelized.
Similar tile-based systems have used tiles of size 100px
2
[8], [9] and 512px 2 [10] at the same magnification level of 40x. In initial evaluations we performed tiling at 512px 2 , 256px 2 and 128px 2 . However, 128px 2 tiles reduced accuracy in our models, so we settled on 256px 2 tiles as it increases the resolution of the subsequent tile-classified image (in which each pixel corresponds to a single input tile), increasing correspondence with the input image and enabling more accurate tumour-region consolidation in post-processing steps.
A. Feature Sets
The features implemented in this system fall into three groups: colour, texture, and morphological. The colour features are first-order statistics computed over colour-channel histograms in selected colour-spaces. Texture features are the set of features that can be extracted from gray-level co-occurrence matrices (GLCM). The domain-specific features implemented are common nuclear and tissue morphology features, derived from tissue-segmented image tiles. We also introduce a novel feature vector based on the adjacency of tissue types in an image sub-region.
B. Colour & Texture Features
Texture and colour features are extracted from images tile in two colour-spaces: RGB and CIELab, and using pixel quantization values of 16, 32 and 64. • angles from the reference pixel at a distance of 1, 2 and 4 pixels. Thirteen texture features proposed by Haralick [11] and two additional texture features proposed by Conners [14] are extracted from each GLCM.
Nine colour-channel histogram statistics are also calculated in each colour-space and quantization level; min, mean, max, standard deviation, variance, kurtosis and skewness.
C. Morphological Features
This section describes the domain and morphological features implemented in this system. Morphologic features have been used to classify PCa in previous work [8] , [7] , [6] , and as the Gleason patterns are characterized by a breakdown and fusing of gland boundaries, and infiltration of glands into stromal tissue [5] , [4] , inclusion of features based on this expert knowledge should increase the ability of a classifier to differentiate Gleason grades.
Tissue and nuclear morphological features are calculated from tissue-segmented images. Our method for identifying and segmenting tissue regions involves pixel-classification followed by a sequence of morphological operators, described in the algorithm below. We also describe a novel feature vector for representing discrete classes in an image.
1) Pixel Classification:
Our scheme involves assigning pixels into one of four tissue types; lumen, stroma, cytoplasm (a) Segmented Nuclei in Stroma and Cytoplasm Regions and nuclei. Representative pixels from each tissue class were extracted by manual ROI-selection in each image in our dataset. Outlier pixels in each class -the majority of which are white pixels incorporated by the ROI selection processare excluded by manual thresholding. A mean-shift procedure is applied that shifts each pixel towards the mean of its class. Pixel values were sampled in the RGB colour-space, and were also converted to the CIELab, HSV, YCbCr and H&E [15] colour-spaces.
Each pixel in an image I is assigned a class variable y from a dependent feature vector x of pixel intensity values using a Naive Bayes classifier with the formula argmax(P (y) n i=1 P (x i |y)). Evaluation of classifier accuracy is performed using 10-fold cross validation and visual inspection of classified tiles. The RGB feature vector achieved an accuracy of 80.1% and was generally poorer at classifying pixels in stroma and cytoplasm areas than the CIELab model on visual inspection of the tiles. The H&E colourspace was the worst performing of the colourspaces, achieving only 73.8% accuracy. We found that the best performing input vector was the CIELab colour-space by itself, which achieved 94% accuracy, narrowly out-performing the YCbCr which achieved 93.9%, and any other concatenation of input vectors.
2) Class-index co-occurrence features:
The pixelclassification step produces images in which each pixel has been assigned a class, and while this classification achieves high accuracy, additional processing is required prior to extraction of high-level morphological features. One weakness of this approach is that the additional processing steps generally attempt fully segment tissue regions, i.e. place a distinct boundary on regions of 'stroma' and 'cytoplasm', which may produce unstable results and actually lower accuracy on a per pixel basis [16] . Our goal here is to introduce high-level expert knowledge features into the system. If we believe that our classifier can achieve ¿90% classification accuracy of pixels in an area without drawing a boundary between regions of each class, we can formulate a feature vector to represent this without the need for any additional processing steps.
Class-index co-occurrence matrix (CICM) features are created by constructing a symmetric co-occurrence matrix of distance 1 on an image, where each pixel has been assigned a class index in a set rather than an intensity value. In our scheme, pixels are labeled lumen, stroma, cytoplasm and nuclei -thus the co-occurrence matrix is a count of how many nuclei pixels are adjacency to stroma pixels, etc. Values in the matrix are normalized to unit range, and the upper triangular values are extracted to form the feature vector. This feature vector is a form of second-order statistics based on the pattern of discrete tissue types in an image, and should offer some discriminatory power for distinguishing between the different tissue patterns found in Gleason grades.
3) Nuclear and Tissue Morphology features:
Prior to nuclear and tissue feature extraction, additional processing of the pixel-classified image is required to segment regions of each class. To maintain the 'highly parallel' attribute of our system, we developed an algorithm to perform this step on image tiles rather than globally.
Once an image tile has been tissue-segmented, nuclear and tissue morphology features are extracted. Features included are the total area and ratios of each tissue type c C = {lumen, stroma, cytoplasm, nuclei} present in an image. The area formula Area(v) . Nuclear features include the total number, area and deviation of nuclei in an image tile, and the same features considering only the nuclei in stroma or cytoplasm regions of an image. To find the deviation of nuclei, first obtain the vector V n of pixel coordinates belonging to each nuclei n in image by applying a connected components algorithm to M nuclei . The coordinate center d(n) of each nuclei is defined Our dataset consists of 20 prostatectomy and biopsy images, scanned at 40x magnification on a Leica SCN400 Scanner. Each feature set is evaluated using specimen-based cross-validation, in which we remove all samples of a class belonging to one or more images and use them as the test set. This ensures no tiles from the same image are used to train and test a classifier. As an image may contain tiles of one class and few or none of the opposing class, minor accuracy rates are calculated for all folds.
Initial evaluations showed that texture and colour features in the CIELab colour-space outperformed the RGB colourspace, so only CIELab features are included in accuracy figures below. The size of each feature set is given in square brackets. We used a Random Forest for classification, and no feature selection was performed.
A. Cancer vs Benign
In this problem, the 'Cancer' class is made up of annotated Gleason regions. 'Benign' tiles are selected randomly from unannotated image areas until the classes are balanced.
Feature set
Accuracy Sensitivity Specificity ALL [242] 77.57% 0.76 0.78 Colour Histogram [81] 76.04% 0.75 0.76 Haralick [135] 77.65% 0.75 0.78 Morphological [16] 72.75% 0.71 0.73 CICM [10] 76.26% 0.74 0.77
B. Gleason grades and Low vs High
Here we present the accuracy rates for binary classification of each Gleason grade. Also included are rates for classifying low-risk versus high-risk areas, in which low-risk are Gleason grades 3 and intermediary pattern 3/4 that have been assigned to Gleason 3, and high-risk are the Gleason 4, 5 and intermediary pattern 4/5.
Feature set G3-G4 G4-G5 LOW-HIGH ALL [242] 82.10% 91.81% 79.26% Colour Histogram [81] 78.12% 87.71% 77.28% Haralick [135] 80.99% 90.68% 78.26% Morphological [16] 62.38% 79.69% 69.85% CICM [10] 75.25% 83.94% 74.11%
V. SUMMARY AND CONCLUSIONS
The related works section describes several systems for classifying prostate cancer. There are two distinct approaches; gland-segmentation (Naik, Nguyen et al. ) and tile-based (Diamond, DiFranco et al. ), and each have strengths and weaknesses. The gland-based approaches appear to do well at distinguishing cancer from benign glands but are poorer at distinguishing between grades 3 and 4. No figures are reported for grade 5, presumably because there is no gland architecture to segment, and which would require a texture-based approach to identify. Validation methods also differ, using randomized, region or specimen-based cross-validation. We argue that the specimen-based cross-validation we use is the most appropriate method for evaluating the generalization ability of these systems, as it avoids introducing a bias by including regions or patches from the same image.
Nguyen et al. [7] use specimen-based cross-validation when classifying grades 3 and 4, achieving 70.7% with morphological and structural features but 84.4% when using texture-based features alone. Although different datasets and methodologies are used, making it impossible to directly compare results, we are satisfied that our findings are similar. It is also worth noting that the accuracy rates we report are done without feature selection or classifier parameter tuning, and including these steps would almost certainly improve accuracy rates.
As systems such as the one described in this paper become more common, it is worth considering the implementation cost with regards to data transfer and feature extraction, the most likely bottlenecks in a high-throughput system. Based on the figures reported here and in related work, it appears that while morphological features have their utility in identifying cancer glands, it may be more worthwhile focusing effort on improving texture-based methods, which have an advantage when it comes to distinguishing the Gleason grades. This is supported by our findings that in all cases the Haralick texture features alone approaches or improves upon the accuracy of the consolidated colour, texture and morphological feature set.
