Abstract. In this paper, we developed and analyzed a new class of discontinuous Galerkin (DG) methods for the acoustic wave equation in mixed form. Traditional mixed finite element (FE) methods produce energy conserving schemes, but these schemes are implicit, making the time-stepping inefficient. Standard DG methods give explicit schemes, but these approaches are typically dissipative or suboptimally convergent, depending on the choice of numerical fluxes. Our new method can be seen as a compromise between these two kinds of techniques, in the way that it is both explicit and energy conserving, locally and globally. Moreover, it can be seen as a generalized version of the Raviart-Thomas FE method and the finite volume method. Stability and convergence of the new method are rigorously analyzed, and we have shown that the method is optimally convergent. Furthermore, in order to apply the new method for unbounded domains, we proposed a new way to handle the second order absorbing boundary condition. The stability of the resulting numerical scheme is analyzed.
In the above system (1.1)-(1.2), the scalar function u(x, t) and the vector field p(x, t) are the unknowns to be approximated. The function f (x, t) is a given source term. The coefficient ρ(x) satisfies ρ(x) ≥ ρ 0 > 0 for all x ∈ Ω and the d × d symmetric matrix A satisfies q T Aq ≥ a 0 |q| 2 , with a 0 > 0, for all q ∈ R d and for all x ∈ Ω. We supplement the system (1. with suitable initial and boundary conditions. The two formulations (1.1)-(1.2) and (1.3) are related through u = w t and p = A −1 ∇w. One important physical property described by the system (1.1)-(1.2) is the following conservation of energy: if f = 0, then
for any subdomain Ω ′ ⊂ Ω. Let Σ be a set. Throughout the paper, we use H m (Σ) to denote the Hilbert space of functions defined on Σ such that the functions together with all weak derivatives of order up to m are L 2 integrable on Σ, see
Adams [1] . The space H m (Σ) is equipped with norm v H m (Σ) = ( Raviart and Thomas [23] introduces the popular mixed FE space that is suitable for the spatial approximation of the acoustic wave equation in the form (1.1)-(1.2), and convergence is analyzed in Geveci [13] . The advantage of using such method is that the energy is conserved both locally and globally, which is an important physical property described by the system (1.1)-(1.2), see (1.4) . However, when a time discretization is applied, this method produces an implicit time-marching scheme because of the non-diagonal mass matrix, which makes the time-stepping inefficient. Mass lumping techniques, which is a way to approximate the mass matrix by a diagonal matrix, are developed to improve the efficiency, see Bécache, Joly and Tsogka [3] and Cohen, Joly, Torjman and Roberts [10] . An excellent review of mixed FE methods for wave propagation can be found in Joly [18] . A DG method for the second order wave equation, in the form (1.3) , is proposed and analyzed in Grote, Schneebeli and Schötzau [15] and a space-time DG method for the first order hyperbolic system, which is the general version of (1.1)-(1.2), is also proposed and analyzed in Monk and Richter [20] . These kinds of DG methods are typically based on the upwind numerical flux, and are hence dissipative. In addition, the method in Grote, Schneebeli and Schötzau [15] is energy conserving with respect to a newly defined energy.
In Chung and Engquist [7] , the original optimal DG method is introduced for wave propagation in two space dimensions. The method is energy conserving and explicit with optimal order of accuracy. Moreover, the L 2 -norm stability as well as a novel discrete energy norm stability are obtained. To our knowledge, it is the first method that is energy conserving, explicit, optimally convergent and stable in energy norm. The stability and optimal convergence are achieved by a careful choice of the FE spaces so that they satisfy some inf-sup conditions and preserve the adjointness as well as the null space of the derivative operators.
In this paper, we will develop and analyze a new class of DG method for the approximation of the system (1.1)-(1.2) in two and three space dimensions. Our new method can be seen as a compromise between the mixed FE methods and the traditional DG methods, in the way that it is both explicit and energy conserving. Moreover, the energy conservation holds on the whole domain as well as on any subdomain defined by the union of connected cells, which is true for the continuous problem (1.1)-(1.2), see (1.4) . Furthermore, our new method can be seen as a generalized version of the Raviart-Thomas FE method [23] in the following sense. For the Raviart-Thomas FE method, it is well-known that the scheme is H(div; Ω)-conforming for the variable p and L 2 (Ω)-conforming for the variable u. That is, the variable p has continuous normal component across cell boundaries while the variable u is discontinuous. In our new method, the variable p has continuous normal component only on a subset of cell boundaries, and the variable u is continuous on the cell boundaries where the normal component of p is discontinuous. Thus, for our new method, we relax continuity condition for the variable p and at the same time enforce continuity condition for the variable u. Hence, we say that our new method is locally H(div; Ω)-conforming for the variable p and locally H 1 (Ω)-conforming for the variable u. Stability and optimal convergence of the new method are rigorously analyzed with respect to the L 2 -norm as well as an energy norm, where the energy norm for the variable u is defined as the L 2 -norm of the gradient and the jump along cell boundaries, while the energy norm for the variable p is defined as the L 2 -norm of the divergence and the jump of the normal component along cell boundaries. The stability and optimal convergence is based on a new way to discretize the gradient and divergence operators, so that the adjointness and the null space of the operators are preserved. Consequently, our new method can also be seen as a generalization of the finite volume method, see Chung, Du and Zou [5, 8] and Nicolaides and Wu [22] . We emphasize that the new method described in this paper is different from the method in Chung and Engquist [7] .
Since a large amount of real applications requires the solution of (1.1)-(1.2) on an unbounded domain, we will consider our new method coupled with the first order and the second order absorbing boundary conditions (c.f. Enqguist and Majda [11] ). In practice, the computational domain is chosen to be rectangular to simplify the calculation. However, there is additional stability issue at the corner of the computational domain, see Bamberger, Joly and Roberts [2] . In this paper, we will propose a new way to apply the second order absorbing boundary conditions. The new way handles the corner problem easily and the stability of the resulting numerical scheme with respect to both L 2 norm and energy norm are proved. The paper is organized as follows. In Section 2, we will derive the new optimal DG method for the wave equation (1.1)-(1.2). It is based on a new way to discretize the gradient and divergence operators. Furthermore, interpolation operators based on these new discrete operators are defined, and stability and error estimates are obtained. In Section 3, we will prove two inf-sup conditions with respect to the discrete operators that are important for the stability and optimal convergence, which will be shown in Section 4. Numerical examples will be illustrated in Section 5. Finally, in Section 6, we describe the new way to apply the second order absorbing boundary conditions for unbounded domain problems. The stability of the resulting numerical scheme is analyzed and numerical results are shown. A conclusion will be given in Section 7.
2. The new method. Assume the domain Ω is triangulated by a family of tetrahedra T so that Ω = ∪{τ | τ ∈ T }. To fix the notation, we assume Ω ⊂ R 3 . Let F be the set of all faces and let F 0 ⊂ F be the set of all interior faces. We denote by N the set of all interior nodes of the triangulation T . Let ν ∈ N . We define
namely, S(ν) is the union of all tetrahedra that have ν as one of the nodes. We will assume the triangulation T satisfies the following conditions. Assumption on triangulation: There exist a subset
In the appendix, we will illustrate that such triangulation can always be constructed. Besides the above conditions, we also assume that the triangulation T satisfies the standard regularity assumption, see Ciarlet [9] . We let h = max τ ∈T h τ where h τ is the maximum side length of the tetrahedron τ . For each interior face κ ∈ F 0 , we define h κ = max(h τ1 , h τ2 ) where τ 1 and τ 2 are the two tetrahedra that have the face κ.
namely, F p (ν) is the set of all faces which have ν as one of the nodes and ν ∈ N 1 . We further define
Thus, we have divided the set F into the disjoint union of F p and F u , where by definition F u is the set of all faces such that none of their nodes belongs to the set N 1 . Notice that F u contains all boundary faces. We define F 0 u = F u ∩ F 0 . Furthermore, for the interior face κ ∈ F 0 u , we will let R(κ) be the union of the two tetrahedra sharing the same face κ. For the boundary face κ ∈ F u \F 0 u , we will let R(κ) be the only tetrahedron having the face κ. Now we have the following property regarding the triangulation T .
Lemma 2.1. We have the following. (a) Each τ ∈ T has exactly one vertex that belong to N 1 . (b) Each τ ∈ T has exactly three faces that belong to
Notice that τ has at least one interior node. If none of the nodes of τ belongs to N 1 , then τ 0 ∩ S(ν) is an empty set for all ν ∈ N 1 . Here τ 0 is the interior of τ . Thus, τ 0 ∩ (∪ ν∈N1 S(ν)) is an empty set, which implies that ∪ ν∈N1 S(ν) = Ω. This contradicts the assumption (A1). If τ has two vertices ν i and ν j that are elements of N 1 , then S(ν i ) ∩ S(ν j ) contains τ , which contradicts the assumption (A2). Similarly, the assumption (A2) is violated if τ has three or four of its vertices that are elements of N 1 . Hence, (a) is proved. (b) Let τ ∈ T and ν be the only node of τ that belongs to N 1 . Then the node ν is one of the vertices of exactly three faces of τ as τ is a tetrahedron. Consequently, there are exactly three faces of τ that belong to F p . Thus, (b) is proved.
(c) By the result of (b), there is exactly one face of τ such that all of its vertices are not in N 1 . So, this face must belong to F 0 u if τ is an interior tetrahedron, and (c) is proved. (d) This follows from the fact that all tetrahedra have exactly one face that belongs to F u .
We will also define a unit normal vector n κ on each face κ in F by the following way. If κ ∈ F \F 0 is a boundary face, then we define n κ as the unit normal vector of κ pointing outside of Ω. If κ ∈ F 0 is an interior face, then we fix n κ as one of the two possible unit normal vectors on κ. When it is clear that which face we are considering, we will use n instead of n κ to simplify the notations. Now, we will discuss the finite element spaces. Let k ≥ 0 be a non-negative integer. Let τ ∈ T and κ ∈ F. We define P k (τ ) and P k (κ) as the spaces of polynomials of degree less than or equal to k on τ and κ respectively. Then we define the following:
Local H 1 (Ω)-conforming finite element space
Notice that, if v ∈ U h , then v| R(κ) ∈ H 1 (R(κ)) for each face κ ∈ F u . Furthermore, the condition v| ∂Ω = 0 is equivalent to v| κ = 0 for all κ ∈ F u \F 0 u since F u contains all boundary faces. We also define the following degrees of freedom. (UD1). For each face κ ∈ F 0 u , we have
In this paper, we use the notation |S| to represent the number of elements in the set S. Now we have the following lemma.
Lemma 2.2. Any function v in the local H 1 (Ω)-conforming finite element space U h is uniquely determined by the degrees of freedom (UD1)-(UD2).
Proof. The dimension of the space P k (κ) is 1 2 (k + 1)(k + 2) while the dimension of the space P k (τ ) is
where the subtraction of the second and the third terms on the right hand side is a result of the continuity of functions in U h on each face in F 0 u and the zero boundary condition on ∂Ω respectively. Let |U D| be the total number of degrees of freedom associated with (UD1) and (UD2). Then we have
where the first and the second term on the right hand side denotes the number of degrees of freedom associated with (UD1) and (UD2) respectively. Subtracting, we have
Notice that, we can associate each face in F 0 u to two tetrahedra in T , and associate each face in F u \F 0 u to one tetrahedron. By Lemma 2.1, different faces in F u are associated to different tetrahedra. Thus, we have 2|F
Since dim(U h ) = |U D|, it suffices to show uniqueness. Suppose v ∈ U h is defined such that all degrees of freedom associated to both (UD1) and (UD2) are equal to zero. That is
Let τ ∈ T . Then, by Lemma 2.1, τ has exactly one face κ that belongs to F u . If κ ∈ F u \F 0 u , then κ ⊂ ∂Ω and we have v| κ = 0. If κ ∈ F 0 u , then by using (2.5), we also have v| κ = 0. Since v is a k-th degree polynomial on τ , we have v| τ = λ 1ṽk−1 for some polynomialṽ k−1 ∈ P k−1 (τ ), where λ 1 is the unique linear function defined on τ such that λ 1 = 0 at the three vertices of κ and λ 1 = 1 at the remaining vertex of τ . Using (2.6), we have τ vp k−1 dx = 0 for any polynomial
k−1 dx = 0. Thus, we haveṽ k−1 = 0. Hence v| τ = 0 for each τ . This finishes the proof.
In the space U h we define the following norms
Here we recall that, by definition, u ∈ U h is continuous on each face κ in the set F 0 u and is discontinuous on each face κ in the set F p . We say u X is the discrete L 2 -norm of u and u|| Z is the discrete H 1 -norm of u. In the above definition, the jump [u] is defined in the following way. For each κ ∈ F p , there exist two tetrahedra τ 1 and τ 2 such that κ is a common face of them. Moreover, each τ i , i = 1, 2, has a face κ i that belongs to F u . Thus, κ ⊂ ∂R(κ i ) for i = 1, 2. Then for such κ ∈ F p , we write m i as the outward unit normal vector of ∂R(κ i ) for i = 1, 2, and define
where n is the unit normal vector of the face κ. Then the jump [u] on the face κ is defined as
where u i = u| τi . Now, we define the following: Local H(div; Ω)-conforming finite element space
Notice that, if q ∈ W h , then q| S(ν) ∈ H(div; S(ν)) for each ν ∈ N 1 . We also define the following degrees of freedom. (WD1). For each κ ∈ F p , we have
The following lemma shows the unisolvence of the degrees of freedom (WD1)-(WD2) for the space W h . Lemma 2.3. Any function q in the local H(div; Ω)-conforming finite element space W h is uniquely determined by the degrees of freedom (WD1)-(WD2).
Proof. Since q is a vector having three components and each component is a polynomial of degree k, we have
where the subtraction of the second term on the right hand side is a result of the continuity of the normal component of q on each face in F p . Let |W D| be the total number of degrees of freedom associated with (WD1) and (WD2). Then
where the first and the second term on the right hand side denotes the number of degrees of freedom associated with (WD1) and (WD2) respectively. Subtracting, we have
Now we recall that F p contains only interior faces. Thus, each face in F p can be associated with two tetrahedra. By Lemma 2.1, each tetrahedron can be associated with three faces in F p . Therefore, we have
Since dim(W h ) = |W D|, it suffices to show uniqueness. Suppose q ∈ W h is defined such that all degrees of freedom associated to both (WD1) and (WD2) are equal to zero. That is
Consider a particular tetrahedron τ ∈ T . Notice that there are three faces κ i , i = 1, 2, 3, on ∂τ that belong to F p . Let n 1 , n 2 and n 3 be the normal vector of the three faces. Using (2.10), and for each j = 1, 2, 3, we have q · n j = λ j p
, where λ j is the unique linear function defined on τ such that λ j = 0 at the three vertices of κ j and λ j = 1 at the remaining vertex of τ . Using (2.11) and taking
Hence q · n j = 0 for each j = 1, 2, 3 on τ . This implies that q = 0 on τ .
In the space W h , we define the following norms
Here we recall that, by definition, p ∈ W h has continuous normal component on each face in κ ∈ F p . We say p X ′ is the discrete L 2 -norm of p and p Z ′ is the discrete H(div; Ω)-norm of p. In the above definition, the jump [p · n] is defined in the following way. Let κ ⊂ F 0 u . Then there are exactly two tetrahedra τ 1 and τ 2 such that κ is a common face of them. Let ν i be the node of τ i that does not lie on κ. Then we have κ ∈ ∂S(ν i ) for i = 1, 2. Let m i be the outward unit normal vector of ∂S(ν i ). We define
where n is the unit normal vector of the face κ. Then the jump [p · n] on the face κ is defined as
where p i = p| τi . We will derive the optimal DG method for the wave equation (1.1)-(1.2). Let κ ∈ F 0 u . Multiplying both sides of (1.1) by a function v with v| ∂Ω = 0 and integrating the resulting equation on R(κ),
Integration by parts yields,
where m is the outward unit normal vector of ∂R(κ). Since κ ∈ F 0 u , by Lemma 2.1, we have ∂R(κ) ⊂ F p . So, we can write the above equation as (2.14)
For any κ ∈ F u \F 0 u , we have κ ⊂ ∂Ω and R(κ)\κ ⊂ F p . Performing similar steps in obtaining (2.14), we have (2.15)
where, by definition, the outward unit normal vector on ∂R(κ) ∩ κ is equal to the unit normal vector of κ.
Using the boundary condition v| ∂Ω = 0, we have (2.16)
Now we consider the following. For eachκ ∈ F p , there exist two tetrahedra τ 1 and τ 2 such thatκ is a common face of them. Moreover, each τ i , i = 1, 2, has a face κ i that belongs to F u . Thus,κ ⊂ ∂R(κ i ) for i = 1, 2. Then for eachκ ∈ F p , we write m i as the outward unit normal vector of ∂R(κ i ) for i = 1, 2, and obtain
where v i = v| R(κi) and we have used the fact that p · n is continuous onκ. Adding all equations in (2.14) and (2.16), and using the above observation, we have
Let ν ∈ N 1 . We multiply both sides of (1.2) by q and integrate the resulting equation on S(ν) to obtain
Using integration by parts, (2.18)
where m is the outward unit normal vector of ∂S(ν). Summing over all ν ∈ N 1 , we have
u , then there are exactly two tetrahedra τ 1 and τ 2 such that κ is a common face of them. Let ν i be the node of τ i that does not lie on κ. Then we have κ ∈ ∂S(ν i ) for i = 1, 2. Thus,
where we have used the fact that u is continuous on each κ ∈ F u . Applying the above observation for each face κ ∈ F 0 u , we have
Using the boundary condition u = 0 on ∂Ω, we have
Equations (2.17) and (2.20) suggest the following numerical scheme.
The optimal discontinuous Galerkin method:
for all v ∈ U h and q ∈ W h where
Using (2.23), we define a discrete divergence operator C h : W h → U h by the following manner. For any q ∈ W h , we define C h q ∈ U h by
Similarly, using (2.24), we define a discrete gradient operator C *
Here the notation ·, · is the standard L 2 inner product and the associated norm is denoted by · . The two bilinear forms B h and B * h satisfy the following property. Lemma 2.4. For all v ∈ U h and q ∈ W h , we have
In particular, the operator C * h is the adjoint of C h and vice versa. Furthermore, the following continuity conditions hold
Proof. For any v ∈ U h and q ∈ W h , we have
where the last equality follows from the derivation of (2.20) and m is the outward unit normal vector of ∂S(ν). Let τ ⊂ S(ν). Then by Lemma 2.1, there is exactly one face κ that belongs to F u and the other three faces κ i , i = 1, 2, 3, belong to F p (ν). Notice that κ ∈ ∂S(ν). Using integration by parts, we have
where δ κi = 1 if n = m i and δ κi = −1 otherwise. Summing over all τ ⊂ S(ν), we have
Summing over all ν ∈ N 1 , we have
This proves (2.26). The inequalities in (2.27) are proved by the Cauchy-Schwarz inequality and the definitions of the norms defined in (2.7)-(2.8) and (2.12)-(2.13).
Similar discrete gradient and divergence operators can be found in Chung, Du and Zou [5, 8] and Nicolaides and Wu [22] , where finite volume methods are analyzed for Maxwell's equations and div-curl system.
3. Inf-sup conditions. In this section, we will show that the two bilinear forms B h and B * h defined in (2.23)-(2.24) satisfy two inf-sup conditions. Moreover, we will define interpolation operators onto the spaces U h and W h and prove the corresponding error estimates. Similar to the optimal DG method developed in Chung and Engquist [7] , the following two inf-sup conditions are important for the stability and optimal convergence of the numerical scheme (2.21)-(2.22). For more general theory regarding inf-sup condition, see Brezzi and Fortin [4] . Throughout the paper, K denotes a generic constant which may have a different value at difference occurrence.
First, we will state and prove the two inf-sup conditions. Theorem 3.1. There is a uniform constant K > 0 such that
Proof. Let q ∈ W h . It suffices to find v ∈ U h such that
By the definition of B * h , we have
First, we will find v 1 ∈ U h such that v 1 | κ = 0 for each κ ∈ F 0 u and the following hold:
In particular, the second inequality in (3.2) implies that
Then there is exactly one face κ ⊂ ∂τ that belongs to F u . We can define v 1 | τ by the following
where λ τ,1 is the unique linear function defined on τ such that λ τ,1 = 0 at the three vertices of κ and λ τ,1 = 1 at the other vertex of τ . Then v 1 ∈ U h . Since λ τ,1 ≤ 1, we obtain
which proves the second inequality in (3.2). Since λ τ,1 = 0 on κ, we have
By using the norm equivalence argument (see Chung and Engquist [7] ), there is a uniform constant K such that
Thus, the first inequality in (3.2) is proved. Secondly, we will find v 2 ∈ U h as follows. Let U 0 h be the subset of U h defined by
That is U 0 h is the subset of U h such that all degrees of freedom associated with (UD2), namely φ τ , are equal to zero. Then we define v 2 ∈ U 0 h such that all degrees of freedom associated with (UD1) are given by
Summing over all κ ∈ F 0 u , we have
Thus we obtain
which implies
By
Then, by the second inequality in (3.2) and (3.5), we have
Moreover, by the first inequality in (3.2) and (3.4), we have
There is a uniform constant K > 0 such that
Proof. Let v ∈ U h . It suffices to find q ∈ W h such that
Recall that the definition of B h (q, v) is
We will first find q 1 ∈ W h such that q 1 · n = 0 for all κ ∈ F p and (3.8)
In particular, the second inequality in (3.8) implies that q 1 X ′ ≤ K v Z . Let τ ∈ T . Then, on the boundary ∂τ , there are exactly three faces κ i ∈ F p , i = 1, 2, 3, with the corresponding unit normal vectors n (i) . We take
where q
k−1 and q
k−1 will be determined later. In the above definition, λ τ,i , i = 1, 2, 3, is the unique linear function defined on τ such that λ τ,i = 0 at the three vertices of κ i and λ τ,i = 1 at the remaining vertex of τ . By this definition, we have q 1 · n = 0 for all κ ∈ F p . Let A be the matrix such that the rows are given by the three vectors n (1) , n (2) and n (3) . Then clearly A is invertible. Moreover,
Now we define q
k−1 as the three functions such that
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Then we have
Summing over all τ and using the fact that q 1 · n = 0 for all κ ∈ F p , we obtain the first part of (3.8). For the second inequality of (3.8),
Secondly, we will find q 2 ∈ W h as follows. Let W 0 h be the subset of W h defined by
That is W 0 h is the subset of W h such that all degrees of freedom associated with (WD2), namely ψ τ , are equal to zero. Then we define q 2 ∈ W 0 h such that all degrees of freedom associated with (WD1) are given by
for each κ ∈ F p . For any κ ∈ F p , we take
Summing over all κ ∈ F p , we have
Thus, using the definition of the space W 0 h , we obtain
Taking p k = q 2 · n in (3.9), we have
By the norm equivalence and scaling arguments, we have τ |q 2 | 2 dx ≤ K 3 i=1 h κi κi |q 2 · n i | 2 dσ for each τ , where κ i , i = 1, 2, 3, are the three faces on ∂τ that belong to F p . Thus we have
Finally, we define q = q 1 + q 2 . Then, by the second inequality in (3.8) and (3.11), we have
Moreover, by the first inequality in (3.8) and (3.10), we have
Using the above two inf-sup conditions (3.1) and (3.6), we can find the kernels of the two operators C h and C * h . We will make use of Nédélec's finite element of the first type [21] . Lemma 3.3. Let R k+1 be the space of (k + 1)-th order H(curl; Ω)-conforming Nédélec finite element space of the first type and let
We have
Proof. By the inf-sup condition (3.6) and Lemma 2.4, we have
Thus, if C * h v = 0, then we have v Z = 0. This implies that v is a constant on the whole domain Ω. Since v| ∂Ω = 0, we have v = 0, and we have proved that ker(C * h ) = {0}. Using the theory in Nédélec [21] , we know that functions in V h are polynomials of degree k on each τ ∈ T , and are divergence free. Moreover, since the functions in R k+1 are tangentially continuous across all interior faces, we conclude that functions in V h are normally continuous across all interior faces F 0 . Hence, by (2.24) and Lemma 2.4, we have V h ⊂ ker(C h ). By the inf-sup condition (3.1) and Lemma 2.4, we have
Thus, if C h q = 0, then we have q Z ′ = 0. So, any element q in ker(C h ) has the following property (3.12) ∇ · q = 0, ∀τ ∈ T , and [q · n] = 0, ∀κ ∈ F 0 .
Let S k+1 be the space of (k + 1)-th order H(div; Ω)-conforming Nédélec finite element space of the first type, and let S 0 be the kernel of the divergence operator on S k+1 . Then, by (3.12), we have ker(C h ) ⊂ S 0 . Furthermore, by using the exact sequence property of Nédélec finite element space of the first type, we have S 0 = V h . Hence we conclude that ker(C h ) ⊂ V h .
The inf-sup condition (3.1) implies that there exists an operator I :
3, the existence of Iu is unique. Moreover, since U h and W h are finite-dimensional, (3.1) is equivalent to the following (3.14) inf
Similarly, the inf-sup condition (3.6) implies that there exists an operator J : H(div; Ω) → W h such that
By Lemma 3.3, the existence of J p is unique. Also, (3.6) is equivalent to the following (3.17) inf
In the following theorem, we will prove the stability and interpolation error estimate for the operator I. Theorem 3.4. (Stability and interpolation error for I.) Assume that u ∈ H 1 (Ω). Then we have
If u ∈ H k+1 (Ω), then we have
Proof. By the inf-sup condition (3.14) and (2.27), we have
By the definition of the X-norm, see (2.7), we have
For the second term on the right hand side, we use the following standard trace inequality
where the factor h κ is obtained by the scaling argument. Consequently, we have u X ≤ K u H 1 (Ω) . By the inf-sup condition (3.6), Lemma 2.4 and (2.27), we have
By the definition of Z-norm, see (2.8), we have
Since u ∈ H 1 (Ω), the trace of u on any face κ is continuous. Therefore, we have [u] = 0 on κ ∈ F p . Thus, This proves (3.18) . Now we will prove (3.19) . For any polynomial p k of degree k, by (3.14), we have
Thus, Ip k = p k . By the standard theory for polynomial preserving operators (see Ciarlet [9] ), we obtain
This implies the first inequality in (3.19) . By the definition of Z-norm (2.8), we have
14 The first term on the right hand side can be estimated by (3.20) . For the second term, we employ the following trace inequality (see Süli, Schwab and Houston [24] )
Using (3.20), we have
This completes the proof of (3.19).
In the following theorem, we will prove the stability and interpolation error estimate for the operator J . Theorem 3.5. (Stability and interpolation error for J .) Assume that p ∈ H(div ; Ω). Then we have
, then we have
Proof. The proof is similar to that of Theorem 3.4, and it can be obtained by using the inf-sup conditions (3.1) and (3.17), Lemma 2.4, continuity inequality (2.27), the continuity of normal component of vector fields in H(div; Ω) as well as the following trace theorem
whereτ is the union of the two tetrahedra that have the common face κ.
Stability and convergence.
In this section, we will prove the stability and the optimal convergence of the scheme (2.21)-(2.22) with respect to the L 2 -norm as well as the discrete H 1 (Ω) and H(div; Ω) norms. Moreover, we will show that the scheme (2.21)-(2.22) is energy conserving both globally and locally on the union of connected tetrahedra.
The following theorem shows L 2 stability and convergence of the scheme (2.21)-(2.22) and its energy conservation. We will employ the notations u 2 ρ = Ω ρu 2 dx and p
3 ) be the solution of (1.1)-(1.2), and let (u h , p h ) be the solution of the numerical scheme (2.21)-(2.22). Then we have the following stability estimate
and the following convergence estimate
Moreover, if f = 0, then the following conservation of energy relations hold
where Ω ′ is a subdomain of Ω formed by the union of connected pieces of S(ν), ν ∈ N 1 , and Ω ′′ is defined by the union of all R(κ), κ ∈ F u , that have non-empty intersection with Ω ′ . Proof. Letting v = u h and q = p h in (2.21)-(2.22) and adding, we obtain
In particular, if f = 0, we have the conservation of energy relation (4.3). Using Cauchy-Schwarz inequality, we have
Integrating in time from 0 to t, we have
Hence inequality (4.1) follows. To show the local energy conservation relation (4.4), we define v ∈ U h and q ∈ W h by
Using the above v and q in (2.21)-(2.22) with f = 0 and relations (2.15) and (2.18) with u replaced by u h and p replaced by p h , we obtain (4.4). For convergence, subtracting (1.1) by (2.21) and (1.2) by (2.22), we have
Using the properties of I and J , we have
Adding the two equations and using (2.26), we have
Hence, we have 1 2
Using (3.19) and (3.22), we have 1 2
To simplify the notations, we write e(t) = (Iu − u h )(·, t)
A . Integrating with respect to time from 0 to t, we have
Notice that,
A similar inequality holds for the second term on the right hand side of (4.7). Thus, (4.7) becomes
Hence, for any 0 ≤ t ≤ T , we have
Using this inequality, the Sobolev inequality max 0≤t≤T |v(t)| ≤ K v W 1,1 (0,T ) and the interpolation error estimates (3.19) and (3.22), we conclude that (4.2) holds.
The following theorem shows the H 1 (Ω) and H(div; Ω) stability as well as optimal convergence of the scheme (2.21)-(2.22).
, for m = 0 and m = 1, be the solution of (1.1)-(1.2), and let (u h , p h ) be the solution of the numerical scheme (2.21)-(2.22). Then we have the following stability estimate
(4.9)
Proof. Taking time derivative in (2.21)-(2.22), we have
We take v = ∂u h ∂t and q = ∂p h ∂t . Then
For any 0 < t 1 < t, we have
Now, by using (2.21) and (2.27), we have
where we have used the fact that the norms · ρ and · X are equivalent on U h . Similarly, using (2.22) and (2.27), we have
Thus, we obtain
∂f ∂t ∂u h ∂t ρ ds .
Letting t 1 → 0, we have
Consequently, we have
Using the inf-sup condition (3.6),
Similarly, using the inf-sup condition (3.1), we have
Combining the results, we obtain (4.8). Now we prove the convergence estimate (4.9). By the inf-sup condition (3.6), Lemma 2.4 and (4.6), we have
Similarly, by using the inf-sup condition (3.1), Lemma 2.4 and (4.5), we have
Using a similar technique in the proof of Theorem 4.1, we have
(4.10)
Combining the results, we obtain (4.9).
Notice that we have p = A −1 ∇w, and consequently the variable Ap is curl-free. The numerical solution p h is discrete curl-free in the following sense
We remark that (4.11) follows from Lemma 3.3.
Numerical examples.
In this section, we will illustrate some numerical examples. Unless otherwise specified, we use f = 0, ρ = 1 and A = I where I is the identity matrix. We consider Ω = [0, 1] d for d = 2, 3. Now we define the triangulation T ′ that leads to the triangulation T , see the Appendix. We first divide Ω into N d uniform-sized squares/cubes, where N is the number of subinterval in each direction. For d = 2, we subdivide each square into two triangles by using one of the diagonals. For d = 3, we subdivide each cube into six tetrahedra. Then T ′ is the union of all these triangles/tetrahedra. Let N T be the number of subintervals for [0, T ] and let ∆t = T /N T . We define t n = n∆t. Then we discretize in time by using the leap-frog scheme
where u n h = u h (x, t n ) and p
). The convergence of this fully discrete scheme (5.1)-(5.2) can be analyzed by the technique in Chung and Engquist [6] . We test for convergence in the L 2 -norm at T = 0.5. We perform the numerical calculation for both piecewise constant approximation (k = 0) and piecewise linear approximation (k = 1). We repeat the calculation for various N and N T and the L 2 -norm errors are reported in Table 5 .1. By using the data in Table 5 .1 and the least squares method, we find that the rate of convergence measured in the L 2 -norm for k = 0 is 1.1312 while for k = 1 is 2.0008. This is in good agreement with the theoretical estimates. Now we show the numerical results for the three-dimensional case. The exact solution of the wave equation (1.1)-(1.2) is chosen as 
We will also test for convergence in the L 2 -norm at T = 0.5. The numerical results are shown in Table 5 .2. Using the data, we find that the rate of convergence measured in the L 2 -norm for k = 0 is 1.0153 while for k = 1 is 1.9828. This is again in good agreement with the theoretical estimates. Table 5 .2 Test for convergence for 3D. Left: piecewise constant k = 0, the rate of convergence is 1.0153. Right: piecewise linear k = 1, the rate of convergence is 1.9828. u h (x, t) are shown at times t = 0, 0.4, 0.5, 0.6, 0.7 and 0.75. We see that the wave touches the interface {x = 0.65} at a time approximately equals t = 0.4. After that time, the wave passes through the interface with a faster speed. In Fig. 5.4 , we compare the numerical solution u h and the exact solution u at the time t = 0.75. Here the exact solution u is found by solving the same problem by using N = 128 and ∆t = 0.00025. From the figure, we see that the numerical and exact solutions are in good agreement.
6. Use of absorbing boundary conditions. In this section, we will solve the wave equation (1.1)-(1.2) for unbounded domains. We will employ both the first order and the second order absorbing boundary conditions (ABC) developed by Engquist and Majda [11, 12] . Even though finite difference methods exist for absorbing boundary conditions (see Engquist and Majda [11, 12] ), finite element type methods with rigorous stability analysis are rarely seen in literature. 6.1. First order ABC. We impose the following first order absorbing boundary condition (6.1) u = −p · n, on ∂Ω.
The well-posedness of this boundary condition can be easily proved by energy method, see Engquist and Majda [11] and Ha-Duong and Joly [16] . We define (6.2)Ũ h = {v | v| τ ∈ P k (τ ); v is continuous on κ ∈ F 0 u }.
By using (2.15) , the boundary condition (6.1) and a similar derivation in obtaining (2.21)-(2.22), we obtain the following numerical scheme: find u h ∈Ũ h and p h ∈ W h such that
We remark that the boundary condition (6.1) is imposed implicitly by the term ∂Ω u h v dσ. Now we have the following stability estimates for the above numerical scheme (6.3)-(6.4). The proof is similar to that of (4.1) and (4.8).
Theorem 6.1. Let (u h , p h ) be the solution of (6.3)-(6.4). Then order ABC. We see that the numerical solution with second order ABC has significantly less reflection at the boundary {x = 0} compared with the numerical solution with first order ABC.
In Fig. 6 .2, we compare the exact solution u, the numerical solution u h with first and second order ABC at three different locations (0.015, 0.5), (0.15, 0.5) and (0.015, 0.38). In all of the three figures, we use blue solid line to represent the exact solution, we use the green cross to represent the numerical solution with first order ABC and we use the red circle to represent the numerical solution with second order ABC. From these figures, we see that the second order ABC produces much better solution compared with the first order ABC. 
