Abstract. Self-management is one of the most popular research topics in network and systems management. Little is known, however, regarding the costs, in particular with respect to performance, of self-management solutions. The goal of this paper is therefore to analyze such hidden performance costs. Our analysis will be performed within the context of a specific example, namely automatically moving elephant flows from the routed IP layer to optical light-paths (lambdas) in hybrid networks. The advantage of moving elephant flows to light-paths is that such flows will experience lower delays, lower jitter and lower loss, thus better Quality of Service (QoS), while reducing the load at the IP-level, which means that the remaining flows will also experience better QoS. The lower delay at the optical level may cause temporary reordering of packets, however, since the first packet over the light-path may arrive at the receiver side before the last routed IP packet has arrived. Such reordering may lead to short but severe performance problems at the TCP level. We systematically analyze under which conditions such TCP performance problems occur, and how severe these problems are. Although our conclusions are specific to self-management of hybrid networks, it demonstrates by means of an example that self-management solutions may also introduce new problems, which must further be investigated before conclusions can be drawn regarding the pros and cons of self-management.
Introduction
One of the most popular research topics within the network management community is self-management [1] [2] [3] [4] [5] . The key idea behind self-management is to develop computer systems that are able to manage their own operation without (or with little) human intervention. Although self-management is often seen as a solution for many problems, little is known about the hidden costs in terms of potential new problems that may result from self-management. Such problems may vary from case to case, and therefore need to be investigated within the context of specific examples.
To get a better understanding of such hidden problems, this paper tackles the example of hybrid networks in which routed flows at the IP level can be moved to the optical level. In such networks, IP packets can be forwarded either through a chain of IP routers, or through an end-to-end lightpath. Such a "lightpath" uses optical switching technology, either at the level of entire fibers, a wavelength within a fiber (lambda), or a TDM-based channel (SONET/SDH) within a wavelength; in any case, switching delays will be smaller, and data rates may well be higher than at the IP level. Moving large flows from the routed IP level to a direct optical lightpath thus enables these flows to experience a faster and more reliable service, while at the same time reducing the load on the IP level equipment, which is typically much more expensive than lightpath equipment.
Current approaches to manage such hybrid networks mostly rely on human operators in order to: (i) select the flows to be moved to the optical level, and (ii) create and release the necessary lightpaths. Since these decisions can be slow and error prone, we envision a move towards self-management approaches, which automatically move IP flows to lightpaths on the fly [6] [7] [8] . Network operators would only be required to initially configure the self-management process with decision policies, such as setting thresholds and priorities. After this initial setup, the self-management process runs by itself. For more details, see [9] . ! ! "! Fig. 1 . Self-management of lightpaths in hybrid optical and packet networks: in step 1, the elephant flows are identified; in step 2 the optical switches are informed about the decision to move a flow; and in step 3, the optical switches establish the lightpath.
Self-management of hybrid networks can result in performance problems at the TCP level, however. In a manual process, a lightpath is established a-priori, before the start of the flow (note that within this paper the term "flow" relates to a single TCP connection). Since our self-management process cannot rely on human intelligence to identify a-priori which flows should be transferred over a lightpath, it should analyze existing flows at the IP level to find those flows that are worthwhile to be moved to the optical level. Flows are thus moved on the fly, which means that the first packets of a flow may be forwarded at the IP level, whereas later packets can be moved to the lightpath. The lower delay at the optical level may cause temporary reordering of packets however, since the first packet over the lightpath may arrive at the receiver side before the last packet has arrived via the IP level. Under certain conditions, such reordering may lead to short, but severe performance problems at the TCP level.
The goal of this paper is to investigate the potential performance problems at the TCP level, to gain a better understanding of the potential hidden costs of selfmanaging hybrid networks. With 'cost', we do not necessarily mean monetary costs, but more generally problems and disadvantages (although those may well translate into monetary costs for a commercial network operator). Also, we will not look at the direct costs such as the costs of (re)configuring the equipment when moving a flow.
The approach taken in this paper is to first identify the factors that may limit the throughput of a TCP flow, and define four scenarios to cover these factors, thus extending a previous paper [10] in which we analyzed only one scenario. We will then use the ns-2 network simulator [11] to investigate, for each scenario, the effect of moving TCP flows on the fly.
As noted above, the essence of the problem is the reordering of packets and TCP's reaction to it. Of course, packet reordering is not limited to moving flows to the optical domain, or to hybrid networks in general. It can also have many other causes, such as multipath routing, load balancing, and route changes. In fact, [12] shows that packet reordering is a very common occurrence in the Internet, and there have been many studies on its impact and potential countermeasures, such as [13, 14] . Our study is different in that the reordering affects a single very high rate flow, making the impact much larger than when the same amount of reordering is spread out over many smaller or lower rate flows. Also, in our case the reordering is intentional, and if its consequences are found to be too severe, it would be an argument against the use of the self-management system. The paper structure is as follows. Section 2 discusses the factors that limit the TCP throughput, defines the four scenarios that cover these factors, and introduces the ns-2 simulation setup used. Following that, Section 3 presents the simulation results for all four scenarios. In Section 4, the insights gained for the four scenarios are generalized to other scenarios and transport protocols. Finally, Section 5 presents our conclusions.
Simulation Setup
This section discusses the simulation setup: we discuss the topology, the relevant thoughput limiting factors, the TCP variant to be used, and the simulator.
Network Topology. Figure 2 shows our simulation topology. It consists of three routers (r1, r2, and r3) and two nodes (Sender and Receiver) connected by two different paths: the IP path (r1-r2-r3) and the optical path (r1-r3). The simulation starts with the sender opening a single TCP connection to the receiver and sending data, forwarded via the IP path. After reaching a predefined throughput value, the decision is made to move that flow to the optical path: from that moment on, router r1 will forward all subsequent data to the receiver via the optical path. Note that this only affects the data direction (sender → receiver), while the acknowledgment packets continue to use the IP path. For a short period of time after the switch -the transient phase -there will be data packets on both the IP and optical paths; after this phase, all data packets are on the optical path.
Simulation Scenarios. Although many factors can limit the throughput of TCP [15] , since the scope of this paper is on self-management of network configurations, we focus on those factors that relate to the configuration of the network, namely the capacity of network links and the size of the TCP buffers. Thus, we have identified the following scenarios: -Scenario A: the size of the TCP buffers (α in Figure 2 ) are the limiting factors for the TCP throughput. -Scenario B: the capacity of the sender's local link (β in Figure 2 ) is the limiting factor for the TCP throughput. -Scenario C: the capacity of the core links (φ 1 and φ 2 in Figure 2 ) acts as the limiting factor. We distinguish between the cases where the capacity of IP links is equal to that of the optical links (φ 1 = φ 2 ) and where the capacity of the optical links is larger than that of the IP links (φ 2 > φ 1 ). -Scenario D: the receiver local link is the limiting factor (ξ in Figure 2 ).
For each scenario we simulate three limiting data rates: 100 Mbps, 1 Gbps, and 10 Gbps. In each simulation, the flow is moved to the optical path once the actual throughput reaches the limiting rate. We simulate three base RTT values, namely 10, 100 and 1000 ms, with corresponding optical path RTTs of 6, 60 and 600 ms, respectively. Table 1 summarizes the values of the parameters used in our simulation scenarios for RTT=10 ms; an equal number of simulations was conducted for 100 ms and 1000 ms RTT, with α in Scenario A scaled accordingly. 
Simulation Results
In this section, we show some simulation results for all four scenarios, illustrating the various problems that may occur.
Scenario A: TCP Buffers as the Limiting Factor
In this scenario we configured the TCP buffers to act as the limiting factor of the TCP throughput, as discussed earlier in [10] . This is done by setting the other potentially limiting factors (link capacities β, φ, and ξ) high enough, as presented in Table 1 . The TCP buffers were set equal to the bandwidth-delay product, calculated from the limiting flow rate (100 Mbps, 1 Gbps or 10 Gbps) and the RTT before the switchover. For all cases of Scenario A, only one type of behavior was seen, independent of RTT and buffer sizes: after the switchover, the TCP throughput increases without any packet loss. Figures 3(a) and 3(b) show the throughput as a function of time for the 1 Gbps case, before and after the switch at t = 0 (vertical line).
These graphs differ in their "granularity", i.e., the time interval over which the data rate is averaged. This is a compromise between cluttering the picture at too small granularity, and masking interesting effects at coarse granularity. We henceforth show only graphs for a granularity of 1000 ms; if this hides any interesting effects, these are discussed in the text.
As can be seen, before switchover the flows present a stable rate of 1 Gbps, limited only by the TCP buffers. After the switchover, CUBIC's throughput increases quickly to the expected new theoretical value of 1.667 Gbps (i.e., the buffer size divided by the new RTT). 
Scenario B -Sender's Local Link as the Limiting Factor
In Scenario B, the sender's local link is the limiting factor for TCP throughput. Intuitively, one might expect that in this case, the optical switch has no influence, since the bottleneck does not change. However, this is not true; Figure 4 shows that there is a brief decrease of the throughput immediately after the switch (solid line), compared to the case without switching (dotted line).
With a finer granularity, one can also see a peak of 1.3 Gbps in the first 0.1 s after the switch. This is due to packets arriving from both the IP and optical paths during this transient phase. The packets arriving via the optical path have a higher sequence number than the ones coming from the IP path, because of the optical path's lower delay. This causes the receiver to perform reordering and With switching (RTT=100ms) Without switching (RTT=100ms) Fig. 4 . Throughput of TCP flows in scenario B for RTT=100 ms, β = 1 Gbps and granularity equal to 1000 ms ask for retransmissions (through a total of 14186 duplicate ACKs), resulting in the reduction of the congestion window and thus a throughput reduction. This can be seen at t = 102 s, where the throughput reaches 803 Mbps.
Scenario C -Core Link as the Limiting Factor
In this scenario, the core link is the limiting factor, and we distinguish two cases: C1 with the IP and optical links having the same capacity (φ 1 = φ 2 ), and C2 with the optical link being faster (φ 2 > φ 1 ). In scenario C1, the behaviour turns out essentially the same as in scenario B, so we focus on scenario C2.
In scenario C2, similar behavior was seen as in scenarios C1 and B during the transient phase: throughput oscillation. However, after this oscillation, the throughput increases significantly, using the optical path's higher capacity. This is shown in Figure 5 for a 10 Gbps IP link and a 39.813 Gbps optical link, at RTTs of 10 and 100 ms. In either case, we see a mostly linear 1 growth of the throughput until the IP link is fully utilized; then the switch to the optical domain is made, and mostly linear growth resumes until the optical link speed is reached. 
Scenario D -Receiver's Local Link as the Limiting Factor
Finally, we consider the case where the receiver's local link is the bottleneck and all other links are overdimensioned. Results for the 10 Gbps case are shown in Figure 6 . As can be seen, there is a severe reduction in the throughput after the switchover.
Like in the other scenarios, after the switchover router r3 temporarily receives data via both the IP and the optical links simultaneously, for a total of 20 Gbps. However, unlike in the other scenarios, the link from this router to the destination was already fully loaded at 10 Gbps, and cannot cope with this temporary double data flow. Queueing all these packets is not possible either (in our simulation, r3 has a 500 packet buffer), causing many packets to be dropped (335107 packets in the first 200 ms after the switchover in the 10ms RTT case). This in turn causes the receiver to send a massive number of duplicate ACKs, which leads the sender to reduce its congestion window, causing the throughput to drop to a minimum value of 1.6 Gbps. Figure 7 shows how r3's queue size changes in time. Since TCP CUBIC (like most other TCP versions) measures the available bandwidth on the path by increasing its congestion window until packet loss occurs, the queue also builds up at other moments than the switchover, for example at t = 46s. When the optical switchover occurs at t = 55 s, the queue already contains 343 packets due to TCP CUBIC probing for bandwidth. After the switchover, packets arrive from both paths, causing the queue to fill up very quickly and resulting in a massive discarding of packets, as discussed above. The queue increases at later times are again due to CUBIC's normal bandwidth probing.
Note that the problem seen here is fundamentally different from that seen in scenarios B and C. In either case, temporarily two streams of packets (namely via the IP path and via the optical path with less delay) are merged, causing reordering. However, in scenarios B and C, no packets were dropped, whereas in the current scenario many packets are dropped. This causes a much larger reduction in throughput, and recovery from this also takes much more time. 
Discussion and Generalization
In the previous section, we have seen three types of behaviour when switching a TCP flow from the IP to the optical path:
-When the TCP buffers were the limiting factor (scenario A), nothing untoward happens: the system converges quickly to the new higher throughput made possible by the lower RTT. -When the sender's link or the IP and optical paths are the bottleneck (scenarios B and C), temporarily packets from both paths arrive at the receiver, causing reordering but no loss. We have seen that TCP reacts to this rather benignly, with only a small (< 20%) and short-lived reduction in throughput. -When the receiver's link is the bottleneck (scenario D), it gets overloaded due to the temporary simultaneous arrival of packets via both paths. This causes much packet loss and a severe (> 80%) reduction of throughput, from which recovery takes longer (thousands of RTTs).
These conclusions can easily be generalized to other situations, as follows.
Other TCP Variants. The choice for TCP CUBIC was already motivated in Section 2. Still, we have done similar experiments with three other TCP variants (Reno, Vegas, Compound). The results for Compound were similar to those for CUBIC reported here, sometimes recovering even faster.
Reno and Vegas performed far worse: due to their at most linear growth of the congestion window, they need much more time to recover. In fact, for the same reason they need much time to fully utilize link with a large delay bandwidth product even before the changeover, making them unsuitable for the kind of elephant flows considered here. Therefore, their problems with recovering from the optical switchover can be safely ignored.
Other Protocols. Although TCP is the dominant transport protocol in the internet, there are others, such as UDP, SCTP and DCCP. Clearly, after the switchover they will experience the same packet reordering and loss as TCP.
UDP does not by itself have a congestion control mechanism, so the reordering and loss will not directly affect its throughput. However, the reordering and loss will be passed on to the application, so detailed knowledge of the application would be needed to predict the effects for the user.
New transport protocols such as SCTP (Stream Control Transmission Protocol) [18] ) and DCCP (Datagram Congestion Control Protocol) [19] have congestion control mechanisms that are directly based on TCP variants [20] . Therefore we can expect them to behave similarly to TCP, with possibly additional application layer effects like with UDP.
Other Scenarios. In the scenarios considered so far, the same parameter was the limiting factor before and after the switchover. Of course, in reality after the switchover a different parameter can be the limiting factor. What happens in those cases will generally be a mixture of the "pure" behaviours studied here.
Also the numerical values of parameters (link speeds etc.) can be different. Clearly, such changes will change the outcomes quantitatively (e.g., recovery will take longer or shorter), but no qualitative differences are to be expected.
One might hope that installing a large buffer at the output router would prevent the massive packet loss in scenario D, but this is not true. TCP's congestion control algorithm would have filled such a buffer (because TCP needs to detect loss to know when to back off), so there would not be space to temporarily accept the extra packets when the flow is moved to the lightpath.
Conclusions
In this paper we investigated hidden costs of self-management within the specific context of hybrid networks. In particular we analyzed the performance problems that may result if an elephant TCP flow at the IP level is moved on the fly to the optical level using ns-2 simulations for four different scenarios. During such move, a temporary but massive reordering of packets occurs since the first packets transferred over the optical level will arrive before the last packets arrive at the IP level.
We found three qualitatively different behaviours. In case the TCP throughput of the elephant flow was limited by the size of the TCP send and receive buffers, the throughput increases substantially due to the lower RTT of the optical path. In case the throughput was limited by the sender's local link or by the backbone links, TCP reacts benignly to the reordering, with only a small and short-lived reduction of throughput. On the other hand, if the throughput was limited by the receiver's local link, a significant drop in the throughput occurs for a relatively long period. In this case, the router at the receiver side needs to drop a large number of packets when they arrive simultaneously via both links, because its outgoing link was already fully used.
The significant throughput drop and long recovery period observed in the last scenario can be very noticable to the end user, and thus is something the operator of the network might want to avoid. However, whether or not this problem is going to occur depends on the bottleneck in the receiver's network, which may well be out of sight of the operator of the hybrid network, making this truly a hidden cost of implementing self-management.
The conclusion that can be drawn from the hybrid networks case presented in this paper, is that self-management mechanisms may introduce unexpected side-effects, which require further analysis before such self-management mechanisms can be widely adopted. Research on self-management mechanisms should therefore not be performed in isolation, but always consider the context in which these mechanisms will be applied, to fully understand their pros and cons.
