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ON GENERALIZED ERDO˝S-GINZBURG-ZIV CONSTANTS OF Crn
DONGCHUN HAN AND HANBIN ZHANG
Abstract. Let G be an additive finite abelian group with exponent exp(G) =
m. For any positive integer k, the k-th generalized Erdo˝s-Ginzburg-Ziv con-
stant skm(G) is defined as the smallest positive integer t such that every se-
quence S in G of length at least t has a zero-sum subsequence of length km.
It is easy to see that skn(C
r
n) ≥ (k + r)n − r where n, r ∈ N. Kubertin con-
jectured that the equality holds for any k ≥ r. In this paper, we mainly prove
the following results:
(1) For every positive integer k ≥ 6, we have
skn(C
3
n) = (k + 3)n+ O(
n
lnn
).
(2) For every positive integer k ≥ 18, we have
skn(C
4
n) = (k + 4)n+ O(
n
lnn
).
(3) For n ∈ N, assume that the largest prime power divisor of n is pa for
some a ∈ N. For any fixed r ≥ 5, if pt ≥ r for some t ∈ N, then for any
k ∈ N we have
skptn(C
r
n) ≤ (kp
t + r)n+ cr
n
lnn
,
where cr is a constant depends on r.
Note that the main terms in our results are consistent with the conjectural
values proposed by Kubertin.
1. Introduction
Let G be an additive finite abelian group with exponent exp(G) = m. Let
S = g1 · . . . · gk be a sequence over G (repetition is allowed), where gi ∈ G for
1 ≤ i ≤ k, k is called the length of the sequence S. We call S a zero-sum sequence
if
∑k
i=1 gi = 0. The classical direct zero-sum problem studies conditions (mainly
refer to lengths) which ensure that given sequences have non-empty zero-sum subse-
quences with prescribed properties (also mainly refer to lengths). For example, the
Davenport constant, denoted by D(G), is the smallest positive integer t such that
every sequence S over G of length at least t has a nonempty zero-sum subsequence.
It is easy to prove that D(Cn) = n, where Cn is the cyclic group of order n. For
any positive integer k, the k-th generalized Erdo˝s-Ginzburg-Ziv constant skm(G)
is defined as the smallest positive integer t such that every sequence S over G of
length at least t has a zero-sum subsequence of length km. In particular, for k = 1,
sm(G) is called the Erdo˝s-Ginzburg-Ziv constant, which is a classical invariant in
combinatorial number theory. In 1961, Erdo˝s, Ginzburg and Ziv [6] proved that
sn(Cn) = 2n − 1 which is usually regarded as a starting point of zero-sum theory
(see [2] for other different proofs of this result). We refer to [10] for a survey of
zero-sum problems. In this paper, we will focus on skm(G).
Let G = Crn = 〈e1〉 ⊕ · · · ⊕ 〈er〉. Assume that T consists of n − 1 copies of ei
for 1 ≤ i ≤ r. Let S consist of kn − 1 copies of 0 and T , then it is easy to show
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that S is a sequence over Crn of length (k+ r)n− r− 1 and S contains no zero-sum
subsequences of length kn. Consequently we have
(1.1) skn(C
r
n) ≥ (k + r)n− r.
For general finite abelian group G with exp(G) = m, similar construction can be
used to show that skm(G) ≥ km + D(G) − 1 holds for k ≥ 1. In 1996, Gao [9]
proved that skm(G) = km + D(G) − 1, provided that km ≥ |G|. In [13], Gao and
Thangadurai proved that if km < D(G), then skm(G) > km + D(G) − 1. Define
l(G) as the smallest integer t such that skm(G) = km + D(G) − 1 holds for every
k ≥ t. From the above we know that
D(G)
m
≤ l(G) ≤
|G|
m
.
Recently, Gao, Han, Peng and Sun conjectured ([11], Conjecture 4.7) that
l(G) = ⌈
D(G)
m
⌉.
Clearly we have l(Cn) = 1 by the Erdo˝s-Ginzburg-Ziv theorem. For finite abelian
groups G of rank two, l(G) = 2 (see [11]). Let p be a prime and q a power of p,
the above conjecture was verified for Crq where 1 ≤ r ≤ 4 (also more generally for
abelian p-group G with D(G) ≤ 4m) except for some cases when p is rather small,
see [13, 19, 22]. For the studies of l(G) for the general cases, we refer to [11, 20, 22].
Recall (1.1) that skn(C
r
n) ≥ (k + r)n− r, in [22], Kubertin conjectured that the
equality actually holds for any k ≥ r.
Conjecture 1.1. For any positive integers k, n with k ≥ r, we have
skn(C
r
n) = (k + r)n− r.
According to the results in [13, 19, 22], Conjecture 1.1 has been verified for r ≤ 4
except for some cases when p is rather small (p ≤ 3). Recently, Sidorenko [23, 24]
verified Conjecture 1.1 for Cr2 . He [23] also applied his results to prove new bounds
for the codegree Tura´n density of complete r-graphs. Moreover, he [24] established
connections between s2k(C
r
2 ) and linear binary codes. Actually, he showed that
the problem of determining s2k(C
r
2 ) is essentially equivalent to finding the lowest
redundancy of a linear binary code of given length which does not contain words
of Hamming weight 2k.
Towards Conjecture 1.1, Kubertin [22] proved that
skq(C
r
q ) ≤ (k +
3
8
r2 +
3
2
r −
3
8
)q − r,
where p > min{2k, 2r} is a prime and q is a power of p. By extending the method
of Kubertin, He [20] improved the above upper bound and obtained that
skq(C
r
q ) ≤ (k + 5r − 2)q − 3r
when 2p ≥ 7r − 3 and k ≥ r. He also proved that skn(C
r
n) ≤ 6kn for n with large
prime factors and k sufficiently large. More precisely, he showed that for r, l > 0,
n = pα11 · · · p
αl
l with distinct prime factors p1, . . . , pl ≥
7
2r − 3 and k = a1 · · · al a
product of positive integers a1, . . . , al ≥ r, skn(C
r
n) ≤ 6kn. We also refer to [3, 14]
for some recent results on the lower bound of skn(C
r
n) when k is much smaller than
the rank r, note that in this case skn(C
r
n) > (k + r)n− r (see [13]).
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For n ∈ N, let
M(n) = max{pk| with pk|n where p is a prime and k ∈ N},
i.e., the largest prime power divisor of n. For convenience, let M(1) = 1. For any
n, r ∈ N, we define
p(n, r) = min{pt| M(n) = pa and pt ≥ r}.
In this paper, we focus on the Conjecture 1.1 and prove the following results.
Theorem 1.2. Let k ∈ N. We have
(1) For every k ≥ 6,
skn(C
3
n) = (k + 3)n+O(
n
lnn
);
(2) For every k ≥ 18,
skn(C
4
n) = (k + 4)n+O(
n
lnn
);
(3) For every k ∈ N and fixed r ≥ 5,
skp(n,r)n(C
r
n) = (kp(n, r) + r)n +Or(
n
lnn
),
where Or depends on r.
Note that the main terms in Theorem 1.2 are consistent with the conjectural
values in Conjecture 1.1. Moreover, the error term can be improved in some cases.
By some further studies of M(n), roughly speaking, for any real number A ≥ 1, we
can improve the order of the error term from nlnn to
n
(lnn)A
for almost every n ≥ 1.
Furthermore, when the number of distinct prime divisors of n is a given integer m,
we can even improve the order of the error term to n1−
1
m .
The following sections are organized as follows. In Section 2, we shall introduce
some notations and preliminary results. In Section 3, we will prove our main results.
In Section 4, we will provide further studies on M(n) and then apply these results
to improve our main results.
2. Preliminaries
This section will provide more rigorous definitions and notations. We also intro-
duce some preliminary results that will be used repeatedly below.
Let N denote the set of positive integers, N0 = N ∪ {0} and R the field of real
numbers. Let f and g be real valued functions, both defined on N, such that g(x)
is strictly positive for all large enough values of x. Then we denote f(x) = O(g(x))
if and only if there exists a positive real number M and a positive integer x0 such
that
|f(x)| ≤M |g(x)| for all x ≥ x0.
We also use the notation Or (resp. OA,ǫ) which means that the above M depends
on r (resp. A and ǫ), where r ∈ N0, A, ǫ ∈ R. Similarly, we denote f(x) = o(g(x))
if and only if for every positive constant ε, there exists a positive integer x0 such
that
|f(x)| ≤ εg(x) for all x ≥ x0.
Let G be an additive finite abelian group. By the fundamental theorem of finite
abelian groups we have
G ∼= Cn1 ⊕ · · · ⊕ Cnr
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where r = r(G) ∈ N0 is the rank of G, n1| · · · |nr ∈ N are positive integers. More-
over, n1, . . . , nr are uniquely determined by G, and nr = exp(G) is called the
exponent of G.
We define a sequence over G to be an element of the free abelian monoid(
F(G), ·
)
, see Chapter 5 of [17] for detailed explanation. Our notations of se-
quences follow the notations in the paper [15]. In particular, in order to avoid
confusion between exponentiation of the group operation in G and exponentiation
of the sequence operation · in F(G), we define:
g[k] = g · . . . · g︸ ︷︷ ︸
k
∈ F(G) and T [k] = T · . . . · T︸ ︷︷ ︸
k
∈ F(G) ,
for g ∈ G, T ∈ F(G) and k ∈ N0.
We write a sequence S in the form
S =
∏
g∈G
gvg(S) with vg(S) ∈ N0 for all g ∈ G.
We call
• vg(S) the multiplicity of g in S,
• |S| = l =
∑
g∈G vg(S) ∈ N0 the length of S,
• T =
∏
g∈G g
vg(T ) a subsequence of S if vg(T ) ≤ vg(S) for all g ∈ G, and
denote by T |S,
• σ(S) =
l∑
i=1
gi =
∑
g∈G vg(S)g ∈ G the sum of S,
• S a zero-sum sequence if σ(S) = 0,
• S a zero-sum free sequence if σ(T ) 6= 0 for every T |S,
• S a short zero-sum sequence if it is a zero-sum sequence of length |S| ∈
[1, exp(G)].
Using these concepts, we can define
• D(G) as the smallest integer l ∈ N such that every sequence S over G of
length |S| ≥ l has a non-empty zero-sum subsequence. We call D(G) the
Davenport constant of G.
• sk exp(G)(G) as the smallest integer l ∈ N such that every sequence S
over G of length |S| ≥ l has a non-empty zero-sum subsequence T of
length |T | = k exp(G), where k ∈ N. We call s(G) := sexp(G)(G) the
Erdo˝s-Ginzburg-Ziv constant and sk exp(G)(G) the k-th generalized Erdo˝s-
Ginzburg-Ziv constant.
Lemma 2.1. ([17], Theorem 5.5.9) Let G be a finite abelian p-group and G =
Cpn1 ⊕ · · · ⊕ Cpnr , then
D(G) =
r∑
i=1
(pni − 1) + 1.
Lemma 2.2. Let G be a finite abelian group with exp(G) = m, then
skm(G) ≥ km+ D(G)− 1
holds for every k ≥ 1.
Proof. By the definition of D(G), there exists a zero-sum free sequence T of length
|T | = D(G)− 1. Let S = T · 0[km−1]. It is easy to know that S is a sequence over G
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of length |S| = km+ D(G) − 2 and S contains no zero-sum subsequence of length
km. This completes the proof. 
Lemma 2.3. ([8], Theorem 3.2) Let G be a finite abelian p-group and exp(G) = pnr .
If pm+nr ≥ D(G) for some m ∈ N, then
skpmpnr (G) = k · p
m+nr + D(G) − 1,
holds for any k ∈ N.
The following classical result of Alon and Dubiner is crucial in our proof.
Lemma 2.4 ([1], Theorem 1.1). There exists an absolute constant c > 0 such that
s(Crn) ≤ (cr log2 r)
rn.
Although the precise values of s(G) for general Crn are not known, some cases
(when n is a power of a small prime) have been determined. We list some of these
results which are very useful in our proof.
Lemma 2.5. Let n ∈ N.
(1) s(C32n) = 8 · 2
n − 7;
(2) s(C33n) = 9 · 3
n − 8;
(3) s(C42n) = 16 · 2
n − 15;
(4) s(C43n) = 20 · 3
n − 19.
Proof. (1) See [4], Corollary 4.4. (2) See [12], Theorem 1.7. (3) See [4], Corollary
4.4. (4) See [4], Theorem 1.3, 1.4 and Section 5. 
In the rest of this section, we provide some results about M(n) which are useful
in this paper. Recall that, for any n ∈ N, let
M(n) = max{pk | with pk|n where p is a prime and k ∈ N}
be the largest prime power divisor of n. For convenience, letM(1) = 1. For example,
we have M(20) = M(225) = 5, M(40) = M(235) = 23 and M(200) = M(2352) = 52.
Unlike the widely studied largest prime divisor function
P(n) = max{p | with p|n and p is a prime},
as far as we know, M(n) has not received much attention. As M(p) = p where p is
a prime, certainly we have lim sup
n→∞
M(n)
n
= 1. It is known and easy to prove that
(2.1) lim inf
n→∞
M(n)
lnn
= 1,
consequently
(2.2) lim
n→∞
M(n) =∞.
Recently, Girard [18] used (2.2) to show that D(Crn) = rn + o(n), which is an
important result in zero-sum theorey and also can be regarded as an example of
application ofM(n). In this paper, we will continue to employ the estimates ofM(n)
to the zero-sum problems. Although the proof of (2.1) is simple and elementary,
it is hard to find this result in literatures or standard textbooks. So we decide to
provide a proof here for the convenience of the reader.
Let
π(x) = #{p | p ≤ x}
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be the prime-counting function and
ϑ(x) =
∑
p≤x
ln p
the Chebyshev ϑ function. The result in the following lemma is very classical and
can be easily found in [25].
Lemma 2.6. For any x ≥ 2, we have
π(x) ≤ 2
x
lnx
.
Proof. This result is an easy consequence of Theorem 3, Page 11 in [25]. 
Lemma 2.7. For any n ∈ N, we have
M(n) ≥
1
2
lnn.
Proof. When n = pm is a prime power, the result is obvious. If n is not a prime
power, we may assume that
n = qr11 · · · q
rk
k p
m,
where q1 < · · · < qk and p are distinct prime numbers, r1, . . . , rk,m ∈ N with
M(n) = pm. By the definition of M(n), clearly we have n ≤ pmpkm. Moreover we
have k < π(pm). For otherwise if k ≥ π(pm), then we have
k = π(pk) ≥ π(p
m) ≥ π(p)
and consequently pk ≥ p. As q1 < · · · < qk and p are distinct prime numbers, we
have qk > pk. Therefore,
π(qk) > π(pk) = k ≥ π(p
m)
and consequently qk > p
m. By the definition of M(n), we have M(n) ≥ qrkk > p
m,
but this contradicts M(n) = pm. Therefore n ≤ pmπ(p
m), and by Lemma 2.6 we
have
M(n)
lnn
=
pm
lnn
≥
pm
ln pmπ(pm)
=
pm
π(pm) ln pm
≥
1
2
.
This completes the proof. 
For sufficiently large number n, P(n) may be rather small, for example P(2m) = 2
for any m ∈ N. However, Lemma 2.7 means that M(n) cannot be too small for
sufficiently large n. We shall use Lemma 2.7 to prove our main results in the next
section. In the following, we will prove (2.1) which shows that actually lnn is the
minimal order of M(n).
Let pk denote the k-th prime and nk = p1 · · · pk ∈ N. Clearly, we have M(nk) =
pk and lnnk = ϑ(pk). By the Prime Number Theorem, for any ǫ > 0 there exists
k0(ǫ) > 0 such that for all k > k0(ǫ) we have
M(nk)
lnnk
=
pk
ϑ(pk)
≤ (1 + ǫ).
Therefore we have lim inf
n→∞
M(n)
lnn ≤ 1.
Similarly, from Lemma 2.7, together with the Prime Number Theorem, for any
ǫ > 0 there exists n0(ǫ) > 0 such that for all n > n0(ǫ) we have
M(n)
lnn
≥
pm
π(pm) ln pm
≥ (1− ǫ).
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Therefore we have lim inf
n→∞
M(n)
lnn ≥ 1 and
lim inf
n→∞
M(n)
lnn
= 1.
This completes the proof of (2.1).
3. Proof of the main results
In this section, we shall prove our main results, Theorem 1.2. Firstly, we have
to verify Conjecture 1.1 for some small primes which are the remaining cases in
[13, 19, 22].
Lemma 3.1. For any n ∈ N, we have
(1) sk2n(C
3
2n) = (k + 3)2
n − 3, holds for k ≥ 4;
(2) sk3n(C
3
3n) = (k + 3)3
n − 3, holds for k ≥ 6;
(3) sk2n(C
4
2n) = (k + 4)2
n − 4, holds for k ≥ 12;
(4) sk3n(C
4
3n) = (k + 4)3
n − 4, holds for k ≥ 18.
Proof. By Lemma 2.2, it suffices to prove sk exp(G) ≤ k exp(G) + D(G)− 1.
(1) We prove by induction on k. Since 22+n = 4 · 2n ≥ D(C32n) = 3 · 2
n − 2, by
Lemma 2.3 we have s4·2n(C
3
2n) = 7 · 2
n − 3. This proves the case k = 4. Suppose
that k ≥ 5 and the result holds for all positive integers n with 4 ≤ n ≤ k. Now we
need to prove s(k+1)2n(C
3
2n) = (k + 1 + 3)2
n − 3.
Let S be any sequence over C32n of length
|S| = (k + 1 + 3)2n − 3.
By Lemma 2.5.(1) and the fact that |S| ≥ 8 · 2n− 7, we have S contains a zero-sum
subsequence T of length |T | = 2n. Since
|S · T−1| = (k + 3)2n − 3 = sk2n(C
3
2n),
we have S · T−1 contains a zero-sum subsequence U of length |U | = k2n. Conse-
quently, T · U is a zero-sum subsequence of S of length |T · U | = (k + 1)2n. This
completes the proof.
(2) We prove by induction on k. Since 31+n = 3 · 3n ≥ D(C33n) = 3 · 3
n − 2, by
Lemma 2.3 we have s6·3n(C
3
3n) = 9 · 3
n − 3. This proves the case k = 6. Suppose
that k ≥ 7 and the result holds for all positive integers n with 6 ≤ n ≤ k. Now we
need to prove s(k+1)3n(C
3
3n) = (k + 1 + 3)3
n − 3.
Let S be any sequence over C33n of length
|S| = (k + 1 + 3)3n − 3.
By Lemma 2.5.(2) and the fact that |S| ≥ 9 · 3n− 8, we have S contains a zero-sum
subsequence T of length |T | = 3n. Since
|S · T−1| = (k + 3)3n − 3 = sk3n(C
3
3n),
we have S · T−1 contains a zero-sum subsequence U of length |U | = k3n. Conse-
quently, T · U is a zero-sum subsequence of S of length |T · U | = (k + 1)3n. This
completes the proof.
(3) We prove by induction on k. Since 22+n = 4 · 2n ≥ D(C42n) = 4 · 2
n − 3, by
Lemma 2.3 we have s12·2n(C
4
2n) = 16 ·2
n−4. This proves the case k = 12. Suppose
that k ≥ 13 and the result holds for all positive integers n with 12 ≤ n ≤ k. Now
we need to prove s(k+1)2n(C
4
2n) = (k + 1+ 4)2
n − 4.
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Let S be any sequence over C42n of length
|S| = (k + 1 + 4)2n − 4.
By Lemma 2.5.(3) and the fact that |S| ≥ 16·2n−15, we have S contains a zero-sum
subsequence T of length |T | = 2n. Since
|S · T−1| = (k + 4)2n − 4 = sk2n(C
4
2n),
we have S · T−1 contains a zero-sum subsequence U of length |U | = k2n. Conse-
quently, T · U is a zero-sum subsequence of S of length |T · U | = (k + 1)2n. This
completes the proof.
(4) We prove by induction on k. Since 32+n = 9 · 3n ≥ D(C43n) = 4 · 3
n − 4, by
Lemma 2.3 we have s18·3n(C
4
3n) = 22 ·3
n−4. This proves the case k = 18. Suppose
that k ≥ 19 and the result holds for all positive integers n with 18 ≤ n ≤ k. Now
we need to prove s(k+1)3n(C
4
3n) = (k + 1+ 4)3
n − 4.
Let S be any sequence over C43n of length
|S| = (k + 1 + 4)3n − 4.
By Lemma 2.5.(4) and the fact that |S| ≥ 20·3n−19, we have S contains a zero-sum
subsequence T of length |T | = 3n. Since
|S · T−1| = (k + 4)3n − 4 = sk3n(C
4
3n),
we have S · T−1 contains a zero-sum subsequence U of length |U | = k3n. Conse-
quently, T · U is a zero-sum subsequence of S of length |T · U | = (k + 1)3n. This
completes the proof. 
Corollary 3.2. Let n,m ∈ N and p be any prime. we have
(1) skpm(C
3
pm) = (k + 3)p
m − 3 holds for k ≥ 6;
(2) skpm(C
4
pm) = (k + 4)p
m − 4 holds for k ≥ 18;
Proof. By Lemma 3.1, the results hold for the cases p = 2, 3. For p ≥ 5, see
Theorem 1.(3) in [22] and Theorem 1.2.(3) in [19]. 
The following crucial lemma is based on a standard argument in zero-sum theory
(we refer to [17], Proposition 5.7.11).
Lemma 3.3. Let n,m, p, k, r ∈ N and p a prime. Assume that skpm(C
r
pm) =
(k + r)pm − r. Then we have
sknpm(C
r
npm) ≤ (k + r)np
m + arn,
where ar is a constant depends on r.
Proof. Let S be a sequence of length |S| = ((k + r)pm − r)n + s(Crn) over C
r
n.
Consider the following map:
ϕ : Crnpm → C
r
n.
Then ϕ(S) is a sequence over Crn of length ((k+r)p
m−r)n+s(Crn). By the definition
of s(Crn), we have ϕ(S) contains at least (k + r)p
m − r zero-sum subsequences
S1, . . . , S(k+r)pm−r over C
r
n with |Si| = n for 1 ≤ i ≤ (k + r)p
m − r. This means
that
σ(S1), . . . , σ(S(k+r)pm−r) ∈ ker(ϕ) = C
r
pm .
By the assumption that skpm(C
r
pm) = (k + r)p
m − r, there exist
{i1, . . . , ikpm} ⊂ {1, . . . , (k + r)p
m − r}
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such that σ(Si1 ) + . . . + σ(Sikpm ) = 0 and this implies that Si1 · . . . · Sikpm is a
zero-sum subsequence of S over Crnpm of length knp
m. Therefore
sknpm(C
r
npm) ≤ ((k + r)p
m − r)n+ s(Crn).
Moreover, by Lemma 2.4, there exists an absolute constant c such that
((k + r)pm − r)n+ s(Crn) ≤ ((k + r)p
m − r)n+ (cr log2 r)
rn.
Let ar = (cr log2 r)
r − r, then we have the desired result. 
For any fixed r ∈ N, we denote ar = (cr log2 r)
r − r, where c is the absolute
constant mentioned in Lemma 2.4. The following corollary is an easy consequence
of the above lemma.
Corollary 3.4. Let n, k, r ∈ N. Assume that M(n) = pm and
skpm(C
r
pm) = (k + r)p
m − r.
Then we have
skn(C
r
n) ≤ (k + r)n+ ar
n
M(n)
.
By Corollary 3.4, in order to prove the main results, it suffices to combine the
results about M(n) in Section 2.
Proof of the Theorem 1.2. (1) By Corollary 3.2.(1) and 3.4, for k ≥ 6, we have
skn(C
3
n) ≤ (k + 3)n+ a3
n
M(n)
.
By lemma 2.7, for k ≥ 6, actually we have
skn(C
3
n) ≤ (k + 3)n+ 2a3
n
lnn
and we get the desired result.
(2) By Corollary 3.2.(2) and 3.4, for k ≥ 18, we have
skn(C
4
n) ≤ (k + 4)n+ a4
n
M(n)
.
By lemma 2.7, for k ≥ 18, actually we have
skn(C
4
n) ≤ (k + 4)n+ 2a4
n
lnn
and we get the desired result.
(3) By Lemma 2.3 and Corollary 3.4, for any k ∈ N, we have
skp(n,r)n(C
r
n) ≤ (kp(n, r) + r)n+ ar
n
M(n)
.
By lemma 2.7, for any k ∈ N, actually we have
skp(n,r)n(C
r
n) ≤ (kp(n, r) + r)n+ 2ar
n
lnn
and we get the desired result. 
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4. Further studies about M(n) and some improvements
In this section, we will provide some further estimates for M(n) in some special
cases. With these further estimates, we can improve our main results. All these
results can be seen as some applications of M(n).
Note that, by (2.1), it is impossible to improve the order of the lower bound
in Lemma 2.7 of M(n) for every n any more. However, we can get some better
estimates in some special cases.
We denote
E(x, y) = {n ≤ x | M(n) ≤ y}
and E(x, y) = {n ≤ x | n /∈ E(x, y)}. Let A > 1 be any real number, in the following
we shall consider
E(x, (ln x)A) = {n ≤ x | M(n) ≤ (lnx)A},
where A ≥ 1. Actually, we have the following lemma.
Lemma 4.1. For any positive integer A ≥ 1 and ǫ > 0, we have
|E(x, (ln x)A)| = OA,ǫ(x
1− 1
A
+ǫ).
Proof. Clearly we have |E(x, (lnx)A)| =
∑
n≤x
M(n)≤(ln x)A
1, then for any δ > 0, we have
∑
n≤x
M(n)≤(ln x)A
1 ≤
∑
n≤x
M(n)≤(ln x)A
(x
n
)δ
.
Similar to the Euler product of the Riemann zeta function, by the fundamental
theorem of arithmetic, we have∑
n≤x
M(n)≤(ln x)A
(x
n
)δ
≤ xδ
∏
p≤(lnx)A
(1−
1
pδ
)−1
= xδ
∏
p≤(lnx)A
(1 +
1
pδ − 1
).
If we take cδ =
2δ
2δ−1
, then 1
pδ−1
≤ cδ
pδ
and we have
xδ
∏
p≤(ln x)A
(1 +
1
pδ − 1
) ≤ xδ
∏
p≤(ln x)A
(1 +
cδ
pδ
).
As 1 + x ≤ ex for any x ≥ 0, we have
xδ
∏
p≤(ln x)A
(1 +
cδ
pδ
) ≤ xδ
∏
p≤(ln x)A
exp(
cδ
pδ
)
= xδ exp(
∑
p≤(ln x)A
cδ
pδ
).
To estimate the last sum, we employ the relation between the sum and the integral,
xδ exp(
∑
p≤(ln x)A
cδ
pδ
) ≤ xδ exp(
∑
2≤n≤(ln x)A
cδ
nδ
)
≤ xδ exp(cδ
∫ (lnx)A
1
1
tδ
dt).
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Therefore
xδ exp(cδ
∫ (ln x)A
1
1
tδ
dt) = xδ exp
( cδ
1− δ
((lnx)A(1−δ) − 1)
)
= exp(
cδ
δ − 1
)xδ exp
( cδ
1− δ
((ln x)A(1−δ))
)
.
Now, we take δ = 1− 1
A
+ ǫ2 . Since
A(1 − δ) = 1−
Aǫ
2
< 1
and
exp(
cδ
1− δ
((ln x)A(1−δ))) = OA,ǫ(x
ǫ
2 ),
we have
exp(
cδ
δ − 1
)xδ exp(
cδ
1− δ
((lnx)A(1−δ))) = OA,ǫ(x
1− 1
A
+ǫ).
This completes the proof. 
Recall that for any fixed r ∈ N, we denote ar = (cr log2 r)
r − r, where c is the
absolute constant mentioned in Lemma 2.4. Let
S
r
k(x,A) =
{
{n ≤ x | skn(C
r
n) ≤ (k + r)n+ ar
n
(lnn)A }, if r = 3 or 4,
{n ≤ x | skp(n,r)n(C
r
n) ≤ (kp(n, r) + r)n+ ar
n
(lnn)A }, if r ≥ 5
and
Srk(x,A) = {n ≤ x | n /∈ S
r
k(x,A)}.
Theorem 4.2. For any A ≥ 1 and ǫ > 0, we have
(1) |S3k(x,A)| = OA,ǫ(x
1− 1
A
+ǫ), holds for k ≥ 6;
(2) |S4k(x,A)| = OA,ǫ(x
1− 1
A
+ǫ), holds for k ≥ 18;
(3) |Srk(x,A)| = OA,ǫ(x
1− 1
A
+ǫ), holds for r ≥ 5 and any k ∈ N.
In particular,
(1) For k ≥ 6, we have
lim
x→∞
|S3k(x,A)|
x
= 0;
(2) For k ≥ 18, we have
lim
x→∞
|S4k(x,A)|
x
= 0;
(3) For r ≥ 5 and any k ∈ N, we have
lim
x→∞
|Srk(x,A)|
x
= 0;
Proof. By the definition of E(x, (lnx)A) and Corollary 3.4, it is easy to see that
E(x, (ln x)A) ⊂ S3k(x,A).
Therefore, we have
S3k(x,A) ⊂ E(x, (ln x)
A).
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The desired result follows from Lemma 4.1. In particular, let ǫ = 12A in the above
result, we have
lim
x→∞
|S3k(x,A)|
x
≤ lim
x→∞
|E(x, (lnx)A)|
x
= lim
x→∞
O(x1−
1
2A )
x
= 0.
This completes the proof of (1). The proofs of (2) and (3) are similar. 
Remark 4.3. According to Theorem 4.2, for any A ≥ 1, roughly speaking, for almost
every n ≥ 1 we have
(1) For k ≥ 6,
skn(C
3
n) ≤ (k + 3)n+ a3
n
(lnn)A
;
(2) For k ≥ 18,
skn(C
4
n) ≤ (k + 4)n+ a4
n
(lnn)A
;
(3) For any k ∈ N and fixed r ≥ 5,
skp(n,r)n(C
r
n) ≤ (kp(n, r) + r)n+ ar
n
(lnn)A
.
Let ω(n) denote the number of distinct prime divisors of n. In the following, we
can improve the error terms for some n ∈ N when ω(n) is a given integer m.
Lemma 4.4. For any n ∈ N, we have
M(n) ≥ n
1
ω(n) .
Proof. For any n ∈ N, we assume that n = qr11 · · · q
rm
m , where q
r1
1 < · · · < q
rm
m and
q1, . . . , qm are distinct prime numbers, r1, . . . , rm ∈ N. Then by the definition of
M(n), we have M(n) = qrmm .
Clearly we have ω(n) = m and
n = qr11 · · · q
rm
m ≤ q
mrm
m = M(n)
ω(n),
consequently M(n) ≥ n
1
ω(n) . 
Theorem 4.5. Let n, r,m ∈ N with ω(n) = m, we have
(1) For k ≥ 6,
skn(C
3
n) ≤ (k + 3)n+ a3n
1− 1
m ;
(2) For k ≥ 18,
skn(C
4
n) ≤ (k + 4)n+ a4n
1− 1
m ;
(3) For any k ∈ N and fixed r ≥ 5,
skp(n,r)n(C
r
n) ≤ (kp(n, r) + r)n+ arn
1− 1
m .
Proof. (1) By Corollary 3.2 and 3.4, Lemma 4.4 and ω(n) = m, for k ≥ 6 we have
skn(C
3
n) ≤ (k + 3)n+ a3
n
M(n)
= (k + 3)n+ a3
n
n
1
ω(n)
= (k + 3)n+ a3
n
n
1
m
= (k + 3)n+ a3n
1− 1
m .
This completes the proof. The proofs of (2) and (3) are similar. 
Remark 4.6. Compared with the previous error terms nlnn and
n
(lnn)A
, the error
term n1−
1
m is a large improvement and it is valid for every n ∈ N with ω(n) = m.
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