The introduction of digital terrestrial broadcasting all over Europe requires a complete and challenging re-planning of in-place analog systems. But an abrupt migration of resources (transmitters and frequencies) from analog to digital networks cannot be accomplished, since the analog services must be preserved temporarily. Hence, a multi-network, multi-objective, problem arises, referred to as the Network Packing Problem, in which several networks, both analog and digital, sharing a common set of resources, have to be designed. In Italy this problem is particularly challenging, because of a large number of transmitters, orographical features and strict requirements imposed by Italian law. In this paper we report our experience developing solution methods at the major Italian broadcaster Radiotelevisione Italiana (RAI S.p.A.). We propose a two-stage heuristic. In thē rst stage emission powers are assigned to each network separately. In the second stage frequencies are assigned to all networks so as to minimize the loss from mutual interference. A software tool incorporating our methodology is currently in use at RAI to help discover and select high-quality alternatives for the deployment of digital equipment.
Introduction
In the context of terrestrial video broadcasting, digital technology most likely will replace analog technology. This transition has been recently claimed (Paris, September 2003) by the French and German premiers as one of the main challenges of the European Union development programs [4] . The Terrestrial Digital Video Broadcasting standard (DVB-T) has been introduced by European Telecommunication Standard Institute (ETSI) in 1997. Details on the development of DVB-T can be found in the web sites of the major public bodies involved, namely, ETSI [12] and the International Telecommunication Union (ITU) [18] , as well as in the industry-led consortium Digital Video Broadcasting [9] . DVB-T has several advantages. First, it utilizes the available bandwidth more e±ciently than analog systems: in fact, it allows to broadcast a multiplex of programs (from two to¯ve, depending on the required quality of service) over a 8
Mhz width portion of the frequency spectrum (referred to as channel) instead of a single analog program. Second, DVB-T embeds a Multimedia Home Platform representing ā rst step towards the integration of video broadcasting with both Internet and Global System for Mobile Communications (GSM) [21] , making additional (interactive) services, such as e-commerce and home-banking, accessible through television [3] . Finally, receiving DVB-T programs only requires the installation of a decoder with actual roof antenna, a modest overload for users. DVB-T implementation is under investigation in several European countries, such as Great Britain, Spain, Germany, Norway, Finland and Denmark [3] : the current status for each country can be found in [11] . Worldwide launch dates for DVB-T and analog switch-o® dates are reported in [9] .
In this paper we address new planning issues arising in the Italian broadcasting system because of the analog to digital transition. Due to the large number of broadcasters and to the scarce penetration of cable and satellite networks, the Italian context appears to be one of the most complex in Europe (details are reported in [17] ). For instance, Even when not required by law, other broadcasters also must face the same problem.
In fact, the available system capacity (which depends on available transmitters and channels) is not su±cient to grow one or more digital networks without reducing the coverage of analog networks. On the other hand, the resources from analog networks cannot be released sharply since the actual service must be provided until the new networks guarantee a su±cient coverage. Under this respect, the high level reached by analog networks (i.e., around 95% of population) represents a severe barrier for the set-up of digital networks which appear, at the beginning, not competitive from a commercial point of view. Managing this transition is actually the key challenge for major broadcasters.
In conclusion, either the implementation of D-PNAF or, simply, the introduction of new digital networks requires an expensive re-planning activity in which a set of resources is shared among di®erent (analog or digital) networks. Since each network has its own technical features and commercial goals, the problem consists in allocating resources to networks so as to optimize a multi-objective performance indicator (e.g., the population coverage for each network). We designate this problem as Network Packing Problem (NPack, x3). In Section 5 we illustrate a two-phase heuristic for the solution of NPack. This is based on two major ingredients: (i) an algorithm for the optimal assignment of power and frequency to transmitters of a single network (Single Network Planning problem, NPlan, x4) and (ii) an algorithm for the solution of a variant of the classical Frequency Assignment Problem (FAP, x5.2). This paper introduces three major novelties in the models addressed so far by the OR community involved in frequency assignment. First, the coverage assessment is based on the de¯nition of testpoints and is carried out by a statistical procedure recommended for implementation purposes [3, 8] . Second, unlike problems investigated in the literature, NPlan includes both emission powers and frequencies as decision variables and simultaneously optimizes over these variables. Third, several networks are optimized on a common set of resources.
The resulting software tool has been tested together with RAI Way engineers and is designed to cope with their assessed planning procedures. In particular, the tool not only returns good solutions for very large scale instances, but also allows engineers to evaluate several high-quality alternatives.
Computational results from several key experiments proposed by RAI Way engineers are reported in x7 and their in°uence on strategic decisions is discussed. RAI investments in DVB-T implementation concern technological infrastructures and pur- 
System elements
A broadcasting system consists of a set R = f1; : : : ; jRjg of (either analog or digital) networks. Network k distributes its own program from a set T Each transmitter is located in a geographical site (typically a site accommodates several transmitters of di®erent networks) and its con¯guration depends on: transmission frequency, emission power, antenna height, polarization (horizontal/vertical), antenna diagram (directivity) and time o®set. In this paper we deal with deciding frequencies and emission powers of transmitters, while all other quantities are¯xed and will be referred to as transmitter parameters (see x7).
The frequency spectrum is subdivided into a set F = f1; : : : ; jF jg of equally sized intervals called channels (or frequencies). The set of feasible frequencies for transmitter i 2 T is denoted by F i µ F. It may happen that F i ½ F because of technical or commercial constraints (international agreements at boundaries, licensing, etc.).
The transmission frequency assigned to transmitter i 2 T is denoted by f i , whilst P i denotes its emission power, ranging in the interval [0; P U i ]. For convenience, we also introduce the power fading p i 2 [0; 1], that measures power attenuation w.r.t. the
Network k is designed to distribute video programs within a given territory portion called target area. This is decomposed into a set Z k of \small", approximatively squared, areas (about 2 £ 2 Km) called testpoints (T P s). Z = [ r=1;:::;R Z r denotes the whole testpoint set.
Each testpoint, identi¯ed by its coordinates, represents the behavior of all receivers (i.e., roof antennae with TV sets) within it. In practice, distinct testpoints belonging to di®erent networks target areas often coincide on the map. All antennae in a TP have the same,¯xed, directivity (see [8] for details). A revenue u j 2 Z + is de¯ned for each TP j. Here, u j equals the number of inhabitants of TP j (for S µ Z, u(S) = P j2S u j ).
The signal emitted by a transmitter propagates according to transmitter directivity and orography. The power density P ij (watt=m 2 ) received in TP j from transmitter i is proportional to the emission power. In particular,
is de¯ned through a propagation model (detailed in [3] ) and is given for each pair i 2 T; j 2 Z. A general treatment of propagation models can be found in [26] . We refer to the matrix [A] = [A ij ] i2T;j2Z as fading matrix. Finally, given a TP j, T (j) = fi 2
T : A ij 6 = 0g µ T denotes the set of signals received in j.
Whenever a network k is received "clearly" in a TP j, this is said to be covered by k. The coverage area of network k is the subset C transmitters. Coverage depends on system type (i.e., analog or digital) and receiver behavior, as described in the next section.
Coverage evaluation
We resume the receiver behavior (more details can be found in [6] ) and coverage evaluation models adopted for practical implementation purposes [8, 10] . For the sake of presentation, we start with a single network in which all transmitters have the same frequency (i.e., jF j = 1).
It is well known that the quality of service increases with the received power level of wanted signals and degrades with interfering signals. In analog systems, di®erent signals arriving on a receiver with the same frequency always interfere (co-channel interference). On the contrary, the Orthogonal Frequency Division Multiplexing (OFDM) scheme, adopted in the DVB-T standard, permits receivers to combine co-channel signals so as to obtain a stronger wanted signal. To explain this, recall that, in DVB-T systems, transmitters (in the same network) broadcast simultaneously the same data symbol; symbols arrive in a receiver (in TP j) according to the travel times over the corresponding transmitter-TP distances. The receiver in TP j locates a pass band¯lter at time ¿ j (detection window), represented in Figure 1 . A signal (symbol) from transmitter i arriving in TP j at time ¿ ij fully contributes to the wanted signal if
while it is fully interfering if ¿ ij > ¿ j + 2T g . In the technical literature, T g is known as
Guard Interval and a typical value for commercial receivers is T g = 224 ¹sec. Formally, the power contribution from the i¡th transmitter to the wanted signals is w ij P ij and the contribution to the interfering signal is (1 ¡ w ij )P ij , where w ij is the weighting function [10] : Although the number of window positions is in¯nite, it su±ces to consider only values of ¿ j corresponding to signal arriving times, i.e., ¿ j = ¿ hj , h 2 T (j) (see [27] ).
For this reason, a window position in TP j is denoted by the corresponding signal h 2 T (j). Once a position h is chosen, the sets W (j; h) = fh : w hj P hj > 0g of wanted contributions and I(j; h) = fh : (1 ¡ w hj )P hj > 0g of interfering contributions are identi¯ed. After such a classi¯cation, the coverage quality of TP j is assessed by statistical methods. According to [3] , we use the k-LNM method [5] [10] . Given a position h of the detection window, k-LNM combines signals W (j; h) and I(j; h) so as to obtain two Log-normal distributions with mean value P W tot (h) and variance ¾ 
then TP j is regarded as being covered under window h if
where Erf (¢) is the Gaussian error function.
Summarizing, deciding whether TP j is covered (under the current setting) or not consists in¯nding a detection window h satisfying (3) or proving that none exists.
Therefore, coverage evaluation in TP j is carried out by enumerating all jT (j)j values Erf (¢P (h)). If j is covered, the receiver chooses signal h = s(j) maximizing Erf (¢P (h)), called reference signal.
In analog networks, the procedure is simpler: only the strongest signal is wanted; all other co-channel signals are interfering and combined by Power Sum method [10] .
In case of multiple frequencies (jF j > 1), TP j is regarded as being covered if it is covered for at least one frequency in F . Hence, TP coverage evaluation is repeated for each set of co-channel signals. In practice, this corresponds to tuning the receiver on each frequency of the network.
When multiple networks are concerned, one must regard as interfering all co-channel signals received in TP j 2 Z k from any network h 6 = k.
In conclusion, the coverage C k of network k is computed by evaluating the coverage of each testpoint in Z k : it depends on emission powers and frequencies assigned to all F = f1; : : : ; jFjg (F i ) set of available frequencies (of transmitter i) R = f1; : : : ; jRjg set of networks
set of testpoints (target area of network k) T (j), j 2 Z set of transmitters received in j f i transmission frequency of transmitter i P i (P U i ) emission power (upper bound for emission power) of transmitter i p i power fading at transmitter i (w.r.t.
fading out from propagation between transmitter i and TP j P ij power density [
set of (co-channel) wanted contributions in TP j under window h I(j; h), h 2 T (j) set of (co-channel) interfering contributions in TP j under window h u j revenue (typically, number of inhabitants) of testpoint j
coverage of network k The presence of several networks yields a multi-objective optimization problem. In R = 1,¯xed frequencies. The frequency of all transmitters is¯xed and NPack reduces to a problem often referred to as Antenna Siting problem (AS) [20, 27] .
The problems hierarchy is summarized in Figure 2 . So far, only the most constrained problems (white boxes) have been addressed in the literature. In x5 we illustrate a heuristic for NPack incorporating algorithms for NPlan and MFAP as subroutines. Let us consider a TP j 2 Z and a detection window h 2 T (j). From (3), we get:
where Erf ;tot (h) are evaluated by the k-LNM method as functions of emission powers [5, 10] . Nevertheless, we let ¾ 2 W;tot (h) and ¾ 2 I;tot (h) be equal to the values returned by the k-LNM method when all emission powers are¯xed to their upper bounds (i.e., P i = P U i , for all i 2 T ). Preliminary computations showed that this assumption introduces a negligible approximation in coverage evaluation, while making SIR independent from emission powers. Then, recalling from [10] that P tot = log(k
, we obtain:
where P C=N , representing the system noise, is treated as an interfering signal (independent from p) with zero variance and mean value P C=N (values of P C=N for di®erent channel types are reported in [8] ). After some algebra one has:
Expressing the power received in j (from i) as
£ ¢ P C=N , the following linear inequality is obtained:
If inequality (8) is satis¯ed, then TP j is covered and h is a potential reference signal for j. On the other hand, j is covered if there exists at least one potential reference signal h 2 T (j). This requirement can be expressed by the following set of constraints:
w hj (10) where z j 2 f0; 1g is equal to 1 if TP j is covered (0 otherwise) and w jh 2 f0; 1g is equal to 1 if signal h is a potential reference signal for j. Constraint (9) can be linearized, as shown below. The objective function for Nplan amounts to maximizing coverage revenue. Thus, an MILP model for NPlan (single frequency digital network) reads:
where M is a constant larger than
The model also applies to analog networks where only one positive contribution (reference signal) appears in constraint (11) .
Observe that an optimal solution (p (11) is substituted by jF j constraints, one for each f 2 F, of the following form:
Even this constraint can be easily linearized (details are omitted).
The MILP model may be of practical usage only for small sized instances of NPlan with jFj · 2. On the contrary, for large instances the MILP model cannot be solved to optimality. For instance, a small test problem (jT j = 10; jZj = 1; 000) with jF j = 3 leads to a MILP with 30,000 variables w and 1,000 coverage constraints. Real-life instances are typically 50 times larger in size. The MILP size grows even more when the model is extended to NPack, requiring an additional dimension representing networks. Hence, in order to tackle such large scale problems, we devise the heuristic approach of x5. 
Minimizing total emitted power

Upper bound
An upper bound on the optimal value u(C
by the following relaxation. Let us consider a network (T; Z) and a partition of Z into k clusters Z 1 , : : :, Z k . For i = 1; : : : ; k, compute the optimal values u(C
Property 4.1 Consider the coe±cient matrix of constraints (12) in which rows in the same cluster are consecutive. If the submatrix restricted to variables p is block diagonal,
In fact, when no cross interference among clusters occurs, the problem naturally decomposes. The rationale of the approach relies on the existence of a matrix decomposition which is close to ful¯lling the above property. There is a trade-o® between the quality of the bound and the size of the clusters: small clusters produce poor bounds, while large clusters may result in instances of Nplan which cannot be solved to optimality.
In order to¯nd a decomposition, de¯ne the complete bipartite graph G = (T [Z; E), with edge weights c ij = A ij P U i , for ij 2 E. Consider a partition of vertices of G into k¸2 non-empty subsets V 1 ; : : : ; V k : a k-cut of G with shores V 1 ; : : : ; V k is the set of edges with endpoints in di®erent shores (crossing edges). The weight of a k-cut is the sum of its edge weights. A k-cut with value B in G corresponds to a partition of (T; Z) In practice, a k-cut of value 0 does not exist. However, a suitable decomposition is constructed by computing the minimum weight cut in G. Such a min k-cut problem is solved using the METIS solver by Karypis and Kumar [25] which returns the (heuristic) partition T 1 [ Z 1 ; : : : ; T k [ Z k . The required testpoint clusters are precisely Z 1 ; : : : ; Z k .
The tightest bound has been obtained for k = 20 and the results are reported in x7. In addition, we observed (see Figure 3 ) that the corresponding clustering closely reproduces the Italian administrative decomposition, i.e., clusters approximate regional districts (some of the clusters are too small to perceive.) 
A GRASP algorithm for NPlan
In this section we illustrate a Greedy Randomized Adaptive Search Procedure (GRASP) for NPlan. GRASP is a metaheuristic for combinatorial optimization problems which has been successfully applied in several application contexts. The general GRASP scheme consists of repeated applications of a randomized greedy algorithm. The latter di®ers from a standard greedy algorithm since the (exact) greedy choice is replaced by a random choice in a set of candidate solutions. The candidate set contains, besides the greedy solution, those whose value is not "too far" from it. At the end of the construction phase a local search is performed in order to provide a local optimum. For an exhaustive treatment of GRASP methods we refer the reader to [15] .
Two tasks a®ect the algorithm performance: (i) optimizing over the greedy neighborhood and (ii) evaluating the¯tness function. Point (ii) requires the execution of the coverage evaluation procedure (see x2.1): therefore, we developed an e±cient algorithm to carry out this task (see Appendix B).
As for point (i), the greedy neighborhood adopted for NPlan contains all congurations obtained by the activation of one switched-o® transmitter. Most of the neighborhoods proposed in related literature have polynomial size (e.g. [20, 29] ). On the contrary, we de¯ne an exponential neighborhood searchable in polynomial time (exponential neighborhood search [2] ). For the sake of simplicity, let us consider a network (T; Z) where all TP-s have unit revenue (i.e., u(C) = jCj). In this section (¹ p; ¹ f ;¹ s) denotes the initial con¯guration.
be the set of con¯gurations (p;f;s) such thatp t = ¹ p t and
Observe that the number of di®erent feasible vectors s 2 N i grows exponential in jZj and jT j, being in correspondence with the feasible assignments of TPs to reference signals. In fact, after the activation of a new transmitter i, the reference signal of every TP must be re-computed.
Neighborhood search Exploring the neighborhood N consists in searching each
T , and then choosing the best con¯guration obtained. Searching N i is equivalent to¯nding the con¯guration (p
is maximized. Given TP j, signal i 2 T (j) and window h 2 T (j), the total power
is a monotone decreasing function of p i if i 2 I(j; h). Now, assume j is covered under window h when p i =p. Since Erf (¢P ) is increasing with ¢P , two cases are possible:
(1) i 2 W (j; h). Then, for any p i 2 [p; 1], j remains covered; (2) i 2 I(j; h). Then, for any p i 2 [0;p], j remains covered. Therefore, the following property holds To this purpose, build the intersection graph G = (V; E) in which V is the set of intervals associated with testpoints satisfying (iii) and edges correspond to pairs of overlapping intervals. Intervals in a clique Q = f°1; : : : ;°j Qj g of G identify a set Z(Q) of distinct testpoints which can be covered simultaneously (along with the corresponding reference signals). In fact, \ j2Q°j identi¯es, by Property 4.3, the power values covering all the testpoints in Z(Q). Moreover, since the two intervals associated to the same testpoint are disjoint, then jQj = jZ(Q)j.
The power fading value p i covering the maximum number of testpoints in Z can be therefore computed by¯nding a clique of maximum size in an interval graph G. This can be done in O(jZjlogjZj) ( [16] ).
Thus, searching N i consists in repeating the above computation for any f i 2 F i .
We refer to it as Search(N i ; F i ). Finally, the neighborhood search consists in repeating Search(N i ; F i ) for any i 2 T n ¹ T and choosing the best overall solution. We have therefore proved the following:
This low complexity is crucial for increasing the number of iterations of GRASP in very large scale problems.
The GRASP algorithm The algorithm is referred to as Solve NPlan and summarized in Table 3 . At each iteration of the activation loop, the neighborhood of the current solution is explored, and one solution in the candidate set is chosen at random.
The candidate set contains all solutions whose value is at least ®c max , where ® 2 (0; 1) and c max is the optimal value. Parameter ®, initialized at 0.9, is decreased at each iteration. Remark that (initial) larger values of ® enhance the probability of selecting (one of) the most covering transmitters; smaller values increase diversi¯cation. The loop ends when no improving solutions are found. Then, a local search is performed: following the activation order, one transmitter at time is switched o® and the neighborhood is explored. The algorithm is repeated num iter times.
Heuristic for NPack
In a preliminary study, we investigated di®erent extensions of the above GRASP approach to solve NPack, obtaining poor results. Indeed, it is common experience that large scale problems with multiple sets of decision variables are e®ectively tackled by some type of decomposition. Within this framework, two-phase heuristics decompose the original problem into two more tractable subproblems (recent examples in [19, 30] ), typically corresponding to di®erent sets of decision variables.
We propose a two-phase heuristic for NPack: in the¯rst phase emission powers are determined for each stand-alone network (all other networks switched o®); in the second phase frequencies are simultaneously assigned to all networks. The heuristic is based on the goal programming approach to multi-objective optimization: the decision maker speci¯es (optimistic) aspiration levels for the objective functions and the (weighted) sum of the deviations from these aspiration levels is minimized (weighted approach for goal programming [24] 
push t in queue; ® = maxf0:1; ® ¡ 0:01g; goto activation loop; local search:
while queue is not empty pop t from queue; Table 3 : GRASP Algorithm for NPlan been discussed with RAI Way engineers and validated in the testing phase (see x7).
From now on we denote the complete two-phase heuristic by Solve NPack.
Phase 1: (stand-alone) Network Planning
The input of this phase is an instance of NPack and one aspiration revenue ¹ u
Phase 1 treats each network k as a stand-alone network, by an iterative procedure:
starting from the initial value jF j = 1, a slight modi¯ed version of Solve NPlan (x4. This algorithm intends to minimize the number of frequencies used to meet the threshold. These are temporary frequencies, since they are re-assigned in Phase 2, and do not correspond to the actual available frequencies. Thus, the temporary spectrum size is a parameter, whose e®ect on overall networks coverage is investigated in x7.
Finally, observe that it is not required that all pairs of (intra-net) interfering transmitters receive distinct temporary frequencies. Indeed, interfering transmitters often receive the same temporary frequency in the¯nal solution returned by Solve NPlan.
Phase 2: Multi-Network Frequency Assignment
The input of Phase 2 consists of a stand-alone con¯guration (p
The purpose of this phase is to assign an available frequency to every transmitter, so as to approximate the revenue levels obtained in Phase 1 (satisfactory for the planner) when the networks are simultaneously active. This is an instance of the Multi-network 
Post-optimization
At the end of Phase 2 a post-processing step concludes the heuristic for NPack. It consists in minimizing the overall emitted power with vectors f and s¯xed by Phase 2. This is carried out as explained in 4.1. We experienced that a few uncovered TP-s may gain a reference signal because of reduced interference from other signals, yielding a slight coverage increase.
Advances to current practice
The actual approach, referred to as segregation, adopted by the AGCOM in the elaboration of the national frequency plans ( [3] ) and also in implementation of multi-operators GSM systems works as follows. In order to con¯gure jRj distinct networks, the available bandwidth is subdivided into jRj mutually non-interfering sets of frequencies, each one being the set of feasible frequencies for exactly one network. In other words, each network operates in a segregated frequency domain and no-interference can occur between transmitters belonging to distinct networks (inter-net interference). Then, every single network can be separately designed. This is typically carried out by a further decomposition, namely, emission powers are established independently from frequency allocation. The latter decomposition represents a¯rst drawback of the current practice:
we experienced that this yields solutions to NPlan of poor quality. On the contrary, Phase 1 of Solve NPack optimizes both emission powers and frequencies, providing better solutions.
Two other major drawbacks can be identi¯ed in the segregation approach. Thē rst drawback concerns the°exibility of the approach. In practice, splitting frequencies among non-identical networks (i.e., deciding the segregation scheme) is a hard task, requiring a trial-and-error process. Even more di±cult can be applying the segregation approach under user-de¯ned coverage aspiration thresholds. In this case, infeasibility problems may occur, whenever all feasible segregation schemes do not satisfy the thresholds. The methodology introduced in this paper¯lls in this lack of°exibility.
The second drawback is illustrated in Figure 5 . In this example we consider two identical networks N The interference graph associated with each single network is depicted in Figure 5 .a (we 
(b ) multi-inteference graph Observe that the minimum number of frequencies required by a single network (say
) to avoid losses is 3. A 0-loss frequency assignment for a single network is shown in Figure 5 .a, namely f a = f c = 1, f b = f d = 2 and f e = 3. Thus, in the segregation mode, 6 distinct frequencies are required for two networks. On the other hand, one can obtain a 0-loss frequency assignment for the multi-network graph of Figure 5 .b by assigning
, f e = f B = 4 and f C = f E = 5. Therefore, if we let both networks draw frequencies from a common set, we can reduce the bandwidth requirement to 5 frequencies. Observe that network N 1 receives frequencies from the set f1; 2; 3; 4g, while network N 2 from the set f2; 3; 4; 5g and the two sets have large overlap. Phase 2 of Solve NPack is designed to overcome the drawback highlighted in the example through an improved spectrum usage.
Implementation issues
The methodology described in this paper has been coded in a software tool which is currently in use at RAI Way [28] . In particular, the tool was developed under constant coordination with company engineers during years 2000 and 2001. This process focused on some key points illustrated below.
Simulation vs Optimization Tools available at RAI Way at the beginning of this study perform¯eld prediction and coverage evaluation, i.e., simulation of network congurations. In practice, such tools allow the engineers to compute coverage of handmade network con¯gurations. Therefore, the planning activity was carried out by a trial-and-error process: (i) identi¯cation of promising modi¯cations of actual networks,
(ii) validation of new candidate con¯gurations through simulation and (iii) acceptance/rejection of new con¯gurations. New regulations from AGCOM and the DVB launch called for a signi¯cant re-planning of the broadcasting system and the previous planning process became quickly ine®ective. On the contrary, our methodology has been designed to cope with the new needs. In particular, the possibility of optimizing network con¯gurations and the automatic handling of the design process is of great help for the company engineers. In fact, when system resources become scarce, the quality of hand-made con¯gurations is simply unacceptable. As far as we know, RAI Way is thē rst European broadcaster using automatic optimization, whereas most of the research e®ort at private broadcasters is focused on propagation and coverage assessment.
Tool°exibility In order to be compliant with the planning activity, the tool has been designed to satisfy several requirements of RAI Way engineers:
(i) when planning a multi-network system, one wishes to de¯ne a coverage requirement for every network, according to commercial strategies. The choice of goal programming in Solve NPack permits obtaining di®erent optimized con¯gura-tions for di®erent choices of thresholds ¹ u k . This also helps evaluating the trade-o® between coverage and resource usage.
(ii) some transmitter may have pre-assigned emission power and/or frequency. In this experience, two situations occur: one of two networks is completely¯xed and cannot be re-optimized (see x7); the frequency of transmitters near Italy's border is¯xed by international agreements. The tool easily manages this requirement by variable¯xing.
(iii) some TPs are regarded as critical for some networks. Such TPs typically coincide with important town centers. In this case, the revenue u j of the TPs can be increased according to the importance awarded to them.
Parameters All transmitter parameters (see x2) can be easily modi¯ed through input les. Furthermore, several system parameters are available in order to build speci¯c scenarios. Among them, the following emerge as the important ones:
² the antenna gain and directivity can represent several receiving conditions: roof antenna, omnidirectional indoor antenna, etc. [8] ;
² the tool can adopt any propagation model [3] and work with all frequency bands, from VHF to L-band.
² the guard interval T g (see x2.1) and system noise P C=N (see x4.1) can be easily modi¯ed. This allows the user to evaluate di®erent modulation schemes and di®erent channel models [8] .
Experimental¯ndings and practical achievements
The computational experience has three main purposes: (i) evaluating the quality testpoints instances in [20] ). Instances of other types can be of practical interest too, but are considered here only to assess performance of algorithms.
A complete description of all system parameters, including transmission bands, antenna diagrams and reception characteristics can be found in [8] and [3] . The algorithms Solve NPlan and Solve NPack have been coded in C++ and run on a Pentium IV 1.4 Ghz machine, with 512 MB of RAM.
Throughout the computational section, the objective function value is often displayed as the (percentage) ratio u(C)=u(Z) (i.e. covered over total population). All other percentage values derive consequently.
Evaluating Solve NPlan
The¯rst experiment concerns regional networks and two spectrum sizes jF j 2 f1; 2g. One can observe that for all instances a very small gap is measured (less than 0.8% in the case jF j = 2), decreasing on average as the spectrum size increases. Furthermore, the CPU time required by Solve NPlan is limited and does not increase signi¯cantly as the spectrum size augments (the parameter num iter is set to 50 for all instances).
On the contrary, a large amount of CPU time is typically required by Cplex. Finally, instances marked with an ( ¤ ) in the CPU time column (with jFj = 2), required a speci¯c (instance dependent)¯xing of variables in order to certify optimality. Observe that optimal solutions accommodate a number of transmitters larger than the one from heuristic solutions.
When national networks are concerned, MILP formulations (x4.1) cannot be solved to optimality. Therefore, Solve NPlan solutions are evaluated resorting to the upper bound (UB) of x4.2. Table 5 reports on national networks with two possible sets of candidate sites. The¯rst set contains all of the 480 sites while the second corresponds to a subset of 367 sites selected by the Company. For the second set, also an analog network is considered. In all the experiments the Solve NPlan parameter num iter is set to 100.
When jF j¸2, a fairly small percentage gap (from 1.06% to 2.17%) is measured, proving the successful behavior of the heuristic as well as the e®ectiveness of the bound from decomposition. On the contrary, networks with jF j = 1 show a larger gap (from 3.58% to 6.75%). However, this is due to a weaker bound rather than a poor heuristic solution, because of large cross-interference among clusters.
On the practical side, large Single Frequency Networks are of great interest in digital systems, while they do not play any role in analog ones. Before the present study, coverage of Single Frequency Networks was estimated applying the digital coverage evaluation procedure to the actual (analog) transmitter con¯guration (or to some handmade manipulation of it). Solve NPlan solutions largely outperform such estimates, revealing new insights to RAI Way engineers.
Evaluating Solve NPack
Two experiments are proposed to compare Solve NPack to the segregation approach (x5.4). In particular, the e®ect of Phase 2 is evaluated when applied over a¯xed frequency allocation (segregation scheme). The comparison is performed in four steps:
(1) choose a segregation scheme; (2) Table 5 : Solve NPlan solutions vs. upper bounds for national networks spectrum size. In this setting, the experiment aims to demonstrate that Phase 2 is e®ective to counterbalance the increase of inter-net interference by reducing intra-net interference.
Both experiments concern two networks N and relative upper bounds can be found in Table 5 .
Results are reported in Table 6 , in which three spectrum sizes jFj 2 f4; 5; 6g and¯ve di®erent segregation schemes are considered. In this scenario (Phase 2 of) Solve NPack improves the segregation approach. In particular, for jFj 2 f4; 5g a small (i.e., within 0.5%) loss for network A is pro¯tably counterbalanced by a relevant (i.e., up to 6.6%) gain for network D. This leads to a negative sum of deviations. For jFj = 6, the solutions from Solve NPack dominate those from the segregation approach. The practical relevance of this gain can be appreciated recalling that, in this scenario, an improvement of 1% corresponds to about 500,000 inhabitants.
Scheme Segregation approach
Solve NPack Sum of deviations jF j jF Table 7 , including also the number of active transmitters (#TX) .
Scheme Segregation Approach
Solve NPack Sum of deviations jF j jF When jF j = 5, the solutions from Solve NPack "almost" dominate the segregated ones. In fact, the segregation schemes (2,3) and (3,2) slightly improve (i.e. less than 0.1%) the coverage of the protected network (i.e., the one with 3 frequencies), but penalizes the coverage of the other network by about 2%.
When jF j = 3, Solve NPack largely outperforms the segregation approach. In fact, solutions from both segregation schemes (1,2) and (2,1) are dominated by those from Solve NPack. Notice that the gain for single frequency networks ranges from 3% to 10%. A similar enhancement was observed in tests involving a larger number of networks. Partially overlapping target areas yield remarkable advantages for Solve NPack.
In summary, in all cases of both scenarios a negative sum of deviation is measured.
A to D transition
The key issue of digital start-up is growing digital networks sharing resources with operating analog networks. The experiments of this section include one RAI national analog network A, consisting of 367 active transmitters.
The two experiments motivating the present study are here illustrated. In the¯rst experiment one digital network is grown over network A under its current (¯xed) setting.
In the second experiment two digital networks are grown over A (which can now be replanned) according to the new requirements¯xed by Italian law. In both experiments the available spectrum is jF j = 7. As for question (ii), results of Table 8 represent attractive con¯gurations, covering a wide variety of possible extensions of network D between two extreme con¯gurations: on the one hand, a concentrated network reaching 40% by covering only major towns with few transmitters (7 or 9); on the other hand, an extended network reaching 88% using most of the available transmitters. In addition, the above results also allowed engineers to perform cost bene¯t analysis of networks, investigating the trade-o® between coverage and required number of transmitters. Table 8 Table 8 ). The negative deviations arise since the increase of internet interference caused by network packing is overcome by the reduction of intra-net interference obtained exploiting the shared spectrum. The following experiments aim to show the achievements obtained by Solve NPack versus those from the segregation approach (precisely, an improved segregation approach in which stand-alone networks are optimized by Solve NPlan).
Sensitivity analysis As a byproduct, results in
Problems (i) and (ii) admit the same optimal segregation scheme, namely jF RAI managers considered such deviation for network A satisfactory for digital startup. This new achievement has been regarded as a conclusive argument to start the implementation design.
Conclusions
We presented a method for optimizing emission powers and frequencies in multi-network broadcasting systems in which di®erent networks share transmitter sites and frequencies, and each network has its own goal (Network Packing Problem).
The contribution of this paper is threefold: on models, algorithms and practice.
On models, we introduced a hierarchy of new and relevant problems generalizing the models studied in the literature so far. Concerning solution algorithms, a new local search is introduced for simultaneously optimizing emission powers and frequencies on a single network. The algorithm is able to¯nd near optimal solutions for large scale instances. Also, an e®ective relaxation for computing upper bounds is described and exploited to measure the quality of heuristic solutions;¯nally a two-phase heuristic is devised able to approximate the Pareto optimal boundary of the multi-network (i.e., multi-objective) problem.
On the practical side, the problem investigated here represents a key problem in the current transition from analog to digital television. This is the subject of hot political controversy in Italy and has been receiving quotidian attention from the popular press in the last three to four years. We reported on the development of solution methods for the Network Packing Problem at RAI Way, the network provider of the major Italian broadcaster. The proposed approach guarantees high°exibility, allowing managers to obtain several high quality con¯guration alternatives for the Italian system under di®er-ent exploitation patterns of the system resources. The results illustrated in this paper contributed to start the RAI digital service according to the schedule and requirements xed by Italian law.
[ 
Appendix A Complexity
We show that NPack is NP-hard, even when restricted to planning a single network (i.e. jRj = 1). In particular, we show that Nplan for one analog network is NPhard in strong sense. Recall that P ij = A ij P i is the power density in testpoint j from transmitter i 2 T , and I(j; i) is the set of co-channel (with i) transmitters r 2 T n fig
with P rj > 0. Testpoint j is regarded as covered by i i®
and, whenever I(j; i) 6 = ;
where K 1 is the system noise and K 2 > 1 is an adimensional quantity (protection ratio) [3] . and a frequency spectrum F . Speci¯cally, let T = V = fv 1 ; : : : ; v n g, Z = E and P U i = K 1 , for all i 2 T . Since G is biconnected, E can be partitioned into n nonempty subsets E 1 ; : : : ; E n such that, for j = 1 : : : ; n, vertex v j is endpoint of every edge in E j (i.e. E j µ ±(v j )). Such partition can easily be obtained by exploiting an ear decomposition of G, which certainly exists since G is biconnected [22] . For each transmitter v i 2 T and for each testpoint e j (v i ; v r ) 2 E i , let A ij = 1, 1=K 2 < A rj < 1 and A qj = 0 for q 6 = i; r. Finally, let F = f1; : : : ; kg and u = 1 1.
Claim. G has a k-coloring if and only if I has a solution (p; f ; s) such that C(p; f; s) = Z (i.e. all testpoints are covered). and P i = K 1 , P ij = A ij P i = K 1 and (13) is satis¯ed. This implies that (14) is violated and thus I(j; i) 6 = ;. Since A qj = 0 for all q 6 = i; r, we have I(j; i) = frg. Since (v i ; v r ) 2 E, and c is a coloring, it is c(i) 6 = c(r). But then f i 6 = f r and r = 2 I(j; i), a contradiction.
If. Let (p; f; s) be a solution of NPlan covering all testpoints in Z = E. Then, for all j 2 Z, i 2 T , such that e j 2 E i , it must be s ji = 1 (i.e. v i is the (only) reference signal of testpoint e j ). In fact, for all q 2 T nfig, it is A qj < 1, implying P qj = A qj P q < K 1 and (13) is not ful¯lled: this implies that s jq = 0 for all q 2 T n fig and then s ji = 1 (since e j is covered). Since E q 6 = ; for all q = 1; : : : ; n, each transmitter is reference signal for at least one testpoint, which, by (13), implies P q = P U q = K 1 , and thus p q = 1, for all q 2 T .
For all i 2 V , let c(v i ) = f i . We show that c is a coloring of the vertices of G. Suppose not, then there exists an edge e j = (v i ; v r ) 2 E such that c(v i ) = c(v r ). This implies that transmitter v i and transmitter v r are assigned with the same frequency. Suppose w.l.o.g. that e j 2 E i . Then I(j; i) = frg and we have P q2I(j;i) P qj = P rj = A rj P r > K 1 =K 2 , which implies that (14) is violated and e j is not covered by v i , a contradiction. ¦ Extension of the above proof to digital network planning is straightforward.
Appendix B A computing digital coverage in linear amortized time
We describe a linear time implementation of the coverage evaluation procedure for a testpoint, introduced in x2.1. The coverage probability is calculated by the error function (3), which depends upon mean wanted (interfering) signal P A generic signal h 2 T arriving in a testpoint at time ¿ h may contribute to the wanted signal P W tot , to the interfering signal P I tot or to both. For sake of clarity, since coping with a single testpoint, we remove all subscripts referring to testpoints, e.g. P hj = P h .
The contribution of signal h to P W tot is P h ¢ w(¿ h ), where w(¿ h ) is the weighting function (1) which can be rewritten as:
where ¿ denotes the starting time of the detection window and t u is a constant (useful symbol period). Let T = f1; : : : ; ng be the n distinct signals in the testpoint. W.l.o.g.
we can assume ¿ 1 · ¿ 2 · : : : · ¿ n . We have seen that ¿ 2 f¿ 1 ; : : : ; ¿ n g, i.e., the detection window starting time coincides with the arrival time of one of the incoming signals.
When the receiver is synchronized with the i-th signal (i.e. ¿ = ¿ i ), let us denote by P W (i) the value of the total wanted signal, by U (i) = fh 2 T : ¿ = ¿ i ; w(¿ h ) = 1g the set of fully contributing signals, and by M (i) = fh 2 T : ¿ = ¿ i ; 0 < w(¿ h ) < 1g the set of partially contributing signals, for i = 1; : : : ; n.
Since ¿ 1 · ¿ 2 · : : : · ¿ n , then U (i) and M(i) are sets of consecutive integers and we can write U (i) = fi; i + 1; : : : ; q i g and M (i) = fs i ; : : : ; t i g, for i1; : : : ; n (see Fig. 8 ).
Trivially, i · q i < s i · t i . Assuming r 0 = q 0 = 0, the total number of elementary operations required to compute P U (n) is simply r n = r n¡1 + q n ¡ q n¡1 + 1 = : : : = q n + n = 2n. This shows that the contribution of the fully wanted signals can be computed in optimum time O(n).
We evaluate now the complexity of calculating the contribution to P 
Observe¯rst that computing the quantities A k , P k A k , P k A 2 k , ¿ 2 k and 2¿ k , for k = 1; : : : ; n, requires O(n) elementary operations. As before, let us shift the window to the next position ¿ i+1 and show how the three summations in the right hand side of (16) can be e±ciently re-computed. Consider¯rst the term
So the term P t i+1 j=s i+1 P j A 2 j can be obtained from
j by performing (s i+1 ¡s i )+ (t i+1 ¡ t i ) + 1 additions and subtractions. When s i+1 > t i then the direct computation of P t i+1 j=s i+1 P j A 2 j involves t i+1 ¡s t+1 < t i+1 ¡t i additions. So, in any case we can compute the new term in at most s i+1 ¡ s i + t i+1 ¡ t i elementary operations.
Similarly one can show that both the second summation ¿ 2 i+1 P t i+1 j=s i+1 P j and the third summation 2¿ i+1 P t i+1 j=s i+1 P j A j can be computed by at most (s i+1 ¡ s i ) + (t i+1 ¡ t i ) + 1 elementary operations.
Finally, we can conclude that P M (i + 1) can be calculated from P So, the overall wanted signal for each possible detection window can be computed in linear (amortized) time. Similar arguments apply to the computation of the overall interfering mean value, and the total wanted and interfering variances. This implies that the optimum detection window -and thus the coverage probability -can be calculated in O(n).
