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Abstract: Let S denote the space of bivariate piecewise poly- 
nomial functions of degree <k and smoothness p on the 
regular mesh generated by the three directions (1.0). (0, 1). 
(1, 1). We construct a basis for S in terms of box splines and 
truncated powers. This allows us to determine the polynomials 
which are locally contained in S and to give upper and lower 
bounds for the degree of approximation. For p = I(2 k - 2)/3] , 
k + 2 (3), the case of minimal degree k for given smoothness p, 
we identify the elements of minimal support in S and give a 
basis for S,, = (j E S: supp j c Q), with s2 a convex subset of 
w*. 
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0. Introduction 
This paper records further results of our con- 
tinuing investigation of certain multivariate B- 
splines. It follows [2] in which we discussed gen- 
eral properties of box splines and the spaces 
spanned by translates of a box spline. 
In the present paper, we explore the question to 
what an extent box splines may be useful in the 
study of spaces of smooth pp (: = piecewise poly- 
nomial) functions in which they lie. We restrict 
attention to the simplest interesting situation, that 
of the space 
s : = 7T;.A 
of bivariate pp functions in Cp, of degree < k, on 
the mesh A obtained from a uniform square mesh 
by drawing in the same diagonal in each square. 
Even in this simple setting, we find much chal- 
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lenge; in fact, we must leave some obvious ques- 
tions unanswered for the present. 
The specific questions we tried to answer are: 
(i) Are these B-splines ‘basic’, i.e., to what an 
extent do box splines provide a basis for S? The 
answer is that they provide a spanning set for the 
‘local part’, but have to be augmented by certain 
truncated powers to give a spanning set for all of 
S. In certain special circumstances, they even pro- 
vide a basis for all finitely supported elements of 
S. But this happens rarely, because the answer is 
‘usually not’ to the question: (ii) Are these B- 
splines ‘minimal’, i.e., does S contain no element 
with support strictly inside that of a box spline? 
The box splines do provide material help in 
answering the question: (iii) What is the ap- 
proximation order from S? 
In outline, the paper is as follows: In Section 1, 
we introduce the relevant notation in the process 
of specializing the general results of [2] concerning 
box splines to the specific context of the bivariate 
3-direction mesh A. We study the space spanned 
by certain translates of one such box spline, prove 
these translates to be linearly independent even 
locally, and characterize all polynomials in their 
span. In Section 2, we show that S is spanned by 
certain box splines and their translates together 
with certain truncated powers. These latter func- 
tions are zero on a halfspace and agree with a 
suitable polynomial on the complementary half- 
space. This permits us to show, in Section 3, that, 
in effect, the approximation order from S is en- 
tirely determined by how well one can approxi- 
mate from Slot : = span of box splines contained in 
S. This, in turn, can be related to the question of 
which polynomials are contained in Slot. We 
answer this question in full and thereby obtain 
upper and lower bounds on the approximation 
order from S which coincide in some cases and 
are, in any event, very close when p is as large as 
possible, i.e., 
p=p(k):=[(2k-2)/3]. 
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We also give a conjecture concerning the ap- 
proximation order for p -C p(k). 
In Section 4, we look for elements of minimal 
support in S. These are provided by the box 
splines in case k = 1 (3) and p = p(k). For k = 0 
(3) and p = p(k), there are in S elements of smaller 
support than that of the box splines. These were 
first discussed by Frederickson [8]. In either case, 
we show that these minimal support elements pro- 
vide a basis for all finitely supported functions in 
S. We also discuss the case k = 2(3) and p = p(k) 
in which the degree is not minimal for the given p 
to illustrate that the search for minimal support 
elements can be quite frustrating when k is not 
minimal. Only for sufficiently large k (with respect 
to p) does the minimal support question become 
simple again. 
1. Box splines on a three-direction mesh 
In [2], the box spline ME is defined as the 
distribution on W” given by the rule 
(1.1) 
for some sequence Z : = (E,); in R”. In this sec- 
tion, we specialize the general results of [2] con- 
cerning ME and the span 
SE:= span(M,(.-u)),,,~ 
of its integer translates to the simple situation 
m = 2, Z=(d,:r,d,:s,d,:t) (1.2) 
with the three directions given by 
d,:=e,, d,:=e,, d,:=e,+e,. 
By this we mean that ran Z G (d,, d,, d3) and that 
r, s, t are the relevant direction multiplicities which 
characterize Z, i.e., 
r : = I{i: 4, = d,}l, 
s : = I{i: 5, = d&, 
t : = I{i: 4, = d&l. 
This special choice of Z allows us to delve more 
deeply into the details in a setting of possibly 
practical importance. 
In later sections, we will write 
M ,,*,, instead of ME. 
For the remainder of this section, though, we write 
M instead of ME 
and write 
M,:=M(.-v) 
for any particular 
0 E V:= B2. 
We now study 
S:=S,=span(M,),,. 
S is a subspace of 
Tk,A * * = pp functions of degree G k 
on the partition A, 
with 
k:=n-2 
and A the partition of W2 into triangles obtained 
from the three families of meshlines 
v +zd,, UE V,zER. 
We have foregone the opportunity to make the 
symmetries in A more apparent by having the 
three families of meshlines intersect each other at 
an angle of 120” (as is done, e.g., in [8]). This 
would needlessly complicate the notation. It is 
sufficient to note that any permutation of the 
meshline families can be accomplished by some 
linear map on R2, and the corresponding change 
of variables leaves n[ A invariant. 
The smoothness of M depends on the direction 
multiplicities. We have 
M E L’,d’ c CCd- ‘) 7 
with 
d=(n-max(r,s,t))-1, 
the number defined in [2; (2.6)] as evaluated for 
our special case. Since n = r + s + I, it follows that, 
for fixed degree k = n - 2, we get maximal 
smoothness by choosing 
max{r, s, t) = 1 (k + 2)/3] . 
Then, for k = 3~ + i, the corresponding maximal d 
is 
d(k):=2p+i=[(2k+ 1)/3], (1.3) 
i = - 1, 0, 1. For k = 3~+ 1, there is just one 
choice, 
r=s=t=/L+1, 
while, for k = 3~ or k = 3~ - 1, there are three 
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choices for (r, s, t). 
Recall from [2; Cor.2 of Thm.51 that d also 
governs which polynomial spaces are contained in 
S. Precisely, 
z-m G S iff m <d. (1.4) 
Of course, as we will see shortly, some polynomials 
of degree higher than m may also be in S. 
It follows from (1) that 
suppM= iA(i XE [0, 11" 
( 1 
= /; A(i)d,: A E [0, r] x [0, s] x [0, t]l 
I 1 I 
Thus, supp M is a hexagon composed of 
N : = rs + rt + st 
triangles of A which are translates of the triangle 
spanned by d, and d, and a like number of 
triangles which are translates of the triangle 
spanned by d, and d,. This implies that exactly N 
MU’s have any particular triangle of A in their 
support. 
Since 
det(di,d,)= 1 fori*j, 
we conclude from [2; Prop.41 that (M,),, need not 
be linearly dependent. We now prove much more. 
Proposition 1. (M,),, y is locally linearly indepen- 
dent, i.e., 
{M,:suppM,nA f 0} (1.5) 
is linearly independent over any open set A con- 
tained in some triangle of A. 
Proof. Since (1 S) contains exactly N elements, it is 
necessary and sufficient to prove that S contains N 
functions which are linearly independent over A. 
This latter condition is shown to hold once we 
show that dim(S n 7) 2 N. It then follows, inci- 
dentally, that dim(S n n) = N. Here, 
sna=: 7rE 
is the linear space of all polynomials contained in 
S. 
The proof consists in identifying various ele- 
ments of or,. For the specific Z, we have from [2; 
Theorem 51 that 
rz=kerD;D;nkerD;(D,+D,)’ 
nker D;(D, + D,)‘. (1.6) 
Correspondingly, we would like to specify linearly 
independent elements of rz in the form 
( 
p < r, u <s, 7 = t, 
ZfZ;Z;( 1) for p < r. u = s, 7 < t, 
p = r, d <s, r < t, 
with I,, I,, Z, right inverses of D,, D,, D, + D, 
respectively, and 1 denoting the function x c* 1. 
But, since each of these integral operators fails to 
commute with at least one of these differential 
operators, it is tricky to make the construction 
precise in this form. 
Instead, we single out the two classes 
A,:={$~:cr(l)<r} 
and 
A, : = {& : 42) < s} 
of monomials 
&:= ( )“/a!. 
Then A, c ker D;, A, c ker D;, therefore A, n A, 
provides a linearly independent set of rs elements 
in rz. In addition, we pick a set B, c span( A, \A,) 
of rt elements and a set B, c span( A, \A,) of st 
elements in rE and are then certain of the linear 
independence of the total collection 
(A, nA,)uB, UB, 
as soon as we prove that both B, and B, are 
themselves linearly independent. 
To construct B,, we consider the right inverse J 
of D, + D, for which 
(Jf)(-,O)=O. 
To find J&, we write Jr& = &P+P and consider 
the resulting linear system 
This gives cp = 0 for p(2) = 0 and therefore cp = 0 
for ]P]*]LY]+ 1 and for ]p]=]a]+ 1 with p(l)> 
cy( l), hence also c,+, = 1. In conclusion, 2 
J% E @a+,,3 
with 
~~~=~~+spa~{~~:/~l=IPI~v(l)~P(1)}. 
Therefore, more generally, 
J[%] c @/3+e*. (1.7) 
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Now set with 
/3,:={JJ+,,S_,:i=l ,_.., t;j=O ,..., r-l}. 
By (1.7) 
J’$.*- I E q.*- I+1 
Cspan(A,\A,) fori>O,j<r, 
hence B, L span( A, \A,), as desired. This also 
implies that B, c ker D;, hence 
B,ckerD;DlnkerD;(D,+D,)‘. 
But 
Jh., = +0.2 and Jh., = G,,~ + c+,.,. 
We determine c from the condition that (0, + 
Dz)J+,,, = $J,.,. This gives 
Go.2 + $1.1 + c+o,2 = +,.I, 
hence c = - 1. Thus 
B, = (90.2 9 $1.2 - Go.3). 
By symmetry, 
B2 = (G2.0 9 $2.1 - G3.0). 
Therefore, altogether, 
(0, +D2)i(J’~,.~_,)=~,,s_, cker%, 
therefore (0, + D,)‘[B,] c ker D;, hence also B, 
G ker D;( D, + D,)‘. We conclude that B, c vz. 
Finally, we need to show the linear indepen- 
dence of B,. For this, consider the matrix C of 
polynomial coefficients for the elements of B ], i.e., 
r,- = 7r2 + span{+ I,2 - +o.3 9 +2.1 - +3.01 
in case Z = (e,, e,, e,, e,, e, + e2). 
Corollary 1. For any triangle r of A, a basis for n, is 
provided by the N nontrivial polynomials which 
agree with M, on r. 
J’$.,-, =: cC(i,j; P>+B,t 
i=l r*.-, t;j=O,...,r- 1. 
Choose the (reverse lexicographic) ordering 
Corollary 2. Ijp E n agrees with M on some triangle 
ojA, then pEr= 
._ i+jCh+k,or 
‘- i+j=h+kandi<h. i 
Then C is unit lower triangular in the sense that 
J’+j,.c- IE @j.s- I +i 
+span{$:fi<(j,S- 1 +i)}, 
allj, i, 
Remark. While Corollary 1 is quite special, 
Corollary 2 is valid for an arbitrary box spline M 
in any number of dimensions. This is a conse- 
quence of [2; Theorem 51 and is due to the fact 
that any polynomial p which agrees with M on 
some open set is necessarily mapped to 0 by any 
differential operator D, for which D,M is sup- 
ported only on certain hyperplanes. 
2. Spanning sets and local bases 
hence of full rank. Thus B, is linearly indepen- 
dent. 
The construction of B, proceeds in exactly the 
same way, with the roles of the two independent 
variables interchanged. 0 
Example. Take (r, S, t) = (2, 2, 1). Then n = r + s 
+ t = 5, hence k = 3. Also, d = d(3) = 2, hence M 
is a piecewise cubic C’ function. Now 
A, nA,={+a: CX(~),CY(~)=~, I} 
forms a basis for r,,, : = bilinear polynomials. Fur- 
ther, 
B, ={Ji+j.,:i= l;j=O, l}, 
In this section, we give a truncated power basis 
for T/,~(Q), with Q any rectangle bounded by 
A-mesh lines. This would allow us to verify the 
dimension formulas of [4] for this space. We also 
give a spanning set for r[.6 itself which, though 
finitely linearly independent, permits nontrivial 
infinite linear combinations which add to zero. Its 
main feature is that it consists of finitely sup- 
ported functions, viz. box splines, on the one hand 
and of functions supported on half spaces and 
agreeing with some polynomial there on the other. 
These latter functions do not contribute to the 
approximation order obtainable from the scale 
(?T[,~~), as we will show in the next section. This 
means that the approximation order is no better 
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than that obtainable from the span of the relevant 
box splines, and this fact allows us to give upper 
and lower bounds on the approximation order 
which differ by at most two in case p is as large as 
possible. 
Recall from [2] that Dahmen’s truncated powers 
[6] can be thought of as shadows of the standard 
cone lR: : With 2:= (E,); in IR”, the correspond- 
ing truncated power or cone spline C, is, by defini- 
tion, the distribution on Iw”’ given by the rule 
it follows that 
c,= c M,(Yl). (2.1) 
osz: 
Recall from [2] that, for Z in Z, 
D-J, = Cz\z. (2.2) 
Now specialize to the setup of Section 1, i.e., to the 
specific sequence 
~=((d,:r,d,:s,d,:t) 
consisting only of the vectors d, = e,, d, = e,, and 
d, = e, + e2 in R *, and therefore characterized by 
the corresponding direction multiplicities (r, s, t). 
It follows from (2.2) that 
s-l-t-2 
C, has all derivatives of order < 
i i 
r + t - 2 
r-l-s-2 
d, 
continuous across span d, 
i( 11 
. (2.3) 
d, 
Correspondingly, the univariate function N: given 
by the rule 
N,(z):=C,(z, 1 -z), allzElR, 
is a univariate B-spline, i.e., 
C,(z,l-z)=cPM(zIO:r,f:t,l:~) (2.4) 
for some positive c,-. 
Here is an outline of what is to follow. We show 
that, near a lower left corner of its support, any 
f E ?!.A can be written as a linear combination of 
certain truncated powers. For this, we split f into 
its homogeneous components. Being homoge- 
neous, each such component is determined by its 
restriction to a line which ‘cuts across’ the corner. 
Such a restriction is a univariate spline, hence 
uniquely representable as a linear combination of 
certain univariate B-splines, i.e., of restrictions of 
certain truncated powers. 
Next, on subtracting from f this linear combina- 
tion of truncated powers, we obtain a new element 
of 7riA whose support is inside that off and offers 
lower left corners, to the right and/or above, for 
further ‘peeling off. 
We begin with a study of the simple pp space 
which models the behavior off E T;.* near a lower 
left corner of its support. We denote this space by 
S( < k, v) := T;./ 
and mean by this the space of all pR functions of 
degree < k with support in R : and possible singu- 
larities only across the three rays 
R+d,, i=1,2,3. 
In addition, we think of Y here as a 3-vector, with 
v(i) indicating that all derivatives of order < v(i) 
are required to be continuous across Iw + d,, i = 1, 
2, 3. 
Let 
H,:={f: f(zx)=zIf(x), 
allxEIW*,zElR+} 
denote the collection of all functions on W* (posi- 
tively) homogeneous of degree 1. As is well known, 
“k= @ (H,nn,), 
I&k 
so it makes sense to talk about the homogeneous 
component of degree I of a polynomial. We now 
make the same claim for S( < k, v). With 
S(I,v):=H,nS(<k,Y), 
we claim: 
Lemma 2. S( G k, v) = @ ,,kS(f, v). 
Proof. Only the inclusion ‘ c ’ requires proof. To 
prove this inclusion, it is sufficient to show that 
the pp function made up of the fth degree homo- 
geneous components of an element of S( < k, Y) is 
again in S( < k, v). This follows from the following 
claim. 
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Claim. If a polynomial p vanishes to order p along 
the ray Iw +d, i.e., 
Dap=O onW+d forIcx(<p, 
then each of its homogeneous components also 
vanishes to order p on 03 + d. 
Proof. Assume without loss that d = e,. Since D( p 
= 0 on R + ez for I G p, we must have 
p = ( )(p+‘.o)q 
for some polynomial q. Writing 
p =: c p, withp,E H,, all 1, 
I<k 
we conclude that each p, has the factor ( )(p+‘.o), 
therefore vanishes on Re, together with every 
derivative of order < p + 1. (In particular, p, = 0 
for I( p + 1). q 
We took the trouble to express S( G k, Y) in 
terms of its homogeneous components S( I, Y) since, 
on S(1, v), the linear map R given by the rule 
(Rf)(z):=f(z, l-z), allzER, 
is I- 1. This follows from the fact that, for any 
f EH/, 
f(hz,X(l -z>)=x’(Rf)(z), 
allhElR+,zER, 
hence such f is determined on the entire halfspace 
x( 1) +x(2) 2 0 once Rf is known. We claim that R 
carries S(1, V) onto the univariate spline space 
S”(G 1, y) 
which consists of all pp functions g of degree Q I 
on R with breakpoints 0, i, 1, with support in 
[O,l], and with 
0 1 
g E C”” near.$,:= f 
ii ii 
ifi= 3 . 
1 2 
Indeed, R carries all of S( < I, Y) into SJ d I, v). In 
addition, we recall from (2.4) that, with 
Z=(d,:r,d,:s,d,:t), 
R carries the cone spline C, to a positive multiple 
of the univariate B-spline 
M(.IO:r,f:t,l:s). 
This implies that, with 
(&):=(d,:f-v(l),d,:I-v(3)&+v(2)). 
the cone splines C, ,._,,, {,+,+, are in S( I, Y), and R 
carries these to a basis for S,( Q I, v). Conse- 
quently, these cone splines must form a basis for 
S(I, v). In particular, 
dimS(I,y)= 5(/-v(i))+-!- 1 . 
i 1 i + 
Therefore 
dimS(<k,v)= 1 
(2.5) 
Remark. This formula shows that V[.~ contains no 
finitely supported functions unless p is suitably 
small: If f E T[.~\{O) has finite support, then its 
support must contain a ‘lower left corner’, i.e., a 
mesh square 
Q,:=[u(l>,u(l)+l] x[42),42)+11 
along whose left and lower edge f vanishes to 
order p. This implies that f agrees on Q, with 
g(.-u)forsomegES(<k,p,p,p).Thisinturn 
implies that dim S( < k, p, p, p) > 0, and, by (2.5), 
this is equivalent to having p G (2k - 2)/3. This 
conclusion was reached in [l], using the same 
simple argument of cutting across such a lower left 
corner of the support, as is used here. We realized 
only recently that this conclusion can already be 
found in [7]. 
We are now ready to give a cone spline basis 
for 
‘r:,,(Q) := rk,A,Q n C"(Q). 
We use the translation map r0 given by the rule 
(T”f )(x) :=rtx - 0). 
Proposition 2. Let Q = [0, m + 11 X [0, n + I]. 
Then v[,~(Q) is the direct sum of the spaces 
TOS( < k, Y”),~ with 
._ (--l,P,P), 
vu.- (P, -1, PI, 
I 
(-1, -l,P), v=(o,o), 
0 = (x, 01, 
u= (RY), 
(PT P? PI9 0 = (X,Y)* 
UNUE VQ:= Vn([O,m]x[O,n])andx,y>O. 
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Consequenrij, 
dimTL.,(Q)= c 1+ 1 +(l--P)+ 
I&k 
+2(m + n)U- P>+ 
+mn(3(l-p)+-I- l)+, (2.6) 
and the restriction to Q of the cone splines 
C, ,,._.. s,+,+,(*- u>. al/i, 
with 
(l,):=(d,:I-v,(l),d+I-vU(3),d2:l-v,(2)) 
forI<k,uE VQ, (2.7) 
forms a basis for n[,*(Q). 
Proof. For any choice of vu, the spaces 7,S( < k, 
Y”),~ are in direct sum. For the specific choices of 
V” given, they are all in r/,!(Q). Thus it only 
remains to show that T[.~(Q) IS contained in their 
sum. 
We proceed by induction. For this, we use 
again the (reverse lexicographic) ordering 
i 
101 < Iwl, or 
0 <w:= 
lul= JwI and u( 1) < w(l), 
which provides a total ordering for VQ. We again 
use Q, to denote the unit mesh square whose lower 
left corner is u. The induction hypothesis to be 
advanced is the following: 
For all u -Z w, there exists 
so that 
S,:=f- c f,. 
“-=W 
uanishes on U o < ,,Q,. 
In order to advance this hypothesis, we now 
show that, in its consequence, 8,. agrees on Q, 
with some f,, E T,.S( < k, Y,,). There are four cases: 
(i) w = 0. Then 6,. = f, hence it agrees with some 
f, E S(< k, - 1, - 1, p). 
(ii) w = (i, 0) for some i > 0. Then 6,. vanishes to 
order p on the segment i x [0, 11, therefore agrees 
on Q,, with some f,, E T,S( Q k, - 1, p, p). 
(iii) w = (0, j) for somei > 0. Then 6, vanishes to 
order p on the segment [O,l] Xj, therefore agrees 
on Q,, with some f,. E 7,,,S( G k, p, - 1, p). 
(iv) w = (i, j) for i, _j > 0. Then S,, vanishes to 
order p on the left as well as on the lower boundary 
segment of Q,,, therefore agrees on Q, with some 
f,. E T,.S(< k, P, P. P). 
Since 
supp f,. C Tww’,c \ u Qt.9 
DCW 
this advances the induction hypothesis, since it 
implies that 6,. -f, vanishes also on Q,. as well as 
on U .,,,Q,. 
The dimension formula (2.6) now follows from 
(2.5). 0 
Since m and n are arbitrary positive integers, we 
obtain the following corollary. 
Corollary. For Q = Iw ‘, , T[,~(Q) is spanned by rhe 
restriction to Q of the cone splines listed in (2.7) 
(with VQ= Zt). 
Next, we investigate the relationship of ?T[.~( Q) 
to T[.~,~. These two spaces are, in fact, the same, 
but this is not clear a priori. It is obvious that 
~~.al~C~k.alQ”C’(Q>=: 75e,~(Q). 
For the converse containment, it is necessary and 
sufficient to show that every f E T[.~(Q) can be 
extended to an element of T[,~. By Proposition 2, 
this is established once we show that, for each 
u E VP, T”S( < k, v”),~ can be extended to a subset 
Of ?T,p,, and this is obvious as long as v. = (p, p, 
p). This leaves three cases: 
(i)v,=(-l,p,p).Then,fori=l,..., p+l, 
c, := Cr ,..... f,,,,, 
involves the direction d, I + 2 - i times, i.e., more 
than I-p times, hence fails to be in Cp across 
W + d,. Recall from (2.4) that the restriction RC, of 
C, given by 
(RC,)(t):=C,(r, 1 -t). alltER, 
is a scaled univariate B-spline involving just the 
three knots 0. 4, and 1, and the latter two no more 
than I - p times. We can therefore write RC, on 
[O,l] as a linear combination of the truncated 
powers 
(t-e)>, (1-.):, r=p+ l,..., 1. 
Since C, is homogeneous of degree I, this implies 
that, on BB:, C, itself is a linear combination of 
the truncated powers 
T ,./.,: x* (d,x)‘-‘(d:x):, (2.8) 
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i=2,3,andr=p+ 
d; := e,, d;:=e 
and these truncated 
conclude that 
1 ,...,I, with 
, -e,, 
powers are all in TL*~. We 
onlR:, S(Gk~“)Ls(~kP,P~P) 
+ vanGT,t,, : i=2,3;p<r<l<k). 
(2.9) 
(ii) v, = (p, - 1, p). In this case, we conclude 
that we can write the offending cone splines as 
linear combinations of the truncated powers 
x r, ( d,x)‘-r( d:x): 
and 
x c-, ( d,x)‘-r( - d;x): , 
p < r < I < k, with 
d: := e,. 
This implies that 
onR:, S(<k,v,)O(<k,p,p,p) 
+ spanK.,,, : i=1,3;p<r<I<k) 
+rkkr (2.10) 
the last summand because the function 
x c-) (d,x)‘-‘( - d;x): 
is in span(T,,,.,} + n,. 
(iii) Y, = (- 1, - 1, p). For this case, 
S(I,v,)=H,n7r onlR2, 
for I G p. For I > p, C, has either d, or d, but never 
both appearing more than I - p times. This implies 
that 
S((k,Y,)Cnk+S(~k,p,p,p) 
+S(<k, -1, P, P> 
+S(<k,p, -1,~). 
Thus, using the other cases, we find that, 
on R:, S(<k,v,)cS(<k,p,p,p) 
+ wn(‘I;.t., 1 i=1,2,3;p<r,<l<k} 
-+Tk. (2.11) 
This establishes most of the following theorem. 
Theorem2.LetQ=[O,m+i]X[O,n+l].Then 
C,(Q) = %.dlQ+ (2.12) 
(2.13) 
Further, on Q, 
%f.* =T~+T+S 
with 
T:= span(q.,.,(-- Zd,): 
and 
i= 1,2,3;p<r<I,<k) (2.14) 
S:=span{M,(.--Z:):Z=(5;/ ,..., Sr+,+,), 
i= 1 ,...,3(1-p)-f- l;I<k}, 
(2.15) 
and 
({;):=(d,:I-p,d,:I-p,d,:f-p). 
Proof. We only need to prove (2.13). But this 
follows from (2.12), from Proposition 2, and from 
(2.9)-(2.1 l), using (2.1) to convert the cone splines 
into linear combinations of corresponding box 
splines. 0 
It is easy (but perhaps not all that useful) to 
obtain from Theorem 2 a spanning set of the same 
form for all of 1~[,~. Let 52,, fi,, 9, be the three 
domains into which W2 is subdivided by the three 
rays R+d,, W+d,, and W-d,, with 52, = Rt. For 
given f E T[.~, we may choose by Theorem 2 an 
f, E rk + T + S which agrees with f on 9,. The 
function f - fl is in 7r[.* and vanishes on O,, hence 
vanishes to order p on J9,. In effect, the compo- 
nent f,,r of f, from n, + T insures that f - f,,T 
vanishes to order p on Js2,. This makes it possible 
to write f - f,,T on 0, as an element f,.s of the 
span of the box splines listed in (2.15). An analo- 
gous argument therefore establishes the existence 
of an element f2.T in 
span{x c) (d,(x - Z-d,))‘-l( -d,?x):: 
i=1,2;p<r<l<k} 
s rk + span{T,,.,(*- H-d,): 
i=1,2;p<rgl<k)~~A.+T 
so that g:=f-f,,T-fZ,T vanishes to order p on 
R _d,. Since f2.T vanishes on Sz,, it follows that g 
vanishes to order p on ~?52, and ati,, while g = f - 
f1.7 on 521, hence g =f,.s there. This makes it 
possible to write g on Qi as a linear combination 
fi.s of box splines whose support is entirely in 52, 
and which are obtained from the box splines listed 
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in (2.15) by the linear change of variables which 
carries 9, to 9,. Because we chose the direction d, 
to appear exactly I - p times in the box splines of 
degree I in (2.15), the box splines on 52, so ob- 
tained are, in general, not translates of the ones in 
(2.15), but could be written as infinite linear com- 
binations of such translates. 
It follows that 
j=j,.r +jZ.T+jl.S ‘j1.s +j3.s- 
In this fashion, we can represent nLa as the span 
of TV, the truncated powers listed in (2.14), and 
certain box splines. 
3. Approximation order 
In this section, we give upper and lower bounds 
for the approximation order of the smooth pp 
space 
s := 7TL,A, 
with A the three-direction mesh introduced in Sec- 
tion 1. The approximation order of S is, by defini- 
tion, the integer m for which the following holds: 
For all sufficiently smooth functions f; 
dist( f, S,,) = 0( h”) 
while, for some P-function j, 
dist( f, S,,) * o(h”). 
Here, the scale (S,) of approximating 
generated from S by simple scaling, 
&:= Uh(S), 
with 
(oh j)(x) :=f(x/h), allf, x, h. 
Further, 
dist( j, U) := h’,[l f - ~11, 
spaces is 
and 11. II is the sup norm on some closed domain 
OCR*, 
In this definition, the approximation order de- 
pends on 52, and rightly so, If, e.g., all the elements 
of S had their support in R ‘,, then S,, would be 
entirely unable to approximate to functions having 
some support in \R ‘,, hence might well have 
different approximation order depending on 
whether or not a lies entirely in Wt. For the 
specific spaces ~l,~ or S, of interest here, though, 
the approximation order is the same for any closed 
and bounded D with some interior, since, for suffi- 
ciently small h, S, is invariant under a suitable 
linear change of variables carrying one such D into 
another. 
Here is a simple necessary condition for the 
approximation order to be m. 
Lemma 3. Let U be a locally compact linear space of 
functions on W “, let 52 be a closed subset of R n 
having 0 in its interior, and assume that 
dist( j, U,) = 0( h”) 
for all sufficiently smooth f. Then 
77 m-, c u. 
Proof. Assume without loss that p is a polynomial 
homogeneous of degree I< m. By assumption, 
there exist const and u,, E U, so that 
IIp - ~,,ll~.~ G const. h” for all h. 
Therefore 
IIp - ~,,ll~.u,~ G const. h”-‘< const. h, 
with 
wh * *= u,,(h)/h’E U, 
using the fact that 
p(h)/h’=p. 
This shows that wh converges to p uniformly on 
compact sets, hence p E CT. 0 
This simple necessary condition is far from 
sufficient, obviously. For example, taking U= 
77 m_ ,, we obtain U, = U, all h, and this scale has 
approximation order 0. It is not clear at present 
what other conditions one should add to get neces- 
sary and sufficient conditions for the approxima- 
tion order to be at least m. Yet, Lemma 3 in 
conjunction with Theorem 2 leads to a close-to-ex- 
act estimate of the approximation order of S = ~l.4 
in case p is maximal for the given k. 
A lower bound for the approximation order of 
S can already be found in [ 1; Theorem 4) where it 
is shown that, for all sufficiently smooth f, 
dist( f, S,,) = 0( hp+*) 
in case p = p(k) : = [(2k - 2)/3]. (3.1) 
We saw already in Section 1 that this is as large a 
p (= d - 1) as we can choose and still have box 
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splines in S. Correspondingly, it is shown in [l] 
that, for P > p(k), S has approximation order 0. 
Obviously, (3.1) provides also the lower bound 
p(k) + 2 for the approximation order of S in case 
p < p(k). But one would expect the approximation 
order of S to increase as p decreases. This increase 
cannot be seen merely by studying the approxima- 
tion order of S, c S (the way (1) is obtained). For, 
[2; Sec.61 shows that the approximation order of 
S,:= span(M,(.- Z2)) is d+ 1, with 
d=k+ 1 -max(r,s,t) 
in case 
Z=(d,:r,d,:s,d,:t) and r+s+t=k+2, 
while, as discussed in Section 1, S, G C(d-‘) and 
no better. This means that a decrease in p in- 
creases the number of different box splines Mz in 
S, but the approximation order of the additional 
subspaces S, is less than the approximation order 
of those already in S when p is maximal, i.e., when 
P = p(k). 
It is the main goal of this section to provide an 
upper bound for the approximation order of S 
which, in the case p = p(k), is close to the lower 
bound (3.1). The proof idea is simple: We show 
that the polynomials and truncated powers in S do 
not contribute to its approximation order. This 
means that the approximation order is already 
determined by the span 
S lot 
of the box splines in S, and the discussion in 
Section 1 of the spaces S, spanned by the trans- 
lates of one such box spline A4: allows us to 
determine the maximal m for which r,,,_, is con- 
tained in Slot. 
In view of (2.19, we set 
S lot:= c C&I (3.2a) 
I<k i ” 
with 
q,:=(s;‘,... Jil+r+,) 
({‘):=(d,:I-p,d,:I-p,d,:I-p). (3-2b) 
Proposition 3.1. If dist( f, S,, ) = 0( h”) for all suffi- 
ciently smooth functions f, then VT,,,_, c SIOC. 
Proof. Let p be a sufficiently smooth function. By 
assumption, there exist const. and s,, E S,,, all h, so 
that 
IIp - shlj G const h”. 
By Theorem 2, we can write 
Sh = s; + s;, 
with 
s~Eu,,(&,~) and s~Eu,,(~~~++) 
and T the span of certain truncated powers, 
T= span{q.,,,(.- Zd,): 
i=1,2,3;p<r<i<k}, 
where 
q;.,,,(x):= (dix)‘-r(dfx):. 
Therefore, for any positive 77, the linear map 
‘v:= (AvdlAqd2A~d,)k+’ 
with 
A,f:=f(. +Y) -f 
carries all of a,T to zero (since k - p G k + I), as 
well as all of 7rk. We conclude that 
IlS,,p - iJ,,~‘ll,~~. Q 23’k+‘)const. h”, 
with 
For h E q/N, we have 6,,s’ E a,(S,,,). In view 
of Lemma 3, it therefore suffices to show that 
71 m-l G ran 8,. 
But this is obvious since, for any y * 0 and any r, 
A, maps 7r, onto TV_ ,. q 
Theorem 3. For p G p(k):= [(2k- 2)/31, the 
approximation order m of S = VT[.~ satisfies m E 
b(k) + 2, m(k)], with 
m(k):=min{2(k-p),k+ l}. 
Proof. The lower bound for m is provided by (3.1). 
By Proposition 3.1, the upper bound is established 
once we show that 
7T,,(k) e %c* 
Obviously, 7rk+, e Slot. Further, by (3.2) each box 
spline in Slot involves each of the two directions 
d,, d, at most k - p times. This shows that 
(D,D,) kp . - carries f E S,,, to a distribution sup- 
ported only on the meshlines of A. Consequently, 
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s ,oc cannot contain the particular polynomial 
( ) (k-p.k-p) which is carried by (D,D,)k-p to the 
nontrivial constant function x +9 (k - p)12. 0 
The next proposition shows that the upper 
bound in Theorem 3 is sharp in the sense of 
Proposition 3.1. 
Proposition 3.2. For Sloe as given by (3.2), 
max{m: 7rm_, GS,,,}=m(k) 
:=min{2(k-p),k+ l}. (3.3) 
Proof. The assertion is obvious for k = 0, 1, 2. 
Since we already know that rmck, $Z Slot, we only 
have to show that Q~,_, c Slot. 
Consider the box splines listed in (3.2). Specifi- 
cally, choose i so that -‘, : = Z,.k involves direction 
d, as little as possible yet at least once. Let (r, s, t) 
be its direction multiplicities. Then r >, 1. Further, 
s + t = 2( k - p) as long as k + 2 > 2( k - p). In the 
contrary case, r = 1 and s + t = k + 1. Hence, in 
either case, 
r=k-p+ l-i> 1 and s+t=m(k). (3.4) 
We conclude with (1.6) that 
( )a~Sz, for]a(<m(k)andcw(l)<r. 
Indeed, each such polynomial is in ker D;, and, as 
a polynomial of degree < m(k) = s + t, trivially in 
ker Di( D, + D,)‘. 
Assume that we already know that 
( >” ES,,, for ]a] -z m(k) and a( 1) < r +j (3.5) 
(as we do now for j = 0). If k - p > r +j, then, 
with (3.4), k - p > k - p + 1 - i +j, or, i-j > 1, 
hence we may consider E,_,_ , . Let (r + j + 1, s’, 
t’) be its direction multiplicities. Then 
s’+t’=m(k)-j- 1. 
By the proof of Proposition 1, Sz,_,_, contains an 
element of 
app:= ( )p/p! 
+span{( ~‘:l~l=lPl~~~~~~P~~~~ (3.6) 
provided p(l)< r+j+ 1 and p(2) cd+ t’= 
m(k) -j - 1. This implies that S, contains an 
element of (3.6) for p(1) = r +j%d l/3] < m(k), 
and, on combining this with (3.5) we conclude 
that (3.5) holds also with j replaced by j + 1. 
This allows us to conclude that (3.5) holds for 
r +j = k - p. But then, by symmetry, also 
( >=e St,, for ]CX] < M(k) and a( 1) 2 k - p, 
and this finishes the proof. •I 
For p = p(k), the bounds in Theorem 3 are 
particularly tight. If i = - 1, 0, 1 and k = 3~ + i, 
then p(k)=2p- 1 +i. Therefore,for k=3p+ 1, 
the approximation order of ~l,(dk ’ equals p( k ) + 2 = 
21~. + 2. For k = 3p, it lies between p(k) + 2 and 
p(k) + 3. The particular case k = 3 is discussed in 
detail in [3] where it is shown that the approxima- 
tion order of 71: 4 . is only 3 ( = p(3) + 2) rather than 
4 (= m(3)). This is surprising and disappointing, 
since it shows that the simple mechanism on which 
Proposition 3.1 is based is not sufficient to predict 
the approximation order. One might be tempted to 
conlude from this example and from the case 
k = 3~ + 1 that the highest approximation order 
obtainable from an S, in S determines the ap- 
proximation order of S itself, at least when p = 
p(k). The simple example k = 2 contradicts this. 
In this case, p(k) = 0, i.e., p(k) + 2 = 2, yet local 
polynomial interpolation is well known to provide 
approximation order 3 from continuous piecewise 
parabolic functions on any triangulation A. 
For p -c p(k), the lower bound stays constant 
while the upper bound increases until it reaches 
k + 1, exactly at the point where p is small enough 
so that, already for a two-direction mesh B, ?~kp~ 
contains finitely supported functions (see [ 11). We 
conjecture that the approximation order of 1~[.* 
never differs from its upper bound m (k ) by more 
than 1. Proof of this conjecture would require 
construction of a local approximation scheme 
which makes use of much of S,,, rather than just 
one SE. 
4. Minimality of support 
In this section, we show that box splines in 
s : = T[,b 
may or may not have minimal support, even in the 
very restricted setting of maximal smoothness, i.e., 
when 
P = p(k), 
as we assume throughout this section. Precisely, we 
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show that, for k = 1 (3) the sole box spline in S 
has minimal support, while, for k = 0 (3), the box 
splines in S do not. In the latter case, we show that 
a certain element first constructed in [8] has 
minimal support as does its ‘flip’. In either case, 
the minimality allows us to conclude that translates 
of the minimal support elements span the sub- 
space of all finitely supported elements of S. For 
the special cases k = 3 or 4, this has also been 
proved in [5]. The final case, k = 2 (3) gives a hint 
of the complications awaiting those wishing to 
study the minimal support question for arbitrary 
p. We merely discuss the specific choices k = 2, 5, 
8, and state some conjectures concerning the gen- 
eral case. 
We make use of the notation 
Then dim X= (j + 1 - p),. 
Proof. Since k = 3~ - 2 and k - p = p, we con- 
clude from (2.5) that S( < k, p, p, p) is spanned by 
the single cone spline C: = C, with Z: = (d, : p. 
d, : p, d, : p). Thus, from the argument for Pro- 
position 2, 
The cone spline C is homogeneous of degree d = 
3~ - 2 and vanishes to exact order p = 2~ - 2 along 
Iw +d,. Therefore 
c(x - (v, 0)) = c(x - (v, o))(p-‘~2p-‘) 
+o( x(2)*“-‘) for x E 0 
M r5s.t 
for the box spline Mz with 
Z= (d,: r, d,: s, d,: t). 
We say that f has minimal support in S if f E S 
and the only g E S having support strictly inside 
supp f is g = 0. We say that f has unique minimal 
support in S if f E S and any g E S having support 
in supp f is a multiple of f. Clearly, any f having 
unique minimal support in S has minimal support 
in S. 
for some nonzero c. The condition fle = 0 therefore 
implies the condition 
f: a,(x(l)-v)‘-l=O forxE0 (4.1) 
V==o 
in case f= Z&z$( .- (Y, 0)). Since the (univariate) 
polynomials (--Y)“-‘, y=O,...,p-- 1, are lin- 
early independent over any open set, (4.1) con- 
stitutes min{j + 1, CL) independent conditions on 
the coefficient vector (a,), and therefore 
dimX<(j+ 1 -p)+. 
Theorem 4.1. Let k = 3~ - 2 and p = p(k) (= 2~ 
- 2), and set S, : = VT:,*. Then the box spline M : = 
M c,lr,~ has unique minimal support in S,. 
The proof depends on the following lemma, for 
which we recall the abbreviation 
The reverse inequality follows from the 
fact that, by Proposition 1, the box splines 
M(.-(v, 0)), Y = 0 ,..., j - p, are independent over 
D and their restriction to s2 lies in X. q 
QO:= [u(l), u(l) + 11 x [u(2), n(2) + 11 
used in Section 2 for the particular mesh square 
whose lower left corner is the vertex o. 
Corollary. If f E S, has its support in Iw ‘, , and its 
support in [0, ml* lies between the rays (p - l)d, + 
R ,d, and pd, + R +d,, then f vanishes on ail of 
[O, ml*. 
Lemma 4.1. Let 
L?:=conv(O,jd,,jd,+d,,d,), Proof. The given domain lies in the union of the 
i.e., 
sequence 
Q,, 52O, 52,, a’,. .., Q-, 
of sets 
(4.2) 
with t9 the triangle 
conv( jd,, jd, + d,, (j + l)d,). 
Let 
X:={f,,:f~S,,suppfc(x(2)~ WJq. 
D,:= (V, V) 
+conv(O, (p- l)d,, (p- l)d, + d,, d2), 
i-2’:= (v, v+ 1) 
+conv(O, (p - l)d,, (p - l)d, + d,, d,) 
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Fig. 4.1. 
(as illustrated in Fig. 4.1 for p = 2 and m = 4) to 
which we can apply Lemma 4.1 with j = p - 1 in 
sequence, in order to conclude, step by step, that f 
must also vanish on each set in the sequence. 0 
Proof of Theorem 4.1. Assume that supp g c 
supp M for some g E S,. Lemma 4.1, with j = p, 
implies that g = CM on 
~:=conv((~-11,0),(~,0),(2~,~),(2~,~+l)~ 
for some scalar c. Thus f: = g - CM has support in 
the hexagon supp M\ti. This hexagon lies in a 
domain of the type described in the corollary to 
Lemma 4.1, thus allowing the conclusion that g = 
CM. 0 
The unique minimality of the support of A4 and 
its translates implies that they form a basis for the 
locally supported functions in S,. 
Proposition 4.1. For given convex St, 
{M(*-v): VE V,suppM(.-v)cS2} 
is a basis for 
S,[ti]:={fES,:suppfGfi}. 
The proof of this corollary is analogous to the 
slightly more complicated proof of Proposition 4.2 
below and it therefore omitted. 
We now consider the slightly more complicated 
case k = 3p - 3 with p = p(k) = 2p - 3. Set 
The box splines in S, do not have minimal sup- 
port. But an element N, of unique minimal sup- 
port in S, is given by the rule 
N,(x) := 
1 if x E conv(0, d, , ds}, 
0 otherwise, (4.31 
N .=Ny*M ,.,., forYEN. “+I. 
Here, * indicates convolution. The function N, 
seems to have been considered first by Frederick- 
son [8] and later, independently, by Sabin [9], and 
thence in [lo] and [7]. While the support of N, has 
some symmetry, it is asymmetric with respect to A. 
Fig. 4.2 shows the support of N,. In general, the 
support of N, is circumambulated by walking al- 
ternatively p and p - 1 steps in the directions d,, 
d,, d,, -d,, -d,, -d,, starting at the origin. 
Because of the asymmetry, the element N,’ given 
by the rule 
N;(x) := N+(2), x(l)) (4.4) 
is essentially different from N,. Together, they 
provide a local basis since they are closely related 
to the box splines in S,: Convolving the obvious 
identities 
N, + N; = M,,,,o, 
N, +N;(-4) = Mm.,, 
N,(- d,) +N; = W,.,., 
with M,.,,,, we obtain the identities 
N, + N; = M,.,.,- I > 
N~+N,‘(.-d,)=M,,,-,.,, 
N~(.-d,)+N,‘=M,-,,,,,. 
(4.5) 
Theorem 4.2. Let k = 31_1- 3 and p = p(k)= 
2~ - 3, and let SO : = T[.~. Then N, given by (4.3) 
has unique minimal support in SO. 
Fig. 4.2. 
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The proof of Theorem 4.2 is based on the 
following lemma and its corollaries. 
Lemma 4.2. Let s2 and X be as in Lemma 4.1, but 
with S, replaced by S,. Then 
dimX=(j+ 1 -_c1)++(j+2-_IL)+. 
Proof. Since k = 3~ - 3 and k - p = IL, we con- 
clude from (2.5) that S( G k, p, p, p) is spanned by 
the two cone splines C,, C, corresponding to the 
direction multiplicities (~1, p - 1, p) and (~1 - 1, p, 
p), respectively. Thus, from the argument for Pro- 
position 2, 
are independent over D and their restriction to D 
lies in X. Their linear independence follows from 
the fact that, by (4.9, N, and N,’ agree near the 
origin with C, and C,, respectively. •I 
Corollary 1. Let 52 and B be as in the lemma, but 
with J’ = p - 1, and let 52’ and 8’ be their image 
under the ‘flip’ 
xc-) (x(2), x(1)). 
If f E S,, has support in 
{x(1),x(2)>, l}u9ua’, 
then f vanishes already on D U 9’. 
X= (fs span(C,(.- (v, O)),c),!_,&_o:j,s = 0)) 
with 
e:=conv{jd,,jd, +d,, (j-t l)d,). 
Because C, is homogeneous of degree 3~ - 3 and 
vanishes to exact order p + i = 2~ - 3 + i along 
BP +d,, we have 
Proof. Much as in the proof of Lemma 4.2, we 
conclude that, on D U s2’, 
f = ad% + a&, 
+ o<~~p~~,C(~- (y,O)) +4&t- (0, Jo>>) 
i-o, 1 
C,(x - (Y, 0)) = c()(x - (Y, 0))(r-‘*2p-2) 
+d,(x - (Y, O))(a-2’2P-‘) 
+o(x(2)2”-‘) 
subject to the conditions that 
1 a,,(x(l) -Y)‘-’ = 0 
“<B 
forxEe, 
(4.6a) 
1 (a,,d, + ar,ct)( x( 1) - Y)‘-* = 0 
“<P (4.6b) 
for x E 8 
for x E B and some c,,, ci f 0. The condition 
f:=Ca,,C,(.-(V,O))=O on8 
therefore implies that 
i a,,(x(l) - V)“-’ = 0, 
y-0 
for some c, * 0, while, with a& : = a,,, i = 0, 1, also 
C aI,(x(2) -v)“-’ = 0 
v<)L (4.6’a) 
for x E 89, 
c (al,d, + ai,c,)(x(2) - v)‘-’ = 0 
“<P (4.6’b) 
for x E 8’. 
i (a,,d, + a,,c,)(x(l) - r)“-‘= 0, Note the reversal in the role of the second sub- 
y-0 script, due to the fact that 
for x E 0. C,(x) = C,-,(x(2)9 x(1)). 
These are min{j + 1, p)+ min{ j + 1, p - l} lin- 
early independent conditions on the 2( j + l)- 
vector (a,,) of coefficients and therefore 
dimX<(j+ 1 -p)++(j+2-p)+. 
The reverse inequality follows since 
N,(.-(v,O)), v=O ,..., j-p. 
and 
N,‘(+-(O,V)), v=O ,..., j+ 1 -p, 
We conclude from (4.6a) that a,, = 0, all v, and 
from (4.6’a) that a:, = 0, all v. In particular, ah, = 
a 0, = 0. Therefore (4.6b) implies that also a,, = 0, 
all v, and, likewise, (4.6’b) implies that aio = 0, all 
v. 0 
Corollary 2. If f E So has its support in R: and 
its support in [0, ml2 lies between the rays (p - l)d, 
+W+d, and (u-l)d2+R+d3, then f=O on 
[O, ml’. 
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Proof. The given domain is contained in the union 
of the sequence 
Q;2,, s2 ,,..., Q,_, 
of sets 
52,:= (V, Y) + s2 u St’, 
with s2 u L?’ as in Corollary 1, to which we can 
apply Corollary 1 in sequence, in order to con- 
clude that f must vanish on each 0,. 0 
Proof of Theorem 4.2. Assume that supp g C 
supp N, for some g E S,. By Lemma 4.2, g = cN, 
on 
This implies that f: = g - cN, E S, has support in 
the domain described in Corollary 2 to Lemma 
4.2, hence must be zero. q 
We now show that the elements with unique 
minimal support from a basis for all locally SUP- 
ported elements of S,. 
Proposition 4.2. For given convex 52, a basis for 
s,[a]:={fE&:suppfa2) 
is provided by the collection of all N,(.- v), 
N,‘(.- v), v E V, in S,[s2]. 
Proof. Assume without loss that D G [0, ml2 and 
let f E S,[s2] be given. Since N,, N; agree near the 
origin with the respective cone splines C,,, C,, the 
argument for Proposition 2 leads to the conclusion 
that there is a unique linear combination 
g:= c (a,N,(.-v)+a:Ni(.-v)) 
oc[o.m-2p+ 112 
(4.7) 
which agree with f on [O, m - 2p + 212. This im- 
plies that f-g has support only on [0, m12\ 
[0, m - 2~ + 212. Application of Corollary 2 to 
Lemma 4.2 therefore proves that f- g has no 
support in {x( 1) < m - 2~ + 2) and, with this, a 
second application of that corollary shows that 
f - g has no support in {m - 2p + 2 < x( 1) < m} 
either. Therefore f = g. 
Let 9’ be the convex hull of the union of the 
supports of all the N,( -- v) and y:(.- v) which 
appear in (4.7) with nonzero coeffrctents. Then 9’ 
is a polygon. We claim that 52’ c D. It is obvious 
from the construction of g that any lower left 
corner of 52’ must lie in supp f, hence in a. But 
since g is uniquely determined, this implies, using 
the mesh symmetries, that all six kinds of corners 
of 52’ lie in a, hence so does a’. 0 
Finally, we consider the irregular and rich case 
k=3~- 1, forwhichp(k)=2p-2. Set 
There are three independent cone splines of degree 
k at a lower left corner, but, because p(k) is so 
low, there is also an additional cone spline of 
degree k - 1 in S,. This means that a search for a 
basis for S,[Q] would have to come up with four 
unique minimal support elements per vertex. This, 
as it turns out, is not possible if we stick with the 
definition of “minimal support” given earlier. 
Already the case k = 2 of continuous parabolic 
splines provides the necessary illustrations: A sui- 
table basis for S, [ L?] is provided by the translates 
of four functions whose supports are drawn in Fig. 
4.3. These functions are obtainable as the Lagrange 
functions of standard local parabolic interpolation 
(at the vertices and the edge midpoints of each 
triangle). The first three have unique minimal sup- 
port. But the fourth function’s support is made up 
of six triangles and could accomodate each of the 
other three’s much smaller support, hence it fails 
to be minimal. 
In this case and others mentioned later, it is 
possible to recapture unique minimality of support 
by referring to the support of the associated B(em- 
stein or -ezier)-net of the pp functions instead. In 
Fig. 4.3. 
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any case, the support of the various box splines of 
degree 2 in S, is far from minimal since it contains 
ten triangles. 
The next case, k = 5, hence p(k) = 2, provides 
the additional unhappy surprise that, in this case, 
S, contains an element supported on just one 
hexagon (i.e., on six triangles). This element occurs 
already in [lo]. Because its support coincides with 
that of M,, ,, this element cannot be obtained 
from a parabolic one by convolution. The same is 
true of the next two ‘minimal support’ elements 
whose supports coincide with that of N, and N,’ 
respectively (see Figure 4.2). The fourth ‘minimal 
support’ element is derived from, and has the same 
support as, M,,,,. 
The next case, k = 8, is easy since its four 
‘minimal support’ elements can be obtained from 
those for k = 5 by convolution with M,.,,,. 
This pattern repeats: For odd p, the four 
‘minimal support’ elements can be obtained from 
the preceding case by convolution with AI,.,,, . For 
even p, enough local degrees of freedom have been 
accumulated to make possible elements in S, of 
yet smaller support than is had by the elements 
obtained from the preceding case by convolution 
with M,.,,,. 
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