A variety of matrix rational interpolation problems include the partial realization problem for matrix power series and the minimal rational interpolation problem for general matrix functions. Dierent from the previous work, in this paper we consider a new method of matrix rational interpolation, with rectangular real or complex interpolated matrices and distinct real or complex interpolation points. Based on an axiomatic de®nition for the generalized inverse matrix rational interpolants (GMRI), GMRI are constructed in the following two forms: (i) Thiele-type continued fraction expression; (ii) an explicit determinantal formula for the denominator scalar polynomials and for the numerator matrix polynomials, which are of Lagrange-type expression. As a direct application of GMRI, a matrix rational extrapolation is introduced. Ó
Introduction
The matrix rational interpolation problems include the partial realization problem for matrix power series and Newton-Pade, Hermite-Pade, simultaneous Pade, M-Pade and multipoint Pade approximation problems with their www.elsevier.com/locate/laa q The work is supported by the National Natural Science Foundation of China (19871054) . matrix generalizations [5, 6] . The previous work studied the matrix rational interpolation problems with the same interpolation points. By means of the reachability and the observability indices of de®ned pairs of matrices, Antoulas et al. [1] have solved the minimal matrix rational interpolation problem. Using Loewner matrix, Anderson and Antoulas [4] considered the problem of passing from interpolation data for a real rational transferfunction matrix to a minimal state-variable realization of the transfer-function matrix. One of the matrix rational interpolation problems [1, p. 523] and [4] is as follows.
Given the quantities, with ®nite entries,
with x i T x j Y i T j, ®nd all rational s Â t matrices x such that
In this paper, we consider a new method of the matrix rational interpolation problem, as in (1.1) and (1.2), with rectangular real or complex interpolated matrices and distinct real or complex interpolation points, which is an extension and improvement of generalized inverse vector rational interpolation discussed by Graves-Morris [17] and Graves-Morris and Jenkins [18] . Compared to previous methods, the method of generalized inverse matrix rational interpolants (GMRI) has the following advantages: ®rst, it need not use multiplication of matrices in the construction process, thus, we do not have to de®ne left and right interpolants; second, we have easy recursive algorithm for continued fractions and explicit determinantal formulas for ®nding GMRI; third, it can apply to singular matrices and is unique in some sense. On the other hand, the method of GMRI is of the divisibility constraint and degree constraint, which is due to the construction process of GMRI. The construction constraint shows that our method is not as eective as the method of minimal matrix rational interpolation [1] in some cases (see Example 5.3) .
In Section 2, we de®ne the GMRI and establish the uniqueness of GMRI. In Section 3, by means of a generalized reciprocal quotient for a matrix, which is found to be eective in continued fraction interpolation [8±13], we build the continued fraction expression of GMRI. In Section 4, we construct explicit determinantal formulas for denominator polynomials and for numerator matrix polynomials, which are of Lagrange-type expression. In the sequel, some examples are given to illustrate the results in this paper and compared to the method of minimal matrix rational interpolation method [1] . In the end, as a direct application of GMRI, we propose a matrix rational extrapolation which is introduced by Wuytack in the case of scalar quantities [20] .
We establish some basic principles for the GMRI same as [8±13] as follows: (i) If, for some ®xed kY k 1Y 2Y F F F Y s or t, the kth row (or column) vector of the matrix ex i is the only non-zero row (or column) vector, then the matrix valued interpolant reduces to the corresponding vector valued rational interpolant [17, 18] .
(ii) The value of the matrix rational interpolant does not depend on the order in which the interpolation points are used to construct the interpolant.
(iii) There is some sense in which a speci®ed rational interpolant is unique.
(iv) The poles of the s Â t elements of the matrix valued interpolant normally occur at common positions in the x-plane.
Generalized inverse matrix rational interpolation problem
Given a data set, as in (1.1) and (1.2),
where interpolation points z i P g with z i T z j Y i T j, corresponding interpolated constant matrices e i ez i P g sÂt .
De®nition 2.1. The GMRI of type na2k is a matrix of rational function z zaqz, where z p uv z P g sÂt is a complex matrix polynomial and qz is a complex scalar polynomial, satisfying the following conditions:
where a superscript Ã denotes complex conjugate,
With regard to the divisibility condition (iii) in De®nition 2.1, it is necessary that the scalar denominator of the interpolant divides the square of the norm of the numerator. The divisibility condition is due to the construction process of GMRI; however, the divisibility condition holds in the case of matrix interpolants, vector interpolants and scalar interpolants. In fact, (i) if s P is a real number, it holds ss jsj
(iv) Let e ij Y f ij P g sÂt be two matrices, we de®ne scalar product of matrices by means of dot product of vector as follows: e f ij ij P g sÂt , then remain to hold e e Ã kek 2 , as in (2.6), and 1ae X e Ã akek 2 , as in (3.1). In a word, the divisibility constraint of GMRI in De®nition 2.1 is based on the facts (i)±(iii) and their extension (iv). 
. We pay particular attention to the fact that S x xaqx is a scalar rational interpolant with real coecients. It satis®es the divisibility condition (iii) in De®nition 2.1. Theorem 2.3. sf qws @zA of type nGPk exists for dt @PFIA, then the rE tionl funtion @zA is uniqueF Proof. The method is an extension of that of Graves-Morris and Jenkins [18] , from the vector case to the matrix case.
Let z zaqz as in (2.2)±(2.5). By (2.5), we may express
where q z is a polynomial,
Using (2.2), we may also de®ne a matrix polynomial z by
From (2.10), (2.12) and (2.3), (2.4), we get
Letz zaqz be another GMRI for the data (2.1). By means of the equivalent of (2.2)±(2.5), (2.10)±(2.14), we derive
where zY wz are matrix polynomials de®ned by
The divisibility hypothesis (2.4) of z zaqz andz zaqz implies that
Using (2.10)±(2.12) and (2.15)±(2.17) in (2.19), we obtain that
If wz T 0, then we ®nd from (2.11) and (2.20) that
from (2.13), (2.18) and (2.21), we get
which is impossible because of
Hence wz 0 and z is unique. Ã
Thiele-type continuous fraction expression
In [8, 9] , we introduced a generalized reciprocal quotient for a matrix, as in (3.1), which was found to be eective in the matrix continued fraction interpolation [8±13]. In fact, the divisibility constraint of GMRI in De®nition 2.1 is from the following construction:
where kek is as in (2.6) and e Ã is the conjugate matrix of e. Suppose the interpolation point set U fz i x i Y i 0Y 1Y F F F Y n X x i P g in (2.1) in this section. By means of (3.1), we can recursively de®ne the nth convergence of Thiele-type continued fractions:
Proof. Let the conditions hold. Thus (3.2) exists and becomes
0 n x i s in @QFPA y tilEtoEhed rtionliztion using @QFIAF hen mtrix polynomil @xA nd rel slr polynomil q@xA exist suh tht
In terms of Theorem 3.1±3.3, we de®ne 0 n x xaqx, as in (3.2), as a GMRI of type na2k for the data (2.1). We can easily prove the following lemma by induction.
Lemma 3.4 [15] .
where x is mtrix polynomil nd vx is slr polynomilF
2) e qws of type na2kY qx T 0Y x P Y F sf the mtrix funtion ex is of order n 1 ontinuous derivtives in x P Y , then for ny x P Y holds
where
Note that qt T 0Y t P Y and by qx 0Y q k x i 0. Applying Lemma 3.4 to (3.7) we have
In (3.8), the total number of interpolating points and the point x is equal to n 2. By using the Rolle theorem, it follows from (3.8) that there exists n P Y such that
According to Theorem 3.3, degf g T n, thus holds
Substituting (3.9) into (3.7), it is derived that qxex À x w n x n 13 
(III) By (3.2), (3.3) and using 1as s À1 sa j s j 2 , we get
We ®nd that in (III) of Example 3.6, if
then pxY qx do not satisfy the divisibility condition. The case is caused because it does not use reciprocal quotient operation 1as s À1 sajsj 2 .
Explicit determinantal formulas
As the data set (2.1), the ith cardinal polynomial of Lagrange-type is de®ned by
The set s fz 0 Y z 1 Y F F F Y z n g is separated into two disjoint component sets
where the set s 1 consists of interpolation points whose conjugates are not in s, the set s 2 consists of real interpolation points and complex conjugate pairs.
4X3
and for the sake of simplicity, let 
is the element of mtrix ez
By the interpolatory property of (2.2), we express (4.5) as matrix form
From the divisibility hypothesis (2.4), we may de®ne a polynomial z of degree n by
Using (2.6) and (4.10), we get
substituting (4.13) and (4.14) into (4.12), we ®nd
Note that (2.5) and (4.13), we have
Substituting (4.15) into (4.17) and taking its conjugate, we get
Now substituting (4.9) into (4.18) and using (4.16) and (4.17), we derive that
By means of (4.19), we obtain the following linear equations:
the coecient of q m in (4.20) is v lm , as given by (4.7) and (4.6). Although (4.19) holds for all j, it turns out that (4.19) is null for l t 1Y t 2Y F F F Y n, the same as in the case of a vector. We dierentiate (4.12) with respect to z, giving
Substituting (4.15) into (4.22), we ®nd
By means of (4.23), we obtain the following linear equations:
the coecient of q m in (4.24) is v lm , as given by (4.8) 
Solving (4.25), we obtain that qz is given by the determinantal formula (4.4).
(ii) n`2k. We extend the interpolation set for data
For data fz i Y f i X i 0Y 1Y F F F Y x g we construct qz, as given by (4.4) and
We de®ne a matrix polynomial qz as 
Theorem 4.4. sf qz i T 0 for ll interpolting points in @PFIAD there exists qws z zaqz of type nGPkD where @zA s in @RFSA or @RFPTA nd q@zA s in @RFRAD respetivelyF
Proof. In fact, suppose qz i T 0 for all interpolating points in (2.1) and substitute the interpolation points into (4.5) or (4.26) respectively, we obtain at once
Eq. (4.30) implies that Solution: By (4.1), we get the cardinal functions
From (4.4), we form 
2 3x
We ®nd that (5.5), (5.6) and (5.7) satisfy, respectively, the data set (5.4). 
A parametrization of all minimal solutions is given by min x H 1 xH À1 2 x, where
The parameters Y must satisfy
However, by (4.1), the cardinal functions are
From (4.4), we derive that
As the existence condition (Theorem 4.4), there does not exist a GMRI for this example because of qx 0 q0 0.
A matrix rational extrapolation
Assume that a convergent matrix sequence fe n g X e n 3 en 3 IY e n Y e P g sÂt . We want to form a new matrix sequence fr n g, derived from fe n g, which has also e as limit and whose convergence is faster than of fe n g. The determination of fr n g is to use rational extrapolation to the limit, which had been ful®lled by Wuytack [20] in the case of scalar quantities.
Let fx n g X x n 3 I n 3 IY x n P be a sequence of points. De®ne a matrix sequence of interpolating function f n g such that
The new matrix sequence fr n g can be de®ned by r n Lim
if these limits exist and are ®nite.
In the following proof the method is dierent from scalar quantities [20] , because we cannot use the three recurrence relations for continued fractions. By the results for Section 3, n x in (6.1) is replaced by 0 n x in (3.2). Theorem 6.2. uppose the onditions of heorem RFR re stisfied nd n x xaqxY z x P D where xY qx s in @RFSA or @RFPTA nd @RFRAD respetivelyF hen for even vlue of nD hold r n Lim
where v n is the lgeri omplement for x n in qxD s in @RFRAF Proof. From (4.5) or (4.26)
The coecient of x n in (6.7) is By means of Theorem 6.1 and the generalized reciprocal quotient for a matrix (3.1), we construct two algorithms to form the matrix sequence ff n g in (6.2). Their formation rules are the same as the scalar case [20] . We take x n n for n 0Y 1Y 2 then the table for k i Y i 0Y 1Y 2, constructed by means of Algorithm 6.5, is given in Table 1 .
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