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Abstract—The selection of optimal camera configurations
(camera locations, orientations etc.) for multi-camera networks
remains an unsolved problem. Previous approaches largely focus
on proposing various objective functions to achieve different
tasks. Most of them, however, do not generalize well to large scale
networks. To tackle this, we propose a statistical framework of
the problem as well as propose a Trans-Dimensional Simulated
Annealing (TDSA) algorithm to effectively deal with it. We
compare our approach with a state-of-the-art method based on
Binary Integer Programming (BIP) and show that our approach
offers similar performance on small scale problems. However,
we also demonstrate the capability of our approach in dealing
with large scale problems and show that our approach produces
better results than 2 alternative heuristics designed to deal with
the scalability issue of BIP. Last, we show the versatility of our
approach using a number of specific scenarios.
Index Terms—Multi-camera networks, camera planning, cam-
era placement, sensor planning, optimization methods, trans-
dimensional simulated annealing, reversible jump Markov chain
Monte Carlo, binary integer programming.
I. INTRODUCTION
Image Processing with multiple video cameras spatially dis-
tributed over a wide indoor or outdoor area is an exciting new
research field with several applications including environment
sensing, surveillance and intelligence gathering. The optimal
selection and and placement of cameras in a multi-camera
system is an important issue as it would influence significantly
the subsequent design of image processing algorithm for a
particular application using the multi-camera system. In this
paper we address the problem of selecting optimal camera
configuration (camera location, orientation etc.) in a multi-
camera network, taking into consideration a number of user
specified constraints such as the maximum video coverage of
the physical space.
Networks of cameras have been widely used in the area
of intelligent video surveillance (IVS). Based on user defined
policies, IVS systems can automatically identify potential risks
by detecting, localizing, tracking and recognizing targets or
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events of interest. For these camera networks, it is of vital im-
portance that the optimal camera configuration is determined
before cameras are deployed, as the cost of modification can
be expensive and the optimal configuration may provide saving
on the total number of cameras used to achieve the same level
of utility.
The design of subsequent image processing algorithms are
also significantly influenced by the optimal camera configu-
ration of IVS systems. For example if the placement of the
cameras in an airport environment could be configured such
that the faces of the passengers are always in view across
the cameras, the subsequent face recognition and tracking
algorithm will be simplified.
As another example, consider a optimal placement of cam-
eras in a space such that 100% video coverage is obtained. If
such a placement could be achieved with minimal number
cameras, the subsequent development of an algorithm for
multi-camera based person tracking in a crowded environment
will be considerably simplified.
Most of the current IVS systems follow a centralized
architecture where video feeds from multiple cameras linked
by high speed cable connections are processed in a server with
significant computing power. With the recent advances in em-
bedded processing and wireless communication technologies,
wireless smart cameras (WSC) [1], [2], [3] have been devel-
oped to serve as extensions to current fixed camera networks.
As a result of local processing and wireless communication,
networks of wireless smart cameras are highly scalable and
flexible. As these camera networks are naturally large in scale
and often need redeployment, there is a significant demand
of an efficient and effective automatic technique to select the
optimal camera configurations in order to maximize the utility
of these large scale camera networks as well.
However, with both cable connected and wireless multi-
camera systems, even in the simplest setting where an optimal
configuration is sought to achieve a pre-defined coverage while
minimizing the number of cameras needed, due to the NP-hard
nature, the true optimum may be infeasible if the search space
is large, and thus preventing the use of simple enumeration
and search techniques such as [4], [5].
To assist the design of realistic camera surveillance systems,
we propose a generalized statistical framework, taking into
consideration a number of user constraints such as maximiza-
tion of coverage or face detection rate, unknown number of
cameras and unknown multi-dimensional parameters of those
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cameras. Since the framework is capable of dealing with a
large range of objectives, we purposely considered a subset
of them: 1) full floor coverage using minimum number of
cameras, 2) full floor coverage and redundant coverage of
critical areas and 3) face detection potential of 100% while
minimizing the number of cameras. 4) improving existing
cameras’ panning and tilting angle to achieve better system
utility.
We also propose a Trans-Dimensional Simulated Annealing
(TDSA) algorithm to effectively deal with the large range
of user objectives. The algorithm can estimate the optimal
number of cameras as well as the optimal parameters for these
cameras. For small scale problems, the proposed approach
offers very similar solutions to the optimal ones produced by
Binary Integer Programming (BIP). For larger scale problems
where BIP is clearly infeasible, we show that the proposed
approach offers notable improvements over two recent alter-
native heuristics [5] and [6].
II. RELATED WORK
The problem of automatic camera placement has been stud-
ied by various authors in a number of contexts with different
constraints and requirements. The earliest related work was
introduced by Chvatal [7] who discussed the formulation of the
Art Gallery Problem (AGP). AGP is the assignment of guards
to different positions in an art gallery in order to achieve the
maximum visual coverage of the walls and Chvatal proved that
an upper bound of n/3 guards are sufficient to cover the entire
gallery represented by a polygon of n vertices. In essence,
this is equivalent to finding the best locations for a set of
infinite-depth omni-directional cameras to achieve the optimal
coverage of the observation area. Couto et al. [8] proposed an
exact solution for minimizing the number of guards needed
with the restriction that the guards are to be placed at the
vertices of the polygon.
Erdem and Sclaroff [4] formulated the general camera
placement problem in an optimization framework. Given the
set of all constraints required to achieve a specific task, the
problem is to find the optimal placement for a set of cameras
in an area of interest, satisfying the constraints and minimizing
a given cost function. The problem is presented as a Binary
Integer Programming which is solved by a Branch and Bound
algorithm. Erdem and Sclaroff’s formulation has been adopted
by Horster and Lienhart [5] who used weighted points to
represent the area of interest. Yao et al. [9] argued that only
maximizing visibility is insufficient for persistent and auto-
mated tracking. Therefore the authors proposed to incorporate
a hand-off success rate (the percentage of successful hand-
offs) analysis in determining camera placement, preserving
necessary uniform overlapped field of views (FoVs) between
adjacent camera for an optimal balance between coverage and
hand-off success rate. Various other requirements have been
considered. Bodor et al. [10] proposed an approach to the
camera placement problem that tries to optimize the camera
network’s ability to observe a set of predefined tasks, such as
human motion. The authors developed an analytical formu-
lation of the observation problem, in terms of the statistics
of the motion in the scene and the total resolution of the
observed actions. An optimization routine is used to find the
location and orientation that optimize the observation criteria.
The observability of frontal faces has been incorporated in
the process of finding the optimal camera placement by
Ram et al. [11]. The authors showed the derivation of a
performance metric to compute the probability of observing
an object of random orientation from one sensor and used it to
estimate the performance of multiple sensors. Motion sensors
which provide location information can be included in the
performance metric. Similar to all the other approaches, the
performance metric is used as the objective function whose
maximum is sought by employing an optimization routine.
Zhao and Cheung [6] described a visibility model that takes in
a number of realistic inputs: arbitrary-shape 3D environments,
3D camera models, occupant traffic models, self-occlusion and
mutual occlusion. The visibility model is used in evaluating the
objective - maximization of the probability of tracking visual
tags. The maximization is done with two proposed Binary
Integer Programming (BIP) algorithms as well as a greedy
implementation designed to cope with the scalability issue
of BIP. Chroysostomous et al [12] employed a bio-inspired
swarm intelligence algorithm to tackle placement problems
designed for monitoring mass crowd behaviour. Mittal and
Davis [13] considered occlusion in a probabilistic manner
in the visibility calculation and used an existing simulated
annealing method to compute the optimum parameters of the
cameras. However, it is not clear how the optimal number of
cameras is determined, which we attempt to address in this
paper. Last, an excellent survey covering the geometrical and
topological models of multi-camera coverage can be found
in [14].
Many of the existing methods formulated the problem as
combinatorial optimizations [4], [5], [6] that belong to a
class of NP-hard problems. Heuristics methods have been
developed with computational requirements proportional to
small powers of N, i.e. in a relatively simple environment.
However heuristics can be problem-specific as there is no
guarantee that a heuristic will work for all setups. Alternatively
the ’divide and conquer’ approach can be taken to break-down
the problem into a number of simpler ones. The problem with
this approach is that the result is only optimal when the sub
problems are disjoint, which is often not the case. To counter
these problems, we formulate camera planning as a maximum
a-posteriori model selection and optimization. In our earlier
work [15] we showed that the proposed the system is capable
of dealing with the objective of maximal floor coverage and in
this paper we extend the previous work to include two more
scenarios which are face detection and replanning of existing
network as well as an in-depth analysis on the behaviour of
the proposed method with varying critical parameters.
III. PROBLEM FORMULATION
A. Generalized Framework
The camera model used in our generalized framework is not
overly restrictive. In fact each camera ci =
[
p1, p2, ..., pnp
]>
consists of np number of parameters which may include
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the camera location in x, y, z directions of the area to be
monitored, panning, tilting angle, lens type etc. The camera
parameter space is denoted as C = Rnp . Note that although
ci is a vector, it is not boldfaced in order to avoid confusion
in subsequent sections of this paper.
Although there are no particular restrictions on what
parameters to include in the camera model, it is how-
ever essential that given a particular network of cam-
eras θ = [c1, c2, ..., cnc ]
>, a set of constraints r =
{rj | rj ∈ {r1, r2, ..., rnr}} and a description of the area to
be monitored ξ, there must exist some function L (r | θ, ξ)
that determines how well the constraints r are jointly satisfied
by θ. For example, if it is required to achieve a frontal face
capturing rate of 80%, but a particular set of cameras can
only achieve 60%, then it may be said that the cameras have
achieved 60/80 = 75% of the requirement.
Given the camera parameter space C, an input environment
ξ, a set of user requirements r, the camera placement problem
can be defined as the selection of the camera configuration
that meets r while minimizing the number of cameras used.
It will be shown in Section III-A and Section VII-C that this
formulation can be easily applied to the problem where some
utility is to be maximized while keeping a constant number
of cameras. Since the environment ξ is often a constant, we
omit it in all subsequent equations.
To formulate the problem in a Bayesian modeling context,
suppose that there are a countable collection of candidate
modelsMk indexed by a model indicator k ∈ K. Each model
Mk has an ‖Mk‖ = nk dimensional vector of parameters θk,
where ‖•‖ denotes the operator for obtaining the dimension
of a model. Note that for the sake of simplicity the model
indicator is used to represent the model i.e. ‖k‖ = nk. In
the context of camera placement, the model of a camera
network configuration is reflected by the number of cameras
in the configuration and each camera in the configuration is
considered as a random variable over the space of C. For
example, a configuration model may consists of 2 cameras
with various parameters, while another model can be made up
of nk cameras. In fact, the optimal model itself (and thus the
model dimension) is one of the variable that needs to estimated
along with the parameters of the model.
The camera placement problem is defined by the joint
posterior,
φopt = argmax
φk∈X
{p (k,θk | r)} , (1)
where φ = (k,θk) denotes a camera configuration which
contains a model indicator k as well as camera parame-
ters of the model θk. The joint state space is thus X =⋃
k∈K ({k} × Cnk). This formulation can be interpreted as:
Given there is an observation that the list of constraints and
requirements have been satisfied, the problem is to find the
optimal model k and the optimal parameters θk that are most
likely to have led to this observation. For example, if the
requirement is covering the maximum amount of the floor
with a given number of cameras, Equation (1) can then be
interpreted as finding the most likely camera configuration that
has caused maximum coverage to be observed (satisfied).
Expanding Equation (1) using Bayes theorem,
φopt = argmax
φk∈X
{L (r | k,θk) p (θk | k) p (k)} . (2)
The first term L (r | k,θk) is the probability of satisfying the
requirements and constraints r by the given set of camera pa-
rameters θk and is therefore called the likelihood. The second
term p (θk | k) is termed the parameter prior since it defines
the prior probability of the set of camera parameters. The prior
term allows the user to set preferences on the parameters of the
cameras. For example, wall locations can be preferred through
assigning high prior to cameras that are located on walls and
omni-directional cameras may be unwanted by associating
them with low prior. In most settings where all cameras are
treated equally, this term can be dropped. This is the case
for all the experiments presented in Section VI. The last term
p (k) is the model prior which captures user preference on the
models.
The formulation (Equation (2)) can be converted to a
penalized model selection problem for further investigation.
An equivalent form of Equation (2) can be obtained as,
φopt = argmin
k,θk
{− log{L (r | k,θk) p (θk | k)}
+ log{1/p (k)}} . (3)
If letting p(k) = exp{−nk}, this becomes the well known
Akaike information criterion (AIC) [16] that is often used in
model selection problems,
φopt = argmin
k,θk
{− log{L (r | k,θk) p (θk | k)}+ nk} . (4)
The above formulation is designed for the problem when the
constraints are to be met to a particular level while minimizing
the number of camera required. If however the problem is to
maximize an utility with a fixed number of cameras, the model
indicator can simply be dropped out of the formulation to keep
a constant model dimension.
In some cases one may be interested to minimize the total
cost of a camera network when there are more than one type
of camera with different prices available. In these cases, the
model prior can be assumed uniform and then the penalty term
(nk in Equation (4)) can be replaced with a function on the
total price of the particular configuration.
B. Scene Models
In this work, we consider the most used scene models
in practice: the floorplan of the environment of interest.
Most floorplans are available in two dimensional drawings.
Therefore we restrict our scene models to be two dimensional.
The axis are defined such that the real world x-axis is aligned
with the floorplan image x-axis. The y-axis is aligned with
the negative direction of the floorplan’s y-axis and the z-axis
points upwards from the ground plane. The axis definitions
can be found in Figure 8. The floorplans are usually drawn
to scale and it is assumed that this scaling is the same for
both x-axis and y-axis, except that the image y-axis is in the
opposite direction to the real-world y-axis. The origin of the
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real-world coordinate system is set to align with the bottom
left corner of the image of the floorplans.
As a result of employing 2D scene models, the visibility of
cameras are computed in the 2D space. The cameras viewing
frustums are first projected onto the ground and then standard
visibility computation algorithms such as the one described
in [4] can be used to compute the visibility region of the
cameras. This computation is accurate only when the obstacles
are high enough to fully intersect the viewing frustums. This
is assumed to be the case for all our experiments.
C. Camera Models
We consider a range of camera models: static perspective
cameras, PTZ cameras and omnidirectional cameras in 3D
space.
1) Static Perspective Cameras: The perspective pinhole
camera model is used to model static perspective cameras.
The model can be expressed as, x = PX, where X =
[x, y, z, 1]> is the world coordinate, in projective 3-space
(P3). x = [x, y, w]> is the image coordinate in projective
2-space (P2), and P is a 3 × 4 projection matrix that maps
the world coordinates to image coordinates. The matrix P
may be decomposed as P = K
[
R −Rt ] , where R
is a rotation matrix representing the camera orientation and
t is a translation vector representing camera center in the
world coordinate frame. The matrix K is referred to as the
camera calibration matrix and it consists of 6 intrinsic camera
parameters: focal length (fx, fy), principal point (x0, y0) and
skew κ. For most modern cameras, including ours, fx = fy
and κ = 0.
2) PTZ Cameras: PTZ cameras are used to extend the FoV
of static perspective cameras. As such, they undergo panning
and tilting motions only when required or as programmed.The
zooming option is mostly used when the operator observes
events of interest and would like to zoom in for greater details.
We therefore treat each PTZ camera as an aggregation of all
static perspective cameras at different pan, tilt combinations.
For each zoom, we consider the camera to be a separate camera
as its internal parameters have changed.
3) Omnidirectional Cameras: Omnidirectional cameras are
often used for wide area surveillance due to their 360-degree
FoV. There are mainly two types of omnidirectional cameras:
dioptric and catadioptric. Dioptric cameras are created with a
fisheye lens and catadioptric cameras are built from a pinhole
camera with a parabolic mirror. Since we only use these
cameras to monitor floor coverage, we simplify their viewing
regions as circular disks on the ground which are restricted
by the maximum dmax and the minimum dmin distances the
camera can see. The heights of the cameras are taken into
account by projecting dmax and dmin onto the ground.
D. Camera Model Summary
All of our camera models can be summarized into a single
6D vector: ci = [x, y, z, α, β, ω]
>, in which (x, y, z) is the
camera location in the real-world coordinate system. α and
β are panning and tilting angles that represent the camera
poses. ω is an indicator variable for the type of the camera.
In this work, each type of camera encompasses a unique
combination of the intrinsic parameters representing a camera
with unique projection characteristics. If an intrinsic parame-
ter, for example the focal length, is changed, then the camera
is considered to be of a different type. There are multiple
reasons why the intrinsic parameters are encapsulated in the
discrete variable ω. Firstly, the utilized camera model needs
to be of good representation of most common camera types
including omnidirectional cameras, which unfortunately does
not behave in the same way as perspective cameras where
the effect of adjusting focal length can be easily modeled. In
addition, even for perspective cameras, more precise models
(with the inclusion of radial and tangential distortion) may be
of interests to others. Therefore ω is necessary to maintain
a level of abstraction to prevent the design of upper level
algorithms from being affected by the variations in camera
type. More importantly, without explicitly defining the intrinsic
parameters, ω allows the selection of cameras from a hetero-
geneous pool of candidates.
There is a dmax variable for each type of camera defined.
The variable is used to specify the largest range between an
object of interest and the camera center at which the object is
considered visible (maximum viewing distance). This variable
is application specific, for example if the goal is to simply
detect motion, a generous dmax can be used, but if the task is
to detect the existence of a face, dmax must be small. Note that
dmax is resolution dependent and the determination of the dmax
is beyond the scope of this paper and will not be discussed in
detail.
IV. IMPORTANT USER REQUIREMENTS
Although our formulation of the problem of camera plan-
ning is general and can work for a large range of objectives,
we have purposely selected a few to demonstrate the versatility
of this approach. In particular we consider the following
objectives:
• Coverage of the floor of an area.
• Coverage of the floor of an area with some regions
requiring redundant coverage.
• Achieving a required face detection potential.
This section will focus on the likelihood functions L (r | φ)
as required by the generalized framework in Section III-A.
A. Coverage
Coverage is one of the most use objectives in practice and
therefore the most studied objective in recent work on camera
placement. It can be stated as the finding of the least number
of cameras to achieve a defined level of coverage or finding
of the maximum coverage given a fixed number of cameras.
In this work we explicitly determine the coverage of the
cameras by computing the intersections of their viewing
frustums with the ground plane z = 0 for perspective and
PTZ cameras. When the tilting angles are small enough, dmax
is used to exclude the intersecting regions that are too far
away from the camera center. For omnidirectional cameras,
the coverage areas are defined by dmin and dmax directly, as
introduced in Section III-C3.
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If denoting the floor coverage of each camera ci, i ∈
{1, ..., k} in a camera configuration φ = (k,θk) as gi, then
the floor coverage of the configuration can be represented as
COV(φ) =
⋃k
i=1 gi
gtot
,
where gtot is the total area coverable by the entire candidate
camera set. The likelihood function as requested in Equa-
tion (4) for this objective can be defined as,
L (r | φ) = GAU(COV(φ), rcov, σcov), (5)
where rcov is the desired coverage percentage and σcov is a
coefficient controlling the width of the GAU function, which
is,
GAU(a, b, c) =
{
exp
{
−(a−b)2
2c2
}
a < b
1 a >= b
. (6)
Equation (5) consists of two parts: the first part (where
COV(φ) < rcov) is half of a scaled Gaussian function and
the second part is a constant. Although there is no strict
form for likelihood function, a scaled Gaussian function has
been chosen since it offers the flexibility of adjusting the
sensitivity of the likelihood with respect to the input COV(φ)
through the varying σcov. The second part is to ensure that
once a desired coverage is achieved, any extra coverage does
not bring any penalty to the objective and therefore the
likelihood is maintained at the peak of the scaled Gaussian
i.e. 1. Note that the normalization coefficient which brings
the integral of the likelihood function to 1 has been omitted
purposely, since he likelihood function will only be used in
ratios (Equation (14) and Equation (15)) and the normalization
coefficients effectively cancel out.
B. Redundant Coverage
In real deployments of camera networks for surveillance
purposes, it is sometimes a necessity that a number of critical
areas, such as entrances and prohibited areas, are to be
monitored by one or more cameras. The total area, as usual,
is required to be covered to pre-set coverage percentage rcov .
The goal for this objective is to find the set of cameras that
satisfy these requirements and at the same time uses the least
number of cameras.
With the definition of coverage presented in Section IV-A,
it is straight forward to define the likelihood function required
in Equation (4) as the product of the two likelihoods corre-
sponding to the two separate sub-objectives,
L (r | φ) = GAU(COVtot(φ), rtot, σtot)
×GAU(COVcri(φ), rcri, σcri), (7)
where COVtot and COVcri are the percentage of the total area
and the percentage of critical regions that are covered by
the required number of cameras. rtot and rcri are the desired
coverage percentage which is 100%.
C. Face Detection Potential
For any real surveillance application, it is often needed to
ensure human faces are visible at a minimum resolution on
the captured video feeds either to allow manual or automatic
identification (using algorithms such as [17]). The scenario
considered here is different to a traditional face detection sce-
nario where faces are being detected from candidate images.
In our case, we attempt to find the best camera configuration
that achieves a certain potential of rf (0 < rf < 100%) at
capturing faces with a minimum resolution while minimizing
the number of cameras needed.
As dynamic mutual occlusion (inter-subject occlusion) is
rarely a problem for most ceiling-mounted surveillance cam-
eras, the face detection potential is defined in a deterministic
manner. N training subjects are tracked as they walk in
the environment of interest. Each subject n has known head
locations vn,t and pose pn,t at time instant t ∈ 1, ..., Tn.
The face of a subject is assumed to be a planar rectangle
perpendicular to the ground and has a width of 0.2m and height
of 0.3m. Given the exact locations and dimensions of the faces,
the projections of the four face corners on the image plane of
a candidate camera ci can be computed using x = PiX and
the area of the projected face image fn,i,t can therefore be
computed. Whether a training subject n is captured by camera
ci is determined by,
dn,i =
 1
Tn∑
t=1
GRE(fn,i,t, q) > s
0 otherwise
, (8)
where,
GRE(a, b) =
{
1 a >= b
0 a < b
. (9)
Equation (8) means if a person’s face is captured at a resolution
of at least q pixels in at least s frames during the entire
trajectory, the person’s face is said to have the potential of
being detected. We also take into account the dynamic self-
occlusions by computing the projections of both the subject’s
motion vector and the camera’s principle ray to the ground
plane and only if the two projected vectors have an angle
greater than 180◦ and less than 90◦, the projected face size of
the subject is considered valid. The Face Detection Potential
(FDP) of a particular camera configuration φ can then be
defined as,
FDP(φ) =
N∑
n=1
GRE
(
(
K∑
i=1
dn,i), 1
)
N
. (10)
The FDP can be understood as the percentage of the subjects
that have the potential to be captured with minimum resolution
q by at least one of the cameras in the configuration for s
frames. There exist a number of mature models for face such
as shape model [18] and appearance model [19]. However we
decided not to choose those models for two reasons. First of
all, the rectangle models is general and can be applied not only
to faces but also planar tags [6]. Second the model is sufficient
to reflect the change of the related locations and poses of a
face and a camera in terms of computable size in pixels at low
computational complexity cost.
The likelihood function required in Equation (4) can be
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defined as,
L (r | φ) = GAU(FDR(φ), rf , σf ). (11)
where rf = 100% since it is desirable to have all test subjects
detected at a resolution larger or equal to q pixels.
V. OPTIMAL CAMERA PLACEMENT
Most none-close-form solutions to optimal camera planning
take two steps. The first step is to generate the set of all the
candidate cameras and then use an optimization technique
to search for the optimal sub-set that best satisfy user’s
requirement. Therefore we first discuss the discretization of
continuous parameter spaces and then present our Trans-
Dimensional Simulated Annealing solution.
A. Discretization
Ideally, the camera parameters are continuous (except the
camera type). A camera can be positioned anywhere in an
environment and posed at any angle. However, due to the
use of optimization methods as opposed to closed form so-
lutions, the parameters first have to be discretized to reduce
computation. The environment maps are divided into grids
to allow easier computation of cameras’ coverage regions.
The locations where cameras can exist are restricted to a
number of location samples, which are represented as crosses
in Figure 1(a) and Figure 1(b). Similarly, the panning and
tilting angles of the cameras (except omni-directional cameras)
are also sampled. The sampling of parameters allows the
construction of the set of candidate cameras (also sometimes
referred to as the sampled set), from which an optimal subset
is to be selected to satisfy the user constraints. Depending
on the frequency of sampling of each parameter, the resultant
search spaces for the same problem can vary significantly.
Therefore to use linear programming based approaches such
as [4], one can use very generous sampling frequencies so
that the search space is within the manageable limit of these
algorithms. However, as we will show in Section VI, the
smaller sampling frequency has a positive impact on the final
results, favoring algorithms that are capable of dealing with
large search spaces, such as the proposed TDSA.
B. Trans-Dimensional Simulated Annealing
The trans-dimensional simulated annealing [20], [21] is
used to solve the stochastic problem posed in Section III-A.
Simulated Annealing (SA) is a class of algorithms capable
of locating good near-optima of objective functions in large
search spaces. The term simulated annealing derives from the
interesting observation that as a heated material slowly cools
down, its atoms will line up in a rigid pattern corresponding to
a state of minimum energy, provided that the cooling process
is sufficient slow. SA algorithms mimic this process and have
been proven to converge [22]. Trans-dimensional simulated
annealing is a class of algorithms that extend the traditional
simulated annealing by allowing moves that not only change
the parameters of the model but as well move between
plausible models. Therefore, TDSA algorithms are able to
locate the models and parameters that minimize objectives
such as Akaike Information Criterion (AIC) [16], Bayesian
Information Criterion (BIC) [23] and Minimum Description
Length (MDL) [24]. This section details the design of a such
algorithm which can be used effectively for large scale camera
placement problems.
To start the derivation process, a slight modification γ is
introduced to AIC in Equation (4) to allow the control of
severity of the penalty placed on model order,
J (φ) = − log {L (r | k,θk) p (θk | k)}+ γnk. (12)
Given the objective function J (φ) to be minimized over the
joint space
⋃
k∈K ({k} × Cnk), the corresponding Boltzmann
distribution [25] can be defined as,
bT (φ) ∝ exp {−J (φ) /Ti}
= (L (r | k,θk) p (θk | k))1/Ti (13)
× exp{γnk/Ti},
where Ti is a decreasing cooling schedule with limi→∞ Ti =
0. There exist many valid types of cooling schedules, such
as linear, logarithmic and geometric schedules. In particular,
the logarithmic schedule has been proven to always lead to
convergence, but at very slow rate. For real camera placement
problems, near-optimal solutions are often acceptable. There-
fore, we have chosen the geometric schedule with the initial
value of T0 based on a few pilot runs of the experiment.
This schedule leads to a balanced speed and accuracy of
convergence.
Ti = ρTi−1, (14)
where 0 < ρ < 1 is the cooling coefficient. The TDSA
algorithm proposed involves simulating a non-homogeneous
Markov chain of length l whose stationary distribution at
temperature Ti is proportional to bT (φ). For each temperature,
given that the Markov chain is at some current state φ, the
algorithm first selects a move type m from a set of predefined
moves, which are birth mb, death md and update mu with
prior probability pm ∈ {pb, pd, pu}. It then generates a new
candidate camera configuration φ′ by sampling an auxiliary
variable u from a known density gm(u). u is subsequently
combined with the current state φ through some deterministic
function h: φ′ = h(φ,u) to produce the proposed candidate.
The move can either change the dimensionality of the state
(i.e. jump to a different model) or the chain can remain at the
current model (i.e. dimension remains unchanged). Last, φ′ is
accepted with probability α(φ, φ′) [26], where
α(φ, φ′) = min
{
1,
bT (φ
′)p′mg
′
m(u
′)
bT (φ)pmgm(u)
∣∣∣∣∂(φ′, u′)∂(φ, u)
∣∣∣∣} . (15)
Here p′m is the probability of choosing the reverse move of m
and g′m is the associated known proposal density of the reverse
move. For the proposed algorithm, birth, death and update
moves have been selected. The birth and death constitute a pair
of reversible moves that allow the dimension of the current
state of the chain to grow from k to k + 1 and decrease
from k to k − 1. The reverse move of the update move is
itself. Although other moves, typically merge and split, can
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be defined, the ones selected have been tested and found to
produce satisfactory results. Each move will be described in
more details in the following sections.
1) Birth and Death Moves: Birth and death moves are a pair
of reversible moves that facilitate model dimension changes.
The birth move proposed is rather simple: for a given state
φ, a new camera is created randomly and added to φ to
form φ′. Similarly the death move is achieved by randomly
removing a camera from the existing camera configuration.
The acceptance ratios of the moves are,
αbirth = min
{
1,
bT (φ
′)pmdnmax
bT (φ)pmb(nk + 1)
}
, (16)
αdeath = min
{
1,
bT (φ
′)pmbnk
bT (φ)pmdnmax
}
, (17)
where nmax is a user defined maximum allowable dimension
of the models. The Jacobian term of Equation (15) for both
birth and death moves can be shown to be 1. The term nmax
was originally derived to be ntot, where ntot is the total number
of candidate cameras from which an optimal subset is to be
selected (more details in Section V-A). The inverse of this
term is the probability of proposing a new camera which is
then added to the existing cameras to facilitate the birth move.
For large scale problems, ntot is a very large number compared
to nmax. The problem with this original form is that all sub-
spaces may be explored. In camera placement problems, this is
rarely necessary as, for example, if there are 5000 candidate
cameras, the model dimension of the optimal solution will
always be much less than 5000 (but the theoretical maximum
dimension size is 5000). Therefore nmax is used to replace
ntot so that there is a reduced chance of exploring models
of high dimensions. nmax can reduce the optimization time
as it eliminates the unnecessary computation of the J(φ)
when the dimension of φ is larger than necessary. Because
of the annealing processing, the optimization result is not
quite sensitive to the value of nmax. In case when this prior
knowledge about the optimal model dimension is not available,
a relatively large value can be set. This is the case for all
experiments conducted in Section VI. This benefit is only
evident when the total number of candidate cameras is large
(e.g. hundreds, thousands). When it is small, nmax does not
have any effect as the computation of J(φ) is quick, and the
optimization can explore the all the sub-spaces even though
some of these are unnecessary.
2) Update Moves: The update move is an important move
that allows the estimation of a better camera configuration
while preserving the dimension of the state. It starts by first
randomly selecting an existing camera from the current state
of the configuration, i.e. select ci from θk and then update this
camera with a consecutive random walk of each parameter. For
example, if a camera is described by its location on a planar
map and its orientation, the random walk may be constructed
as a consecutive Gaussian perturbations of the x location, the
y location and the orientation, with means being their current
values and some pre-defined standard deviations. When the
parameter is discrete, such as camera type, a uniform random
distribution can be used to propose its new state, allowing
the formation of heterogeneous camera networks. Since the
random walk is symmetrical, i.e. the probability of proposing
the forward move and reverse move is exactly the same, and
the move does not involve dimension changes, the acceptance
probability is reduced to,
αupdate = min
{
1,
bT (φ
′)
bT (φ)
}
. (18)
3) Algorithm Summary: The steps of the proposed trans-
dimensional simulated annealing algorithm for determining the
optimal number of cameras as well as the parameters of each
camera are summarized in Algorithm 1. The algorithm makes
use of the following subroutines:
• c← RANDN (a, b) randomly generates one sample of a
uniform distribution with range (a, b).
• s← J (φ, γ) computes the value of the objective function
of a configuration φ as defined in Equation (12).
• φ′ ← BIRTH (φ) uses the birth move to generate a new
candidate configuration based on the current configura-
tion φ. This move is outlined in Section V-B1.
• α ← ALPHAB(φ′, s) computes the acceptance ratio of
the birth move using Equation (16).
• φ′ ← DEATH (φ) uses the death move to generate a new
candidate configuration based on the current configura-
tion φ. This move is outlined in Section V-B1.
• α ← ALPHAD(φ′, s) computes the acceptance ratio of
the death move using Equation (17).
• φ′ ← UPDATE (φ) uses the birth move to generate a
new candidate configuration based on the current config-
uration φ. This move is outlined in Section V-B2.
• α ← ALPHAU (φ′, s) computes the acceptance ratio of
the update move using Equation (18).
4) Computational Complexity: As many other camera
placement approaches, the complexity of our approach can be
factored into the complexity of the candidate camera genera-
tion and optimization. Even though the first process involves
heavy geometric computations, it is often negligible compared
to the running time of the optimization stage. Similar finding
has been reported in [4].
The proposed TDSA behaves differently compared to BIP,
which belongs to a class of NP-Hard problems [4]. Most com-
mon implementations of BIP, such as Branch and Bound has a
worst-case complexity of 2N , where N is the total number of
possible camera combinations. Instead of computing a global
optimum solution, the TDSA runs for a predefined number
of iterations and output the best solution found. It relies on
the behavior that towards the end of the run, most iterations
will concentrate at the peaks, guaranteeing the quality of
the near-optimum output. The amount of iterations in the
proposed algorithm is determined by the product of the number
of temperature decrements (log(Te/T0)/ log(ρ)) as well as
the predefined chain length (l) at each temperature. Often
in simulated annealing algorithms, a conservative cooling
schedule is used to allow a greater tolerance to variations
in the problem complexity which in this case is reflected in
the number of possible camera combinations. Furthermore, the
bottleneck of the proposed TDSA algorithm has been found to
lie within the computation of the non-linear objective function
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J(•). Therefore the speed of the proposed algorithm is almost
proportional to the speed of evaluation of J , which is case
dependent.
1 Function {φopt, smax} ← TDSA (T0, Te, pmb , pmd , φ0, l, γ, ρ)
Input:
T0, Te – The initial temperature and the end temperature.
pb, pd, pu – The probability of choosing the birth, death and
update move respectively.
φ0 = (k0,θ0k) – The initial state of the Markov chain, where,
k0 – The initial model order.
θ0k – The initial camera configurations.
l, γ, ρ – The length of each Markov chain, model penalty
parameter and cooling coefficient.
Output:
φopt – The optimal model and the optimal camera parameters.
smax – The optimal value of the objective function Equation 12.
2 begin
3 T ← T0,φ← φ0,smax ← −∞.
4 sc ← −J (φ, γ).
5 while T ≥ Te do
6 for j ∈ {1, 2, 3, ..., l} do
7 β ← RAND (0, 1).
8 if β ≤ pb then
9 φ′ ← BIRTH (φ).
10 sp ← −J(φ′, γ).
11 α← ALPHAB(φ′, sp).
12 else if β ≤ pb + pd then
13 φ′ ← DEATH (φ).
14 sp ← −J(φ′, γ).
15 α← ALPHAD(φ′, sp).
16 else
17 φ′ ← UPDATE (φ).
18 sp ← −J(φ′, γ).
19 α← ALPHAU (φ′, sp).
20 end
21 µ← RAND (0, 1).
22 if µ < α then
23 φ← φ′, sc ← sp.
24 if sc > smax then
25 smax ← sc, φopt ← φ.
26 end
27 end
28 end
29 T ← ρT .
30 end
31 end
Algorithm 1: Trans-dimensional simulated annealing for de-
termining the optimal camera configuration. The subroutines
are discussed in Section V-B3.
VI. EVALUATION
The generalized framework and the proposed TDSA algo-
rithm are evaluated in a number of ways. First we compare
TDSA with the BIP method of Erdem and Sclaroff [4], the
Greedy algorithm of Zhao et al. [6] and the Dual Sampling
algorithm introduced by Horster and Lienhart [5]. Then we
test the robustness of the algorithm when a number of critical
parameters are varied. These parameters include the cooling
coefficient ρ, the penalty coefficient γ, and the chain length
l. Last, to demonstrate the practicality and versatility of our
method, we present 3 typical usage scenarios.
Coverable Area
Holes
Cam. Coverage 
Cam. Loc. 
Loc. Sample 
(a) Floorplan A
Coverable Area
Holes
Cam. Coverage 
Cam. Loc. 
Loc. Sample 
(b) Floorplan B
Fig. 1: Floorplans used in the experiments. Floorplan A (638 ×
616px2) is adopted from [4] and floorplan B (804 × 733px2)
is modified from a real floorplan of a university building. Both
floorplans consist of only polygonal areas and holes. The crosses
are the location samples where cameras can be placed.
The environmental we used in these experiments are two 2D
floorplans as shown in Figure 1. Floorplan A (638× 616px2)
is adopted from [4] and the floorplan B (804 × 733px2) is a
modification of a real floorplan of an university building. The
actual size of the area shown in floorplan A is unavailable, but
to keep it consistent with floorplan B, each meter is equivalent
to 19 pixels on both floorplans, meaning that the floorplan
A has a real size of 33.6 × 32.4m2 and floorplan B has a
real size of 42.3 × 38.6m2. Both of the floorplans consist
of only polygonal areas where camera coverage is possible
and holes (cavities) where camera viewing frustum is blocked
completely or partially.
The separation between camera location samples were 90,
60, and 30 pixels in both x and y directions for the experiments
respectively. Two types of cameras were tested: omni-direction
cameras with 360◦ field of view (FoV) and static perspective
cameras with the following intrinsic parameter: focal length
fx = fy = 800px, κ = 0, principal point (x0, y0) =
(352, 278), which is the center of the images captured by the
camera. This perspective camera has a horizontal FoV of 47.5◦
and vertical FoV of 39.6◦. Both types of cameras are assumed
to be able to see objects less than 10 meters (equivalently
dmax = 190px) away from the camera center. The need for this
variable has been discussed in Section III-C. The orientation
(panning angle) of the perspective camera is sampled every
10◦ and the tilting angle is sampled every 5◦. All cameras
have the same height of 4 meters above the ground. The
experimental setups are summarized in Table I. Note that in
Table I we listed the number of candidate cameras which is a
result of discretization of parameters and this number increases
exponentially as the frequency of sampling of the potential
camera locations increases. As will be shown in Section VI-A,
the increase in sampling frequency generally leads to better
results.
A. Comparison with Alternative Algorithms
A relatively simple task has been chosen to evaluated
the proposed algorithm against existing camera placement
algorithms: Given a 2D map of an area (floorplan A 1(a) or
floorplan B 1(b)) and the camera specifications, the goal is
to compute the configuration that uses the least number of
cameras and achieve a desired total coverage of 100%. This
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TABLE I: Different setups used in all the experiments.
Floorplan Cam Model & FoV Cam. loc. sep (px) Orient. sep Tilt. sep dmin, dmax (px) Num. candi
1 A Omni., 360◦ 90 NA NA 190, 0 31
2 A Omni., 360◦ 60 NA NA 190, 0 79
3 A Omni., 360◦ 30 NA NA 190, 0 317
4 A Pers., (47.5◦, 39.6◦) 90 0◦ : 10◦ : 350◦ 0◦ : 5◦ : 55◦ 190, NA 13392
5 A Pers., (47.5◦, 39.6◦) 60 0◦ : 10◦ : 350◦ 0◦ : 5◦ : 55◦ 190, NA 34128
6 A Pers., (47.5◦, 39.6◦) 30 0◦ : 10◦ : 350◦ 0◦ : 5◦ : 55◦ 190, NA 136944
7 B Omni., 360◦ 90 NA NA 190, 0 40
8 B Omni., 360◦ 60 NA NA 190, 0 100
9 B Omni., 360◦ 30 NA NA 190, 0 375
10 B Pers., (47.5◦, 39.6◦) 90 0◦ : 10◦ : 350◦ 0◦ : 5◦ : 55◦ 190, NA 17280
11 B Pers., (47.5◦, 39.6◦) 60 0◦ : 10◦ : 350◦ 0◦ : 5◦ : 55◦ 190, NA 43200
12 B Pers., (47.5◦, 39.6◦) 30 0◦ : 10◦ : 350◦ 0◦ : 5◦ : 55◦ 190, NA 162000
Notes: Each setup is a combination of a specific floorplan (A or B), a specific type of camera (omnidirectional or perspective), a specific camera location
separation. i.e. the separation between each valid location where a camera can be placed. For perspective cameras, it also includes the range and increment
of camera orientation and tilt angles in the form of a : b : c, where a is the minimum angle, b is increment and c is the maximum angle. Each combination
has a resultant pool of candidate cameras from which an optimal subset is to be selected to achieve user specified tasks. The size of the candidate pool is
listed as the last column of the table.
(a) Setup 1 Erdem06, 9 cameras (b) Setup 1 TDSA, 9 cameras
(c) Setup 1 Horster09, 10 cameras (d) Setup 1 Zhao09, 11 cameras
Fig. 2: Camera configurations computed by all 4 methods using Setup
1. The darkness of a region indicates the number of overlapped
camera coverage for the region.
objective is defined in Section IV-A.
A series of experiments were conducted using floorplan A
and B to evaluate the performance of the proposed approach
against the alternative approaches: Erdem06 [4], Zhao09 [6]
and Horster09 [5] under different setups shown in Table I.
The results are plotted in Figure 3(a) and Figure 3(b) and
the computed placements strategies of Setup 1 are shown in
Figure 3.
The Matlab implementation of BIP (used in Erdem06) uses
a branch and bound algorithm which in the worst case scenario
will visit all the possible combinations. This is reflected in our
experiments. For floorplan A, BIP was only able to cope with
Setup 1, but for floorplan B it was able to find a solution for
Setup 8, even though the search space for Setup 2 is smaller
than that of Setup 8. Further, BIP was not able to find solutions
for all the setups that involve static perspective cameras, as the
two extra degrees of freedom, pan and tilt, have significantly
inflated the search spaces to beyond the capability of BIP. The
proposed approach, on the other hand, took a few hours for
each experiment despite the rapid growth of search space size
from Setup 1-6, 7-12. Example computational times can be
found in Section VI-B1 and Section VI-B2.
It can be seen from Figure 2(a) and 2(b) that results
produced by both Erdem06 and TDSA contain the same
number of cameras, meaning an optimal solution has been
found by TDSA. Comparing the proposed approach with the
other 2 heuristics in Figure 2, it is evident that the results of
Horster09 and Zhao09 are more cluttered due to higher camera
counts. The same conclusion can be drawn by inspecting the
two summary plots in Figure 3(a) and Figure 3(b), where the
number of cameras used to cover each floorplan computed by
all 4 methods are plotted.
For the simple setups, i.e. Setup 1-3 and 7-9, increasing the
sampling frequency of candidate camera locations does not
alter the results significantly. However it is not the same for
those more complex cases (Setups 4-6, 10-12). There exists a
clear downward trend: as the discrete problem space coverages
towards a continuous space, the number of cameras needed
to achieve the same goal decreases. This implies that using
a generous sampling frequency to reduce problem space for
linear programming based approaches will produce an optimal
solution for that sampled set but the solution is not globally
optimal. In some other experiments, we also observed that
setups with 90px camera separation may occasionally lead
to better results than those with 60px separation. The reason
behind this is that the search spaces of 90px separation setups
are not subsets of the search spaces of 60px separation setups
and there may exist better solutions that are not contained in
the sampled set of 60px separation setups. However, when the
separation further decreases to 30px, the search space contains
that of 60px and 90px separations and the results are always
equal if not better.
B. Varying Input Parameters
1) Cooling Coefficient ρ: Another set of experiments
were conducted to examine the performance of the proposed
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Fig. 3: Number of cameras needed to cover floorplan A (Setup 1 to 6) and floorplan B (Setup 7 to 12). Note that Erdem06 was not able to
produce results for most of them since the large search spaces could not be handled by BIP.
TDSA algorithm for values of the cooling coefficient ρ ∈
{0.9, ..., 0.999} using Setup 1 to 6 presented in Table I. The
statistics are summarized in Figure 4. Since cooling coefficient
is ideally approaching 1 but never equals to 1, we plotted 1−ρ
on the horizontal axis.
It can be seen for Figure 4 that the number of optimal
cameras decreases as the coefficient of the cooling schedule
increases from 0.9 to 0.999 (i.e. 1− ρ decreases from 0.1 to
0.0001). The better performance in the number of cameras is
due to the nature of simulated annealing based algorithms:
A smaller coefficient leads to rapid jumps in temperature
which means that there is a much higher chance of missing
valleys that may contain good near-optima. Therefore there is
a higher probability of missing the near-optimal solutions for
systems with rapid temperature decrements. On the other hand,
a slow schedule (larger cooling coefficient) leads to better near-
optimal solutions at the cost of longer processing time, as
shown in Figure 4(b). For the experiments conducted, there is
a clear downward trend that starts from ρ = 0.9 to 0.999 and
it can also be seen that while the trend is evident from 0.9 to
0.99, it is not so when the temperature decrement took even
finer steps. This implies for all the setups considered, ρ = 0.99
is sufficient. However, as the problem becomes more complex,
a larger ρ may need to be chosen.
2) Chain Length l: Another important parameter that we
explored is the chain length, which is critical in affecting
the execution time of the algorithm. These experiments were
conducted using Setup 1-6 as outlined in Table I. It can be
seen from Figure 5 that for Setup 1-3 there is no change of
the number of cameras as chain length varied. However, for the
more complex cases where perspective cameras are used, there
is a clear trend that the number of cameras computed decreases
as the chain length increases until 20000 and then the curve
becomes flat. This indicates that for each Markov chain, 20000
samples are sufficient to ensure that chains are able to reached
their equilibrium states and additional samples will not alter
the statistical behavior of the chains. Therefore for all other
experiments, we used chain length of 20000, even though it
may be redundant for the relatively simple cases (Setup 1-3,
7-9). Figure 5(b) shows that the computational time linearly
increases with the chain length, as the computation per sample
is roughly constant.
3) Penalty Coefficient γ: Last we evaluate the algorithm
as the penalty coefficient γ varies from 0.1 to 0.99. These
experiments were conducted using Setup 1-6 as outlined in
Table I. Figure 6(b) shows that as the penalty coefficient
decreases, the coverage converges to 100%, which is the
user’s request but the number of cameras increases at the
same time. The reason is that the first term in Equation (12)
has a minimum when the configuration can fully satisfy the
user’s requirement, and the penalty term then selects the
configuration that has the least number of cameras only when
the penalty term is small enough to be regarded as negligible
compared to the value of the first term. When the penalty
coefficient is relatively large however, it starts to override the
preferred behavior of the objective function and the smaller
camera count is now more important than fully achieving the
user requirement. It can be seen that when a small γ was
used, such as 10−5, the computed coverage can be as close
as 99.99%, which clearly will not impact real deployments. In
addition, these close near-optima tend to omit a few spots that
do not bring much gain to the objective function values but
require additional cameras. In practice this may be a desirable
feature. The degree to which the function trades off coverage to
number of cameras is controlled by the value of γ. This is also
the reason that TDSA slightly outperforms BIP in Figure 3(b).
VII. USAGE SCENARIOS
In Section VI, all experiments presented were done to find
the optimal strategy to achieve a 100% floor coverage. In this
section we show that our approach can be applied to many
other versatile scenarios to assist the design of new camera
networks as well as re-planning for current networks.
A. Critical Area Coverage
Shown in Figure 7(a) is a modified version of floorplan A
(Figure 1(a)). The difference between the two is the addition
of a number of critical regions that are to be covered by at
least two cameras. The total area, as usual, is required to be
covered 100%. The likelihood function for this scenario is
objective 2 defined in Section IV-B. The camera model used
in this example is a 2D version of the PTZ camera, where
the intersection between the camera’s viewing frustum and
the floor is modeled as a circular sector with central angle of
120◦. The resultant placement strategy is shown in Figure 7(b)
and the total number of cameras used is 27. Although the true
optimal strategy was not computable using Erdem06, TDSA
offers a valid solution where the whole area is covered by at
least one camera and those critical regions are fully covered
by at least 2 cameras, as shown in Figure 7(b).
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Fig. 4: (a) Number of cameras needed and 4(b)computation time for covering floorplan A to 100% using different cooling coefficient. Note
1− ρ is plot in log scale on the horizontal axis.
0 2 4 6 8 10
x 10
4
0
10
20
30
40
50
60
70
80
Chain length
   
 N
um
be
r o
f c
am
er
as
 
 
Setup 1 − omni., 30 loc. sep.
Setup 2 − omni., 60 loc. sep.
Setup 3 − omni., 90 loc. sep.
Setup 4 − pers., 30 loc. sep.
Setup 5 − pers., 60 loc. sep.
Setup 6 − pers., 90 loc. sep.
(a)
0 2 4 6 8 10
x 104
0
1
2
3
4
5
6
7x 10
4
Chain length
Co
m
pu
ta
tio
n 
tim
e 
(s)
 
 
Setup 1 − omni., 30 loc. sep.
Setup 2 − omni., 60 loc. sep.
Setup 3 − omni., 90 loc. sep.
Setup 4 − pers., 30 loc. sep.
Setup 5 − pers., 60 loc. sep.
Setup 6 − pers., 90 loc. sep.
(b)
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Fig. 7: Optimal placement strategy with critical regions covered by
at least 2 cameras and other area covered by at least 1 camera.
B. Face Detection Potential
In this case, we implement objective 3 (Section IV-C):
find the minimum number of cameras to achieve a face
detection rate of 100%. In computing the face detection rate
(Equation 10), we kept the required face size as a variable to
be explored. The cameras used are static perspective cameras
identical to those used in Setup 4, except that dmax is not
relevant in this case, since if a person is too far away, their
face will be too small when projected onto the cameras. The
specifications of the camera in Setup 4 are the specifications of
the cameras that are currently installed in the environment of
floorplan B, and these are used in this experiment. To compute
FDR (Equation 10), we employed the publicly available bio-
metric database [27] which contains 154 tracked individuals
walking in this environment. These 154 tracked trajectories
were used as inputs to compute FDR which in turn was used
to compute the likelihood of a candidate camera configuration.
The detailed process can be found in Section IV-C. We
computed the optimal strategies for required face sizes q that
varied between 100px to 3600px and the results are shown in
Figure 8.
From Figure 8(a), it can be seen that to ensure all subjects
are detected when the required face size is 100px, only two
cameras are needed. As the required face size increases,
the number of cameras needed increases. More importantly,
because the cameras are mounted on the ceiling, they have to
have large tilting angle, e.g. 50◦ in Figure 8(b) and Figure 8(c),
so that subjects very close to the cameras can be imaged.
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Fig. 8: Optimal placement strategy for 100% face detection rate under different face size requirements. Each camera’s location and orientation
is indicated as a vector above the ground (colored in green). The arrow of the vector indicates the camera orientation and the starting vertex
indicates location. The vectors drawn on the floorplan (colored in blue) are the projections of those 3D vectors on the ground. These
projections provide an more intuitive illustration of the camera locations and orientations with respect to the 2D floorplan.
Further, as shown in the summary plot Figure 8(d), 36 cameras
are needed to ensure all subjects are captured with face size
of 3500px. With the proposed techniques, camera network
planners can specify the desired face size, making applications
such as criminal detection much more efficient.
C. Re-planning Existing Camera Network
In this example, we use the proposed approach to re-plan the
8 existing static perspective cameras shown in the illustrative
diagram of Figure 5. These 8 cameras have already been
installed on the ceiling of the main hall of an University
building (floorplan B) and we try to find a more effective
configuration for them. A number of restrictions has to be
considered. First, as rewiring cost is very high, the camera
must be at their original locations. On the other hand, the
relative cost of turning the panning and tilting angles is low,
which means there is still room for optimization. Furthermore,
the current system is capable of monitoring the three entrances
to the building and the new configuration must preserve
this capability. Last, the optimal configuration is defined as
the configuration that offers the maximum amount of floor
coverage given all the above constraints.
These requirements can easily be accommodated by the
proposed approach. First we restrict the move type to include
only the update move through associating zero probabilities to
the birth and death moves, i.e. pb = pd = 0. Second, the initial
state of the Markov chains is set to the current configuration
and location changes are prevented through assigning zero
standard deviation to the random walk used to update the
locations in the update move. Last the likelihood function
defined in Section IV-B is employed to ensure the coverage of
the entrances (i.e. critical areas that require 1 camera coverage)
and maximizing the coverage.
Figure 9 shows the resultant configuration. Although a
comparative statistic is not available but it can be seen that
much more floor area is covered while all the 3 entries are
also monitored.
VIII. CONCLUSION
In this paper, an approach to the problem of selection of
optimal camera configurations in multi-camera systems has
been presented. This is an important issue as it would influence
significantly the subsequent design of image processing algo-
rithm for a particular application using the multi-camera sys-
tem. We offer a solution that is much more versatile than the
current available solutions. The proposed approach includes a
generalized statistical formulation of the problem, taking into
account a set of user constraints, the number of cameras and
the parameters of the cameras. A trans-dimensional simulated
annealing algorithm has been designed to compute the optimal
configuration.
The approach has a number of advantages over the al-
ternatives. First, it is able to locate good near-optima even
when the problem space is large. Results show that similar
performance to the optimal BIP solution can be obtained in
small scale problems. Comparing to the other two heuristics
designed to cope with larger scale problems [5], [6] that BIP
cannot handle, the configuration computed by the proposed
approach requiring fewer cameras than [5] and [6]. Second,
our approach is more versatile as along as an appropriate
likelihood function can be defined. In this paper, the proposed
approach has been shown to deal with 4 different user require-
ments including coverage of floor, coverage of critical areas,
detection of faces and re-planing for existing infrastructure.
TDSA is computationally intensive as time taken for our
complex experiments took a few hours. It depends on the
choice of cooling schedule, chain length and more importantly
how close the solution must be to optimal. By definition
the camera planing problem is off-line, so the processing
time taken by TDSA does not present a concern for us.
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(a) Existing layout (b) New layout
Fig. 9: Re-plan the existing camera networks to optimize their utility. The existing layout 9(a) is an illustration only and the new layout 9(b)
is exact.
Furthermore, if we exploit the parallel processing architecture
that exists in modern processor, significant improvement in
processing time may be feasible.
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