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a b s t r a c t
A class of nonautonomous neural networks with time-varying delays and reaction-
diffusion terms is considered. Bymeans of Lyapunov functionals and differential inequality
techniques, criteria on global exponential stability of this model with the Neumann
boundary conditions and the Dirichlet boundary conditions are derived, respectively. The
results of this paper are new and they improve and generalize previously known results.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the recent years, various neural network models have been extensively investigated and successfully applied to signal
processing, image processing, pattern classification, etc. As is well known, in the electronic implementation of analog
neural networks, the delays occur in the communication and response of neurons owing to the finite switching speed
of amplifies [1]. The exponential stability of neural networks with delay have been studied widely in [2–5]. However,
strictly speaking, diffusion effects cannot be avoided in the neural networks when electrons are moving in asymmetric
electromagnetic fields. So wemust consider that the activations vary in space as well as in time. The stability of autonomous
or periodic neural networks with reaction-diffusion terms have attracted the attention of researchers recently in [6–10].
However, the dynamic analysis of non-autonomous neural networks with reaction-diffusion terms have not yet been fully
developed. Yang and Xu [11] have considered the global stability for non-autonomous neural networks with reaction-
diffusion terms. On the other hand, the research, except [6] mostly focuses on neural networks with Neuman boundary
conditions. In this paper, the global exponential stability for a non-autonomous reaction-diffusion neural networks with
Neumann boundary conditions and Dirichlet boundary conditions is considered in Sections 2 and 3, respectively. The results
in this paper improve and generalize previously known results in [6,8,10,11]. The work will have significant a impact on the
design and application of global exponentially stable neural networks with delays and diffusion terms.
The purpose of this paper is to study the stability of the following reaction-diffusion recurrent neural networks with
variable coefficients and several time-varying delays:
∂ui(t, x)
∂t
=
m∑
k=1
∂
∂xk
(
aik(t, x, u)
∂ui(t, x)
∂xk
)
− bi(t)ui(t, x)+
n∑
j=1
cij(t)fj(uj(t, x))
+
n∑
j=1
dij(t)gj(uj(t − τij(t), x))+ Ii(t), (t, x) ∈ [0,∞)×Ω, i = 1, 2, . . . , n, (1.1)
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where x = (x1, x2, . . . , xm)T ∈ Ω ⊂ Rm, Ω =
{
x = (x1, x2, . . . , xm)T
∣∣ |xi| < li, i = 1, 2, . . . ,m} is a bounded
compact set with smooth boundary ∂Ω and mesΩ > 0 in space Rm (li is a positive constant); u(t, x) = (u1(t, x),
u2(t, x), . . . , un(t, x))T ∈ Rn and ui(t, x) is the state of the ith unit at time t and in space x. For i, j = 1, 2, . . . , n; k =
1, 2, . . . ,m, aik ∈ C(R+ × Ω × Rn, R+) represents the transmission diffusion operator along the ith unit; bi ∈ C(R+, R+)
represents the rate with which the ith unit will reset its potential to the resting state in isolation when disconnected from
the networks and external inputs; cij ∈ C(R+, R) denotes the strength of the jth unit on the ith unit at time t; dij ∈ C(R+, R)
denotes the strength of the jth unit on the ith unit caused by delay; τij(t) ∈ [0, τ ] corresponds to the transmission delay
along the axon of the jth unit from the ith unit; fj ∈ C(R, R) denotes the activation function of the jth unit; gj denotes the
activation function of the jth unit caused by delays. Ii(t) is the external bias on the ith unit at time t .
Let L2(Ω) be the space of real functions onΩ which are L2 for the Lebesgue measure. It is a Banach space for the norm
‖f ‖2 =
(∫
Ω
f 2(x)dx
) 1
2
, f ∈ L2(Ω).
Let
C = C([−τ , 0] ×Ω, R) = {f : [−τ , 0] ×Ω → R|f (·, x) is continuous on [−τ , 0] and f (t, ·) ∈ L2(Ω)} ,
which is a Banach space for the norm
‖f ‖τ = sup
−τ≤t≤0
‖f (t, ·)‖2, f ∈ C
and
Cˆ = C([−τ , 0] ×Ω, Rn) =
{
fˆ = (f1, f2, . . . , fn)T|fi ∈ C, i = 1, 2, . . . , n
}
,
which is a Banach space for the norm
‖fˆ ‖nτ =
n∑
i=1
‖fi‖τ , fˆ = (f1, f2, . . . , fn)T ∈ Cˆ .
Define
R+ = [0,∞), a+(t) = max{0, a(t)}, a−(t) = min{0, a(t)},
where a(t) is a continuous function.
We assume that (1.1) is with the following initial conditions
ui(t, x) = φi(t, x), for (t, x) ∈ [−τ , 0] ×Ω, i = 1, 2, . . . , n, (1.2)
where φi ∈ C .
For any ψ, ψ¯ ∈ Cˆ , we denote the solutions of (1.1)–(1.2) with φi = ψi and φi = ψ¯i as u(t, x, ψ) = (u1(t, x, ψ),
u2(t, x, ψ), . . . , un(t, x, ψ))T and u(t, x, ψ¯) = (u1(t, x, ψ¯), u2(t, x, ψ¯), . . . , un(t, x, ψ¯))T, respectively.
We define
ut(x, φ) = u(t + s, x, φ), s ∈ [−τ , 0], t ≥ 0,
thus, we have ut(x, φ) ∈ Cˆ , for any t ≥ 0.
For convenience, the following conditions for (1.1) are listed.
(H1) For i, j = 1, 2, . . . , n, cij and dij are bounded;
(H2) There are positive constants Fi and Gi, i = 1, 2, . . . , n, such that
|fi(u)− fi(v)| ≤ Fi|u− v|, |gi(u)− gi(v)| ≤ Gi|u− v|;
According to [15], the assumptions of existence and uniqueness results are satisfied for problems of Neumann boundary-
initial value and Dirichlet boundary-initial value under assumptions (H1) and (H2).
Definition 1.1. A solution u∗(t, x) = (u∗1(t, x), u∗2(t, x), . . . , u∗n(t, x))T of (1.1)–(1.2) with φi = ϕi, i = 1, 2, . . . , n, is
said to be globally exponentially stable, if there exist constants α and M ≥ 1 such that for any solution u(t, x) =
(u1(t, x), u2(t, x), . . . , un(t, x))T of (1.1)–(1.2) with φi = ψi, i = 1, 2, . . . , n,
‖ui(t, ·)− u∗i (t, ·)‖2 ≤ M‖ϕ − ψ‖nτe−αt , i = 1, 2, . . . , n, t ≥ 0.
Definition 1.2. Let u(t, x) = (u1(t, x), u2(t, x), . . . , un(t, x))T and u¯(t, x) = (u¯1(t, x), u¯2(t, x), . . . , u¯n(t, x))T be two
solutions of (1.1)–(1.2) with φ = ϕ and φ = ψ , respectively, where ϕ and ψ ∈ Cˆ . If there exist α > 0 and M > 1,
which are independent on u and u¯, such that for all t > 0
‖ui(t, ·)− u¯i(t, ·)‖2 ≤ M‖ϕ − ψ‖nτe−αt , i = 1, 2, . . . , n.
Then (1.1) is said to be globally exponentially stable.
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2. Lemmas
Assume V (t) = (V1(t), V2(t), . . . , Vn(t))T is a nonnegative vector function. Let Vt = (V1t , V2t , . . . , Vnt)T ∈ Cˆ , where
Vit = Vi(t + s), s ∈ [−τ , 0], t ≥ 0. Then the following lemma can be given.
Lemma 2.1. Assume (H1) and (H2) hold and
(H3) There exist positive constants pi (i = 1, 2, . . . , n) and σ , such that
pibi(t)−
n∑
j=1
pjc+ij (t)Fj −
n∑
j=1
pjd+ij (t)Gj > σ > 0, for t > 0, i = 1, 2, . . . , n.
(H4) (V1(t), V2(t), . . . , Vn(t))T satisfies
D−Vi(t) ≤ −bi(t)Vi(t)+
n∑
j=1
c+ij (t)FjVj(t)+
n∑
j=1
d+ij (t)Gj‖Vjt‖τ , i = 1, 2, . . . , n. (2.1)
Then there exists a positive constant L such that
Vi(t) ≤ L
n∑
i=1
‖Vi0‖τe−λ∗t , for t ≥ 0, i = 1, 2, . . . , n,
where
λ∗ = inf
t≥0
{
λ(t) > 0 : λ(t)−
[
bi(t)− 1pi
n∑
j=1
pjFjc+ij (t)
]
+ 1
pi
n∑
j=1
pjGjd+ij (t)e
λ(t)τ = 0
}
> 0. (2.2)
Proof. From [13, Lemma 4.1], λ∗ > 0 is uniquely existed. Choose a positive constant θ such that min{pi, 1 ≤ i ≤ n}
θ > 1. Let
Γi(t) = 1pi Vi(t), Υ (t) = θ
n∑
l=1
‖Vl0‖τe−λ∗t , i = 1, 2, . . . , n. (2.3)
Then for all t ∈ [−τ , 0] and γ > 1, we have
γΥ (t) = γ θ
n∑
l=1
‖Vl0‖τe−λ∗t > Γi(t).
In the following we will prove that
Γi(t) < γΥ (t), for all t ∈ (0,∞), i = 1, 2, . . . , n. (2.4)
For the sake of contradiction, assume that there exist i ∈ {1, 2, . . . , n} and t¯ > 0 such that
Γi(t¯) = γΥ (t¯) and Γj(t) < γΥ (t), for t ∈ [0, t¯), j = 1, 2, . . . , n. (2.5)
So
1
pi
Vi(t¯) = γΥ (t¯) and 1piD
−Vi(t¯) > γΥ ′(t¯). (2.6)
Noting that (2.1), (2.5) and
‖Vjt¯‖τ = pj sup−τ≤θ≤0
1
pj
Vj(t¯ + θ) ≤ pj sup
−τ≤θ≤0
γΥ (t¯ + θ) ≤ γ pjΥ (t¯ − τ),
we have
1
pi
D−Vi(t¯)− γΥ ′(t¯) ≤ 1pi
[
−bi(t¯)Vi(t¯)+
n∑
j=1
pjc+ij (t¯)Fj
1
pj
Vj(t¯)+
n∑
j=1
d+ij (t¯)Gj‖Vjt¯‖τ
]
+ γ λ∗Υ (t¯)
≤ −γ bi(t¯)Υ (t¯)+
n∑
j=1
pj
pi
γ c+ij (t¯)FjΥ (t¯)+
n∑
j=1
γ
pj
pi
d+ij (t¯)GjΥ (t¯ − τ)+ γ λ∗Υ (t¯)
≤ γΥ (t¯)
[
−bi(t¯)+
n∑
j=1
pj
pi
c+ij (t¯)Fj +
n∑
j=1
pj
pi
d+ij (t¯)Gje
λ∗τ + λ∗
]
< 0,
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which is a contradiction with (2.6). So (2.4) holds. Letting γ → 1+ in (2.4), we have
Γi(t) ≤ Υ (t), for all t ∈ [0,∞), and i = 1, 2, . . . , n.
So 1pi Vi(t) ≤ Υ (t) for all t ∈ [0,∞), i = 1, 2, . . . , n. Let L = max1≤i≤n{θpi}, then
Vi(t) ≤ L
n∑
i=1
‖Vi0‖τe−λ∗t , for t ≥ 0 and i = 1, 2, . . . , n.
The proof of Lemma 2.1 is complete. 
To discuss global exponential stability of (1.1) with Dirichlet boundary conditions, we need the following Lemma 2.2.
Lemma 2.2 ([6]). Assume h(x) is a real-valued function belonging to C1(Ω) which vanish on the boundary ∂Ω of Ω ,
i.e., h(x)|∂Ω = 0. Then∫
Ω
h2(x)dx ≤ l2i
∫
Ω
∣∣∣∣ ∂h∂xi
∣∣∣∣2 dx.
3. Exponential stability of (1.1)with Neumann boundary conditions
In this section, let
∂ui(t, x)
∂n
=
(
∂ui(t, x)
∂x1
,
∂ui(t, x)
∂x2
, . . . ,
∂ui(t, x)
∂xm
)T
= 0, (t, x) ∈ [−τ ,∞)× ∂Ω, i = 1, 2, . . . , n. (3.1)
Assume u∗(t) is a solution of the following system
dui(t)
dt
= −bi(t)ui +
n∑
j=1
cij(t)fj(uj)+
n∑
j=1
dij(t)gj(uj(t − τij(t)))+ Ii(t),
ui(t) = φ∗i (t), t ∈ [−τ , 0], i = 1, 2, . . . , n,
where φ∗i ∈ C([−τ , 0], R). From [12] and (H1)–(H2), u∗ uniquely exists on [−τ ,∞). Obviously, u∗(t) is also a solution of
(1.1)–(1.2) with φi = φ∗i , i = 1, 2, . . . , n and the Neumann boundary conditions (3.1).
Theorem 3.1. Assume (H1)–(H3) hold. Then the solution u∗(t) of (1.1)–(1.2) with φ = φ∗ is globally exponentially stable.
Proof. Let u(t, x) = (u1(t, x), u2(t, x), . . . , un(t, x))T be a solution of (1.1)–(1.2) with φi = ϕi, ϕi ∈ C, i = 1, 2, . . . , n. Let
zi(t, x) = ui(t, x)− u∗i (t), i = 1, 2, . . . , n.
Then by (1.1), we have
∂zi(t, x)
∂t
=
m∑
k=1
∂
∂xk
(
aik(t, x, u)
∂zi(t, x)
∂xk
)
− bi(t)zi(t, x)+
n∑
j=1
cij(t)[fj(uj(t, x))− fj(u∗j (t))]
+
n∑
j=1
dij(t)[gj(uj(t − τij(t), x))− gj(u∗j (t − τij(t)))]. (3.2)
Multiply both sides of (3.2) by 2zi(t, x) and integrate, then∫
Ω
∂z2i (t, x)
∂t
dx = 2
∫
Ω
m∑
k=1
zi(t, x)
∂
∂xk
(
aik(t, x, u)
∂zi(t, x)
∂xk
)
dx− 2
∫
Ω
bi(t)z2i (t, x)dx
+ 2
n∑
j=1
cij(t)
∫
Ω
zi(t, x)
[
fj(uj(t, x))− fj(u∗j (t))
]
dx
+ 2
n∑
j=1
dij(t)
∫
Ω
zi(t, x)
[
gj(uj(t − τij(t), x))− gj(u∗j (t − τij(t)))
]
dx. (3.3)
From (3.1) and Green’s formula in [15], we have∫
Ω
m∑
k=1
zi(t, x)
∂
∂xk
(
aik(t, x, u)
∂zi(t, x)
∂xk
)
dx = −
m∑
k=1
∫
Ω
aik(t, x, u)
(
∂zi(t, x)
∂xk
)2
dx. (3.4)
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From (H2), (3.3) and (3.4), we have
∂
∂t
∫
Ω
z2i (t, x)dx ≤ −2bi(t)
∫
Ω
z2i (t, x)dx+ 2
n∑
j=1
c+ij (t)Fj
∫
Ω
|zi(t, x)zj(t, x)|dx
+ 2
n∑
j=1
d+ij (t)Gj
∫
Ω
|zi(t, x)zj(t − τij(t), x)|dx. (3.5)
From (3.5) and Hölder inequality, we have
∂
∂t
∫
Ω
z2i (t, x)dx ≤ −2bi(t)
∫
Ω
z2i (t, x)dx+ 2
n∑
j=1
c+ij (t)Fj
(∫
Ω
z2i (t, x)dx
) 1
2
(∫
Ω
z2j (t, x)dx
) 1
2
+ 2
n∑
j=1
d+ij (t)Gj
(∫
Ω
z2i (t, x)dx
) 1
2
(∫
Ω
z2j (t − τij(t), x)dx
) 1
2
. (3.6)
From (3.6) and noting ‖zi(t, ·)‖2 = (
∫
Ω
z2i (t, x)dx)
1
2 , we have
∂
∂t
‖zi(t, ·)‖2 ≤ −bi(t)‖zi(t, ·)‖2 +
n∑
j=1
c+ij (t)Fj‖zj(t, ·)‖2 +
n∑
j=1
d+ij (t)Gj‖zj(t − τij(t), ·)‖2.
Let Vi(t) = ‖zi(t, ·)‖2. From above inequality, we have
d
dt
Vi(t) ≤ −bi(t)Vi(t)+
n∑
j=1
c+ij (t)FjVj(t)+
n∑
j=1
d+ij (t)Gj‖Vjt‖τ . (3.7)
From Lemma 2.1 and (3.7), we have
Vi(t) ≤ L
n∑
i=1
‖Vi0‖τe−λ∗τ ,
i.e.
‖ui(t, ·)− u∗i (t)‖2 ≤ L‖ϕ − φ∗‖nτe−λ
∗τ . (3.8)
The proof of Theorem 3.1 is complete. 
Remark 3.1. In [8], to guarantee the exponential stability of the equilibriumpoint of (1.1), (H2) and the following conditions
are needed:
(H01) bi(t) ≡ bi, cij(t) ≡ 0, dij(t) ≡ dij, Ii(t) ≡ Ii, i, j = 1, 2, . . . ,where bi, dij, Ii are constants;
(H02) B− D+G is anM-matrix, where B = diag(b1, b2, . . . , bn), G = diag(G1,G2, . . . ,Gn), D+ = (|dij|)n×n.
From [14], (H02)means that there exist vector P = (p1, p2, . . . , pn)T, pi > 0 such that (B − D+G)P > 0. So Theorem 3.1
improves and generalizes the main results in [8].
Theorem 3.2. Assume (H1)–(H3) hold. Then (1.1) with aik(t, x, u) ≡ aik(t, x) is global exponential stability.
Proof. Let u(t, x) = (u1(t, x), u2(t, x), . . . , un(t, x))T and v(t, x) = (v1(t, x), v2(t, x), . . . , vn(t, x))T be two solution of
(1.1)–(1.2) with φi = ϕi and φi = ψi, i = 1, 2, . . . , n, respectively. Let
Wi(t, x) = ui(t, x)− vi(t, x).
Then by (1.1), we have
∂Wi(t, x)
∂t
=
m∑
k=1
∂
∂xk
(
aik(t, x)
∂Wi(t, x)
∂xk
)
− bi(t)Wi(t, x)+
n∑
j=1
cij(t)
[
fj(uj(t, x))− fj(vj(t, x))
]
+
n∑
j=1
dij(t)
[
gj(uj(t − τij(t), x))− gj(vj(t − τij(t), x))
]
.
Then the rest of the proof is similar to the analysis in Theorem 3.1. So we omit it. The proof of Theorem 3.2 is complete. 
Remark 3.2. The exponential stability of (1.1) is considered in [10]. However, the key Eq. (3) in [10] is incorrect. So themain
results in [10] have to be suspected.
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Remark 3.3. (1.1) with aik(t, x, u) ≡ aik(t, x) and cij(t) ≡ 0 is considered in [11]. To guarantee the global exponential
stability of (1.1), (H1), (H2) and the following conditions are needed.
(Hˆ3) There exist continuous function hi(t) > 0 and constants bˆi > 0, dˆij ≥ 0, Iˆi ≥ 0 such that
bi(t) ≥ bˆihi(t), |dij(t)| ≤ dˆijhi(t), |Ii(t)| ≤ Iˆihi(t), i, j = 1, 2, . . . , n.
(Hˆ4) Bˆ− DˆG is anM-matrix, where Bˆ = diag{bˆ1, bˆ2, . . . , bˆn}, Dˆ = (dˆij)n×n,G = diag{G1,G2, . . . ,Gn}.
Obviously, (H3) can be deduced from (Hˆ3)(Hˆ4). So Theorem 3.2 improves and generalizes the main results in [11].
4. Exponential stability of (1.1)with Dirichlet boundary conditions
In this section, let
ui(t, x) = 0, (t, x) ∈ [−τ ,∞)× ∂Ω, i = 1, 2, . . . , n. (4.1)
Theorem 4.1. Assume (H1)(H2) hold and aik(t, x, u) ≡ aik(t, x). Furthermore,
(H˜3) There exist positive constants p˜i (i = 1, 2, . . . , n) and σ˜ , such that
p˜i
(
bi(t)+
m∑
k=1
inf
x∈Ω aik(t, x)
l2k
)
−
n∑
j=1
p˜jc+ij (t)Fj −
n∑
j=1
p˜jd+ij (t)Gj > σ˜ > 0, for t > 0, i = 1, 2, . . . , n.
Then (1.1) is global exponential stability.
Proof. Let u(t, x) = (u1(t, x), u2(t, x), . . . , un(t, x))T and v(t, x) = (v1(t, x), v2(t, x), . . . , vn(t, x))T be two solution of (1.1)
and (1.2) with φi = ϕi and φi = ψi, i = 1, 2, . . . , n, respectively. Let
z˜i(t, x) = ui(t, x)− vi(t, x), i = 1, 2, . . . , n.
Then by (1.1), we have
∂ z˜i(t, x)
∂t
=
m∑
k=1
∂
∂xk
(
aik(t, x)
∂ z˜i(t, x)
∂xk
)
− bi(t)z˜i(t, x)+
n∑
j=1
cij(t)
[
fj(uj(t, x))− fj(vj(t, x))
]
+
n∑
j=1
dij(t)
[
gj(uj(t − τij(t), x))− gj(vj(t − τij(t), x))
]
. (4.2)
By Green’s formula and Lemma 2.2, from (4.1) we have∫
Ω
m∑
k=1
z˜i(t, x)
∂
∂xk
(
aik(t, x)
∂ z˜i(t, x)
∂xk
)
dx = −
m∑
k=1
∫
Ω
aik(t, x)
(
∂ z˜i(t, x)
∂xk
)2
dx
≤ −
m∑
k=1
inf
x∈Ω aik(t, x)
l2k
∫
Ω
z˜2i (t, x)dx. (4.3)
Similar to the analysis in Theorem 3.1, from (H2), (4.2) and (4.3), we have
∂
∂t
∫
Ω
z˜2i (t, x)dx ≤ −2
(
bi(t)+
m∑
k=1
inf
x∈Ω aik(t, x)
l2k
)∫
Ω
z˜2i (t, x)dx+ 2
n∑
j=1
c+ij (t)Fj
∫
Ω
|z˜i(t, x)z˜j(t, x)|dx
+ 2
n∑
j=1
d+ij (t)Gj
∫
Ω
|z˜i(t, x)z˜j(t − τij(t), x)|dx. (4.4)
Then the rest of the proof is similar to the analysis in Theorem 3.1, so we omit it. The proof of Theorem 4.1 is complete. 
Remark 4.1. To the best of our knowledge, few authors except Lu in [6] have considered global exponential stability of
delayed reaction-diffusion neural networks with the Dirichlet boundary conditions. However, the key Eq. (11) in [6] is
incorrect.
Remark 4.2. Comparing (H3) and (H˜3), we will get that it is easier for (1.1) with the Dirichlet boundary conditions to be
global exponential stability.
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5. Conclusion
Sufficient conditions for global exponential stability have been derived for a nonautonomous reaction-diffusion delayed
neural networks with the Neumann boundary conditions and the Dirichlet boundary conditions by constructing suitable
Lyapunov functions and applying inequality techniques. The results given in Theorems 3.1, 3.2 and 4.1 can be easily checked
in practice. They improve and generalize previously known results in [6,8,10,11] and will bring convenience for those who
design and verify these neural networks.
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