Abstract. Let π be a cuspidal automorphic representation of PGL(2n) over a number field F of symplectic type, and η the quadratic idèle class character attached to a quadratic extension E/F . Guo and Jacquet conjectured a relation between the nonvanishing of L(1/2, π)L(1/2, π ⊗ η) and the nonvanishing of certain GL(n, E) periods. When n = 1, this specializes to a well known result of Waldspurger. We make a partial refinement of this conjecture for n even, and prove these conjectures under some local hypotheses using a simple relative trace formula.
One topic of recent interest is the study of how periods behave along functorial transfers (particularly among inner formsà la Gross-Prasad conjectures). The relative trace formula is an analytic tool developed for such problems. In this paper, we will apply a simple relative trace formula to show that certain periods behave as conjectured by Guo and Jacquet with respect to the Jacquet-Langlands lift under a couple of local hypotheses. We also refine the conjectural behavior in the n even case and deduce analogous local results on distinguished supercuspidal representations from our global results. These local results establish part of [PTB11, Conj 1] and [FMa, Conj 3] , which concern local root number criteria for the existence of certain local linear forms and global periods.
1.1. Background. Let E/F be a quadratic extension of number fields, and η the associated quadratic idèle class character. Let A be the adeles of F and A E the adeles of E. Let X(E : F ) denote the set of quaternion algebras D/F which contain E. Note the matrix algebra M 2 always lies in X(E : F ). For D ∈ X(E : F ), let G D = GL n (D). When D is fixed, we also write G = G D . Put G ′ = GL 2n . For each G D , at almost all places v of F , we have G Dv ∼ = G ′ v . We know, by Badulescu [Bad08] and Badulescu-Renard [BR10] , the Jacquet-Langlands transfer associates to each discrete series representation π D of G D (A) a discrete series representation π ′ of G ′ (A), such that π Dv ∼ = π ′ v for almost all v. (Strong multiplicity one for these groups means this near local equivalence condition specifies a unique π ′ for each π D , and vice versa when the inverse Jacquet-Langlands lift exists.)
All of our representations are taken to be unitary with trivial central character, and we will also assume both π D and π ′ are cuspidal.
We now describe the periods of interest. Let H = H D be the subgroup GL n (E) of G D and H ′ be the subgroup GL n × GL n of G ′ (all embeddings of these subgroups are conjugate, but we will fix embeddings in Section 2). Denote by dh and dh ′ Haar measures on H and H ′ . We say π D is H-distinguished if the linear form on π D given by P D (ϕ) =
H(F )Z(A)\H(A)
ϕ(h) dh is not identically zero. (Here Z denotes the center.) Now consider the linear forms on π ′ given by
We say that π ′ is H ′ -(resp. (H ′ , η)-) distinguished if the linear form P ′ (resp. P ′ η ) is not identically 0. These periods are intimately connected with central L-values. Specifically, we have the following consequence of a result of Friedberg and Jacquet. odd for the second part of this conjecture arises in a difference between the geometric decompositions of this trace formula in the n odd and n even case. Spectrally, the difference is related to the difference of the sign in the character identity χ πv = (−1) n χ π ′ v of the local Jacquet-Langlands correspondence. (Note there is no such distinction in the Gross-Prasad conjectures, as the relevant sign is always −1.)
It is natural to ask:
(a) if the D in (2) should be unique; (b) to what extent the converse direction should hold when n is even.
For (a), when n is odd, geometric considerations of our trace formula do not make it unreasonable to believe that the D might be unique, i.e., one has a local dichotomy principle as in the Gross-Prasad situation. In fact, the proof of local dichotomy in the orthogonal Gross-Prasad case [MW12] relies on the fact that the relevant character identity sign is always −1 (this is elementary for (SO 3 , SO 2 ); see also Prasad [Pra90] for (SO 4 , SO 3 )). Local dichotomy in our case would mean that at most one of π v and π ′ v is locally H(F v )-distinguished, i.e., has a nonzero H(F v )-invariant linear form. Here π v denotes the local component of such a π as above at a place where D is ramified, and π ′ v is the local Jacquet-Langlands transfer to GL 2n (F v ). In light of the character identity, this suggests that one should have local dichotomy when n is odd, which means the D in (2) should indeed be unique. Indeed, we have the following Conjecture 1.4. [PTB11, Conj 1] Suppose D v is a quaternion division algebra over F v . Suppose π v and π ′ v are irreducible admissible representations of GL n (D v ) and GL 2n (F v ). If π v (resp. π ′ v ) is H v (resp. H ′ v ) distinguished, then π v (resp. π ′ v ) is symplectic and ǫ(1/2, π E,v ) = (−1) n (resp. ǫ(1/2, π ′ E,v ) = 1). Furthermore, these conditions are sufficient for distinction if π v (resp. π ′ v ) is a discrete series.
In fact, a more general statement is conjectured in [PTB11] , where the authors establish the n = 2 case using the local theta correspondence. Here, symplectic means the local Langlands parameter has symplectic image in GL 2n (C). This conjecture implies that (i) when n is odd, at most one of π v and π ′ v are locally H(F v )-distinguished; and (ii) when n is even and π v is discrete series, then π v is locally H(F v )-distinguished if and only if π ′ v is. Hence, at least for discrete series representations, one should have local dichotomy precisely when n is odd.
Based on our trace formula here, we make the following global conjecture about "uniformity" (or "anti-dichotomy") of period transfer for n even, which is a global analogue of (though not at all implied by) (ii).
Conjecture 1.5. Suppose n is even and π ′ is a cuspidal representation of
In other words, when the converse direction also holds in the n even case,
We note that by [Bad08] and [BR10] , all π D will be cuspidal when π ′ is cuspidal. With this in mind, we can address (b). Namely, it should suffice to ask, when does π ′ being H ′ -and (H ′ , η)-distinguished imply π ′ is H-distinguished? Furusawa observed some time ago that, when n = 2, the period P D for D = M 2 on π ′ pulls back to the special Bessel period on GSp 4 via the theta correspondence (see [PTB11, Thm 11] or [FMa, Prop 1] ). This, together with relative trace identities of Mao-Rallis [MR04] and Valverde [Val12] , led Furusawa and the second author [FMa] to formulate the following conjecture: suppose π ′ is symplectic, i.e., it corresponds to a generic cuspidal representation σ of SO 2n+1 ; then π ′ is H-distinguished if and only if σ has a special Bessel period with respect to E. Via (Gan-)Gross-Prasad conjectures, this is conjecturally equivalent to L(1/2, π ′ E ) = 0 together with certain local root number conditions (see [FMa] for details). Hence Conjecture 1.5, together with the conjecture in [FMa] , provides a complete (conjectural) answer to (b).
We remark there are other situations where one has a sort of "uniformity principle" for period transfer. For instance, Jacquet and Lai [JL85] showed that the Jacquet-Langlands transfer for GL(2) preserved being distinguished by a suitable base change integral, i.e., if one representation has a nonzero base change period, then all relevant Jacquet-Langlands transfers do. More closely related to the case at hand is the notion of being distinguished by a Shalika period (which for GL(2n) is equivalent to being symplectic, and thus implied by being H-distinguished). Gan and Takeda [GT10] (combined with [BR10] ) showed that if a cuspidal representation of GL(4) is distinguished by a Shalika period, then so are all Jacquet-Langlands transfers to GL(2, D) which avoid certain local obstructions. In our situation, Conjecture 1.5 asserts there are no local obstructions to worry about in the transfer for GL(n, E) periods from GL(2n) to GL(n, D) (or vice versa).
Main results.
Building on Guo's work, we establish a simple relative trace formula to prove the following global result. Theorem 1.6. Suppose E/F is split at all archimedean and even places. Then we have the following.
(a) Conjecture 1.3(1) is true when π is supercuspidal at at least two places, at least one of which splits in E; i.e., if π = π D is GL(n, E)-distinguished, then L(1/2, π ′ ) = 0 and π ′ is symplectic.
(b) Conjecture 1.5 is true when π ′ is supercuspidal at at least two places at least one of which splits in E; i.e., π D 1 is GL(n, E)-distinguished if and only if π D 2 is.
This result is contained in Theorems 6.1 and 6.3 below, which are slightly more general.
Since being globally distinguished implies being locally distinguished at each place, proving an appropriate global embedding result for locally distinguished representations also allows us to conclude the following local results.
Let K/k be a quadratic extension of nonarchimedean local fields of characteristic zero, η K/k the associated quadratic character, and D(k) a quaternion algebra over k. Theorem 1.7. Let τ and τ ′ be irreducible unitary admissible representations of GL n (D(k)) and GL 2n (k) which correspond via local Jacquet-Langlands.
(b) Suppose n is even and τ and τ ′ are both supercuspidal. Then τ is
This is contained in Theorems 6.4 and 6.5 below, which give something slightly more general. This establishes part of consequence (ii) of Conjecture 1.4.
We also obtain one direction of Conjecture 1.4 for a supercuspidal representation of GL 2n (k) to be GL n (K)-distinguished: Theorem 1.8. Let τ be an irreducible admissible supercuspidal representation of GL 2n (k). If τ is GL n (K)-distinguished, then both ǫ(1/2, τ K ) = 1 and τ is symplectic.
Let us now discuss the global result in more detail. We expect that our approach to Theorem 1.6 should lead to an exact formula for the L-value L(1/2, π ′ E ) in terms of the square periods |P D (ϕ)| 2 , as in Waldspurger's case. This was carried out with a relative trace formula for n = 1 by work of Jacquet-Chen [JC01] and the latter two authors [MW09] . Very recently, Wei Zhang [Zha14] also used a simple relative trace formula to obtain an L-value formula in the setting of the unitary Gan-Gross-Prasad conjectures under some local hypotheses.
Note that when n = 2, this result can be thought of as a statement relating the nonvanishing of certain periods to the nonvanishing of central spinor L-values for GSp(4). Recently, Furusawa and the second author [FMb] used a simple relative trace formula on GSp(4) and inner forms to obtain a result relating nonvanishing Bessel periods with the nonvanishing of the same central spinor L-values (under similar local hypotheses). Our Theorem 1.6(a) overlaps with one direction of the main result of [FMb] . For GSp(4), nonzero E-Bessel periods imply nonzero L-values and conversely. However Conjecture 1.3 only asserts that nonzero GL(2, E) imply nonvanishing spinor L-values for GSp(4), but in light of Conjecture 1.5 and [FMa, Conj 3], we do not expect the nonvanishing of these L-values guarantees the nonvanishing of GL(2, E) periods. Hence, while one should always be able to express the central spinor L-value in terms of Bessel periods, this does not always seem possible for GL(2, E) periods. See [FMa] for further discussion of this issue.
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The idea of proof is similar to some other recent works involving a simple relative trace formula-e.g., [JM07] , [FMb] , [Zhab] -and we will outline the proof momentarily, but first let us highlight a couple of differences from these other works. First, unlike [JM07] and [FMb] , this is valid in higher rank and we use Ramakrishnan's "super strong multiplicity one" result to avoid the need of the full fundamental lemma for the Hecke algebra. These are also features of [Zhab] , which was completed while we were finishing this project. Second, we need to show we can choose a test function which is "elliptically supported." There is no need for this in the cases treated by [FMb] and [Zhab] , as the orbital integrals converge for a dense set of elements. In [JM07] , this type of result was established at an archimedean place for GL 2 (D) via explicit Lie algebra calculations. Here we show we can choose elliptically supported test functions at supercuspidal places. This is done by first showing it is possible for some supercuspidal representation, and then using a global argument to deduce it is possible for all supercuspidal representations. Our approach to this type of result seems to be novel. 
Here I ′ π ′ ≡ 0 if and only if π ′ is H ′ -and (H ′ , η)-distinguished. These trace formulae will not be convergent in general, but if we pick
v so that at one place they are supported on "regular elliptic" double cosets and at another place they are supercusp forms (e.g., matrix coefficients of a supercuspidal representation), then both sides converge absolutely. In fact, we only pick up a finite number of terms I D,γ D (f D ) and I γ ′ (f ′ ) on the geometric sides, and the spectral sides only involve cuspidal representations σ D and σ ′ (which of course must be supercuspidal at the appropriate place).
One can define a notion of matching the regular elliptic double cosets γ D and γ ′ , and thus a notion of matching functions f D and f ′ in the sense that
Here each γ D corresponds to a unique γ ′ , and no two double cosets γ D correspond to the same γ ′ (for a fixed D when n is even, or among all D's when n is odd). However not all γ ′ 's correspond to a γ D when n is even. At least if I ′ γ ′ (f ′ ) = 0 for such "bad" γ ′ , then for f ′ matching an f D we can write
for n even. When n is odd, there are no such bad γ ′ , but a single f ′ should match with a family (f D ′ ) as D ′ ranges over X(E : F ), and for such test functions we will have (1.4)
This should give the reader some sense of the differences between the n even and n odd case for the converse direction. Since we are just proving the forward direction, we may take
Thus we may work with (1.3) in both the n odd and n even cases. Now, the standard thing to do is use the fundamental lemma for the Hecke algebra and the principle of infinite linear independence of characters to deduce that
However, in our setup we do not yet know the fundamental lemma for the Hecke algebra, but it holds trivially at places where E/F splits. Fortunately, we can use a result of Ramakrishnan [Ram] which in our case says that if two representations σ ′ 1 and σ ′ 2 of GL 2n are locally equivalent at almost all places where E/F splits, then σ ′ 2 is isomorphic to either
The main point is to show that we have sufficiently many pairs of matching functions (f D ) D and f ′ , which reduces to a question of proving the existence of local matching functions (our geometric orbital integrals factor into local ones). Local matching comes for free when E v /F v is split, so we may just consider local matching at inert places.
When f D,v and f ′ v are the unit elements of the Hecke algebra, this is the fundamental lemma proved by Guo [Guo96] . In Section 3, we prove the existence of matching functions supported on both certain dense and elliptic subsets of G D and G ′ . Then in Section 4, we use an extension of another result of Guo [Guo98] on local integrability of local Bessel distributions of G ′ to say that at odd places it is enough to just consider functions f ′ supported on dense subsets of G ′ at odd nonarchimedean places. Here is where the assumption about being split at even and archimedean places arises.
Next, in Proposition 4.5, we show that in fact it suffices to consider elliptically supported functions at supercuspidal places. This is why we require one local component of π to be supercuspidal-to get the convergence of the geometric sides. We also require π to be supercuspidal at a second place where E/F splits to get convergence of the spectral sides.
This matching is now enough to get Theorem 1.6(a), by showing that
, the left hand side of (1.5) is nonzero for some
1.4. Further remarks. We note that at the same time we were working on this, Chong Zhang [Zhaa] used an idea of Wei Zhang [Zhab] to get a partial smooth transfer result of the form each f D,v has a matching f ′ v for a nonarchimedean place v. Unfortunately, one does not know that one can take f ′ such that I ′ γ ′ (f ′ ) = 0 when γ ′ does not correspond to any γ D . The completion of this smooth transfer result (and its extension to archimedean v) would allow us to remove the condition that E/F is split at even places (and at archimedean places) in Theorem 1.6(i). Alternatively, extending the local integrability of Bessel distributions in Section 4 to even and archimedean places would also allow us to remove the condition on the splitting of E/F in Theorem 1.6.
It seems reasonable that upon completion of the smooth transfer of [Zhaa] , one could also deduce a converse transfer when n is odd. One might alternatively be able to prove the local integrability of local Bessel distributions on G ′ . Since one of these results may be within reach, we also prove that either of these results imply the converse direction, Conjecture 1.3(2), holds when π is supercuspidal at one or two places split in E (under suitable splitting assumptions on E/F ). See Proposition 6.2 and the subsequent remark.
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Notation
Either F is a number field (Sections 5 and 6) or a local field (Sections 3 and 4), and E is a quadraticétale extension F (i.e., either split E = F ⊕ F or a field) in Sections 4 and 5. In the former (resp. latter) case, η denotes the quadratic character of F × \A × (resp. F × ) corresponding to E/F by global (resp. local) class field theory.
We denote the norm map from E to F by N E/F . For an element α ∈ E we letᾱ denote the image of α under the non-trivial element of Gal(E/F ). We use the same notation for elements in M n (E). We use analogous notation for local fields. We let I n denote the n × n identity matrix.
We set G ′ = GL 2n viewed as an algebraic group over F and we let H ′ = GL n × GL n which we view as a subgroup of G ′ via the embedding,
and H = H ε to be the image of GL n (E) in G. If ε is fixed, we often write
where D ε is the associated quaternion algebra
Orbital Integrals
In this section we prove the existence of matching functions that we will need in Section 6 to compare the geometric expansions of the relative trace formulas. The idea is to translate the matching in our case to matching for orbital integrals over conjugacy classes on GL n and twisted orbital integrals for GL n over a quadratic extension. Matching in this case is known by work of Arthur and Clozel [AC89] , and we are able to deduce the existence of a large class of matching functions from their work. Throughout this section and the following one, F is a local nonarchimedean field of characteristic 0 and E is a quadratic field extension of F . While working locally, we often denote the F -rational points of an algebraic group G over F simply by G.
First we recall results of Guo [Guo96] on the matching of double cosets. Let
We consider the automorphism θ of G ′ of order 2 given by conjugation by w, i.e., θ(g) = w −1 gw. Then H ′ is the set of fixed points in G ′ of this automorphism. Let S ′ be the variety
With this action we see that for x, g ∈ G ′ and h ∈ H ′ ,
Hence ρ induces an isomorphism of G ′ -spaces between the symmetric space G ′ /H ′ (with G ′ acting by left translation) and S ′ . We define,
We define an element s ∈ S ′ to be (θ-)regular if s is semisimple and the image of s in Γ(S ′ ) has maximal dimension among the elements in Γ(S ′ ).
We denote this set by S ′ reg . We define an element s ∈ S ′ to be (θ-)elliptic if s is regular and the centralizer of s in H ′ is an elliptic torus. We denote this set by S ′ell . Then we define
and
) denote the set of regular (resp. regular elliptic) H ′ double cosets in G ′ . We take Γ reg (GL n (F )) (resp. Γ ell (GL n (F ))) to be the regular (resp. regular elliptic) semisimple conjugacy classes in GL n (F ). (Note when we say regular (resp. elliptic), we mean θ-regular (resp. θ-elliptic) double cosets if we are talking about G ′ and regular (resp. elliptic) in the usual sense if we are talking about GL n (F ).)
For A ∈ M n let,
Now we look at the double cosets on G ε for a fixed ε ∈ F × . Let τ ∈ F × such that E = F ( √ τ ) and let,
and let θ ε denote the automorphism of G ε defined by θ ε (g) = w ε gw −1 ε . As before H ε is the set of fixed points of θ ε and we define,
We have G ε acting on S ε by twisted conjugation,
We define ρ ε : G ε → S ε : g → gθ ε (g) −1 which identifies G ε /H ε with S ε as G ε -spaces. In particular the double coset space H ε \G ε /H ε is identified with the set of H ε -conjugacy classes in S ε . We define Γ(S ε ), Γ ss (S ε ), Γ reg (S ε ) and Γ ell (S ε ) analogously to how we did for S ′ . We let
we define Γ reg Hε (G ε ) and Γ ell Hε (G ε ) similarly. We let Γ reg,tw (GL n (E)) (resp. Γ ell,tw (GL n (E))) denote the set of regular (resp. regular elliptic) twisted (relative to the nontrivial element of Gal(E/F )) conjugacy classes in GL n (E). For A ∈ M n (E) let,
We have defined varieties
, given a semisimple element s ∈ S ε there exists h ∈ H ε such that h −1 sh ∈ S ′ . This yields an embedding,
According to [Guo96, pg 117] this extends to an embedding Γ(
The injection ι ε induces an embeddings,
and by restriction,
which we now describe. The theory of twisted endoscopy (see [AC89, Chapter 1.1]) gives norm maps
defined as follows. Let A ∈ GL n (E) be a regular semisimple element. Then AĀ ∈ GL n (E) is conjugate in GL n (E) to an element B ∈ GL n (F ) and one defines N (A) as the conjugacy class of B in GL n (F ). The map
When n is odd, by [Guo96, Lemma 1.8],
When n is even
for any ε 1 , ε 2 ∈ F × .
3.1. Local orbital integrals for G ′ . Let
Fix a Haar measure on GL n (F ) and let dh be the corresponding induced measure on H ′ . For f ∈ C ∞ c (G ′ ) and relevant g ∈ G ′ we define the orbital integral
provided it converges. For F ′ ∈ C ∞ c (GL n (F )) and X ∈ GL n (F ) we define the orbital integral over conjugacy classes of GL n (F ) by
Now we will relate the orbital integrals on G ′ to the orbital integrals on GL n (F ).
Define the open subset of M n
Consider the mapping from
when this integral converges. For F ′ f (X) to be nice, we want to look at functions f supported on the subset (3.6)
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Put U ′ main = U ′ ∩ GL n (F ) and U ′ell = U ′ ∩ GL n (F ) ell , where GL n (F ) ell denotes the set of regular elliptic elements in GL n (F ). Note the mapping X → g ′ (X) maps U ′ main to G ′ main and maps U ′ell to G ′ell . Now we prove F ′ f is defined and smooth on U ′ main .
Lemma 3.1. Let f ∈ C ∞ c (G ′ ) and X ∈ U ′ main . Then the following statements hold:
(
| is sufficiently small (in terms of an explicit constant that depends on f ).
Proof. We will prove that F ′ f (X) is an integral over compact sets. Since f is compactly supported on G ′ there exists a compact set Ω f in M n (F ) such that if
2 B ∈ Ω f . It remains to prove that the determinant of each variable of integration is bounded away from zero in the support of f . First we note that since Ω f is a compact subset of M n there exists a c f > 0 such that if g ∈ Ω f then | det g| < c f . Now we note that since f is compactly supported in
Finally we note that
Combining these facts we see that if 
For the last statement we note that in the support of f , | det(
Proof. For the first part we note that by the definition of G ′ main (see (3.6)) for f ∈ C ∞ c (G ′ main ) there exists a compact subset K f of GL n (F ) such that if
We now proceed to prove the equality of orbital integrals under the mapping by a straightforward calculation. First we note that for X ∈ U ′ main ,
By the change of variables A 1 → B 1 A 1 and B 2 → B 1 A 2 B 2 the previous line equals
is surjective. The restriction of this map also gives a surjection
It is clear that f ∈ C ∞ c (G ′ main ) and F ′ f = ϕ. The elliptic case is similar.
3.2. Local orbital integrals for G. Fix ε ∈ F × and throughout this subsection let G = G ε .
Let
1 gh 2 = g} denote the stabilizer of g under the action of H × H. Fix a Haar measure dh on the unimodular group H. For f ∈ C ∞ c (G) we define the orbital integral (3.7)
For F ∈ C ∞ c (GL n (E)) and X ∈ GL n (E) we define the twisted orbital integral on GL n (E) by
where T X denotes the twisted centralizer of X in GL n (E), that is,
Consider the open subset of M n (E),
We also set U main = U main ε = U ∩GL n (E) and U ell = U ell ε = U ∩GL n (E) ell,tw , where GL n (E) ell,tw denotes the set of twisted elliptic elements of GL n (E). We define a mapping from U → G by
We note that this mapping restricted to U main maps to G main . Now we can define a mapping of test functions. Given f ∈ C ∞ c (G) we define a smooth F f on U by
when this integral converges.
Lemma 3.4. Let f ∈ C ∞ c (G) and X ∈ U main . Then (1) F f (X) is a convergent integral; and (2) F f (X) = 0 if | det(I n − εXX)| is sufficiently small (in terms of an explicit constant that depends on f ).
The proof is very similar, but simpler than, the proof of Lemma 3.1 so we omit it here.
The first statement is similar to the case of G ′ .
For the equality of orbital integrals, first we note that for X ∈ U
Now we proceed by a straightforward calculation,
With a change of variables sending α 1 → α 2 α 1 the previous line equals
Lemma 3.6. The map from C ∞ c (G main ) → C ∞ c (U main ) defined by f → F f is surjective, and similarly for
Then define
It is clear that f ∈ C ∞ c (G main ) and F f = ϕ. The elliptic case is similar.
3.3. Local matching. Fix a set of representatives {ε 1 , ε 2 } for F × /N (E × ) such that ε 1 ∈ N (E × ), ε 2 ∈ N (E × ). For the following definitions we recall equations (3.3) and (3.4).
Definition 3.7. Let n be odd. Let f ′ ∈ C ∞ c (G ′ ) and f ε ∈ C ∞ c (G ε ) for ε ∈ {ε 1 , ε 2 }. We say that f ′ and (f ε ) ε are matching functions if
Definition 3.8. Let n be even and fix ε ∈ F × . Let f ′ ∈ C ∞ c (G) and f ε ∈ C ∞ c (G ε ). We say that f ′ and f ε are matching functions if
for all g ε ∈ Γ ell Hε (G ε ) and
. We first extend the matching of orbital integrals over (twisted) conjugacy classes for GL n (F ) done by [AC89, Prop 1.3.1]. Denote by GL n (F ) reg the set of regular elements of GL n (F ). For γ ∈ GL n (F ), denote by [γ] its conjugacy class.
Proposition 3.9.
(1) Fix ε ∈ F × and ϕ ∈ C ∞ c (GL n (E)). Then there
(4) Suppose n be even and fix ε ∈ F × and
Proof. If ε ∈ N (E × ) the first case is Proposition 1.3.1 in [AC89] . The case where ε ∈ N (E × ) now follows by choosing the matching function to be the right translation of the matching function when ε ∈ N (E × ). Now we show the second part. Consider the symmetric function map s : GL n (F ) → F n given by the coefficients of the characteristic polynomial, i.e., if A ∈ GL n (F ) has characteristic polynomial x n + c i x i , put s(A) = (c 0 , . . . , c n−1 ). Let s ell be the image of GL n (F ) ell under s. Similarly, define s ε : GL n (E) → F n by s ε (A) = s ε (εAĀ) and s ell ε = s ε (GL n (E) ell,tw ). The maps s and s ε are continuous and s ell ε ⊂ s ell . Via these maps, we may view the orbital integrals ϕ → T O * (ϕ) and
. These maps are surjective, which gives the desired matching.
For the third part, if n is odd we use the fact that the sets ε 1 N GL n (E) ell,tw and ε 2 N GL n (E) ell,tw are disjoint and open (when regarded as subsets) in GL n (F ) ell (cf. [Guo96, Proof of Lemma 1.8]). Then one argues as in the second part. The fourth part follows in a similar manner. Now we deduce our local matching results. We include two versions: one for functions supported on the "main" sets, and a weaker version for functions supported on the elliptic sets. One can similarly obtain a matching result for functions supported on the regular sets. However, in our global application, we will only need the version for elliptic sets.
In particular,
(1) For n even, f ′ and f are matching functions, (2) For n odd, f ′ and (f, 0) are matching functions.
Proof. The arguments for G main and G ell are identical, just by citing the appropriate part of Proposition 3.9. We just write it down for G main . Let f ∈ C ∞ c (G main ). Then by Lemma 3.5, F f ∈ C ∞ c (U main ) and for all X ∈ U main , I g(X) (f ) = T O X (F f ). By Proposition 3.9 there exists a ϕ ∈ C ∞ c (GL n (F )) such that for X ∈ GL n (F ) reg , T O X (F f ) = O εXX (ϕ) and O Y (ϕ) = 0 for Y ∈ εN (GL n (E)). By [AC89, Cor 1.3.13] this also implies the orbital integrals are equal up to a nonzero constant for any X ∈ GL n (F ). Since F f ∈ C ∞ c (U main ), there exists a c such that F f (X) and hence also
As mentioned in the introduction, C. Zhang [Zhaa] recently proved results on smooth matching for arbitrary functions in C ∞ c (G ε ) (though as of yet, it does not have the complete result we want). His method involves reduction to the Lie algebra and Fourier transforms, analogous to Waldspurger's proof that the fundamental lemma implies smooth matching for the usual trace formula.
We also want a converse matching result in the n odd case. For simplicity, we just do this for functions supported on the elliptic sets.
Proposition 3.11. Let n be odd and let f ′ ∈ C ∞ c (G ′ell ). Then there exists f ε ∈ C ∞ c (G ell ε ) for ε = ε 1 , ε 2 such that (f ε ) ε and f are matching.
. We apply Proposition 3.9 to get the existence of ϕ ε 1 , ϕ ε 2 ∈ C ∞ c (GL n (E) ell,tw ) that satisfy (3.8). We now apply Lemma 3.6 and complete the proof as before to find f ε 1 , f ε 2 .
Proposition 3.12. Let n be even, ε ∈ F × and
) such that f and f ′ are matching. Proof. This proof is similar to the proof of the previous proposition with Lemmas 3.2 and 3.6 replaced by Lemmas 3.5 and 3.3 respectively.
Remark 3.1. The above matching results for the elliptic set can be carried out analogously at archimedean places.
By work of Guo [Guo96] the fundamental lemma is known for the unit element in the Hecke algebra. As we will need this result for the global comparison, we state it here.
Proposition 3.13. [Guo96] Let E/F be an unramified quadratic extension of local nonarchimedean fields with odd residual characteristic. Let Ξ ′ be the characteristic function of G ′ (O F ) and Ξ ε 1 the characteristic function of
(1) For n even, Ξ ′ and Ξ ε 1 are matching functions, (2) For n odd, Ξ ′ and (Ξ ε 1 , 0) are matching functions.
Local Bessel distributions
As in the previous section, we work locally. Specifically F is a local field of characteristic zero (possibly archimedean), E is a quadratic separable extension of F , now possibly F ⊕ F , and D = D ε is a quaternion algebra of F which splits over E. We allow for the possibility that D is split, i.e., G := G ε = G ′ . Further, if F is archimedean, we assume E/F splits.
Let π be an irreducible admissible unitary representation of G with trivial central character. Let λ be an H-invariant linear form on π. Since (G, H) is a Gelfand pair ( [JR96] for E/F split nonarchimedean, [AG09] for E/F split archimedean, and [Guo97] for E/F inert nonarchimedean), λ is unique up to scaling. If π has a nonzero H-invariant linear form, we say π is Hdistinguished.
We define the local Bessel distribution on G for π with respect to λ to be
for f ∈ C ∞ c (G), where ϕ runs over an orthonormal basis for π. Note B π ≡ 0 if and only if λ is zero. Local Bessel distributions are also sometimes referred to as spherical characters in the literature. Now let π ′ be an irreducible admissible unitary representation of G ′ with trivial central character. If E/F is split, we may identify G with G ′ , and H with H ′ and define the local Bessel distribution on G ′ for π ′ as above. Assume E/F is inert. Let λ 1 be an H ′ -invariant linear form on π and let λ 2 be an (H ′ , η • det)-equivariant linear form on π ′ . By [Fli91] , (G ′ , H ′ ) is a Gelfand pair, so λ 1 and λ 2 are unique up to scaling. We define the local Bessel distribution on G ′ for π ′ with respect to (λ 1 , λ 2 ) to be
where ϕ runs over an orthonormal basis for π ′ and f ′ ∈ C ∞ c (G ′ ). As before, B π ′ ≡ 0 if and only if λ 1 or λ 2 is zero.
4.1. Generalities. We will now establish some results we will need about B π (f ) and B π ′ (f ′ ).
is left H-invariant and is right (H, η • det)-equivariant. Furthermore, the space of distributions on G satisfying both these left and right invariance conditions is at most one dimensional.
Proof. The invariance statements are obvious from the definitions. The dimension results follows from the uniqueness (up to scaling) of λ, λ 1 and λ 2 .
From now on we assume F is nonarchimedean and that B π ≡ 0. We say a distribution B on G is locally integrable if there is a locally integrable
Suppose the residual characteristic of F is odd. Then B π (f ) is locally integrable. In particular, for any dense open subset X ⊂ G, there exists f ∈ C ∞ c (X) such that B π (f ) = 0. This is a minor extension of [Guo98] .
Proof. This result was proved in [Guo98] under the additional hypotheses that G is split. The proof of [Guo98] in the case D is ramified goes through similarly. We outline this now. We remark Rader-Rallis [RR96] showed (in great generality) that B π (f ) is on locally integrable on G reg .
We drop the ε subscript from the notation in the previous section, e.g., S = S ε . Fix s ∈ S semisimple and let x ∈ ρ −1 (s). Let G s be the connected component of the stabilizer of s in G, and H s = G s ∩ H. Let U x be the set of g ∈ G s such that the map H × G s × H → G given by (h 1 , g, h 2 ) → h 1 xgh 2 is submersive at (1, g, 1) . This is an open bi-H s -invariant neighborhood of 1 in G s . Further the image Ω x of U x is an open bi-H-invariant neighborhood of x in G. By standard Harish-Chandra theory, the restriction of B π to C ∞ c (Ω x ) may be viewed as an H s -invariant distribution Θ x on U x . For rather general symmetric spaces, Rader-Rallis [RR96] proved a germ expansion theorem for spherical characters when x = 1, which was extended to arbitrary x by Guo [Guo98, Thm 2.1]. This germ expansion expresses Θ x , in a neighborhood of 1 in U x as a linear combination of Fourier transformŝ Λ of H s -invariant distributions Λ on s s supported in N ss . Here s s is the Lie algebra of S s = G s /H s , and N ss is the subset of nilpotent elements. This reduces the problem to showing theΛ's are locally integrable.
Note the Lie algebra of G can be written as
Consider the subspaces h = αᾱ , and s = εβ β .
Note h is the Lie algebra of H, and s plays the role of the Lie algebra for S.
In the case that D is split, Guo [Guo98, Prop 4] shows that the representation (H s , s s ) is isomorphic to a product of representations of the form (G 0 , g 0 ) and (H(n i ), s(n i )). Here, G 0 is a certain reductive group, and H(n i ) and s(n i ) denote the corresponding H and s for G(n i ) = GL(n i , D). It is not hard to show the same statement is true when D is nonsplit (cf. [Zhaa, Prop 4.7] ).
Harish-Chandra showed each nilpotent orbit in g 0 has a G-invariant measure with locally integrable Fourier transform. To complete the proof, one needs to show the analogous statement for pairs (H, s), i.e., each nilpotent orbit in s has an H-invariant measure with locally integrable Fourier transform. Guo achieves this by proving certain integral formulas for distributions Λ on s given by nilpotent orbital integrals and their Fourier transformsΛ, and showing thatΛ is locally integrable using a Weyl integration formula.
Since the representations (H, s) are isomorphic in the cases where D is split and where D is ramified (the action is given by twisted conjugation of GL(n, E) on M (n, E)), and the description of the nilpotent orbits of s is the same in both cases (cf. [Guo97] ), Guo's proof extends to the case where D is ramified without difficulty.
Proof. Note B π and B π⊗η are linearly independent (cf. [FLO12, Lem 2.2]).
The case of G − is similar. Lemma 4.4. Suppose π ∼ = π ⊗η and F has odd residual characterstic. Then for any dense X ⊂ G, there exists f ∈ C ∞ c (X) such that B π (f ) = B π⊗η (f ) and B π (f ) = −B π⊗η (f ).
Proof. Put X ± = X ∩ G ± . By the previous two lemmas, we know there exist f ± ∈ C ∞ c (X ± ) such that B π (f ± ) = 0. Since B π (f ± ) = ±B π⊗η (f ± ), we can choose constants c ± such that f = c + f + + c − f − satisfies the desired properties.
4.2. Elliptic support of Bessel distributions. For use in our simple trace formula, we in fact want to know something stronger about our Bessel distributions B π -that they do not vanish on the H-elliptic set for Hdistinguished π. Namely, we will say π (not necessarily a priori distinguished) is H-elliptic if there exists an H-invariant functional λ on π such that the associated Bessel distribution B π (f ) = 0 for some f ∈ C ∞ c (G ell ). Proposition 4.5. If π is supercuspidal and H-distinguished, then π is Helliptic.
This is a partial relative analogue of [Rog83, Prop 2.7], however our proof is completely different. In this section, we show the existence of a (simple) supercuspidal representation π which is H-elliptic (hence also Hdistinguished). Using this, we will complete the proof of Proposition 4.5 with a global argument using our simple trace formula at the end of the next section. Our approach to this type of result seems to be novel. We remark that while (G, H) is allowed to be (GL(2n), GL(n) × GL(n)), we do not prove this result for the Bessel distributions B π ′ (which are not bi-GL(n) × GL(n)-invariant, but transform by a character on the right) as our proof relies on Murnaghan [Mur08] , which only deals with the case of bi-H-invariant distributions.
In Section 3, we defined local orbital integrals I g (f ) for f ∈ C ∞ c (G), which converge for g ∈ G ell . Here it is more convenient to work with orbital integrals for functions Φ ∈ C ∞ c (G/Z), for which we consider the orbital integral
(We do not bother to quotient out by H g here.) Note any such Φ is of the form Φ(g) = Z f (gz) dz in which case we have
for some c = 0. Hence I Z (g; Φ) converges for g ∈ G ell and is nonzero if and only if I g (f ) is nonzero. On G ell , I Z (g; Φ) is a smooth function.
Lemma 4.6. Suppose π is supercuspidal and the orbital integral I Z (g; Φ) = 0 for some g ∈ G ell and some matrix coefficient Φ of π. Then π is H-elliptic.
We remark the converse is also true.
Proof. Let Φ be any matrix coefficient of π. Then [Mur08, Thm 6.1] tells us
defines a bi-H-invariant distribution on G. For f supported on G ell , we have absolute convergence of the orbital integrals and can write
Since I Z (g; Φ) is locally constant on G ell , if I Z (g; Φ) = 0 for some g ∈ G ell , we may choose f with small support around g to get D Φ (f ) = 0. In particular, D Φ ≡ 0, so we must have that π is H-distinguished (cf. [Mur08, Thm 6.1]) and, by multiplicity one, D Φ = cB π for some nonzero c. Hence
Now we will show the existence of H-elliptic supercuspidal representations. Let us assume E = F ⊕ F , so G = GL(2n) and H = GL(n) × GL(n).
We first recall some facts about simple supercuspidal representations of G. See [KL] for more details.
Let O be the integers of F with maximal ideal p = ̟O, and residue field F q = O/p of order q. Let K = K 2n be the subgroup of G(O) consisting of matrices which are upper unipotent mod p, and let J = ZK. Fix a nontrivial character ψ of F q = O/p and t 1 , . . . , t 2n ∈ F × q . Now define a character χ of J by χ| Z = 1 and
This is a direct sum of 2n irreducible supercuspidal representations π χ,1 , . . . , π χ,2n , which are the simple supercuspidals associated to χ. Next we want to define a matrix coefficient Φ of π χ . This will be a sum of matrix coefficients for the simple supercuspidals π χ,i .
For our purposes, we call A ∈ M m (F ) a permutation matrix if it has exactly one nonzero entry in each row and column. If e 1 , . . . , e m denotes the standard basis of F m , then A permutes the lines F e i , and we think of A as representing the element of σ A ∈ S m , the symmetric group on {1, 2, . . . , m}, given by σ A (i) = j if A · F e i = F e j .
Let w = w 2n ∈ GL 2n (F ) be the 0-1 permutation matrix associated to the product of 2-cycles (2i 2n − 2i + 1) for 1 ≤ i ≤ ⌊ n 2 ⌋. Note we can inductively for n > 2. Consider the conjugate subgroups
which is a matrix coefficient for π χ . The reason to work with this Φ rather than Φ J (g) = 1 J (G)χ(g) is that χ| H∩J is nontrivial, which forces the integrals I Z (g; Φ J ) to vanish (when convergent). To see χ ′ | H∩J ′ = 1, observe we can inductively write the subgroups
and, for n > 2,
where we write k 2n−4 in the form
As before x i 's and * 's denote arbitrary elements of O, and with k in the above form, we have
It is now clear that all the x i 's appear in the upper right (for i odd) or lower left (for i even) n × n block of k, so χ ′ | H∩J ′ = 1. Let k 0 ∈ K ′ 2n be the element where all x i 's and diagonal entries are 1, and all other entries are 0. We will now show that k 0 ∈ G ell . Write
where all four blocks are n × n. It is easy to see that k 0 is (θ-)elliptic if and only if XY is an elliptic element of GL(n) (in the ordinary sense of elliptic, i.e., it generates a degree n field extension over F ). The inductive description of K ′ 2n implies that X and Y are permutation matrices, hence so is XY .
We claim that XY represents an n-cycle in S n . Since exactly one entry is ̟ and the others are 1, this will imply XY is similar to the matrix
whence has characteristic polynomial λ n − (−1) n ̟, and must therefore be elliptic. First we show the claim for n odd. In this case, X = Y so XY = X 2 , so it suffices to check that X is an n-cycle. Note that for 1 ≤ j ≤ n,
Consequently, we see X represents the permutation (1 n 2 (n − 2) 4 (n − 4) · · · (n − 1)) which has order n. Now suppose n = 2m. Then
Consequently, XY represents the n-cycle
(1 2 4 6 · · · n (n − 1) (n − 3) (n − 5) · · · 3).
Thus our claim is justified, and k 0 is indeed elliptic.
By the structure of K ′ , we need A 1 B Proof. Since q = 2, any element of O × is 1 mod p, which means, with notation as in the lemma above, if g = zh 1 k 0 h 2 with z ∈ F × , then u i t i ≡ 0 mod p. This proves the first statement, which means I Z (k 0 ; Φ) simply becomes the (nonzero and finite) volume of {(h 1 , h 2 ) ∈ H/Z × H/Z : h 1 k 0 h 2 ∈ J ′ }.
Since Φ is a sum of matrix coefficients for π χ,1 , . . . , π χ,2n , this means that when q = 2 (so we have no choice of t i 's and there is a unique χ), one of the simple supercuspidals π χ,1 , . . . , π χ,2n is H-elliptic.
A simple relative trace formula
Now suppose we are in the global situation, i.e., F is a number field and D a quaternion algebra over F which splits over a quadratic extension E/F . To treat both trace formulas of interest simultaneously, we allow for the possibility that E = F ⊕ F when D = M 2 (F ), i.e., G and H may be G ′ and H ′ .
The notions of (θ)-regular and (θ-)elliptic elements of G(F ) are defined similarly as in the local case. If E = F ⊕ F , put χ(h) = η(det h). Otherwise put χ(h) = 1.
We choose Haar measures dz = dz v and dh = dh v on Z(A) and H(A) such that at all finite places Z(O v ) and H(O v ) have volume 1. We also assume vol(Z(F )\Z(A)) = 1.
For f ∈ C ∞ c (G(A)), we define the kernel K(x, y) = and ϕ runs over an orthonormal basis for the space of π. The terms I γ (f ) and I π (f ) are convergent, as will be explained in the proof below.
For v < ∞, put Ξ v = 1 GL 2n (Ov) . We call a function f v ∈ C ∞ c (G(F v )) a supercusp form if Proof. Note (ii) follows immediately from (i). The proof of (i) follows along the lines of the previous proof, except now one applies Theorem 6.3 at the end. Now let us give the proof of the second local result from the introduction. We use the same identification of K/k as a local component E v 0 /F v 0 of a global extension E/F as above.
Proof of Theorem 1.8. By the globalization theorem [PSP08, Thm 4.1], there exists a cuspidal, globally GL n (E)-distinguished representation π of GL 2n (A) such that, π v 0 ∼ = τ , π v 1 is supercuspidal at some v 1 split in E/F , and π v is unramified for all finite v ∈ {v 0 , v 1 }. Now by Theorem 6.1, we know π must also be H ′ -and (H ′ , η)-distinguished. Hence π is symplectic and L(1/2, π E ) = 0. This means each local component of π-in particular, τ -is symplectic.
In addition, the global root number ǫ(1/2, π E ) = +1. The global root number factors into a product of local root numbers ǫ(1/2, π E,v ). For v = v 0 , either E/F is split or π v is unramified, which means ǫ(1/2, π E,v ) = +1. Consequently, the remaining local root number ǫ(1/2, τ ) = ǫ(1/2, π E,v 0 ) must also be +1.
