In this note we discuss uniform integrability of random variables. In a probability space, we introduce two new notions on uniform integrability of random variables, and prove that they are equivalent to the classic one. In a sublinear expectation space, we give de La Valle Poussin criterion for the uniform integrability of random variables and do some other discussions.
Introduction
It is well known that the uniform integrability of a family of random variables plays an important role in probability theory. As to the uniform integrability criterions, please refer to Chung (1974, P. 96), Chong (1979) , Chow and Teicher (1997, P. 94), Hu and Rosalsky (2011) , Klenke (2014, p. 138) and Chandra (2015) .
In [2] , the authors introduced the notion of a sequence of random variables being uniformly nonintegrable and gave some interesting characterizations of this uniform nonintegrability. In [9] , a weak notion of a sequence of random variables being uniformly nonintegrable was introduced and some equivalent characterizations were given. Motivated from [2] and [9] , we will introduce two new notions of a sequence of random variables being uniformly integrable in a pobability space, and prove that they are equivalent to the classic one.
Let (Ω, F , P ) be a probability space. Suppose that all random variables under consideration are defined on this probability space. Let X be a random variable and A ∈ F . We denote E(XI A ) by E(X : A). 
For any random variable X, by the monotone convergence theorem, we have
It follows that if X is integrable, then
In virture of (1.2), we introduce the following notion. 
For any random variable X, we have
In virtue of (1.4), we introduce the following notion. In Section 2, we will prove that UI, W-UI and W*-UI are equivalent in a probability space.
Recently, motivated by the risk measures, superhedge pricing and modeling uncertain in finance, Peng [11] - [17] initiated the notion of independent and identically distributed (IID) random variables under sublinear expectations, proved the weak law of large numbers and the central limit theorems, defined the G-expectations, G-Brownian motions and built Itô's type stochastic calculus. In Section 3, we discuss uniform integrability of random variables in a sublinear expectation space, and present de La Valle Poussin criterion for the uniform integrability of random variables and make some other discussions.
Uniform integrability in a probability space
In [9] , we prove that UNI ⇒ W-UNI ⇔ W*-UNI, and W-UNI is strictly weaker than UNI in general. While, as to UI, W-UI and W*-UI, we have the following result.
Proof. Let {X n , n ≥ 1} be a sequence of random variable in a probability space (Ω, F , P ).
UI ⇒ W-UI: Suppose that {X n , n ≥ 1} is UI. Then by Definition 1.1, Definition 1.5 and the inequality
we know that {X n , n ≥ 1} is W-UI.
W-UI ⇒ UI: Suppose that {X n , n ≥ 1} is W-UI. For any set A ∈ F , any positive constant C and any integer n, we have
By the definition of W-UI, there exists a positive number C 0 such that
. Then for any A ∈ F with P (A) < δ, by (2.2) and (2.3), we obtain that
2) and using the definition of W-UI, we get that
By (2.4) and (2.5), we obtain that {X n , n ≥ 1} is UI.
W-UI ⇒ W*-UI: For any random variable X and any positive integer m, by Fubini's theorem, we have
It follows that W-UI ⇒ W*-UI. W*-UI ⇒ W-UI: For any random variable X and any positive integer m, by Fubini's theorem, we have
It follows that W*-UI ⇒ W-UI.
Hence (2.1) holds, and the proof is complete.
3 Uniform integrability in a sublinear expectation space
In this section, we discuss the uniform integrability of random variables in a sublinear expectation space. At first, we present some basic settings about sublinear expectations. Please refer to Peng [11] - [17] , and Cohen et al. [6] for more details.
Let (Ω, F ) be a given measurable space and H be a linear space of F -measurable real functions defined on Ω such that for any constant number c, c ∈ H; if X ∈ H, then |X| ∈ H and XI A ∈ H for any A ∈ F .
Definition 3.1 A sublinear expectation E on H is a functional E : H → R satisfying the following properties:
(a) Monotonicity: Proof. As to the sufficiency, refer to [6, Corollary 3.1.1]. In the following, we give the proof of the necessity. The idea comes from the corresponding proof in a probability space (see e.g. [18, Theorem 7.4 
.5]).
Suppose that K is uniformly integrable. For any constant a > 0, we have
It follows that there exists a sequence {n k } of integers such that n k ↑ ∞ and
Then ϕ is a nonnegative, nondecreasing and right continuous function. What's more, we have
which implies that lim t→∞ ϕ(t)/t = ∞.
By Fubini's theorem, the monotone convergence theorem ([6, Theorem 2.2]), the sublinear property of E and (3.1), we obtain that for any X ∈ K,
With respect to Definitions 1.5 and 1.6, we introduce the following two notions. we know that K is W-UI.
W-UI ⇒ UI: Suppose that K is W-UI. For any set A ∈ F , any positive constant C and any X ∈ K, we have
By Definition 3.4 there exists a positive number C 0 such that
. Then for any A ∈ F with E[I A ] < δ, by (3.5) and (3.6), we obtain that
Setting A = Ω in (3.5) and using Definition 3.4, we get that
By (3.7), (3.8) and Theorem 3.1, we obtain that K is UI.
S-UI ⇒ W-UI: Suppose that K is S-UI. For any X ∈ K and any integer m, by the monotone convergence theorem ([6, Theorem 2.2]) and the sublinear property of E, we get
which together with Definitions 3.4 and 3.5 implies that K is W-UI. Let Ω = {0, 1, 2, . . .}. For any n = 2, . . . , define a probability measure P n on Ω as follows: P n (n) = 1 n ln n , P n (0) = 1 − 1 n ln n .
Denote by E n the expectation with respect to the probability measure P n . Define the sublinear expectation E by
Let X be a random variable defined on Ω by X(n) = n, n = 0, 1, 2, . . . . 
