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¿Cómo representamos lo que 
conocemos?
Para responder a esta pregunta, se requiere de un análisis 
para distinguir entre el CÓMO y el QUÉ.
 CÓMO: Significa cómo
realizamos alguna cosa.




Son entidades o conceptos diferentes. Estos juegan un rol 
muy importante en nuestro sistema inteligente.
 Conocimiento: Es una descripción 
del mundo. El conocimiento determina
la capacidad de un sistema por lo que 
sabe.
 Representación : Es la manera en que 
el  conocimiento es codificado. 
…Conocimiento y Representación
Para cada tipo de conocimiento se requiere diferente tipo de 
representación.
Los modelos o mecanismos de la
representación de conocimiento





Los diferentes tipos de conocimiento 
requieren diferente tipo de razonamiento.
Conocimiento
El conocimiento es una progresión que inicia con los Datos los cuales
tiene una limitada utilidad.
A través de la organización y análisis de los datos, éstos pueden
convertirse para nosotros en Información.
La interpretación o evaluación de la información produce Conocimiento.





tanto el grado de
conectividad y
entendimiento se
Incrementan . Es decir,
vamos desde los datos,
a través de la información y





tanto el grado de
conectividad y
entendimiento se
Incrementan . Es decir,
vamos desde los datos,
a través de la información y
el conocimiento, hasta la
sabiduría.
Fuente del conocimiento
El conocimiento en cualquier  campo es generalmente de 
dos tipos:
Conocimiento publico: 
Definiciones,  hechos y teorías.
Conocimiento privado: 
reglas de oro (heurística).
Tipos de conocimiento
 Conocimiento de sentido común y conocimiento de 
sentido común informado: principios generales y 
conceptos del dominio.
 Conocimiento Heurístico: Se trata de una regla de oro o 
un argumento derivado de la experiencia.
 Conocimiento del dominio: Conocimiento especifico en 
un dominio.
 Metaconocimiento: Conocimiento acerca del 
conocimiento.
Tipos de conocimiento
 De acuerdo a su uso:
 Conocimiento condicional: provee información de 
restricciones y prerrequisitos.
 Conocimiento de utilidad: provee funciones de 
utilidad sobre estados futuros.
 Conocimiento de acción: conduce al mejor curso 
de acción.
 Conocimiento de objetivos:  especifica alta utilidad 
sobre estados deseados.
Tipos de conocimiento
 Conocimiento de acuerdo a su naturaleza
 Tácito: Conocimiento embebido en la mente a través 
de la experiencia
 Explicito: fácil de extraer y codificar de diversas 
fuentes.
 El conocimiento puede ser permanente, 
estático(periodo) o dinámico.
Tipos de conocimiento
Características deseables del 
conocimientos
Naturalidad: Facilidad de representar el conocimiento 
de forma natural.
Transparencia: Facilidad de identificar el conocimiento 
almacenado.
Adecuación y exhaustividad: Contener todos los 
elementos requeridos par resolver el problema.
Modularidad: Facilidad de almacenamiento de los 
elementos del conocimiento.
Características deseables del 
conocimientos
 Utilidad:  Grado en el cual el conocimiento es útil para 
resolver un problema del dominio.
Claridad: facilidad de representar el conocimiento 
directamente.
 Facilidad de operación, fácil acceso y eficiente.
Categorías  del conocimiento
 Algunos psicólogos cognitivos organizan el 
conocimiento en dos categorías: el Declarativo y el 
Procedimental; algunos investigadores añaden una 
tercera: el Estratégico.
 Componentes declarativos: representación descriptiva 
Hechos 
Reglas
 Componentes procedimentales: resulta de las 
habilidades intelectuales para hacer las cosas.
Heurística y conocimiento de sentido común.
The Forward and Backward
Representation
 La línea punteada indica el razonamiento abstracto.
 Las líneas continuas indican el razonamiento concreto.
Encadenamiento hacia adelante
 Entradas y datos son almacenados en la memoria de 
trabajo.
 Las entradas de trabajo disparan las reglas 
condicionales que cumplen las restricciones. Esas reglas 
ejecutan sus acciones.
 Las acciones pueden agregar nuevos datos a la 
memoria, y estas pueden disparar mas reglas.
 Es llamada también inferencia dirigida a los datos
Encadenamiento hacia adelante
 Es apropiado cuando :
 hay suficiente información acerca de un entorno para 
concluir
 Hay un estado inicial único
 Es difícil elaborar una meta para verificar.
Cuando una meta es impredecible o sin importancia
 Puede ser utilizado en la fase de mejora de calidad en 
el proceso de desarrollo de software o mejora un 
proceso organizacional.
Encadenamiento hacia atrás
 Es apropiado cuando:
 La meta esta dada o es evidente
 Restricciones del entorno o los datos no son claros.
 Datos relevantes deben ser adquiridos durante el 
proceso de inferencia
 Existe un gran numero de reglas aplicables.
Encadenamiento hacia atrás
Cualquier sistema de reglas con encadenamiento hacia 
atrás puede ser reescrito como un equivalente a un sistema 
de encadenamiento hacia adelante
 Frecuentemente ofrece mejor justificación  o explicación 
de cómo llegar a una meta en particular
 Puede ser utilizado en sistemas para el aprendizaje, 
entrenamiento y diagnostico médico
 Es recomendable cuando hay pocos objetivos y poco 
numero de reglas sobre un gran numero de hechos.
Esquemas de Representación del 
Conocimiento
 Conocimiento Relacional.- Comparación de dos objetos 
basados en atributos equivalentes.
 Conocimiento Heredado.- Se obtienen a partir de la 
asociación de objetos.
 Conocimiento Inferencial.- Se infiere a través de las 
relaciones entre los objetos.
 Conocimiento Declarativo.- Enunciados en los cuales se 
especifica el conocimiento.
 Conocimiento Procedimental.- Se agrega información de 
control para usar el conocimiento.
RC usando Lógica de Predicados
Supuestos acerca de la Representación del Conocimiento 
(RC)
 Un comportamiento inteligente se puede lograr
mediante la manipulación de las estructuras de
símbolos.
 El lenguaje y el diseño facilitan operaciones sobre
estructuras de símbolos, teniendo en cuenta la sintaxis y
la semántica.
 Hacer inferencias, elaborar nuevas conclusiones a partir
de los hechos existentes.
RC usando Lógica de Predicados
 Lógica.- se ocupa de la verdad de las declaraciones
sobre el mundo. Generalmente cada declaración




 Procedimiento de inferencia
RC usando Lógica de Predicados
 Sintaxis.- Especifica los símbolos del lenguaje
acerca de como pueden combinarse para
formar sentencias. Los hechos acerca del mundo
son representados como sentencias.
 Semántica.- Especifica como asignar un valor de
verdad para una sentencia en base a su
significado en el mundo
 Procedimiento de inferencia.- Especifica métodos
para calcular nuevas sentencias a partir de las
sentencias existentes.
RC usando Lógica de Predicados
 Lógica como lenguaje RC.- La lógica es un lenguaje
para razonar, una colección de reglas utilizadas
mientras se hace el razonamiento lógico.
 Lógica
 Problema de diseño del lenguaje RC:
a) Representar objetos y las relaciones del dominio
b) Preguntas y respuestas en un tiempo razonable
 Diferentes tipos de lógica
 Lógica proposicional y lógica de predicado
RC usando Lógica de Predicados
 Lógica Proposicional (PL).-
Proposición: Una oración afirmativa de la cual
podemos decir que es verdadera o falsa (pero no
ambas!!)
Ejemplo:
a) El cielo es azul
b) La nieve es fría
c) 12 * 12 = 144
RC usando Lógica de Predicados
 Lógica Proposicional (PL)
 Las proposiciones son sentencias, que pueden ser
verdadero o falso, pero no ambos.
 Una sentencia u oración es la unidad mas pequeña en
PL
 Si la proposición es verdadera, entonces el valor de
verdad es verdadero
 Si la proposición es falsa, entonces el valor de verdad es
falsa.
RC usando Lógica de Predicados
 Lógica Proposicional (PL)
RC usando Lógica de Predicados
 Lógica Proposicional (PL)
Conectores y símbolos en orden de prioridad
RC usando Lógica de Predicados
 Lógica Proposicional (PL)
Tabla de verdad
RC usando Lógica de Predicados
 Lógica Proposicional (PL)
 Tautologías
Una proposición que siempre es verdadera es
llamada tautología
Ejemplo: (p v ¬p) es siempre verdadera
independiente del valor de verdad de la
proposición p
RC usando Lógica de Predicados
 Lógica Proposicional (PL)
 Contradicciones
Una proposición que siempre es falsa es llamada
contradicción
Ejemplo: (p ^ ¬p) es siempre falsa independiente del
valor de verdad de la proposición p
RC usando Lógica de Predicados
 Lógica Proposicional (PL)
 Contingencias
Una proposición es llamada contingencia, si esa
proposición no es ni una tautología ni una
contradicción.
Ejemplo: (p v q)
RC usando Lógica de Predicados
 Lógica Proposicional (PL)
 Antecedente, Consecuencia
En las sentencias condicionales, p → q,
1ra. Sentencia “if-cláusula” (aquí p) es llamada antecedente)
2da. Sentencia “then-cláusula” (aquí q) es llamada consecuencia
RC usando Lógica de Predicados
 Lógica Proposicional (PL)
 Argumento.- es una demostración o prueba de alguna
sentencia.
Ej.: Ese pájaro es un cuervo, por lo tanto, es negro
 Premisa: es una proposición que da razones, motivos o
evidencia para aceptar alguna otra proposición,
llamada conclusión.
 Conclusión: es una proposición que supone estar
establecida en base a otra proposición
RC usando Lógica de Predicados
 Lógica de predicados.
La principal debilidad de la lógica proposicional es su
limitada habilidad para expresar conocimiento. Existen
varias sentencias complejas que pierden mucho de su
significado cuando se las representa en lógica
proposicional. Por esto se desarrolló una forma lógica más
general, capaz de representar todos los detalles
expresados en las sentencias, esta es la lógica de
predicados.
RC usando Lógica de Predicados
 Lógica de predicados.
La lógica de predicados está basada en la idea de que
las sentencias realmente expresan relaciones entre
objetos, así como también cualidades y atributos de tales
objetos.
Predicado: cada sentencia completa tiene dos partes, un
sujeto y un predicado.
Ejemplo: Judy corre
RC usando Lógica de Predicados
 Lógica de predicados.
 Operadores lógicos
 Conjunción (AND - &&)
 Disyunción (OR - ||)
RC usando Lógica de Predicados
 Lógica de predicados.
 Cuantificadores
 Universal





RC usando Lógica de Predicados
 Lógica de predicados.
 Universo de discurso
Ejemplo:
Si algunos trenes se retrasan entonces todos se retrasan
y sólo hablamos de trenes
(∃𝒙) R(x) →  (∀𝐱) R(x)
Todo número es par o impar
y sólo hablamos de naturales
(∀x) (P(x) v I(x))
RC usando Lógica de Predicados
 Lógica de predicados.
 Ejemplos:
∀x esHombre(x)
Será verdad cuando todos los objetos del dominio de 
discurso satisfagan el predicado esHombre.
Si en nuestro dominio de discurso hay objetos “no 
hombres” (p.ej. Gatos), será falso.
RC usando Lógica de Predicados
 Lógica de predicados.
 Ejemplos:
∃x esHombre(x)
Será verdad cuando exista algún objeto del dominio
de discurso que satisfaga el predicado esHombre.
Con tener un hombre en el dominio de discurso,
será cierto, aunque también haya gatos…
Representación del conocimiento 
basado en reglas
 En el tema anterior se presentó el uso de la Lógica de 
Predicados. 
Los otros enfoques de la representación del conocimiento 
son:




 Algunas veces llamadas reglas IF-THEN son las más 
utilizadas en KR.
 Las reglas de producción proveen la flexibilidad de 
combinar la representación declarativa y procedimental.
 Ejemplo:
IF condition THEN action
IF premise THEN conclusion
IF preposition p1 y preposition p2 are true 
THEN proposition p3 is true
Ventajas de las reglas de producción
 Son modulares
 Cada regla define una pequeña e independiente pieza del 
conocimiento.
 Se pueden añadir nuevas reglas y las viejas pueden eliminarse.
 Las reglas son regularmente independientes de otras reglas.
 Las reglas de producción como mecanismo de representación 
del conocimiento son utilizadas en el diseño de muchos “Sistemas 
basados en reglas” también llamados “Sistemas de producción”.
Tipos de reglas de producción
Existen tres tipos de reglas, definidas como las más utilizadas:
 Reglas declarativas de conocimiento:
Estas reglas establecen todos los hechos y relaciones acerca del problema.
 Reglas procedimentales de inferencia:
Estas reglas guían sobre como resolver un problema, mientras la certeza de 
los hechos sea conocida. 
Estas reglas son parte del motor de inferencia.
 Meta-reglas (Reglas para hacer reglas):
Las meta reglas especifican cuales deben ser consideradas y en que 
orden ser llamadas.
3.3.1 Conocimiento Procedimental 
contra Declarativo
 Conocimiento procedimental:  define el cómo
hacer.
Ejemplo: Para definir si Pedro o Roberto es más grande, primero encontrar 
sus  edades.
Aquí se describen tareas y métodos.
 Conocimiento declarativo: define el qué
Incluyen: Conceptos, objetos, hechos, proposiciones, 
modelos.
Ejemplo: Un auto tiene cuatro ruedas; Pedro es más grande Roberto




 La programación lógica ofrece un formalismo para 
especificar una computación en términos de las relaciones 
lógicas entre entidades.
 Programa lógico.- Es una colección de sentencias lógicas.
 Programador.- Describe todas las relaciones lógicas entre las 
diferentes entidades.
 Computación.- Determina si una conclusión en particular  es 
consecuencia de estas sentencias lógicas.
3.3.1 Programación Lógica
Un programa es caracterizado por un conjunto de relaciones
e inferencias.
 Programa.- Consiste de un conjunto de axiomas y una sentencia meta.
 Reglas de inferencia.- Determinan si los axiomas son suficientes para 
asegurar la certeza de la sentencia meta.
 Ejecución.- De un programa lógico corresponde a la construcción de 
una prueba de la sentencia meta con respecto a los axiomas.
 Programmer.- Especifica las relaciones lógicas básicas , no especifica la 
forma en que las reglas de inferencia son aplicadas.
Entonces:  LOGICA  +  CONTROL  =  ALGORITMOS
Características de un programa lógico
 Sentencia:  
A grand-parent is a parent of a parent.
 Sentencia expresada en términos de lógica: 
A person is a gran-parent if she/he tiene un hijo y este hijo tes un padre.
 Sentencia expresada como lógica de primer orden:
(for all) X : grandparent(x,y) :- parent(x,z), parent(z,y)
Se leé:  X es un grand-parent de y, si x es un padre de z y z es 
un padre de y
Ejemplo de Sentencias Lógicas
 Un lenguaje de programación lógica incluye:
 La Sintaxis
 La semántica de los programas
 El modelo computacional
 Prolog y logic data language (LDL ) son ejemplos de 
lenguajes declarativos.
 Prolog (PROgramming LOGic).- Es el lenguaje más popular en el 
campo de la Inteligencia Artificial. Su popularidad se basa en la utilidad 
para representar conocimiento acerca del QUÉ y el CÓMO
Lenguaje de Programación Lógica
 En cualquier lenguaje, la formación de componentes (expresiones, 
sentencias, etc.), esta guiada por reglas sintácticas.
 Los componentes están divididos en dos partes:
 Componentes de datos ,y 
 Componentes de programa.
 Los componentes de datos son una colección de objetos de datos 
jerárquicos.
Sintaxis y Terminología (referente a PROLOG)
 Los objetos de datos de cualquier tipo son llamados un 
término.
 Ejemplos de término:
Constantes : Enteros, PuntoFlotante, Atoms.
Variables : Símbolos
 Términos compuestos: Función con uno o más 
argumentos.
Ground an nonGround: Los términos  son Ground si 
contienen  no variables  (sólo constantes); de otra forma son 
nonGround.
Goals son atoms or términos compuestos , y son 
generalmente nonGround
(a) Data Objects
(b) Simple Data Objects
(c) Structured Data Objects
(c) Structured Data Objects
(B) Componentes de Programa
 Un programa PROLOG es una colección de 
predicados o reglas.
 Un predicado establece una relación entre objetos.
 Cláusula.- Es una colección de palabras 
relacionadas gramáticamente.
 Predicado.- Es compuesto de una o más cláusulas.
 Las cláusulas constituyen sentencias, cada sentencia 
contiene una o más cláusulas.
 Una sentencia contiene dos partes: sujeto y 
predicado.
(b) Predicados y Cláusula
 Sintácticamente un predicado esta compuesto de una o 
más cláusulas.
 La forma general de las cláusulas es:
<left-hand-side> :- <rigth-hand-side>
donde LHS es una sola meta llamada “goal” y RHS es 
compuesta de una o más metas, separada por comas, 
llamada “sub-goals” sobre la meta del lado izquierdo.
El símbolo “ :- “ es pronunciado como “este es el caso” o “tal 
que”.
 La estructura de una cláusula en programación lógica:
(b) Predicados y Cláusula
 Las literales representan la posible elección de tipos 
primitivos del lenguaje en particular.
Algunos de estos tipos de literales son regularmente 




 En Prolog los queries son sentencias llamadas 
directivas.
Referencias
 Esta presentación tiene como fin lo siguiente:







Cuestiones de representación del Conocimiento
Lógica de Predicados
Reglas
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Guión explicativo
El contenido de esta presentación contiene
temas de interés contenidos en la Unidad de
Aprendizaje Inteligencia Artificial.
Las diapositivas deben explicarse en orden, y
deben revisarse aproximadamente en 24
horas, además de realizar preguntas a la
clase sobre el contenido mostrado.
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