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Colloidal quantum dots (CQDs) have tunable optical properties through manipulation of their 
size, shape, and surface chemistry. Among pholuminescent QDs, near-infrared (NIR) emitting 
ones are of particular interest since they can be used in several applications, from the labeling 
in living tissues, to the integration in commercial optoelectronic devices, like photovoltaics 
for solar energy conversion or photodetectors from visible to the near-infrared and mid-
infrared. In addition, the exciting promise of CQDs is that is associated with easy and low-
cost device fabrication process. In fact, solution-based techniques like spin-coating, dip 
coating and ink-jet printing are typically used for solution CQDs readily to be used in large-
area processing techniques. 
Thus, to obtain an ink solution of nanocrystals (NCs) ready to be used in device fabrication 
process, in this thesis, cation exchange (CE) reactions have been used as a convenient tool to 
finely transform NCs directly in solution or deposited as thin films. These reactions allow to 
substitute a fraction or all “host” metal cations of pre-synthesized NCs with new “guest” 
cations while preserving both NCs’ size, shape and, typically, crystal structure. Depending on 
the miscibility of the reactant and product materials, and on the kinetics of the CE reaction, 
different types of nanostructures can be accessed ranging from alloy NCs, doped systems, 
dimers, core@shell (or core@graded-shell) heterostructures even with elaborated 
architectures (i.e., quantum wells, multiple-cores@shell). Unlike ion substitution in solids, 
cation exchange at nanoscale results in fast reaction rate and an easy modulation of the 
thermodynamics through selective ion coordination in solution. 
This study provides an overview of the CE on semiconductor NCs, in particular on II-VI, I-
III-VI2 and III-VI compounds. We first explore the exchange between cadmium chalcogenides 
and mercury ions to produce Cd1-xHgxTe CQDs which can be potentially employed in NIR 
photodetectors and photovoltaic devices. Our developed synthesis is a result of a wide 
systematic investigation process, in which we varied specific physical parameters, such as the 
reaction temperature, the feed molar ratio of the precursor and the solvent. More specifically, 
these aspects were studied to have control on the size, shape, surface composition and 
crystalline phase after mild conditions of annealing into stable connected crystals. This 
peculiarity could be exploited to boost the photogenerated charges diffusion in polycrystalline 
photoconducting films fabricated by means of an ink of NCs solution.  
Additionally, another aspect studied was the surface passivation of Cd1-xHgxTe colloidal NCs, 
in order to understand how to optimize the charge transfer efficiency among the nanocrystals. 




semiconductors. In nanocrystal film it is of fundamental relevance to improve the mobility of 
the photogenerated charges. Noteworthy, the granularity of the system and the consequent 
coupling between adjacent dots can produce additional physical parameters, as charge 
recombination. The carrier diffusion length can be limited by trapping sites1. To overcome 
these limitations, post-synthetic strategies that couple the high quality NCs solutions with ideal 
properties (band gap, absorption, monodispersivity) and high-quality films (quantum dot 
packing, passivation, and absorptive/conductive properties) are necessary. Indeed, to improve 
the inter-NCs conductivity in a NC film, ligand exchange and stripping procedures are widely 
used, with the aim of replacing insulating surfactants with more conductive species. These 
procedures have some drawbacks, for example metal cations can desorb from the surface of 
the NCs during the stripping. On the contrary, here we will show how our nano heterostructures 
(NHCs) enable to avoid the post-process ligand stripping and to perform the final annealing 
step in milder conditions.  
Above these considerations, CE can be exploited to address NCs solution through surface 
uniformity from the nano- to the macroscopic scale. This is the first step toward electronic 
coupling between the separate building blocks of nanocrystals.  
Apart from III-V QDs, we shifted our research activity on valid alternative material which do 
not contain toxic heavy metals such as Cd, Pb, As or Hg, and that offer a high flexibility for 
tuning band gap in the NIR window. In chapter 5, the results about the study of a III-V system 
are reported. Thus, we studied InP system, which is probably the only one that could provide 
a compatible emission color range similar to that of Cd-based QDs but without intrinsic 
toxicity. Nevertheless, the synthesis of III-V NCs, due to their covalent-bond character, is 
limited by long reaction times or an uncontrollably fast nucleation that may lead to the 
formation of amorphous or bulk compounds. The role of our work is to explore the reported 
InP synthesis and to further improve the luminescent properties of these systems Here we 
study the effect of different parameter (molar concentration in reaction mixture, the use of 
different phosphorous precursors) to enhance the control over the particle size and size 
distribution. After that, we studied different Sulphur source precursors to obtain InP@ZnS 
core@shell NCs with high quantum Yield (QY).  
In the last chapter, we describe also I-III-VI2 system as CuInS2 for photoluminescence 
modulation. In this Chapter Copper Indium Sulfide nanocrystals are prepared using a single-
step heating up method relying on the low thermal stability of ter- dodecanethiol used as 
stabilizing agent, solvent, and sulfur precursors. The obtained particles exhibit an emission 




before the threshold temperature of 230°C for the growth process of ternary semiconductor 
NCs such as of CIS nanocrystals. Afterwards we report on the procedure for the growth of a 
ZnS shell, which enables a blueshift of the PL emission wavelength with respect to those of 








Chapter 1. Introduction 
1.1 Nanocrystals: definition  
With the term nanocrystals (NCs) one refers to a class of materials having a size ranging from 
around 1 to 100 nm, consisting of hundreds to few thousands of atoms, at the same time 
preserving crystal structure of their bulk counterparts.2 Typically, they are composed of metal, 
metal oxide and semiconductor materials, and their combination in various heterostructures.3–
5 In a range where the number of atoms starts to be reduced, certain material properties such 
as electronic, optical, magnetic and chemical, start to become very different from the 
properties of their bulk counterparts. This aspect can be considered as an additional feature 
which led the scientific community to “go nano” because it would allow an extra tunability. It 
would therefore be possible to alter optical and conductive properties of a material by altering 
its size in the nanoscale range rather than adjusting its composition or its molecular structure. 
Now the scientific community has an excellent understanding of how the nanoscale influences 
the properties of nanocrystals, but they are still far from transposing NCs from laboratory 
studies to industrial commercialization as fundamental building blocks for transistors light 
emitting diodes, lasers, and solar cells. The goal is, therefore, to have a full control over the 
shape and size and composition of the colloidal NCs and to arrange and interconnect them in 
complex low-cost architectures. 
In this introduction section, we will report a brief history of nanocrystals. We will try to explain 
with a few examples why the behavior of nanoscale materials can be very different from that 
of their bulk and their atomic counterparts and how quantum mechanics can help us in 
rationalizing this. Following this discussion, we will give a definition of .quantum dot. We 
then follow a bottom-up approach and give a simplified picture of a solid as being a very large 
molecule, where the energy levels of each individual atomic component have merged to form 
bands. The electronic structure of a quantum dot, being intermediate between the two extreme 
cases of single atoms and the bulk, will then be an easier concept to grasp. A free electron gas 
model and the concept of quantum confinement will be used to explain what happens to a solid 
when its dimensions shrink one by one. This will lead us to a more accurate definition of 
quantum wells, quantum wires and quantum dots. Finally, we will examine in more detail the 
electronic structure of quantum dots, although we will try to keep the level of the discussion 




1.2 Brief history of nanocystals (NCs) 
Although nanomaterials have played a pivotal role in the advancement of nano / bio / info 
technology to date, their history began immediately after the Big Bang, when nanostructures 
formed in early meteorites and later evolved in many other nanostructures, such as seashells 
and skeletons. Obviously, first-hand nanotechnologies and nanomaterials appear as accidental 
discoveries of ancient artisans without a deep knowledge of their nature and structure. The 
first trace of the history of the use of nanomaterials dates back more than 4000 years ago in 
ancient Egyptian times when they uses lead salts for cosmetics and hair darkening (see Figure 
1.1).6  
 
It was recently demonstrated that Pb salts and lime mixture reacts with sulfur present in hair’s 
keratin proteins to form lead sulfide (PbS) nanocrystals of the size of ∼5 nm which are very 
similar to PbS nanocrystals that can be synthesized by modern approaches. 6 
There are still some very fascinating examples of ancient artifacts created with nanocrystals 
even in Roman Era 7,8, when colloidal metals of tin oxide, silver and gold were used as coloring 
in glass and textiles. One of them is the well-known “Lycurgus” glass cup, a decorative Roman 
treasure of the 4th century AD characterized by the red color under transmitted light (light 
source within the cup) and by the green color under reflected light (external light source) (see 
Figure 1.2).8 
Figure 1.1. (a) (b) Optical macrophotographs of hair from brown to black color (c) (d) microphotographs of  hair cross sections 
showing blackening during treatment with lime and lead oxide in water. (e) (f) Pb maps of the respective treated samples obtained 
by SEM-EDX after 6 and 72 hours, showing a progressive radial fixation toward the center of the hair. Adapted partly from 





This phenomenon wasn't clarified until 1990, when scientists studied the cup and concluded 
that this dichroism is due to the presence of silver and gold nanoparticles up to 100 nm, 
dispersed in the glass matrix.9 Their interaction with light strongly depends on their 
environment, size and physical dimensions. Gold gives a red color when using an internal light 
source. This because the larger nanoparticles in the glass absorb short wavelengths (green and 
blue∼520 nm) while the red component penetrates through the glass. The green color is due 
to the light scattering by colloidal dispersions of silver particles with size bigger than 40 nm. 
9–11 
Besides the Egyptians and Romans, gold and silver nanoparticles have been used for centuries 
by artisans for their vivacious colors produced by their interaction with visible light: medieval 
artisans also studied to manufacture stained glass (colored glass) windows by incorporating 
metal particles in them (see Figure 1.3).12 History, thus, includes a multiplicity of examples in 
which ancient culture already understood the potential applications of colloidal dispersion, but 
they did not have science-based explanations. 
However, the study of nanomaterials began more recently, in 1857 when Michael Faraday 
reported on the synthesis of colloidal gold particles, which he called “activated gold” and when 
he revealed the color of these colloidal nanoparticles are very dissimilar compared to their 
respective bulk counterpart.13 This was the first study observing size dependent effects of 
nanoparticles (quantum size effect). The explanation behind the different colors of metal 
Figure 1.2. (a) Lycurgus cup showing different color depending on the way the light passing through it. The glass contains gold-
silver colloidal nanoparticles (adapted from Atwater et al. (2007)). (c) optical density to measure the refractivity of the gold 
nanoparticles. Gold nanoparticles’ interaction with light is strongly dictated by their environment, size and physical dimensions. 
Smaller monodisperse gold nanoparticles absorb light in the blue-green portion of the spectrum while red light is reflected,giving a 
rich red color. As particle size increases, absorption shifts to longer, redder wavelengths(known as red- shifting). Then red light is 





colloids 14 was later clarified by Mie (in 1908) which gave the basis to the optical properties 
size-dependent metallic particles, and soon afterwards extended by Richard Gans for gold 
particle in 1912 15 and silver particles in 1915.16  
The first size dependent optical properties of semiconductor NCs were reported in the 1920s 
for CdS NCs.17 G. Jaeckel found that the growth of CdS particles inside the glass shifted the 
absorption and luminescence color to longer wavelengths. Then, F. Hamiltonian and R. Kubo 
contributed new theories and predicted that colloidal NCs have different electronic properties 
compared to macroscopic materials.18 In the 1960s, size dependent phenomena were also 
observed in other semiconductor materials. C. R. Berry pointed out that the absorbance 
wavelengths of AgBr NCs17,19 and AgI NCs20 shifted to shorter wavelengths as compared to 
bulk AgBr and AgI. In 1982, A. L. Efros introduced a simple model to explain the influence 
of size quantization on interband absorption in a spherical semiconductor NCs. At the same 
time A. Henglein17,21 reported on the surface chemistry, photodegradation, and the catalytic 
processes shown in colloidal semiconductor particles. This is the first work where the 
Figure 1.3. Notre Dame Cathedral’s famous stained-glass windows. They owe their color to the effect of gold nanoparticles. The 
artisans of stained glass for medieval cathedrals across Europe had recipes for their glass, casting soluble gold into the glass 
mixture during its manufacturing. They knew that only particles of certain very small sizes gave vivid colors but they didn’t know 




absorption spectrum of colloidal solutions of CdS NCs was revealed. In 1983, L. E. Brus first 
interpreted explicitly that this absorption behavior was a quantum mechanical effect.22,23 By 
tuning the size and controlling the size distribution of CdS NCs, he observed a blue shift of 
the absorption of CdS NCs compared to bulk CdS. 
Meanwhile, at the beginning of the 1940ies, nanoparticles found their way to the production 
and consumption when U.S. and Germany replaced ultra-fined carbon black for rubber 
reinforcement with precipitated and fumed silica nanoparticles. 
As a result of the new understanding over recent decades of how the size reduction may affect 
a whole range of new physico-chemical properties, research has expanded exponentially in the 
field of nanocrystals with many future potential applications and economic impacts. 
 
1.3 Chemical and Physical Properties of NCs 
In order to better understand the potential of nanoscale material, it is important to comprehend 
how the properties of a nano-crystalline material are affected, limiting its crystalline structure 
in one, two or three dimensions.24 Indeed, while the chemical and physical properties of a bulk 
crystal are independent of the size and are only chemical composition-dependent, everything 
changes when the size of a crystal decreases to the nanometer regime. In this case the size of 
the particle begins to modify the properties of the crystal such absorption, fluorescence, 
melting point, phase stability, catalytic activity, magnetism, electric and thermal conductivity, 
which differ considerably from those of the corresponding bulk material. 25 Here we illustrate 
some of the fundamental concepts used in this thesis and recalls the fundamental definitions 
of semiconductors and nanocrystal semiconductors, as well as the fundamentals of how their 
size can alter the electronic properties. These will explain how to control the optoelectronic 
properties of nanocrystals by adjusting their size without changing the chemical composition. 
The reason at the base of the unique chemical and physical properties of nanocrystals are: 
(i)the ratio of surface atoms to inner atoms is much higher than that of bulk solids, then relative 
surface area increases;(ii)the charge carrier motion is restricted to a small material 
volume;(iii)the number of unit cells in a single nanocrystal is small. 
 
1.3.1 Size-dependent properties of semiconductor nanocrystals: Quantum size 
effect  
To understand the properties of semiconductors nanocrystals is essential to pay attention to 




studied by researchers. In one approach, called “bottom-up” perspective, the properties of the 
larger QD are built up from the sequential addition of individual atoms to a core particle. 
Historically limited to very small QDs, this approach became increasingly important with the 
increase in the available computational power allowing calculations on QDs made up of 
hundreds of atoms.26 Alternatively, it was also studied a “top-down” view. Here the properties 
of the larger crystal are influenced by the finite size of the QD. Due to the analogies with 
familiar quantum mechanical model of the particle in a box, this approach has proved to be 
particularly useful and provides a convenient basis for a fundamental understanding of QD 
photophysics. 
 
1.3.1.1 Bottom up approach: linear combination of atomic orbital theory -
molecular orbital theory (LCAO-MO) 
Discussing the properties of nanocrystals, chemists may prefer to a bottom up approach by 
considering nano objects as large molecules (where physicists see them usually as small 
crystals) and calculating the evolution of the electronic structure from atoms to QDs to bulk 
materials and predicting the dependence of bandgap on size of the crystals. 
The basic premise of the atomistic approach is that the wavefunction, ψ, of any crystal system 
composed by N atoms, can written from a linear combination of atomic orbitals (LCAO or 
Hǘcker theory)7: 
𝜓 = ∑ 𝜑𝑖,𝑎𝑖,𝑎    (1.1) 
With φi,a is a-th atomic orbital of atom i. 
Given the wavefunction defined by Eq.1.1, the energy levels ε of a system is: 
𝑑𝑒𝑡|𝐻 −  𝜀 𝑆| = 0  (1.2) 
 
Where H is the Hamiltonian matrix and S is the overlap integral defined by: 
𝑆 = ∫𝜑𝑖,𝑎 𝜑𝑖,𝑏 𝑑𝑥   (1.3) 
Different approaches exist to solve Eq 1.1. One typical assumption is to limit the sum only to 




orbital interaction (i.e. s-s and p-p respectively) occurring between first and second neighbors 
and neglecting other interatomic overlap integrals.27 Considering a diatomic molecule, the 
atomic orbitals (AO) of two individual atoms are combined, producing bonding and anti-
bonding molecular orbitals (Figure 1.4). 
 
Figure 1.4. Molecular Orbitals for the H2 Molecule. (a) formation of a bonding σ1s molecular orbital for H2 as  
constructive linear combination of atomic orbitals of two H 1s atomic orbitals  (b )in the resulting bonding molecular 
orbital  the square of the wave function (Ψ2) illustrates the increased electron probability density between the two 
hydrogen nuclei (c) ) formation of an antibonding  molecular orbital σ∗1s  as the deconstructive linear combination of 
atomic orbitals difference of the wave functions (Ψ) of two H 1s atomic orbitals. (d) resulting bonding molecular orbital 
where the square of the wave function (Ψ2) for the σ∗1s illustrates the node corresponding to zero electron probability 
density between the two hydrogen nuclei. 
As the number of atoms increase, the discrete energy band structure changes from large energy 
steps to small energy steps, hence to a more continuous energy band. The occupied (bonding) 
molecular orbital quantum states (equivalent to the valence band) are called the highest 
occupied molecular orbital (HOMO) levels. The unoccupied antibonding orbitals (equivalent 
to the conduction band) are called the lowest unoccupied molecular orbital (LUMO) levels. 
The energy difference between the top of the HOMO and bottom of the LUMO (known as 
band gap, Eg in Figure 1.5), where there are no allowed energy states, increases and the bands 
split into discrete energy levels of reduced mixing of AOs for a small number of atoms. 
Therefore, the small NCs’ electronic band structures result in an intermediate between 




provides a methodology to calculate the electronic structure for smaller NCs, however, it 
cannot be used to calculate the energy levels of larger NCs due to mathematical complexity 
and limitations of the computing systems.  
 
Figure 1.5. (a) formation of energy bands from atomic orbitals: as the number of atoms increase, the spacing between energy 
levels decreases. Ina  bulk solid, a macroscopic crystal containing 1023 atoms, the spacing is sufficiently small that the 
energy levels may be treated as a continuous energy band, rather than a discrete energy level. (b) Dispersion curve for a 
general semiconductor near k=0. The energy bands scale as k2 and a gap opens between the bands where no energy states 
exist (Eg) 
The quantum size effect (also called size quantization effect or quantum confinement) takes 
place only in semiconductor NCs and metal NCs with sizes usually smaller than 10 nm21,23,28.  
In general, all NCs’ electronic structure can be described as intermediate between discrete 
energy levels of an atomic/molecular system and the continuous band structure of a 
macroscopic bulk materials. This fact can be well understood looking at Figure 1.6, which 
compares the different energy diagrams. It is observed that, as the size decreases, the 
continuous bands of the macroscopic solids are modified by the appearance of discrete energy 







Figure 1.6. Evolution of the electronic structure and density of states as the number of atoms decreases from bulk material to 
QDs of different size (from left to right).ẟ is the so-called Kubo gag. Confinement leads to size-induces discretization of 
energy levels resulting in an increasing of energy gaps. Figure partially adapted from Colloidal Foundations of 
Nanoscience29 
1.3.2 Top-down approach 
Physicists apply the band theory of macroscopic solids to nanocrystals describing the behavior 
of the charge carriers as a free electron gas within a bulk crystal. The model assumes that the 
crystalline structure of a bulk metal solid is composed by a positively charged background due 
to nuclei and core localized electrons, with a gas of delocalized electrons. Instead of bands they 
talk of delocalized molecular orbitals, and the Kubo gap becomes the HOMO–LUMO gap. In 
such a view it is obvious that high cluster symmetry leads to correspondingly degenerate 
molecular orbitals.  
1.3.2.1 Electron-confinement: particle in a box model and the effective mass 
approximation  
The band theory considered the solid to be of infinite size, so that the contribution of the surface 




the ratio of surface atoms to inner atoms is high and this latter contributes to the total potential 
of the solid. When the size of the crystal become comparable to the De Broglie’s wavelength 
associated with the particle interacting with it, the motion of the charge carrier is strongly 
confined within the structure. The description of their behavior has, therefore, similarities with 
the quantum problem of the particle in the box by the resolution of the Schrödinger’s equation 
associated with it. This approach allows to obtain a discretization of energy levels in the 
vicinity of the bands, which is a distinctive feature compared to the continuous energy levels 
associated with the corresponding bulk. 
To illustrate the effects of confinement, quantum mechanics is a powerful tool with the free 
electron confined in a box model. The simplest form of the particle in a box model considers a 
one-dimensional system and was proposed by Efros 21in 1982 and later modified by Brus23. 
The walls on one-dimensional box can be visualized as regions of space with an infinitely large 
potential energy (see Figure 1.7). Conversely, the interior of the box has a constant, zero 
potential energy. This implies that the particle inside the box is not influenced by any force and 
it can move freely in that region. However, the particle is repelled by infinite forces if it touches 
the walls of the box, preventing it from escaping. 
The potential energy is given by: 
𝑉(𝑥) = {





Where L is the length of the box and x the position within the box. 
A general description of any quantum mechanical system can be done by formulating the time-












𝜑(𝑥, 𝑡)  
 (1.5) 
Where the first term of the equation is the kinetic energy, the second is the potential energy of 
the forces acting on the system, and the third comprises the total energy. For the case of a non-
reacting systems, the potentials are time-independent, and the equation can be simplified 











Thus, an electron whose momentum depends only on its kinetic energy and whenever is 
confined in a limited region. It will have only a finite set of quantum mechanically allowed 
discrete states. The only possible solutions allowed by Eq.(1.6) are standing waves with 
discrete nodes in between of which the electron presents the maximum probability of being 
located: 
𝜓(𝑥) = [𝐴 𝑠𝑖𝑛(𝑘𝑥) + 𝐵 𝑐𝑜𝑠(𝑘𝑥)] 𝑒−𝑖𝜔𝑥   (1.7) 
Where 𝜓 is the wavefunction of the particle at position x, A and B are complex number, k is 
the wavenumber  k=
𝑛𝜋
𝐿
 with n=1,3,5,…∈ 𝑁 and ω is the frequency.  
 
Figure 1.7. the one-dimensional case sketch of a box limited in the x-dimension by infinite potential barriers, which mathematically 
define the physical orders of the box 
 
 









Where ħ2 is the Planck’s constant, k the wave vector and m* the effective mass. 
Of course, the QDs differ from the particle in the case of an ideal box and some small 
adjustments to the above equations are needed. Firstly, QDs are three-dimensional and 









Where R is the radius of the QD. 


















Finally, the QD box is not empty but is filled with a semiconductor: 





In the effective mass approximation model, the Eq.(1.8) is assumed to hold an electron or a 
hole in the semiconductor, therefore energy band is parabolic near the band-edge. The shift of 
band-gap energy (∆𝐸𝑔) due to the confinement of the exciton in a QD with a diameter R can 






















Where μ is the reduced mass and 𝐸𝑅𝑦




  . 
The first term represents a relation between the confinement energy and the radius of the QD 
(R), whereas the second term shows the Columbic interaction energy with a 1/R dependence. 
The Rydberg’s energy term is size independent and is usually negligible, except for 
semiconductors with small dielectric constant. 
The model of an electron in a box described above, in its simplicity captures the essentials of 
real systems with confined free electrons: the energy levels and spacing among levels increase 
in magnitude when confinement becomes more restrictive. 
1.3.2.2 Top-down Density of states (DOS) 
The model above is a first approximation to describe the energy bands using the calculation of 
the Density of states (DOS). The lowest unoccupied and highest occupied energy levels in the 
molecule evolve in the crystal to form the conduction band and the valence band, respectively, 
which are separated by a characteristic gap in which there are no allowed energy states, known 
as the band gap Eg. Since each of N atoms contributes with its atomic states to a band (valence 
electrons), the DOS, ρ, of a semiconductor is basically proportional to the number of atoms 
and it scales with the dimensionality, d, as described by: 
𝜌 (𝐸) ∝  √𝐸(𝑑−2)  , d=1,2,3 (1.13) 




The situation changes when the solid is not infinite anymore along the three dimensions x, y 
and z. In a quasi bi-dimensional system, i.e. infinitely extended in x and y directions, and with 
a z dimensions of few nanometers, quantization effects are due entirely to the confinement of 
the charge carriers in the z-direction ("quantum well" or an infinite sheet). In this case, the 
particle in a box model has an infinite potential along z axis and the solution of the Schrödinger 
equation are the standing waves: 
 
𝜓(𝑧) ∝ 𝐴 𝑠𝑖𝑛(𝑘𝑧𝑧)  , 𝑘𝑧 =
𝑛𝜋
𝑑𝑧
      , n∈ 𝑁 (1.14) 
 
Then, for this system the energy levels are quasi-continuous along x-y plane but assume only 
certain values quantized along the z direction. The level spacing is inversely proportional to 
the thickness of the material. Thus, the DOS is defined by a step function where the energy 
levels are quasi-continuous with respect to kz (each step) losing its dependence from energy, E.  
In the case of a one-dimensional system ("quantum wire"), the confinement is in two directions, 




hyperbole branch defines a continuous kx state distribution and a discrete ky and kz state 
distribution. Two-dimensional quantization has significant implications for the transport of 
charges. Electrons can move freely along the x-axis with quasi-continuous energy levels, but 
discrete states along y and z can be occupied by them. So, they act as discrete channels of 
conduction. 
In the last case of a zero-dimensional solid where the confinement extends to the three 
dimensions (“quantum dot” or quantum points) also the electrons freedom is restricted in all 
directions. The allowed k states are discrete and the distribution ρ (E) appears as a delta 






Figure 1.8. Density of energy states of electrons in an atom and crystals od increased dimensionality. The dotted line in the 
two-,one- dimensional structure indicates the corresponding density of states from a macroscopic crystal. In zero-
dimensional crystal QD, the density of states is a set of delta functions. Adapted from Bera  et al. 30 
An important threshold is reached when the gap between the highest occupied and the lowest 
unoccupied state (called the Kubo gap d) equals thermal energy.29 When electrons get 
thermally excited across the Kubo gap, a low temperature insulator becomes a semiconductor 
and at higher temperatures a metal. In this case, also the magnetic properties of small clusters 
can change dramatically. This non-metal-to-metal transition can take place within a single 
incompletely filled band, or when two bands begin to overlap because of band broadening. The 
development of the DOS with cluster size is illustrated in Figure 1.6  
 
1.4 Semiconductors Nanocrystals Quantum Dots (NCs QDs) properties 
The absorption of a photon (light) is one of the possible way an electron from valence band 
(VB) can be moved to the conduction band (CB), as shown in Figure 1.9. An electron from the 
VB attains sufficient energy to overcome the energy gap and moves to the conduction band, 
leaving a hole behind. This excited electron and holes forms a part of the charge carriers in 




VB)  where they relax and recombine after a finite time with release of energy. This excess of 
energy may be radiative (with emission of photons) or non-radiative (emitting phonons or 
Auger electrons). 
 
Figure 1.9. Interaction of semiconductors with photons (a) Photon absorption and exciton formation in QD energy band. (b) 
exciton radius vs QD size The Bohr radius is the distance in an electron-hole exciton. Every semiconductor has a 
characteristic exciton Bohr radius (distance electron-hole) below which the quantum confinement effect realized. This 
unique property causes “band” of energies to turn into discrete energy levels in QDs. Modified from Kasap et al. 30 (c)band-
edge emission: an electron is excited by an electromagnetic wave, ℎ𝜈, from its ground state to an excited state. (d) 
photoluminescence with non-radiative transition at the beginning (e) non radiative recombination. (e) Auger recombination 
consists in a non-radiative energy transfer between two electrons in conduction band. This process is responsible for a fast 
decay of multiple excitons generated by impact ionization. 
1.4.1 Photoluminescence: radiative relaxation process 
The Photoluminescence (see Figure 1.9) is one of the most common phenomena in intrinsic 
semiconductor and insulator, where an electron in a phosphor is excited by absorption of an 
electromagnetic wave, hv, from its ground state to an excited state. Through a fast vibrational 
(nonradiative) process, the excited electron relaxes to its lowest energy excited vibrational state 
by losing energy in the form of the emission of light. The energy of the latter wavelength is 
given by the sum of: 
𝐸ℎ𝜈 = 𝐸𝐺 + 𝐸𝑒 + 𝐸ℎ + 𝐸𝑒𝑥𝑐𝑡  , (1.15) 





There is a variety of aspects related to the emissions and the size and composition of QDs. The 
energy of the photon emitted shifts as function of size; additionally smaller QDs, for example, 
have larger bandgap, thus, they require more energy to excite their electrons and give, in turn, 
higher energy photons; similarly, larger QDs have shallow bandgaps and emit photons in red 
wavelengths. Therefore, the color emitted by a QDs can be determined by their size and 
composition. As a result of this, QDs can be precisely tuned during the synthesis to emit any 
color of light from the same material simply by changing the dot size.29,31,32 
Luminescence can occur following various paths: (i) “band edge emission” ( Figure 1.9(a)) 
when the electron transition involves the minimum of the conduction band to the maximum of 
the valence band; (ii) the relaxation may involve loses energy in the form of phonons, as shown 
in Figure 1.9(b); (iii) impurities can act as localized levels in between the energy gap and in 
this case, the electron relaxed through multiple steps, by means of a non-radiative transition 
from the conduction band to the impurity level, followed by a radiative transition to the valence 
band (see Figure 1.9(c)). 
Additionally, depending on the relaxation lifetimes, it can be called fluorescence (10-9-10-13 s) 
or phosphorescence (>10-5). In NCs or bulk solids, the emitted photon is red shifted relative to 
the excitation photon energy/wavelength (i.e. Stokes shift) because of the presence of 
vibrational levels in the excited state as well as in the ground state. 
 The full width half maximum of a band edge emission peak and the optical absorption 
spectrum from QDs will be widely studied along this thesis since they reflect the band structure 
and the local environment of an optically active species. The first scientific record relative to 
the particle size and their optical properties relations dates back to 1926 when Jaeckel explained 
the red-shift of the absorption onset in glasses containing CdS particles33. At the present, the 
Absorption and Photoluminescence studies and the radiative relaxation processes of charge 
carrier and energy transfer process, play a prominent role in the understanding the optical 
properties of QDs. The presence of defects or surface trap states able to quench the radiative 
recombination is a crucial aspect to be considered when they are used for their radiative 
recombination (lasers, LED, etc.) or to extract the charge carriers as in solar cells.  
 
1.4.2 Non radiative relaxation process 
As reported above, the absorption of energy by a luminescent material may not result in 
emission of light since deep level traps may induce a non-radiative short time recombination ( 
tens of pico-seconds34) by means of phonons. Nonradiative relaxation may be categorized as 




conversion takes place after the QD absorbs a photon, with energy hν: the difference between 
hν and energy gap is converted into heat by electron-phonon scattering process and results in 
the Stoke shift. Also strain in a lattice can create a local potential well that can trap electrons 
and hole resulting in a non-radiative transition.  
Surface states recombination dominates the external conversion. These defects are dominant 
channels for non-radiative decay since 15-30% of atoms lays at the surface of the QDs and may 
represent defects with their unsaturated dangling bonds. Charge carriers accumulates at the 
surface states and create an electric field that seep in opposite directions the electron and hole 
generated in this region preventing the radiative recombination38–40. This is known as exciton 
dead-layer effect: in QDs, whose size is bigger than Bohr radius, the electron and hole motion 
around their center of mass precludes the center of mass  to reach the QD surface, forming a 
dead layer near the QD surface41. This concept was introduced by Pekar et al.42 in 1958 stating 
that the exciton is totally reflected from an effective barrier located inside the QD at the 
distance d from the QD surface. The use and organic ligand or inorganic shell as capping agent 
on these defects leads to an improvement in luminescence efficiency3.2,37 
Another form of non-radiative process is the Auger recombination mechanism in which the 
excess energy is transferred to another electron, called the Auger electron (see Figure 1.9), 
which then loses its extra energy by generating phonons. This mechanism is predominant in 
semiconductor NCs with high doping concentrations, and its more efficient in nano scale 
regime with respect to the analogous bulk material because conservation of momentum is 
broken and a strong spatial confinement of the carriers enhances multiple carrier Coulomb 
interactions 44,45, 
It is now evident that non-radiative charge recombination negatively affects the performance 
of NC devices like LED46, lasers47, or solar cells under concentrated illumination48 reducing 
their luminescence efficiency or their conversion energy. Because of the spatial and dielectric 
confinement of the QD, the Coulomb interaction energy between carriers increases and then 
some recombination mechanism46,47,49, like the Auger scattering, are more prone to happen in 
NCs than in their bulk counterpart.  Therefore, the most obvious way to reduce Auger 
recombination rates is to increase the size of the NCs 50–53. Anyway, this is not a good strategy 
if we want to exploit the quantum confinement effects to tune the electronic properties of NCs. 
Recently, new approaches have been developed to suppress these unwanted processes like nano 
hetero structures 54,55 with designed charge carrier confinement potentials. The most commonly 
studied is CdSe/CdS 56core/shell nanostructure in various shapes and size. Later it was 




carriers. Additionally also the size and uniformity of assembly of hetero-NC with smooth 
confinement potentials is crucial to control the non-radiative recombination mechanism51,59 
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Chapter 2. Colloidal Nanocrystals (NCs) 
Abstract 
Besides giving us new properties, creating novel nanostructures requires new understanding of 
the properties of their surfaces. Being small could make the surface of a nanoparticle unstable 
due to the high surface energy and the large surface curvature. Thus, the properties change as 
these particles are used. Not only could the surface structure and shape change, but the chemical 
nature of their surface could be altered, too. Thus, the efficiency of the use of the NCs depend 
on our understanding of their general properties and stability. Here we discuss the synthesis 
properties of individual NCs and the thermodynamic and mechanistic aspect of the cation 
exchange approach. 
 
2.1 Introduction  
Colloidal NCs are a specific kind of NCs that are chemically synthesized in a liquid solution 
containing some stabilizing organic molecules, called surfactants.1 They are typically made of 
a crystalline core with the desired chemical composition and an outer layer surface shell (see 
Figure 2.1(a)) of tightly coordinated surfactants that provide them with solubility and, hence 
with colloidal stability.2,3 Without the ligands, the particles would form bulky aggregates that 
flocculate or settle down in the medium.3 Surface ligands enable the control over the stability 
of QDs dispersions in polar or nonpolar solvents via the steric and electrostatic mechanisms.3,4 
The oleophilic ligands comprise (see Figure2.1 (b)) a long hydrophilic hydrocarbon tail which 
is often around 8-18 carbons long, and a hydrophobic head like amines, carbocyclic acids, 
phosphines or phosphine oxides. These ligands can be replaced with smaller inorganic ligands, 
such as SnS4 
4−, or simple halide ions, like I-.2,5–8All of these molecules are chemically robust 
and, therefore likely to be further processed after synthesis for different purposes, such as their 
integration with existing devices, or their incorporation into biological environments without 






Figure 2.1. (a) computational model representation of a PbS NC covered with oleate and hydroxyl ligands. (from 
Zherebetskyy, D., et al.,  Ref 9 (b) capping ligands for different end applications. (from Zhou, et al. Ref3) 
The ligands on the NC surface are not only important for the colloidal stability and 
processability of NCs in apolar solvents, but also play an important role in passivating trap 
states. The radiative recombination, discussed in previous sections, can be quenched because 
atoms at the surface of a NC can act as under-coordinated atoms, and, thus, can form trap states, 
which lead to non-radiative recombination. These surface trap states originate from non-
bonding orbitals of atoms that protrude from the NC surface, and they are also called “dangling 
bonds”.10 Since NCs have a very high percentage of atoms at the surface, a careful passivation 
of surface atoms is required. 
An alternative way to passivate the dangling bonds at the NC surface is by epitaxially 
overgrowing the NC with a shell made of second semiconductor. The selection of the shell is 
done in function of the band alignments of the bulk materials. Three configurations can be 
distinguished: type-I, type-II and reverse type-I. In type-I the shell material is larger than that 
of the core, so the photoexcited excitons are confined in the core. This configuration is used to 
passivate the surface of the core with a resulting improved photoluminescence. In reverse type-
I alignment, the bandgap of the shell material is smaller than that of the core and, depending 
on the shell’s thickness, the holes and electrons are partially or completely confined in the shell. 
In these systems, the emission wavelength can be tuned controlling the shell’s thickness. 
Finally, in type-II heterostructures, the valence band offset or the conduction band inset of the 




is spatially separated in different regions of the composite structure. Therefore, this type of 
core shell NCs is often limited to down-conversion applications. 
These so-called core@shell NCs are among the brightest emitting NCs, and they also have the 
advantage of being chemically shielded, this makes them less susceptible to being oxidized.1,10 
 
2.2 Synthetic methods for semiconductor NCs Quantum Dots Synthesis 
 
There is a huge set of methods for producing nano-size particles and crystals. All these 
approaches have the specific goal of ensuring optimal control of the chemical composition and 
size of nanomaterials. Obviously, as already explained, the physical properties of NCs depend 
on the size of the NC. A narrow size distribution is essential to establish well defined properties 
of the samples. The top-down approaches for the development of engineered nanomaterials 
include macroscopic solids fragmentation and structuring, both mechanically (e.g. ball milling) 
or chemically (lithography, exfoliation, etching, etc.). The bottom-up assembly starts with 
molecules, atoms and ions and proceeds via gas-phase, liquid-phase chemical reactions, 
aggregation, and crystallization.11,12,13, 14 However, liquid-phase synthesis in aqueous or non-
aqueous solvents, turned out to be particularly convenient and successful. Surfactant-assisted, 
colloidal synthesis in organic solvents earned the highest appreciation and will be discussed 
here in detail. 
This kind of synthesis is usually performed in a round bottom flask that is connected to a 
Schlenk line.15 Here, precursors can be purged from air and moisture by purging them under 
vacuum at 100°C. The final reaction often is performed under nitrogen (or argon) flow. These 
precautions are often necessary, as most NCs are air and moisture sensitive. The first step of 
the colloidal synthesis is known as “precursor formation” and involves the preparation of metal 
and nonmetal-ligand complexes,16 starting from metal salts (such as metal acetates, halides or 
oxides) and common non-metal precursors (like tellurium) which are complexed with organic 
ligands (such as oleylamine (OLAM), oleic acid (OA) or trioctylphosphine (TOP) at elevated 
temperatures (100-300°C). The formed complexes are sometimes also referred to as 
“monomers”.16 Although the examples of precursors that are mentioned above are the most 
common ones that are used in this process, other non-metal precursors, like dodecanthiol, do 
not require any complexation and can be used directly without any complexation.16–18 
The second step is the nucleation step, in which the non-metal and metal monomers are 
combined and decomposed into clusters, followed by the formation of nuclei. Here, the clusters 




smallest size cluster needed for the growth of NCs, as will be discussed later. The nucleation 
step is usually performed by using the “hot-injection method”, which was first described in 
1993.16,17 In this hot-injection method, one precursor solution (often the non-metal precursor) 
is injected into a hot-solution (100-300 °C) that contains the second precursor (often the metal 
precursor). This method allows for the best size and shape control of the NCs. Moreover, it is 
the best method to obtain (nearly) monodisperse NCs, but it often lacks in terms of 
reproducibility and scalability. Also, this method allows for the separation of metal (cation) 
and non-metal (anion) precursors, allowing for the synthesis of highly complex alloyed or 
hereto NCs.16,17 Alternatively, a quick and simple heating-up synthesis can be employed. In 
this method, all precursors, ligands and solvents are mixed in one solution and quickly heated 
up, followed by cooling down. This technique is often simply called the “heating-up method”, 
and results in having less control over the size of the NCs compared to the hot-injection method. 
Furthermore, the heating-up synthesis is limited with regard to composition tunability, as 
highly complex multinary systems often cause the nucleation of separate phases, since different 
precursors have different reaction temperatures. On the other hand, the heating-up method is 
more reproducible and is easier to scale up, making it a more robust synthesis approach for 
industrial syntheses of NCs.  
In the third step, the nuclei, which are often only a few nm big, become vital meaning that they 
cannot dissolve anymore, and they start to form small NCs. These nuclei are the building blocks 
for the growth of larger NCs. The formation of vital nuclei is one of the most important steps 
in the synthesis of NCs, and it strongly influences the size and monodispersity of the final NCs. 
The way in which the nuclei grow into larger NCs, reflexes in how size and shape of the final 
NCs can be obtained.  
To stop the NCs from growing, the dispersion is cooled down to room temperature, sometimes 
quickly with an ice bath or by the addition of cold solvents, or sometimes slowly by simply 
removing the heating source. After cooling, the NCs still need to be removed from the growth 
solution, which is the final step of the synthesis. This has to be done as residual precursors or 
ligands can cause the NCs to keep growing or reshape over time. This process, called “Oswald 
ripening”,17 results in an increase in the size-distribution of the NCs. Solvents with a high 
boiling point such as these are detrimental to the conductivity of NC films and therefore need 
to be removed. To remove the NCs from their growth solution, the NC dispersions are added 
with an “anti-solvent”. This anti-solvent (often isopropanol,methanol or methylacetate) results 
in the precipitation of the NCs, which allows them to be separated by centrifugation (300-




shell, are redispersed in an apolar solvent with a low boiling point. The use of solvents with a 
low boiling point (like toluene, hexane, or chloroform) allows for a quick evaporation of the 
solvent. This washing steps is often necessary for NC-based devices, as the ligand drastically 
lower the conductivity of NC films. 
 
2.2.1 Growth of colloidal NCs 
A big challenge in the synthesis of colloidal NC is the control over the size distribution. To 
understand how to tune the size of growing NCs we have to have clear the mechanism of the 
formation of colloidal NCs from monomers in solution. There are three stages: (i) induction 
(pre-nucleation),(ii) nucleation, and (iii)growth.16 The nucleation phase (phase II) is the period 
in which the nuclei form so-called critical nuclei and start to became large enough to not 
dissolve. Finally, the growth stage (phase III) marks the period in which the critical nuclei grow 
into larger NCs. This overall growth scheme is shown in Figure (a). The concentration of 
monomers (or the “saturation level”) plays a key role into how they are being consumed for 
the formation of nuclei and NCs. The monomer concentration can be divided into three 
important categories.16 The “critical saturation concentration”( Cmin ) is the minimum 
concentration that is needed for the formation of nuclei, and is the concentration when the 
solubility of the monomers reaches its limit. When a “supersaturation concentration” (Cmax ) is 
obtained, the solution becomes thermodynamically unstable, and results in the rapid formation 
of nuclei. This occurs when the concentration of monomers becomes higher than their 
solubility limit. Finally, the lowest concentration needed for the consumption of monomers is 
called the “minimal saturation” (Cm). At this saturation level, the monomers’ concentration is 
too low for the formation of nuclei, as it is thermodynamically too costly, but does allow for 
the growth of existing nuclei or NCs. Thus, for a narrow size distribution of the final NCs, it is 
important that the three phases are well separated. This is possibly by quickly reaching a 
supersaturated solution, which allows for a rapid burst of nuclei, followed by a rapid drop in 
the monomer concentration, blocking the formation of new nuclei, but promoting the growth 
of nuclei that had already formed. To reach a fast supersaturation, one can quickly heat up a 
concentrated precursor solution (as with the heating-up synthesis described in the previous 
section) or suddenly increases the precursor concentration (by injecting one precursor into the 
other). Similarly, one can quickly lower the temperature, resulting in a rapid decrease in the 
solubility of the monomers. Both the rapid increases of the precursor concentration and the 
drop in temperature can be obtained by the hot-injection synthesis. The injection of a cold 




solution, which is further promoted by the sudden drop in the reaction temperature. In order to 
obtain a rapid supersaturation, the concentrated precursor solution can be quickly heated (as 
with the heating synthesis ) or the precursor concentration can be suddenly increased (by 
injecting one precursor into the other). Similarly, the temperature can be rapidly lowered, 
resulting in a rapid decrease in the solubility of the monomers. Both the rapid increase of the 
precursor concentration and the decrease in temperature can be accomplished by hot-injection 
synthesis. The injection of a cold concentrated precursor solution at a high temperature results 
in an almost instant supersaturated solution, which is further promoted by the sudden drop in 
the reaction temperature.16 Thus, using the hot-injection method, the monomer consumption 
rate exceeds the monomer production rate, resulting in a rapid drop in the monomers’ saturation 
level, below the Cmin but above the Cm. This promotes growth, resulting in monodisperse NCs. 
To explain the formation of colloidal NCs from solution, La Mer adopted the “classic 
nucleation theory” which explains how the thermodynamics of the system tend to minimize 
the Gibbs‡ free energy during the formation of “bulk” and interfaces, which lowers the overall 
entropy of the system.16 In the case of a perfect spherical particle, the overall Gibbs free energy, 
is described by Eq.2.1 16: 
Δ𝐺 =  Δ𝐺𝑣 +  Δ𝐺𝑠 = 
4𝜋
3
𝑟3ρΔ𝜇 + 4𝜋 𝑟2𝛾  
 (2.1) 
Where r is the radius of the particle, 𝜌 is the density of the particle, 𝛥𝜇 is the chemical potential 
difference between the monomers and the nuclei, and 𝛾 is the surface area energy. The Gibbs 
free energy in Eq.(2.1) consists of two terms a term for the formation of bulk, the Gibbs free 
bulk energy (𝛥𝐺𝑣); and a term for the loss of energy due to the formation of a surface (Gibbs 
free surface energy, 𝛥𝐺𝑠). As shown in Figure (b) Gibbs free energy is positive with very small 
particle sizes, as it is mainly dominated by the small nuclei’s very large surface areas. When 
the size of a NC crosses the so called “critical size”, which is indicated as r* in Figure (b), the 
Gibbs bulk free energy gets big enough to  overcome the Gibbs free surface energy and allow 
the systems to lower its overalls Gibbs free energy leading to the growth of the crystal itself. 
The concentration of monomers plays a key role in the synthesis: the higher is the concentration 
of monomer the lower is the critical size of the NCs. 2The critical radius explains the “Oswald 
ripening” phenomenon happening after prolonged reaction times.2 When NCs are left in their 
reaction solutions for a long time, resulting in a very low monomer saturation, or are kept at a 
low temperature, the rc will become very large. This large critical radius will promote the 




increase in the size distribution. Thus, it is important to separate the NCs from their growth 
solutions before the saturation drops too low and the NCs start to grow.  
 
Figure 2.2. (a)Schematic illustration for general formation of colloidal nanocrystals from dissolved monomers. In zone I the 
monomers concentration is below the nucleation threshold and no NCs are formed. In zone II, the nucleation takes place 
until monomers’ concentration drops below the critical value of nucleation. The growth of NCs usually starts within this 
nucleation phase. In zone III, the nucleation is completely substituted by the growth of NCs. This Figure is reproduced from 
Ref.17 (b) Gibbs free energy for the formation of NCs from monomers, indicating both the Gibbs surface free energy and the 
Gibbs bulk free energy. From Ref.16 
The rate of the Oswald ripping strongly depends on the rate of precursor consumption as well 
as the rc, which both strongly depend on the reactivation of the precursors, as well as on the 
activation energy that is needed to form the NCs.16 A common wise method to avoid the 
Oswald ripening problem is to use multiple injections of precursors. During the growth of the 
NCs the concentration lowers, and the addition of new precursors can change suddenly the 
critical size promoting the growth of smaller NCs. Another interesting way to get kinetic 
control over the production of NC is to separate the nucleation event from the growth step. This 
can be achieved when the nucleation occurs on a short time scale and the growth can proceed 
over the rest of the synthetic time. For this purpose, precursors are rapidly injected into the 
reaction flask at high temperature in order to induce a so called “nucleation burst”. A fast 
nucleation burst can rapidly consume the precursors shifting the concentration of monomers 
below the nucleation threshold. The remaining monomers in solution will only add to the 
existing nuclei. As mentioned in the above paragraph, the hot-injection method has several 
limitations, such as the scalability of the reaction. Moreover, it needs highly reactive precursors 
which are available for many materials and, finally, extremely vigorous reactions at high 






2.2.2 Cation exchange  
A typical problem associated with the colloidal synthesis NCs is the difficulty in producing 
particles with the same size but different compositions. Even though the size can often be 
tightly controlled for an individual colloidal system, it is challenging to fine-tune the size so 
that a very close match will be achieved for colloidal NCs of different compositions.19–21 Cation 
exchange reactions are very attractive for this purpose because the morphology of the starting 
materials can be preserved during the exchange process.21 It is generally assumed that during 
such an exchange, the anionic framework of the crystal is conserved, while the cations, due to 
their relatively smaller size and higher mobility, undergo replacement.22 It has been also shown 
that cation exchange reactions are possible in nanocrystalline samples because the effective 
reaction barrier is much lower than in larger systems thanks to an enhanced surface access and 
lower activation barriers to diffusing ions21,22 The cation exchange reactions are often carried 
out in solutions containing the respective salt precursors. In these reactions, a large difference 
in solubility provides the driving force for the ion replacement. 22Generally, the starting 
material present in a solution containing an appropriate precursor will spontaneously undergo 
cation exchange to yield the product with a lower solubility. On the other hand, when the 
solubility of the desired product is higher than the solubility of the precursor material, new 
strategies are needed. An extra molecule/ligand can be added to the solution to modify the 
equilibrium. The new added ligand can bind to NCs’ cations forming intermediate complexes 
to facilitate the cation exchange by allowing the association of the cations in solution with the 
anion sublattice.20–23 The interesting fact is that in cation exchange reactions the shape is 
completely preserved while the composition is completely modified leading to totally different 
semiconductor material. This observation suggests that cation exchange is a valid alternative 
route toward the synthesis of nanocrystals with complex compositions that can be very difficult 
to synthesize by colloidal routes. 
While a cation exchange reaction is remarkably simple to execute, the outcome of the reaction 
and the structure of the product obtained are dictated by delicate thermodynamic and kinetic 
factors.21 Thus, to design the exchange reaction, an understanding of the thermodynamics and 
kinetics of the process is necessary. 
2.2.2.1Thermodynamics in cation exchange 
The synthetic efficiency of a cation exchange reaction is determined by its thermodynamic 




reaction between an ionic AX (where X is an anion ) NC exposed to a solution of B+ cations 
to give a BX structure can be written as:21,22 
 𝐴𝑋(𝑠) + 𝐵+(𝑠𝑜𝑙) ↔ 𝐵𝑋(𝑠) + 𝐴+(𝑠𝑜𝑙)  (2.2) 
Where A and B represent divalent metal ions. This exchange reaction can be divided into four 
different steps,22 each requiring the knowledge of the energies involved: 
𝐴𝑋 →  𝐴 + 𝑋 dissociation (2.3) 
𝐵+ →  𝐵 desolvation (2.4) 
𝐵 + 𝑋 →  𝐵𝑋 association (2.5) 
𝐴+ →  𝐴 solvation (2.6) 
The association and dissociation processes can be defined in terms of lattice and surface energy 
of the AX and BX crystals. The lattice enthalpy to isolate the ions of a crystal at absolute zero 









Where N is the Avogadro’s number, A is the Madelung constant, 𝑧+and 𝑧−are ionic charges 
of the cation and the anion, 𝑟+and 𝑟−are ionic radii of the cation and the anion, and n is the 
Born exponent (that take into account the ionic repulsion). The Madelung constant is intimately 
related with the spatial position of the ions and, thus, dependent on the crystal structure of the 
material. It follows that, different allotrope of a given material can have significantly different 
lattice energy.22 Unfortunately, it is not always easy to find the tabulated ΔHlatt values of many 
of metal chalcogenides NCs, especially when they have allotropes. This is particularly difficult 
when considering that, the CE reactions can lead to the formation of metastable crystal 
structures that cannot be predicted a priori. In these cases, if the structure of the materials is 
known, it is possible to make some qualitative conclusion about lattice energies following Eq. 
2.7. 22 In particular, since ΔHlatt strongly depends on the distance between cations and anions 
(r), then for a given a certain cation M+ and by increasing the size of the A− anion (while 




Therefore, in general, the ΔHlatt of metal chalcogenides decreases in absolute value as the ionic 
radius of the chalcogen increases: ΔHlatt (MxSy)> ΔHlatt (MxSey)> ΔHlatt (MxTey) 
22 
An alternative way to estimate qualitatively the stability of the compounds involved in a cation 
exchange reaction is to consider the bond dissociation energy (BDE),22 which is defined as the 
standard enthalpy for the homolysis of the bond, as following: 
𝐴 − 𝑋 →  𝐴 ∙  +  ∙ 𝑋  (2.8) 
 
The tabulated energy is calculated for diatomic molecules and are independent from the crystal 
structure, thus they must be taken with care. 
Considering the surface energy, it is barely predictable since it depends on different variables, 
primarily on the kind of surfactants stabilizing the particles and, on the chemistry and structure 
of the different facets of the NCs. 
The control of the energies involved in the solvation and desolvation energies is essential to 
trigger the CE. A precise knowledge of the affinity of the exchanging cations is necessary to 
enhance the extraction of the outgoing cations and the introduction of the guest ones. For this, 
suitable solvents and ligands are needed. A qualitative choice can be done accordingly to the 
“Hard and Soft Acid and Bases” (HSAB) theory, 22,25,26 which assumes hard acids bind 
preferentially with hard basis forming ionic complex, while soft acids prefer to from covalent 
complexes binding to soft bases (see Figure 2.3). The absolute hardness, η, can be imaged as 




the resistance towards deformation of the electronic cloud of a certain atom. Soft bases are 
characterized by a donor atom of high polarizability and low electronegativity that is easily to 
oxidize; hard bases have a donor atom of low polarizability and high electronegativity that is 
hard to oxidize. On the other hand, in soft acids the acceptor atom is of low positive charge and 
large size, while in hard acids the acceptor atom is of high positive charge and small size.  
In this work, we applied this knowledge in the case of CdTe NCs , InP and CuInS2 NCs. 
In the case of a CE in polar solvents, such as methanol, ethanol or water, one can also evaluate 
the solubility product constants (KSP) 
22 defined as: 
𝐾𝑆𝑃 = [𝐴
+][𝑋−]  (2.9) 
 Which is the equilibrium constant for the reaction: 
𝐴𝑋 (𝑠𝑜𝑙𝑖𝑑)  ↔  𝐴+ (𝑙𝑖𝑞) + 𝑋− (𝑙𝑖𝑞)   (2.10) 
In alternative, considering the variation of the formation energy (𝛥𝐺𝑓










  (2.11) 
the solubility product constant can be calculated with the equation: 
ln 𝐾𝑆𝑃 = − (
𝛥𝐺0
𝑅𝑇
)     
 (2.12) 
For a CE reaction, the formation of the new crystal phase BX is favored if its Ksp is lower with 
respect to the Ksp of the starting AX compound. 
Concerning the mechanism and the kinetics of CE reactions, one aspect to be considered is the 
mechanism of the diffusion of the guest cations inside the host crystal lattice, which can occur 
both via interstitial or vacancies sites.22 Depending on their diffusivity, guest cations can either 
probe the whole host lattice to reach the energetically favored sites for the nucleation of the 
new phase or only access the entry points on the surface of the NC. Concerning partial CE, the 
outcome of such reaction depends on the miscibility of the new phase with the starting one: if 
the two phases are miscible, the result is an alloy or, with a very low amount of substituted 
cations, a doped NC. On the contrary, in case of immiscible phases, the outcome is a 
heterostructure composed of two or more distinguishable domains, which can be arranged with 
various architecture, such as core@shell (or core@graded-shell) heterostructures even with 
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Chapter 3. Characterization Techniques  
3.1 Elemental Analysis by Inductively Couple Plasma (ICP) 
The first step in determining the chemical composition of the NCs is a detailed elemental 
analysis and among several opportunities we used Inductively Couple Plasma Optical Emission 
Spectroscopy (ICP-OES) to determine the mean composition of NCs. In a volumetric flask, 
each sample was dissolved in aqua regia (HCl /HNO3, 3:1 (v/v), high purity grade) and left 
overnight at room temperature, to completely digest the NCs. Afterward, Mill-Q grade water 
(18.3 MΩ cm) was added to the sample. The solution was then filtered using a 
Polytetrafluoroethylene (PTFE) Membrane Filter, with 0.45 μm pore size. All chemical 
analyses performed by ICP-OES were affected by a systematic error of about 5-10%. The 
sample is ionized with inductively coupled plasma and the polychromatic radiation coming 
from individual wavelength of each excited ions in the plasma is measured to obtain 
information about the sample. The intensity of these emissions is proportional to the 
concentration of the corresponding element1, but before is necessary to separate the outcoming 
radiation into individual wavelength without the interference from emission at other 
wavelength and this is done by means of the monochromator, which is used to measure light 
at one wavelength at a time, or a polychromator, which is used to measure light at several 
different wavelengths at once. Then a photosensitive detector such as a photo-multiplier tube 
(PMT) or advanced detector technique as a charge-injection device (CID) or a charge-coupled 
device (CCD) can be used.1,2 A representation of the layout of a typical ICP-OES instrument 
is shown in Figure 3.1 
 
3.2 X-ray Diffraction (XRD) analysis  
X-ray diffraction is a powerful tool to determine the crystal structure of the synthesized NCs.3,4  
The crystal structure is based on diffraction phenomena caused by the interaction of matter 
with X-rays and essentially occurs by means of two processes5: (i) photons of the incident beam 
are deflected without a loss of energy ( the scattered radiation with exactly the same wavelength 
as the incident radiation) or with a small loss of energy (Compton radiation, with wavelength 
slightly greater than the wavelength of the incident radiation); (ii) the photon can be absorbed 
by the atoms and will increase its temperature in what is known as photoelectric effect  in which 
an inner-shell electron of the target is removed and emitting a fluorescent radiation when it 




processes, but only in diffraction patterns produced by the interaction between waves and 
matter.  
 
Figure 3.1. Major components and layout of a typical ICP-OES instrument. from Boss et al.  1 The sample is transported into 
the instrument as a stream of liquid sample. Inside the instrument, the liquid is nebulized and then transported to the plasma 
where it is desolvated, vaporized, atomized and ionized by the plasma. The excited atoms and ions emit their characteristic 
radiation which is collected by a device that sorts the radiation by wavelength. The radiation is detected and turned into 
electronic signals that are converted into concentration information for the analyst 
 
  
The diffraction pattern is by the electromagnetic radiation interaction with crystal periodic 
structure whose repeating distances must be the same wavelength of the radiation.4 Defining for 
a crystal structure a repeating unit cell represented by three vectors 𝑎,⃗⃗⃗  𝑏,⃗⃗⃗  𝑐 , and a family of lattice 
planes with three integers h,k,l (Miller indices), it is possible to define the lattice vector : 
𝑣ℎ,𝑘,𝑙⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = ℎ 𝑎𝑖⃗⃗  ⃗ + 𝑘 𝑏𝑖⃗⃗⃗  + 𝑙 𝑐𝑖⃗⃗   (3.1) 
Where ai⃗⃗⃗  , bi⃗⃗  ⃗, ci⃗⃗  are the reciprocal vectors of the unit cell. 
Considering an incident X-ray beam on parallel planar lattice planes (hkl) separated by an 
interplanar spacing dhkl, two parallel incident rays form an angle θ with them. A reflected 
maximum intensity results from the waves that are in phase, and this is verified if the difference 
in path length is an integer number of the incoming wavelength, λ. The relationship describing 
this interaction was formulated in 1912 by W.L. Bragg in what is know as Bragg’s Law (see 









Figure 3.2. Schematic representation of Bragg’s law. Reflection of X-rays from two lattice planes belonging to the family 
(h,k,l) with interplanar spacing d. If the path difference between the scattered waves in D and in B is equal to AB + BC =2 
dhkl sin θ and it is an integer multiple of λ, then the two waves combine themselves with the maximum positive interference. 
 
Since the intensities of the reflections depend on the kind of atom and their location in the unit 
cell, only planes with high electron intensity will reflect strongly and each reflection is fully 
defined when d-spacing, intensity and indexes h,k,l are defined. In this way it is possible to 
identify univocally a specific crystal structure from a diffraction pattern.  
Lattice strain can shift the diffraction peak position. Thus, it is possible to calculate the d-
spacing change resulting from the variation of lattice constants coming from a strain. 
Furthermore, the diffraction peaks can show a broadening, instead of a single shift, increasing 
with sinθ when an inhomogeneous strain vary from one NC to another one. Another kind of 
broadening effect takes place when the dimensions of the crystals shrink from bulk material to 
nano size regime, and in this case, it is independent from θ. Thus, it is possible to estimate the NCs 
size, D using the Scherrer’s formula: 
D= 
𝑘𝜆
𝐵𝑐𝑜𝑠𝜃𝐵   
 
 (3.3) 
Where B is the full width half maximum (FWHM) of the diffraction peak at angle θB, k is the 




In this study, X-ray diffraction analysis were performed on a PANalytical Empyrean X-ray 
diffractometer equipped with a 1.8 kW CuKα ceramic X-ray tube and PIXcel3D 2x2 area 
detector, operating at 45 kV and 40 mA. Specimens for the XRD measurements were prepared 
in a glove box by dropping a concentrated NCs solution onto a quartz zero-diffraction single 
crystal substrate. The diffraction patterns were collected in air at room temperature using 
ParallelBeam (PB) geometry and symmetric reflection mode. XRD data analysis was carried 
out using HighScore 4.1 software from PANalytical. High temperature X-ray diffraction 
analysis (HTXRD) from room temperature to 350 °C, under inert atmos-phere (N2), was 
performed using a Rigaku Smartlab sys-tem equipped with a 9 kW Cu Kα rotating anode (oper-
ating at 40 kV and 150 mA) and an Anton Paar DHS 900 domed hot stage. Samples for the 
measurements were prepared by dropcasting a concentrated NC solution onto a silicon wafer 
under N2 filled glovebox. 
 
3.3 Transmission Electron Microscopy (TEM) analysis 
The main reason for the use of the electron microscope resides in the superior resolution it 
allows due to the very small wavelength of the electrons that, depending on the accelerating 
voltage V (100-1500kV), varies in the range of 4-0.3 pm, many order of magnitude smaller 
than the visible light wavelength (400-700 nm). The limit of the resolution is not inherent in 
the instrument but often depends on the electron densities of the material analyzed and their 
thermal stability. Crystals with elements high atomic numbers give a higher electron scattering 
and so a better contrast.  
 
Figure 3.3. (a)Transmitted electron Microscope (b) Scheme of lens assembly and ray path diagram forming the image (left) 




Low-resolution TEM (100 kV) allows a statistical description of the size and shape of NCs. 
High resolution TEM reveals the crystal structure, defect nature and distribution and chemical 
information from nanometric regions of the sample with atomic resolution. 
In this study the samples were prepared by dropping dilute suspensions of nanocrystals (NCs) 
onto carbon coated aluminum grids. High-resolution TEM (HRTEM) imaging and energy-
dispersive X-ray spectroscopy (EDS) analyses, the latter combined with high-angle annular 
dark field (HAADF)-scanning TEM (STEM) imaging, were carried out with a JEOL JEM-
2200FS microscope equipped with a Schottky emitter working at an accelerating voltage of 
200 kV, a CEOS spherical aberration corrector for the objective lens and a Bruker Quantax 
400 system with a 60 mm2 XFlash 6T silicon drift detector (SDD).  
Energy dispersive X-ray (EDX) 
The energy-dispersive X-ray spectroscopy (EDX) is used for chemical analysis of sample. The 
NCs are irradiated with a high energy beam of electrons. The electrons in the inner shells of 
the atoms can be excited producing, in the relaxation to the ground level, X-ray emission with. 
The X-rays emitted 
from a specimen can be detected and measured by an energy-dispersive spectrometer 
connected to the TEM. As the energy of the X-rays are characteristic of the difference energy 
between the two shells and of the atomic structure of the emitting elements, elemental 
composition of the specimen can be measured. Thus, the chemical analysis and mapping of the 
NCs, especially for medium-heavy and heavy elements is achieved with this technique. 
The EDS spectra were quantified using the Cliff-Lorimer method for the Cu Ka, Se Ko, S Ka, 
Ag La, Cd Lo, Hg Lo peaks, and the reported STEM-EDS maps are obtained by integrating 
the intensities over the same peaks, except for Cd maps, where the LB peak was used. In case 
of EDS maps on partially Ag+-exchanged core/shell CdSe/CdS NRs, the Ag La and Cd LB 
peaks were integrated over a narrow range (55% or the peak area) due to partial 
superimposition of the respective peaks in the L series. High resolution (HR) TEM and Selected 
Area Electron Diffraction (SAED) analyses were performed on a JEOL JEM-2200FS 
microscope equipped with a Schottky emit-ter operated at 200 kV, a CEOS spherical aberration 





3.4 Scanning Electron Microscopy (SEM) analyses and Energy Dispersive X-ray 
spectroscopy (EDS) characterization.  
The samples were prepared by spin coating dilute solutions of NCs onto silicon wafers. Low-
resolution SEM measurements were performed on a JEOL-JSM-6490LA scanning electron 
microscope operating at an acceleration voltage of 10 kV and while high-resolution SEM 
images were acquired in a JEOL JSM-7500FA. The EDS characterization was performed in a 
JEOL-JSM-6490LA microscope using 10 kV. 
 
3.5 UV-vis Optical absorption and photoluminescence measurements in solution 
Photoluminescence spectroscopy is a non-contact, non-destructive method for probing the 
electronic structure of materials. It is a powerful tool to investigate the energy levels within the 
bandgap, electronic structure, optical and photochemical properties of semiconductor 
materials. When light is directed onto a sample, it is absorbed, and the process called 
photoexcitation occurs. The photo-excitation results in the excitation of electrons to a higher 
permissible electronic state. The excited electrons release energy as it relaxes and returns to a 
lower energy level. The energy of the emitted light relates to the difference in energy levels 
between the two electron states involved in the transition between the excited state and the 
equilibrium state. The radiative emission of light or luminescence through this process is 
photoluminescence.  
The relationship of the frequency of the absorbed radiation to the energy gap (ΔE) in UV 
spectroscopy is given by Planck’s law: 
ΔE= h ν= 
ℎ𝑐
𝜆   
 
 (3.4) 
Where h is the Planck’s constant, c is the speed of light, λ is the wavelength of the radiation 
that is being absorbed and ν is 
c
λ   
. 
The intensity and spectral content of this photoluminescence is a direct measure of various 
important material properties, i.e. surface state density from intensity variations and the width 
of the spectrum and being the surface states linked to interruption of the periodic arrangement 
of the atoms , it can give an idea about the occurrence of impurities on the surface. In order to 
determine an exact excitation wavelength in PL measurement it is desirable to measure the 
excitation spectrum, and, in the case of the absorption spectrum, the optimal wavelength 




In this study the UV-Visible absorption spectra were recorded using a Varian Cary 5000 UV-
Vis-NIR spectrophotometer (Agilent Technologies). The steady state PL spectra were collected 
on an Edinburgh Instruments FLS920 spectrofluorometer by exciting the samples with a Xenon 
lamp at 450 nm. NC samples were dispersed in toluene and measured in quartz cuvettes with 
a path length of 1 cm A dispersion of NCs was diluted or in tetrachloroethylene (TCE) to ensure 
no interference from the solvent. In NIR extinction measurements was prepared inside a 
nitrogen filled glovebox.  
 
3.6 UV-vis Photoluminescence measurements in film 
The UV-Vis-NIR absorption spectra of the NCs in films on glass substrates were acquired 
using a Varian Cary 5000 UV-Vis-NIR spectrophotometer (Agilent Technol-ogies). For 
Raman and PL spectra, a Renishaw inVia was used, equipped with a 50× (0.75 N.A.) objective 
with an excitation wavelength of 532 nm. For PL spectra of films on glass, time exposure and 
laser power were kept at 10s and < 0.5 mW, respectively, to avoid the damage of the samples 
during the measurement. The Raman spectra were acquired from NC films deposited onto 
SiO2/Si substrates with power < 0.1 mW 
 
3.7 Photoconductivity and Device fabrication  
A good understanding of charge carrier transport and electrical conduction is essential for 
selecting or developing electronic materials for device applications: they are necessary tools for 
the optimization of the growth procedures of NCs on large scale. Currently, electrical 
characterization includes a very large number of techniques which investigate the effects related 
with surface or the interface of the NCs because these zones play a major role the in the 
electrical and optical behavior. 6–9 The current-voltage method allows for investigating the 
charge transport and getting and indirect information of the defects on the material. The simplest 
test uses a constant monochromatic light source generate equal excess densities of free 
electrons, n, and holes, p, Δn = Δp, that lead to a change in the conductivity by: 
𝛥σ = σ𝑝ℎ =q( μ𝑛 𝛥𝑛 + μ𝑝 𝛥𝑝)      (3.5) 
 where q is the electronic charge and μ𝑛  and μ𝑝  are the electron and hole mobilities, 
respectively. σ𝑝ℎ  is termed the steady-state photoconductivity. The basic experimental 
arrangement is illustrated in Figure 3.4, where a light source ( typically quartz, tungsten, xenon 




difference V is applied, a photocurrent Iph is recorded. The corresponding photoconductivity   
σph=Iph/(AF), where   F=V/L is the applied electric field. The incident light is modulated by a 
mechanical chopper, and the modulation frequency and phase are used as a reference for a lock-
in amplifier of chopping. This allows to measure very weak photocurrents .Typically, for thin 
film than bulk samples, coplanar electrodes contacts (gold in Figure 3.4) are prepared by 
evaporation through a shadow mask onto the film surface.  
When the light is turned on, the photocarrier density evolves with time, through trapping, 
emission and recombination10. This may be highly complex depending on the material 
properties and its configuration. When the light is turned off the generation of the photocarrier 
is stopped, but the recombination kinetics are not immediately altered: because of the presence 
of traps, carriers may be trapped and emitted many times before they recombine9. Consequently, 
the initial photocurrent decay is not instantaneous, and it may assume exponential-like tail 
accordingly to strong or weak re-trapping conditions, governed by the relative probabilities of 
free carrier capture by traps and recombination centers. 
 
Figure 3.4. Schematic of device based on CdTe NCs for photoconductivity test. (a) experimental setup for photoconductivity 
measurements ( from Talapinet al., 2010 11 )(b) configuration of the photoconductive measurement where L and A are the 
length and the cross-sectional area of the sample (c) spectral photoconductivity curve time development response measured 
under light monochromatic illumination.  
Thus, current-voltage studies, that are widely used in the study of bulk can give detailed insight 
of the electrical behavior also of NCs devices. 
We used this technique in the study of CdTe NCs deposited on glass substrate as thin film. The 
glass substrates were cleaned in an ultrasonic bath, first with acetone, then by isopropanol (8 
min each step), and finally dried with a N2 flow. A subsequent N2 plasma treatment was carried 




evaporator) with a shadow masks to define 1 mm x 1mm pads separated by ca. 100 µm. The 
sample was kept at 20°C during the metal deposition to avoid any additional annealing effects. 
Electrical characterization was performed at room temperature under air in a probe station from 
Janis® Research meter in a two-probe configuration. The measurement procedure was 
controlled by a PC using LabView®. Illumination was provided through an optical window 
using laser diodes coupled into a fiber and focused on the sample in a spot size of approximately 
1 mm, aligned on the devices with micrometer-controlled stages. As light sources, mounted 
light emitting diodes (LEDs) from ThorLabs with nominal emission wavelength at 455 nm 
(M455L4-royal blue), 530 nm (M505L4-cyan) and 625 nm (M625L4-red) were used. A 
mechanical shutter was used to block the light passing through the window for dark 
measurements. Before measuring the photo response, current-voltage (I-V) characterization in 
the dark was performed. The photoresponsivity was assessed for photoexcitation intensities 
ranging from 3 to 2000 mW cm−2 according with the light source and both using a continuous 
modulated light with a Keithley 2600 SMU. 
3.8 Fourier Transform Infrared (FTIR) spectroscopy.  
Photon energies associated with the infrared (IR) region of the spectrum are in the order of 8-
40 kJ/mole (2-10 kcal/mole)12 and it is not enough to break a covalent bond, but it is the right 
amount of energy to stretch or bend covalent bonds of organic groups, in fact infrared 
spectroscopy has been called as vibrational spectroscopy.12 There are two kind of molecular 
vibrations: (i) stretching in which the distance between  two atoms increases and decreases in a 
rhythmic manner, but they remain aligned along the bond axis and  (ii)bending in which the 
positions of atoms change relative to the bond axis. For molecules composed by many atoms 
there are numerous fundamental vibrations (see Figure 3.5) Due to the combinations of this 
vibrations, molecules experience a variety of motions that are characteristic of their component 
atoms. Thus, organic compounds absorb infrared radiation which corresponds to the energy of 
these vibrations’ characteristics of their structure.   
The exact frequency at which a given vibration occurs is determined by the strength of the 
bonds involved and the mass of the component atoms. The general region of the IR spectrum 




as shown in Figure 3.5. 
 
 
Figure 3.5. (a) typical vibrational modes of methylene group CH2 (b)Typical regions where specific bonds are found in IR 
window. Specific funcittonal groups present on the surfactants used in colloidal synthesis are easily identifiable withIR 
spectroscopy. Adapted from Hickinbottom et al. 12 
We adopted Fourier Transformed Infrared Spectroscopy to identify the surfactants bonded to 
the surface of CdTe NCs. In particular CdTe films were scratched, weighted and mixed with 
KBr powder in a proportion of NCs:KBr= 0.5 mg: 50 mg ( 1% w/w) and ground with a pestle 
in an agate mortar. The mixture was put in a die and pressed for 3 min with 3 Tons producing 
12 mm diameter pellets which were analyzed by a Equinox 70 FT‐IR, Bruker Vertex® FTIR 
spectrometer. All spectra were recorded in the range from 3800 to 600 cm−1 with a resolution 
of 4 cm−1, accumulating 128 scans. A KBr pellet was used as blank (or reference).  
 
3.9 X-ray Photoelectron Spectroscopy (XPS) characterization. 
X-ray Photoelectron Spectroscopy (XPS) is a surface analysis accomplished by irradiating a 
sample with monoenergetic soft x-rays. Generally, Mg Kα (1253.6 eV) or Al Kα (1486.6 eV) 
x-rays are used to interact with atoms, causing electrons to be emitted by the photoelectric 
effect with a kinetic energy equal to: 
  
𝐾𝐸= h ν – BE - 𝜙𝑠  (3.6) 
Where h ν is the energy of the photon, BE is the binding energy of the atomic orbital from 
which the electron originates, i.e. 1s,2s,2p,3s specific for every element,, and 𝜙𝑠 is the 




Figure 3.6 show the most commonly configuration used which consists of a set of concentric 
hemispherical deflection electrode and adjustable slits to regulate both source size and angular 
acceptance 13. Beyond measuring photoelectron energies, a critical importance is given to each 
peak intensity or feature. Then it is possible to evaluate the kinetic energy and number of 
electrons that escape from the surface (1 to 10 nm) of the NCs and the chemical composition 
in a qualitative and quantitative way.  
In this study we performed XPS measurements by a Kratos Axix Ultra DLD spectrometer, 
using a monochromatic Al Kα source (15kV, 20mA). The photoelectrons were detected at a 
take-off angle of ϕ = 0° with respect to the surface normal. The pressure in the analysis chamber 
was maintained below 7×10-9 Torr for data acquisition. The data was converted to VAMAS 
format and processed using CasaXPS software, version 2.3.17. The binding energy (BE) scale 




Figure 3.6. Illustration of typical X-ray photoelectron spectroscopy experiments and various type of measurements : 
(a)energy distribution curves (b) core-level photoelectron diffraction for angle-resolved photoemission (ARPES)(c) valence-
band mapping or binding energy vs ?⃗?  plots (d) spin-resolved spectra (e) total reflection and/or a standing wave in the sample 
after having excited with incident X-rays (f) using much higher photon energies than have been typical in the past, (g) taking 
advantage of space and/or time resolution, and (h) surrounding the sample with high ambient sample pressures of several 






1.  Boss CB, Fredeen KJ. Concepts, Instrumentation and Techniques in Atomic Absorption 
Spectrophotometry. North. 1997. 
2.  Dean J. Practical Inductively Coupled Plasma Spectroscopy.; 316AD. 
3.  Guo T. Physical, chemical and biological enhancement in X-ray nanochemistry. Phys Chem Chem 
Phys. 2019. doi:10.1039/c9cp03024g 
4.  Guo J. X-Rays in Nanoscience: Spectroscopy, Spectromicroscopy, and Scattering Techniques.; 2010. 
doi:10.1002/9783527632282 
5.  Dünkel L. Fundamentals of Crystallography. Zeitschrift für Phys Chemie. 1997;198(Part_1_2):273-
274. doi:10.1524/zpch.1997.198.part_1_2.273 
6.  Lamberti C. Characterization of Semiconductor Heterostructures and Nanostructures.; 316AD. 
7.  Kasap S, Koughia C, Ruda HE. Electrical conduction in metals and semiconductors. In: Springer 
Handbooks. ; 2017. doi:10.1007/978-3-319-48933-9_2 
8.  Polman A, Knight M, Garnett EC, Ehrler B, Sinke WC. Photovoltaic materials: Present efficiencies 
and future challenges. Science (80- ). 2016;352(6283). doi:10.1126/science.aad4424 
9.  Kasap S, Koughia C, Ruda H, Johanson R. Electrical Conduction in Metals and Semiconductors. In: 
Springer Handbook of Electronic and Photonic Materials. ; 2006. doi:10.1007/978-0-387-29185-7_2 
10.  Guyot-Sionnest P. Electrical transport in colloidal quantum dot films. J Phys Chem Lett. 
2012;3(9):1169-1175. doi:10.1021/jz300048y 
11.  Talapin D V., Lee JS, Kovalenko M V., Shevchenko E V. Prospects of colloidal nanocrystals for 
electronic and optoelectronic applications. Chem Rev. 2010;110(1):389-458. doi:10.1021/cr900137k 
12.  HICKINBOTTOM WJ. Technique in Organic Chemistry. Vol 180.; 1957. doi:10.1038/180567a0 
13.  Briggs, D.Wanger, C. D., Riggs, W. M., Davis, L. E., Moulder, J. F., Muilenberg GE. Handbook of 
X-ray Photoelectron Spectroscopy: a reference book of standard data for use in x-ray photoelectron 
spectroscopy. Perkin-Elmer Corp. 1979. 
14.  Fadley CS. X-ray photoelectron spectroscopy: Progress and perspectives. J Electron Spectros Relat 





Chapter 4.  Metastable CdTe@HgTe core@shell Nanostructures Obtained by Partial 
Cation Exchange. 
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Sintered CdTe films Upon Annealing, Chem. Mater. 2020, 32, 7, pp 2978–2985. 
Abstract 
Partial Hg2+ → Cd2+ cation exchange (CE) reactions were exploited to transform colloidal CdTe 
nanocrystals (NCs, 4-6 nm in size) into CdTe@HgTe core@shell nanostructures. This was 
achieved by working under a slow CE rate, which limited the exchange to the surface of the 
CdTe NCs. In such nanostructures, when annealed at mild temperatures (as low as 200°C), the 
HgTe shell sublimated or melted and the NCs sintered together, with the concomitant 
desorption of their surface ligands. At the end of this process, the annealed samples consisted 
of ligand-free CdTe sintered films containing an amount of Hg2+ that was much lower than that 
of the starting CdTe@HgTe NCs. This procedure was then used to fabricate a proof of concept 
CdTe-based photodetector exhibiting a photoresponse up to 0.5 A/W and a detectivity of ca. 
9∙108 Jones under blue light illumination. Considering the high temperatures (above 350°C) 
and post process ligand stripping steps that are currently used in the preparation of CdTe thin 
films employed in photovoltaic technology, our strategy, if finely optimized, may find 
application in the fabrication of future photo-conductive devices. 
4.1 Introduction 
As discussed in previous chapters, , different types of nanostructures can be accessed by means 
of CE,depending both on the miscibility of the reactant and of the product materials, and on the 
kinetics of the CE reaction: i.e. alloy NCs, doped systems, dimers (also termed as “Janus-like”), 
and core@shell (or core@graded-shell) heterostructures, the latter even with elaborate 
architectures (quantum wells, multiple-cores@shell, etc.).2,9-10 CE reactions, especially if 
performed at low temperatures, can even lead to metastable nanostructures (i.e. kinetically 
accessed).2 These structures, in turn, can be transformed to more stable ones if subjected to 
either e-beam irradiation or annealing.2, 10-16 For example, different groups have demonstrated 
that core@shell structures prepared by partial CE reaction (i.e., Cu2Te@PbTe, Cu2Te@SnTe, 
PbSe@CdSe etc.) transform, upon heating, to more thermodynamically stable configurations, 




minimized.10, 14  
Among the different CE reactions involving metal chalcogenide NCs, the CdTe → HgTe 
transformation is of particular interest as it leads to NCs having a bandgap ranging from 1.6 eV 
(bulk CdTe) to 0 eV (bulk HgTe), and, thus, of relevance for IR sensing, IR detection/imaging 
and photovoltaics.17-21 CdTe and HgTe are completely miscible materials, as both have a 
zincblende crystal structure, with lattice parameters being 6.48 Å and 6.46 Å, respectively, 
hence with a lattice mismatch of only 0.3%. Alloy Cd1-xHgxTe NCs, prepared from CdTe NCs 
by partial exchange of Cd2+ with Hg2+ ions, have a photoluminescence (PL) emission that can 
be tuned from 500 to 1100nm.18-20, 22-26 Such alloy NCs form when the partial CE reaction is 
performed under thermodynamic control, that is, by assuring a fast CE rate or a long reaction 
time.18, 22 This can be achieved by employing highly reactive Hg precursors,23 alkylamines 
(which preferentially bind Cd2+ cations and favor their extraction from the NCs)19, 23, 27 and by 
working at high temperatures (i.e. 150°C ).27 On the other hand, at a low rate of partial CE, the 
product consists of CdTe@HgTe core@thin-shell NCs. Experimentally, this has been realized 
by working at room temperature (RT), using polar solvents and slow reacting Hg precursors 
(i.e. Hg(ClO4)2 or HgCl2), and by avoiding ligands that favor the extraction of Cd
2+ ions.20, 23, 
26, 28-29 The formation of such heterostructures was explained by considering that the CdTe → 
HgTe exchange occurs through a fast surface exchange, followed by a much slower 
interdiffusion of the Hg2+ ions into the core of the NCs.20, 22, 24, 26, 28 This phenomenon is 
particularly evident when executing the reaction on CdTe nanoplatelets, in which the exchange 
with Hg2+ ions was found to be self-limited to the first surface monolayer: this led to the 
formation of CdTe@HgTe core@shell architectures when working with nanoplatelets that were 
more than three monolayers thick.29-31 
While strategies to prepare such CdTe@HgTe NCs and their related optical properties have 
been investigated in detail,23 not much is known about their thermal stability. To delve into this 
topic, in this work we have focused our attention on the products of the partial CE between 
CdTe NCs (4-6 nm in size) and Hg2+ cations performed at a slow rate and their structural and 
morphological evolution under annealing. A short summary of the experiments is described 
here. Three samples containing 10%, 30% or 40% of Hg (atomic percentage with respect to Cd) 
were prepared by adding sub-stoichiometric amounts of a slowly reacting Hg2+ precursor (i.e. 
HgCl2)
29 dissolved in methanol to a dispersion of CdTe NCs in toluene at RT. The exchange 
under such conditions occurred preferentially at the surface of the CdTe NCs, yielding 




they underwent the following transformations when annealed at mild temperatures (as low as 
200°C): the HgTe external layer sublimated (or melted) and the residual cores sintered together, 
with the concomitant removal of the native surface ligands (i.e. the ligands used for their 
synthesis and bound to their surface, see Scheme 1). The final products of the annealing process 
consisted of ligand-free CdTe sintered films containing only a minor residual amount of Hg2+ 
if compared to that of the starting CdTe@HgTe NCs. Noticeably, the CdTe@HgTe sample that 
initially contained 10% of Hg2+ were transformed into sintered CdTe NCs containing only traces 
of Hg2+ (less than 1%).  
. 
 
Scheme 4.1. Cation Exchange reaction between CdTe NCs and Hg2+ cations, yielding CdTe@HgTe NCs. The latter evolve 
into sintered CdTe films upon mild annealing at 200°C. 
CdTe is a material of great relevance in thin-film photovoltaics technology,32-33 and strategies 
are being developed in many groups to lower the costs of film fabrication, for example by 
solution approaches based on colloidal NC inks. However, to produce bulk-like films from such 
inks, the deposited NC films need to be annealed at temperatures above 350°C in order to sinter 
the NCs together and to remove the ligands.34-39 By leveraging on our Cd2+ → Hg2+ exchange 
protocol, we could prepare CdTe sintered films using much milder annealing conditions 
(200°C). These films exhibited a photoresponse up to 0.5 A/W and a detectivity of ca. 9∙108 
Jones, in line with CdTe NC film systems reported in the literature,40-43 highlighting the 
potential use of our strategy in the fabrication of future CdTe-based optoelectronic devices. 
4.2 Experimental part  
➢ Preparation of the Te stock solution. A Te precursor stock solution (10% Te by 
weight, 0.7 M) was prepared in a three-neck flask by dissolving 1.1 g of Te powder 
(8.6 mmol) in 12 mL (9.9 g) of TOP under inert atmosphere. The solution was heated 
up to 250°C until the Te powder was fully dissolved. After cooling it down to room 




vacuum for 30 min. 
➢ Synthesis of CdTe Nanocrystals. The synthesis was adapted from the work of Zhang 
et al..34 In brief, CdO 7.5 mmol (960 mg), OA 30 mmol (9.5 3mL) and ODE 10 mL 
were loaded in a 50 mL flask and degassed at 110 °C for 1 h. Subsequently, the mixture 
was heated up to 300 °C under Ar in order to get an optically clear solution (indicating 
the formation of cadmium oleate complexes). This was followed by a further 
degassing step under vacuum at 110°C to remove the water generated by the reaction. 
At this point, the flask was heated up to 280°C, followed by the quick injection of 
TOP-Te (2.86 mL) diluted with 1 mL of ODE. After 10 s from the injection, the 
heating mantle was removed, and the flask was quickly cooled to room temperature. 
The resulting NCs were collected by twofold precipitation with anhydrous ethanol 
from their colloidal solutions in anhydrous toluene followed by dissolution in toluene. 
The final purified NCs were redispersed in toluene at a concentration of 0.2 M in Cd. 
➢ Partial CdTe → HgTe cation exchange reaction. The CE reactions were performed 
by following the procedure reported by Miszta et al..44 In detail, a dispersion of CdTe 
NCs in toluene ([Cd] = 5 mM) was mixed with a solution of HgCl2 in methanol (0.1 
M) at room temperature under nitrogen and stirred for 1 min. The reaction was 
quenched by adding 10 mL of toluene. The NC product was cleaned twice by 
dispersion in toluene and precipitation by the addition of ethanol. If necessary, in the 
first cleaning step oleic acid (50 µL) was added to increase the colloidal stability of 
the resulting NCs. The precipitation was achieved by a mild centrifugation (3000 rpm, 
5 min). Different Hg/Cd feeding molar ratios were tested, ranging from 0.1 to 0.4.  
4.3 Results and Discussion 
Spherical CdTe NCs, with a mean diameter of 4.5 ± 1 nm, were synthesized following the 
procedure reported by Zhang et al.32 (see Figure 4.2). The elemental analysis, conducted via 
ICP-OES, revealed that the composition of the NCs was nearly stoichiometric (i.e. CdTe), and 
the XRD characterization indicated the presence of a mixture of both CdTe wurtzite (WZ) and 
zincblende (ZB) structures (ICSD numbers 620518 and 43712, respectively) (Figure 4.1, blue 
pattern and Table 1). These NCs were used in partial CE reactions with Hg2+ cations in order to 
study the corresponding products and their evolution under annealing. The CdTe NCs were 
exposed to different Hg/Cd feed molar ratios, ranging from 0.1 (10%) to 0.4 (40%) employing 
a slowly reacting Hg precursor (i.e. HgCl2)




CE reaction rate and to limit the exchange to the surface of the NCs. For the same reason, and 
to avoid any possible reduction of Hg2+ to metallic Hg,24, 45 we did not use any extra ligands, 
like alkylamines, which are commonly used for this specific type of CE.19, 29-31 Our CE reaction 
was, thus, driven only by the higher solubility of CdTe with respect to that of HgTe in polar 
solvents (KSP(HgTe)< KSP(CdTe)).
2, 18, 20, 26, 28 
 
Figure 4.1. XRD patterns of CdTe and CdTe-Hg samples together with the bulk reflections of WZ (ICSD numbers 620518) 
and ZB (ICSD number 43712) CdTe structures.  
The products of these partial CE reactions, which will be named CdTe-Hg 10%, 30% and 40%, 
were NCs retaining the size and shape of parental CdTe NCs, as revealed by TEM (Figure 4.2).  
 




The ICP elemental analysis indicated that the extent of the Cd-for-Hg substitution was 








aMeasured via ICP-OES. bCalculated via the Scherrer formula 
Table 4.1. Composition and size of starting CdTe NCs and CdTe-Hg NCs before and after the annealing treatment at 200°C. 
 
The XPS measurements further confirmed the results of the ICP elemental analysis, additionally 
evidencing that Hg was present only in the +2 oxidation state (Hg 4f7/2 peak position at 100.6 
eV), thus excluding the possible presence of metallic Hg (Figure 4.3). According to XRD 
analyses, the CE reaction did not induce any phase transition in the NCs, since the same ratio 
 
Pre Annealing Post Annealing 
Hg/Cd 





/ CdTe 4.2 CdTe 5.6 
10% Cd0.9Hg0.1Te 6.2 Cd0.9Hg0.01Te 19.6 
30% Cd0.7Hg0.3Te 5.8 Cd0.9Hg0.1Te 15.5 




of ZB to WZ phases as in the initial CdTe NCs was found in the products (see Figure 4.1a). 
 
Figure 4.3. XPS spectra of CdTe-Hg 10% NCs before (upper panels) and after annealing (lower panels). Peak positions: Te 
3d5/2 at (572.5 ± 0.2) eV, Cd 3d5/2  at (405.3 ± 0.2) eV and Hg 4f7/2 at (100.6 ± 0.2) eV, indicating the presence of  Te2-, Cd2+ 
and Hg2+ in the sample [NIST X-ray Photoelectron Spectroscopy Database, Version 4.1 (National Institute of Standards and 
Technology, Gaithersburg, 2012); http://srdata.nist.gov/xps/]. Relative atomic ratios were determined using the integrated 
area under Cd 3d, Te 3d and Hg 4f principal peaks. 
 
As can be seen from Figure 4.4, the starting CdTe NCs were characterized by an excitonic peak 
at 631 nm and a photoluminescence (PL) peak at 674 nm with a full width at half maximum 




shifted with the increase of Hg in the NCs, while retaining the same linewidth. 
 
Figure 4.4. Absorption and PL spectra of CdTe NCs before and after partial cation exchange with Hg (λex = 450 nm). The inset 
shows a magnification of the PL spectra of CdTe-Hg 30 and 40% samples. 
Such a small red-shift in both PL and absorbance indicated that partial CE did not lead to the 
formation of alloy NCs (i.e. Cd1-xHgxTe), whose PL emission would have been expected at 
much longer wavelengths (i.e. 720 nm for Cd0.9Hg0.1Te and 820 nm for Cd0.7Hg0.3Te NCs of 4 
nm).19, 23 Instead, the products of the reaction were CdTe@HgTe core@shell NCs, similarly to 
what was shown by Smith et al.22 Also, the more HgCl2 was added to the reaction (hence more 
Hg was incorporated in the NCs) the more the PL  intensity of the samples dropped. Compared 
to the starting CdTe NCs, the PL intensity of the CdTe-Hg 10% NCs sample was reduced by 
50%. In the CdTe-Hg 30% and 40% samples the PL was almost quenched (Figure 4.4). This 
observation is consistent with the hypothesis of a shell growth (over that of an alloy formation): 
as revealed by Smith et al. the growth of a HgTe shell over a CdTe core leads to the spatial 
separation of photogenerated carriers and to a lowering of the oscillator strength of the 1st 
exciton peak.22 Therefore, a thicker HgTe shell would result in a more efficient quenching of 
the PL from the CdTe core. 
We studied the stability of these NCs by drop-casting them onto a Si substrate and by exposing 
the resulting film to a thermal treatment (under N2) from room temperature (RT) to 200°C, 
while monitoring their structural and compositional evolution. The XRD patterns acquired after 




and that the ZB was preferentially stabilized over the WZ phase (Figure 4.5). 
 
Figure 4.5. XRD patterns of CdTe and CdTe-Hg NC samples subjected to a thermal treatment under N2 from RT (black 
curves) to 200°C (red curves). The bulk reflections of WZ and ZB CdTe structures are reported by means of gray and black 
bars, respectively. 
 In details, the size of the crystallites of the CdTe-Hg samples, calculated by employing the 
Scherrer formula, increased from 4-6 nm to 15-20 nm (Table 1 and Figure 4.5). In addition, the 
corresponding ICP elemental analyses revealed that such sintering was accompanied by a loss 
of Hg (see Table 1). In this regard, among the three CdTe-Hg samples, the CdTe-Hg 10% one 
exhibited the largest extent of sintering (from 6.2 to 19.6 nm) and the lowest Hg content at the 
end of the process (less than 1%, see Table 1). 




on CdTe-Hg 10% NCs by extending the heating range from RT to 350°C (see Figure 4.6).  
 
Figure 4.6. XRD patterns of CdTe-Hg 10% NCs subjected to a thermal treatment under N2 from RT to 350°C and then back 
to RT (RT-back). The bulk reflections of WZ and ZB CdTe structures are reported by means of gray and black bars, 
respectively. The metallic Te peaks are marked with asterisks. The diameter of the crystallites reported above each curve was 
calculated with the Scherrer formula. 
The XRD patterns, acquired during such experiments, highlighted that most of the sintering 
occurred already at 200°C, with not much additional evolution when going from 200°C to 
350°C, since in that temperature range the mean grain size increased only from 19.6 to 22.4 nm 
(Figure 4.6). It was additionally observed that, in the 250-350°C range, the sintering process 
was accompanied by the formation of metallic Te (Figure 4.6). At the same time, the ICP 
analysis revealed that the amount of Hg decreased from 1% at 200°C to below the detection 
limit at 350°C. Overall, these results were quite remarkable, considering that, to sinter a film of 
colloidal CdTe NCs, one would typically require annealing temperatures above 350°C.32-39, 46-
48 Indeed, as a control, we observed that a non-exchanged CdTe NC sample annealed at 200°C 
did not undergo any appreciable sintering (Table 1 and Figure 4.5). 
In order to better understand the thermal evolution of our CdTe-Hg 10% NCs we carried out 
additional characterizations via HRTEM, STEM-EDS and XPS analyses. The starting CdTe-




Hg content of 10% (see Figure 4.8a), confirming our XRD and elemental analyses.  
  







Figure 4.8. STEM-EDX mapping of CdTe@HgTe 10% NCs (top panels) with the corresponding measured spectrum (bottom panel). 
The composition of the NC ensemble was measured to be CdHg0.1Te. 
The same NCs were annealed at 200°C under N2 directly onto the carbon support of the TEM 
grid, and were then re-examined under the TEM (see the details in the Experimental Section): 
the resulting NCs had fused together, forming a continuous network (Figure 4.9a). Such 




agreement with the XRD analyses, with no presence of Hg (i.e. the amount of Hg was below 
the detection limit of our EDS setup, see Figure 4.9, Figure 4.7 b,c and 4.8b).  
 
Figure 4.9. (a) TEM and (b) HRTEM images of CdTe-Hg10% NCs after annealing at 200°C for 40s. (b) The lattice fringes of 
the NCs could be indexed with the ZB CdTe structure. (c) Raman and (d) FTIR spectra of CdTe NCs (black curves), and 
CdTe-Hg10% NCs before (red curves) and after (blue curves) the annealing. In the Raman spectra, the modes corresponding 
to CdTe and metallic Te are pointed out to indicate the material evolution after the cation exchange and subsequent sintering 
at 200°C. In the FTIR spectra the bands related to the carboxylic group (COO-) and the CH2 stretching of the OA are 
indicated. These bands disappeared upon annealing (200°C) indicating the absence of ligands at the end of the thermal 
treatment.  
The XPS analysis of the annealed CdTe-Hg 10% sample indicated the presence of Te, Cd and 
Hg in -2, +2 and +2 oxidation states, respectively, with the amount of Hg being around 1% 
(Figure 4.3). 
The Raman spectrum of the starting CdTe NCs deposited on silicon substrates (see material 
chapter 3 for further details) was characterized by bands at 166 and 329 cm-1 which correspond 
to the longitudinal optical (LO) and 2LO CdTe modes (Figure 4.9c).23, 49 After the exchange 
with Hg2+ cations, a new broad band at lower wavenumbers to LO-CdTe phonon modes (i.e. 




the modes at 166 and 329 cm-1 disappeared and two peaks emerged at 120 and 141 cm-1, which 
were attributed to the formation of metallic Te, in agreement with what emerged from the XRD 
analysis (see SI for reference Raman spectra of Te, Figure 4.10 and Figure 4.6).51  
 
Figure 4.10. Raman spectra of metallic Te characterized by two peaks at 120 and 140 cm-1 and TeO2 with additional peaks at 
390 and 640 cm-1. 
To analyze the effect of thermal treatment on the organic ligands that coated the surface of the 
NCs, we performed FTIR analyses on both the unexchanged OA-capped CdTe NCs and the 
CdTe-Hg 10% NCs before and after the annealing at 200°C. Both samples were characterized 
by FTIR peaks at ~1520 cm-1 and 1413 cm-1 which could be ascribed to the asymmetric and the 
symmetric stretching modes of the COO- group, and 2915 and 2850 cm-1 corresponding to the 
CH2 stretching of the OA. All these bands disappeared in the final annealed sample, indicating 
the absence of ligands in this sample (see Figure 4.9d).34 The broad band peaked at 1600 cm-1 
characterizing all the samples was due the residual water inside the KBr matrix employed in 
FTIR analyses. 
According to the experiments, the following picture can be drawn: upon heating at 200°C or 
above, the starting CdTe-Hg NCs, instead of simply evolving into alloy Cd1-xHgxTe NCs, 
underwent a substantial loss of Hg and Te (most likely by sublimation or melting of the HgTe 
superficial domain(s))21 with the concomitant loss of surfactants and sintering of the NCs. In 
details, when the amount of Hg inside the CdTe-Hg NCs was sufficiently low (i.e.10%), and 
the annealing temperature was as low as 200 °C, the final sintered film had essentially a CdTe 
composition, or, in other words, nearly all the initial Hg was expelled. On the other hand, when 




annealing had a Cd1-xHgxTe composition. In this case, not all the HgTe had been able to 
sublimate or melt and part of the Hg had diffused into the film forming, most likely, an alloy. 
In all the cases, part of the extracted Te recrystallized in the form of metallic Te. 
Prompted by these results, we decided to exploit our strategy to fabricate and test a proof of 
concept CdTe thin-film based photodetector device (see Chapter 3 for details on device 
fabrication). Initially, we employed an ink of CdTe-Hg 10% NCs, however, with this material 
we did not obtain homogeneous CdTe films (see Figure 4.11a-b). 
 
Figure 4.11. (a, b) Representative SEM images of a CdTe film obtained by spin coating CdTe-Hg 10% NCs and by annealing 
at 200°C. (c) Time trace of the photocurrent while the light was switched on and off, at room temperature in air under white 
light (LED ILH-ON09-VA, 90 mW/cm2). 
 
 We attribute this to the fact that, after the CE, the resulting CdTe-Hg NCs lost colloidal stability 
forming NCs dispersions that were cloudy (due to the presence of aggregates). Indeed, the 
responsivity (R) of the device prepared with the sintered CdTe-Hg 10% NCs reached only ca. 
7x10-4 A/W under white light (see Figure 4.11c). In order to improve the quality of the films, 
we also devised a different strategy, consisting of first depositing CdTe NCs to form 
homogeneous films, followed by CE directly on the films. In detail, we prepared 3-layer 
sintered films by first spin coating the CdTe NCs, and then by dipping the resulting film into a 
solution of Hg2+ cations in methanol (achieving the desired extent of the Cd→Hg CE, that is 




was repeated three times (see Scheme 4.2). 
 
 
Scheme 4.2. Sintered CdTe thin film preparation starting from CdTe NCs.  
 
The morphology and composition of each CdTe layer and of the final layer stack was 
characterized by high-resolution scanning electron microscopy (HRSEM) analysis, which 
confirmed our previous results: upon annealing at 200°C the NCs film, initially composed of 
4.2 nm NCs (Figure 4.12a), underwent sintering with the formation of large grains, in this case 




the film, measured by SEM-EDS, dropped from to 10% to 1%. 
 
 
Figure 4.12 HRSEM images of a CdTe layer film before (a) and after sintering (b). (c) Time trace of the photocurrent (dark 
current at t=0 s, left y-axis) while the light was switched on and off, at room temperature in air under 455 nm excitation at 
different power density (right y-axis). (d) Responsivity as a function of power density at different photoexcitation 
wavelength: 455 nm (blue), 530 nm (green) and 625 nm (red). The on/off signal was let to stabilize for 20 s for this 
evaluation. 
 
Under visible light in the blue (455 nm), green (530 nm) and red (625 nm), the device obtained 
with this strategy showed a slow photoresponse (Figure 4.12c). Blue light illumination yielded 
the maximum responsivity (0.5 A/W), with a detectivity of ca 9×108 Jones, while red light led 
to the lowest responsivity (0.1 A/W) in agreement with the absorption spectrum of the material. 
The photocurrent had a sublinear dependence on light power (P, Ipc ~P
0.8); therefore, the 
responsivity (Ipc/P) was decreasing with P, as shown in Figure 4.12d. This was attributed to the 
presence of trap states in the material.52 Although the performance achieved by our system (R 




optimized systems, such as CdTe NCs-P3HT-PCBM (R = 50 A/W and D = 5∙1012 Jones)40 or 
chlorine treated CdTe NCs (R = 4∙109 A/W and D = 5∙1017 Jones),42 it outperformed that of 
several other systems, such as the thiol-capped CdTe NCs prepared by electrostatic self-
assembly (R= 0.18 A/W)41 or the iodine-passivated CdSexTe1-x NCs (R= 0.053 A/W and D = 
8∙1013 Jones).43  
 
4.4 Conclusions 
We synthesized CdTe NCs which were subjected to partial CE with Hg2+ cations. This was 
performed by working at room temperature and by employing HgCl2, a slowly reacting Hg
2+
 
precursor, dissolved in methanol. We varied the Hg/Cd feed ratio to prepare three different 
samples containing 10%, 30% or 40% of Hg, respectively. The products of the exchange, 
CdTe@HgTe core@shell NCs, when annealed at temperatures as low as 200°C were observed 
to evolve in the following way:  the superficial HgTe melted or sublimated leading to the 
sintering of residual CdTe cores and to the concomitant removal of the native surface ligands. 
The Hg content in the resulting sintered CdTe NC films was found to be much lower than that 
in the starting CdTe@HgTe NCs, while a minor fraction the extracted Te recrystallized in the 
form of metallic Te. Given the low sintering temperature, we tested this approach to fabricate 
proof-of-concept photodetectors based on CdTe thin films which exhibited a photoresponse up 
to 0.5 A/W and a detectivity of ca. 9∙108 Jones under blue light. Considering the high 
temperatures (above 350°C) and post process ligand stripping steps that are currently used in 
the preparation of CdTe thin films employed in PV technology, our novel strategy, if further 
engineered, can represent an alternative method towards the preparation of CdTe thin films at 
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Chapter 5: In(Zn,Yb)P Near Infra-Red Luminescent quantum dots 
 
Abstract 
The main aim of this work was to develop a synthesis method to incorporate lanthanide ions 
into InP quantum dots and to demonstrate energy transfer from the InP host to the lanthanide 
dopant. For this purpose, the Yb3+ions were chosen because of its luminescent efficiency is 
close to 100%. Recently, rare earth ions doped materials, have attracted a great interest for 
photovoltaic applications to improve solar cell efficiency which is limited by the mismatch 
between the incident solar spectrum and the spectral response of the solar cells. These latter 
cannot convert all the high energy wavelength photons in the UV window. This limit can be 
overcome by a quantum cutting, or down converting, elements like a lanthanide able to convert 
one photon of high energy into photons of lower energy.  Before to investigate the doping 
technique, the synthesis of the InP NCs was analyzed and optimized. 
The incorporation of the lanthanide ion is investigated by changing the Yb:In molar and by 
employing a hot- injection method to synthetized InP and In(Zn)P colloidal semiconductors. 
To incorporate the Yb 3+ dopant ions, the role of the length of the ligand used during the doping 
was also explored. As an alternative doping method, a one pot synthesis route to dope InP or 
In(Zn)P NCs was utilized. 
After the study of the doping process, the possibility of growing ZnS monolayers around the 
NCs and the existence of the dopant emission was finally investigated.  
 
5.1 Indium Phosphide: tunable, bright, and narrow band luminescence  
In the previous sections, partial cation exchange studies related to the II-VI semiconductor NCs 
have been reported. Nonetheless, as discussed in the toxicity section Paragraph, the composition 
of new generations of NCs is moving toward In, as a result of the covalent nature of its crystal 
lattice 1, 2 or Cu/In rather than Cd. This chapter is therefore intended to illustrate the effects of 
the cation exchange for NIR emission on InP template. Bulk InP has a wide direct Band Gap of 
1.35 eV (918nm) and a widespread emission tunable from green to NIR with increasing particle 
size. Moreover, type III-V semiconductors exhibit superior electronic and optoelectronic 
properties in comparison to other semiconductors. In contrast, studies of colloidal III-V 
semiconductor NCs are less advanced in comparison to II-VI because their synthetic chemistry 
is challenging. The reasons are directly associated to their (more) covalent character, compared 




temperatures than in the case of metal chalcogenide NCs. These constraints typically make it 
difficult to create conditions for reaction that yield monodispersal NCs which would lead to a 
narrow emission profile and increase the color purity. A robust control of the particle size must 
be achieved. The recent mechanistic studies have shown that organometallic phosphorous 
precursor reactivity is the main reason of the problems found in the size distribution of InP NCs. 
Numerous methodologies have been attempted to enhance these aspects. In this thesis, we 
report the effect of the variation of molar concentration in reaction mixture, the use of two 
different phosphorous precursors, and alloyed InxZnyP NCs. The current main drawback of as-
synthetized InP nanocrystals is related to the low photoluminescence QYs of less than 1% that 
is due to a limited control of the synthesis routes. However, it can be largely boosted with the 
growth of an overcoating shell material with a higher band gap which helps in passivating the 
surface defects characterizing the InP NCs surface and providing an effective method for 
improving the QYs. 3,4,5 
Thus, we developed a shell coating method to obtain InP@ZnS core@shell NCs with high QY 





Trivalent lanthanides, Ln3+, are ions with a partially filled f-orbital. Together with chemically 
similar elements, scandium and yttrium are referred to as rare earth elements 6. 
It is important to emphasize that the PL is environmentally stable since the 4f orbitals are well 
shielded from the surroundings by the outer filled 5s2 and 5p6 closed shells7,8. The occupation 
of the f-shell changes but, as mentioned, the f-electrons do not interact (significantly) with the 
other ions and do not form bonds, thus the series of lanthanides is chemically very similar. The 
most noticeable chemical difference between the lanthanides is the decrease ionic radius over 
the series. This is known as the lanthanide contraction and is explained by the increase in 
nuclear charge. The 5s and 5p electrons are poorly shielded by the 4f electrons, so with 
increasing nuclear charge the extension 5s and 5p orbitals decreases 9.  
Although Ln3+ are chemically very similar, they are largely studied because of their unique f-f 
transitions that are independent from the host materials (as opposed to d-d transitions in 
transition metals). For a Ln3+ ion with configuration [Xe] 4fn, there are (14
𝑛
) different electron 
distributions over the 4f shell. 10 11 12  
This means multiple energy levels within the shell, as reported in the diagram in Fig.5.1, 
published the group of Dieke based on their spectroscopic and theoretical works 8. The different 
energy levels in the Dieke’s diagram are denoted by two quantum numbers S and L while a 
spectroscopic level is additionally characterized by a third quantum number, J and a partial 
energy level diagram is given. The value for J in the ground state is L - S for n < 7 and L + S 
for n ≥ 7.  
As a consequence, the f-f transition produces fine line emission bands with a very small Stokes 
shift. This also has the effect that crystal field splitting (indicated in the Dieke diagram by the 






In the case of Yb 3+, with an electronic configuration [Xe] 4f 13 , the distribution of its 13 
electrons over the seven  4f sub-orbitals and applying the Hund’s ruels yiels the maximum S of 
1/2 (7 × 1/2 + 6 × -1/2) and the maximum L of +3 (2 × 3 + 2 × 2 + 2 × 1 + 2 × 0 - 2 × 1 - 2 × 2 
- 3), corresponding with F. Since 13 > 7, J = L + S = 7/2. The ground state term symbol then 
becomes 2F7/2  while the first excited state corresponds with a change in angular momentum and 
is 2F5/2 (see  
2)  resulting in very sharp photoluminescence (PL) emission13. 
The parity selection rule implies that the 4f-4f forbidden are forbidden resulting in materials 
with a low molar excitation coefficient absorbing light weakly. As a result of the forbidden 
parity, the f-f transition usually has long excited state lifetime, on millisecond-order basis. 
In the next paragraph, we report some aspects of the peculiarity connected to energy transfer in 




Figure 5.1 (a) The 4f energy levels of the lanthanide series. The broadening of a level indicates its crystal field splitting. 





Figure 5.2 Energy-level scheme for Yb3+. λ L  S   is the spin-orbit splitting energy for the free ion in the order of 10000 cm-
1 (1.24eV). The free ion spin orbit states 2F5/2 - 2F7/2 are additionally split by the cubic crystalline field (Td), into crystal 
field states Γ6, Γ8 (J=5/2) and Γ6, Γ7, Γ8 (J=7/2). Since the 4f electrons are screened by the outer 5s2 5p6 orbitals, they are 




5.2.1 Energy transfer from host semiconductor to Yb 3+  
In order to observe Yb3+ dopant emission upon excitation of its quantum dot host, energy 
transfer from quantum dot in its excited state to the dopant have to occur. 
The simplest energy transfer mechanism is a single step process where the excited QD directly 
transfer its energy to the Yb3+ ion. However, the energy difference between the host QD’s band 
gap ( the emission energy of the InP NCs) and the Yb3+’s excitation energy (the difference 
between the 2F5/2  excited state and the 
2F7/2  ground state) is on the order of 7000 cm
-1. Thus, 
this energy transfer would require phonon assistance. However, the lattice vibration energy of 
the InP quantum dot host material is approximatively 300 cm-1 14. This is below the required 
energy for the sensitization the Yb 3+ ion. Therefore, a direct energy transfer assisted by phonons 




An alternative mechanism, proposed by De Mello Donega’s group15, involves a two-step energy 
transfer process in which the first part of the energy is transferred to Yb3+ from one electron in 
conduction band of the excited host NCs. The second energy transfer step consists in capturing 
the hole left in the valence band and reducing the ion to Yb 3+ in 2F5/2 excited state. A schematic 
representation of this energy transfer mechanism is shown in Figure 5.311. 
 
5.2.2 Energy transfer via co-doping for Down-conversion  
An additional option to achieve an energy transfer from host InP to the guest Yb3+ pass through 
a co-doping method which is also a two-steps energy transfer mechanism (schematic 
representation is reported in Figure 5.). Basically, the energy transfer from one rare earth, as 
Eu3+, to Yb is a cooperative process in which the excited electron from the 5D0 level of Eu 
3+ 
relaxes to 2F5/2 levels of two Yb
3+ions. 
Figure 5.3 Sketch representing the proposed two step energy transfer mechanism from Eiler and De Mello Donega. The Yb 
ion is reduced by the electron from the conduction band of the excited NCs and subsequently oxidized by the hole in the 
valence band. The Yb 3+ ion is left excited in 2F 5/2 state from which it can return to the 2F7/2 ground state giving rise to 




A similar mechanism has been recently studied in Tb3+-Yb3+ couple 16to boost the efficiency of 
the spectral conversion of the solar spectrum. In principle, over 60% of the energy losses in a 
solar cell are due to the spectral mismatch: low energy photons are no absorbed (transmission 
losses) and absorption of high-energy photons is followed by a rapid relaxation of hot charge 
carriers to the band edges of the semiconductor (thermalization losses).17 Lanthanide ions are 
suitable candidates for efficient spectral conversion. During the last decade the research focused 
on the up-conversion with lanthanides. While the down conversion consists in one photon at 
high energy that excites two lanthanides ion with a consequent generation of two lower energy 
photons. Compared to up-conversion studies, the down-conversion is still limited. 
In this chapter, we discuss the use of InP as host material in NCs synthesis. Its bandgap is wide 
enough to allow a good energy transfer probability from the host SC to the RE ions so enabling  




Figure 5.4. Schematic the energy level diagram of Eu 3+ /Yb 3+ co-doped NCs illustrating the energy transfer mechanism 
from 5D0 level of Eu 3+ to 2F5/2 levels of Yb3+. The solid arrows denote the excitation and the emission processes. The dashed 




5.3 Experimental Methods 
In order to achieve the Yb-doping of InP, different synthetic routes have been followed, and all 
of them were carried out under Argon using Schlenk line setup. 
5.3.1 InP synthesis via Hot Injection 
The hot-injection method for the preparation of InP NCs is adapted from the method developed 
by Xie and Woo-Seuk Song at el.5 It consists of injecting Phosphorous precursor in the hot 
reaction mixture, containing the Indium and Zinc precursors and coordinating ligands, as 
Oleylamine (OAm), in a non-coordinating solvent, as Octadecene (ODE). This entails the 
thermal decomposition of the precursors that react to form a monomer followed by the 
nucleation and growth of the QDs.  
Different phosphorous sources were studied. The phosphorous precursor was prepared by 
mixing: 
-tris(diethylamino)phosphine TDEP with 1 ml of ODE. •Different P: In feeding molar ratio 
were studied. The aminophosphines are excellent precursors for synthesizing InP NCs, but they 
are not the most obvious. In TDEP, the phosphorus atom has an oxidation state of +3, rendering 
a reaction with an In(III) precursor such as indium chloride or indium acetate not direct. 
Aminophosphines require some intermediate reduction steps to form InP. Tessier et al. 
19proposed a transamination mechanism that explains the P oxidation state conversion. In order 
to lead the full conversion of P+3 to -3,the ratio between the aminophosphines and the P source 
has to be>3.5. Thus, we used 0.06 mmol of TDEP. Moreover 0.2 mmol of 
tris(trimethylsilyl)phosphine P(TMS)3 and 1 ml of ODE were used. Everything was mixed in a 
glovebox under a nitrogen atmosphere.  
➢ InP NCs. In a typical synthesis, the indium precursor was prepared by mixing 0.23 
mmol of indium (III) chloride InCl3 and 1.1 mmol of zinc chloride ZnCl2, 7.5 mmol of OAm 
and 2.5 mmol ODE. The mixture was degassed for 1h at 120°C under vacuum and then quickly 
heated at 180°C under Ar flow. Once 180°C is reached, the phosphorous precursor was rapidly 
injected to the above mixture, and the growth of the InP core QDs proceeded for 30 min and 
quenched with compressed air and diluted in toluene.  During the reaction, aliquots were taken 
at different reaction times and collected in toluene to follow the growth of the NCs by 




precipitation with a non-solvent mixture, and by centrifugation for 10 min at 3200 rpm. The 
purifies InP NCs were dispersed in a small amount of toluene and stored in glovebox.  
Although Zn reduces the size dispersion and facilitate the subsequent shell growth, its 
concentration was studied in order to understand its influence of the Yb dopant incorporation. 
Moreover, ytterbium oleate and ytterbium myristate was studied as ytterbium precursors for the 
doping of InP with Yb 3+ ions: 
 -the ytterbium oleate Yb(OA)3 stock solution proceeded as follow: in a flask 4 mmol 
Yb(Ac)3·(H2O)4 was weighted and 12 mL oleic acid and 10 mL ODE were mixed. The mixture 
was brought under vacuum using a Schlenk-line and heated to 80°C while stirring. After 30 
minutes, the temperature was raised to 150 ◦C and the reaction was performed for 2 hours before 
cooling to room temperature. 2 mL ODE was added to decrease the viscosity yielding a 0.2 M 
Yb(OA)3 solution. 
-the ytterbium myristate stock solution: a similar procedure was used replacing the myrisitc 
acid to oleic acid 
➢ Yb incorporation by cation exchange reaction on InP NCs. 
We adopted two approaches for the Yb 3+ incorporation in the InP NCs system: a partial cation 
exchange on InP core and the diffusion growth mechanism. The first approach was carried on 
after the InP growth: the temperature was raised at 230°C and then the Yb precursor in 0.5 ml 
of ODE corresponding with a varying Yb:In ratio (from 0.1 to 0.3) was added in a slow 
dropwise way.  
➢ Yb incorporation by diffusion growth in one pot synthesis of InP:Yb NCs. 
Indium and ytterbium precursors were put in the same flask all at once from the beginning 
varying the Yb:In molar ratio from 0.1 to 0.3. The reaction mixture was degassed for 1 h and 
then the temperature was raised at 180°C for the phosphorous injection. 
➢ ZnS shell growth 
ZnS shells were grown on doped InP NCs according to a procedure reported by Song et al. 5. 
In particular, the InP doped NCs as synthetized were heated to 200 ◦C while stirring and a 
mixture of 0.01 mmol Zinc stearate and 0.05 mmol of sulfur dispersed in TOP (2M) diluted in 
0.5 ml of ODE were added slowly drop by drop in the flask. The temperature was kept for 300 




cooling, the particles were sedimented by addition of toluene and ethanol, centrifuged, and 
redispersed in toluene. 
➢ Di(trimethylsylil)sulfide, D(TMS)S.  
An alternative path to grow ZnS on doped InP NCs, a more reactive S precursor in combination 
with shorter reaction time was used. The doped InP mixture was heated at 200°C and a 0.1M 
D(TMS)S was substituted to TOP-S. The reaction was kept 30 minutes before cooling down 
and washed with ethanol and redispersed in toluene. 
5.4  Results and discussion 
5.4.1 Structural and optical characterization 
 
Figure 5.5 (a) typical TEM image of an InP Ncs sample of a size ranging from 2 to 5 nm. (b) absorption spectrum 
(dotted line) of a bare InP NCs in toluene. The first exciton peak corresponding to S h →Se transition is identified 
around 500 nm. The two continuous line correspond to the PL emission spectra of zinc-less InP NCs (less intense 
peak) and of InP coated by ZnS shell (more intense peak),respectively. The increased intensity indicates the surface 
passivation. (c) x-ray diffraction pattern of zinc blend InP as synthetized. ICSD reference code: 640192. 
As first step InP NCs were synthetized. As detailed described in the method section, initially 
Zinc was used to facilitate the further growth of ZnS shell. Finally, we decided to avoid it be 
caused it can inhibit the incorporation of Yb 3+ in a competitive way. Regarding the P 
precursors, the most optimized is the (TMS)3P and phosphines which give the best results in 
terms of size dispersion. Unfortunately, they are expensive, pyrophilic with the air and produce 
phosphine that is a very toxic gas. A few years ago, Song et al.20 used an aminophosphine as 




proven that it plays a double role not only as P precursor, but also as reducing agent in presence 
of a primary ammine: P starts with an oxidation state of +3 and finish with an oxidation state 
of -3 through a transamination reaction with Oleylamine.21. For these reasons, we based our 
study on the latter P precursor. Figure 5.5 shows a typical TEM image of InP NCs with a 
diameter ranging from 2-5 nm. The elemental analysis, conducted via ICP-OES, revealed that 
the composition of the NCs was nearly stoichiometric (i.e. InP) and the XRD characterization 
indicated the presence of a ZB InP structure (ICSD number 640192). The contrast between the 
NCs and the background is very low, and this is typical of these kinds of systems due to the 
high amount of electrons transmitted by InP. The bare InP presents a shoulder in the absorption 
spectra corresponding to the first exciton peak of the Sh →Se transition at 500 nm. Using this 
absorption wavelength, the average size of the InP NCs can be derived using an empirical 
formula derived by the group of Xie et al. 22 23, which gives an InP average size of 4 nm. 
 
The bare InP display a very low emission upon excitation at 400 nm. This is due to dangling 
bond of the unbound phosphor atoms on the surface of the InP acting as trap states which 
capture the excited electron promoted by the absorbed light causing it to decay non-radiatively 
via multiple trap states. 
These problems may be overcome by the growth of a ZnS type I shell. The shell is growth as 
described in the method section. The shelled InP were measured by emission spectroscopy 
measurement and a comparison before and after shell growth is showed in Figure 5.6 upon and 
excitation at 400 nm. The increasing of the intensity of the emission peaks denotes that the ZnS 
shell passivate the dangling bonds, decrease the number of trap states in the band gap and 
increase the probability of radiative decay. Upon the shell growth, a small blue shift can be 
observed. A possible explanation for this shift is the effective decrease in InP core size by a Zn 
to In substitution 
 
5.4.2 Incorporation of Yb in InP by Partial Cation exchange 
The synthetized InP NCs were used as cores in doping experiments. InP were exposed to 
different Yb 3+/ In3+ feed molar ratios, ranging from 0.1 (10%) to 0.3 (30%) employing Yb(OA)3 




for 30 minutes before quenching the reaction. ICP, absorption, emission spectroscopy and XRD 
were performed on the obtained products. The ICP elemental analysis indicated that the extent 
of the substitution In3+ by Yb 3+ was not in line with the Yb 3+/In3+ feed molar ratio employed 
(see table in Figure 5.5.6). Accordingly, to XRD analyses, an increase in the Yb 3+ content 
inside the NCs does not affect the crystal structure and no side phases are detected. 
Representative absorption spectra obtained from bare InP NCs (black) and doped InP are 
compared in Figure 5.5.6 and it reveals a re-shift and a less defined shoulder. These features 
may be due to a leakage of the exciton wave-function as a decreased quantum confinement. 
This is probably due to a deposition of the dopant on the outer layer of the InP, causing a 
decreasing of the confinement of the wave-function. 
 
Figure 5.6. (a) Comparative absorption spectra of bare InP NCs (black) and InP doped with Yb 3+ in increasing amounts. 
Respectively curves correspond to: (b) x-ray diffraction pattern of zinc blend InP as synthetized. ICSD reference code: 
640192. (c) ICP-OES elemental analysis on doped InP with various feed molar ratios. 
Photoluminescence (PL) measurements at room temperature were performed with a wavelength 
of excitation of 355 nm. PL did not show any Yb3+  typical emission lines in the region of 
interest between 950 and 1050 nm, where the  2F5/2 → 
2F7/2 transition is expected to correspond 
as predicted by the Dieke diagram (Fig. 5.1). The spectrum displays only noise. This suggests 
that no energy transfer from dot to dopant occurs and that no Yb3+ ions adhere to the InP core. 
Moreover, this suggests that it might depends on other competitive relaxation pathways, like 
the possible formation of trap-states caused by the dopant ions (Yb3+ ions) coupled to vibrations 
of the ligands and molecules in the solutions (resulting in a multi-phonon relaxation). This could 
be possible if the Yb3+ ions reside only at the surface of the InP NCs, instead of being 




be improve, a series of experiments was performed varying the Yb3+ precursor, its feed molar 
ratio with respect to In3+, and the way it is introduced in the reaction mixture. Among the 
precursors investigated, we played with the monomer reactivity and their depletion rate.  
 
5.4.3 One-pot synthesis: diffuse regime  
To improve the amount of Yb incorporated in InP NCs we used another approach: we 
introduced the Yb3+ precursor in the flask together with In3+ precursor, OLAm and ODE. We 
explored different molar ratio ranging from 0.1 (10%) to 0.3 (30%) employing Yb(OA)3 
solution as Yb precursor. In this case, the ICP elemental analysis indicated that the extent of 
the substitution In3+ by Yb 3+  was in line with the Yb 3+/In3+ feed molar ratio employed (see 
table in Figure 5.7 ). 
 
Figure 5.7 (a) Comparative absorption spectra of bare InP NCs (black) and InP doped with Yb 3+ in increasing amounts. 
Respectively curves correspond to: (b)ICP-OES elemental analysis on doped InP with various feed molar ratios. 
While ICP suggests that the incorporation of Yb3 + is more successful with this method, the 
related absorption spectra redshifts are higher, indicating that Yb3 + ions have not been entered 
in InP crystal in this case either. Another indication of this comes from the absence of the Yb3+ 
emission at 975 nm in IR window. These results suggest that this could be a possible effect of 
a dopant lattice ejection during the growth in a self-purification process and the dopant is 
restricted onto the surface. Then, the excited surface confined Yb 3+ ions would participate to a 
multi-phonon relaxation by coupling ligand vibrations, leading to non-radiative decay. This 




more favorable lattice than the doped InP expelling Yb3+ ions. Thus, one possibility is to 
encapsulate Yb3+ ions with S shell, as we did for the bare InP. Alternatively, the Yb3+ ions 
effectively entered the InP NCs, but the difference between the bandgap energy of the host NCs 
and the energy level of the dopant is too large to allow the excited state of a dot to decay and 
excite the Yb3+ ion. To overcome to this possibility, a co-doping system can be used, as 
described in the introduction of this chapter. 
5.5 Conclusions and future work 
  
In this chapter, we have shown a successful method to embed the Yb 3+ ion in InP NCs via 
cation exchange and growth doping procedure. As mentioned at the beginning, the Yb3+ is 
suitable both as an acceptor and as an emitter due to its luminescent quantum efficiency close 
to 100% and its excited level energy (∼1.2 eV) which is roughly in accordance with the band 
gap of Si (∼1.1 eV). However, a sensitizer is often required to enforce the energy transfer 
mechanism to Yb3+ when NCs systems are used as hosts. This study was conducted in two 
steps: i) we investigated the procedure for incorporating the Yb3+ into InP systems by means of 
a cation exchange process; ii) we attempted to sensitize its emission. The doping effect was 
evaluated by absorption, photoluminescence (PL) and elemental analysis (ICP-OES). Our aim 
was to demonstrate the possibility of Yb3+ incorporation and its effectiveness of doping has 
been verified by elementary analyzes. Unfortunately, no emissions corresponding to the Yb 3+ 
2F5/2 → 
2F7/2 transition wavelength have been detected after the excitation. An option may be 
the energy transfer from the excited state of the NCs to the dopant ion. This could be so large 
to need a sensitizer acting as a bridge among the two systems. A possible candidate is 
Eu3+sensitizer,  Tb 3+ –Yb 3+ 2425,Pr 3+–Yb 3+17 26, and Tm 3+–Yb3+27 systems. At the moment, 
we obtained only preliminary results and further measurements need to be performed for a more 
deep understanding. Therefore, it remains unclear if the Yb3+ ions reside at the nanocrystal 
surface in a sort of core@shell structure resulting in an excited state reduced by multi-phonon 
relaxation. For this purpose, an electron dispersive scattering (EDX) mapping can be employed. 
Then, a luminescent quantum yield calculation may provide insight of the efficiency of the 
energy transfer from the excited state of InP to the Yb3+ ions after excitation by means of an 
integrating sphere. This research can be applied to other lanthanide ions, and similar doping 




NCs material can be studied like copper indium sulfide (CIS), which is attractive for its low 
toxicity compared to Cd-based NCs and Pb-based Perovskites NCs, and also for its size-tunable 
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Chapter 6. Cation Exchange in CuInS2 quantum Dots toward CuInS2@ZnS 
core@shell systems with Tunable Photoluminescence emission  
 
Abstract 
Ternary semiconductors NCs such as I-III-VI2 type chalcopyrites (CuInSe2-CISe, and CuInS2-
CIS) represent potential alternative materials to the Cadmium-based systems discussed in 
Chapter 4. This particular family of NCs can be prepared with different band gap not only by 
changing the size but also by varying the stoichiometry of the constituting elements. In this 
Chapter Copper Indium Sulfide NCs are prepared using a single-step heating-up method 
relying on the low thermal stability of the ter-dodecanethiol used as stabilizing agent, as 
solvent and as sulfur precursors. The obtained particles exhibit an emission varying from 710 
to 940 nm. This range depends on the duration of the heating time (pre-heating) before the 
threshold temperature of 230°C for the growth process of ternary semiconductor NCs. 
6.1 Introduction 
As mentioned in previous chapters (Chapter 1) colloidal (NCs) have tunable optical transitions 
through manipulation of their size, shape, and surface. They are extremely promising for 
applications in many different areas1–3 as optoelectronic devices working from the visible2,4 
to the near-infrared1,5,6,7and mid-infrared8,9 spectral ranges. Examples of materials used to 
prepare these NCs are: CdTe (Chapter 4), CdSe, HgS, and PbS. Recently, the research interest 
had focus on alternative materials which do not contain toxic heavy metals such as Cd, Pb, As 
or Hg, and that offer a high flexibility for tuning band gap 10–12 (Figure 6.1 (a)). Ternary and 
multinary metals-chalcogenide materials are extensively investigated, i.e. AgInS2,
13CuInSe2 
(CISe)7,13 and CuInS2 (CIS)
3,10,13,14 because of their relative narrow bandgap values of 1.53 
eV (CIS) and 1.05 eV (CISe) (see Figure 6.1 (b)), large absorption coefficients (α~ 105 cm-
1)7,  PL emission ranging from the visible up to the NIR, large stoke shift, long stability of PL 
emission 15,16and high QY. These classes of NCs have been studied for more than twenty years 
for biological in vivo imaging application, 10,17–19 solar power conversion 14,20,21 and light 






Figure 6.1. (a) Relationship between group II–VI, I–III–VI and I–II–IV–VI semiconductors. (b) evolution of the band gap 
with size for chalcopyrite type I-III-VI2 semiconductor NCs using finite-depth-well effective mass approximation. 
(Adapted from Dmitry Aldakov  et al. 2010 7 ) (c) Evolution of emission spectra during a typical synthesis, with numbers 
corresponding to reaction time in minutes. (from Liang Li et al., 2010  23) 
In particular, copper based I-III-VI systems have attracted great interest for their 
environmental compatibility, potential lower costs and very wide range of compositions and 
crystal structure. In contrast to other binary semiconductors, they show a certain degree of off-
stoichiometry tolerance. This latter enables to avoid the formation of deep trap states that 
compromise the use of these materials. In fact, a pair of copper vacancies (2 V-Cu ) defects can 
balance the Indium ( In+Cu ) anti-site defects, thus removing the deep trap levels
23. These 
copper vacancies can also be exploited as strategy to obtain a self-doped material, i.e. a p-type 
(Cu-enriched) or an n-type (In-enriched) doped compound (depending on its stoichiometry). 
Consequently it’s possible to modulate the conductivity and realize CIS ( or CISe) 




tuned from visible to NIR regions by increasing the size of the NCs and by tuning their 
stoichiometry changing the copper content.23 Besides this, the ionic crystal lattices make them 
good candidates for cation exchange reactions. The incorporation of Cd, Zn, Sn or Ga is 
straightforward resulting in quaternary systems with further tuning of the bandgap and the PL 
QY.11,12,24 
The copper-based chalcogenide compounds exhibit in the bulk the chalcopyrite crystal structure 
at room temperature, and zinc blende (ZB) and wurtzite (WZ) configuration are only stable at 
high temperature.10,7,25 Their nanocrystalline forms, by contrast, can exhibit ZB and WZ 
configuration also at room temperature7,14 (see Figure 6.6.2 ). 
 
Figure 6.6.2. Crystal structures of ternary and quaternary copper chalcogenide NCs which derives from that of the binary 
analogues (a) if the binary NCs have a zinc blende structure, the resulting ternary present a chalcopyrite structure whilst the 
quaternary NCs present stannite or kerestite structure (b) if  ternary compounds are developed on wurtzite structure, the 
resulting NCs also have a wurtzite  from Chenghui Xia et al., 2013) 26   
 
For all these reasons, this type of NCs has a large interest among ternary and quaternary systems. 
However, the synthesis of colloidal ternary NCs as CIS of controlled size, shape, composition is 
currently a topic of a very active research because it is still underdeveloped compared to II-VI 
and Copper Chalcogenide NCs and has yet to reach the same level of mastery. The reason is that 
the reactivity of the three precursors has to be finely balance in order to avoid the formation of 
binary Cu2-x S NCs (instead of CuInS2) and this makes the control on the nucleation and growth 




Several approaches have been investigated to synthesize CIS NCs. Chenghui Xia et al. started 
from a template of Cu2-xS then converted into CIS by partial cation exchange of Cu
+ to In3+.10 
This  strategy may overcome the difficulty in balancing the reactivities of multiple precursors 
(In, Cu, S) allowing a precise control over the final composition of the NCs. Unfortunately, this 
protocol is very time-consuming (the reaction takes 3 days 10) and it is thus not well suited for 
the preparation of a large number of different samples. Other groups used a direct synthesis for 
CIS NCs, by hot injection or heat-up synthesis. In the first method a sulfur source solution of 1- 
dodecanthiol (1-DDT) and tert-dodecanthiol (t-DDT) was rapidly injected into the mixture 
solution of Cu (I) and In (III) in oleic acid and oleylamine.18 Because of the higher reactivity of 
the Cu monomers compared to indium in solution, copper sulfide seeds were obtained. The 
reasons for this are two-fold: (i) oleic acid (hard Lewis base) stabilizes efficiently the indium 
cations (hard Lewis acid) (ii) t-DDT is a soft Lewis base which binds to copper cations in a 
copper thiolate complex which presents a relatively low thermal stability and decomposes to 
copper sulfide at around 100°C.13,14,18,27 Despite the good shape control, hot-injection synthetic 
methods to produce NIR emitting CIS are not well suited for large-scale production. This because 
their synthesis depends on the fast precursors’ injection to induce nucleation and/or produce large 
amounts of waste solvent. 23Thus, the most common alternative direct synthesis protocol of CIS 
is the heating-up approach. It consists in a mixture of copper iodide or acetate, CuI or Cu(Ac), 
indium acetate, In(Ac)3,as cationic precursors, and tert-dodecanethiol (t-DDT)
18,25,28,29 which plays 
the multifunctional role of sulfur source, ligand and solvent. Anyway, in the heat-up approach, 
the exact formation mechanism of colloidal CIS NCs is still under debate. Recent studies 
presented the evidence that the CIS NCs are grown by two stages of reaction: i) the in situ 
nucleation of Cu2S as seeds particles
  30,31,32 ; ii) at around 230°C, when CIS nucleates on the seed 
NCs, the growth takes place at the heterointerface between the two materials14 (see Figure 6.3 
(a)). Increasing the reaction time after the growth begins, the Cu2S seed particles disappear from 







Figure 6.3. (a) growth mechanism of CIS NCs: the first Cu2S NCs nucleate after, a small domain of CIS nucleates 
heterogeneously onto the Cu2S seeds. From Ward van der Stam et al. 14 (b) schematic formation mechanism of Cu2-xS (sheets 
or spheroids) in presence(1) or in absence (2) of Chloride. From Ward van der Stam et al. 33 
 
Several papers have suggested that the CIS formation can be a attributed to a pre-generation step 
in which an intermediate copper-thiolate Cu(SR)x complex 
26,27 is formed. Cu alkanethiolates are 
self -assembled supramolecular compounds that take the form of lamellar phase templates 34–36 
with its inter-layer distance equal to the spacing of a bilayer of C12 alkyl chains.30 Cu-
alkythiolates complexes has a relatively low thermal stability and it are known to melt into a 
columnar mesophase at low temperature ( 143.5 °C for Cu-DDT) leading to monomer conversion 
into Cu2S nuclei.
18,30,33 Bryck and Van der Stam et al. 26,27 suggested that the Cu-S bond increase 
the energetic barrier for C-S bond thermolysis in the lamellar phase stability requiring higher 
temperature to CIS formation. Moreover the authors suggested that an addition of halides 
elements, such as Cl- or I- , will reinforce the in-plane attractive forces further increasing the 
decomposition energetic barrier and the anisotropic nucleation and growth along the Cu-S planes, 
resulting in nanosheet formation 27,30(see Figure 6.4). For all these reasons, it appear clear that 
the capping agent play a decisive role in this process stability of the Cu(SR)x intermediate plays 
a crucial rule in its decomposition26  affecting the reaction temperature or the resulting CIS NCs 




In these reactions, the lamellar copper- thiolate complexes remain intact beyond the Cu2-x S 
nucleation threshold (230°C). 
 
Yet, many aspects related to the reaction mechanism and surface passivation of the NCs still 
remain elusive to date. Among the open questions, the effect of the intermediate product formed 
during the complexation stage and the pre-heating time of the degassing on the reaction kinetics, 
as well on the PL emission wavelength of the subsequently formed NCs. Here, we address one 
of these questions, in particular, the influence of heating time at 100°C (pre-heating) before the 
threshold temperature of 230°C on the growth process of CIS nanocrystals exploiting the 
decomposition of copper thiolate complexes. Gromova et al. provided a new approach to 
elucidate what happens in the pre-nucleation step and evidenced that a good control over this 
stage plays a pivotal role in PL emission modulation in NIR. In the first part of this chapter, we 
demonstrate that is possible to optimize a fine-tuning of the emission wavelength of CIS NCs 
just acting on the pre-heating time and avoiding multiple hot injections. Afterwards, we exploit 
cation exchange reaction once again to growth a ZnS inorganic shell to enhance the NCs surface 
protection and then their PL QY and stability. We show that by changing its thickness (by tuning 
the Zn precursor amount), we are able to precisely tune the PL emission of the final stable NCs. 
The novelty of this approach   lays in the fact that is possible to achieve emission in the NIR 
Figure 6.4. Schematic representation of intermediate product formed during the complexation stage with DDT at low 
temperature and hypothetical structure corresponding complexation of the metal precursors resulting in their coordination 
by thiolate molecules according to Bryk et al. and M. Gromova et al. The product of long pre-heating at 100-120°C is the 






spectral region by a simple heat up methods. Indeed, although Van der Stam et al. had already 
demonstrated the NIR emission in dot-in rod CuInS2/CuInSe2 core@shell NCs, though not fully 
investigated, and Leach et al. had observed a NIR emission at 950 nm in WZ-CIS NCs, hot 
injections methods were still used. Finally, these methods can be implemented into scale up 
synthesis to obtain system with a precise final emission wavelength. 
 
6.2 Experimental Part 
 
6.2.1 Synthesis of CuInS2 Nanocrystals 
 
CIS NCs were synthesized following the heat-up technique. The synthesis has been performed 
in two phases consisting in (1) the complexation and seeding of Cu2S nuclei at 100-120°C and 
(2) the CIS nucleation and growth at 230°C. We used a mixture of copper iodide (0.4 mmol) and 
indium acetate (0.4 mmol) as cationic precursors, and tert-dodecanethiol (t-DDT, 5 ml) served 
as the main sulfur source, due to its easy thermal decomposition12 and its simultaneous ligand 
stabilization. The reaction mixture was degassed at 120°C and then, under nitrogen, this 
temperature was maintained for different intervals ranging from 1h to 5h before rising the 
temperature to 230°C. After 5- 50 minutes, depending on desired size, the nanocrystals were 
cooled back down to room temperature. The CIS QDs were purified by centrifugation. The final 
solution of CIS QDs was added with toluene and excess ethanol. The toluene and ethanol form 
an azeotrope, allowing for the removal of unreacted reagents and byproducts. The CIS QDs are 
however not soluble in the solution and crash out forming a precipitated at the bottom. The 
centrifuged solution was re-suspended in toluene. The benefit of the heat-up method is its 
potential for up-scaling of the NCs. 
 
6.2.2 Synthesis of CuInS2 @ZnS Nanocrystals 
 
For the growth of a ZnS shell, we used zinc stearate as Zn precursor, mixed with ODE and TOP, 
whilst we used t-DDT as sulfur precursor.  
The exchange with Zn2+ cations was performed after growing with 4h of pre-heating CIS NCs at 
260°C for 30 min with 4h of pre-heating. Specifically, the crude solution obtained from the 




after which the flask was cooled to room temperature and the NCs were then separated by 
addition of ethanol followed by centrifugation. The NCs were washed three times by repeated 
dissolution in toluene and re- precipitation in ethanol. 
 
6.3 Results and Discussion 
 
Figure 6.4 shows the pre nucleation step according to M. Gromova et al 30: in particular, 
nucleation stage requires the availability of sulfur ions, which are generated by the decomposition 
of DDT molecules. Long preheating at 100°-120°C has the effect of to lead to an accomplishment 
of the complexation of the metal precursors by thiolate molecules. This favors the lamellar 
template to lead anisotropic nucleation and growth along the Cu-S planes cleavage of S-C bond 
and then it gives sulfur availability during thermolysis and CIS nucleation that starts at 170°C. 
Thus, longer pre-heating changes the kinetics of the reactivity of sulfur precursor leading to larger 
nuclei. However, what is not clear is how to exploit this mechanism. For these reasons, we studied 
the effect of extending the pre-heating time.  
Figure 6.5 illustrates the optical absorption and photoluminescence spectra of CuInS2 NCs, where 
the absorption spectrum shows the typically nearly featureless profile of ternary quantum dots30. 
The absorption spectrum exhibits a weak shoulder at ∼570 nm, indicating the position of the 
quantum dot band-edge. The emission peak is centered at 730 nm, suggesting a wide Stoke shift, 
which exceeds that of the standard core CdSe3738, PbS39 or PbSe40quantum dots where it usually 






TEM micrographs in Figure 6.6 show the size evolution for different stages of the reaction with 
1 h of pre-heating, conducted at 230°C leading to the formation of quasi-prismatic NCs. 5 
minutes after the growing temperature (TG) is set at 230°C, the mean diameter is 1.7 nm. The 
XRD pattern of these samples is biphasic and can be assigned to Cu2S and WZ CIS. The 
incorporation of indium in Cu2S seeds has been confirmed by ICP-OES with a large excess of 
sulfur likely originated from thiols present on the surface of the NCs. In the subsequent stages of 
the reaction, the composition changes from copper rich (at minutes 5) to a final compound with 
a stoichiometry of Cu0.9 In0.9S2. This is close to the expected value for copper indium disulfide, 
in a partial topotactic Cu for In cation exchange (CE). The XRD corroborates that the CIS 
formation is completed within 50 minutes at 230°C.   
The result of these measurements can be directly compared to the reactions with higher pre-
heating time described in the next sections of this chapter. In fact, all of them were performed 
under the same conditions, namely, the same molar ratio of precursors and the same growth 
temperature. 
 
Figure 6.5. UV-vis absorption and emission (dashed line) spectra of CIS particles in toluene solution resulting from 1h at 120°C 






Figure 6.6. (a,b,c) Overview TEM images of particles obtained in reaction at 230°C with 1h of pre-heating. (a) 5 min (b) 25 
min (c) 50 min. Cu:In:S ratio calculated by ICP-OES are reported on the images (d) XRD pattern of aliquots taken from the 
reaction mixture at 230°C with 1h of pre-heating at 120°C at different reaction times together with the reference XRD pattern 
for Cu2S and CIS. (e) size, composition and crystallographic phases of CIS NCs prepared with 1 h of degassing at different 
reaction time. CIS composition was measured by ICP. The size was measure by TEM microscope. 
 
6.3.1 Effect of the pre-heating time 
 
Based on the assumptions reported above, we expect that increasing the pre-heating time (time 
during which the mixture is kept at 120° C), we could obtain larger sheets of lamellar Cu2S seeds 
and, thus, larger CIS NCs products. This can be confirmed comparing the results with the 
experiment performed with 1h of pre-heating. As mentioned above, taking into consideration 
Bryck et al. and Gromova et al. studies, 30 we expect that Cu2S seeds NCs begin to form from 
Cu-S lamellar phase when the temperature is held at 120°C for long time. We also expect that 
the lamellar supramolecular order phase become bigger. Afterwards, as soon as the temperature 
reaches 230°C, the consecutive CIS will be generated on big sheets with interesting effects on 




To better understand the effect of the pre-heating time, samples were collected as soon they 
achieved the growth temperature and characterized by TEM, XRD, ICP-OES and by optical 
spectroscopy. 
TEM was used to investigate the size evolution of CIS NCs. Figure 6.7 shows the diameter of 
the quasi prismatic CuInS2 NCs that were obtained after various pre-heating times at 120°C. 
Their diameters, respectively of 2.5 nm, 7 and 10 nm correspond to the diameter of CIS NCs as 
corroborated by XRD diffractograms with a wurtzitic crystal structure (for 3h, 4h and 5 h of pre-
heating, respectively). In addition to that, the NCs exhibits a composition richer in indium with 
respect to the sample at “shorter” pre-heating time of 1h, being Cu0.3In0.6S3.7 for 3h of pre-heating 
and Cu0.7In0.7S2.8 for 5 h. In all the cases, the particles are sulfur rich. This can be related to the 
presence of thiols in the ligand shell. Consistently with the increasing particles size of NCs, the 
photoluminescence (PL) emission spectra red shifts (see Figure 6.7 (e)) with the emission of CIS 
NCs peak  from 710 nm after just 1 hour of pre-heating up to 940 nm after 5 hours. The PL 
Figure 6.7. CIS TEM images as soon as they achieved 230 ° C with varying preheating time length. In particular after (a) 1h (b) 3 h 
(c) 4 h (d) 5h.(e) PL emission measurements of CIS particles obtained at 230°C for different duration of pre-heating time: 1h (black 
curve), 3h (red curve), 4h (blue curve), 5h (green curve). (f) XRD patterns of CIS particles obtained with different pre-heating 




properties of the resulting NCs were found to be strongly dependent on the pre-heating time while 
the other reaction parameters, such as reaction temperature (120°C), the amount of DDT, and 
Cu:In ratio were kept constant.12,10 Considering the obtained results, it seems that the pre-heating 
time plays a pivotal role in CIS formation. It is possible to suppose that the Indium incorporation 
in NCs stoichiometry starts as soon as the temperature reaches 230°C. We speculate that Cu2S 
seeds form and growth during the preheating time at 120°C, while this is reported to occur 
typically at 230°C 18,30. This helps us to understand and use the underlying growth mechanism to 
control the PL properties of the resulting NCs. Such a process is quite different from previous 
reports on the preparation of CIS NCs with a similar solvothermal method 7,10,26,27,29,30,41 where 
the Cu2S seeds formation and CIS growth were observed only once the temperature of 230°C 
was reached. The novelty of this study is that Cu2S seeds formation and growth has exploited by 
means of long pre-heating time. Moreover, for the first time a red-shifted emission up to 940 nm 
with a simple heat-up synthesis has been achieved Figure 6.7. This demonstrates the simplicity 
of this procedure, which consists to keep growing the core till 10 nm without further precursors 
injection in an easy one-step preparation.  
 
6.3.2 Effect of the CuIn:Zn ratio 
 
Once the growth of CIS NCs has been investigated, the next step was to enhance the QDs stability 
by a ZnS overcoating. This was performed by means of cation exchange of CuInS2 NCs with Zn 
cations. This secondary crystalline growth passivates surface defects where the charge carriers 
can be trapped or can relax non-radiatively. In this way the PL QY can be increased.  CuInS2 and 
ZnS have similar crystallographic structures, and the lattice mismatch between the two materials 
is only 2.2%12,19,42; therefore, copper and indium ions can be easily replaced by zinc ions, and 
homogeneous alloys can be produced. In doing this, however, we expect a blueshift of the PL 
because the band gap of bulk ZnS (3.6 eV) is substantially higher than that of CIS (1.5 eV), it is 
reasonable to observe that the PL band gap of the obtained  CuInS2@ZnS NCs is higher than the 
bare CIS.  
The exchange with Zn2+ cations was performed after growing with 4h of pre-heating CIS NCs at 
260°C for 30 min with 4h of pre-heating. Specifically, the crude solution obtained from the 




dissolved in ODE and TOP was added dropwise. The temperature was raised to 230°C for 45 
minutes (this last step was crucial for improving the PL QY).We studied different Zn:In molar 
ratios of 0.8:1, 1.5:1 and 2:1. after which the flask was cooled to room temperature and the NCs 
were then separated by addition of ethanol followed by centrifugation. The NCs were washed 
three times by repeated dissolution in toluene and re- precipitation in ethanol. This procedure 
leaded to NCs with a quaternary composition. XRD diffractograms in Figure 6.8 correspond to 
CIZS2 in the chalcopyrite phase, with a slight shift of the peaks corresponding observed for 
Zn:In=2:1. The significant variation of the CIZS NCs is the Cu stoichiometry, while the In:Zn 
and In:S ratios varied less (see Table in Figure 6.8 ).  
Figure 6.8. reaction temperature of 260°C after a preheating treatment of 4h at 120°C. (a) XRD patterns of  CuInS@ZnS NCs 
obtained by partial cation exchange with Cu/In ions in a ratio of Zn:In of 0.8:1, 1.5:1 and 2:1 (b) CIZS composition measured 
by ICP. λem. wavelength corresponding to the maximum of the emission peak exciting at 450 nm. (c)  TEM images during 





Figure 6.9. PL emission spectra during partial cation exchange with Zn: In feed molar ratio of 0.8:1 (d) 1.5:1 (e) 2:1 The black 
curve corresponds to minutes 5 after Zn injection; red curve corresponds to minute 25 after Zn injections and blue curve 
corresponds to minutes 50 after the Zn injections 
 
The PL spectra blue-shifted with respect to those of their parent CIS NCs. The shift was about 
10 to 70 nm with variation of the Zn:In precursor ratio from 0.8 to 2 (see Figure 6.9). Spectral 
blue shifts have been invariably observed after ZnS shelling of CP CIS QDs and have been 
attributed to a number of reasons. For example, upon overgrowth of a ZnS shell using both Zn 
and S precursors was attributed to the etching of the core before the shell growth.23 Exposing the 
CIS core to Zn precursors in the absence of a S precursor, as in this case, have been observed to 
induce even a larger blue-shifts43. A pronounced blue-shifts were demonstrated by previous 
studies 43,44 to be due to partial Zn2+ for In3+ and Cu+ CE followed by interdiffusion, resulting in 
gradient (CuInZn)S2 alloy QDs with the same size as the parent CIS QDs but larger band gaps. 
The addition of mixed Zn and S precursors to core CIS leads to a simultaneous ZnS overgrowth 
and Zn interdiffusion resulting in core@shell NCs with gradient CIZS alloyed core and 
overcoated by a ZnS shell with a spectral blu-shift.43,44  
It is interesting to note that in the case of Zn:In= 0.8:1 the blue shift is not remarkably, while the 
elemental analysis confirmed the Zn presence in the NCs. This may be associated with the case 
of the ZnS shell growth on the outer layer of the parent CIS with no change in the band gap. 
When increasing the Zn content, the blue shift is much more remarkable and uniform indicating 
that, in addition to the ZnS formation, the Zn must have diffused into the core. An additional 




lead to a blue shift which does not shift further after 25 minutes indicating that the Zn 
interdiffusion and alloying into the CIS core was complete.  
As a result, the optical properties of CIS NCs with an average core size of 7 nm and emission 
around 940 nm, can be continuously tuned from those of core@shell to those of homogenously 
alloy NCs, with slight variation of the NCs size  
However, it appears that more studies need yet to be done to validate this assumption, like the 
composition analysis as the elemental quantification by EDS to understand the shell thickness 
and Zn distribution into the core. Further support on the alloyed- core@shell composition may 
come by comparing high resolution XPS of the CIS NCs with those of the CISZ NCS. Moreover, 
the change of the PL decay times in the CIZS NCs with respect to the CIS NCs may also be 




My work focused on the study of the effect of the pre-heating treatment on the nucleation and 
growth stages of the CuInS2 NCs synthetized using DDT and on the effects of the Zn introduction 
in such synthetized NCs. The bandgap of the CIS NCs can be tuned acting on the pre-heating 
time. The exact geometry of the stacks of Cu-dodecanethiolate formed at 100-120°C cannot be 
determined with the presently available data, however the photoemission measurements suggest 
that a CIS formation starts before the nucleation step and it must be connected to an increase of 
dissemble of stack lamellar Cu-DDT complexes at temperature below the C-S thermolysis. This 
induces a Cu2-xS nucleation at sufficiently high supersaturations leading to the formation of big 
CIS NCs as soon as the temperature achieve 230°C. Remains remarkably the simplicity of the 
growth induced by this simple step, in which the cleavage of C-S bond occurs and affect the 
availability of the S source. Since no one has reported in literature a 1040 nm emission avoiding 
multiple hot injections, our aim is to explore the PL emission modulation by tuning the preheating 
time. We also explored the effect of the ZnS shell growth around CIS core NCs by means of the 
cation exchange, to achieve control on a precise modulation of the PL. Thanks to the current 
results this strategy can be applied to some other I-II-VI2 compounds, e.g., CuGaSe, CuInSe2. 
Although this promising method may be considered to scale up the fabrication, obtaining a final 
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Final thoughts  
Cation exchange (CE) reactions in colloidal nanocrystals have been widely studied in the last 
25 years as a versatile tool to prepare nanoscale materials with diverse compositions, structures, 
and shapes without having to develop new synthetic methods to produce each individual 
nanostructure. We exploited this tool on colloidal semiconductor NCs belonging to II-VI, III-
V and I-III-VI2  types to tune their optical transition and modulate their PL emission from visible 
to the near-infrared (NIR).  
Thus, in the first part, we studied CdTe NCs system (II-VI type) that is extensively used in bulk 
optoelectronics materials for its narrow band gap. Hg2+ → Cd2+ cation exchange (CE) reactions 
were used to transform colloidal CdTe nanocrystals (NCs, 4-6 nm in size) into CdTe@HgTe 
core@shell nanostructures. This was achieved by working under a slow CE rate, which limited 
the exchange to the surface of the CdTe NCs. The products of the CE were observed to evolve 
when annealed at temperature as low as 200°C. In this case the superficial Hg content was found 
much lower than that in the starting NCs, while the residual CdTe cores sintered with a 
concomitant removal of the native surface ligands. We used our CdTe@HgTe NCs ink to 
fabricate a proof-of-concept photodetector with a photoresponse up to 0.5 A/W. Anyway, 
considering (i) the temperature typically high ( above 350°C)  used for the fabrication of thin 
films of CdTe in photovoltaic technology and (ii) the post process ligand stripping steps, our 
novel strategy opens the door to include CE protocols as valid alternatives to lower the overall 
cost of the production. Clearly, if our procedure will be employed in the future, it would 
definitely require an assessment of the correlated environmental risks. 
Subsequently we studied Cd-free systems like InP QDs. The aim was to develop a synthesis 
method to incorporate lanthanide ions into InP quantum dots and to demonstrate energy transfer 
from the InP host to the lanthanide dopant. For this purpose, the Yb3+ions were chosen because 
of its luminescent efficiency is close to 100%. The incorporation of the lanthanide ion was 
investigated by changing the Yb:In molar employing a hot- injection method to synthetized InP 
and In(Zn)P colloidal semiconductor. To incorporate the Yb3+ dopant ions, the role of the length 
of the ligand used during doping was also explored. As an alternative doping method, a one pot 
synthesis route to dope InP or In(Zn)P NCs was utilized. The doping effect was evaluated by 
absorption, photoluminescence (PL) and elemental analysis ICP-OES. Our aim was to 




by elementary analyzes. Unfortunately, no emissions corresponding to the Yb3+ 2F5/2 → 
2F7/2 
transition wavelength were documented upon excitation. An option may be the energy transfer 
from the excited state of the NCs to the dopant ion is that large that need a sensitizer acting as 
a bridge among the two systems. A possible candidate is Eu3+sensitizer,  and subsequently Tb 
3+–Yb 3+ 30,31, Pr 3+–Yb3+ 24,32, and Tm 3+–Yb3+33 systems. Up to now, we obtained only 
preliminary results and further measurements needs to be performed for a more deep 
understanding. It remains unclear if the Yb3+ ions reside at the nanocrystal surface in a sort of 
core@shell structure resulting in an excited state reduced by multi-phonon relaxation. A 
luminescent quantum yield calculation may provide insight of the efficiency of the energy 
transfer from the excited state of InP to the Yb3+ ions after excitation by means of an integrating 
sphere. 
Finally, in the last chapter we reported a study on Copper Indium Sulfide nanocrystals ( I-III-
VI2 type ternary semiconductor NCs) as potential alternative materials to Cd-based systems. 
They were prepared using a single-step heating-up method relying on the low thermal stability 
of ter- dodecanethiol used as stabilizing agent, solvent and sulfur precursors. The aim of this 
project was to obtain a fine tuning of the PL emission by Zn introduction in CIS NCs through 
cation exchange (CE). However, the data suggested that the bandgap of the CIS NCs can be 
conveniently tuned via variation of the pre-heating time where presumably the stack lamellar 
Cu-DDT complexes dissemble at below the C-S thermolysis. This induces a Cu2-xS nucleation 
at sufficiently high supersaturations leading to the formation of big CIS NCs as soon as the 
temperature achieve 230°C. The obtained particles exhibit an emission varying from 710 to 940 
nm. The simplicity of this method suggests the potential preparation of NCs in up-scaled 
production. However, obtaining a final stable system with a precise emission wavelength is still 
challenging and more studies are needed. 
In conclusion, several NCs syntheses have been developed exploiting cation exchange reaction 
to meet the requirements for the production of NIR semiconductor NCs. Yet, the appealing 
challenge for cation exchange is to produce a technologically relevant high-quality material that 
is complicated to produce by other means. The steep learning curve in this field is in rapid 
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