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Abstract The rapid accumulation of biological network data is creating an urgent
need for computational methods capable of integrative network analysis. This pa-
per discusses a suite of algorithms that we have developed to discover biologically
significant patterns that appear frequently in multiple biological networks: coherent
dense subgraphs, frequent dense vertex-sets, generic frequent subgraphs, differential
subgraphs, and recurrent heavy subgraphs. We demonstrate these methods on gene
co-expression networks, using the identified patterns to systematically annotate gene
functions, map genome to phenome, and perform high-order cooperativity analysis.
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1 Introduction
The advancement of high-throughput technology has resulted in the rapid accumula-
tion of data on several kinds of biological network, including co-expression networks,
protein-interaction networks, metabolic networks, genetic interaction networks, and
transcription regulatory networks. They are continuously being generated for a wide
range of organisms under various conditions. This wealth of data represents a great
opportunity, to the extent that network biology is rapidly emerging as a discipline in
its own right [4, 24]. Thus far, most of the computational methods developed in this
field have focused on the analysis of individual biological networks. However, a sin-
gle network is often insufficient to discover patterns with multiple facets and subtle
signals. There is an urgent need for methods supporting the integrative analysis of
multiple biological networks.
On account of the noisy nature of high-throughput data, biological networks con-
tain many spurious edges which may lead to the discovery of false patterns. How-
ever, since biological modules are active across multiple conditions, we can easily
filter out spurious edges by looking for patterns that appear frequently in multiple
biological networks. In this article, we review algorithms for discovering several
types of frequent patterns defined on multiple biological networks: coherent dense
subgraphs [12], frequent dense vertex-sets [32], generic frequent subgraphs [13], dif-
ferential subgraphs [21] and recurrent heavy subgraphs [20]. Although the methods
described in this paper are applicable to any type of genome-wide network, we shall
demonstrate our algorithms using co-expression networks due to their wide availabil-
ity. That is, we model each microarray dataset as a co-expression network, whose
nodes represent genes and whose edges can be either weighted or unweighted. In
a weighted co-expression network, the edge weights can be expression correlation
coefficients. In an unweighted network, two genes are connected only if their expres-
sion correlation is higher than a given threshold. It is known that absolute expression
values of a gene cannot be compared across microarray datasets generated by differ-
ent platforms or in different labs, because systematic variations among datasets are
often beyond the capability of statistical normalization. However, the expression cor-
relations of a gene pair in different datasets are comparable because they are unitless
measures. As co-expression networks are constructed from expression correlations
of gene pairs, their comparisons are not affected by inter-dataset variations. Thus,
modeling microarray datasets as co-expression networks provides an effective way to
integrate a large number of microarray experiments conducted in different laborato-
ries, at different times, and using different technology platforms.
Given K microarray datasets, we can construct K networks with the same node set
but different edge sets. In a co-expression network, each gene occurs once and only
once. The networks therefore have distinct node labels, and the problem of discover-
ing frequent patterns in a set of these networks doesn’t have “subgraph isomorphism”
that is a well-known NP-hard problem. There are two classes of studies in the litera-
ture that are related to our problem: (1) “Frequent subgraph discovery with isomor-
phism in a set of small graphs” is one of most explored and studied topic in the field
of data mining in recent years and has been applied to small-scale networks from
diverse scientific domains, such as molecule structures and chemical compounds.
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Table 1 Differences of three problems. Note that “dense cluster” is a subgraph whose nodes are densely
interconnected, and “connected component” is a subgraph in which any two nodes are connected by paths
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Its input data are a large number of small graphs with tens of nodes on average.
A plenty of data mining algorithms [19] have been developed by employing different
search strategies, such as A priori-based approach and pattern growth. (2) “Multiple
network alignment in a small number of massive networks” focuses on comparing
biological networks from different species [14, 16–18, 27]. Its task is to extract con-
served subgraphs across networks of multiple species, where the nodes in different
networks can have a many-to-many mapping based on the orthologous gene rela-
tionships, thus involving the “subgraph isomorphism” problem. Particularly, unlike
the network alignment problem which compares networks from different species, the
methods described here focus on comparing networks from the same species, but gen-
erated under different conditions. We list the differences between these two problems
and our problem in Table 1. In summary, the main differences between our prob-
lem and other two problems are of “isomorphism” and “data scale and type”: i.e.,
our problem centers on a large number of massive networks without isomorphism,
whereas other two classes of problems are devoted for small networks or small num-
ber of networks with isomorphism. Therefore, algorithms of those two classes of
problems are not applicable to our problem.
We begin by defining a coherent dense subgraph pattern and describing its dis-
covery algorithm. This section is followed by three other types of frequent patterns:
frequent dense vertex-sets, generic frequent subgraphs, and differential subgraphs.
As these patterns and algorithms were developed on unweighted networks, they can-
not be easily extended to weighted networks. We then propose to use a mathematical
concept “tensor” for modeling multiple weighted networks, and describe a tensor-
based computational method to efficiently discover frequent patterns from a large
collection of massive, weighted networks. In these sections, we provide evidence that
these frequent network patterns are biologically meaningful in the form of gene func-
tion predictions, transcriptome to phenome mapping, and a high-order cooperativity
analysis.
2 Coherent Dense Subgraph
Coherent dense subgraphs is a pattern that occurs in multiple unweighted networks.
It satisfies two criteria: (1) the nodes of the subgraph are densely interconnected, and
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Fig. 1 CODENSE: an algorithm to discover coherent dense subgraphs across multiple networks (the
dense subgraphs are marked with bold edges). The element of an edge occurrence profile is 1 if this edge
occurs in the network, otherwise it is 0
(2) all of its edges should exhibit correlated occurrences or occur together among
multiple networks.
Let D = {Gi = (V ,Ei)}, where i = 1, . . . , n and Ei ⊆ V × V , denote a set of
n undirected networks with unweighted edges and sharing the common node set V .
To achieve the first criterion, the nodes in the pattern should be densely connected to
each other in the “summary graph” Gˆ = (V , Eˆ), which shares the same node set V but
contains only those edges present in at least k networks of D. A second-order graph
S can be constructed to describe the correlated occurrences of edges and achieve the
second criterion. In the second-order graph S = (V ×V,Es), each node represents an
edge of D and two nodes of S are connected if their corresponding edges in D occur
together in enough networks. Specifically, the co-occurrence of two edges in D can
be measured by Euclidean distance or Pearson’s correlation of their edge occurrence
profiles across networks in D. This process of constructing S is illustrated in Fig. 1.
To contrast with the second-order graph, we term the original networks Gi first-order
graphs. This use of the second-order graph is just one type of second-order analysis,
a concept proposed in one of our previous publications [34]. If the first-order graphs
Gi are large and dense, S will be impractically large. To more efficiently analyze
D, we only construct second-order graphs S for densely connected subgraphs of the
summary graph Gˆ.
We have developed a scalable algorithm to discover coherent dense subgraphs [12].
It is based on two observations concerning the relationships between a coherent dense
subgraph, the summary graph, and the second-order graph.
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1. If a frequently occurring subgraph of D is dense, then it must also exist as a dense
subgraph in the summary graph. However, a dense subgraph of the summary graph
may be neither frequent nor dense in D.
2. If a subgraph is coherent (i.e., if its edges are strongly correlated in their occur-
rences across networks of D), then its second-order graph must be dense.
These two facts permit the mining of coherent dense subgraphs with reasonable
computational cost. According to Observation 1, we can begin our search by find-
ing all dense subgraphs of the summary graph. Then we can single out coherent
subgraphs by examining their corresponding second-order graphs. Our algorithm,
named CODENSE, consists of the five steps outlined below and illustrated in Fig. 1.
In Steps 2, 4 and 5, we employ a mining algorithm that allows for overlapping dense
subgraphs.
Step 1 CODENSE builds a summary graph by eliminating infrequent edges.
Step 2 CODENSE identifies dense subgraphs (which may overlap) in the summary
graph. Although these dense subgraphs may not frequently occur in D, they are a
superset of the true frequent dense subgraphs.
Step 3 CODENSE builds a second-order graph for each dense summary subgraph.
Step 4 CODENSE identifies dense subgraphs in each second-order graph S. A high
connectivity among vertices in a second-order graph indicates that the correspond-
ing edges have high similarity in their occurrences across the original graphs.
Step 5 CODENSE discovers the real coherent dense subgraphs. Although a dense
subgraph sub(S) found in Step 4 is guaranteed to have the co-occurrent edges in
D, those edges may not form a dense subgraph in the original summary graph. To
eliminate such cases, we convert the nodes in sub(S) back to edges and apply the
overlapping dense subgraph mining algorithm once more. The resulting subgraphs
will satisfy both criteria for coherent dense subgraphs: (1) they are dense in many
of the original networks, so all of their edges occur frequently; and (2) their edges
are highly correlated or co-occur across the networks of D.
The software of this method is freely downloaded at http://zhoulab.usc.edu/
CODENSE/.
We used co-expression networks derived from 39 yeast microarray datasets as a
testing system for CODENSE. Each dataset contains the expression profiles of 6661
genes in at least eight experiments. These data were obtained from the Stanford Mi-
croarray Database [10] and the NCBI Gene Expression Omnibus [9]. The similarity
between two gene expression profiles in a microarray dataset is measured by Pear-
son’s correlation (denoted r). We apply the transformation t =
√
(n−2)r2
1−r2 , and model
t as a t-distribution with n − 2 degrees of freedom (n is the number of measure-
ments used to compute r). We then construct an unweighted relation network for
each microarray dataset, connecting two genes if their correlation is significant at
the α = 0.01 level. The summary graph Gˆ is constructed by collecting edges with a
support of at least six out of 39 graphs. At all steps where dense subgraph mining is
performed, the density threshold is set to 0.4.
To assess the quality of the coherent dense subgraphs, we calculated the percent-
age of patterns whose gene cluster are functionally homogeneous. Based on the Gene
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Fig. 2 The edge occurrence profiles of a five-gene clique in the summary graph. A dot represents the
occurrence of an edge in a network
Ontology (GO) biological process annotations [3], we consider a gene cluster func-
tionally homogeneous if (1) the functional homogeneity, as modeled by the hyperge-
ometric distribution [30], is significant at α = 0.01 level; and (2) at least 40% of its
member genes with known annotations belong to a specific GO functional category.
Within the hierarchy of GO biological process annotations, we define specific
functions to be those associated with GO nodes that are more than 5 levels below
the root. CODENSE identified 770 clusters with at least 4 annotated genes. Of these
clusters, 76% are functionally homogeneous. If we stop at Step 2 of the algorithm,
obtaining dense subgraphs of the summary graph, only 42% are functionally homo-
geneous. This major improvement in performance can be attributed to the power of
second-order clustering as a tool for eliminating subgraphs whose edges do not co-
occur across networks. As an example of a spurious cluster, consider the five-gene
clique in the summary graph composed of MSF1, PHB1, CBP4, NDI1, and SCO2,
depicted in Fig. 2. These genes are annotated with a variety of functional categories
such as ‘protein biosynthesis’, ‘replicative cell aging’ and ‘mitochondrial electron
transport’, so the subgraph is not functionally homogeneous. As it turns out, although
all edges of this clique occur in at least six networks, their co-occurrence is not signif-
icant across the 39 networks (Fig. 2). Analyzing clusters in the second-order network
can reveal such pseudoclusters, providing more reliable results.
The large set of functionally homogeneous clusters identified by CODENSE pro-
vide a solid foundation for the functional annotation of uncharacterized genes. If a
GO functional category is significantly overrepresented (Bonferroni-corrected hyper-
geometric p-value <0.01) in a cluster, then we can confidently annotate unknown
genes in the cluster with that function. To assess the prediction accuracy of our
method, we employed a “leave-one-out” approach: a known gene is treated as un-
known before analyzing the coherent dense subgraphs, then annotated based on the
remaining known genes in the cluster. We consider a prediction correct if the low-
est common ancestor of the predicted and known functional categories is five levels
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below the root in the GO hierarchy. The annotated yeast genes encompass 160 func-
tional categories at level 6 of the GO hierarchy. We predicted the functions of 448
known genes by this method, and achieved an accuracy of 50%. We also made pre-
dictions for 169 unknown genes, covering a wide range of functional categories.
3 Frequent Dense Vertex-Set
Although CODENSE has successfully identified coherent dense subgraphs across
multiple biological networks, its criteria are too stringent to identify many potential
frequent patterns. CODENSE requires that the entire edge set of a pattern show highly
correlated recurrence across all the original networks. However, edge occurrences
in a biological network can be distorted by measurement noise. In fact, any set of
genes that is densely connected in a significant number of networks is likely to form
a functional and transcriptional module, even if the edges differ from network to
network. Such a gene set is another kind of frequent pattern and is worthy of attention.
We call them “frequent dense vertex-sets” (FDVSs). FDVS has only one criterion: its
vertices must be densely connected in at least k networks. The following data mining
approach is designed to identify FDVSs [32].
Step 1 Construct summary graphs Given a collection of networks, remove all in-
frequent edges and then aggregate the networks to form a summary graph Gˆ. To
improve accuracy, this step can be further improved by organizing the original net-
works into groups, creating a summary graph for each group, then re-weighting each
summary graph.
Step 2 Mine dense subgraphs from the summary graph Apply the overlapping dense
subgraph mining algorithm to Gˆ. This step yields a set of dense subgraphs.
Step 3 Refine Extract the truly frequent dense vertex-sets from each dense subgraph.
The entire mining process is illustrated in Fig. 3. The summary graph can be con-
structed by a procedure that is more complicated than the simple method introduced
in Sect. 2, but also more effective. As shown in Fig. 3, first we divide the original
networks into groups. Then we create a summary graph for each group. Next we re-
weight each summary graph to become a neighbor association summary graph. This
increases the signal-to-noise ratio and reduces the impact of noisy edges.
Fig. 3 The pipeline of our frequent dense vertex-set mining algorithm
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We selected 105 human microarray datasets generated by the Affymetrix U133
and U95Av2 platforms. Each microarray dataset is modeled as a co-expression net-
work following the method introduced in Sect. 2. In this study, only the most sig-
nificant correlations with p-values less than 0.01 (the top 2%) are included in each
network. Applying our approach to discovering frequent dense vertex-sets in these
networks, we identified 4,727 recurrent co-expression clusters. Each cluster’s density
is greater than 0.7 in at least 10 supporting datasets. To assess the quality of the clus-
ters, we tested their member genes for enrichment of the same bound transcription
factor. The transcription factors to target gene relationships were ascertained through
ChIP-Chip experiments, which contain 9,176 target genes for 20 TFs covering the
entire human genome. A recurrent cluster is considered a potential transcriptional
module if (1) >75% of its genes are bound by the same transcription factor, and (2)
the enrichment of the particular TF in the cluster is statistically significant with a
hypergeometric p-value <0.01 relative to its genome-wide occurrences. Among the
identified clusters, 15.4% satisfied both criteria. This is a high hit rate, considering
that we only tested for 1% of the approximately 2000 transcription factors estimated
to exist in the human genome. On average, the permuted set of clusters was enriched
only 0.2% for a common transcription factor. This result demonstrates that our ap-
proach can reliably reconstruct regulatory modules.
4 Generic Frequent Subgraph
Biological modules may be not only frequent dense subgraphs, but also frequent sub-
graphs with any topology (for example, a path). Such patterns are termed generic
frequent subgraphs. If they occur in many networks, they can be easily differentiated
from the background and have a large probability being a biological module.
The process of finding generic patterns begins with searching for frequent edge
sets that are not necessarily connected. Then we to extract their connected compo-
nents, which form generic frequent subgraphs [13]. The first step of discovering fre-
quent edge sets can be formulated as a biclustering problem; the second step is a
typical graph problem of detecting connected components. Given n unweighted bio-
logical networks, a matrix of edge occurrence profiles can be constructed where the
rows are edges (i.e., node pairs), columns are networks, and each entry (1 or 0) indi-
cates whether the edge appears in that network. An example is shown in Fig. 1. Thus,
each frequent edge set corresponds to a submatrix with a high density of 1’s that can
be found by the biclustering method. We have developed a biclustering algorithm
based on simulated annealing to discover frequent edge sets.
We collected 65 human microarray datasets, including 52 Affymetrix (U133 and
U95 platforms) datasets and 13 cDNA datasets from the NCBI Gene Expression
Omnibus [9] and SMD [10] databases (December 2005 versions). Each microarray
dataset is modeled as a co-expression network following the procedure introduced in
Sect. 2. The biclustering algorithm described above yields a total of 1,823,518 pat-
terns (modules) which occur in at least five networks. After merging patterns with
similar topologies and dataset recurrence, we are left with 143,400 distinctive pat-
terns involving 2769 known and 1054 unknown genes. The numbers of genes in the
patterns vary from 4 to 180.
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We define a module to be functionally homogeneous if the hypergeometric
p-value after Bonferroni correction is <0.01. Among the identified network patterns,
77.0% are functionally homogeneous by this standard. We found that patterns which
occur more frequently are more likely to be functionally homogeneous. This observa-
tion supports our basic motivation for using multiple microarray datasets to enhance
functional inferences. By considering pattern recurrence across many networks, we
can enhance the signal of meaningful structures. The identified network modules have
a wide range of topologies. In fact, 24% of them have connectivities <0.5.
To explore relationships other than co-expression, we resort to the only available
large-scale source: protein-interaction data. We retrieved human protein-interaction
information from the EBI (European Bioinformatics Institute)/IntAct database (ver-
sion 2006-10-13) [11]. For each of the 143,400 detected patterns, we tested whether
protein interactions were over-represented in member genes compared to all hu-
man genes using the hypergeometric test to evaluate significance. A total of 60,556
(22.44%) patterns were enriched in protein interactions at a p-value of 0.001. This
shows that genes belonging to a module are much more likely to encode interact-
ing proteins. Interestingly, many of the protein-interaction-enriched network modules
also fall into functional categories such as protein biosynthesis, DNA metabolism,
and so on. There are even many cases where the interacting protein pairs are not
co-expressed.
Given a network pattern identified, we can also predict gene functions through a
graph method that can fully explore the topology of network pattern. Our method is
based on the principle of “guilt by association” and random walks that can efficiently
estimate the degree of association or network topology score between two genes.
To further improve the method, we included attributes (such as recurrence, density,
the percentage of unknown genes, etc.) other than the network topology scores of a
network pattern in the final prediction. We used a random forest method1 to determine
whether function assignments based on the network topology score are robust. For
each of the 143,400 recurrent network patterns, we identified the function of each
member gene with the maximum network topology score. We then trained a random
forest and made functional predictions for 779 known and 116 unknown genes with
70.5% accuracy.
5 Differential Pattern
Suppose that a set of biological networks is divided into two classes, e.g. those re-
lated to a specific disease and those obtained under normal or unrelated conditions.
It is then interesting to identify network patterns whose rate of occurrence differs
significantly between the two classes. In fact, it has become clear that many complex
conditions such as cancer, autoimmune disease, and heart disease are characterized
by specific gene network patterns. We have designed an integrative approach to in-
ferring network modules specific to a phenotype [21]. A series of microarray datasets
modeled as co-expression networks is labeled with phenotypic information such as
1A random forest is a collection of tree-structured classifiers [5].
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the type of biological sample, a disease state, or a drug treatment. For each pheno-
type, we can partition the microarray datasets into a positive class of datasets appro-
priately annotated with the phenotype, and a background class containing the rest of
the datasets. We have designed a graph-based simulated annealing approach [15] to
efficiently identify groups of genes that form dense subnetworks preferentially and
repeatedly in a phenotype’s positive class.
Consider a collection of unweighted networks D = {G1,G2, . . . ,Gn}, where each
network Gi = (V ,Ei) is annotated with a set of phenotypes. For each phenotype,
we partition D into a positive class DP and a background class DcP = D \ DP as
described above. Our problem is to identify groups of genes which form dense sub-
graphs repeatedly in the positive class but not in the background class. More specif-
ically, we aim to satisfy three criteria: first, a gene set must be densely connected
in multiple networks; second, the annotations of these networks must be enriched in
a specific phenotype; and third, the gene set meeting the first two criteria must be
as large as possible. Put simply, the problem is to find modules with three qualities:
density, phenotype specificity, and size.
For the first criterion, we might consider a gene set to be densely connected if
its density is larger than a hard threshold (typically 0.66). However, because we will
use simulated annealing as the optimization method, hard thresholds prevent the al-
gorithm from accepting unfavorable but useful intermediate states that may be unfa-
vorable. We therefore design an objective function fdens with a soft threshold, where
unfavorable values of the density increase the cost exponentially. This objective func-
tion is defined in (2) below. The other two criteria also use soft thresholds in their
objectives. The second criterion (specificity) states that given a phenotype, we wish
to find dense gene sets that occur frequently in the positive class but infrequently
in the background class. The specificity objective function is defined in (3) below.
It uses the hypergeometric test to quantify the significance of phenotype enrichment
and favors low p-values, again at an exponential rate. For simplicity and computa-
tional considerations, we limited the size of the module to 30 genes. We believe this
to be an ample margin for phenotypically relevant gene sets. Equation (1) shows the
size objective function, which contains both a linear component (first term) and an
exponential component (second term). The exponential component sets a strong pref-
erence for low sizes (4–5 nodes), but the linear component continues to reward size
increases above this soft threshold.
We supplemented the three main objectives with a fourth: the density differen-
tial defined in (4). This term compliments the density and specificity objectives by
comparing the average density of the cluster in the background datasets to its den-
sity in the phenotype datasets. The rationale behind this term is as follows. Since the
specificity objective function only takes a state’s active datasets as arguments, the
transition to a neighboring state may yield a sudden change in the specificity energy
because its active datasets are different. However, many neighboring states can have
subtle changes in the density distribution among the active and inactive datasets that
is not captured by the density and specificity functions alone. The density differential
function is therefore designed to reward these subtle density changes, helping direct
the simulated annealing process toward more phenotype-specific clusters. We found
that using the density differential in combination with the specificity and density cri-
teria caused the algorithm to converge faster, and resulted in better clusters.
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where: DP is the set of networks annotated with the current phenotype; DA is the set
of networks in which the gene cluster is dense; and Y ∼ hypergeometric(|DA|, |DP |,
|DcP |).
The exponential components of these functions prevent the simulated annealing
algorithm from settling on an extreme case with just one of the desired qualities (such
as a very specific triangle, which is always very dense and small). Improvements to
such cases are always rewarded, however, and they are accepted as intermediate steps
with good probability. We selected the parameters α = 20, γ = 30, oδ = 0.85, and
os = 0.2 based on our simulation results comparing biologically validated clusters
with clusters arising from random chance.
We combined the four objective functions into a single function using a weighted
sum f (x) = w1fsize(x)+w2fdens(x)+w3fspec(x)+w4fdiff. The key difficulty with
this approach is determining the weights. In previous studies, this has been accom-
plished empirically [8]. We do the same, for the following reasons. First, we are in-
terested in finding a single optimal or near-optimal objective function, rather than ex-
ploring the extremes of each term. Second, the overall effectiveness of our algorithm
turns out to be consistent for a wide range of weights. Finally, although we chose
weights based on the algorithm’s performance with simulated data, it also behaved
well on real data. The weights for size, density, specificity, and density differential
are 0.05, 0.05, 5, and 50, respectively.
We used simulated annealing to optimize the objective function for identifying
differential patterns. This well-established stochastic algorithm has been successfully
applied to many other NP-complete problems [28]. After obtaining differential mod-
ules, we merged redundant gene clusters with intersections/unions greater than 0.8.
We selected microarray datasets from NCBI’s Gene Expression Omnibus [9] that
met the following criteria: all samples were of human origin, the dataset had at least 8
samples (a minimum for accurate correlation estimation), and the platform was either
GPL91 (Affymetrix HG-U95A) or GPL96 (Affymetrix HG-U133A). Throughout this
study, we only considered the 8,635 genes shared by both platforms (and therefore
all datasets). All 136 datasets meeting these criteria on 28 Feb 2007 were used for the
analysis described hereafter.
We determined the phenotypic context of a microarray dataset by mapping the
Medical Subject Headings (MeSH) of its PubMed record to UMLS concepts. This
process is more refined than scanning the abstract or full text of the section, and
in practice results in much cleaner and more reliable annotations [6, 7]. UMLS is
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the largest available compendium of biomedical vocabulary, spanning approximately
one million interrelated concepts, including diseases, treatments, and phenotypic con-
cepts at different levels of resolution (molecules, cells, tissues and whole organisms).
In order to infer high-order links between datasets, we annotated datasets with their
matched UMLS concepts and, in addition, all their ancestor concepts. This procedure
resulted in a total of 467 annotations, of which 80 mapped to more than five datasets,
or 60 after merging annotations that mapped onto identical sets of datasets.
Within each dataset, we used the jackknife Pearson correlation as a measure of
similarity between two genes (this is the minimum of all possible leave-one-out Pear-
son correlations). To create the co-expression network, we selected a cutoff that
kept the 150,000 strongest correlations (0.4% of the total number of gene pairs:(8635
2
) ≈ 3.73 × 107). This choice was motivated by an analysis of the statistical dis-
tribution of pairwise correlations, which we do not detail here.
We applied our simulated annealing approach to all 136 microarray datasets cov-
ering 42 phenotype classes. These classes included a useful diversity of diseases (e.g.
leukemia, myopathy, and nervous system disorders) and tissues (e.g. brain, lung, and
muscle). The procedure described above identified 118,772 clusters that satisfied our
criteria for a concept-specific co-expression cluster. The number of clusters we found
for a given phenotype increased with the number of datasets annotated with it: most
of the phenotypes with only a few associated datasets yielded few clusters. The most
represented phenotype we studied was “nervous system disorders”, with 15 associ-
ated datasets and 22,388 differential clusters.
We assessed the functional homogeneity of a cluster by testing for enrichment
of its genes in specific Gene Ontology [3] biological process terms. If a cluster is
enriched in a GO term with a hypergeometric p-value less than 0.01, we declare the
cluster functionally homogeneous. Of the 118,772 clusters found, 78.98% were func-
tionally homogeneous. An advantage of our approach is demonstrated by this valida-
tion: since we only looked for clusters specific to only subsets of all our datasets, we
were less likely than previous studies to detect constitutively expressed clusters, such
as those consisting of ribosomal genes or genes involved in protein synthesis.
While the GO database provides information on gene functions, it fails to de-
scribe their phenotypic implications. To map individual genes to phenotypes, we used
GeneRIF [22]. The GeneRIF database contains short statements derived directly from
publications, describing the functions, processes, and diseases in which a gene is im-
plicated. We annotated genes with phenotypes by mapping the GeneRIF notes to the
UMLS metathesaurus terms, as we did with the dataset MeSH headings. Similar to
GO annotations, we then assessed the conceptual homogeneity of gene clusters in spe-
cific UMLS keywords with the hypergeometric test, enforcing a minimum p-value
of 0.01. The proportion of modules that were conceptually homogeneous was 48.3%
. The fact that clusters show less conceptual homogeneity than functional homogene-
ity is likely due to the scarcity of GeneRIF annotations. There are cases, however, in
which GeneRIF performs very well. For example, many cancer-related phenotypes
such as “Neoplasm Metastasis” and “Neoplastic Processes” show higher GeneRIF
homogeneity, which could be attributed to the abundance of related literature. The
functional and conceptual homogeneity of clusters derived from different phenotype
classes is summarized in Fig. 4.
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Fig. 4 (Color online) Cluster homogeneity by phenotype. For each phenotype, the proportion of clusters
that are significantly enriched (p-value < 0.01) for a GO biological process (blue) or a GeneRIF UMLS
concept (gray). The dotted lines show the overall homogeneity for all clusters. The dendrogram shows the
distance between phenotypes in terms of dataset overlap
6 Frequent Patterns in Weighted Networks—Tensor Model
In the previous sections, we approached the problems of identifying frequent pat-
terns in multiple unweighted networks through a series of heuristic, graph-based,
data mining algorithms. While useful, these methods still face two major limitations.
(1) The general strategy is a stepwise reduction of the large search space, but each
step involves one or more arbitrary cutoffs. In addition to these, we have the crucial
initial cutoff that transforms continuous measurements (e.g. expression correlations)
into unweighted edges. The ad hoc nature of these cutoffs has been a major criti-
cism directed at this body of work. (2) These algorithms cannot be easily extended
to weighted networks. Most graph-based approaches to analyzing multiple networks
are restricted to unweighted networks, and weighted networks are often perceived
as harder to analyze [23]. However, weighted networks are obviously more infor-
mative than their unweighted counterparts. Transforming weighted networks into
unweighted networks by dichotomizing weighted edges with a threshold obviously
leads to information loss [26], and if there is no reasonable way to choose the thresh-
old, this loss cannot be controlled. This section presents a computational method of
analyzing multiple weighted networks that overcomes both of these issues.
Given m networks with the same n nodes but different topologies, we can represent
the whole system as a third-order tensor or three-dimensional array A = (aijk)n×n×m
(Fig. 5 shows an example). Each element aijk is the weight of the edge between
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Fig. 5 (Color online) Illustration of the tensor representation for multiple networks and a recurrent heavy
subgraph. (A) Microarray datasets are modeled as (B) a collection of co-expression networks. (C) These
co-expression networks can be “stacked” into (D) a third-order tensor such that each slice represents the
adjacency matrix of one network. The weights of edges in the co-expression networks and their corre-
sponding tensor elements are indicated by the color scale to the right of the figure. In (D), after reordering
the tensor using the gene and network membership vectors, it becomes clear that the subtensor in the
top-left corner (formed by genes A,B,C,D in networks 1,2,3) corresponds to a recurrent heavy sub-
graph
nodes i and j in the kth network. By representing a set of networks in this fashion,
we can reformulate a discrete graph problem as a continuous optimization problem.
This shift of perspective grants us access to a wealth of numerical methods. Advanced
continuous optimization techniques require very few ad hoc parameters, in contrast
with most heuristic graph algorithms.
We developed a tensor-based computational method [20] to identify a frequent
pattern in multiple weighted networks, a so-called recurrent heavy subgraph (RHS).
A heavy subgraph (HS) is a subset of heavily interconnected nodes in a single net-
work. We define a RHS as a HS that appears in a subset of multiple networks. The
nodes of a RHS must be the same in each occurrence, but the edge weights may vary
between networks. As shown in Fig. 5, a RHS intuitively corresponds to a heavy re-
gion of the tensor (a heavy subtensor). Therefore, we formulate the RHS discovery
problem as an optimization problem based on tensor representation. In more detail,
any RHS can be described by two membership vectors: (i) the gene membership
vector x = (x1, . . . , xn)T , where xi = 1 if gene i belongs to the RHS and xi = 0 oth-
erwise; and (ii) the network membership vector y = (y1, . . . , ym)T , where yj = 1 if
the RHS appears in network j and yj = 0 otherwise. The summed weight of all edges
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Note that only the weights of edges aijk with xi = xj = yk = 1 are counted in
HA. Thus, HA(x,y) measures the “heaviness” of the RHS defined by x and y. Dis-
covering a recurrent heavy subgraph can be formulated as a discrete combinatorial
optimization problem: among all RHSs of fixed size (K1 member genes and K2 mem-
ber networks), we look for the heaviest. More specifically, this is an integer program-
ming problem: we are looking for the binary membership vectors x and y that jointly
maximize HA under the constraints
∑n
i=1 xi = K1 and
∑m
j=1 yj = K2. However,
the integer programming problem is NP-hard and has two parameters (K1 and K2)
that are difficult to estimate. We can instead solve a continuous optimization prob-
lem with the same objective, simply by relaxing the integer constraints to continuous






α‖x‖p + (1 − α)‖x‖2 = 1
‖y‖q = 1
(6)
where R+ is a non-negative real space, and ‖x‖p = (∑i |xi |p)1/p is a vector norm.
After studying the performance of the algorithm on simulated data, we adopted the
parameters p = 0.8, α = 0.2, and q = 10. These equations define a tensor-based for-
mulation of the RHS identification problem. The RHSs can be intuitively obtained by
including those genes and networks with large membership values. A pair of gene and
network membership vectors xˆ and yˆ, i.e., the solution of (6), can result in multiple
RHSs whose “heaviness” is greater than a specified value (i.e., ≥ a threshold). Here,
the “heaviness” of a RHS is defined as the average weight of all edges in the RHS. In
practice, we rank genes and networks in decreasing order of their membership val-
ues in xˆ and yˆ, then two overlapping RHSs are extracted: the RHS with the smallest
number of top-ranking genes (but at least the minimum number required) that appears
most often in top-ranking networks, and the one with the maximum number of genes
that appears in the smallest number of top-ranking networks (but again, at least the
minimum number required). After discovering a RHS, we can mask its edges in those
networks where it occurs (replacing those elements of the tensor with zeroes) and op-
timize (6) again to search for the next heaviest RHS. The software of this method is
freely downloaded at http://zhoulab.usc.edu/tensor/.
Since the constraint in (6) is non-convex, our tensor method employs a recently
proposed optimization framework known as multi-stage convex relaxation [33] which
has good numerical properties. To further speed computation, with an acceptable and
controllable loss of accuracy, we use edge sampling techniques. This approach has
been shown to provide an efficient approximation to many graph problems [1, 29].
We adopt the random-sampling-based single-pass sparsification procedure introduced
in [2].
We selected every microarray dataset from NCBI’s Gene Expression Omnibus
that met the following criteria: all samples were of human origin; the dataset had at
least 20 samples, to guarantee robust estimates of expression correlations. The 130
datasets that met these criteria on 28 January 2008 were used for the analysis de-
scribed hereafter. Each microarray dataset is modeled as a co-expression network
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by using jackknife Pearson correlation. To make the correlation estimates compara-
ble across datasets, we “normalize” correlations by using the procedure introduced
in [31]. Finally, the absolute value of the normalized correlation is used as the edge
weight of co-expression networks.
After applying our method to 130 microarray datasets generated under various
experimental conditions, we identified 4,327 RHSs. Each RHS contains ≥5 member
genes, appears in ≥5 networks, and has a “heaviness” ≥0.4. The average size of
these patterns is 8.5 genes, and the average recurrence is 10.1 networks. To assess the
biological significance of the identified RHSs, we evaluate the extent to which these
RHSs represent functional modules and protein complexes.
We evaluated the functional homogeneity of genes in each RHS using the Gene
Ontology (GO) [3] biological process terms associated with ≤ 500 genes. If the mem-
ber genes of a RHS are found to be significantly enriched in a GO term with a q-value
< 0.05 (the q-value is the hypergeometric p-value after a False Discovery Rate mul-
tiple testing correction), we declare it to be functionally homogeneous. We found
that 39.9% of the RHSs were functionally homogeneous in this sense. In an ensem-
ble of randomly generated RHSs having the same size distribution as our RHSs, only
1.2% of them were functionally homogeneous. Not only RHSs with greater heavi-
ness, but also those with more frequent recurrence among datasets, are more likely
to be functionally homogeneous. For example, 40%/71% /90%/98% of the patterns
appearing in 5/10/20/30 datasets, respectively, were functionally homogeneous. In
contrast, only 4.30% of patterns with a single occurrence were functionally homo-
geneous. This strong dependence highlights the importance of pursuing integrative
analysis of multiple networks.
We applied our method to the Comprehensive Resource of Mammalian protein
complexes (CORUM) database (September 2009 version) [25]. 27.8% of RHSs are
significantly enriched with a q-value < 0.05 in genes belonging to a protein complex
compared to only 0.16% of randomly generated patterns. The protein complexes are
diverse and have a variety of functions. For example, a series of RHSs covered differ-
ent parts of large complexes such as ribosome (both the small 40s unit and the large
60s unit), proteasome (the 20s core unit and the 19s regulatory unit), and splicesome.
The discovery of numerous RHSs spanning a variety of experimental or disease
conditions enables us to investigate high-order coordination among those modules.
We applied our previously proposed second-order analysis [34] to study cooperativ-
ity among the protein complexes. We define a first-order expression analysis as the
extraction of patterns from one microarray dataset, while a second-order expression
analysis studies the correlated occurrences of patterns (e.g. heavy subgraph recur-
rence) across multiple datasets. For each identified RHS, we constructed a vector h
of length n storing its heaviness factors in the n datasets. The heaviness factor is the
module’s first-order average expression correlation, so h can be interpreted as the
activity profile of the module across different datasets. To quantify the cooperativ-
ity between two modules, we calculated the correlation between their vectors h. This
quantity is denoted the second-order expression correlation of two modules. Figure 6
shows a cooperativity map of all protein complexes represented by the RHSs that have
high (>0.7) second-order expression correlations with at least one other protein com-
plex. The most striking feature of this map is a large and very heavily connected sub-
network of 32 complexes, all involved in the cell cycle. Seventeen of the complexes






















































































































































































174 Stat Biosci (2012) 4:157–176
(including CDC2_ Complex, CCNB2_CDC2_Complex, CDK4_Complex, Chromo-
somal_Passenger_Complex, and Emerin_Complex_24) form a tight core with very
strong second-order expression correlations (≥0.95). This structure highlights the
strict transcription regulation of cell cycle processes. Two other dense subnetworks
contain protein complexes involved in the respiratory chain and others involved in
translation (e.g. the ribosomal complex, the NOP56 associated pre-RNA complex,
and TRBP complex associated with miRNA dicing). Numerous other protein com-
plexes (e.g. the FIB-associated complex and the CCT complex) connect these domi-
nant subnetworks or supercomplexes into an integrated network. Thus, our approach
not only provides a comprehensive catalogue of modules that are likely to represent
protein complexes, but also the very first systematic view of how protein complexes
dynamically coordinate to carry out major cellular functions. That is, by integrat-
ing data generated under a variety of conditions, we have gained a glimpse into the
activity organization chart of the proteome.
7 Conclusion
Biological network data are rapidly accumulating for a wide range of organisms un-
der various conditions. The integrative analysis of multiple biological networks is a
powerful approach to discover meaningful patterns, including subtle structures and
relationships that could not be discovered in a single network. In this paper, we pro-
posed several novel types of frequently occurring patterns and described algorithms
to discover them. We also demonstrated that the identified patterns can facilitate func-
tional discovery, regulatory network reconstruction, and phenotype characterization.
Although we used co-expression networks as examples throughout this work, our
methods can be applied to other types of relational graphs for pattern discovery. New
challenges will arise as the quantity and complexity of biological network data con-
tinue to increase. The wealth of biological data will certainly push the scale and scope
of graph-based data mining to the next level.
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