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ABSTRACT
Incident reporting systems are an integral part of any organization seeking to increase the safety
of their operation by gathering data on past events, which can then be used to identify ways of
mitigating similar events in the future. In order to analyze trends and common issues with
regards to the human element in the system, reports are often classified according to a human
factors taxonomy. Lately, machine learning algorithms have become popular tools for automated
classification of text; however, performance of such algorithms varies and is dependent on
several factors.
In supervised machine learning tasks such as text classification, the algorithm is trained with
features and labels, where the features here are a function of the incident reports themselves and
the labels are supplied by a human annotator, whether that is the reporter or a third person. Aside
from the intricacies of building and tuning machine learning models, a subjective classification
according to a human factors taxonomy can generate considerable noise and bias. I examined the
interdependencies between the features of incident reports, the subjective labeling process, the
constraints that the taxonomy itself imposes, and basic characteristics of human factors
taxonomies that can influence human, as well as automated, classification. In order to evaluate
these challenges, I trained a machine learning classifier on 17,253 incident reports from the
NASA Aviation Safety Reporting System (ASRS) using multi-label classification, and collected
labels from six human annotators for a subset of 400 incident reports each, resulting in a total of
2,400 individual annotations.
Results show that, in general, reliability of annotation for the set of incident reports selected in
this study was comparatively low. It was also evident that some human factors labels were more
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agreed upon than others, sometimes related to the presence of key words in the reports which
map directly to the label. Performance of machine learning annotation followed patterns of
human agreement on labels. The high variability of content and quality of narratives has been
identified as a major factor for difficulties in annotation. Suggestions on how to improve the data
collection and labeling process are provided.
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CHAPTER 1: INTRODUCTION
The Research Problem
Continuous advances in computing power, in algorithms, as well as research in the fields
of Artificial Intelligence and Machine Learning, have led to an increased application of Artificial
Intelligence to Human Factors. What once were laborious tasks that had to be performed by
humans are becoming increasingly automated. In the realm of safety science and human factors,
such tasks include the analysis and classification of safety data, with a substantial amount of the
pioneering work performed in the field of aviation safety. While aviation safety data exist in
several forms, such as quantitative data collected from flight data information of aircraft onboard
systems (Maille, 2013) or derived from structured human observation of actual inflight
performance of pilots (Thomas, 2004), arguably other very informative sources are the narratives
of inflight incidents provided by personnel involved in flight operations, especially when
provided under the condition of confidentiality (e.g., Dekker, 2014; Maille et al., 2006; Reason,
1998; Wiegmann & Shappell, 2003). However, analyzing and categorizing data such as textual
narratives presents the analyst with unique challenges. Along with the sheer volume of available
narratives and their textual form comes the challenge of extracting trends and information from
unstructured data. One way to gain insight and, in turn, reduce the complexity of the data, is
through the categorization of such data according to a taxonomy (e.g., Bailey, 1994; Maille et al.,
2006; Tanguy et al., 2016; Wiegmann & Shappell, 2003).
At the intersection of social science and computer science lie innovative new algorithmic
methods for automatic classification of text; however, with great power comes great
responsibility. The ease with which some of these methods can be applied to data might mask the
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complexity of the problem. This is not necessarily a novel realization, as it is equally applicable
to, for example, the danger of using statistical front-end packages in research, without a
conceptual understanding of the methods involved. In the field of machine learning, the problem
is confounded, however, by the fast pace at which the field advances; here, the implementation
of algorithms in statistical packages is expected to outpace the rate at which scholars can
meaningfully keep up with it (DiMaggio, 2015).
Aside from performance differences of algorithms and the task of finding optimum
hyperparameters—parameters or adjustments to a model which a researcher can tune for certain
algorithms in order to improve their performance—there are two other main aspects of model
performance. Preprocessing of narrative report input data (e.g., Hotho et al., 2005) can be an
important step for algorithmic performance, especially in technical domains where a substantial
amount of abbreviations, technical jargon, and associated word-sense ambiguities are present in
the data (e.g., Boesser & Jentsch, 2019). The other major determining factor for model
performance in supervised learning—where supervised here indicates the training of a machine
learning model to automatically classify text into discrete categories by supplying labels and
associated training instances (Sebastiani, 2002)—are the actual labels provided to train the
model. As a typical example, in the classification of emails as spam or legitimate emails, it is
often known whether an email is spam or not. In image classification, if the purpose is to
distinguish between pictures showing cars and pictures showing aircraft, for example, there is a
ground-truth in the sense that either an object is a car or an aircraft. In the absence of subjectivity
or ambiguity, labels provided to the machine learning model will mostly be correct. However,
when it comes to text classification, especially with a human factors taxonomy, there is no
ground-truth for labeling. What one person thinks might be text that describes a distraction,
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another person might not. Further, how a novice might classify text from a technical domain
could be completely different from how an expert would classify the text. This introduces bias or
noise into the labeling process, a phenomenon affecting performance of machine learning
classifiers (e.g., Frénay & Verleysen, 2013; Zhu & Wu, 2004).
This study seeks to (a) evaluate the labeling process for an existing human factors
taxonomy on the basis of aviation incident reports, with a specific focus on the reliability of
labels, as well as the influence of human factors and domain knowledge on tagging behavior, (b)
assess whether certain categories are easier to label than others, (c) examine the co-occurrence of
labels and what can be learned from such, and (d) address the implications of a subjective
labeling process with regards to the performance of machine learning classifiers.

Studies That Have Addressed the Problem
An increasing number of studies are being conducted that seek to use a variety of
computational methods for the analysis of narrative incident reports, with studies spanning
across several industries, such as aviation, medicine, construction, and the railroad industry, to
name just a few. For example, in the field of aviation, researchers have proposed and evaluated
methods of analyzing narratives from a confidential self-reporting database of aviation incidents
known as the Aviation Safety Reporting System (ASRS; see Federal Aviation Administration
[FAA], 2011, for a description of the program). These researchers have used a variety of
techniques, including the usage of topic modeling/data reduction algorithms to identify latent
structures in the data, assessing report similarity, automatically labeling and classifying reports,
and visualizing the results (e.g., Irwin et al., 2017; Kuhn, 2018; Robinson, 2016; Robinson et al.,
2015; Tanguy et al., 2016).
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Further studies specifically involve the use of machine learning algorithms for the
supervised classification of safety narratives, either as the main interest of the study or as a study
byproduct. In those cases, the goal is to train a classifier by supplying narratives along with their
labels. Such labels, for example, could be specific, such as “fatigue” (to indicate narratives that
are concerned with events where involved personnel had been tired), or broader labels such as
“human factors” (as a label to indicate that the narrative’s content is describing human factors
issues with regards to the incident reported) or “mechanical” (to indicate a report of a mainly
mechanical issue). Automatic classification of text narratives has been researched for aviation
narratives (Oza et al., 2009; Robinson et al., 2015; Tanguy et al., 2016), but also in the domains
of nursing (Hiissa et al., 2007) and construction safety (Goh & Ubeynarayana, 2017), among
others. Multiple different classifiers have been proposed and evaluated such as Naïve Bayes,
Random Forests, and Support Vector Machines (SVM; Goh & Ubeynarayana, 2017; Joachims,
1998; Oza et al., 2009; Tanguy et al., 2016).
Providing labels is an essential part of training a classifier. Since this process is so central
to machine learning, multiple studies have examined the labeling process. Machine learning
classifiers, especially neural networks, have been shown to benefit from large amounts of labeled
data (e.g., Banko & Brill, 2001; Goodfellow et al., 2016). Therefore, researchers have
investigated the utility of using a variety of sources for the annotation of data. From labels
created by users playing a computer game (Von Ahn & Dabbish, 2004) to using crowdsourcing
for annotation tasks and taxonomy creation (Bragg & Weld, 2013; Chilton et al., 2013; Nowak &
Rüger, 2010; Snow et al., 2008), multiple sources of annotation have been compared and
contrasted. This included expert annotation versus labeling from non-experts, often recruited
through an online crowdsourcing platform such as Amazon Mechanical Turk (MTurk).
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As an alternative to using a machine learning algorithm, Tixier et al. (2016) hand-coded
rules to assign attributes and outcomes to injury reports. In doing so, they achieved an accuracy
of automatic assignment that often exceeded 95% when compared to human assignments. Such a
process, however, is very tedious and labor-intense compared to the usage of machine learning
algorithms. Furthermore, it does not seem to scale well to new data, is heavily based on specific
domain-knowledge, and not easily transferrable to problems outside of the specific domain
(Tixier et el., 2016). As such, the usage of machine learning algorithms for classification is
explored in this dissertation.

Deficiencies in the Studies
Despite a number of studies that investigate the labeling process of data for the purpose
of supervised learning, there are, to my knowledge, no studies that address this problem in the
domain of labeling aviation incident reports according to a human factors taxonomy while
investigating the interdependencies between human annotation and machine learning
classification. The reliability of human factors taxonomies, such as the Human Factors Analysis
and Classification System (HFACS) has been investigated (e.g., Cohen et al., 2015; Olsen &
Shorrock, 2010; Olsen, 2011), and the performance of machine learning classifiers been tested
for a variety of labels on incident data (Goh & Ubeynarayana, 2017; Hiissa et al., 2007; Oza et
al., 2009; Robinson et al., 2015; Tanguy et al., 2016). However, the study proposed herein
provides a detailed account of the challenges and limitations of the labeling process and applies
the knowledge to the automated classification of incident data according to an existing human
factors taxonomy. In addition, most of the studies concerned with classifying incident reports do
not examine (a) the influence of noise and bias created by the properties of the data itself on the
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annotation process, as well as (b) the noise and bias in labeling created by different types of
annotators, i.e., based on their level of domain and human factors knowledge. An assessment of
how much human factors knowledge is required to reliably tag constructs such as Fatigue or
Situational Awareness—and the resulting influence on the performance of a machine learning
classifier trained with such data—has, to my knowledge, not been performed before. In addition,
in their study of automatic classification of construction accident narratives, Goh and
Ubeynarayana (2017) found that some labels are predicted with higher accuracy by a machine
learning classifier than others. The same is true for interrater reliability (IRR). Some labels result
in higher IRR than others (e.g., Cohen et al., 2015; Olsen & Shorrock, 2010; Olsen, 2011).
Discovering which labels and, in turn, human factors constructs of the ASRS database those are,
is part of my study.

The Significance of the Study for Particular Audiences
The proposed study addresses multiple audiences. For the human factors community, this
study will provide a detailed account of how to leverage the techniques and algorithms used in
machine learning and natural language processing (NLP) for automatically classifying incident
reports according to a human factors taxonomy. That machine learning and the analysis of big
data is of considerable interest to the community right now is underscored by a special section of
the Human Factors and Ergonomics Society’s journal in 2017 titled “Special Section: 2016
Human Factors Prize for Excellence in Human Factors/Ergonomics Research: Big Data.”
Notably, the prize finalist article is demonstrating an approach to using computational techniques
stemming from the field of NLP for visualization of safety report narratives (Irwin et al., 2017).
In addition, the topic for the 2019 Human Factors Prize is “HF/E Research and Applications of
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Artificial Intelligence (AI) in Human-Machine Interaction” (HFES, 2019a) and there is an
upcoming special issue of Ergonomics in Design titled “Machine Learning, Artificial
Intelligence, and Human Factors Design” (HFES, 2019b).
Whenever possible, I will make evident the connections between the fields of human
factors and computer science. Different terminology might be confusing at times, even though it
addresses the same underlying concept. For example, what is known in the human factors’ world
as independent and dependent variables is being addressed as features and labels, or features and
outcomes, in the realm of machine learning. As another example, recall and precision in
information science have similarities with signal detection theory in human factors. My aim is to
bridge the gap between the different disciplines, leverage similarities and indicate differences
where applicable.
For people involved in the creation and study of human factors taxonomies, as well as
creators and maintainers of incident databases, the study proposed here can inform the process of
creating a meaningful taxonomy for human factors in incident reports taking into account the
findings of this study with respect to the labels investigated here. Goh and Ubeynarayana (2017),
as well as Tanguy et al. (2016), suggest that, in tagging, a machine learning classifier could be
used to automatically tag items where the classifier has a high confidence and send those with a
lower confidence to human annotators. The kind of human factors constructs that can be
predicted with higher confidence than others—within the confines of available incident reporting
data—can be learned from this study. Further, Wiegmann and von Thaden (2003) reported that
most incident narratives focus on what happened, instead of why something happened. If a
machine learning classifier automatically tags incident reports, it could also lead to further
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investigative questions raised by the computer if there is more analytical information required in
order to extract meaningful safety data.
Safety professionals can benefit from this study by learning more about the technical
aspects of taxonomies and by gaining insight into how machine learning can be applied in their
profession. By examining the benefits and challenges of such an approach, it can help them make
informed decision with regards to the implementation of machine learning in their respective
departments.

The Purpose Statement
The purpose of this study is to compare human and machine learning classification of
human factors in aviation incident reports. In the process, I am identifying the challenges with
regards to human and automated annotation, beginning with examining the pertinent
characteristics of incident narratives and taxonomies, evaluating different ways of annotating the
data, assessing whether some human factors constructs are easier to label reliably than others, all
while discussing the implications of what is learned with regards to automatic classification.
Another focus of this study is on evaluation. Arguably, if a machine learning classifier does not
perform better than chance, or when human annotation of a taxonomy is at the chance level, the
reliability of the whole approach is in question. Leskovec et al. (2014), for example, report on a
case where a startup hired some top machine-learning people in order to mine the web for
peoples’ resumes. However, the goal of finding resumes was also easily definable by merely
searching for certain keywords that appear in a typical resume at a fraction of the overhead
associated with machine learning algorithms. As such, the startup was not able to survive
(Leskovec et al., 2014).
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The purpose is also to explore different ways of managing big data analysis for the
human factors community with innovative techniques stemming from computer science. Along
the way, I show how to leverage new and innovative tools for data science and visualization,
such as using the programming languages Python and R in conjunction with its multiple machine
learning and visualization libraries for a complete workflow of data preprocessing, analysis,
visualization, and model building.
Incident reports provide a valuable source of information to any high-risk organization
for analysis and prevention of incidents. It is a common notion that (a) human error is inevitable
(e.g., Helmreich, 2000; Helmreich, Merritt, & Wilhelm, 1999); that (b) about 60-80% of aviation
accidents involve some kind of human error (Shappell et al., 2007), whether that is at the
immediate operational or at organizational levels (Li & Harris, 2006); and that (c) flight crews in
flight operations are constantly facing a variety of external threats and commit a range of errors
(Thomas, 2004). Therefore, an analysis of incident data with a focus on the human element is
thought to be extremely valuable for incident prevention. Demonstrating and evaluating tools to
efficiently and effectively perform such an analysis is the overarching purpose of this study.
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CHAPTER 2: LITERATURE REVIEW
Safety Culture and Information Sharing
It is widely acknowledged that a culture of information sharing can have a profound
impact on accident prevention by allowing free information flow about possible threats (e.g.,
Deal & Kennedy, 2000; Dekker, 2014; Klein, 1998; Reason, 1990; Reason, 1998; Weick, 1987;
Wiegmann & Shappell, 2003). According to Helmreich, Klinect, and Wilhelm (1999), such
information flow can come in the form of incident reports—one of the five major sources of data
they identified that an organization can build upon in order to take proactive actions with regards
to safety. These incident reports can be considered a form of storytelling, which makes the
experience available to others (Klein, 1998). What “others” means, in this sense, depending on
the platform, is loosely defined—from safety personnel to peers who can learn from somebody
else’s experience. As such, effective storytelling can also prevent people from making the same
mistake that somebody else already made. Weick (1987) concluded that any system in which
high reliability is desired can benefit from the power of storytelling. Stories are a culturally
engrained way of sharing information across distances and across various agents (Weick, 1987).
Furthermore, Deal and Kennedy (2000) recognized rituals and ceremonies that encourage
informal communication between groups as a valuable platform for information exchange; one
of the cornerstones of a culture to foster safety. Storytelling is an integral part of an ideal safety
culture. Now, it is not my intention to equate storytelling with incident reports. However, both
share some of the same qualities. They are accounts of some kinds of events that are thought to
be of importance for other people to know about.
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In the domain of aviation, one of the most prevalent reporting systems is ASRS,
providing a non-punitive environment for personnel involved in flight operations to submit deidentified descriptions and narratives of events where safety was compromised (FAA, 2011).
What makes ASRS particularly interesting is the availability of the information to the general
public. As such, researchers and safety professionals can take advantage of the available data not
only for the purpose of analysis but also to prototype and evaluate innovative ways of
exploration. In the meantime, airlines, for example, have adopted their own internal reporting
systems. Such data however is not available to the public. Therefore, my analysis concentrates
on the ASRS database but is likely applicable to internal incident reporting systems at airlines, as
well as other domains.
As established previously, information sharing and reporting of incidents are important
tools for analysis and prevention (e.g., Helmreich, Klinect, & Wilhelm, 1999; Maille et al.,
2006). As such, different industries have implemented incident self-reporting databases, mostly
on the condition of anonymity or confidentiality, where safety-critical information can be shared.
To guide the development and implementation of medical incident reporting, Barach and Small
(2000) examined non-medical incident reporting systems to gather information about what might
be considered important factors in determining the quality of reports and the success of such a
system. Aside from general prerequisites for reporting without fear of retribution, they identified
the analysis by peer experts, as well as meaningful feedback to the reporters and all other
interested parties. The analysis and feedback processes are important in order to generate
actionable items for the prevention of incidents.
In general, there are two parts to this equation. Those parts are (a) the incident reports
themselves, and (b) the purpose of the reports for safety. While it is true that the reports provide
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valuable information, exactly how that information is used is arguably as important as the reports
themselves. In order to examine trends, spot patterns, and analyze deficiencies in the system,
reports can be classified according to a taxonomy. As a sort of complexity reduction (Bailey,
1994), a taxonomy takes higher complexity data, in this case incident narratives, and reduces
such data’s complexity through the usage of meaningful labels that are created with a purpose in
mind. If the purpose is to categorize and describe human factors in incident reports, then the
taxonomy should reflect that.
The remainder of this literature review will present the necessary theory about reports
and classification in order to derive my hypotheses. Broadly, I will begin with laying foundations
for the understanding of taxonomies especially with regards to automatic classification. Next, I
will (a) outline influences of noise and bias created by the features of incident reports, as well as
noise and bias created by the labeling process, and (b) examine the dependencies between those
starting with generic examples and then applying the theory directly to the ASRS taxonomy.
Intertwined are linguistic concepts necessary to understand some of the challenges unique to the
analysis of reports and their automatic taxonomic classification based on human and machine
evaluation.

Human Factors Error Taxonomies
To understand taxonomies, I would like to present some definitions and background first.
According to Bailey (1994), taxonomies are, in the broadest sense, a form of classification. As
Bailey goes on to state, classification is so central to everything humans do in life so that,
oftentimes, humans do not realize its existence. However, classification is a central part of
existence. When a child grows up, it learns what the objects in its environment are called as part
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of the development of language and speech (Brown, 1958). Intuitively, this makes sense, but
complexity quickly grows by the fact that different referents, may that be objects, “things,” or
concepts, can have multiple names attached to them. Brown (1958) uses the example that “the
dog out on the lawn is not only a dog but is also a boxer, a quadruped, an animate being; it is the
landlord’s dog named Prince” (p. 14). What can be witnessed here is that not only are there
different words for the same thing but also does the choice of word depend on the relationship to
the thing, hierarchical ordering, or concrete and more abstract conceptualization, to name just a
few. Brown refers to concrete and abstract in the form of subordinate and superordinate
categories. In the example above, a quadruped would be a superordinate form of dog.
Why is all this important? Because in constructing and using a taxonomy for the analysis
of safety data, these are exactly the challenges one must deal with (Wallace & Ross, 2006). A
useful taxonomy needs to be reliable (e.g., Cohen et al., 2015; Wallace & Ross, 2006). While I
will return to the question and measurement of reliability later, for now, it should suffice to think
about reliability as different people classifying things with agreement on classes, or more
colloquially, labels. Bringing this back to the domain of a taxonomy in safety science, “things”
become events and labels become constructs of interest. A taxonomy can be hierarchical, as in
the subordinate and superordinate example above, but in all cases should consist of labels that
are both exhaustive and mutually exclusive (e.g., Bailey, 1994; Wallace & Ross, 2006).
Exhaustiveness ensures that all events can be classified, and exclusiveness ensures that people
will be more likely to use the same label if it can clearly be delineated from others. However,
especially exclusiveness is not an easy feat to achieve. In everyday language, things frequently
are not clearly delineated; they do not have an objective boundary, but rather reside in a region of
applicability to non-applicability. Overall this is known as a fuzzy property (e.g., Hersh &
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Caramazza, 1976; Smets, 1997; Wallace & Ross, 2006). As an example, at a restaurant, if I order
food and the wait staff tells me to be careful because the “plate is hot,” this is vague. Multiple
factors are at play, but some properties should be evident following the earlier discussion. The
word “hot” has a fuzzy boundary as used in everyday language. It can be contrasted with “cold”
but, unless there is a clear definition of a range for either one of these words, the boundary
between them will always be what can be classified as fuzzy. In addition, what I might consider
hot might be cold to someone else or vice versa. In addition, the context plays a role. If the food
on the plate is still sizzling, I might be more inclined to assume that the plate might be so hot
that, when touched, I might get burned. To complicate things even further, hot might have
different meanings, such as in spicy. As such, it is also ambiguous (Smets, 1997). In an early
work, Mosier (1941) tried to quantify such a hypothesis of different meanings and interpretations
by suggesting that a meaning (M) is constructed by a constant that is the same for every
individual (x), a part that varies from one individual to another (i), and a part that changes
depending on the context (c), thus proposing the equation:
𝑀=𝑥+𝑖+𝑐

(1)

The implications here are that people can interpret meaning differently. When using
language, people might not precisely use a word according to its definition, which, as just
established, precision in and of itself is oftentimes not possible. The same is true for labels of a
taxonomy. However, it can be assumed that providing a definition of a label would influence i in
Equation 1 while also decreasing uncertainty of the context c.
As an example, when examining startle, surprise, and distraction in flight operations,
Rivera, Jentsch, et al. (2014) found clear differences in physiological and psychological reactions
with regards to startle and surprise. However, when examining ASRS reports containing these
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words, Rivera and colleagues found that often, the terms were not used in accordance with their
scientific definition (Rivera, Talone, et al., 2014). In particular, startle was sometimes used when
surprise was meant or vice versa (Rivera, Talone, et al., 2014). Such a finding is not necessarily
surprising, considering that a scientific definition likely differs from colloquial usage. It points,
though, to another source of error with regards to taxonomies. If, for example, someone would
be asked to label events using the human factors labels startle, surprise, and distraction, an
academic person might have a different understanding of these terms as someone who is not
familiar with the scientific definitions of those terms. To tie these findings back to Equation 1, I
would like to present an excerpt from an ASRS incident report which Rivera, Talone, et al.
(2014) presented as an example in which the term startle was used by the reporter when the term
surprise would have been more appropriate. In this ASRS report, the reporter stated that:
“…the Captain was pulling the L PWR lever to FLT idle and turning the aircraft back to
Atlanta without my input. This startled me” (ACN #337756).

As is evident, the constant (x) might not suffice for people to be able to clearly delineate
startle from surprising events. While it may be argued that people would agree that both startle
and surprise events are unexpected, both the individual understanding (i), and the context (c) are
required to correctly describe or classify this event. In other terms, the semantic distance is too
close, and the fuzzy boundary of the word startle seems to be overlapping with surprise in
everyday language, creating problems for most individuals to correctly use the word according to
a scientific definition as is evident by the sample ASRS report. This is where the individual
understanding (i) can be influenced, for example by providing a definition of the word or
providing training on its usage. For example, Cohen et al. (2015) found that, with increased
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training on a taxonomy, individual understanding got more aligned as evidenced by greater
consistency in labeling.
In his seminal work from 1957, Firth is often quoted saying that “You shall know a word
by the company it keeps!” (p. 11). These are collocational aspects of words. Collocational
aspects are used, for example, in information retrieval in order to correct typographical errors in
search queries. Manning et al. (2008) provide an example of a misspelled search query: “flew
form Heathrow” (p. 62). In order to resolve these kinds of misspellings, isolated-term correction
would not be able to resolve the conflict. However, by examining the collocational words—in
this example flew and Heathrow—a machine can use several heuristics in order to try resolving
the conflict and finding the most likely search query “flew from Heathrow.” A human would
likely resolve this conflict by examining the context of the sentence. Also, it helps to know that
Heathrow is an airport. What this implies for the ASRS report example is that the context (c)
helps to understand the contextual setting of the word startle in the example above. It follows
that, even if somebody is provided with a definition of the term startle—which, in theory, should
align individual understanding (i)—problems in understanding the context could still lead them
to difficulties in the correct usage of the word or the correct classification of the ASRS report as
a surprise event. With an increase in the utilization of crowdsourcing for tagging and taxonomy
creation (e.g., Bragg & Weld, 2013; Chilton et al., 2013; Snow et al., 2008), the influence of
domain knowledge on the quality of taxonomy application and the impacts on a resulting
machine learning classifier are central points to be examined in the study proposed herein.
Drawing from the theory presented so far, I propose three main aspects that are important
for labeling and, as such, important for the performance of a machine learning classifier in the
domain of using machine learning to classify incident reports according to a human factors
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taxonomy in aviation. These three aspects are (1) the ability to process natural language, (2)
knowledge of the aviation domain, and (3) knowledge of human factors. The interaction of these
is demonstrated in Figure 1.

Natural
Language

Human
Factors

Aviation

Figure 1: Three main knowledge areas that influence tagging of incident reports

In Table 1, I have charted the three aspects that are derived from the presented theory
along with three general populations of interest for my study and their expected knowledge
areas. As can be seen, I expect people who are naïve to the domain of aviation and human factors
to be able to process natural language, however without the necessary tools to understand
domain-specific language, associated procedural aspects, and a lack of understanding of human
factors concepts. In contrast, the ASRS analyst(s) who has/have produced the initial human
factors classification of ASRS reports is/are assumed to possess knowledge of the aviation
domain and human factors, in addition to their ability to process natural language.
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Table 1
Populations of Interest and Their Associated Knowledge Areas
Population

Knowledge area
Natural Language

Aviation

Human Factors

Anyone

*

Pilots

*

*

* (limited)

ASRS Analyst (Aviation HF
Experts)

*

*

*

Pilots are thought to reside somewhere in-between as they inherit from “Anyone” (Table
1) the ability to process natural language, are familiar with the aviation domain, and usually have
a basic familiarity with human factors concepts, although specific scientific training in the
domain might be lacking. However, it is not unusual to have pilots classify their own incident
reports according to a human factors taxonomy—a practice that is sometimes employed at
internal safety reporting programs at air carriers, for example when staffing does not allow for
thorough classification by a third party. Labels created by people naïve to the aviation domain, as
well as naïve to human factors as in, for example, annotators recruited through a crowdsourcing
platform such as MTurk (for an example, see Nowak & Rüger, 2010) are outside of the scope of
my work because, at a minimum, domain knowledge is required to understand aviation incident
reports (Boesser & Jentsch, 2019). Therefore, for the purpose of my study, I declare the
following groups of interest:
•

ASRS Analyst (Referent): Labels that are already available in the ASRS database. Such
labels will provide the gold standard (see Appendix A) in my study against which
performance of the classifier and other annotators can be compared. They will henceforth
be referred to as referent labels.
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•

Aviation domain experts with human factors classification knowledge (D+C experts):
Data that will be collected from aviation human factors experts’ labeling of incident
narratives. These labels can be used to validate various aspects of the ASRS taxonomy
and answer specific questions with regards to noises and biases created by incident report
features and labels.

•

Pilots as aviation domain experts (D experts): Labels collected from pilots to compare
labeling performance to that of human factors experts and answer questions as to how
much human factors knowledge is required for the sole purpose of labeling incident
reports according to a human factors taxonomy.

In general, I theorize that pilots, even without specialized training in human factors,
nevertheless have an understanding of the domain that should make them acceptable annotators.
Throughout their training and professional careers, pilots—particularly commercial pilots—are
confronted with basic human factors concepts as they apply to their profession. Therefore, part of
the assumption is that, in order to reliably categorize human factors based on incident reports in
accordance with a relatively simple taxonomy, domain experts do not necessarily need to be
human factors experts. This assumption is supported in an experiment in which Shappell et al.
(2007) recruited six pilots in order to classify each human causal factor that was provided by
accident investigators for multiple accidents using the HFACS taxonomy—a human factors
classification system. After the classification process, Shappell and colleagues had subject matter
experts (SMEs) with expertise in human factors and aviation psychology conduct a quality
assurance review of those causal factors that were theoretically inconsistent with the assigned
HFACS category. In turn, they only had to modify less than 5% of the classifications made by
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the pilot raters, pointing to a satisfactory initial classification performance by domain experts
without a specific background in human factors or aviation psychology. While Shappell and
colleagues’ experiment already provided the pilots with causal factors for classification, this is
not the case with labeling raw incident reports. Part of my study is then to assess the assumption
that pilots can be good labelers with regards to raw incident reports. I will examine the reliability
of labeling primarily with IRR measures. These measures are mostly known by the term IRR;
however, in the field of NLP, oftentimes these measures are more appropriately referred to as
inter-annotator agreement (IAA; see, for example Artstein, 2017; Artstein & Poesio, 2008;
Nowak & Rüger, 2010). While the terms IRR and IAA are interchangeable (with only minor
differences), I will stick to IRR when possible as it is generally the more familiar form. Based on
the presented background, I am proposing the first research question.

Research Question 1: What is the reliability of the ASRS taxonomy and how does
annotation differ between the referent, D+C experts, and D experts? How well do pilots without
special human factors training perform in annotation?
Hypothesis 1A: In general, due to the homogeneity of groups, IRR will be higher within
groups (i.e., within D+C experts and within D experts) than between groups (i.e. D+C
experts versus D experts).
Hypothesis 1B: IRR will, in general, be greater between the Referent and the D+C groups
than between the Referent and the D experts.
Hypothesis 1C: IRR between the Referent and the D experts will still be at an acceptable
level.
Hypothesis 1D: IRR will depend on the label. This will be explored in a later section.
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I will now move on to examine in more detail how the wording of incident reports (the
surface features themselves) influence what higher-order representation can be deduced from
them. In order to understand such a proposition, it is important to understand the factors shaping
the incident reports which I will now move on to assess.

Factors Shaping the Wording of Incident Reports
Wiegmann and von Thaden (2003) noted that incident reports, being often unstructured
and providing little to no guidance to the reporter on how to fill out the report, mostly convey
information about what happened, with little to no information on why something happened.
Wiegmann and von Thaden presented a tool for knowledge elicitation in the form of a schematic
map providing cues as to recall the important information about an event, providing selfreflection as to why something went the way it did. They tested this tool by exposing pilots to a
simulated flight that included an emergency and subsequently having them fill out a written
report about the event. Half of them were using the schematic map tool before filling out the
report, whereas the other half did not. One of the main outcomes was that pilots who used the
tool had a significantly higher percentage of analytical (“why”) statements in their reports than
pilots who did not use the tool. However, as judged by an expert rater, essays of the group that
did use the tool were judged as significantly more difficult to read than essays of the control
group. In this sense, priming, or providing guidance changes the features of the essays. Such a
realization is not necessarily ground-breaking, but it shows that the structure and content of
verbal accounts are easily influenced.
Further, there is evidence that individuals tend to attribute unfavorable outcomes from
“sources that are relatively more central to the person’s sense of self to sources that are relatively
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less central” (Snyder & Higgins, 1988, p. 23). In that sense, sometimes valuable information can
be lost, especially with regards to human factors involved in an incident. Also, incident reports
are usually written by experts in their fields, whether these are pilots, nurses, doctors, or other
personnel involved in any dynamic, high-risk system. Experts differ from novices based on their
tacit knowledge, where tacit knowledge is the set of skills acquired in a domain that are not
easily expressed or transferable (Wagner & Sternberg, 1985).
In a review of literature on expertise-based intuition in decision making, Salas et al.
(2010) found evidence that experts possess a knowledge base that extends past solely having
declarative knowledge in their domain of expertise. Instead, their knowledge is well organized
via “semantic networks, theories, and schemas” (Salas et al., 2010, p. 10). According to Salas et
al., this allows experts to assess the context of a situation better than novices can. In addition,
experts, compared to novices, are specifically good at what is known as pattern recognition in
their area of expertise (Salas et al., 2010; see also Klein, 1998), allowing them to more deeply
understand situations that they deem similar to ones they have encountered before.
The above-mentioned sources are all aspects of the features of a report that can make it
difficult for raters to classify incident reports. For example, if there is a lot of information in the
report that describes why something happened then, with regards to human factors, it should be
easier to classify a report. On the other hand, if such details are missing and the report focuses
more on what had happened, valuable background information might not be available to
correctly classify such reports. In these circumstances, experts might use their background to fill
in those missing pieces and reach conclusions which might or might not align with the actual
human factors that had been a factor in the incident.
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Lastly, with regards to classification, it could be assumed that the simple presence of
keywords, and/or synonyms could be used in order to search for, and automatically label
narratives. As an example, one could envision automating parts of the annotation process by, for
example, classifying all reports containing the word “fatigue” with the human factors label of
fatigue. As a logical extension of this approach, the search could be enhanced with common
inflections of the word, such as “fatigued,” or “fatiguing,” and appropriate synonyms.
Traditionally this methodology has been used to extract narratives for the study of human factors
constructs. In particular, keyword and wildcard (%) searches have been conducted in ASRS to
try and capture different constructs and inflections of words of interest (e.g., Boesser & Jentsch,
2019; Kochan et al., 2004; Rivera, Talone, et al., 2014). Employing this strategy, Tanguy et al.
(2016) found that, when people were using a software tool that the researchers had developed to
query safety narratives, users would enter synonyms such as “tired,” “rest,” and “sleep” in an
attempt to identify reports concerned with fatigue. The presence of such “surface” features
should make it easier to label a report; however, as in the previous example of startle and
surprise, such features might also be misleading.
So far, I have established that certain levels of domain and human factors knowledge are
thought to be required in order to reach an analytical understanding of incident reports that
transcends past the surface features of the report. Also, the specifics of domain and human
factors knowledge can change the interpretation of incident reports. To introduce the dependency
between input data and taxonomic classification in a model, I propose that the surface features
(in this case the information that is directly available from the wording of the report) interact
with the characteristics of an individual reading the report to then turn into a higher-order
representation on which an individual makes choices concerning the classification process.
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While I will extend this model in a later section where I will examine the influence of the
taxonomy used herein in more detail, for now I propose the model in Figure 2.

Annotator Characteristics:
Knowledge of
Natural Language,
Aviation Domain, Human
Factors

Features

Higher-Order
Representation

Classification
Figure 2: Model of interacting features moderating the classification process

With what I have presented concerning the factors that are shaping the wording of the
incident reports and their influence on labeling, I present the following research question:

Research Question 2: How do the features of the incident report influence labeling? Is
there an interaction between a measure of surface features in the report and type of annotator?
Is there a connection to the performance of a machine learning classifier?
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Hypothesis 2A: There will be a correlation between the presence of surface features and
IRR. IRR will be greater if the presence of surface features is high.
Hypothesis 2B: There will be a correlation between the presence of surface features and
the performance of a machine learning classifier. The performance of a machine learning
classifier will be greater when the presence of surface features is high.
Hypothesis 2C: When the presence of surface features is low, IRR will diverge with the
greatest divergence in the D expert group followed by the D+C expert group.
Hypothesis 2D: When the presence of surface features is high, annotators will have more
confidence in their choices of labels.

Labeling
For now, two sources of noise and bias are of concern for the purpose of this discussion.
It is (a) noise and bias introduced by the wording of the incident report (the features of the
report), and (b) noise and bias introduced by the labels assigned to these reports. In the previous
section, I discussed feature noise; I will now address the sources of label noise, differences in
labeling, and measures that can be taken to minimize the effects of noise and bias.
With regards to reliability of the labeling process, it is known that there are multiple
characteristics of a taxonomy that influence the consistency of labeling. One of those is the
number of categories in a taxonomy. Leaving everything else constant, as this number grows,
consistency between raters might degrade (Cohen et al., 2015; Wallace & Ross, 2006). As an
example, if there was a taxonomy for the classification of incident reports with only two
categories, “mechanical failure” and “other,” rating consistency can be assumed to be fairly high.
However, even by adding one additional label, for example, “human error,” IRR will likely be
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lower. This would even be compounded if additional categories were conceptually very similar
(Cohen et al., 2015; Wallace & Ross, 2006), which, in turn goes against the principle of
exhaustiveness and mutually exclusiveness as principles for a reliable taxonomy (e.g., Bailey,
1994; Wallace & Ross, 2006).
In addition, Li and Harris (2006), in an analysis and classification of 523 accident reports
according to the HFACS taxonomy, found that less tangible labels such as “organizational
climate” or more abstract concepts such as “situation awareness” were related to either low
overall counts of classification or lower IRR as compared to more tangible or less abstract
concepts. Of course, it is difficult to interpret low overall count as indicator of a less tangible
label as it might also be that this label is just less applicable than other labels, however the case
of lower IRR depending on the abstractness of the label seems to hold true not only for human
labeling purposes (Cohen et al., 2015; Li & Harris, 2006; Wallace & Ross, 2006) but also for the
performance of a machine learning classifier (Goh & Ubeynarayana, 2017; Robinson et al.,
2015; Tanguy et al., 2016). DiMaggio (2015) addresses this paradox in concluding that
“algorithms and humans seem to be bad at pretty much the same task” (p. 3).
With regards to the human factors taxonomy used by the ASRS system, the labels for
categorization are as follows:
•

Communication Breakdown

•

Confusion

•

Distraction

•

Fatigue

•

Human-Machine Interface

•

Physiological – Other
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•

Situational Awareness

•

Time Pressure

•

Training/Qualification

•

Troubleshooting

•

Workload

•

Other / Unknown

Several factors that were discussed earlier are readily evident here. First, this is not a
hierarchical taxonomy. However, as it is a taxonomy of human factors, one could imagine this
being part of a larger, and more complete, taxonomy of contributing factors to incidents. For
example, one could imagine labels like “mechanical failure” and “human factors” at a higher
level and the above listed labels as sublevels of “human factors.” With regards to exhaustiveness
and mutually exclusiveness—principles for a reliable taxonomy (e.g., Bailey, 1994; Wallace &
Ross, 2006), it is exhaustive for the domain of human factors, solely through the usage of the
label “Other / Unknown.” This also highlights a limitation of the taxonomy as there is no such
thing as an exhaustive list of human factors. Any taxonomy needs to be based on theory and
stand the test of reliability (Wallace & Ross, 2006). Evaluating such reliability is part of this
dissertation.
In terms of the abstractness of concepts, it is evident that there are more and less tangible
concepts in the ASRS taxonomy. For example, distraction is a more concrete concept that people
are familiar with, especially because it is not domain-specific to aviation. It can be defined as the
“diversion of attention to other competing sensory (e.g., visual, auditory, biomechanical) and
cognitive activities, away from activities that are fundamental to the accomplishment of a
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primary goal” (Rivera, Jentsch, et al., 2014, p. 5). In contrast, situational awareness (in the
academic literature mostly known as “Situation Awareness” but in the taxonomy denoted as
“Situational Awareness”), is a more abstract concept that, while not domain-specific to aviation,
is far less known to people outside of the domain in which the concept is used. A popular
definition of situation awareness from Endsley (1995) is: “Situation awareness is the perception
of the elements in the environment within a volume of time and space, the comprehension of
their meaning, and the projection of their status in the near future” (p. 36). However, Endsley
also provides an easier to understand definition stating that, in the most basic sense, situation
awareness is “knowing what is going on” (p. 36). This is just one example in which IRR might
be negatively affected by the increasing abstractness of a concept, which can lead to
misclassification, which then leads to noise, and eventually degrades performance for a machine
learning classifier. Also, considering that situational awareness is a more technical term than, for
example, distraction, it can be assumed that D+C experts more reliably label such a construct as
opposed to D experts.
In addition, any taxonomy imposes constraints on the labeling process. Atul Gawande
(2010), in his New York Times Bestseller book “The checklist manifesto: How to get things
right,” touches upon the issue from an applied standpoint in the domain of disease classification
in patients’ medical records. Some of the challenges he found included that:
one of the most common diagnoses, it turned out, was “other.” On a hectic day, when
you’re running two hours behind and the people in the waiting room are getting irate, you
may not take the time to record the precise diagnostic codes in the database. But even
when you do have the time, you commonly find that the particular diseases your patients
have do not actually exist in the computer system. (p. 22)
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Categories like “Other / Unknown” arguably make a taxonomy exhaustive, however, add
very little in terms of information and run the danger of easily being overused. In addition, some
of the more researched human factors constructs extracted from ASRS reports, such as surprise
(e.g., Kochan et al., 2004; Rivera, Talone, et al., 2014), are absent in the taxonomy. Another
well-known concept in aviation is Crew Resource Management (CRM), which is widely trained
and recognized as using available resources to solve a problem (see, for example Helmreich &
Foushee, 2010). In that sense, it can encompass multiple human factors from the ASRS
taxonomy, such as Communication Breakdown or Human-Machine Interface. A person strongly
familiar with CRM might, in the absence of CRM as a label choice in the taxonomy, either
decide to use available labels in order to try and capture the essence of CRM, or revert to
labeling Other / Unknown instead. A further factor in the constraints that a taxonomy imposes is
the semantic distance between two concepts. By incorporating the literature on fuzzy boundaries
that I have introduced earlier, aside from the general understanding of the meaning of a word, I
propose that the semantic distance and fuzzy boundary influence labeling, in particular due to the
constraints that a taxonomy creates. I propose that, as the semantic distance increases, it should
be easier to choose an appropriate label considering the constrained choices and disregarding all
the other sources of noise. However, as semantic distance decreases, two words can enter the
space where their fuzzy boundaries of meaning and concept overlap. These are the instances
where the taxonomy itself can pose problems. I am presenting this idea schematically in Figure
3. For illustration purposes, I am using the three example concepts from the ASRS taxonomy,
namely Confusion, Situational Awareness, and Physiological – Other.
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Perceived Semantic Distance

Situational

Physiological

Awareness

- Other

Confusion

Figure 3: Semantic distance and fuzzy boundaries of meaning

As illustrated in Figure 3, in theory, the semantic distance is indicated as rather large
from Confusion to Physiological – Other and from Situational Awareness to Physiological –
Other. In contrast, Figure 3 depicts that the distance between Confusion and Situational
Awareness is such that the meaning overlaps. Assume that this might be the semantic
representation of someone with knowledge of the aviation domain but not a human factors
expert. Also assume that this person would have heard about the colloquial definition of
Situational Awareness before as “knowing what is going on” (Endsley, 1995, p. 36). Some
would argue here that a loss of knowing what is going on can also be roughly equated with being
confused and have difficulties deciding between the two. An expert might possess more distinct
boundaries such that Confusion and Situational Awareness might overlap less or not at all
because the expert’s definitions of the two terms might segregate them further. This expands on
what I have shown about startle and surprise earlier but now exemplified on the labeling process
with the ASRS taxonomy.
On the other hand, the constraints of choice influence labeling decisions, which might be
exacerbated for D+C experts, given their detailed knowledge of human factors as compared to D
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experts. As an example, I will discuss the ASRS taxonomy class Communication Breakdown in
conjunction with the absent classification choice of Crew Resource Management.

Perceived Semantic Distance

Crew
Communication
Breakdown

Resource

Other /

Unknown

Management

Figure 4: Semantic distance and fuzzy boundaries of meaning (contd.)

In Figure 4, I am illustrating an assumption that, with detailed knowledge of human
factors, a D+C expert might tend to classify a breakdown in communication as a breakdown in
CRM. However, in the absence of such choice, the D+C expert might resort to the label Other /
Unknown instead. Both examples above show that the choice of taxonomy classes imposes
constraints on the annotator that might influence the reliability of the taxonomy, which creates
difficulties to label reliably at classification boundaries or when more appropriate choices are
absent from the taxonomy. With that in mind, I propose to extend Equation 1 with an error term
that is caused by (a) an overlap in classes and (b) by taxonomy constraints. Equation 2 illustrates
the idea:
𝑀 =𝑥+𝑖+𝑐+𝑒

(2)

With what I have established so far regarding error caused by taxonomy constraints and
overlap in classification boundaries, I present the following research question:

31

Research Question 3: How does individual understanding of taxonomy class meaning
influence the annotation process? Are some labels easier to classify than others and does
providing definitions of the labels influence the representation of semantic similarity in
annotators?
Hypothesis 3A: When surveyed about semantic distance between labels, opinions
between D+C experts and D experts will diverge. However, after having been provided
with the definition of the labels, opinions between D+C experts and D experts will
converge.
Hypothesis 3B: For labels where D+C experts and D experts indicate that the semantic
distance is close (i.e. in their mind the meanings might overlap), it is expected that IRR
will be lower than for terms where a large semantic distance is indicated.
Hypothesis 3C: Classification accuracy of a machine learning classifier will be lower for
classes where meaning is thought to overlap. However, this will also be influenced by
incidence of a class. If a class has low incidence, not enough data might be available for a
machine learning classifier to reliably classify such class. This might lead to instances
where the machine learning classifier has low accuracy while human annotation accuracy
is high.
Hypothesis 3D: For classes that are more abstract, classification accuracy of humans and
a machine learning classifier will be lower than for more concrete classes. However, D+C
experts will more reliably label such instances than D experts.

To summarize what has been established so far: labeling safety narratives according to a
human factors taxonomy presents unique challenges mainly associated with (a) the nature of the
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narratives itself, (b) the characteristics of the labelers, (c) the subjectivity of the labeling process,
and (d) the actual taxonomy imposing constraints on the labeling process. Two different types of
noise were introduced: feature noise and label noise, along with biases associated with features
and labels.

Labeler Characteristics:
Knowledge of
Natural Language,
Aviation Domain,
Human Factors

Features

Higher-Order
Representation

Taxonomy Constraints

Classification
Figure 5: Expanded model of interacting features moderating the classification process

Figure 5 is an extension of Figure 2 that was introduced earlier, now illustrating the
influence of the taxonomy on the labeling process. The model in Figure 5 illustrates how the
constraints set forth by the taxonomy interact with the higher-order representation of the
narrative to then moderate the classification process.
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Reducing Noise and Bias
For supervised classification tasks, different types of noise exist with the corresponding
characteristics influencing the ways of how to best mitigate some of the negative effects created
by such noise. In a review of literature on noise in supervised classification tasks, Frénay and
Verleysen (2013) describe what is known as “(a) noisy completely at random (NCAR), (b) noisy
at random (NAR), and (c) noisy not at random (NNAR)” (p. 847). It is important to know what
type of noise is present in a dataset in order to decide what the best strategy would be to mitigate
some of the effects of noise. According to Frénay and Verleysen (2013), NCAR is mostly
concerned with the labels of a dataset and implies that all labels have been chosen solely by a
stochastic process. Due to the absence of any clear pattern, this type of noise cannot be
improved. However, it is not assumed that the ASRS dataset would be NCAR. The second type
according to Frénay and Verleysen is NAR. Such noise exists if there is asymmetric label noise
leading to instances of certain classes that are more likely to be mislabeled than others. Such
noise can partially be modeled, particularly if the true labels are available. Lastly, there is
NNAR, which is considered to be the most likely noise existing in supervised classification
where the features and the labels interact to generate noise, for example through “mislabeling
near the classification boundary or in low density regions” (Frénay and Verleysen, 2013, p. 848).
Here, the connection can be made to what was discussed about individual representation
of meaning and fuzzy boundaries before. In order to apply the example from Figure 3, for
someone without specialized human factors training, there might be some overlap in conceptual
representation of Confusion and Situational Awareness. This overlap would indicate what Frénay
and Verleysen (2013) consider labeling near the classification boundary. However, by pure
definition, noise is random such that there is no particular pattern evident, otherwise it would be

34

more likely considered to be a bias. This leads to the assumption that, the presence of uncertainty
of the annotator is most likely caused by imprecision of the available features, whereas a
consistent bias, such as always labeling Confusion even where Situational Awareness would be
more appropriate, is more likely to be a function of labeler bias introduced by imperfect
calibration of taxonomy labels.
I will now introduce different ways to deal with different kinds of noise and bias. First,
NNAR oftentimes can be dealt with by choosing a robust classifier or by increasing the number
of training examples (Frénay & Verleysen, 2013). One major characteristic of robustness in
terms of a classifier is the ability of a classifier to prevent overfitting the data (Xu et al., 2009).
Overfitting has occurred when a learning algorithm learns a model that fits the training set
perfectly but performs poorly on a held-out set of test data. In order to reduce NNAR, the goal is
to fit the data such as not to overfit or underfit the training set such that it can perform optimal on
the held-out test set. It is basically how well the model generalizes to new instances and, as such,
eliminating NNAR is a major goal. Selecting the correct classifier in the presence of label noise
can make a difference with regards to robustness to noise. For example, Frénay and Verleysen
(2013) found in their literature review that a naïve Bayes classifier outperformed SVMs at
classification in the presence of label noise. They attributed this finding mainly to the assumption
of conditional independence of features that is underlying the naïve Bayes algorithm. On the
other hand, Xu et al. (2009) show that adding a regularization parameter to linear SVMs
increases robustness, protects against overfitting, increases generalizability of classification,
increasing the general performance of the classifier (Xu et al., 2009). Part of my study is to test
different strategies to deal with noise through different algorithms and different optimization
techniques.
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Considering the labeling process, Snow et al. (2008) performed an experiment in which
they recruited labelers through MTurk in order to perform various language annotation and
understanding tasks. In their experiments, for every task, Snow et al. compared labels that were
provided through expert annotation to labels provided by MTurk annotators. What they found
was that, while usually no novice would match the expert annotation, averaging performance of
novice labeling approached the expert annotation performance with varying numbers of novices
required to match performance depending on the task. One of the major challenges with regards
to labeling, particularly in the domain of human factors, is that there is no “ground truth” of any
single label; interpretations and, as such, labeling of human factors taxonomies demonstrably
differ (e.g., Cohen et al., 2015). As such, it is assumed that averaging multiple annotators’ labels
would increase the accuracy of the labels.

Research Question 4: Can increasing the robustness of a machine learning classifier
increase classification accuracy in the presence of noise? Are there classifiers that perform
better in the presence of noise than others? Do the predictions of a machine learning classifier
align more with averaged labels of D+C and D experts than the referent labels even though they
were trained with such?
Hypothesis 4A: Machine learning classifiers that are more robust to feature and label
noise will perform better than classifiers that are less robust.
Hypothesis 4B: Increasing robustness of a classifier through a regularization
hyperparameter will increase classification accuracy.
Hypothesis 4C: Because averaging of expert labels also decreases noise in the label set, a
machine learning classifier, even though it is trained on the referent data, will actually
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make predictions that are closer to averaged expert labels than the single-source label that
it was trained on. This effect will be larger when semantic similarity is high than when it
is low.

Multi-label Human Factors
Up until this point, most of the discussion focused on a binary classification task. This
was evident in the discussion of IRR, as well as in the discussion of the performance of a
machine learning classifier. These sections laid the foundation for the introduction of multi-label
learning. In order to understand a multi-label classification task, I would like to revisit the binary
classification task and introduce some terminology from Zhang and Zhou (2014; for a more
detailed listing of notation used herein, please also refer to the beginning of Chapter 4).
To facilitate the discussion, it is important to understand what the classification task of a
supervised learning algorithm is. Such an algorithm tries to learn a function 𝑓: 𝒳 → 𝒴 (Gibaja &
Ventura, 2015; Zhang & Zhou, 2014), where 𝒳 is the feature space and 𝒴 is the label space
(Zhang & Zhou, 2014). In the case of classifying incident reports, the feature space 𝒳 is
comprised of feature vectors where 𝒙𝑖 ∈ 𝒳 for each instance or, in this case, each flight safety
narrative. How these features are derived will be introduced later but for now it should suffice to
know that the features of each incident report could be a numerical vector representing the
different words and their count of each individual report. For a binary classification task, the
function that the algorithm is trying to learn can also be written as 𝑓: 𝒳 → {0, 1} (Gibaja &
Ventura, 2015).
This would work if the goal is to classify each incident report solely belonging to a
certain class or not. Assuming an incident report involving distraction of the flight crew, the
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binary classification could be the presence or absence of a distraction (Dist = 1, NoDist = 0). By
logical extension, this could become a function where 𝑓: 𝒳 → {0, 1, 2, . . . , 𝑞} in which each
instance is associated with one out of multiple class labels. This is known as multi-class
classification. To clarify with an example, suppose the task is image classification and the
question is whether an object in an image is a train, a car, or an aircraft; a multi-class
classification algorithm will predict exactly one label per instance. In this case, an image could
be classified as either a train, a car, or an aircraft but it could not be classified as a train and an
aircraft. In the case of predicting human factors involved in an incident, the classifier could
predict that, for example distraction was a factor in the incident, or fatigue, or situational
awareness but it could not predict a combination of those factors. In the realm of human factors,
such an approach would disregard important information. Oftentimes, there are multiple human
factors present in an incident and one will be a contributing factor to the other. For example,
fatigue is thought to influence, inter alia, situation awareness (Endsley, 1999). Case in point,
Armentrout et al. (2006), in a detailed analysis of a military aircraft incident, found fatigue, loss
of situation awareness, spatial disorientation, breakdowns in crew communication, amongst other
human factors as contributing to the aircraft mishap under investigation. In addition, Li and
Harris (2006) found associations between preconditions for unsafe acts and the unsafe acts of
operators in an analysis of 523 military aircraft accidents using the HFACS framework. For
example, the preconditions “adverse mental state,” “physical / mental limitation,” “crew resource
management,” and “personal readiness” were all significantly associated with “decision errors,”
as well as “skill-based errors” (Li & Harris, 2006). In analysis of actual ASRS incident reports,
Boesser and Jentsch (2019) provided examples of human factors that are oftentimes encountered
together for particular topics. They identified those topics using a topic modeling algorithm
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known as latent Dirichlet allocation (Blei et al., 2003) and extracted the human factors taxonomy
metadata from reports that were found by the algorithm to be highly related to each other. In
keeping with the topic of fatigue, they found that the second highest associated human factor in
those incident reports was situational awareness followed by distraction. For a different topic
identified as flight management system and human-computer interaction, a breakdown of the
human-machine interface was the most often associated label, followed by confusion (Boesser &
Jentsch, 2019). Intuitively this makes sense as any interaction with a machine that produces
different results from what was being expected, can lead to confusion on the part of the human
operator. From this discussion, three assumptions can be made: (1) multiple labels from a human
factors taxonomy can be associated with any given incident reports, (2) some labels might be
correlated in the sense that some human factors might be associated with each other, and (3) such
a correlation can be exploited of some sort in order to improve the performance of a classifier.
For the first assumption, it is important to return to the idea that a supervised learning
algorithm is trying to learn the function 𝑓: 𝒳 → 𝒴. In a previous section, I explained what the
label space 𝒴 is for binary and multi-class classification. However, as has just been reasoned,
both of these approaches are not applicable to classification of incident reports according to a
human factors taxonomy because in this case, there can be multiple labels attached to a single
incident. Therefore, in the case of the human factors taxonomy, the label space has to be
represented differently. For such a task, there are approaches known as multi-label classification,
not to be confused with multi-class learning. In multi-label classification, 𝒴 = {𝑦1, 𝑦2 , . . . , 𝑦𝑚 }
is the label space for 𝑚 training examples (Zhang & Zhou, 2014) such that for each 𝑥𝑖 there
𝑗

exists a binary vector 𝑦𝑖 that represents the label set of 𝑥𝑖 as 𝑦𝑖 = [𝑦𝑖1 , . . . , 𝑦𝑖𝑘 ], 𝑦𝑖 ∈ {−1, +1},
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𝑗

𝑗

where 𝑦𝑖 = 1 if 𝑥𝑖 belongs to class 𝑗 and 𝑦𝑖 = −1 if it does not (Yang et al., 2009). The choice
𝑗

of 𝑦𝑖 ∈ {−1, +1} is more a technicality at this point that has to do with SVM classifiers. For the
𝑗

discussion, at this point, it could also be a strictly presence or absence binary measure as in 𝑦𝑖 ∈
{0,1}.
It would help to introduce an example of a label vector. For a multi-label classification
task, assume that there are only three labels in our human factors taxonomy, namely Fatigue,
Situational Awareness, and Distraction, leading to 𝑗 = 3. Now, for every 𝑥𝑖 there exist
𝑦𝑖1 , 𝑦𝑖2 , 𝑦𝑖3, where 𝑦𝑖1 is Fatigue, 𝑦𝑖2 is Situational Awareness, and 𝑦𝑖3 is Distraction. If there
would be, for example an incident report in which Fatigue and Situational Awareness, but not
Distraction, were a factor, the associated label vector 𝑦𝑖 would be [1, 1, 0]. Accordingly, if
neither Fatigue, nor Situational Awareness were a factor, but Distraction was, 𝑦𝑖 would be
[0, 0, 1]. Such a notation is not only important for submitting the label vector to the multi-class
classification algorithm but also to reveal some general statistics and characteristics of the label
space. For example, the set of all possible label combinations can be computed as 𝒴 (|𝒴| = 2𝑘 )
where 𝑘 is the number of labels in the dataset (Yang et al., 2009; Zhang & Zhou, 2014). For the
situation with three different labels, the possible combinations of all labels would be 23 = 8,
whereas in the complete human factors ASRS taxonomy used in this study, the possible
combinations for all 12 labels would be 212 = 4,096. While not all combinations are likely to
occur (for example, it can be assumed that the label Other / Unknown might not consistently
cooccur with a lot of the other labels), it still goes to show the exponential increase of complexity
when adding labels to a human factors taxonomy for the purpose of feeding such a taxonomy to
a machine learning algorithm. Another degrading effect for machine learning classifiers is that,
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with an increase in the label space, some labels might either not be seen at all by the classifier or
their incidence is so low that classification accuracy suffers because there is not enough data to
train a classifier. The paradox here is that an increase in the label space might provide a finer
granularity for analysis purposes but might degrade automatic classification processes.
The introduced representation also allows the calculation for measures related to the label
space such as (a) label cardinality as the average number of labels per example, along with (b)
the normalized version of cardinality normalized by the number of possible labels and known as
label density, and (c) label diversity as the number of distinct label sets that appear in the data
along with the normalized version of this measure (Charte et al., 2015; Zhang & Zhou, 2014).
There are multiple approaches of dealing with label dependency when it comes to
training a classifier, known as first-order, second-order, and high-order approaches (Zhang &
Zhang, 2010). In a first-order approach, multi-label learning is reduced to several independent
binary classifiers; a single classifier is trained for each label (Zhang & Zhang, 2010). Secondorder approaches consider the pairwise relations and/or interactions between labels, and highorder approaches could, for example, train an ensemble of machine learning classifiers (multiple
different algorithms) working on the problem and the relations between labels in unison (Zhang
& Zhang, 2010). Usually, the higher the order of the approach to multi-label classification, the
more computationally intense it becomes, the more complicated the algorithms, and the more
intractable the process of classification. In my study, I am mainly focusing on examining firstorder approaches. Second- and high-order approaches are outside of the scope of my study, in
part due to their relative infancy in machine learning libraries for Python. Therefore, I am
focusing on exploring first-order approaches using the machine learning library scikit-learn
(Pedregosa et al., 2011).
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Overall, the relations that were just introduced not only apply to the training of a machine
learning classifier but can also be used to extract relationships between labels of a human factors
taxonomy in order to gain insight about (a) the taxonomy itself, and (b) about the relationship
between co-occurring human factors. Such insight can then be used to (a) evaluate and improve
the taxonomy, (b) make assumptions about which human factors often co-occur, or at least which
ones are often found to be labeled together by human annotators, and (c) whether this
relationship is preserved in the predictions of a machine learning model.
In order to analyze these relationships, I would like to start with a simple example again
and build up from there to more complex representation and analysis of relationships. Given the
previous theory of how fatigue can contribute to a loss of situational awareness (Armentrout et
al., 2006; Endsley, 1999), it can be deduced that Fatigue and Situational Awareness might
cooccur as labels for certain incidents but not for others. For instance, fatigue does not always
lead to a loss of situational awareness. In order to complete this proposition, the reverse, i.e., a
loss of situational awareness leading to fatigue is highly unlikely. What can be learned from this
example is that human factors can cooccur but do not have to, with the limitation that
directionality of such relationships is difficult if not impossible to directly infer from labels
alone. For the purpose of a more formal description of such a co-occurrence between labels, a
basic Venn diagram of co-occurrence between the aforementioned labels is shown in Figure 6.
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Document Space

Situational
Awareness

Fatigue

Figure 6: Co-occurrence diagram between fatigue and situational awareness within the space of
all documents

Figure 6 shows some important relations between labels. At the most basic level, there is
the space of documents that does not include either label. Then there are the documents that
contain Situational Awareness, Fatigue, and the documents that contain both. Drawing from set
theory (see, for example, Rosen, 2017), documents that contain both labels can be expressed as
the intersection between the labels. Let 𝐴 be all documents including the label Situational
Awareness, and 𝐵 be all the documents that include the label Fatigue, the intersection is denoted
as 𝐴 ∩ 𝐵. Further, the union between sets are all the documents that include Situational
Awareness, Fatigue, or both. The union is denoted as 𝐴 ∪ 𝐵. Respectively, the document space
including neither Situational Awareness nor Fatigue can be expressed as the complement of 𝐴
and 𝐵 and written as (𝐴 ∪ 𝐵)𝐶 . Lastly, for the purpose of the following discussion, the set
difference is important to define as all the documents with a certain label attached to them but
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without the other corresponding label. In the example case here, the set difference 𝐴 ∖ 𝐵 is the
set of documents with labels Situational Awareness that are in 𝐴 but that are not members of 𝐵
(where 𝐵 is the set of documents with labels Fatigue. Conversely, 𝐵 ∖ 𝐴 represents all the
documents that have the label Fatigue attached to them but not the label Situational Awareness,
excluding the intersection 𝐴 ∩ 𝐵. With that in mind, a co-occurrence table can be constructed as
in Table 2.

Table 2
Two-by-Two Contingency Table Between Co-occurrence for Two Labels

𝐿𝑎𝑏𝑒𝑙 = 𝐵

𝐿𝑎𝑏𝑒𝑙 = 𝐴

𝐿𝑎𝑏𝑒𝑙 ≠ 𝐴

𝐴∩𝐵

𝐴∖𝐵

𝐿𝑎𝑏𝑒𝑙 ≠ 𝐵
𝐴∖𝐵
Note. Adapted from Evert (2008).

(𝐴 ∪ 𝐵)𝐶

Table 2 can, for example, be analyzed with measures of association strength such as
Mutual information (MI), the Dice coefficient or log-odds measures (e.g., Evert, 2008;
Wiedemann & Niekler, 2017). Such analysis is important to understand possible benefits of
second-order approaches to classification where some of the classifiers utilize label correlations
in order to improve accuracy. Also, by determining the strength of co-occurrence, the question
can be investigated whether those co-occurrences are an artifact of the taxonomy or provide
meaningful relationships in the real word.

Research Question 5: What are the effects of label cardinality on the performance of a
machine learning classifier? How do the surface features of a report influence label cardinality?
Are there meaningful correlations in the label space that can be extracted to improve the
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performance of a classifier? Which correlations represent meaningful relationships between
labels in the real world and which correlations are artifacts of the taxonomy?
Hypothesis 5A: As label cardinality increases, classification accuracy for associated
reports decreases.
Hypothesis 5B: Classification accuracy is lower for labels which do not occur often.
However, measures of surface features and labeling confidence will interact with this
effect.
Hypothesis 5C: Correlations where the semantic distance between labels is judged as
small and the confidence in labeling is small, the correlation likely exists due to the
constraints that the taxonomy imposes; however, if the confidence for label correlations
is high then, regardless of their semantic distance, such a correlation should indicate
meaningful relationships in the real world.
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CHAPTER 3: METHODOLOGY
The overall design of this study was a mixed design with a quasi-experimental part as the
human annotation of the ASRS narratives followed by a qualitative and quantitative data analysis
using machine learning and a mixture of statistical analyses from various disciplines in order to
evaluate the hypotheses.

In summary, this study consisted of the following steps:
1. Extract data from the ASRS database for the training of a machine learning classifier
2. Generate a representative subset of the extracted data for the purpose of human
annotation
3. Collect data from annotators including:
a. Semantic distance judgments for labels of the ASRS taxonomy
b. Labels for incident reports including confidence measures for selected labels and
overall comments, if any
4. Analyze IRR measures between the referent, the D experts, and the D+C experts (for a
discussion of IRR see Appendix A)
5. Split ASRS reports into training and test sets. Extract features. Train machine learning
classifiers. Measure performance of machine learning classifiers (for a discussion of how
to measure performance of classifiers see Appendix B). Compare and contrast
performance between different classifiers and between classifiers and human annotation
6. Evaluate hypotheses
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Data Extraction for the Purpose of Training a Machine Learning Classifier
A search of the ASRS database was conducted using the following inclusion criteria:
•

Date of Incident was between August 2009 and December 2018

•

Federal Aviation Regs (FAR) the applicable FAR Part was CFR 121 (Air Carrier
Operations)

•

Reporter Function was Flight Crew

•

Human Factors labels were present for the narrative of the primary reporter

As discussed in Boesser and Jentsch (2019), prior to August 2009, the ASRS database
was using abbreviations, such as FLC for Flight Crew, or ALT for Altitude. The primary
challenges with such reports were (a) they hamper readability, but more importantly (b) they
pose major problems for a machine learning classifier. For the classifier, for example, the words
“ALT” (abbreviated spelling before August 2009) and “altitude” (regular spelling after August
2009), would be two separate words although one is just an abbreviation of another. In previous
work (Boesser & Jentsch, 2019), we have examined the usage of a conversion table provided by
the ASRS website (ASRS coding taxonomy, n.d.) with satisfactory results. However, such a
utilization of hand-coded rules generated its own problems (Boesser & Jentsch, 2019) so that, for
this study, I have restricted the search to non-abbreviated narratives only.
I have further restricted the search to FAR Part CFR 121 which is mainly concerned with
air carrier operations. Since part of the research question was how classification of narratives
according to a human factors taxonomy differs between D+C and D experts, where D experts are
sometimes asked to tag human factors in airline internal reporting systems, this restricts the
narratives to the recruited pilots’ domain of operation. I was further interested only in narratives
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where the flight crew reported an incident and where human factors labels were associated with
the primary narrative. Some ASRS reports consist of two narratives that are filed under the same
report. This could be a narrative from the Captain that is supplemented with a narrative from the
First Officer or vice versa. In such a case, two sets of human factors labels, one for the primary
and one for the secondary narrative were present. The overall search returned 17,583 reports.
Since the focus of this study was on the primary narratives and their associated labels, I have
filtered out those reports where there were only human factors labels for the supplemental
narrative present. These were only 330 reports so that the final count of reports for my study
were 17,253 of which I extracted the primary narratives and human factors labels attached to
those. Henceforth, I will address this dataset as 𝒟.

Subset Generation
I have estimated that selecting 400 narratives for human annotation was a good
compromise between what can be achieved by human annotators in a pre-determined timeframe
and what would still include enough samples of each human factors concept to arrive at
meaningful conclusions. Therefore, generating a representative subset of 𝒟 for human annotation
was vital because the number of reports that were extracted for the purpose of training a machine
learning classifier was much larger than what can be submitted to human annotation for the
purpose of my study. As outlined in Chapter 2, the theoretical number of all possible
combinations of labels alone would be 4,096 (4,095 to be exact due to excluding the possibility
of there being reports without any labels attached to them). Therefore, especially when
evaluating a multi-label dataset, classic approaches to stratifying this sample would not work to
arrive at a manageable size of data for human annotation. Proper stratification is very important
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though, especially for the ASRS dataset considering the high imbalance of labels. Figure 7 shows
the overall count of labels attached to the extracted reports from 𝒟. Note that the distribution of
labels is highly imbalanced.

Figure 7: Percentage of labels illustrating the imbalance of overall label count to overall
narratives

As mentioned in the literature, for example by Sechidis et al. (2011), random subset
generation for imbalanced multi-label datasets is almost always a suboptimal solution due to the
fact that certain labels might not be present at all in a subset and the subsets might not be
representative of the original dataset. While the possible absence of labels and imbalance in
random subsets presents its own challenges for the purpose of machine learning (e.g., Kohavi,
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1995; Sechidis et al, 2011), for the purpose of human annotation to evaluate the reliability of a
taxonomy, naturally all labels need to be present in the subset. In the literature, two main
strategies have been proposed for the stratification of multi-label data. They are being referred to
as labelsets (based on all unique label combinations present in the data) and iterative (mostly
based on proportions of single labels in the data) stratification (Sechidis et al., 2011). While I
will discuss more details of stratification later in this chapter, it should become clear that
selecting a stratified subset by labelsets is problematic for the purpose of selecting 400 reports
for human annotation. This is due to the fact that the number of possible labelsets is upperbound
by min(𝑚, 2𝑘 ), where 𝑚 is the total number of reports in the original dataset and 𝑘 the number
of labels (Sechidis et al., 2011). As outlined before, for this study, these numbers are 17,253 and
4,095 respectively. However, not all label combinations are present in the dataset. An analysis
revealed that 869 distinct labelsets are present, which is still larger than the number of reports to
be annotated. Therefore, I decided on using a combination of pruning, stratification, and random
selection. Specifically, the heuristic employed was as follows:
1. Prune the dataset 𝒟 by using a cutoff for reports that exceed a certain number of total
labels
2. Further prune by discarding infrequent label combinations
3. Examine the percentage of each label in the remaining set and randomly select from the
remaining set to arrive at a final set of 400 narratives that are stratified by the percentage
of occurrence of each label

For step 1, I examined the percentage of reports for a given number of labels. Given the
rapid falloff after 5 labels (see Figure 8), a decision was made to prune 𝒟 at the 95th percentile,

50

therefore retaining only those reports that have 5 or less labels attached to them. 16,722 reports
remained with 683 distinct labelsets.

Figure 8: Percentage of reports for a given number of total labels

Following the initial pruning, I calculated the median of the distribution of unique label
counts in accordance with step 2 above. The median of unique label counts was 5. Consequently,
every report whose labelsets occurred 5 times or less was dropped. This step brought the number
of unique labelsets to 368 and the number of total reports remaining to 15,875. Although this is
not a big change from the initial count of 17,253, the goal here was to remove infrequently
occurring cases. Once all those cases were removed, the final step was to stratify the dataset in
accordance with step 3 above.
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As outlined in Table 3, the number of reports per number of attached labels in the pruned
dataset was extracted. From this, a percentage of reports per number of labels was calculated and
then multiplied by 400 in order to arrive at a desired number of reports in the final dataset
stratified on the number of labels per report. With the desired number of reports, random
selection from the pruned dataset was performed based on the number of labels. As an example,
the pruned dataset included 2,928 reports that each had 3 labels attached to them. In order to
keep the proportion of reports with 3 labels in the final dataset, I divided 2,928 by the number of
reports in the pruned dataset (15,875) and multiplied the resulting number by 400 to arrive at 74.
Those 74 reports in the final dataset were created by random selection out of the 2,928 original
reports.

Table 3
Number of Reports for a Given Total Number of Labels in the Pruned and Final Dataset
Number of Labels

Number of Reports in Pruned
Dataset (n=15,875)

Desired Number of Reports in
Final Dataset (n=400)

1

5,704

143

2

4,669

118

3

2,928

74

4

1,797

45

5

777

20

Because the final dataset was now stratified by the number of labels per report, it was
interesting to see whether the aforementioned process created a subset that is also representative
of the original distribution of individual labels. Figure 9 shows that this assumption holds.
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Figure 9: Percentage of individual labels in the original and stratified dataset

Human Annotation Task
Now that the dataset for human annotation was prepared, this section outlines the
pertinent details of the human annotation task. I begin by introducing the participant
requirements followed by an overview of the actual task of labeling reports. In the process, I am
introducing the applicable measures, as well as presenting the annotation interface used in this
study. I will refer to the dataset created for human annotation as 𝒟ℎ𝑢𝑚𝑎𝑛 .
Participants. Using purposeful sampling (see Creswell & Poth, 2016), six annotators
were recruited for this study. Three of the annotators were required to have at least a 4-year
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undergraduate, or master’s degree in Human Factors, or an associated discipline such as
Psychology and commercial flying experience or familiarity with 14 CFR Part 121 Air Carrier
operations (D+C experts). The three other annotators could not have any formal schooling in
Human Factors but were required to have commercial flying experience as active or former
pilots of 14 CFR Part 121 Air Carrier operations (D experts).
Annotation did not have to be completed within a single session. Demographic
information that would identify the group that a participant belongs to (D or D+C expert) such as
whether the participant possesses at least a 4-year undergraduate, or master’s degree in Human
Factors or an associated discipline such as psychology, and whether the participant is an active or
former pilot as part of 14 CFR Part 121 Air Carrier operations was collected. In addition,
familiarity with safety reporting systems and information regarding pilot certification was
collected. All collected data is kept confidential and in accordance with requirements set forth by
the Institutional Review Board at the University of Central Florida. In addition, each annotator
was briefed on the annotation task as described in the following section.
Procedure. Annotators performed the main task of labeling report narratives according to
the ASRS human factors taxonomy. They were briefed, either in-person or via telephone, on the
general rundown of the experiment followed by receiving an electronic distribution of the
informed consent form in order to participate in the study. Upon consent, participants were
provided with a link to the online platform Qualtrics (https://www.qualtrics.com) used as an
interface to facilitate collection of basic demographics, collection of semantic distance ratings, as
well as the annotation of 400 incident reports. After they had received the initial briefing,
participants did not have to complete the task in a single setting. Since the task was exclusively
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hosted online and their progress was continuously saved, they could come back to it at any time
they chose to do so. The general rundown of the study was as follows:
1. Briefed participants on the annotation task and furnished informed consent form
2. Collected demographic information
3. Collected naïve judgments of semantic similarity for all pairs of categories of the ASRS
taxonomy before the introduction of their definitions
4. Introduced the definitions used by the National Aeronautics and Space Administration
(NASA) for the ASRS taxonomy categories
5. Collected informed judgments of semantic similarity for all pairs of categories after
annotators had been familiarized with definitions
6. Presented the 400 incident reports from the annotation subset 𝒟ℎ𝑢𝑚𝑎𝑛 through the
annotation interface where participants would, for each report:
a. annotate the report with a given number of human factors labels from the
ASRS taxonomy
b. rate how confident they were for each of the labels they chose
c. be able to indicate (in free-text form) if they had any other comments
concerning the annotation
7. Upon completion of the annotation task, participants were provided with postparticipation information and any open questions participants might have had concerning
the task were answered

Measures. For the measure of semantic similarity, participants were presented with all
category pairs from the ASRS taxonomy. For each pair, they were asked to judge the semantic
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similarity between pairs on a scale from 1-7 with 1 being “not at all similar” and 7 being “highly
similar” (a scale adapted from the word-pair similarity rating task of McDonald & Ramscar,
2001). From combinatorics, it is known that the number of possible pairs in a set can be
computed as (𝑘2) =

𝑘!
2(𝑘−2)!

so for 12 items of the ASRS taxonomy, the number of possible pairs

12!

for the rating task were 2(10!) =

12∗11
2

= 66. As an example, in the “naïve” rating task, the

description presented to the participants was as follows:
For all 66 Human Factors label combinations below, please indicate how similar you
think the concepts are to each other by clicking the corresponding value, even if it is the
default. Please use “naïve” judgments for this task without looking up the definitions to
any of the presented concepts. A choice is required for all label combinations.

All 66 label combinations were presented (as discussed above) from, for example,
“Communication Breakdown” & “Confusion” to “Troubleshooting” & “Workload,” in random
order. After the naïve judgment task, participants were presented with the definitions for all 12
concepts in the ASRS taxonomy after which they repeated the similarity rating task. During this
“informed similarity rating” task, participants also had the possibility to readily access the
concept definitions via a tooltip next to each label combination. Definitions were taken from the
original NASA definitions that had been provided by an ASRS official. With permission, I am
using these definitions for the study; however, I have agreed not to make the exact definitions
public.
Following the semantic similarity judgment task, participants performed the task of
annotating report narratives according to the ASRS human factors taxonomy. To do so, a survey
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form generated with Qualtrics was adjusted to loop over all 400 narratives (a sample screenshot
is provided in Figure 10). Each incident narrative was presented on top of the form and the
human factors concepts from the ASRS taxonomy below the narrative. Next to each human
factors concept was a checkbox where participants could indicate their choice(s) for human
factors concepts associated with the narrative. On the right side of the labels, next to each human
factors concept was a question mark that acted as a tooltip for participants to view the definition
of the associated human factors concept.
Since multiple human factors could have been involved in any given incident report
(reference the multi-label discussion from Chapter 2), the interface allowed for multiple
selection. However, participants were shown the total number of labels that had been associated
with the original narrative by the ASRS referent and were restricted to selecting exactly that
number of labels. This restriction was put into place in order to allow for a meaningful
comparison of annotations to those of the ASRS referent and between each other.
Once participants completed their selection for a specific narrative, the annotation
interface would advance to a new screen which allowed them to indicate their confidence in their
selections. For example, if the presented narrative allowed two choices, and the participants
chose Fatigue and Time Pressure, then, on the next screen, they would be asked to indicate their
confidence in those two choices. The choices for confidence ranged from 1-7 with 1 being “less
confident” and 7 being “more confident.” Lastly, a text box allowed participants to free-form
comment on the selection of labels for each narrative.
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Figure 10: Annotation interface in Qualtrics with sample narrative
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Training and Evaluating the Machine Learning Model
All model building and evaluation was performed using the programming language
Python and the machine learning library scikit-learn (Pedregosa et al., 2011), unless otherwise
specified. In order to train the machine learning model, I used the ASRS data (𝒟) gained through
the search process that had been outlined. Two important aspects for training machine learning
models are selection of hyperparameters and evaluation of the model on unseen data to estimate
the generalizability of the model. Closely related to these two aspects is what is known as the
bias-variance trade-off (e.g., James et al., 2013; Kohavi, 1995b). While I touched on the subject
of bias and overfitting in Chapter 2 already, I would like to return to it here on order to explain
the model-building process.
In summary, bias is “the error that is introduced by approximating a real-life problem,
which may be extremely complicated, by a much simpler model” (James et al., 2013, p. 35). In
the example from James et al. (2013), considering linear regression, a straight line might not be a
good fit to data that does not follow a linear relationship. In this case, the addition of higherorder polynomial features might increase the flexibility of the model and provide a better fit to
the data. Following this example, the straight-line approach has a higher Mean Squared Error
(MSE) on the data that it had been trained on than a more flexible model which could adapt
better to training data that is inherently non-linear, therefore lowering the MSE of the model.
Such a more flexible model with a lower MSE would be said to have low bias on the training set
compared to a less flexible model with higher MSE. The bottom line is that a model with low
bias fits the training data very well. However, a question is how such a model would generalize
to new, unseen data. This is where the variance of a statistical learning method comes into play.
Variance is the amount by which the estimates of a model would change if such a model would
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have been estimated by a different dataset (e.g., James et al., 2013). A model is said to have high
variance if changes in the training set result in large changes of the estimator (James et al., 2013).
Now the trade-off is that, in general, as a model is made more flexible, variance increases and
bias decreases (James et al., 2013). This brings back the discussion of overfitting from Chapter 2.
If a model overfits the training set, it has low generalizability as its error when evaluating unseen
data is almost always going to be much larger than the error on the training set. Such a model has
low bias and high variance. In the most extreme sense, if a model would just “memorize” the
whole dataset, it would be 100% accurate on predictions of the data it was trained on but would
not generalize well towards unseen data. Another problem that was mentioned in Chapter 2 is
that of noise. If there is substantial noise in the dataset, a classifier that overfits is likely to model
a substantial amount of the noise instead of the underlying signal.
With that in mind, in my methodology of building and evaluating a machine learning
classifier, I am drawing from current best-practices and extrapolate three main concepts in order
to tune the model, as well as to maximize and assess generalizability of the model (Burkov,
2019; Géron, 2017; James et al., 2013; Raschka, 2018; Witten et al., 2017). Those concepts are:
•

Train/Test split

•

Grid search with 10-fold cross-validation for hyperparameter tuning

•

Stratification

Train/test split. I have split 𝒟 into two sets, a training/validation and a test-set,
henceforth referred to as 𝒟𝑡𝑟𝑎𝑖𝑛 and 𝒟𝑡𝑒𝑠𝑡 respectively. The model training and validation was
performed on 𝒟𝑡𝑟𝑎𝑖𝑛 . 𝒟𝑡𝑒𝑠𝑡 is what is known as a holdout set. It is used to assess performance of
a model on unseen data once the classifier is trained and optimized. Therefore, it provides an
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unbiased estimate of model fit. In practice, if the model is generalizable (i.e., is not
over/underfitting the training data), performance estimates on the holdout set 𝒟𝑡𝑒𝑠𝑡 should be
close to the same performance estimates on the training set 𝒟𝑡𝑟𝑎𝑖𝑛 although the estimator might
be pessimistically biased due to the model not having been trained with all available training data
(Kohavi, 1995). I have opted for a modified 80%/20% split. In practice, data is often split into
80%/20% or 70%/30%. Generally, the more data there is available, the larger the test set can be.
However, as outlined for example by Raschka (2018), splitting off too much data for a test set
leads to less data available to train the model which, in turn, can lead to the model not reaching
its full capacity on the training set (Raschka, 2018). It has been empirically shown by, inter alia,
Raschka (2018) that, as the training size grows, a model is less likely to overfit and less likely to
pick up on noise in the training set leading to a better generalization. There is no general
recommendation what constitutes a large dataset and thus what the proposed split should be. One
reason for this is that it depends not only on the classifier being used (for example, deep learning
classifiers such as neural networks generally require much larger amounts of data than shallow
classifiers such as SVM; Goodfellow et al., 2016) but also on the type of problem (binary
classification versus multi-class versus multi-label). In general, any classification problem with
imbalanced labels requires more data when splitting such as to ensure that there is an adequate
amount of label representation in each split. Drawing from the presented knowledge, I have
decided to perform an 80%/20% split in which I am splitting the data such that 𝒟𝑡𝑟𝑎𝑖𝑛 equals
80%, 𝒟𝑡𝑒𝑠𝑡 equals 20% and the subset for human annotation ℋ is part of 𝒟𝑡𝑒𝑠𝑡 . I have decided
for ℋ ⊆ 𝒟𝑡𝑒𝑠𝑡 in order to generate an unbiased estimate for ℋ from the classifier.
Grid search with 10-fold cross-validation for hyperparameter tuning. Performing
cross-validation on a dataset is a resampling method to estimate the performance of a classifier
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on unseen data (James et al., 2013). The main idea is that one should not estimate performance
directly on data that a classifier has been trained with as, in doing so, one would likely highly
overestimate the generalization performance of the classifier (James et al., 2013). As I have
already iterated in the section about train/test split, one of the main ideas is to ensure adequate
generalization performance of the classifier. While I already have a holdout set 𝒟𝑡𝑒𝑠𝑡 set aside,
best practice in machine learning is to leave the holdout set untouched until the classifier has
been properly tuned to fit the dataset well. Such tuning comes in the form of hyperparameter
estimation where hyperparameters are, for example, regularization parameters that can be passed
to a classifier in order to prevent over- as well as underfitting the dataset. Therefore, tuning of
hyperparameters is usually performed using the training/validation set 𝒟𝑡𝑟𝑎𝑖𝑛 in a procedure
called cross-validation. Another option would be to generate another holdout set for validation,
as is being done with a test set. This is a preferred method only if there is ample data available to
do so as it splits off more data that can then not be used for training. I have decided that there is
not enough data to perform such a three-way split into train/validation/test set and therefore I am
using cross-validation for hyperparameter tuning. In cross-validation, the dataset in split into socalled folds. The number of folds is usually denoted as 𝑘 and therefore the procedure is also
known as 𝑘-fold cross-validation. Kohavi (1995) has shown experimentally that 10-fold crossvalidation provides the best estimate on most dataset with regards to relatively low bias and low
variance as opposed to a higher or lower number of folds in the estimation procedure. In 10-fold
cross-validation, a dataset is split into 10 folds. For each iteration, the procedure then selects 9
folds as the training set and the remaining fold as the test set. It does so 10 times varying the fold
selected for training and test such that each fold is acting as the test set exactly one time.
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Stratification. To reiterate the goal of stratification, it is a process that is employed when
subsets are created from the original dataset with the goal of maintaining the proportions of the
subset label distributions close to the proportions in the original dataset (e.g., Sechidis et al.,
2011). Earlier, I stated the importance of stratification to create a representative subset of the
overall data that I then used for human annotation. Here, I will outline the importance of
stratification for the purpose of training and evaluating a machine learning classifier. As I have
stated earlier, in 10-fold cross-validation, the dataset is split into folds. The two main ways of
doing so is by random selection or by using some form of stratification when splitting the set. In
binary classification, this procedure is well-defined. For example, if one has a set of emails and
80% are classified as regular email while 20% are classified as spam, it is relatively straightforward to maintain these proportions in the folds. However, for a multi-label problem,
especially with an imbalanced dataset, stratification is still an unsolved problem with varied
solutions (e.g., Charte et al., 2015; Gibaja & Ventura, 2015; Sechidis et al., 2011). The
importance of stratification is underlined by experimental research, for example by Kohavi
(1995) and Sahu et al. (2017) who both report lower bias and variance of estimates when
stratified cross-validation is compared to random sampling methods. While Kohavi does not
show this on a multi-label dataset, Sahu et al. show the same findings for multi-label datasets. As
it stands, the stratification procedure by Sedichis et al. (2011) is regarded as one possible
solution to the problem and thus I have used the Python implementation of this procedure by
Szymański and Kajdanowicz (2019) in performing cross-validation.
As should have become evident, the main goal in building a machine learning classifier is
not to build a classifier that performs exceptionally well on the test set 𝒟𝑡𝑒𝑠𝑡 alone but to use all
the available tools that I have just mentioned to build a classifier that generalizes well to unseen
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data. For this purpose, evaluating all performance measures collected through aforementioned
techniques is imperative. I will now turn to the part of selecting the features for training and then
combine all the information to present the final selection strategy for the optimum classifier.
Feature selection. Feature selection for training a classifier in an NLP task begins with
preprocessing the data (see also Boesser & Jentsch, 2019; Hotho et al., 2005; Vijayarani et al.,
2015). The narratives were lowercased and tokenized (each word in the narrative became a
separate entity while removing all punctuation from the text). From the resulting tokens, a vector
space model was created. A vector space model is a representation of the tokens and documents
in which each document is represented by, for example, a word count of the individual tokens to
create what is known as a document-term frequency (dtf) matrix (see, for example, Turney &
Pantel, 2010). In a dtf matrix, the documents become the rows and the columns represent all the
individual tokens of the combined set of documents with their relative frequency count. Figure
11 shows an excerpt of a dtf matrix from ASRS reports (the full dtf matrix is of course of
significantly larger size).

Figure 11: Sample document-term-frequency matrix
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While the cells in this matrix represent counts, there exist different weighing schemes
based on the importance of certain words which can be algorithmically determined. One of the
more popular weighing schemes in NLP, a function called term-frequency inverse-documentfrequency (tf-idf) is often used to normalize the term counts based on the overall representation
of the term in the dataset, therefore giving more weight to discriminative terms rather than
irrelevant ones (see, for example, Manning et al., 2008). Performance of tf-idf as compared to
raw frequency count was analyzed in my study. Subsequently, the labels were turned into label
vectors for the purpose of multi-label classification. Binary classification was performed with
single, binary vectors for each of the labels. The data was then submitted to the machine learning
algorithm.
The classifiers. Read et al. (2011) provide a good overview of multi-label classification
methods. Methods range from training separate classifiers for each instance (for example,
Fatigue vs not Fatigue) known as Binary Relevance (BR) to classifiers that take relationships
between labels into account. In general, the more complex the procedure, the higher the
computational cost of training. Transforming multi-label problems into single label problems is
“attractive on account of both scalability and flexibility: any off-the shelf single-label classifier
can be used to suit requirements” (Read et al., 2011, p. 334). I have selected BR, where separate
classifiers are trained for each label, as the choice for multi-label classification. More advanced
and dedicated multilabel methods were outside the scope of this dissertation, partially due to
their infancy in implementation in Python. Other multilabel frameworks such as MULAN
(Tsoumakas et al., 2011) might be suited for future studies.
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For the purpose of selecting a classifier for BR, I have tested the following five
classifiers:
•

K-nearest neighbor algorithm

•

Linear SVM Classifier (Linear SVC implementation in scikit-learn)

•

Naïve Bayes

•

Random Forest

•

Logistic Regression (with regularization)

Specifically, I have chosen those five classifiers because of their applicability to text
classification problems which has been tested by various researchers in the past on similar
problems of incident classification (e.g., Goh & Ubeynarayana, 2017; Tanguy et al., 2016).
While SVM was the most popular classifier and generally performs well on text classification
problems (see, for example, Joachims, 1998), it is common practice in most studies to evaluate
multiple classifiers over a range of hyperparameters. Performance differs with the underlying
data; as such, different models are usually tested and their hyperparameters are tuned using some
form of cross-validation with the aim of reducing overfitting and finding the classifier that
generalizes best to unseen data (Raschka, 2018).
With these five classifiers, I have performed a grid search procedure (as outlined earlier)
to estimate the best preprocessing and feature selection methods for the ASRS dataset, as well as
to tune the base classifier. In detail, I have performed a grid search over hyperparameters for the
vectorizer (the module that creates the dtf/tf-idf matrix), as well as hyperparameters for the base
classifier for the BR method. For the vectorizer, the following hyperparameters were evaluated:
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•

Exclusion of terms with minimum term frequencies – this can exclude terms that very
rarely occur in the overall documents. For example, misspellings are words that often
occur only once in the whole set of narratives and, as such, only add to the noise but do
not present any meaningful data for classification. Some of the other words that rarely
occurred were for example navigational points that likely only pertain to specific
narratives and describe specific locations where ASRS reports have been filed. While
certainly important for a safety department trying to reconstruct positional information of
a narrative, those do not add valuable information in terms of overall human factors
involvement in an incident, unless the goal is to tie the incident to a specific location.

•

The usage of stopwords – stopwords are a predefined list of terms that often occur in a
language but oftentimes do not add any meaning for text classification purposes. I have
used the stopword list from the Natural Language Toolkit (NLTK) module by Bird et al.
(2009). I have modified this list to leave pronouns like I, he, she, it, intact.

•

Using stemming or lemmatization to process the tokens (for a discussion of the effects
and why I decided not to do so see Chapter 5)

•

Using tf-idf as a term-weighing scheme as opposed to raw counts.

•

Comparing performance using a model with unigrams versus a model of unigrams and
bigrams.

For the base classifiers, I have evaluated—where appropriate—different values for
regularization and adjustment of the loss function to compensate for the label imbalance in the
dataset. I have then taken the best performing classifier and estimated performance on the
holdout set 𝒟𝑡𝑒𝑠𝑡 . The final classification performance on 𝒟𝑡𝑒𝑠𝑡 (which included the human
67

annotated set 𝒟ℎ𝑢𝑚𝑎𝑛 ) was then used for comparison to human annotation. Classification from
the machine learning algorithm was contrasted and compared to that of the D and D+C experts to
evaluate the hypotheses proposed in Chapter 2. In the next chapter, I will now present the results
of this study.
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CHAPTER 4: RESULTS
Description of the Dataset
The final selection of narratives and their associated labels consisted of 17,253 reports
from the ASRS database. Of these, 400 reports were selected for human annotation. There are 12
labels in the human factors taxonomy. Each report can have one or multiple labels attached to it.
A labelset is a unique combination of labels; 869 unique combinations of labels are present
within the 17,253 reports. For the purpose of interpreting the results and to provide a central
point of reference, I will now summarize the notations from Chapters 2/3 and add on for the
purpose of this Chapter following notation guidelines by Gibaja and Ventura (2015), Tsoumakas
et al. (2010), as well as Zhang and Zhou (2014). As each one is a little bit different, I tried to
merge the differences:
•

Let 𝒳 = ℝ𝑑 be the d-dimensional feature space such that for each report 𝒙𝑖 ∈ 𝒳 is the
associated feature vector for the 𝑖 𝑡ℎ narrative in the dataset

•

Further, let ℒ be the label space consisting of 𝑞 labels such that ℒ = {𝜆1 , 𝜆2 , . . . , 𝜆𝑞 }. In
the case of the human factors taxonomy, ℒ = {𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐵𝑟𝑒𝑎𝑘𝑑𝑜𝑤𝑛,
𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛, . . . , 𝑊𝑜𝑟𝑘𝑙𝑜𝑎𝑑} and 𝑞 = 12. Each subset of ℒ is considered a labelset.

•

In addition to representing label associations as subsets (as above), they can also be
represented as 𝑞-dimensional binary vectors in the form of 𝑦 = (𝑦1, 𝑦2, . . . , 𝑦𝑞 ) = {0, 1}𝑞

•

Each instance of 𝒙𝑖 has a set of labels associated with it such that 𝑌𝑖 ⊆ ℒ

•

The multi-label corpus for my study is the set of all narratives (𝑚 = 17,253) and their
associated labels and is referred to as 𝒟 = {(𝒙𝑖 , 𝑌𝑖 ) | 1 ≤ 𝑖 ≤ 𝑚}
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•

𝒟𝑡𝑟𝑎𝑖𝑛, 𝒟𝑡𝑒𝑠𝑡 ⊆ 𝒟 where 𝒟𝑡𝑟𝑎𝑖𝑛 ∩ 𝒟𝑡𝑒𝑠𝑡 = ∅ are the disjoint training and test subsets
introduced later in this Chapter

•

𝒟ℎ𝑢𝑚𝑎𝑛 is the subset of 𝒟 that was used for human annotation with the exception that the
labels were derived from the human annotation process (400 narratives)

•

Multi-label classification is trying to learn a function that maps the input space 𝒳 to the
label space ℒ such that ℎ: 𝒳 → 2ℒ and thus ℎ(𝒙) returns the labelset for 𝒙

•

Let 𝒫𝑖 , ℛ𝑖 , and ℱ𝑖1 be precision, recall, and the F1-score for each individual label of ℒ

With the introduction of the terminology above, I will turn to a general description of the
dataset. The beginning of this chapter will analyze the full dataset 𝒟 with the referent annotation
for all 17,253 reports, while later sections will analyze parts of it such as 𝒟ℎ𝑢𝑚𝑎𝑛 . For clarity, I
will mention explicitly which part of the dataset is being analyzed in certain sections.
Narratives. The first task was to examine the narratives of the dataset, i.e., the general
characteristics of the reports because the labeling process is explicitly based on the information
at hand. Referring back to Chapter 2, Figure 5, “Higher-Order Representations” of the incident
report are mainly derived from the report narrative, although other metadata such as time of day
might also provide further detail concerning the surroundings of the report. At the most basic
level, there is expected variation in both the quality and length of the reports. In general, the
varying length of the reports can be problematic both for human and machine annotation. If there
is too little information provided, meaningful conclusions might be more difficult to achieve. On
the other hand, too much information might make it more difficult to filter out the important
aspects. Some incidents are more straight-forward than others and might not require as much
information. Finally, quantity does not equate quality, but it is a first indicator of the general
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characteristics of the dataset. To estimate the variation in report length, without referencing the
number of labels associated with any single report, I have created a frequency distribution of
words per report in Figure 12.

Figure 12: Histogram of total word count per report with kernel density estimate
Note: The dashed line represents median word count of 242 words.

The minimum word count per report was 5 words, with a maximum word count of 2,192
words. Median narrative length was 242 words, mean length 299 words, indicating the slight
positive skew that is also visible in Figure 12. I extracted the narrative with 5 words in order to
examine its contents. The narrative was as follows:
“All three autopilots failed enroute.” (ACN #1142101)
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The narrative was tagged with the human factor Confusion. As this is not evident from
the narrative itself, the narrative is a great example of an important characteristic of the ASRS
database. The safety report collection process leaves an option for what is considered in ASRS
terms a “callback.” A callback is initiated if there is not enough information in a submitted
narrative and/or further information or clarification is requested from the person who submitted
the report. In the case of ASRS, a callback usually takes on the form of a telephone call from a
person at the governing agency. Results of this callback, if initiated, are being attached to the
original report in the database. In the case of the discussed report, the callback was as follows:
“Reporter stated they continued on to [their destination] after all three autopilots would
not hook-up during climb. The weather was good at destination for the one hour and
fifteen minute flight. Reporter advised they had to fly at lower altitudes due to RVSM
limits. No further information about cause of the autopilot issue. Reporter also advised
that if they had been at the gate, he would have shut aircraft power down and suspects the
autopilots would have been fine after powering back up.” (Callback to ACN # 1142101)

While the callback narrative in and of itself does not reveal indications of Confusion on behalf of
the flight crew, this example highlights the inherent noisiness of the annotation process that the
machine learning algorithm and the human annotators would have to deal with. What is not
known is whether the reporter stated over the phone that they were Confused and thus the report
got labeled with the tag Confusion. I need to make very clear here that this is not meant to be a
criticism of the existing procedures, it is merely underlining some of the limitations to training a
machine learning classifier on the data, as well the limitations when trying to examine the
reliability of the taxonomy with the existing data.
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As the shortest narrative had a single label attached to it, the longest narrative with a
word count of 2,192 words, had 3 labels attached to it. Theoretically, longer narratives can
provide more information to make a decision what type of human factors were present. That does
not mean that, in general, longer narratives should have more labels attached. It is perfectly
reasonable to have a very long narrative but only a few human factors (if any) that were involved
in the incident or mentioned in such (as in the example of the longest narrative with 2,192 words
and 3 labels). However, if one finds that longer reports predominantly have more labels attached
to them, then that might be a problem. This might present an explicit bias where longer
narratives would automatically indicate that there might have been more problems when it was
really a function of the willingness of the reporter to invest time into providing meaningful
information to analyze the incident report. Therefore, I tested the assumption whether longer
narratives might, in general, contain more labels because they tend to provide more information.
Figure 13 shows that, in general, longer narratives tend to have more labels associated
with them. A Spearman rank-order correlation revealed a significant positive relationship
between narrative word count and associated number of labels, 𝑟𝑠 = 0.165, 𝑝 < .001. Interesting
to note in Figure 13 is that, although most narratives with a single label were comparatively
shorter than, for example, narratives with 8 labels, there are lots of outliers on the high end of the
word count for narratives with a single label. In fact, some of the longest narratives in the dataset
only have a single label attached to them. Chapter 5 will make some suggestions as to possible
measures that can be used during data collection to try and minimize this bias.
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Figure 13: Narrative word count by number of labels

Labels. To gain more insight into the labels that were attached to the narratives (referred
to as “referent labels” herein and assumed as a “gold-standard”), general statistics were
calculated and are outlined in Table 4. It is evident that this is a quite diverse dataset with 869
distinct labelsets. However, this represents only about one fifth of the theoretically possible
labelsets. Further, as discussed earlier, some labels such as Situational Awareness and
Communication Breakdown are overrepresented, while some others like Physiological – Other
are underrepresented. What is also interesting when considering the reports per labelset is that
some labelsets are also clearly overrepresented with a maximum of 2,237 reports per labelset,
while there are also labelsets that are only present once. Examining the data, this is a distribution
with a positive skew.
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Table 4
Statistics of the Dataset (layout adapted from Sechidis et al., 2011)
Number
of Labels

12

Reports

17,253

Distinct
Labelsets

869

Labelsets
/ Reports

0.05

Reports per Labelset

Min
1

Avg
20

Max
2,237

Reports per Label

Min
617
(Physiological
– Other)

Avg
3,475

Max
9,200
(Situational
Awareness)

Labelsets that are occurring the most are Situational Awareness (by itself; n = 2,237),
Communication Breakdown (by itself; n = 918), Communication Breakdown and Situational
Awareness (n = 579), Other / Unknown (by itself; n = 494), as well as Confusion and Situational
Awareness (n = 427). On a macro-scale, there is a clear overrepresentation of Situational
Awareness. As a more abstract concept than, for example, Fatigue, it begs the question if
Situational Awareness (to state the obvious: Situational Awareness in the context of a lack of
Situational Awareness) might be, in fact, sometimes used along the lines of a one-size-fits-all
label. Is it too generic? Is there inconsistency in the understanding what Situational Awareness
(or a lack thereof) is? Or is it too broad? Some of these questions will be addressed in the current
and following Chapter; however, I started by examining specific reports with the label
Situational Awareness attached to them as the sole label. My intuition was that these must all be
fairly short reports. What I found although was that reports differed considerably in length with a
minimum of 8 words, a maximum of 2,064 words and a mean of 206 words. Both, the shortest
and longest narrative that were labeled as Situational Awareness are ACN #1062677 and ACN
#1410856, respectively. In the shortest narrative:
“Fuel stop, emergency descent, diversion, 14 hour duty day.” (ACN #1062677)
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there are really no apparent indications that would allow for any human factors analysis (there
was also no mention of any “callback” in the database that would have allowed for more detailed
investigation), whereas the longest narrative (ACN #1410856) is written in detail, very analytical
and lists multiple problems such as operational pressure, rushing, communication and
coordination issues, to name just a few. As such, it would allow for in-depth analysis. While it
can only be speculated why this report did not receive more attention, it underlines a critical
point here which is, considering the number of reports received per day, there might not be
enough resources to properly handle the incoming data. Especially in such a case, automating
parts of the analysis or having automated “suggestion” systems for applicable labels might
reduce the workload and, ultimately, increase the quality of the data. Whereas in the other
example with 8 words, automation could query the reporter for more specifics so that a
meaningful analysis of the report becomes possible.

Human Annotation Performance
This entire section is mainly based on the subset 𝒟ℎ𝑢𝑚𝑎𝑛 of 400 narratives that were
derived according to the heuristics outlined in Chapter 3. These were the selected 400 narratives
that were submitted for human annotation. In order to answer research questions concerning the
reliability of human annotation, I present general descriptive statistics alongside inferential
measures such as confidence intervals where appropriate. Broadly, one can derive evaluation
measures that are either label-based or example-based (e.g., Gibaja & Ventura, 2015; Zhang &
Zhou, 2014). Label-based measures evaluate metrics based on individual labels. For example,
agreement measures can be calculated on the basis of agreement/disagreement on each individual
label of the human factors taxonomy. Here, the question is about, for example, how reliably is
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Fatigue labeled throughout the dataset. On the other side are example-based measures. These
measures evaluate on the basis of individual examples, here on the basis of labelsets attached to
the narratives by the individual annotators. More specifically, agreement/disagreement is
evaluated based on the set of labels attached to individual narratives with the main question
being how reliable annotation is when one or multiple labels are attached to a narrative.
Throughout this section, I am using a mixture of label- and example-based measures. Whenever
possible, I am explicitly stating the nature of the evaluation metric. I am beginning this section
with an evaluation of the general usage of labels among annotators, followed by an assessment of
agreement based on individual labels and conclude this section with a formal assessment of
agreement based on Krippendorff’s 𝛼 (see also Appendix A).
Label usage. Refer to Figure 14 and Figure 15 for label usage by rater group (D and
D+C experts respectively). In a methodology adapted from Foster et al. (2015), I have calculated
the coefficient of variation (CV) to quantify the variation in individual label usage. These results
are summarized in Appendix C, Table 24 and Table 25. What can be seen is that individual label
usage is highly variable, with D expert usage CV in the range [0.10, 1.01] and D+C expert usage
in the range [0.15, 1.24]. Mean CVs were 0.495 and 0.473 respectively. While mean CVs
between both groups are fairly close, there are considerable differences in individual items.
Notably, the item with the highest CV in the D expert group Time Pressure (CV = 1.01) was the
item with the lowest CV in the D+C expert group (CV = 0.15). As comparison, in their study of
sound source annotation, Foster et al. attained CVs in the range [0.019, 0.094] for sounds that
were easy to distinguish and [0.455, 1.608] for more ambiguous sounds. Referencing their CVs
of easily identifiable sounds, it can be deduced that the annotation task presented herein seems to
be inherently more variable than relatively mundane tasks.
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Figure 14: Label usage by individual D experts
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Figure 15: Label usage by individual D+C experts

It also needs to be noted that, through the design of the experiment, the number of labels
that were to be chosen for any single narrative was fixed at the number of labels that had been
originally assigned by the referent. As an example, if a narrative had four labels attached to it in
the original dataset, the human annotators had to also select exactly four labels for that narrative.
While discussed further in Chapter 5, this has sometimes led to situations where either (a) the
human annotators were forced to choose more labels than they thought were appropriate, or (b)
to situations where the human annotators would have chosen more labels than the number of
labels that they were restricted to. This is reflected in some of the comments that the annotators
gave for individual narratives. Comments included:
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•

“Not enough information in this report to determine 4 factors.” (D expert for ACN
#866451)

•

“No idea why 3 factors. Comm breakdown is obvious. Troubleshooting, maybe.”
(D+C expert for ACN #1411317)

•

“Situational Awareness, time pressure, and workload are also factors that could
have been mentioned.” (D expert for ACN #1012007)

I have particularly examined the last example ACN #1012007 and found that the referent
coded this report as Situational Awareness. D1 expert coded as Communication Breakdown, D2
expert as Distraction, and D3 expert as Communication Breakdown. On the D+C expert side,
D+C 1 expert coded as Workload, and D+C 2, as well as D+C 3 experts coded as Time Pressure.
There might have been more overlap if annotators were able to assign more labels than the
original referent labels. On the other hand, the ability to code more labels might have led to large
variations in the number of labels that people would assign to narratives. Either way, the
differences in label usage can be seen as a precursor to differences in IRR between raters and
between groups. Variations in CV existed between raters within a group and between the groups
themselves. Now that I have examined the individual label usage, I will turn to examine the IRR
with regards to the taxonomy.
Interrater reliability. An IRR analysis was performed to assess the degree to which
annotators consistently assigned labels of the ASRS human factors taxonomy to the narratives. In
this first section, I am evaluating IRR as a label-based measure. Specifically, I am evaluating
each label separately in a hypothetical present-versus-absent classification scheme, turning the
multi-label problem into a subproblem of binary classification. Examining the marginal
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distributions of individual labels (i.e. Fatigue vs. not Fatigue in a 2x2 contingency table of
agreement—see Appendix A, Table 17 for an example of such a contingency table) indicated
that there are cases with considerable imbalances in the marginal totals stemming from an overall
low prevalence of certain labels (as assumed by the imbalance of labels in the original dataset
and as confirmed in the analysis of label distributions by raters in Figure 14 and Figure 15. For
the example of Fatigue, which is generally less prevalent in the narratives, this means that any
annotator will be more likely to label a significantly larger portion of narratives as “not Fatigue”
versus “Fatigue,” thereby the marginal totals will be skewed in these situations. As is discussed
in Appendix A, traditional measures of IRR such as Cohen’s 𝜅 are known to underestimate
agreement in the presence of systematic bias or prevalence problems. As further explored in
Appendix A, alternatives to 𝜅 have been suggested; however, there is little agreement on which
method or coefficient is performing best. In the absence of an “optimal” agreement coefficient, I
decided to report Krippendroff’s (2004) 𝛼 for its flexibility of being able to handle multiple
coders, as well as distance measures. I also decided to report ppos (Cicchetti & Feinstein, 1990) as
a measure of proportion of agreement for the “positive” class only (i.e., the proportion of
agreement on the presence of a label, analogous to sensitivity) in order to provide a measure that
is not affected by low prevalence of the positive class itself. For further discussion, please refer
to Appendix A.
While benchmarking kappa-like statistics is often dependent on the problem—and
various guidelines for providing benchmarks exist—I am using the scale proposed by Landis and
Koch (1977) in order to translate numerical ranges into labels (see Appendix A). The closest
comparison of agreement values can probably be made with a study by Cohen et al. (2015) who
performed an analysis of reliability in coding aircraft incidents/accidents with the HFACS
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taxonomy. In the analysis, Cohen et al. reviewed studies that reported the reliability of HFACS
coding. While the methodology of the presented studies varied—and sometimes there was not
enough detail provided by the original authors of the reviewed studies to make meaningful
conclusions about the presented reliability—reliability ranged from a percent agreement of
34.5% in one study to an average percent agreement of 88.8% and average Cohen’s κ of 0.67 in
the study with the largest number of reported categorized causal factors (Cohen et al., 2015).
However, classification in some of the reported studies differed because raters were presented
with “causal factors” and would base their assignment of labels on those—this is different from
annotation tasks where raters have to extract the “causal factors” from the raw incident/accident
reports themselves before categorization. Cohen et al. (2015) theorized that this “two-stage
approach may also yield a higher variability and reduces the reliability among raters” (p. 732).
With this as background knowledge, I present Krippendorff’s 𝛼 by label and group (D experts
vs. D+C experts) in Figure 16. Appendix C, Table 28 and Table 29 list the numerical values
associated with Figure 16. Three main statements can be made by examining agreement between
raters, namely (a) agreement in general is anywhere between poor and substantial (referencing
the benchmark values by Landis and Koch), (b) agreement is highly dependent on the label, and
(c) except for the label Fatigue, agreement of most other labels is between slight and moderate.
The only two labels where the 95% CI crosses the value 0 are Confusion and Other / Unknown in
the D+C expert group. This indicates that, for those labels within the D+C expert group,
agreement was no different from chance.
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Krippendorff's Alpha

1.00

0.75

Group

0.50

D experts
D+C experts
0.25

Other / Unknown

Workload

Troubleshooting

Training / Qualification

Time Pressure

Situational Awareness

Physiological − Other

Human−Machine Interface

Fatigue

Distraction

Confusion

Communication Breakdown

0.00

Human Factors Labels

Figure 16: Krippendorff’s α by label and group (D experts vs. D+C experts)
Note. Error bars show Krippendorff’s 𝛼 and 95% CI calculated with the R irrCAC package described in Gwet
(2014). 95% CI is for interpretation of the null hypothesis only, i.e., agreement is better than chance when 95%
CI is not crossing 0.

Krippendorff’s 𝛼 agreement in the D expert group ranges from 0.108 for Other /
Unknown to 0.698 for Fatigue with a mean agreement of 0.333. In the D+C expert group,
agreement ranges from 0.018 for Confusion to 0.620 for Fatigue with a mean agreement of
0.301. In the D expert group, ppos scores range from 0.20 for Other / Unknown, as well as Time
Pressure to 0.69 for Fatigue and Communication Breakdown. Scores for pneg range from 0.72 for
Communication Breakdown to 0.99 for Fatigue. Interestingly here, Communication Breakdown
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has one of the highest ppos and one of the lowest pneg, indicating that raters were showing
comparatively high agreement on the presence of the label, while at the same time agreement on
the absence of the label was comparatively low. This also helps to explain the value of
Krippendorff’s 𝛼 for Communication Breakdown of 0.418 as opposed to Fatigue with a
Krippendorff’s 𝛼 of 0.698. In the D+C expert group, ppos scores range from 0.15 for Confusion to
0.63 for Fatigue. pneg scores range from 0.70 for Other / Unknown to 0.99 for Fatigue. The
varying degrees of agreement show how different measures can be used to diagnose IRR in a
study.
Next, in order to provide an omnibus measure of agreement, I calculated Jaccard
Distance as a distance metric and input this distance metric as a weight matrix in the calculation
of Krippendorff’s 𝛼. The results are shown in Table 5. While these results are not comparable to
any of the 𝛼 or ppos/pneg metrics that were presented earlier, they do provide an omnibus measure
of agreement and can be compared to each other. I have calculated agreement between D and
D+C experts as a baseline of comparison at 0.251. An agreement value between D experts of
0.268 and D+C experts of 0.216 shows that D experts have a higher agreement than D+C
experts. D experts agree with each other more than D and D+C experts combined and D+C
experts agree with each other less than D experts and D+C experts combined. When the referent
ratings are added, both agreements drop slightly to 0.251 (D experts with referent) and 0.207
(D+C experts with referent). Further, I have divided the dataset into two sets using the first and
last 200 narratives of the full dataset respectively. I have then rerun the analysis on the split
dataset in order to estimate if agreement between raters improved with time. As Table 5 shows,
this was true for the D experts but not for the D+C experts.
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Table 5
Krippendorff’s α Calculated Using a Weight Matrix Derived from Jaccard Distance
Annotator combinations
Dataset

Full 𝒟ℎ𝑢𝑚𝑎𝑛 (400 narr.)

D and D+C
experts
(baseline)
0.251

First 200 narr.

0.240

D experts

D+C experts

D experts
with referent

D+C experts
with referent

0.268

0.216

0.251

0.207

0.232

0.2280

0.2282

0.216

Last 200 narr.
0.259*
0.297*
0.201
0.269*
0.197
Note. * indicates an increase in reliability between the first and last 200 narratives in the annotation process

Based on the presented results, Research Question 1:
What is the reliability of the ASRS taxonomy and how does annotation differ between the
referent, D+C experts, and D experts? How well do pilots without special human factors
training perform in annotation?
is answered as follows:
Hypothesis 1A: In general, due to the homogeneity of groups, IRR will be higher within groups
(i.e., within D+C experts and within D experts) than between groups (i.e., D+C experts versus D
experts).
Within-group agreement was the highest for D experts at 0.268 for Krippendorff’s α
using Jaccard Distance as an example-based measure. This is also true for the mean
agreement of 0.333 averaged over separate label-based measures. D+C experts’ withingroup agreement was lower for the example-based measure of Krippendorff’s α at 0.216
which is also reflected in a lower averaged label-based measure of 0.301. Combined, D
and D+C groups’ agreement on the example-based measure is 0.251. Therefore, D+C
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experts’ agreement is both less than the combined measure and less than D experts’
agreement. Therefore, Hypothesis 1A is supported for D experts only.

Hypothesis 1B: IRR will, in general, be greater between the Referent and the D+C groups than
between the Referent and the D experts.
Agreement of D+C experts with the referent (0.207) is lower than agreement of D experts
with the referent (0.251). However, when compared to the baseline of D experts (0.268)
and D+C experts (0.216) respectively, the change is -0.009 for the D+C experts group
and -0.017 for the D experts group. Both agreement scores are decreasing but (a) not by
much and (b) almost by the same amount. The change here is not enough to support
Hypothesis 1B.

Hypothesis 1C: IRR between the Referent and the D experts will still be at an acceptable level.
While it was assumed that D+C experts agree more with the referent, it was actually
found that agreement within the D expert group, as well as overall agreement of the
referent and D experts was higher than measures involving the D+C experts.

Hypothesis 1D: IRR will depend on the label. This will be explored in a later section.
As discussed earlier and evident from Figure 16, as well as Table 26, Table 27, Table 28,
and Table 29 in Appendix C, IRR is highly dependent on the label. Across the measures,
one of the labels where the reliability of labeling was the highest turned out to be
Fatigue. It was discussed in the literature review that Other / Unknown as a label to make
the taxonomy exhaustive oftentimes adds very little in terms of information and poses a
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risk of being overused. As such, it is not unexpected that this label, in fact, had one of the
lowest levels of agreement in the taxonomy, both in terms of Krippendorff’s α and also in
terms of ppos and pneg. Lastly, one can analyze for which labels divergence of IRR
between D and D+C expert groups is the highest. For example, D experts show
significantly higher agreement on Confusion than D+C experts do. Taking into account
the high CV of label usage for Confusion in the D+C expert group (CV = 1.24) the lack
of agreement in the D+C expert group is not a surprise.

After having analyzed and explored the reliability of labeling based on the individual
labels/groups, I will now turn to how the features of incident reports (i.e., the wording of the
incident reports) might influence the labeling process.

Surface Features
I have decided to select a few labels as examples of the influence of surface features on
the reliability of annotation. Surface features have been operationalized as the occurrence of the
label (or close variants thereof) in the narrative of the report. For each selected label, I will now
introduce the selection criteria followed by a descriptive analysis. For each label, I iterated
through the narratives, performing a search using Regular Expression (RegEx) matching criteria.
If there was at least one match in a narrative, that narrative was marked as including surface
features for the respective label. I then evaluated how many of the 400 narratives of 𝒟ℎ𝑢𝑚𝑎𝑛
matched the selection criteria. Subsequently, for each annotator, I counted how often in total they
had used the specific label (these are the same as the counts from Figure 14 and Figure 15) and
then how many of those instances where a label was used actually included the surface features
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for the respective label. Finally, I calculated ppos between combinations of annotators as a metric
of annotation performance on the positive class. I made this choice (instead of calculating IRR
using Krippendorff’s α) to concentrate on annotation performance on the positive class. What
follows are label-based evaluations.
Fatigue. Fatigue was included as an example because it (a) is a more concrete concept
than some of the other labels (i.e., as compared to Situational Awareness), (b) consistently scores
highest in agreement for the ASRS taxonomy, and (c) this is true for both D and D+C experts.
To extract reports with surface features corresponding to Fatigue, I performed a RegEx
search using the following criteria:
r'([Ff]atigu\w*)'
This selection criteria included the following major variants of Fatigue: “Fatigue”, “fatigue”,
“fatigued”, “fatiguing”, to name a few. A total number of 13 reports from the human annotation
dataset 𝒟ℎ𝑢𝑚𝑎𝑛 were found to match the selection criteria. Table 6 shows how many reports total
the annotators labeled as Fatigue (“Total” column), how many reports of those included surface
features (“Annotated with features” column) and how many of those annotated did not have
Fatigue as a surface feature (“Annotated without features” column). For easier interpretation, I
present two examples from Table 6. As mentioned earlier, there were a total of 13 reports that
fulfilled the inclusion criteria based on the presence of surface features. D2 expert annotated 15
(11 + 4) reports with the label Fatigue. Of those that D2 expert annotated as Fatigue, 11 included
the surface features and 4 did not. As another example, D1 expert annotated 7 (7 + 0) reports as
Fatigue. All of the 7 reports that D1 expert labeled as Fatigue included Fatigue as a surface
feature. Based on Table 6, the majority of times that an annotator chose to label Fatigue, surface
features were present in the narrative.
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Table 6
Annotation by Rater (Reports with Features / Without Features / Total) for the Label Fatigue

D1 expert

Annotated with
features
7 (100%)

Annotated
without features
0 (0%)

D2 expert

11 (73%)

4 (27%)

15

D3 expert

9 (75%)

3 (25%)

12

DC1 expert

10 (67%)

5 (33%)

15

DC2 expert

6 (67%)

3 (33%)

9

DC3 expert

9 (64%)

5 (36%)

14

Annotator

Total
7

Referent
9 (75%)
3 (25%)
12
Note. A total of 13 reports from the human annotation dataset matched the surface feature selection criteria.

Further, I have calculated average agreement for the positive class (ppos) and have plotted
agreement by pairs of raters ([1,2], [1,3], [2,3]), as well as an arithmetic average of ppos
calculated by averaging all pairs of raters ([1,2,3]), and lastly averaging over all pairs of raters
including ratings from the referent ([1,2,3,Ref]). I have done so for the D experts and D+C
experts respectively, as well as separated the plots by the presence or absence of surface features.
What can be seen in Figure 17 is that ppos in the presence of surface features is generally
fairly high (above 0.6 with most values around 0.8) when the surface feature is present. When
the surface feature is absent, agreement drops substantially. In the D experts group however,
these values are likely skewed when the D1 expert is included into the calculation as the D1
expert did not annotate any reports with Fatigue outside of those where the surface feature was
present.
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Figure 17: Agreement (ppos) for different combinations of raters by annotator type (D experts vs.
D+C experts) and surface features for fatigue (present vs. absent)

Figure 18 shows the mean confidence (with a 95% CI) that raters assigned to the label of
Fatigue based on a 7-point scale where a 1 represents low confidence and a 7 represents high
confidence in the choice of label. This is further segmented by whether the labels were assigned
in the presence or absence of surface features. In general, confidence was fairly high whenever a
label was assigned by a rater. Point estimates show that confidence was a little lower in the
absence of surface features; however, the 95% CI is showing that a definite conclusion cannot be
drawn. For D1 expert, there is no confidence for the label when the surface features were absent
since D1 expert did not assign the label Fatigue in the absence of surface features.
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Figure 18: Confidence for the label of fatigue by annotator and presence / absence of surface
features
Note. Error bars show 95% CI calculated with the Python seaborn package using bootstrapping with 1000
iterations. Confidence scores were derived from a 7-point scale where a 1 represents low confidence and a 7
represents high confidence in the assignment of the label to the narrative.

Distraction. I have chosen the label of Distraction as another example because (a)
prevalence of the label was larger than prevalence of the label Fatigue, (b) agreement was
substantially lower than that of Fatigue, but (c) agreement was about the same low level for both
groups. To extract reports with surface features corresponding to Distraction, I performed a
RegEx search using the following criteria:
r'([Dd]istract\w*)'
This selection criteria included the following major variants of Distraction: “Distraction”,
“distraction”, “distracted”, “distracting”, to name a few. A total number of 27 reports from the
human annotation dataset 𝒟ℎ𝑢𝑚𝑎𝑛 were found to match the selection criteria. Table 7 is
interpreted the same way as described earlier. However, as opposed to Fatigue, Table 7 shows
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that the largest number of annotations of Distraction occurred in the absence of surface features
showing that the concept of Distraction does not seem to be tied too much to the actual word
being present. This also does seem to make for a larger variability in the prevalence of
annotations depending on the annotator.

Table 7
Annotation by Rater (Reports with Features / Without Features / Total) for the Label Distraction

D1 expert

Annotated with
features
10 (30%)

Annotated
without features
23 (70%)

D2 expert

16 (27%)

43 (73%)

59

D3 expert

21 (14%)

126 (86%)

147

DC1 expert

9 (10%)

82 (90%)

91

DC2 expert

8 (35%)

15 (65%)

23

DC3 expert

17 (17%)

84 (83%)

101

Annotator

Total
33

Referent
15 (19%)
64 (81%)
79
Note. A total of 27 reports from the human annotation dataset matched the surface feature selection criteria.

Figure 19 shows higher agreement (ppos) when the surface feature is present than when it
is absent. In general, agreement of D experts is larger than agreement of D+C experts when the
surface feature is present. The fact that, with surface features present, agreement for different
combinations of raters for the D expert and D+C expert groups seems to be correlated is purely
by chance. As is evident in Figure 20, point estimates of confidence are generally slightly lower
in the absence of surface features than in the presence.

92

Figure 19: Agreement (ppos) for different combinations of raters by annotator type (D experts vs.
D+C experts) and surface features for distraction (present vs. absent)

Figure 20: Confidence for the label of distraction by annotator and presence / absence of surface
features
Note. Error bars show 95% CI calculated with the Python seaborn package using bootstrapping with 1000
iterations. Confidence scores were derived from a 7-point scale where a 1 represents low confidence and a 7
represents high confidence in the assignment of the label to the narrative.
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Confusion. I selected the label of Confusion as an example because (a) Confusion shows
low agreement in the D experts group and (b) is the only label where the agreement based on the
95% CI of Krippendorff’s 𝛼 is no better than chance for D+C experts. In addition, there is a large
discrepancy in the usage of the label especially within the D+C expert group (CV = 1.24 in the
D+C expert group vs. CV = 0.40 in the D expert group), which is also reflected in Table 8. To
extract reports with surface features corresponding to Confusion, I performed a RegEx search
using the following criteria:
r'([Cc]onfus\w*)'
This selection criteria included the following major variants of Confusion: “Confusion”,
“confusion”, “confused”, “confusing”, to name a few. A total number of 27 reports from the
human annotation dataset 𝒟ℎ𝑢𝑚𝑎𝑛 were found to match the selection criteria (by chance the same
number as for Distraction).

Table 8
Annotation by Rater (Reports with Features / Without Features / Total) for the Label Confusion

D1 expert

Annotated with
features
11 (16%)

Annotated
without features
57 (84%)

D2 expert

10 (19%)

44 (81%)

54

D3 expert

17 (15%)

98 (85%)

115

DC1 expert

13 (14%)

80 (86%)

93

DC2 expert

0 (0%)

3 (100%)

3

DC3 expert

5 (25%)

15 (75%)

20

Annotator

Total
68

Referent
14 (14%)
90 (86%)
104
Note. A total of 27 reports from the human annotation dataset matched the surface feature selection criteria (by
chance the same number as for Distraction).
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Interestingly, one can see the large discrepancy in label usage especially for DC2 and
DC3 experts when compared to the rest of the annotators. Both these experts disproportionally
did not use the label Confusion even when the surface features were present. In fact, DC2 expert
did not label any of the narratives as Confusion in which surface features were present. While
this is surprising, such a detailed analysis can be followed up to investigate why this might be the
case (see Chapter 5 for a more detailed account).
In general, agreement is lower between D+C experts than it is between D experts (Figure
21) as could already be inferred by the large discrepancies in label usage. Further, Figure 22
shows that confidence in labeling is generally larger when the surface features are present than
when they are absent (as judged by the point estimates). However, for the DC2 expert, the
confidence for annotation in the presence of surface features could not be computed due to the
absence of any labels from this rater in this condition.

Figure 21: Agreement (ppos) for different combinations of raters by annotator type (D experts vs.
D+C experts) and surface features for confusion (present vs. absent)
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Figure 22: Confidence for the label of confusion by annotator and presence / absence of surface
features
Note. Error bars show 95% CI calculated with the Python seaborn package using bootstrapping with 1000
iterations. Confidence scores were derived from a 7-point scale where a 1 represents low confidence and a 7
represents high confidence in the assignment of the label to the narrative.

Based on the presented results, Research Question 2:
How do the features of the incident report influence labeling? Is there an interaction
between a measure of surface features in the report and type of annotator? Is there a
connection to the performance of a machine learning classifier?
is answered as follows:
Hypothesis 2A: There will be a correlation between the presence of surface features and IRR.
IRR will be greater if the presence of surface features is high.
In general, for the labels examined here, this was found to be true. In the presence of
surface features, IRR was generally higher than when surface features were absent.
However, in the case of Confusion this was not quite as clear. Due to the large
discrepancy in label prevalence between raters, combined with the indication that rating
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performance for D+C experts was no better than chance concerning this label, it is
questionable though whether Confusion can be counted as a representative case. Here, it
would be more meaningful to fix the root cause of whatever is causing the large
discrepancies in this label in the first place.

Hypothesis 2B: There will be a correlation between the presence of surface features and the
performance of a machine learning classifier. The performance of a machine learning classifier
will be greater when the presence of surface features is high.
This hypothesis is moved to the later section that presents the machine learning results.

Hypothesis 2C: When the presence of surface features is low, IRR will diverge with the greatest
divergence in the D expert group followed by the D+C expert group.
Results here, especially with regards to the labels that were examined were equivocal. As
the case with some of the other hypotheses, it became apparent that performance varies
greatly with the selected label. Referencing overall rater performance so far, it could be
argued that, in general, results are pointing in the opposite direction; actually, the D
expert group shows higher IRR than the D+C expert group. Referencing the results of
Figure 17 this does not seem to hold for Fatigue, for example; however, results for this
label were skewed by one rater not assigning any label of Fatigue in the absence of
surface features leading to a generally lower IRR estimate outside of cases where surface
features were present.
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Hypothesis 2D: When the presence of surface features is high, annotators will have more
confidence in their choices of labels.
Point-estimates of the examined labels seem to support this hypothesis. Although,
examining the 95% CI of the confidence measure, results become less clear. More data
would be needed to come to a definite conclusion; however, there is a trend for this
hypothesis to be supported.

Similarity Ratings
Ratings of semantic similarity were collected from annotators for all 66 label
combinations. Raters were asked to perform a “naïve” rating of semantic similarity considering
the conceptual understanding of the concepts presented without explicitly being furnished with a
concept definition. These ratings were performed on a scale from 1 through 7 where a 1
indicated low semantic similarity for a presented pair of labels and 7 indicated high semantic
similarity. The results are presented in Figure 23. Afterwards, raters were presented with the
definition of all labels and asked to rate similarity again. The results of those “informed” ratings
can be found in Figure 24.
Agreement would be along the diagonal for Figure 23 and Figure 24. Inspecting the plots,
it can be found that most combinations of scores are off-diagonal for the D and D+C expert
groups meaning that, in general, agreement between raters on the similarity score of concept
pairs was fairly low. While I will quantify agreement with an omnibus measure later, I have
computed the Kendall’s 𝜏 (tau-b) correlation coefficient for the naïve and informed conditions
detailed in Appendix C, Table 30 and Table 31. The choice of Kendall’s 𝜏 over other correlation
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coefficients was made based on the non-normal distribution of the data and a substantial amount
of tied ranks.

Figure 23: Paired naïve ratings on the semantic similarity scale for all 66 combinations of labels
Note. Similarity ratings were derived from a 7-point scale where a 1 represents low similarity and a 7
represents high similarity of the presented label combination. Perfect agreements are along the diagonal. The
top row represents all combinations of D expert raters while the bottom row represents all combinations of
D+C experts.
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Figure 24: Paired informed ratings on the semantic similarity scale for all 66 combinations of
labels
Note. Similarity ratings were derived from a 7-point scale where a 1 represents low similarity and a 7
represents high similarity of the presented label combination. Perfect agreements are along the diagonal. The
top row represents all combinations of D expert raters while the bottom row represents all combinations of
D+C experts.

For the “naïve” measures, the following combinations of D experts were significantly
correlated: [1,2], [2,3] with 𝜏 = [. 349], [.285], respectively (at p < .01). For the “naïve” ratings
of D+C experts, the following correlations existed: [1,2], [1,3], [2,3] with 𝜏 = [. 410],
[. 299], [ .452], respectively (at p < .01). After the annotators had been presented with the
concept definitions, they rated similarity again (the “informed” ratings). Here, the following
combinations of D experts were significantly correlated: [1,2], [1,3], [2,3] with 𝜏 =
[. 566], [. 338], [.300], respectively (at p < .01). For the D+C experts, in the case of “informed”
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ratings, none of the combinations of raters were significantly correlated. Interestingly, one of the
D+C experts in the “informed” condition was significantly correlated with all D experts: [DC1,
D1], [DC1, D2], [DC1, D3] with 𝜏 = [. 320], [. 440], [.326], respectively (at p < .01). Visual
inspection of Figure 23 and Figure 24 reveal both floor and ceiling effects. Floor effects are the
largest for ratings from rater DC3 as this rater almost rated all similarity on the lowest end of the
scale. With the lack of variability, there was also, as expected, no correlation found.
As correlation and agreement or consistency in rating differs, I decided to investigate
further with an omnibus measure to estimate the intraclass correlation coefficient (ICC; for the
different variants of ICC see Shrout & Fleiss, 1979, as well as McGraw & Wong, 1996) as a
measure of agreement or consistency between raters when rating different “subjects” on a scale.
For comparison of agreement between raters, I chose to assess IRR with a two-way mixed
effects, consistency, single measurement ICC. Known as ICC (3,1) per the Shrout and Fleiss
(1979) convention (see also Koo & Li, 2016), this ICC treats the raters as fixed and the ratings as
random effects. Further, I was interested in consistency over exact agreement due to the
possibility of raters having different baseline “set-points” in their semantic similarity ratings. As
explained in Koo and Li (2016), contrary to the assessment of absolute agreement where it is
measured whether one rater’s score (x) would exactly equal another rater’s score (y), the
consistency measure accounts for a possible systematic error (c) so that it satisfies 𝑦 = 𝑥 + 𝑐.
Further, I opted to assess IRR of each single rater instead of the mean of the ratings because each
rater’s scores were of interest. Table 9 shows the resulting ICC values for each group of raters.
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Table 9
ICC(3,1) for Groups of Raters and Scale Statistics
Label

ICC(3,1)

95% CI
LL

UL

ICC(2,1)

M
Mean of
each rater’s
mean rating

s2
Variance of
each rater’s
mean rating

n

Naïve
D experts

.271

.119

.432

.245

3.328

0.467

3

D+C experts

.324

.171

.481

.099

2.727

3.561

3

All

.276

.178

.395

.172

3.028

1.719

6

D experts

.501

.357

.635

.414

4.278

0.894

3

D+C experts

-.024

-.146

.129

-.004

2.939

5.544

3

All

.190

.103

.302

.088

3.609

3.113

6

Informed

Regardless of which method of benchmarking is used (see Appendix A, Table 19 and
Table 20 for two of the more widely used benchmarks for ICCs), agreement is poor. The only
time where agreement seems to be at a “fair” or “moderate” level (depending on which
benchmarking scale is used) is the D experts’ rating of similarity after they had been presented
with the definitions—their informed ratings of similarity; although, the 95% CI crosses the
threshold for “poor” agreement so this observation should be treated with caution. These
“benchmarks” are included here for completeness. However, one has to understand that such
benchmarks were often developed for other applications, for example to judge the “clinical
significance” of findings (i.e., Cichetti, 1994, p. 286). Nevertheless, ICC values for the similarity
ratings in this study are generally very low. Referring back to Table 9, it can be seen that
agreement within both the D expert and the D+C expert group is low. To investigate further, one
can compare the means of each rater’s mean rating. Here, the mean of all 66 similarity ratings is
taken for each rater and then a mean from those means is calculated for the entire group. For the
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D experts, the mean rating is 3.328 with a variance of 0.467. For D+C experts, the mean is 2.727
with a substantially larger variance of 3.561. This indicates that, while D+C experts score a little
higher in consistency of ratings according to ICC(3,1), their actual ratings agreed much less with
each other on an absolute rating basis. In fact, when I followed up on this finding with a
calculation of the corresponding ICC which takes absolute agreement, ICC(2,1), this difference
becomes more obvious. The corresponding two-way mixed effects, absolute, single measurement
ICC for the D expert group was .245, while it was .099 for the D+C expert group. Generally,
there was greater agreement within the D expert group for naïve ratings than for the D+C expert
group. Additionally, mean ratings show that the variability of ratings for the D+C expert group
was much higher than in the D expert group.
In Appendix C, Table 32, I have calculated the ICC(3,1) that could be obtained if one of
the raters was removed from each group. This can help to detect outliers; although further
investigation would be necessary to determine whether hypothetical rater removal detects the
actual outlier or whether the other raters are the outliers. For example, Appendix C, Table 32
shows that, if rater D3 would be removed from the D expert group, ICC(3,1) would increase to
.404. Likewise, the table shows that, if rater DC2 would be removed from the D+C experts
group, ICC(3,1) for that group would decrease to .163 indicating that DC1 and DC3 experts are
mostly in disagreement.
Informed ratings show that ICC(3,1) increased for D experts to .501 (Table 9), whereas
D+C experts’ agreement was practically non-existent for the informed ratings, with an ICC(3,1)
of -.024. While the mean rating of the D expert group was 4.278 with a variance of 0.894, it was
2.939 with a variance of 5.544 for the D+C expert group instead. Appendix C, Table 33 supports
the assumption of complete disagreement in the D+C expert group. None of the raters, in the
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D+C expert group, if removed, would substantially increase the ICC. However, hypothetical
removal of D3 expert in the D expert group would actually increase ICC(3,1) to .793 in the D
expert group. Overall, there is much larger agreement and less variation in the D expert group,
especially for informed ratings. With regards to exact agreement, this also holds true for naïve
ratings of D experts with the ICC(2,1) of .245 versus .099 for the D+C expert group.
Next, I have aggregated the individual ratings for each label to give each label a
“distinctiveness” score. For example, for one of the D expert raters, and the label Fatigue, I have
taken all ratings from the particular rater that compared the label Fatigue to all of the other
labels. I have then added the scores and divided by the times that Fatigue was present in any of
the label combinations (12 times) to arrive at a “distinctiveness” score for Fatigue for that
particular rater. I have repeated this procedure for all the labels and then separately averaged this
measure over all the D, as well as the D+C experts. I have then plotted this against the
Krippendorff’s 𝛼 measure for the particular label to examine whether items that are in general
judged as being more distinct from the other labels are labeled with higher agreement. The
results are shown in Figure 25 for the D experts and Figure 26 for the D+C experts.
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Figure 25: Label distinctiveness (mean similarity score per label) versus Krippendorff’s 𝛼 IRR
score (by label) for D experts
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Figure 26: Label distinctiveness (mean similarity score per label) versus Krippendorff’s 𝛼 IRR
score (by label) for D+C experts

To quantitatively confirm the absence of a correlation between distinctiveness scores for
the D and D+C experts, I have calculated the Pearson correlation coefficient indicating that there
is no statistically significant correlation between distinctiveness scores and IRR of the raters (see
Appendix C, Table 34 for details). However, visual inspection of Figure 26 reveals a slight trend
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for a negative correlation which is also evident in Appendix C, Table 34 with a Pearson r value
of -.396. This would indicate that, items that are judged less similar to other items, might indeed
lead to higher classification accuracy. However, the biggest caveat is probably that agreement on
semantic similarity between D+C experts was so low so that their “distinctiveness” score can
likely not be trusted either, so this possible correlation has a chance of being just random.

Based on the presented results, Research Question 3:
Research Question 3: How does individual understanding of taxonomy class meaning
influence the annotation process? Are some labels easier to classify than others and does
providing definitions of the labels influence the representation of semantic similarity in
annotators?
is answered as follows:
Hypothesis 3A: When surveyed about semantic distance between labels, opinions between D+C
experts and D experts will diverge. However, after having been provided with the definition of
the labels, opinions between D+C experts and D experts will converge.
As outlined earlier, ratings between D and D+C experts consistently diverged with the
D+C expert group showing considerably higher variability and lower mean rating values.
While mean rating values are not a substitute for item-item comparisons, they
nevertheless show the trend of discrepancy between both groups. What was interesting is
that, after having been presented with the definition of labels, D+C experts’ variability
even increased while within-group reliability further decreased. D experts although
showed an increase in within-group reliability with only a slight change in variance
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leading to the conclusion the D experts were more in agreement, before and after the
introduction of label definitions.

Hypothesis 3B: For labels where D+C experts and D experts indicate that the semantic distance
is close (i.e., in their mind the meanings might overlap), it is expected that IRR will be lower
than for terms where a large semantic distance is indicated.
Operationalized by a “distinctiveness” score, there was no statistically significant
correlation between judgments of semantic distance and IRR. Even if visual inspection of
Figure 26 could lead one to believe that there might be a negative correlation in the D+C
expert group (as in more distinct labels are classified more reliably) this trend is based on
a “distinctiveness” score that might not be reliable in and of itself.

Hypothesis 3C: Classification accuracy of a machine learning classifier will be lower for classes
where meaning is thought to overlap. However, this will also be influenced by incidence of a
class. If a class has low incidence, not enough data might be available for a machine learning
classifier to reliably classify such class. This might lead to instances where the machine learning
classifier has low accuracy while human annotation accuracy is high.
This hypothesis is moved to the later section that presents the machine learning results.

Hypothesis 3D: For classes that are more abstract, classification accuracy of humans and a
machine learning classifier will be lower than for more concrete classes. However, D+C experts
will more reliably label such instances than D experts.
This hypothesis is moved to the later section that presents the machine learning results.
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Model Building, Evaluation, and Comparison
Details of classifier selection and machine learning implementation can be found in
Chapter 3. To reiterate from earlier, the full dataset 𝒟 was split into 𝒟𝑡𝑟𝑎𝑖𝑛, 𝒟𝑡𝑒𝑠𝑡 ⊆ 𝒟 where
𝒟𝑡𝑟𝑎𝑖𝑛 ∩ 𝒟𝑡𝑒𝑠𝑡 = ∅. Model training and validation has been performed on 𝒟𝑡𝑟𝑎𝑖𝑛 with 13,295
examples; model testing was performed on 𝒟𝑡𝑒𝑠𝑡 3,958 examples. As has been discussed earlier
and is summarized in Appendix B, accuracy is not a valid scoring metric for imbalanced
datasets. Due to the high imbalance in the dataset, I have chosen the F1-Score (the harmonic
mean between precision and recall). In particular, I have chosen the macro-averaged version of
the F1-Score. To summarize from Appendix B, precision is the fraction of instances returned as
positive that were actually positive: 𝒫𝜆 =

𝑇𝑃
𝑇𝑃+𝐹𝑃

. Recall, also known as sensitivity in the

language of ROC is the fraction of returned true positives to the number of all positive instances
𝐹𝑃

in the dataset: ℛ𝜆 = 𝐹𝑃+𝑇𝑁. The ℱ𝜆1 score is the harmonic mean between recall and precision as
2𝒫𝜆 ℛ𝜆

ℱ𝜆1 = 𝒫

𝜆 +ℛ 𝜆

1
. A macro-averaged version of the ℱ𝜆1 score as ℱ𝑚𝑎𝑐𝑟𝑜
is the average of all individual
1

1
label-based ℱ𝜆1 scores as in ℱ𝑚𝑎𝑐𝑟𝑜
= 𝑞 ∑𝑞𝜆=1 ℱ𝜆1. I have chosen this metric due to its insensitivity

to imbalance as compared to more skew-sensitive measures such as accuracy. It is also the metric
that is most often being used with regards to analysis of a classifier’s performance on imbalanced
data (e.g., Weiss, 2013).
Interestingly, variation in pre-processing, as well as feature selection, mostly led to
negligible performance differences in classification. For example, going from unigrams to
unigrams and bigrams increased performance, but not by much. Along the same lines, using a
term-weighing scheme like tf-idf over a simple document-term-frequency again increased
performance, but also not by much. What made a bigger difference was the tuning of a
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classifier’s hyperparameters. Hyperparameters are parameters that are to be specified for the
model—in contrast to parameters which are learned by the model. Early on, two types of
hyperparameters were found to exhibit a large influence on model performance, namely
hyperparameters involved in regularization/constraining the model, as well as hyperparameters
that would adjust the cost of misclassifying the minority class. Especially the latter seemed to be
a significant performance boost. Therefore, in the absence of any alternative methods such as
undersampling the majority or oversampling the minority classes, I concentrated on classifiers
that would allow for weighing of the loss function. From the classifiers I had selected, the two
best performing classifiers turned out to be SVM and Logistic Regression. Interestingly, a tuned
Logistic Regression model actually performed slightly better than an SVM model. I chose
Logistic Regression for the slight performance increase, but also for the ability to derive straight
probabilities from the model instead of distance from the hyperplane such as with SVC. Figure
1
27 shows model performance measured as ℱ𝑚𝑎𝑐𝑟𝑜
using grid search with 10-fold cross-validation

over a regularization hyperparameter space of [100.0, 10.0, 1.0, 0.1, 0.01] for the Logistic
Regression model. Performance of a model with (“balanced”) or without (“none”) adjustment to
the loss function based on label imbalance is also depicted. All performance estimates are taken
from 10-fold cross-validation on the training set 𝒟𝑡𝑟𝑎𝑖𝑛 .
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Figure 27: Logistic regression (BR) F1-macro score for grid search over regularization
hyperparameter space by class weight

What can be seen in Figure 27 is that overall performance is better with adjustment to the
loss function. Additionally, it can be seen that, when regularization of the model is increased
(going from right to left), performance on the validation folds increases to a maximum before
dropping off again. Performance on the training folds in cross-validation is higher for lower than
for higher amounts of regularization. This is to be expected as the classifier is trained on those
sets and thus performance is very high until it is influenced by the regularization parameter. In
other words, there is clear overfitting occurring for lower amounts of regularization. The best
1
cross-validated model reached an ℱ𝑚𝑎𝑐𝑟𝑜
score of 0.489 with the regularization parameter C set

at 1.0 and balanced class weighing for the loss function. I have selected those parameters and
refit the model with such. Performance on the test set 𝒟𝑡𝑒𝑠𝑡 (as introduced later) was about 0.47
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1
as assessed by the ℱ𝑚𝑎𝑐𝑟𝑜
score, indicating that, if overfitting is occurring, it might be minimal. It

needs to be kept in mind though that the chosen approach here was to perform grid-search
adjusting the regularization parameter for all 12 individual classifiers (one for each label) at the
same time. As a comparison, I have investigated whether it makes a difference if grid-search is
used for each classifier individually. As an example, it might be that a classifier for Fatigue
performs better at C = 10.0 than C = 1.0 and a Situational Awareness classifier performs better at
C = 1.0 than at C = 10.0. However, I found that the impact of setting all 12 classifiers in the BR
scheme to the same regularization parameter led to roughly the same performance as if each
classifier would be examined individually.
Next, I evaluated whether the model would likely benefit from more data or whether it
likely reached its full capacity with the data available. To do so, I have plotted a learning curve
using incremental amounts of data to train the classifier and performed cross-validation to plot
1
the ℱ𝑚𝑎𝑐𝑟𝑜
score. As can be seen in Figure 28, with an increase in the amount of data to train the

classifier, scores of training and validation folds converge. Overall, scores on the validation folds
are monotonically increasing, indicating that more data might benefit the model. Although, as
already mentioned earlier, it seems that the labels might contain a considerable amount of noise
so it is unclear at what point exactly the classifier would reach its full capacity.
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Figure 28: F1-macro score based on increasing number of training examples

With the final model (BR with a base classifier of Logistic Regression and
hyperparameters C = 0.1, as well as class weight=balanced) trained on 𝒟𝑡𝑟𝑎𝑖𝑛 , I then tested
performance on the holdout set 𝒟𝑡𝑒𝑠𝑡 in order to provide an unbiased estimate of model
generalizability. Figure 29 provides an overview of classification performance on the holdout set.
Individual precision, recall, and F1 scores can be found in Table 10.
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Figure 29: Confusion matrix of test set classification by individual classifiers
Note. TP = true positive; FP = false positive; TN = true negative; FN = false negative.
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Table 10
Precision, Recall, and F1-Scores for Individual Labels and Averaged Scores
Labels

Precision

Recall

F1-Score

Support

Fatigue

0.66

0.67

0.66

166

Communication Breakdown

0.60

0.73

0.65

1,267

Situational Awareness

0.62

0.59

0.60

2,017

Troubleshooting

0.44

0.82

0.57

649

Confusion

0.49

0.59

0.54

1,143

Physiological – Other

0.37

0.66

0.48

131

Human-Machine Interface

0.39

0.56

0.46

714

Workload

0.36

0.49

0.41

774

Distraction

0.37

0.45

0.40

903

Time Pressure

0.30

0.50

0.38

560

Training / Qualification

0.27

0.51

0.35

554

Other / Unknown

0.10

0.18

0.13

188

Micro averaged

0.44

0.58

0.50

9,066

Macro averaged

0.41

0.56

0.47

9,066

Weighted average

0.47

0.58

0.51

9,066

0.61

0.48

9,066

Individual

Averaged

Samples average
0.46
Note. Labels are presented in order of decreasing F1-score.

For reference, 𝑠𝑢𝑏𝑠𝑒𝑡𝑎𝑐𝑐(ℎ(𝒙𝒕𝒆𝒔𝒕 )) was 0.07 (see Appendix B for a refresher on
evaluation metrics). What this means is that, in only 7% of cases did the classifier output match
exactly the referent labels. As explained in Appendix B, this measure is considered to be overly
harsh for multi-label evaluation purposes. I have also evaluated ℎ𝑙𝑜𝑠𝑠(ℎ(𝒙𝒕𝒆𝒔𝒕 )) as 0.22 (as a
loss function, the lower the better). This means that, on average, 22% of labels were incorrectly
predicted (considering the absence of labels as well: see Appendix B for a discussion about the
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loss function). In Figure 30, I present ROC-AUC measures of classifier performance based on
individual labels, as well as averaged ROC-AUC measures.

Figure 30: ROC-AUC curves for individual labels and averaged measures

The key takeaway when examining F1-Scores as well as ROC-AUC scores is that,
clearly, some labels could be classified better than others. For example, Fatigue is among the
labels which the model seems to classify more reliably than, for example, Situational Awareness
even though there are many more instances of Situational Awareness in the training set to learn
from than there are instances of Fatigue. However, Situational Awareness is also a more abstract
concept than Fatigue. This also becomes evident when inspecting the words with the largest
coefficients for either one of those two human factors labels. Appendix C, Table 35 shows the
top 10 words with the largest coefficients in order of coefficient size. For Fatigue, there are
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words that can clearly be linked to the concept, whereas for Situational Awareness, the link
sometimes is not as clear or can be more subject to interpretation.
What was very interesting was to evaluate reports that were false positives, i.e., where the
classifier assigned a label that was not part of the original labelset. When I investigated the false
positives of Fatigue, some of the reports stood out. For example, I am presenting two reports that
the classifier labeled as Fatigue but that were not labeled as such by the original annotator. The
reports are presented below:
“We were cleared for the visual approach to Runway 24 and were approaching on a left
base. The airport was in sight but the runway was difficult to see among other lights in
the area. Based on information from the FMC, glideslope, and moving map display, I felt
I needed to descend and configure. Otherwise I would end up high as I turned final. On
about a two mile base, the Tower issued a low altitude alert and said he showed us at 900
AGL. I corrected the altitude and we were able to turn final at 1000 AGL, configured, on
glidepath, and on speed, although the gusts and turbulence were adversely affecting the
speed and glidepath control. A contributing factor was that this was at the end of a long
day, a transcontinental series of flights that started in the dark and finished in the dark.”
(ACN #865512)

“We landed around midnight after an 11 hour duty day and we were both tired. After
exiting the runway I said my normal 'Flaps up, After Landing checklist, shutdown two,'
yet turned off Engine Number 2 myself but never told my First Officer that I did. When
the First Officer finished his After Landing checklist, he proceeded to shut down Engine
Number 2. Unfortunately, he shutdown Engine Number 1. By shutting one engine down
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myself I kind of set him up and so we found ourselves with no engines on the taxiway. I
immediately started the APU and made an announcement to the passengers and ATC.
After the APU came online we started one engine and taxied to the gate. We had a long
day and were both tired. I even commented on this during the descent to be extra vigilant.
I should have let the First Officer do his job like I asked him and not shut down one
engine myself. I am aware of what the AOM says in regards to who should shutdown
engines during the taxi-in, yet being tired, rushing to get things done got the better of me.
And the First Officer should have looked what start lever he reached for. I assume he was
in mindset as I. Needless to say we all learned a big lesson from this.” (ACN #1091300)

While it is not feasible to investigate all the false positives, the fact that some of them could be
classified with the actual label supports the assumption that machine learning could support the
annotation process in incident reporting systems. This is further discussed in Chapter 5.

Based on the presented results, Research Question 4:
Research Question 4: Can increasing the robustness of a machine learning classifier
increase classification accuracy in the presence of noise? Are there classifiers that
perform better in the presence of noise than others? Do the predictions of a machine
learning classifier align more with averaged labels of D+C and D experts than the
referent labels even though they were trained with such?
is answered as follows:
Hypothesis 4A: Machine learning classifiers that are more robust to feature and label noise will
perform better than classifiers that are less robust.
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I have found that the best performing classifiers were Logistic Regression and SVM.
With noisy data and labels as they were present in the dataset, one of the main goals was
not to overfit the classifier to prevent it from fitting to the noise. When testing multiple
classifiers, the two aforementioned seemed to perform best in that regard.

Hypothesis 4B: Increasing robustness of a classifier through a regularization parameter will
increase classification accuracy.
I have tested multiple values for the regularization hyperparameter using grid search with
10-fold cross-validation as described earlier in this section. The default value of 1.0
provided the best tradeoff with regards to balancing over- and underfitting of the
classifiers. As discussed earlier as well, for the BR setting, one could tune each classifier
separately. I have examined this approach but with very little, if any, change in optimum
hyperparameters and performance when evaluated separately using grid search.

Hypothesis 4C: Because averaging of expert labels also decreases noise in the label set, a
machine learning classifier, even though it is trained on the referent data, will actually make
predictions that are closer to averaged expert labels than the single-source label that it was
trained on. This effect will be larger when semantic similarity is high than when it is low.
This hypothesis could only be tested on the 400 narratives of 𝒟ℎ𝑢𝑚𝑎𝑛 as opposed to the
3,958 narratives of 𝒟𝑡𝑒𝑠𝑡 due to the fact that expert labels were only collected for these
400 narratives. As a reference, I am reporting the F1-score of classification.
1
Classification performance as compared to the referent labels led to an ℱ𝑚𝑎𝑐𝑟𝑜
score of
1
0.45. When expert labels were derived as a “majority vote,” the following ℱ𝑚𝑎𝑐𝑟𝑜
scores
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were observed: 0.49 for averaged D expert labels; 0.46 for averaged D+C expert labels;
and 0.50 when D and D+C expert labels were taken together and averaged. Again, the
semantic similarity measure was not included here since it turned out to be too variable
between annotators. Overall, there seems to be some value in averaging expert labels
using a “majority vote” if multiple expert labels are available.

Hypothesis 2B: There will be a correlation between the presence of surface features and the
performance of a machine learning classifier. The performance of a machine learning classifier
will be greater when the presence of surface features is high.
As became evident throughout this section, this is dependent on the label. Appendix C,
Table 35 provides some good indications how surface features can influence
performance. When the label itself has a comparatively high coefficient (for example the
word “fatigue” for the label of Fatigue), then the presence of the word in the narrative
should increase the probability of a classification as such. However, one needs to be
careful: for example, “not fatigued” in the narrative could imply that a label of Fatigue
would not be appropriate. More nuanced adjustments to the machine learning
classification process would probably have to be performed to capture these intricacies.
However, one can also see that, for Human-Machine Interface, the surface features
mainly include the mentioning of technical and avionics equipment such as “fmc” for
Flight Management Computer or “fms” for Flight Management System. In this case, the
actual word Human-Machine Interface might not be present in any of the actual
narratives. Finally, one needs to consider that the coefficients are derived from the
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supervised learning process, which is based on the labels, which are based on subjective
human annotation.

Hypothesis 3C: Classification accuracy of a machine learning classifier will be lower for classes
where meaning is thought to overlap. However, this will also be influenced by incidence of a
class. If a class has low incidence, not enough data might be available for a machine learning
classifier to reliably classify such class. This might lead to instances where the machine learning
classifier has low accuracy while human annotation accuracy is high.
As mentioned previously, semantic similarity measures did not provide enough
information to arrive at meaningful conclusions. What can be said, though, is that it
seems that the best classification accuracy seems attainable for more concrete (e.g.,
Fatigue), as opposed to abstract (e.g., Situational Awareness) classes and is further
enhanced when words that are closely associated with the label are used and present in
the narrative.

Hypothesis 3D: For classes that are more abstract, classification accuracy of humans and a
machine learning classifier will be lower than for more concrete classes. However, D+C experts
will more reliably label such instances than D experts.
While the first part of this hypothesis can be supported to some extent (see previous
hypotheses and discussions), generally, a large difference between labeling of D and D+C
experts could not be observed. In fact, annotation varied considerably between, as well as
within D and D+C experts so that this hypothesis cannot be supported. In fact, annotation
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performance of D+C experts when compared to the referent labels was slightly worse
than that of D experts compared to the reference label.

Label Dependencies
In this section, I am addressing the dependencies between labels. I am starting by
evaluating labels on a basis of label cardinality while then assessing co-occurrence between
labels in order to examine whether meaningful co-occurrences exist that could be used to
improve a machine-learning classifier or be used as a basis for a “recommendation” system for
labels that might be related.
Label cardinality. Label cardinality represents the number of labels per example. If it is
averaged over the number of examples, a degree of “multi-labeledness” can be calculated as
1

follows (e.g., Zhang & Zhou, 2014; see also Charte et al., 2015): 𝐿𝐶𝑎𝑟𝑑(𝒟) = 𝑚 ∑𝑚
𝑖=1|𝑌𝑖 |.
Examining the cardinality of test set examples from 𝒟𝑡𝑒𝑠𝑡 and comparing it to the cardinality of
predicted labels of the multi-label classifier (BR) allows for better understanding of the
relationship between referent label cardinality and classifier cardinality. For the referent labels,
𝐿𝐶𝑎𝑟𝑑( 𝒟𝑡𝑒𝑠𝑡 ) was 2.29 and for the multi-label classifier 𝐿𝐶𝑎𝑟𝑑( 𝒟𝑡𝑒𝑠𝑡 ) was 3.02 meaning that,
in general, the classifier assigned slightly more labels to the test set examples than there existed
in the original referent labels. The distribution of individual cardinality over the entire test set is
shown in Table 11. It needs to be noted that the number of labels that the BR classifier assigns is
oftentimes very different than the number of labels that were originally assigned to the narrative
by the referent with comparatively little overlap. For example, Table 11 shows that, out of the
3,958 examples in 𝒟𝑡𝑒𝑠𝑡 , the referent assigned 3 labels each to 656 narratives, while the classifier
assigned 3 labels each to 1,034 narratives.
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Table 11
Number of Labels and Associated Number of Test Set Examples
Number of
labels

Associated number of test set examples

Overlap

Referent

Classifier

0
1

0
1658

54
480

0
281

2
3
4
5

841
656
422
255

1054
1034
712
400

230
174
95
50

6
7
8

94
25
7

176
42
6

14
1
1

The overlap (where they both assign 3 labels each) is only 174 narratives. As Figure 31
shows, both the classifier and referent assign more labels (in general) to narratives with a larger
word count but they seem to assign them to different narratives.

Figure 31: Narrative word count by number of labels for test set referent and ML prediction
labels
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The question is whether “thresholding” the classifier labels and aligning the number of
labels with the referent labels would improve classification accuracy. If that were the case, the
“confidence” provided by the machine learning classifier would provide valuable information
(this is being further discussed in Chapter 5). The Logistic Regression classifier directly outputs
the probability of an example belonging to a certain kind of class with a default threshold of 0.5.
For example, for all 12 labels, a prediction could look something like this: [0.64, 0.61, 0.41, 0.08,
0.23, 0.06, 0.49, 0.35, 0.18, 0.07, 0.41, 0.45]. Each number representing the confidence for one
of the 12 labels. In this example, Communication Breakdown would be 0.64, Confusion 0.61,
Distraction 0.41, and so on. The classifier would predict everything above the 0.5 cutoff (here
Communication Breakdown and Confusion). I have written a function that aligns the number of
labels assigned to a certain example with the number of labels assigned by the referent. Going
back to the example above, assume the referent assigned only one label to the narrative. The
function would then identify the label with the highest confidence (in this case Communication
Breakdown and drop the rest). On the other hand, assume the referent had assigned 3 labels to
the example above. The function would then take the highest ranking 3 labels and drop the rest
(in this case Communication Breakdown, Confusion, and Situational Awareness). When
executed, the function creates a new array of predictions where the number of referent and
classifier labels are aligned. The resulting improvement in classifier performance for nearly all
measures is shown in Table 12.
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Table 12
Precision, Recall, and F1-Scores With the “Thresholding” Technique
Labels

Precision

Recall

F1-Score

Support

Communication Breakdown

0.70 (+0.10)

0.71 (-0.02)

0.71 (+0.06)

1,267

Fatigue

0.72 (+0.06)

0.64 (-0.03)

0.68 (+0.02)

166

Confusion

0.67 (+0.18)

0.59 (0.00)

0.63 (+0.09)

1,143

Situational Awareness

0.72 (+0.10)

0.53 (-0.06)

0.61 (+0.01)

2,017

Troubleshooting

0.49 (+0.05)

0.79 (-0.03)

0.60 (+0.03)

649

Distraction

0.62 (+0.25)

0.51 (+0.06)

0.56 (+0.16)

903

Workload

0.58 (+0.22)

0.50 (+0.01)

0.54 (+0.13)

774

Physiological – Other

0.42 (+0.05)

0.63 (-0.03)

0.51 (+0.03)
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Human-Machine Interface

0.47 (+0.08)

0.54 (-0.02)

0.50 (+0.04)

714

Time Pressure

0.46 (+0.16)

0.51 (+0.01)

0.49 (+0.11)

560

Training / Qualification

0.36 (+0.09)

0.49 (-0.02)

0.42 (+0.07)

554

Other / Unknown

0.08 (-0.02)

0.12 (-0.06)

0.09 (-0.04)

188

Micro averaged

0.57 (+0.13)

0.57 (-0.01)

0.57 (+0.07)

9,066

Macro averaged

0.52 (+0.11)

0.55 (-0.01)

0.53 (+0.06)

9,066

Weighted average

0.60 (+0.13)

0.57 (-0.01)

0.58 (+0.07)

9,066

Samples average
0.51 (+0.05)
0.51 (-0.10)
Note. Labels are presented in order of decreasing F1-score.

0.51 (+0.03)

9,066

Individual

Averaged

In addition, 𝑠𝑢𝑏𝑠𝑒𝑡𝑎𝑐𝑐(ℎ(𝒙𝒕𝒆𝒔𝒕 )) increased to 0.26 (+0.19), ℎ𝑙𝑜𝑠𝑠(ℎ(𝒙𝒕𝒆𝒔𝒕 )) decreased
to 0.16 (-0.06), and ROC-AUC increased to 0.72 (+0.03). The main result is a decrease in the
number of false positives that the classifier creates (see Appendix C, Figure 34 for a detailed
confusion matrix).
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Label co-occurrence. Label co-occurrence was examined across the full dataset 𝒟 and is
shown in Figure 32.

Figure 32: Label co-occurrence for the full dataset 𝒟 with referent labels
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Table 13
Co-occurrence Measures for Workload
Log-odds terms

Log-odds

MI terms

MI

Dice terms

Dice

Distraction

1.62

Time Pressure

0.83

Distraction

0.47

Time Pressure
Confusion

0.40
0.30

Dice terms

Dice coef.

Confusion
Distraction
Situational
Awareness

0.30
0.27
0.24

Time Pressure
1.55
Troubleshooting 0.64

Distraction
0.75
Troubleshooting 0.38

Table 14
Co-occurrence Measures for Human-Machine Interface
Log-odds terms

Log-odds

Confusion
0.47
Distraction
0.40
Troubleshooting 0.35

MI terms

MI

Confusion
0.24
Distraction
0.23
Troubleshooting 0.22

Table 15
Co-occurrence Measures for Situational Awareness
Log-odds terms

Log-odds

MI terms

MI

Dice terms

Dice

Distraction

0.09

Distraction

0.03

0.37

Training /
Qualification
Workload

0.06

Training /
Qualification
Workload

0.02

Communication
Breakdown
Confusion

0.01

Distraction

0.35

0.02
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0.37

Figure 32 only shows the raw co-occurrence counts. In order to estimate the magnitude of
association between terms, they have to be followed up with appropriate statistical measures of
co-occurrence. While many measures exist, I chose to report three of the more popular measures
of association in the field of linguistics in order to provide a more comprehensive picture (for a
comprehensive overview of co-occurrence measures see Evert, 2008). Mutual information is a
measure of association from information theory; the Dice coefficient is closely related to the
Jaccard index and measures similarity between two samples; the log-odds is the logarithm of the
odds. An implementation for MI and the Dice coefficient was derived in R using code from
Wiedemann and Niekler (2017). Log-odds were programmed in R following the formula in Evert
(2008). The log-odds are an especially interesting measure here because they are centered around
0 making them easily interpretable. In addition, log-odds can be readily converted to
exp(𝑙𝑜𝑔𝑜𝑑𝑑𝑠)

probabilities by using exponential transformation as follows: 1+exp (𝑙𝑜𝑔𝑜𝑑𝑑𝑠). In Table 13, Table
14, and Table 15, the aforementioned measures are exemplified by investigating label association
with Workload, Human Machine Interface, and Situational Awareness. I chose these three labels
as an example of labels that are strongly, moderately, and weakly associated with other labels.
Table 13, Table 14, and Table 15 show the three largest associations for every label. These might
be the same for any given measure or vary slightly. For example, Distraction has the highest
association with Workload on two out of the three measures (log-odds and Dice), while it is the
second highest association when evaluating with the MI measure. The label of Human-Machine
Interface seems to be associated with Confusion albeit not as strong as the Workload-Distraction
association. Interestingly, Situational Awareness has a very low association with other labels.
More investigation would be required to examine whether this is due to the abstract nature of the
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label and thus possible inconsistencies in its usage or because this label oftentimes occurs by
itself. However, this detail is outside of the scope of this study. The main takeaway here should
be that there are associations between labels with varying degrees. This knowledge can be used,
for example, to (a) prompt people when filling out an incident report whether something else
might have been an associated factor in an incident and (b) improve performance of machine
learning classifiers that take label associations into account.
This section demonstrated how the ranking of labels (by probability in a Logistic
Regression classifier) can be used in combination with the knowledge of referent annotation to
“threshold” the labels and improve classification performance. The practical significance of this
is that the classifier’s ranking seems to provide meaningful information. This, in combination
with the knowledge about label associations could be used to improve the incident reporting
process as will be discussed in Chapter 5.

Based on the presented results, Research Question 5:
Research Question 5: What are the effects of label cardinality on the performance of a
machine learning classifier? How do the surface features of a report influence label
cardinality? Are there meaningful correlations in the label space that can be extracted to
improve the performance of a classifier? Which correlations represent meaningful
relationships between labels in the real world and which correlations are artifacts of the
taxonomy?
is answered as follows:
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Hypothesis 5A: As label cardinality increases, classification accuracy for associated reports
decreases.
In general, this was found to be true. However, this was not surprising since the more
labels there are, the higher the chance for a disagreement between the labelsets. This was
also reflected by an increase in the measure of hamming loss with an increase in
predicted labels. For example, hamming loss between the referent and predicted labels of
𝒟𝑡𝑒𝑠𝑡 (from 1 to 8 predicted labels) was [0.13, 0.17, 0.22, 0.26, 0.31, 0.36, 0.36, 0.29],
respectively. As an example, when a single label was predicted, hamming loss was 0.13,
whereas predictions with four labels led to a hamming loss of 0.26. With the thresholding
technique, these values dropped to [0.10, 0.17, 0.22, 0.26, 0.26, 0.25, 0.24, 0.19],
respectively. As discussed earlier in this section, label confidence of a Logistic
Regression classifier seems to carry ranking information that can be used to, inter alia,
improve classification.

Hypothesis 5B: Classification accuracy is lower for labels which do not occur often. However,
measures of surface features and labeling confidence will interact with this effect.
As investigated in previous sections, accuracy is dependent on factors beyond simple
prevalence of the label in a training set. In general, accuracy seems to depend more on the
concreteness versus abstractness of a label. However, the presence of surface features can
increase classification accuracy in either case. This becomes apparent when referring to
Appendix C, Table 35. For some labels, the actual name of the label is listed within the
top 10 coefficients for the respective classifier. Encouraging people to utilize exact
verbiage based on identified human factors might thus further increase classification
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accuracy. Labeling confidence did not provide any meaningful information beyond what
was just identified—generally, annotators reported high confidence for the labels that
they assigned.

Hypothesis 5C: Correlations where the semantic distance between labels is judged as small and
the confidence in labeling is small, the correlation likely exists due to the constraints that the
taxonomy imposes; however, if the confidence for label correlations is high then, regardless of
their semantic distance, such a correlation should indicate meaningful relationships in the real
world.
The measure of semantic distance provided less valuable information than initially
though, mainly due to the variability of the ratings from D and D+C experts. As also
mentioned earlier, the confidence measure did not provide the granularity needed to make
any meaningful assessments because annotators mostly rated their confidence as being
high for the labels that they had assigned. I have shown though how co-occurrence
measures can be used to identify the strength of association between labels. Further
investigation would be necessary in order to examine whether these are meaningful
relationships or whether some of these relationships indicate a possible redundancy of
labels.
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CHAPTER 5: DISCUSSION
This chapter is organized as follows: First, I am outlining the unique challenges that the
data in this study presented. Second, I am summarizing the findings with an emphasis on the
hypotheses presented in this study. Third, I am evaluating the lessons learned from this research
while discussing both theoretical and practical implications. Fourth, I am addressing limitations,
follow up with recommendations for further research, and provide closing remarks.

Challenges
This research presented unique challenges. Two of the major challenges from a technical
standpoint were that this was a multi-label classification task and that the data was highly
imbalanced—some labels were present only a few times while others had a higher prominence.
This posed challenges not only for the machine learning classification task in itself but also for
the human annotation and data analysis part. As part of the human annotation task, I had to
ensure that the data is stratified so that its distribution of labels is representative of the overall
dataset. I have demonstrated, in detail, how to perform stratification using heuristics and state-ofthe-art algorithms. Stratification was also important for the training of a machine learning
classifier so that the folds in cross-validation would be representative of the overall dataset. The
imbalance of labels then needed to be accounted for in the machine learning classifier—I have
done so by choosing a classifier with an adjusted loss function to provide more penalty for
misclassification of the positive classes. Finally, evaluating performance on an imbalanced
dataset presents challenges as regular measures of accuracy are not appropriate for imbalanced
data. As such, I have presented in detail how measures of precision, recall, F1-Score, as well as
ROC-AUC can be used for meaningful performance evaluation with imbalanced classification
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tasks. A similar challenge was presented for the evaluation of IRR measures. As most IRR
measures are sensitive to trait prevalence (e.g., Feinstein & Cicchetti, 1990; Gwet, 2008; Gwet,
2014; Hallgren, 2012), imbalance in the data also needs to be accounted for with regards to
measures of IRR. Here I have presented one possible solution to also examine rates of agreement
on the positive and negative class as recommended by, for example, Cicchetti and Feinstein
(1990) to support measures of IRR on an imbalanced dataset. I have outlined, in detail, these
steps in Chapter 4 and presented more detailed discussion in Appendices A and B. Another
challenge with regards to evaluation of multi-label classification tasks both for human and
machine learning classification was how to evaluate the task on an example-based measure,
meaning how to evaluate agreement or classification performance when multiple labels are
present. In that regard, I have shown how, for example, the measure of hamming loss can be
used to evaluate a machine learning classifier and Jaccard Distance can be integrated into an
evaluation of IRR that allows for a distance measure to be integrated such as by using
Krippendorff’s 𝛼. In Chapter 4, I have presented these measures and again provided further
details in Appendices A and B. As such, this dissertation is, to my knowledge, the first to provide
a detailed account of human versus machine learning classification based on a human factors
classification task with a multi-label imbalanced dataset and providing an end-to-end account of
challenges and solutions to this problem.

Summary
I have set out to compare human and machine learning classification of human factors in
aviation incident reports. One influences the other—human classification is required in order to
train a supervised machine learning model. Therefore, I have also examined the interaction
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between human and machine learning classification. Hypotheses were based on some premises,
mainly that (a) reliability in human classification is above chance level, (b) reliability depends on
annotator and report characteristics, and (c) training a machine learning model can, to some
extent, be beneficial for the task of analysis and classification of incident reports. Throughout
this study, it became evident that the collected data showed more variability than initially
assumed. Therefore, a number of hypotheses were supported while others were not. In general, I
have found that there was considerable variability in the labeling of incident reports. I had
assumed that D+C experts’ agreement on labels would be higher than D experts’ agreement but
found the opposite to be true: D experts agreed more with each other than D+C experts. The
same is true when annotators were surveyed to provide ratings of semantic similarity both before
and after being presented with the human factors label definitions; individual ratings diverged in
both groups, however, again there was more divergence in the D+C than in the D expert group.
As hypothesized, I have found that IRR was dependent on the label. Some labels of the
taxonomy were more agreed upon than others by a fairly large margin. Agreement for some
labels also seemed to be influenced by the occurrence of the actual label as a keyword in the
narrative; however, measures of semantic similarity or confidence in labeling could not
necessarily be correlated to agreement measures. While, in general, agreement throughout the
study seemed to be rather low, this is not necessarily unusual for the coding of raw incident
reports. For example, Olsen and Shorrock (2010), as well as Olsen (2011) tested the reliability of
the more widely researched HFACS taxonomy—the original HFACS taxonomy in one study and
a derivative of it in the other study—with conditions that closely resemble the research herein in
the sense that there was no extensive training and the incident report narratives were presented as
the raw narratives to participants (as opposed to coding causal factors that were already
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abstracted from the reports). In their studies, agreement also highly varied depending on the
specific HFACS category but average percentage agreement at the category level was as low as
34.5% in Olsen and 39.9% in Olsen and Shorrock. In fact, when examining percentage
agreement on more specific descriptors that were added to the original HFACS taxonomy and
that are more closely aligned with parts of the taxonomy from the research herein (example
descriptors would be: “Human performance limitations” or “Not trained for task” or
“Misjudgment”), Olsen and Shorrock found a percentage agreement of only 19.8% overall. This
shows that the results presented herein are not necessarily unusually low when similar tasks are
considered.
With regards to machine learning performance, I have found that, while human
agreement and machine learning performance on labels do not exactly correlate with each other,
there are some notable trends. For example, Fatigue, while not exhibiting a large prevalence in
the dataset, stood out as one of the labels that were most agreed upon and also most reliably
labeled by the machine learning classifier. Annotator agreement as measured by Krippendorff’s
α was 0.698 in the D expert group and 0.620 in the D+C expert group. As the prevalence of
Fatigue was fairly low (only 5% of the original dataset contained the label), I followed up with a
measure of agreement on the positive class in order to examine whether the comparatively high
agreement is stable across the measures. I found that agreement on the positive class (the
presence of Fatigue) as measured by ppos was 0.69 for the D experts and 0.63 for the D+C
experts. Following this up with a measure of agreement on the negative class (the absence of
Fatigue), there was 99% agreement in both groups as measured by pneg on the absence of
Fatigue, indicating that annotators were good at discerning when reports included fatigue but
also discerning when they did not. In Appendix A, I have listed some popular benchmarks for
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assessing reliability. For Kappa-like measures (which Krippendorff’s α can be compared to as a
chance-corrected coefficient), generally, agreement values larger than 0.60 are considered good
agreement. Judged by these benchmarks, Fatigue was the only label with good agreement.
Interestingly, machine learning classification performance was also highest for this label with an
F1-Score of 0.66. When examining the coefficients for the model, it also was evident that, for the
label Fatigue, by far the largest predictor of the label was the occurrence of the actual word
“fatigue.” This poses the question of hand-coding rules versus machine learning. If only a few
rules might lead to acceptable performance, why using machine learning to begin with? As I
have outlined in Chapter 1, Tixier et al. (2016) achieved very good results with hand-coded rules
for assigning attributes and outcomes to injury reports. However, they also noted that the process
is tedious, labor-intense, heavily based on domain-knowledge and does not scale well to
problems outside of the domain for which the rules were coded. An example would be the label
of Human-Machine Interface that was used here to denote problems with the interaction between
the human and the system. In this case, the actual word “Human-Machine Interface” is not part
of the narratives that were classified with this label. Rather, the largest coefficients were “fmc”
(flight management computer), “fms” (flight management system), “efb” (electronic flight bag),
to list just a few; this is a good example of domain-specificity. The algorithm “learned” that
these words were often associated with problems at the human-machine level. One could handcode these rules but then one would have to hand-code different rules when transferring to a
domain outside of aviation, for example. Of course, if hand-coding leads to better performance, it
is absolutely valid to do so. What I am advocating here is to improve the quality of the
underlying data, to then decrease noise in labeling, which should, in turn, improve machine
learning classification performance.
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As hypothesized, there was considerable noise in the labels provided to the classifier and
that was also reflected in classification performance. It was also evident that the classifier did not
reach its full capacity—more data could possibly improve classification performance; however,
it is unclear at what point classification performance would reach an asymptote due to the
noisiness of the labels. Certainly, this would be dependent on the specific label as well. I have
further found that different pre-processing schemes such as using unigrams versus unigrams and
bigrams in the tokenization scheme, as well as using term-weighing schemes like tf-idf only
slightly influenced the performance of the classifier, leading me to believe that the major source
of performance detriment stems from the noisiness of labels.
In Chapter 4, I have presented how evaluating some of the false positives of the machine
learning classification can provide further insight and, while doing so, found at least two false
positive reports of Fatigue that did not have the label attached to the reports by the original
annotator but were classified as such by the machine learning classifier. When I inspected these
reports, it became evident that they were clearly reporting Fatigue and should likely have been
annotated as such. This leads to the conclusion that through the considerable subjectivity of the
annotation process—no ground-truth labels are available—as well as the variability in length and
informativeness of incident reports, there are clear challenges to be met in order to improve the
annotation process both on the human, as well as on the machine learning side, with one side
influencing the other. In Chapter 2, I cited DiMaggio (2015) who wrote about the paradox that
task performance of humans and a machine learning classifier often suffers at similar tasks. The
research herein to an extent supports this statement. Overall, the challenges that were discovered
in the research herein do underline the complexity of the problem while also leading to valuable
lessons learned which I will now outline further.
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Theoretical Implications
Throughout this research project, I found evidence that the unstructured nature and
variable content of the incident reports might profoundly influence the annotation process,
therefore also influencing annotation reliability and the resulting machine learning classification
process. Referring back to Chapter 2, Figure 5, the features of the incident reports (in essence the
wording of the reports) were assumed to be the foundation to form the higher-order
representation of an incident that then is the basis for classification. Through quantitative inquiry
I have found that, at the most basic level, reports vary considerably in length with a minimum
word count of 5 words, a maximum of 2,192 and a median narrative length of 242 words. Further
analysis revealed that reports that were longer had, in general, more labels attached to them than
shorter reports. The same was found to be true for machine learning annotation. This leads to a
bias where longer reports seem to involve more human factors than shorter ones.
On the other hand, it is expected that some incidents do not lend themselves for more
detailed inquiry. Not every reported incident will involve human factors; when it does not, it is
perfectly acceptable and even recommended not to try and force the incident into a human
factors framework. In other cases, time and motivation on the side of the reporter could be a
major contributor to the variation in report lengths, as could be a lack of reporter training on how
to effectively write these reports. Further, I have found that some very short reports are outliers
in the sense that they contain disproportionally more labels than longer reports (I have discussed
the function of “callbacks” earlier but most of these reports did not involve any “callbacks). On
the other hand, there were lengthy reports that provided detailed information about multiple
human factors involved in an incident but were only annotated with a single label by the referent.
The same underlying factors that contribute to the content variation could be at play—
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motivation, time, or lack of annotator training to perform a detailed analysis of the reports
especially when they are lengthy.
To understand these implications, assume a fairly short incident report about operator
fatigue that only mentions that the reporter was fatigued. Contrast that with a longer narrative
that indicates that the crew had not expected to fly until the morning hours and thus had not
planned sleep accordingly but a maintenance and another weather delay turned a 4-hour duty day
into a 12-hour duty day that lasted until the early morning hours. The crew was also reporting
higher than usual workload due to dealing with the maintenance issue and weather deviations
enroute. They also report the existence of conflicting goals: operational pressure while also
trying to maintain a safe operation. Clearly, the aforementioned reports are different in detail—
they both describe operator fatigue but the second report provides a lot more analytical detail.
The first report might have included the same circumstances, but it would never be known. This
leads to another source of variation which is the information that is inferred by an annotator. If
there is not enough information provided, humans have a tendency to create a story about what
happened based on, for example, their experience with similar situations. To illustrate what has
been discussed, I present ACN #866451 which states:
“Cockpit door was not verified locked during before push back checklist. Cockpit door
came open during takeoff roll. Make sure items on checklist are actually done when
checklist is read.”

This report was annotated as Distraction, Situational Awareness, Training / Qualification, and
Workload by the original referent annotation. Clearly there is not enough analytical information
here to draw meaningful conclusions or provide information for any analysis besides knowing
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that the checklist item was missed and the door came open. More interesting would have been
why the reporter thinks that the checklist item was missed. Was there something else happening
during the time that the checklist was accomplished? How was the open-door situation handled?
Were the flight attendants briefed on what to do in case the door came open in flight? Was this a
situation they knew how to deal with? Was this part of the standard briefing to the flight
attendants? Did this happen before? These are all interesting questions that are left unanswered
in this example.
While I will come back to the topic of information elicitation later, I would like to take
this narrative as an example of how, in the absence of concrete information, people tend to create
a story around the narrative. By adding the label Workload here, the referent labels might imply
that this situation increased the workload for the pilots. Although, it is not known whether the
pilots had to take care of the door situation later or whether a flight attendant, sitting right next to
the door, did just shut the door later thus not necessarily increasing pilot workload. Maybe the
annotator here had been in a similar situation before where they had to close the cockpit door
themselves after it became open during takeoff and thus inferred that this was creating a higher
workload situation for the pilots. The subjectivity here is also reflected in examining the labels
that the six other human annotators in this study assigned to that particular narrative. While 4 out
of 6 agreed that this situation would be distracting, only 2 out of 6 found that workload was an
applicable label here. One annotator commented that there is “not enough information in this
report to determine 4 factors” and another commented that “complacency may be a factor.” What
this shows is that there might be a need to address the unstructured nature of these reports. It
seems that the goal should be to elicit information from the reporter with the intent to decrease as
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much ambiguity as possible while also eliciting meaningful, i.e., analytical information for the
purpose of using the incident reports to identify shortcomings in the operation.
Improving reports on the basis of human factors theory. Recognizing the influence of
narrative content as a major source of annotation variability is crucial to improving both the
narrative, as well as the annotation. From a theoretical perspective, self-reporting of incidents has
its limitations. Flanagan (1954) wrote a hallmark paper about the “critical incident technique.” In
it, the author outlines the steps for collecting information about human behavior based on
eliciting knowledge—mostly in the form of interviews—from humans about specific incidents.
In his own words, the critical incident technique is “essentially a procedure for gathering certain
important facts concerning behavior in defined situations” (p. 35). He argues that the more detail
in a description of on an incident is given, the more it can be assumed that the description is
accurate; on the other hand, if there is a lot of vagueness in the report, it can be assumed that
some of the information given may be incorrect. Others have written about the influence of
memory and attentional processes on the recall of events (e.g., Ericsson & Simon, 1980), while
Wiegmann and von Thaden (2003) argued that incident reports in aviation often contain more
information about what happened rather than why something happened. All imperfections aside,
self-reporting is still recognized as a very valuable source of data—sometimes the only source—
through which knowledge of human behavior and decision making in specific situations can be
elicited (e.g., Klein et al., 1989). Based on the critical incident technique (Flanagan, 1954), the
Critical Decision Method (CDM; Crandall et al., 2006; Klein et al., 1989) moves the decision
making process of an individual to the center of inquiry. As such, it is seemingly more applicable
to aviation incident reporting as the decision making process of pilots can often reveal systematic
issues and/or deficits in either the cognitive processes of the reporters or in their environment.
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Except for these differences, both the critical incident technique and CDM are based on some of
the same principles. In particular, both methods elicit an unstructured account of the incident at
first and then follow up with “cognitive probes.” In that regard, it is a mix between an
unstructured approach and a structured interview (e.g., Klein et al., 1989). This semi-structured
approach using cognitive probes was found to provide more specific and meaningful
information, especially with regards to perceptually based cues; information that is often not
attained when only very general questions are asked (Klein et al., 1989). Crandall et al. (2006)
describe this semi-structured approach as being conducted in multiple phases or sweeps as they
call it. Their proposed sweeps are “(1) Incident Identification, (2) Timeline Verification, (3)
Deepening, and (4) ‘What If’ Queries” (p. 73). The “deepening” stage is used by the interviewer
for probing questions that are based on what it is that the interviewer wants to probe in order to
attain more information. This approach would be different from the one presented in Wiegmann
and von Thaden (2003) in that it is more natural, based on a question-answer paradigm that
provides cognitive probes after the initial account of the incident has been written up and based
on that initial write-up. How such an approach could be automated and what this could look like
in practice is discussed in the “Practical Implications” section.
Variability between annotators. Throughout the research, it became evident that there
was considerable variability between the annotators with regards to label selection. Considering
the large variability, the question arises which labels could be considered as “gold-standard” for
annotation purposes due to the demonstrated subjectivity of annotation and the absence of any
ground-truth labels (as also discussed in Chapter 2 and Appendix A). One of the central
questions is that, if there is so much variability in annotation, to what extent can the referent
labels be considered the gold-standard. To shed some light on this question, I have performed a
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post-hoc analysis of agreement between different kinds of annotator / referent combinations; the
results of this analysis are presented in Figure 33. In Figure 33, I have combined annotator as
follows: “D experts & D+C experts” is a baseline agreement between labels of all individual
experts, i.e., D1, D2, D3, D+C1, D+C2, D+C3; “Maj D exp. & Maj D+C exp.” is agreement
between labels of a majority vote from D experts and a majority vote of labels from D+C
experts; “Maj all exp. & Referent” represents agreement between a majority vote of labels from
all individual experts and the referent labels. What can be seen is that, in general, there is more
agreement on labels when a majority vote from different types of annotators is taken and
agreement is compared, as opposed to agreement between individual annotators. This echoes the
findings from, for example, Nowak and Rüger (2010), as well as Snow et al. (2008) and supports
the value of using majority votes to lessen the noise and increase agreement in subjective
annotation tasks.
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Figure 33: Agreement based on different kinds of annotator / referent combinations
Note. Lines are connected for readability purposes only.

The low agreement between the majority vote labels and the referent sheds light on the
issue of having to accept one set of labels as gold-standard for automated classification purposes,
especially when these are the only labels available for training a machine learning classifier. It is
not unexpected that the agreement between a majority vote and referent labels would be lower
than, for example, the agreement between two majority votes of different types of annotators.
After all, any majority voting process likely ends up with a lesser overall number of labels than it
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originally started with; this might naturally account for lower agreement because the referent
labels did not go through such a process. Nevertheless, if the majority voting process is to
smooth out noise and increase IRR (as it seems to do here), then such a significantly lower
agreement between this process and the referent labels points to the noisiness of referent labels.
As discussed herein, this is a problem. Before introducing possible solutions and providing
specific recommendation, I would like to address the difference in reliability based on the labels
themselves.
Variability between labels. In addition to the variability that was observed between
annotators, there was also considerable variability in IRR depending on the specific label. While
all aspects of such variability are beyond the scope of my study, I would like to address a few. In
general, I assume four major questions to be answered when trying to examine IRR from a
perspective of the actual taxonomy as follows:
•

Is the label describing a concrete cognitive state of mind or it is describing a more
abstract concept?

•

If the label is describing a cognitive state of mind, do people tend to describe the
actual state or mainly the sources of the state of mind?

•

How closely related is the label to others?

•

How narrow/wide is the definition of the label?

Now, I will use two examples from the human factors taxonomy studied herein to examine how
these questions relate to actionable items:
For Fatigue, the label is describing a cognitive (it could also be argued a physiological)
state and people tend to describe the actual cognitive state using the label word. This is also
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reflected in Appendix C, Table 35 with the actual word “fatigue” as the largest coefficient (by a
considerable margin) in the binary classification model of Fatigue. When examining the
definition that was provided to the annotators, it seemed a little bit narrow with attributing
fatigue solely to a previous expenditure of energy related to work; however, this did not seem to
have a large impact on annotators because their knowledge about fatigue probably was likely
overriding this very narrow statement. In addition, the label was not closely related to others so it
seemed that it could be annotated reliably. This was also reflected in the machine learning
classifier’s performance. To come back to the discussion of hand-coded rules versus machine
learning that I touched on at the beginning of this chapter, the label Fatigue could probably be
hand-coded with a few rules; however, it could also be examined whether tuning the classifier
further or using a mixture between hand-coded rules and automated classification could increase
performance in automated labeling.
For Confusion, the label is also describing a cognitive state but, when examining the
coefficients in Appendix C, Table 35, it seems that, for example the top 10 coefficients also
include outside sources that seem to have led to the state of mind of confusion. For example,
“mel” is short for Minimum Equipment List (MEL; it is an abbreviation but lowercased in
Appendix C, Table 35 because of the preprocessing that lowercased all narratives). It is a
technical term for a document in aviation that grants relief for the operation of an aircraft if
certain items are inoperative. It also includes maintenance and pilot procedures for dealing with
the inoperative item. Apparently, the presence of this word increases the chances for the
narrative to be labeled with Confusion. The same goes for the word “chart” and “taxiway.” It can
only be guessed but apparently MEL procedures can be confusing and the same goes for charts
and taxiway layouts. In this case, there is also something to be learned about the domain by
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examining the coefficients of the model of Confusion. When comparing hand-coded rules to
machine learning classification, it becomes clear here that hand-coded rules would have to be
domain-specific. In addition, anytime the outside sources of confusion change, hand-coded rules
would have to be adjusted. However, it is also clear that both the reliability of the human
annotation, as well as the machine learning performance based on the referent labels is worse
than that of some of the other labels. In this case the question would be why this is the case if the
concept should be pretty straightforward when also maybe at times defined more through
mentioning of sources of confusion than mentioning the state of mind. When examining from an
earlier chapter Figure 14 and Figure 15, it can be seen that overall usage of the label varies
considerably across annotators with DC2 and DC3 experts rarely having used the label at all for
annotation. Here the sources of variability are likely related to the last two of the questions
above. The label Confusion seems to be closely related to the label of Situational Awareness on
one hand, while on the other hand, the definition that was provided specified Confusion
specifically as loss of orientation and often memory. In contrast, this is a very narrow definition
and probably is different from what people colloquially know as confusion. This confused some
of the annotators as they reported in the study debriefing. In this case, such a narrow definition
that is considerably different from more colloquial usage of the term might lead to a large source
of variation in label usage based on individual differences in annotators’ interpretations.
What I have just shown is that an investigation into a taxonomy for the purpose of trying
to increase IRR should always be multi-faceted. Oftentimes there is no easy single answer. I
would now like to summarize practices that can improve IRR.
Foundations for improving IRR in incident reporting systems. In an earlier work
from 1998, Kilgarriff addresses three main issues with regards to raising IRR from multiple
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annotators in word-sense discrimination tasks. He concludes that “taggings fail to agree for one
of three reasons: because of an irreducible indeterminacy or ambiguity in the data, because the
tags were poorly defined, or because one or more individuals made a mistake” (p. 462). He goes
on to produce recommendations to address each of those three reasons. For the first reason, he
recommends that annotators should be able to make explicit that they have problems discerning
between certain labels; for the second, he proposes to define labels more clearly and explicitly;
and for the third, he advocates to select annotators who are qualified and motivated for the task at
hand. While word-sense disambiguation is a different task than labeling incident reports
according to a human factors taxonomy, there are arguably overlapping aspects. In the most
general sense, it can be assumed that both are NLP annotation tasks with inherent subjectivity.
As such, Kilgariff’s recommendations for improving annotation to approximate a gold-standard
in labeling apply for the task of the research herein as well. However, one of the main
differences is that, in word-sense discrimination, the quality of the underlying data cannot be
influenced like it can be in an incident reporting system. Therefore, my recommendations build
on Kilgarriff (1998) and I summarize and extend the recommendations as follows:
•

Improve the quality and content of the underlying data—recommendations on how to
accomplish this were given earlier in this chapter and are extended in a later section about
“Practical Implications.”

•

Using a multifaceted approach that was described earlier, analyze and adjust the
taxonomy accordingly. Clear and explicit definitions are important, but I have also shown
how too narrow of a definition can be detrimental for IRR especially in cases where the
definition is too far removed from colloquial usage of the term. In these cases, I
recommend either using a different term or adjusting the definition accordingly.
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•

With regards to qualifications and motivation of individuals, I assume that the
participants of my study, as well as the referent annotator(s) were motivated to perform
the task; however, in the more general sense of incident report annotation, I have also
discussed how different factors like, for example, time constraints could possibly
influence annotation performance with the conclusion that machine learning can be used
as an aid for the classification task taking into consideration the implications discussed
herein.

Overall, it would also be beneficial to ensure appropriate qualification of observers, as well as
testing the overall reliability of the system by performing a priori training of annotators and
evaluation of the annotation scheme until a certain performance standard of IRR is attained; this
approach can be used not only to validate the annotation scheme but also to ensure that
annotators are appropriately trained for the task (as also discussed by Hallgren, 2012). Any of the
recommendations that were just discussed should also be beneficial for creating a gold-standard
set of annotations by increasing the overall reliability of the system.

Practical Implications
The elephant in the room when considering the reliability of human annotation for
incident reporting systems is why would any of this matter anyways? One can even take a step
further and ask why would it matter to collect and categorize human factors data for incident
reports? These are certainly valid questions. The main point I would like to address is that more
important than solely collecting and categorizing data is what exactly is the data being used for
once collected. Tabulating data to spot trends is one thing but the ultimate goal needs to be to use
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the data in meaningful ways to affect change in the system if necessary. I have kept this
statement intentionally broad as the “change” really depends on the problem.
Reliability in classification is important because there is/are usually very specific fix(es)
associated with human factors. As an example, considering the ASRS taxonomy, one of the fixes
associated with a report of fatigue could be to examine scheduling procedures and/or regulations.
When there is a trend of people reporting being fatigued, maybe there is something they all have
in common. Maybe schedules need to be adjusted. Whatever fix there might be, the important
takeaway here is that there need to be meaningful procedures in place to somehow close the loop
between incident reporting and actionable recommendations and fixes; otherwise, it could be
argued that classification would be relatively meaningless. As another example, if distractions
are reported, sources of distraction need to be identified. Maybe it is reported predominantly in a
certain location; maybe a certain source of distraction is more common than another; maybe
certain procedures need to be adjusted. For issues reported at the human-machine interface level,
technological fixes or adjustments might be appropriate. All these questions should serve as a
starting point for equally important questions of what the human factors taxonomy should look
like. The question of what it is one would like to know and how the loop from reporting to the
implementation of fixes or adjustment to current processes can be closed is central to the
development of a meaningful incident reporting system.
Implications for those who write the reports. As stated earlier, the goal should be to
provide the reporters with the necessary tools and cognitive aids to be able to write an
informative narrative. Granted, some reporters might solely write a report because they are
obligated to do so in order to fulfill company reporting requirements, or in order to protect
themselves from punitive action; these reports might not be as reflective as others. However, for
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the purpose of this discussion, it is assumed that the reporters are motivated to provide
meaningful information. In that case, multiple avenues can be explored. Based on the factors
identified in the previous section, recommendations can be made for the future design of incident
reporting systems to aid in writing informative narratives. As Wiegmann and von Thaden (2003)
discovered in their research, priming reporters to think more analytically about an incident led to
more analytic statements in the actual report. However, their approach (as they themselves and
some of their participants noted) required considerable effort on the part of the reporter. The
schematic maps that they used to help people develop analytical thought about an incident had to
be filled out before the actual incident report was written; in addition, the schematic maps were
fairly involved and of static nature. The authors noted that the static nature of the schematic
maps may “stagnate the reporting of dynamic, iterative events that often occur in the aviation
domain” (p.160). Another way would be to provide instructions to the reporters about how to fill
out a report. To an extent, the ASRS input form contains such instructions. However, these are
provided as basic statements only and are also static in nature.
With the help of machine learning algorithms, it could be imagined that these forms turn
more into a question-and-answer system in which the nature of the incident being reported (and
the resulting preliminary classification) could drive further questions. This would roughly follow
the approach of the critical incident technique (Flanagan, 1954), or the CDM (Crandall et al.,
2006; Klein et al., 1989), as discussed earlier. Whenever a machine learning algorithm would
detect the presence of certain human factors in a narrative, it could automatically expand the
narrative section and provide cognitive probing in the form of “deepening” questions associated
with the detected human factor that is being reported (for a list of probing questions, see Crandall
et al., 2006, p.79). Crandall et al. provide an extensive table of “probing” questions. As an
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excerpt from the table, to probe goals and priorities, a question could be: “what were your
specific goals and objectives at the time?” Mental models can be probed with: “did you imagine
the possible consequences of this action?” More information on decisions could be elicited with:
“how was this option chosen or others rejected?”
Implications for those who code the reports. There is a fundamental question of who
should code the reports. In this research, I have found that D experts seem to have a slightly
higher agreement on labels than D+C experts do. A few things are important to note concerning
this statement. First, the sample size was relatively small; second, it is unknown whether more
training would have equalized the results; third, some definitions of the taxonomy might have
been awkward to D+C experts if they are used to other definitions based on their human factors
expertise, and fourth (but also very important) agreement does not necessarily constitute validity
or “correctness” of the choices. These implications aside, the decision of who should code the
reports (the reporters as D experts or human factors safety professionals as D+C experts) will
require additional thought. However, some practical suggestions can be made of how to
incorporate machine learning into the process of coding the reports. For example, automated
classification could act as a suggestion system to think about other factors that might have been
involved in an incident. Aside from the cognitive probes that were discussed earlier and that
would act as a semi-structured interview once the general narrative has been written, a
suggestion system could suggest human factors labels as the person is typing up the narrative. It
could even show how confident the classifier is for certain labels. It could also use co-occurrence
information to make such suggestions, as I have illustrated in Chapter 4. Also, I have shown how
to utilize the probability outputs of the Logistic Regression classifier to perform “thresholding”
that can be used to provide a ranking of other factors for consideration.
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The goal primarily would be to elicit thought by automatically providing human factors
suggestions to the reporter while they are typing the narrative. Certainly, such a system would
also have to make sure that it does not lead people on too much, but it could be helpful for
reporters (as D experts) to pre-select from the suggested list and then have D+C experts refine
this selection. Numerous variations of this method could be thought of, however they should all
have the same goal: improve the quality of annotation while some of these variations would also
save time. Very importantly as well, annotation collected in such a way could also be fed back to
the machine learning classifier and ultimately be used to improve the performance of such a
classifier—a win-win on both sides.
Implications for those who create taxonomies. As a general guide, any inquiry into
utilizing a taxonomy should begin with evaluating what exactly it is one would like to extract
from the data. As a working example, if an airline would like to know during what kind of
circumstances fatigue more likely contributes to an incident—so that the circumstances can be
addressed and fatigue can be mitigated—then fatigue should be integrated in a taxonomy. The
airline’s goal here could be to integrate the human factors data derived from the safety reporting
system with data from, for example, scheduling systems. To keep with the example of fatigue,
time of day of an incident report could, for example, be integrated a model of fatigue, as well as
scheduling data to predict fatigue and analyze the predictors. This could then, for example,
directly lead to scheduling changes in order to address fatigue in certain circumstances. Along
the same lines, an airline could have identified that distractions in the operation lead to incidents
or safety concerns. In this example, incident reporting drives the recognition of human factors
problem areas but also directly influences the desired areas to be included into a human factors
taxonomy. The main idea here is that taxonomy creation should be an iterative process that is
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constantly evaluated. The follow-on analysis or integration with other data sources also shifts
with the problem area. With regards to distraction, the focus might shift to trying to identify
sources of distraction—as opposed to identification of scheduling factors that were discussed for
fatigue. Overall, I propose an iterative process that begins with asking the right questions to
evolve a taxonomy that is both (a) reliable, and (b) useful for purposeful inquiry. Then,
integrating other sources in the analytic process in order to identify the relations that can answer
the initial questions and lead to actionable insights.

Limitations
From a study design standpoint, a limitation seemed to be restricting the number of
human factors labels that annotators could attach to any given narrative to the number of labels
that were attached to the narrative by the referent. More specifically, if a narrative originally had
only one label attached to it (labeled by the referent in the original ASRS dataset), then
annotators were also restricted to attaching a single label. Initially, the idea was to prevent
annotators from using too many, or too few labels, and to prevent large inconsistencies in the
labeling process. At the most extreme, if annotators would always assign all 12 labels to each
narrative, it would result in perfect agreement between annotators. Of course, this was not
expected to happen; however, by limiting the number of labels, it was thought that more
conscious choices had to be performed. It became clear, through comments of the annotators, as
well as through the data analysis process, that the choice to restrict might have been too
restricting. As I have established in Chapter 4, in general, shorter narratives corresponded to
fewer labels in the original dataset. However, there were other examples where the original
narrative was comprised of only a few sentences but had a large number of labels attached to it

154

and vice versa. This might also reflect the individual annotation style(s) of the referent
annotator(s) who originally labeled the dataset. Comments that were made by annotators in this
study were that sometimes there had been relatively short narratives where they had to decide on
a rather large number of labels, and consequently sometimes there were rather long narratives
where they had been restricted to only a few labels. In general, at times they wished they could
have either used more or less labels than the number of labels of the original narrative. As an
example from earlier, report ACN #898133 originally had one label attached to it, namely
Fatigue. As such, annotators had one choice of label. Except for one annotator, everybody else
labeled the report as Fatigue as well. The other annotator labeled Timer Pressure. After reading
the report, it is clear that the word “fatigue” is used numerous times and that the reporter is
reporting his fatigue during his flying assignment. However, the reporter also mentions his
schedule numerous times as causing him to be fatigued. Therefore, one annotator labeled the
report as Time Pressure, indicating this as a causal factor for the reporter’s fatigue; likely a valid
choice. What is unknown is whether that same person would have also labeled the report as
Fatigue if there had been a choice of additional labels. By not permitting additional choices, this
information is lost. This might also lead to estimates of IRR being on the conservative side.
Another limitation was the comparatively low sample size; however, annotation of
narratives is a very time-consuming task and, as Olsen (2011) noted, a low sample size may
indeed be very representative of the pool of qualified personnel for annotation tasks in most
organizations. I also did not expect such a large amount of variation between raters although this
seems to be largely attributable to the quality of the narratives. Also, as noted in Hallgren (2012),
when using trained coders in a study, a significant amount of training might be necessary before
the coders reach an IRR that is considered acceptable for the study. As such, Hallgren
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recommends performing an a priori IRR evaluation where training is provided to a point at
which IRR is considered to be adequate for the study. Considering the variability of the
narratives, as well as some of the limitations and constraints that the particular taxonomy
imposes, it is difficult to estimate what such a “baseline” IRR should be but arguably more
training for the annotators for this particular annotation scheme and task could have been given.
Taking the original “referent” labels as “gold-standard” is an apparent limitation of this
study. However, these were the only labels available. There was no other set of labels that these
could have been compared to; therefore, something had to be considered as “true” labels. What
has become clear throughout this study is that the human annotation process is inherently noisy.
This also leads to the conclusion that the referent annotation might be fairly noisy with a large
amount of variation. While the amount of noise has been found to depend on the particular label,
natural limitations in training the machine learning classifier arise from noisy data. Averaging
labels from multiple annotators, as for example discussed herein and demonstrated by, inter alia,
Nowak and Rüger (2010), as well as Snow et al. (2008) was found to decrease noise in
annotation so it could be argued that this would be a viable approach also for the training of a
machine learning classifier. The problem that arises here is that the amount of labeled data
required for the training of a machine learning classifier vastly exceeds the amount of data
required for studies such as the evaluation of IRR which, for practical purposes, are usually
performed on smaller datasets. Especially with regards to incident narrative classification,
significantly more time is needed to read and understand longer narratives than, for example, for
image annotation tasks. Therefore, while it seems to be desirable and effective to average
annotations from multiple persons for a large dataset and train the classifier on such, in practice,
this is likely not feasible.
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This was a fairly basic machine learning classification using a simple, yet still considered
fairly effective, process of turning the multi-label problem into binary subproblems by using
multiple binary Logistic Regression classifiers. Minimal pre-processing was performed, as well
as no over- or undersampling or related techniques to adjust for class imbalance. In addition,
fine-tuning of each individual classifier was not performed. The ROC-AUC curves could be used
to adjust individual classifier threshold values for classification. With that being said, I have tried
some of these techniques and found them to be of minimal improvement for the classification
task. For example, I have evaluated the impact of pre-processing narratives in the form of both
stemming or lemmatization on classifier performance. I have found slight improvements for
some labels and a slight performance decrease for others. This could possibly be explained by
the technical jargon in incident reports; as a concrete example, a popular stemmer from the
NLTK (Bird et al., 2009) library, the SnowballStemmer turned the technical term “situational
awareness” into “situat” and “awar”. For the classifier, this term now becomes indistinguishable
from, for example someone mentioning a “situation” in the narrative, which would also stem to
“situat”. A similar problem arises with the term “controller” which, in aviation, is usually used to
indicate a person controlling airplanes as in an Air Traffic Controller. Appendix C, Table 35
shows that the word “controller” is a predictor for communication problems. A stemmer such as
the SnowballStemmer would turn this word, which represents a person, into “control” in the same
way that the word “controls” as in “flight controls” would be turned into “control” and thus again
become indistinguishable. The takeaway is that, by stemming, important information, especially
with regards to the domain, might be lost. Similar problems arise with lemmatization. Therefore,
it would be recommended to adjust the pre-processing algorithms for the domain, which was
outside the scope of this research.
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Lastly, I operationalized “surface features” by the presence of the actual word that was
used to denote the human factor. For example, I searched for derivatives of “distraction” when
examining surface features for the label of Distraction. This did not encompass any synonyms of
the actual word. As such, the search for applicable synonyms could also be explored in further
research. With the limitations in mind, I will now present additional recommendations for further
research.

Future Research
Future research should focus on increasing the quality and informativeness of the
narratives in incident reporting systems. As such, suggestions were presented earlier of how to
elicit meaningful information from reporters. Such improvement of a reporting system should be
experimentally tested. For example, one could set up an experiment inspired by Wiegmann and
von Thaden (2003) where participants could be exposed to an aviation incident (either by
experiencing a scenario during flight simulation or through exposure to videos of incidents) and
later are being asked to fill out an incident report. One experimental condition should be some
form of automated semi-structured interview approach where questions could be developed on
the basis of recommendations for probing by Crandall et al. (2006) and this should be compared
to unstructured accounts of the incident.
The human factors taxonomy described herein is another line of inquiry. Earlier, I have
described an approach to deriving a taxonomy from a structured process that begins not with the
taxonomy itself but with the question of what the important information is that one is seeking to
derive from the reports. For each part of the taxonomy there should not only be a definition for
the human factors term but also a description of how the classification could be used to close the
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loop by using the classification to improve system processes whether that would be by training,
scheduling, adjustment of operational processes, changes to procedures, to name just a few.
Future research should focus on creating a meaningful human factors taxonomy and tying this
taxonomy to system process optimization. Further considerations and recommendations of
devising and evaluating a taxonomy were given herein. By creating and testing a new/revised
taxonomy, one could also further investigate the influence of annotator training on classification
reliability. As Cohen et al. (2015) found, the amount of training that annotators received on a
taxonomy influenced annotation reliability in an annotation task of human factors using the
HFACS classification scheme. As such, more focus should be put on annotator training in future
research.
Along the same lines, as the omnibus measure of agreement between D and D+C experts
on the annotation task showed, D experts agreed more with each other than D+C experts. The
same was true for the measures of semantic similarity. Large discrepancies in ratings could
generally be observed; however, there was larger agreement and less variability between the
ratings of the D expert group, particularly after they had been introduced to the label definitions.
One needs to acknowledge the small sample size here, so conclusions have to be treated with
caution; however, it could be possible that the fact that D+C experts were selected as human
factors experts actually led to the comparatively lower agreement in the D+C group. As human
factors experts, their own definitions and interpretation for each of the human factors labels
might be more solidified than that of the D experts. As such, they might have already had very
solidified definitions in mind that might not necessarily have fully agreed with the definitions
that were provided. On the other hand, in the D+C group, at least one annotator commented in
the debriefing that he was confused by the definition of Confusion providing evidence of wanting
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to closely follow the provided definitions. The assumptions here are inconclusive. In addition,
for both groups, their type of experience with flight operations might have played a role. As was
already discussed in the previous section, in the absence of enough information in the narrative,
if one had experienced a similar situation to the one that is reported, one is probably more likely
to fill the gaps with one’s own experiences which then leads to different conclusions. D experts’
agreement between each other and between each other and the referent actually increased with
time spent annotating narratives. As one D expert wrote in the overall comment section of the
Qualtrics survey: “I feel that I was better at answering the questions once I had answered the first
150. One of the biggest difficulties in analyzing the reports is determining if the factor applies to
the situation or the pilot specifically.” Such an improvement over time was observed for the D
experts but not for the D+C experts. Of note, in an annotation task of incident reports according
to a version of HFACS using air traffic controllers, as well as human factors experts, Olsen
(2011) found a slightly higher agreement between the air traffic controllers than between the
human factors experts. Olsen attributed this to the fact that the air traffic controllers had previous
experience with the specific version of HFACS. However, since the research herein has found
the same, reasons for the disparities in IRR between on incident annotation tasks between
practitioners and human factors experts should be evaluated in future research.
I would also like to note that there are multiple ways of how to measure agreement in an
annotation task. While chance-corrected reliability coefficients are widely used in annotation
tasks, some argue that, rarely would experts ever make choices of annotation purely by chance;
such a choice is always informed by judgment (e.g., Wallace & Ross, 2006; see also Olsen, 2011
for a short review of the subject). While I have provided additional measures such as ppos and pneg
(Cicchetti & Feinstein, 1990; Xu & Lorber, 2014), future research should further examine the
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advantages and disadvantages of different IRR measures with regards to annotation tasks using
expert annotators.
Finally, I acknowledge that the primary goal of this study was to examine the
interdependencies between human annotation and the training of a machine learning model with
noisy labels resulting from a subjective labeling process. However, more advanced methods of
multi-label classification based on machine learning algorithms that take into account the
correlations between labels, as well as the tuning for specific labels were outside the scope of
this paper; future research can focus on optimizing classifiers and pre-processing pipelines
specifically for the classification of incident narratives in the aviation domain, as well as
evaluating multi-label classifiers through a dedicated library such as the Java library MULAN
(for a description of the library see Tsoumakas et al., 2011).

Final Conclusion
This study examined an application of machine learning to a human factors classification
task of aviation incident reports. For the human factors community, it was demonstrated how
machine learning tools can be leveraged in order to aid such a classification task. However, one
of the key takeaways is that, concerning supervised learning algorithms, automated classification
performance is highly dependent on the taxonomy being used, as well as its reliability. Human
factors practitioners should take note that annotation reliability of human factors taxonomies
should stand the test of IRR and iteratively improving the taxonomy should not only aid in
automated classification but also lead to more meaningful data for analysis in general. In that
aspect, it was evident that improving the quality and informativeness of the incident narratives
should also help with that goal.
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For human factors practitioners, suggestions on how to investigate automated cognitive
aids based on semi-structured interviews were given. For people involved in the creation and
maintenance of incident databases, working together closely with human factors practitioners, as
well as leveraging knowledge of the field of computer science should help to greatly improve
incident reporting systems, both for data collection, as well as for data analysis.
As I have outlined further, it is important not to lose the big picture. Any such process
needs to include safety professionals in order to pose what might be the most important question:
how can the data lead to an improvement of safety? This fundamental—yet often overlooked—
question should drive everything from taxonomy creation to data collection, and to data analysis.
In that regard, findings of this study can be helpful to organize interdisciplinary teams and
provide an informed approach to integrating meaningful human factors analysis into incident
reporting systems by leveraging individual knowledge of multiple disciplines, as well as
leveraging technology to aid in the process. This study should be seen as a first step in this
direction with many avenues for further inquiry. Finally, it is important to note that the findings
and suggestions herein are not solely limited to the domain of aviation. While the examples and
applications given here were based on aviation incident analysis, likely everything that has been
said applies to any other high-consequence domain as well that uses any form of incident
reporting system(s) in order to improve safety and proactively identify weak links and trends in
their operation. As such, this study transcends beyond the field of aviation to a far range of other
domains.
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APPENDIX A
DISCUSSION: INTER-ANNOTATOR RELIABILITY
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Multiple measures of examining inter-annotator reliability exist. The current section will
provide an overview and discussion of basic reliability measures to provide a general
background and to supplement parts of this research. At the most basic level are measures of
percentage of agreement. Percent agreement (PA), as well as some of the other measures
introduced later, is interesting insofar as it can be used as a score to measure IRR (Artstein &
Poesio, 2008; Cohen et al., 2015; Wallace & Ross, 2006), as well as to measure the performance
of a classification system such as a machine learning classifier (Géron, 2017; Goodfellow et al.,
2016). If PA is calculated in the realm of IRR, it is also referred to as raw agreement (Wallace &
Ross, 2006), whereas in the realm of machine learning, it is known as accuracy—a term partially
borrowed from information science and information retrieval (Manning et al., 2008). However,
there is one main difference affecting the calculation and interpretation of a percentage measure
which is the definition of a referent, also known as a “Gold Standard” (e.g., Holt et al., 1997;
Kilgarriff, 1998). A gold standard defines the performance against which classification is
measured (e.g., Holt et al., 1997; Kilgarriff, 1998). When calculating IRR, such a gold standard
is often not available because the performance of two human raters is compared, whereas in an
evaluation of a machine learning classifier, performance is compared against actual labels. These
labels serve as the gold standard on which the classifier is trained; although, as outlined in
Chapter 2, the labels themselves oftentimes cannot represent any ground truth due to the
subjectivity of the classification process with regards to the taxonomy being used for annotation.
I will return to the measure of accuracy concerning machine learning classifiers in Appendix B
but for now focus on the measure of agreement with regards to IRR.
As an illustrative hypothetical example, assume that two raters, Tom and Jerry, are asked
to classify ten incident narratives according to a human factors taxonomy such as the one
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provided by ASRS. Further, assume that the raters are being asked to classify the narrative as
Distraction if they believe that a distraction of the flight crew—for example due to a request
from ATC—was a causal factor for the incident to occur. For the purpose of a basic illustration
and simplicity, it is only considered whether they classified distraction as being relevant to the
incident (Dist) or not (NoDist). In essence, “NoDist” would just be the absence of “Dist.” Such a
hypothetical classification is presented in Table 16.

Table 16
Agreement/Disagreement in IRR
Rater
Rater Tom

Rater Jerry

Dist

Dist

Agreement (a)
/Disagree (d)
a

Dist

NoDist

d

Dist

Dist

a

NoDist

Dist

d

Dist

Dist

a

Dist

Dist

a

NoDist

NoDist

a

Dist

Dist

a

NoDist

Dist

d
a

Dist
Dist
Note. Layout adapted from Wallace and Ross (2006).

The formula for calculating agreement is rather intuitive: it is the number of agreements
divided by the total number of cases. If agreement 𝑎𝑔𝑟𝑖 is defined as 0 if the coders disagree and
1 if the coders agree, then the observed agreement 𝐴𝑂 for items 𝑖 ∈ 𝐼 is formally shown in
Equation 3 (Artstein & Poesio, 2008).
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𝐴𝑂 =

1
∑ 𝑎𝑔𝑟𝑖
𝑖

(3)

𝑖∈𝐼

In Table 16, there are 7 agreements over a total number of 10 ratings. Therefore, the
7

observed agreement 𝐴𝑂 is 10 = 0.7 = 70% agreement. One of the most widely acknowledged
critique with observed agreement is that it does not account for chance performance of the
coders—that is, it does not account for agreement between coders that could be expected if
coders were to assign labels to items purely by chance (e.g., Artstein & Poesio, 2008; Cohen,
1960; Cohen et al., 2015; Gwet, 2014; Wallace & Ross, 2006). Therefore, so-called chancecorrected agreement coefficients have been proposed with one of the most popular ones the
kappa (𝜅) statistic, originally proposed by Cohen (1960). The basic assumption of 𝜅 and related
statistics like Scott’s (1955) 𝜋 is the existence of agreement by chance which is factored into the
equation of the coefficient as expected agreement 𝐴𝑒 leading to the general formula shown in
Equation 4 (see for example Artstein & Poesio, 2008; Gwet, 2014; Landis & Koch, 1977).
𝜅, 𝜋 =

𝐴𝑜 − 𝐴𝑒
1 − 𝐴𝑒

(4)

Various other measures exist that follow the same paradigm. A slightly different
coefficient that nevertheless is considered to fall into the same family is Krippendorff’s (2004) 𝛼
which has a slightly different origin and is based on disagreement versus agreement (e.g.,
Artstein, 2017). Its general formula for calculating chance agreement looks very similar to
definitions of 𝜅 and 𝜋 with the general formula outlined in Equation 5 (Artstein, 2017) where 𝐷
stands for disagreement.
𝛼 =1−

166

𝐷𝑜
𝐷𝑒

(5)

The difference between these coefficients is mainly how the chance
agreement/disagreement is calculated. For example, based on the data, a prior probability in the
form of a joint probability is computed to calculate the probability of chance agreement. In the
case of 𝜋 it would be a uniform distribution if the coders are operating by chance alone, whereas
in the case of 𝜅 separate distributions for each coder are computed (Artstein & Poesio, 2008).
Regardless of the ways that chance agreement/disagreement is computed, a limitation of some of
the discussed coefficients is that they can only be computed for agreement between two coders,
they do not allow for multiple categories, they cannot deal with missing values, and they do not
allow for different magnitudes of disagreement (e.g., Artstein & Poesio, 2008). Another problem,
especially in the presence of what Gwet (2008) calls trait prevalence at the extremes, is what is
known as the kappa paradox (e.g., Feinstein & Cicchetti, 1990; Gwet, 2008; Gwet, 2014;
Hallgren, 2012). Trait prevalence at the extremes in the case of labeling according to a human
factors taxonomy would be, for example, if a certain human factors label would be related to
incidents either an unusually high or a low number of times. A preliminary search of incidents
reveals, for instance, that the human factors label of “Physiological – Other” has a comparatively
low prevalence in ASRS incident reports. However, it can be argued that a physiological incident
is also easier identifiable by features of the text such as the plain description of physiological
processes that contributed to the incident. As such, it can also be expected that such a label—
albeit having a low incidence rate—might on the other hand have a high agreement between
raters. These are situations in which popular measures of IRR like 𝜅 or 𝜋 can mathematically be
shown to produce paradoxically low coefficients, even in the presence of high agreement (see,
for example, Feinstein & Cicchetti, 1990; Gwet, 2008; Gwet, 2014; Hallgren, 2012), mainly due
to the asymmetries in marginal totals producing a proportionally high estimate of chance
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agreement (i.e., Xu & Lorber, 2014). Gwet’s 𝐴𝐶1 has been demonstrated by, for example,
Wongpakaran et al. (2013) to provide an alternative and more stable agreement coefficient,
especially in the presence of label prevalence at the high or low spectrum. However, Xu and
Lorber (2014)—running a simulation study investigating effects of observed agreement, rater
bias, base rate, and sample size—found that, for a fixed observed agreement but a varied base
rate, Gwet’s 𝐴𝐶1 runs counter to other coefficients of agreement; it actually increases when the
agreed on base rate is decreasing, thus not providing a stable estimate either. The bottom-line is
that any coefficient that calculates chance agreement or disagreement is, in some form, sensitive
to trait prevalence or, in other words, base rate.
With these limitations in mind, I have decided to follow the recommendation by Cicchetti
and Feinstein (1990) of additionally reporting the rates of agreement on the positive class (ppos)
and that of the negative class (pneg). This recommendation was also echoed by, for example, Xu
and Lorber (2014). In order to understand the definition of ppos and pneg, I have outlined the
required terminology in Table 17.

Table 17
Two-by-Two Contingency Table of Rater Agreement
Annotations
by rater B

Annotations by rater A
Yes

No

Yes

𝑎

𝑏

Marginal
Totals
𝑔1 = 𝑎 + 𝑏

No

𝑐

𝑑

𝑔2 = 𝑐 + 𝑑

Marginal
𝑓1 = 𝑎 + 𝑐
𝑓2 = 𝑏 + 𝑑
Totals
Note. Adapted from Feinstein and Cicchetti (1990).
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𝑁

According to Cicchetti and Feinstein (1990), ppos and pneg are then calculated as follows:
𝑝𝑝𝑜𝑠 =

2𝑎
𝑁 + (𝑎 − 𝑑)

(6)

𝑝𝑛𝑒𝑔 =

2𝑑
𝑁 − (𝑎 − 𝑑)

(7)

and

For a chance-corrected omnibus measure of agreement, I have decided to report
Krippendorff’s (2004) 𝛼 for its flexibility in handling multiple coders, multiple categories
(although this would be more applicable to a multi-class problem as opposed to a multi-label
problem), missing values, and different degrees of disagreement between coders via a distance
metric. I have evaluated agreement based on individual labels, as well as based on individual
examples (recall the discussion from Chapter 4 about label- vs. example-based evaluation).
However, as stated, Krippendorff’s 𝛼 can also accept a distance metric as input. Therefore, it is
able to provide an omnibus measure of example-based agreement as long as a distance metric for
every example is provided. One of the more common distance metrics used for this purpose in
multi-label example-based evaluation is the known as the Jaccard distance (see, for example,
Foster et al., 2015 for an application of the Jaccard distance to multi-label evaluation of human
annotation). Interestingly, this measure is being used in the multi-label literature under different
names such as simply accuracy when calculating it on machine learning classifier performance
(e.g., Gibaja & Ventura, 2015), or mean average precision. However, it needs to be noted that the
different terminology refers to the same concept. To reiterate, Jaccard similarity of two sets 𝑆1
and 𝑆2 is defined as (see, for example, Rosen, 2017):
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𝐽(𝑆1 , 𝑆2 ) =

|𝑆1 ∩ 𝑆2 |
|𝑆1 ∪ 𝑆2 |

(8)

The sets in this case are the assigned labels of two annotators. When the measure is
averaged as an example-based measure over all examples (between two raters), it becomes:
𝑚

|𝑆1 ∩ 𝑆2 |
1
𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑎𝑣𝑒𝑟𝑎𝑔𝑒𝑑 𝑜𝑣𝑒𝑟 𝑎𝑙𝑙 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠) = ∑
|𝑆1 ∪ 𝑆2 |
𝑚

(9)

𝑖=1

To turn it into a distance metric, it is subtracted from 1 such that:
𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 1 − 𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦

(10)

While different techniques can be thought of to extend this measure to the case of multiple raters,
I have decided to use the average of all possible rater combinations.
Finally, the question is how to “benchmark” measures of agreement. In the following
tables, I am presenting some of the more popular benchmarks for measures of IRR, as well as for
measures of ICC. These benchmarks are referred to in their respective chapters but are provided
here in a central location. These benchmarks are to be taken as guidelines only. Where
appropriate, I am referring to similar experiments in Chapters 4 and 5 in order to provide values
for comparison that similar experiments have provided (whenever possible). However, for
completeness, I am attaching the most often cited benchmarks for IRR and ICC in Table 18,
Table 19, and Table 20. They are referred to in the text.
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Table 18
“Benchmarks” for Assessing Reliability
Kappa Statistic

Strength of Agreement

< 0.00

Poor

0.00–0.20

Slight

0.21–0.40

Fair

0.41–0.60

Moderate

0.61–0.80

Substantial

0.81–1.00
Note. Adapted from Landis & Koch (1977).

Almost Perfect

Table 19
Kappa and ICC “Benchmarks”
Kappa, Weighted Kappa, or ICC
Statistic

Strength of Agreement

< 0.40

Poor

.40–.59

Fair

0.60–0.74

Good

0.75–1.00
Excellent
Note. Adapted from Cicchetti and Sparrow (1981); as cited in Cicchetti (1994).

Table 20
ICC “Benchmarks”
ICC Statistic

Strength of Agreement

< 0.50

Poor

.50–.75

Moderate

0.75–0.90

Good

> 0.90
Excellent
Note. Adapted from Koo and Li (2016). As discussed in Koo and Li the 95% CI
of the ICC estimate should be taken to evaluate the level of reliability.
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APPENDIX B
DISCUSSION: MODEL EVALUATION
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In order to demonstrate the calculation of percent accuracy of a machine learning
classifier, I will present a similar example from Appendix A. Only now, Tom is the machine
learning model and Jerry is the actual label assigned to a specific instance. The outcome in this
case is also agreement/disagreement but in this case measured against a “gold standard.”
Therefore, I will label the accuracy as correct/incorrect prediction. Table 21 presents this
example.

Table 21
Correct/Incorrect Predictions of a Model
Labels
Predicted

Actual

Dist

Dist

Correct (c)/ Incorrect
(i)
c

Dist

NoDist

i

Dist

Dist

c

NoDist

Dist

i

Dist

Dist

c

Dist

Dist

c

NoDist

NoDist

c

Dist

Dist

c

NoDist

Dist

i

Dist
Dist
Note. Layout adapted from Wallace and Ross (2006).

c

In the evaluation of a binary classification algorithm, any outcome is dichotomous. It is
either the presence or absence of something, as in the Dist vs. NoDist example above, or it is a
distinction between two separate categories—one of the hallmark examples being email spam
detection (one could also think about numerous other examples like fraud detection or cancer
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detection; especially in those cases, the positive class is usually the minority class). In the case of
spam detection, the two categories would, for example, be spam or regular email. An assessment
is then usually made with regards to the condition of interest which, in a lot of cases is
determined by the problem or the question one seeks to answer. For example, a spam detection
model would most likely have the label spam as the class of interest.
In the human factors taxonomy example above, for a binary classification problem, the
class of interest would be the presence of (Dist)raction. Before demonstrating the calculation of
accuracy for Table 21, I would like to introduce another way of representing the data: as a
contingency table. In their most general two-by-two form—and applicable extensions—they
have multiple applications in the sciences; they can be used, inter alia, for measuring the
accuracy of medical diagnostic systems (Swets, 1998), cross tabulation of IRR (Artstein &
Poesio, 2008; Wallace & Ross, 2006), illustrating the performance of machine learning
classifiers (Burkov, 2019; Powers, 2011; Sebastiani, 2002), as well as for describing word cooccurrences (Evert, 2008). Their usage to cross-tabulate the performance of a machine learning
classifier is similar to their usage of cross-tabulating agreement (as in Table 17) with one
fundamental difference. As discussed earlier, in studies of IRR there is often no “gold standard”
available against which performance is evaluated; however, in the performance of a machine
learning classifier, there are the actual labels against which the classifier is being evaluated. That
still leaves it up to the researcher to define what the “signal” will be for the purposes of cross
tabulation and analysis (Swets, 1988). Oftentimes, the signal, or the positive class, is the class of
interest that stems from the research question even if such class is undesirable (Swets, 1988). For
example, in a diagnostic system that is supposed to predict cancer, cancer itself is considered the
undesirable class; however, since the prediction of cancer is the main purpose of the system and
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drives the research question, such class would be considered the positive class (Swets, 1988).
The same can be said for spam email classification. In the study of human factors, the interest
usually is in whether human factors were present rather than absent with the goal of researching
the influence of human factors on the outcome of particular incidents as is evident in the work
conducted in the field (e.g., Li & Harris, 2006; Kharoufah et al., 2018; Kochan et al., 2004;
Rivera, Talone, et al., 2014; Shappell et al., 2007).
By keeping with the example of distraction, a human factors researcher’s interest would
be, for instance, how distractions on the flight deck of commercial air carriers contribute to
incidents. As such, the presence of distractions would be the positive class, or the class of
interest. With that in mind, the more general form of a classification table that takes into account
the definition of a positive and negative class is shown in Table 22 (see also Burkov, 2019;
Powers, 2011; Sebastiani, 2002), where TP are the true positives (the instances where the
machine learning model correctly predicted the positive label), and TN are the true negatives
(where the machine learning model correctly predicted the negative label, or, the absence on the
positive label for a binary classification task). Both TPs and TNs are the instances that were
correctly classified. In contrast, FP are the false positive labels (instances where the prediction
was that of the positive class but the actual label was negative), and FN are the false negative
labels (instances where the prediction of the model was negative but the actual label positive).
This terminology might also seem familiar to the reader from the field of Signal Detection
Theory.
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Table 22
Classification Table for Labels Showing Correct and Incorrect Classification both for Positive
and Negative Classes
Predicted

Actual
Positive

Negative

Positive

TP

FP

Negative

FN

TN

Based on the information that was presented so far, one can now integrate Table 21 and
Table 22 to arrive at the classification matrix of Table 23.

Table 23
Classification Table for Labels Showing Correct and Incorrect Classification both for Positive
and Negative Classes Based on the Data from Table 21
Predicted

Actual
Positive

Negative

Positive

6

1

Negative

2

1

With that in mind, accuracy for the case of binary classification can now also be
understood as being computed as follows:
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(11)

One of the most widely acknowledged issues with accuracy is that it is very problematic
when dealing with highly skewed data (e.g., Manning et al., 2008). To use the example from

176

Appendix A, assume that the human factors label of Physiological – Other has a comparatively
low prevalence in ASRS incident reports. Specifically, assume that the label is only present in
5% of the reports. A classifier that would not achieve any meaningful classification performance
but instead just blindly label all given reports as not belonging to the class Physiological – Other
would achieve an accuracy of 95%. In other words, high accuracy does not necessarily equate to
good classification performance. Moreover, in a multi-label classification setting, a definition of
accuracy is inherently more difficult. One method to measure accuracy in a multi-label setting is
known by various names such as subset accuracy, 0/1 subset accuracy, exact match ratio, or
classification accuracy (for an overview, see Gibaja & Ventura, 2015; Zhang & Zhou, 2014):
𝑚

1
𝑠𝑢𝑏𝑠𝑒𝑡𝑎𝑐𝑐(ℎ) = ∑⟦ℎ(𝒙𝑖 ) = 𝑌𝑖 ⟧
𝑚

(12)

𝑖=1

Subset accuracy is known as an overly strict metric in multi-label classification because it
only counts exact matches between classifier output and labelsets and thus does not allow for
partially correct classification, as can be the case with multi-label problems (Gibaja & Ventura,
2015; Zhang & Zhou, 2014).
A more appropriate method to allow for partially correct classification is implemented as
a loss function known as hamming loss where
𝑚

1
1
ℎ𝑙𝑜𝑠𝑠(ℎ) = ∑ |ℎ(𝒙𝑖 )∆𝑌𝑖 )|
𝑚
𝑞
𝑖=1

Hamming loss is the symmetric difference between the classifier output and labelset,
normalized by dividing by the number of labels and averaged over all examples (Gibaja &
Ventura, 2015; Zhang & Zhou, 2014). As an illustration for a single example, if a classifier
predicts Fatigue, Distraction, Confusion, Time Pressure, and Workload, where the attached
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(13)

labels were only Fatigue and Workload then the symmetric difference (also known to be an XOR
operation) would be 3, divided by the total number of labels: 12. Thus, for this single example,
3

ℎ𝑙𝑜𝑠𝑠 = 12 = 0.25. As with any loss function, a decrease in the function signals an improvement
1

in classification performance. Through the normalization term , the function is bound by the
𝑞

interval [0,1]. Lastly, one can adopt the measure of Jaccard similarity (see Appendix A) and
average over all examples. Zhang and Zhou (2014) describe this an example-based accuracy and
define it as follows:
𝑚

1
𝑌𝑖 ∩ ℎ(𝒙𝑖 )
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑒𝑥𝑎𝑚 (ℎ) = ∑ |
|
𝑚
𝑌𝑖 ∪ ℎ(𝒙𝑖 )

(14)

𝑖=1

Subset accuracy, Hamming loss, as well as Accuracyexam are example-based metrics.

In addition, the machine learning community adopted measures from information
retrieval, namely precision and recall (see, for example, Burkov, 2019; Manning et al., 2008).
According to Manning et al. (2008), precision is the “fraction of retrieved documents that are
relevant” (p. 155), and recall is the “fraction of relevant documents that are retrieved” (p. 155).
Especially with regards to imbalanced datasets, these measures can provide a more meaningful
interpretation of classification performance than, for example, accuracy. Precision for any label 𝜆
is defined as:
𝒫𝜆 =

𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(15)

ℛ𝜆 =

𝐹𝑃
𝐹𝑃 + 𝑇𝑁

(16)

and recall as:

178

With that in mind, measures exist that describe the tradeoff between precision and recall,
for example F measures, which are being used in the evaluation of machine learning models.
When the harmonic mean between precision and recall is calculated, it leads to the F1-Score—
one of the more widely used measures for evaluating machine learning classifiers:
ℱ𝜆1 =

2𝒫𝜆 ℛ𝜆
𝒫𝜆 + ℛ𝜆

(17)

This section is not meant to be a comprehensive evaluation or listing of all available
evaluation metrics—too many exist to be summarized here. Rather, the aim of this section was to
summarize the more frequently used metrics from analyses in Chapter 4 herein in order to
provide a foundation. For a more extensive listing and discussion of evaluation measures, as well
as an introduction to other methods such as Receiver Operating Characteristics analyses, the
interested reader is referred to Gibaja and Ventura (2015), Powers (2011), as well as Zhang and
Zhou (2014).
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Table 24
Mean, Standard Deviation, and Coefficient of Variation for D Experts’ Label Usage
Label

M

s

CV

Communication Breakdown

188.00

54.34

0.29

Confusion

79.00

31.95

0.40

Distraction

79.67

59.74

0.75

Fatigue

11.33

4.04

0.36

Human-Machine Interface

61.67

18.50

0.30

Physiological – Other

13.67

3.51

0.26

Situational Awareness

126.33

51.87

0.41

Time Pressure

38.33

38.55

1.01

Training / Qualification

65.67

46.52

0.71

Troubleshooting

94.33

9.71

0.10

Workload

68.00

26.21

0.39

Other / Unknown
55.00
52.92
0.96
Note. M = sample mean; s = sample standard deviation; CV = coefficient of variation estimate.
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Table 25
Mean, Standard Deviation, and Coefficient of Variation for D+C Experts’ Label Usage
Label

M

s

CV

Communication Breakdown

149.67

60.45

0.40

Confusion

38.67

47.82

1.24

Distraction

71.67

42.44

0.59

Fatigue

12.67

3.21

0.25

Human-Machine Interface

61.00

20.81

0.34

Physiological – Other

17.00

6.00

0.35

Situational Awareness

144.00

39.40

0.27

Time Pressure

66.00

9.64

0.15

Training / Qualification

46.00

23.07

0.50

Troubleshooting

76.00

27.87

0.37

Workload

80.00

33.87

0.42

Other / Unknown
118.33
94.51
0.80
Note. M = sample mean; s = sample standard deviation; CV = coefficient of variation estimate.
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Table 26
ppos (pneg) for Annotator Combinations of D Experts
Label

Annotator combinations
D1, D2

D1, D3

D2, D3

D1, D2, D3

Communication Breakdown

0.72 (0.68)

0.66 (0.68)

0.69 (0.80)

0.69 (0.72)

Confusion

0.36 (0.88)

0.49 (0.85)

0.45 (0.85)

0.43 (0.86)

Distraction

0.39 (0.92)

0.30 (0.80)

0.38 (0.78)

0.36 (0.83)

Fatigue

0.64 (0.99)

0.63 (0.99)

0.81 (0.99)

0.69 (0.99)

Human-Machine Interface

0.47 (0.89)

0.53 (0.93)

0.50 (0.90)

0.50 (0.91)

Physiological – Other

0.59 (0.99)

0.39 (0.98)

0.42 (0.98)

0.47 (0.98)

Situational Awareness

0.41 (0.69)

0.49 (0.72)

0.50 (0.84)

0.47 (0.75)

Time Pressure

0.07 (0.89)

0.18 (0.96)

0.35 (0.90)

0.20 (0.92)

Training / Qualification

0.23 (0.83)

0.33 (0.82)

0.30 (0.92)

0.29 (0.86)

Troubleshooting

0.63 (0.88)

0.67 (0.91)

0.70 (0.90)

0.67 (0.90)

Workload

0.37 (0.90)

0.46 (0.88)

0.53 (0.88)

0.46 (0.89)

0.32 (0.84)

0.20 (0.87)

Other / Unknown
0.17 (0.84)
0.12 (0.94)
Note. D1, D2, D3 is calculated as the mean value of all dyadic combinations.
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Table 27
ppos (pneg) for Annotator Combinations of D+C Experts
Label

Annotator combinations
DC1, DC2

DC1, DC3

DC2, DC3

DC1, DC2, DC3

Communication Breakdown

0.50 (0.80)

0.50 (0.66)

0.67 (0.75)

0.56 (0.74)

Confusion

0.02 (0.87)

0.16 (0.86)

0.26 (0.98)

0.15 (0.90)

Distraction

0.19 (0.87)

0.47 (0.83)

0.26 (0.86)

0.31 (0.85)

Fatigue

0.50 (0.98)

0.69 (0.99)

0.70 (0.99)

0.63 (0.99)

Human-Machine Interface

0.37 (0.91)

0.44 (0.89)

0.49 (0.90)

0.43 (0.90)

Physiological – Other

0.35 (0.97)

0.40 (0.97)

0.64 (0.99)

0.47 (0.98)

Situational Awareness

0.54 (0.78)

0.55 (0.76)

0.67 (0.76)

0.59 (0.77)

Time Pressure

0.46 (0.89)

0.49 (0.89)

0.51 (0.91)

0.49 (0.90)

Training / Qualification

0.26 (0.90)

0.24 (0.93)

0.46 (0.91)

0.32 (0.91)

Troubleshooting

0.60 (0.89)

0.43 (0.90)

0.50 (0.87)

0.51 (0.89)

Workload

0.41 (0.83)

0.42 (0.83)

0.51 (0.91)

0.45 (0.86)

Other / Unknown
0.47 (0.62)
0.17 (0.82)
0.17 (0.65)
Note. D1, D2, D3 is calculated as the mean value of all dyadic combinations.

0.27 (0.70)
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Table 28
Krippendorff’s α Based on D Experts’ Ratings
Label

Krippendorff’s 𝛼

95% CI

%

LL

UL

PA

PE

0.418

0.353

0.484

71

50

0.307

0.230

0.383

78

68

Distraction

0.191

0.114

0.268

74

68

Fatigue

0.698

0.534

0.861

98

94

Human-Machine Interface

0.406

0.309

0.503

85

74

Physiological – Other

0.445

0.265

0.625

96

93

Situational Awareness

0.218

0.150

0.285

66

57

Time Pressure

0.135

0.046

0.224

85

83

Training / Qualification

0.150

0.073

0.228

77

73

Troubleshooting

0.566

0.493

0.639

84

64

Workload

0.357

0.276

0.438

82

72

Communication
Breakdown
Confusion

Other / Unknown
0.108
0.039
0.177
79
76
Note. CI = confidence interval; LL = lower limit; UL = upper limit; PA = percent agreement; PE = percent
expected agreement.
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Table 29
Krippendorff’s α Based on D+C Experts’ Ratings
Label

Krippendorff’s 𝛼

95% CI

p

LL

UL

PA

PE

0.303

0.236

0.370

67

53

0.018

-0.049

0.085

83

83

Distraction

0.190

0.121

0.260

76

71

Fatigue

0.620

0.445

0.795

98

94

Human-Machine Interface

0.336

0.246

0.427

83

74

Physiological – Other

0.427

0.261

0.593

95

92

Situational Awareness

0.364

0.298

0.430

71

54

Time Pressure

0.384

0.294

0.473

83

72

Training / Qualification

0.247

0.154

0.340

85

80

Troubleshooting

0.405

0.323

0.486

82

69

Workload

0.297

0.218

0.377

78

68

Communication
Breakdown
Confusion

Other / Unknown
0.021
-0.035
0.077
59
58
Note. CI = confidence interval; LL = lower limit; UL = upper limit; PA = percent agreement; PE = percent
expected agreement.
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Table 30
Correlation Matrix for Naïve Ratings of Semantic Similarity
Annotators
D1

D2

D3

DC1

DC2

DC3

D1

–

D2

.349**

–

D3

.108

.285**

–

DC1

.159

.301**

.287**

–

DC2

.420**

.404**

.362**

.410**

–

DC3

.158

.301**

.294**

.299**

.452**

–

DC2

DC3

Note. ** p < .01.

Table 31
Correlation Matrix for Informed Ratings of Semantic Similarity
Annotators
D1

D2

D3

DC1

D1

–

D2

.566**

–

D3

.338**

.300**

–

DC1

.320**

.440**

.326**

–

DC2

-.092

-.150

.201

-.038

–

DC3

.073

.213

.191

.126

.219

Note. ** p < .01.
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Table 32
ICC(3,1) and Similarity Score Scale Statistics with Raters Removed (Naïve Ratings)
ICC(3,1)
if rater removed

Ma

SD

D1

.292

3.38

1.752

D2

.105

3.98

2.173

D3

.404

2.62

2.096

DC1

.375

4.86

1.681

DC2

.163

2.03

1.240

DC3

.418

1.29

.548

D1

.218

“

“

D2

.255

“

“

D3

.295

“

“

DC1

.267

“

“

DC2

.242

“

“

DC3
Note. n = 66.

.306

“

“

D Experts

D+C Experts

All

a
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Table 33
ICC(3,1) and Similarity Score Scale Statistics with Raters Removed (Informed Ratings)
ICC(3,1)
if rater removed

Ma

SD

D1

.366

5.06

1.896

D2

.394

4.55

1.891

D3

.793

3.23

2.252

DC1

.089

5.58

1.253

DC2

.042

2.20

1.459

DC3

-.120

1.05

.274

D1

.127

“

“

D2

.128

“

“

D3

.120

“

“

DC1

.160

“

“

DC2

.346

“

“

DC3

.226

“

“

D Experts

D+C Experts

All

a

Note. n = 66.

Table 34
Correlations of Annotation Reliability for Labels based on Krippendorff’s α and Label
Distinctiveness (Mean Similarity Score per Label)
r

95% CI
LL

UL

D Experts

.191ns

-.430

.689

D+C Experts

-.396ns

-.790

.230

Note. CI = confidence interval; LL = lower limit; UL = upper limit.
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Table 35
Top 10 Coefficients and Associated Terms from BR ML Classifier
Label
Communication
Breakdown

Fatigue

Coef.

Term

Label

4.80

communication

4.29

Coef.
Confusion

Term

4.69

confusion

controller

3.36

3.32

clearance

3.17

Label

Coef.
5.98

distracted

confusing

5.10

distraction

2.90

chart

2.99

distractions

frequency

2.69

thought

2.92

checklist

2.84

he

2.11

page

2.18

distracting

2.69

said

2.08

wrong

2.09

bright

2.68

us

2.01

confused

2.04

laser

2.59

radio

1.96

correct

2.04

raas

2.42

tower

1.91

mel

1.85

drone

2.20

cleared

1.83

taxiway

1.80

cockpit

13.97

fatigue

4.02

fmc

6.72

laser

9.05

day

3.85

fms

5.49

bright

9.04

tired

3.41

ipad

4.45

cockpit

7.50

sleep

2.58

selected

4.27

fumes

6.62

hours

2.58

page

4.20

odor

6.23

duty

2.51

efb

4.05

symptoms

5.33

fatigued

2.37

kts

4.04

medical

5.03

hour

2.29

nav

3.75

smell

4.98

rest

2.22

fix

3.46

sick

4.84

night

2.15

problem

3.14

oxygen

Human-Machine
Interface
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Distraction

Term

Physiological –
Other

Label

Situational
Awareness

Troubleshooting

Coef.

Term

Label

Coef.

Term

Label

Coef.

Term

3.07

terrain

4.61

time

7.78

training

2.43

awareness

3.18

rushed

2.92

new

1.94

visual

3.14

get

2.45

1.76

planned

2.71

late

2.42

declared
emergency
ioe

1.60

takeoff

2.66

quick

2.40

procedures

1.60

taxiway

2.56

delay

2.36

declared

1.57

approach

2.54

quickly

2.19

experience

1.53

aircraft

2.47

minutes

2.18

emergency

1.45

situational

2.35

minute

2.17

procedure

1.43

rnp

2.33

mel

2.12

manual

4.72

maintenance

4.58

workload

2.57

miles

3.46

qrh

3.54

task

2.31

glideslope

3.44

problem

3.20

airport

2.31

21

2.82

fire

2.90

time

2.29

police

2.60

nav

2.77

busy

2.19

south

2.09

take

2.60

gear

2.38

Time Pressure

Workload

Training /
Qualification

Other / Unknown

2.54

high

leak

2.48

checklist

2.06

200

2.32

trim

2.32

emergency

2.05

geela

2.23

issue

2.32

change

1.98

safe

2.19

decided

2.12

changes

1.97

she
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Figure 34: Confusion matrix of test set classification by individual classifiers (threshold
technique)
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