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Results from models that describe frequency chirps of toroidal Alfve´n
eigenmode excited by energetic particles are presented here. This structure
forms in TAE gap and may or may not chirp into the continuum. Initial work
described the particle wave interaction in terms of a generic Hamiltonian for
the particle wave interaction, whose spatial dependence was fixed in time. In
addition, we have developed an improved adiabatic TAE model that takes into
account the spatial profile variation of the mode and the finite orbit excursion
from the resonant flux surfaces, for a wide range of toroidal mode numbers.
We have shown for the generic fixed profile model that the results from the
adiabatic model agree very well with simulation result except when the adia-
batic condition breaks down due to the rapid variations of the wave amplitude
and chirping frequency. We have been able to solve the adiabatic problem in
the case when the spatial profile is allowed to vary in time, in accord with the
structure of the response functions, as a function of frequency. All the models
vi
predict that up-chirping holes do not penetrate into the continuum. On the
other hand clump structures, which down chirp in frequency may, depending
on detailed parameters, penetrate the continuum. The systematic theory is
more restrictive than the generic theory, for the conditions that enable clump
to penetrate into the continuum. In addition, the systematic theory predicts
an important finite drift orbit width effect, which eventually limits and sup-
presses a down-chirping response in the lower continuum. This interruption of
the chirping occurs when the trapped particles make a transition from inter-
secting both resonant points of the continuum to just one resonant point.
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Chapter 1
Overview
1.1 Fusion power
Fusion power is believed to be the ultimate solution to civilization’s
energy needs because the fusion fuel, such as deuterium, are plentiful on the
earth or can be bred from the other abundant resources (e.g. tritium can be
bred from lithium). Fusion shares with fission the advantage of high energy
capacity and freedom from the greenhouse gases. Fusion is much safer than
fission, problem with an uncontrolled chain reaction cannot occur and the
radiation hazard is significantly lower than fission. One kilogram of deuterium
(D) and tritium (T) fuels would release 108 kWh of energy and would provide
the requirements of a 1 GW power station for a day.
On the other hand controlled fusion requires the confinement of a hot
plasma dilute gas rather than compact fission rods. Though in principle fea-
sible, the confinement issue has proved to be so difficult that the scientists
have devoted more than one half century to study and are still attempting to
achieve their goal. In order to achieve a fusion reaction, the fuels are heated to
a very high temperature to overcome the repulsive force between the positive
charged nuclei. Therefore, the most challenging problem of controlled nuclear
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fusion is how to maintain a stable equilibrium of the fusion system and sup-
press all the instabilities driven by the free energy sources (current, gradient
of density and temperature, etc.) that degrade the fuel’s confinement time.
Ironically, mankind’s civilization has developed by taking the fusion
power generated in the sun’s core, which leads to photon production in its
photosphere to shower photons on the earth which have been absorbed to
enable life to develop. Unfortunately this energy is not concentrated or nec-
essarily available on demand. Hence, there is a need to search for a more
compact energy source.
It is physically impossible to squeeze fusion fuel together on the earth
using the sun’s trick of gravitational attraction. Instead, we can compress and
heat the fuel using high-energy beams of laser light, electrons or ions, which
is called inertial confinement. The other magnetic approach is more highly
developed and is usually considered more promising for energy production,
called magnetic confinement fusion [38, 75].
Many magnetic confinement devices have been designed and built for
last half a century. The tokamak, thus far the most successful device, generates
its poloidal field BP entirely through plasma current and its toroidal field
BT through the external coils with the safty factor q ≡ rBT/RBT ∼ 1 [74].
Other configurations such as the stellarator, reversed field configuration, or
spheromak have either externally generated poloidal fields or self-generated
fields producing a very different range of q values than a tokamak, and different
stability criteria. All of these devices have faced considerable challenges related
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as to how to confine the high temperature plasma and then control the particle
flux and heat load deposited on the first wall facing to fusion plasma.
Indeed the magnetic fusion research is now building a burning plasma
experiment at the ITER (International Thermonuclear Experimental Reactor)
facility in Cadarache, France, where a large tokamak is now under construc-
tion. The ITER tokamak has the 18 niobium-tin toroidal field coils and the
superconducting central solenoid coil with producing a field of 13.5 teslas. At
their maximum field strength of 11.8 teslas, they will be able to store 41 gi-
gajoules and they are expected to have the needed confinement to generate a
burning plasma [43, 56].
The most promising fusion reaction is that in which the nuclei of deu-
terium and tritium fuse to produce an alpha particle with the release of a
neutron, that is
D + T→ He(3.5MeV) + n(14.1MeV). (1.1)
The neutron is lost directly from the system carried away with a large amount
of fusion power but alpha particles are trapped in plasma and then heat the
system to sustain the fusion reaction. When the balance is reached where
the plasma temperature can be maintained against the energy losses solely by
alpha particle heating, the burning plasma is self-heated and ignites a self-
sustaining fusion reaction. In principle, no external heating is needed, though
auxiliary heating will be used for the startup and burn control.
Although the population of alpha particle is relatively small compared
3
to the background density, Alpha particles generated from the reaction might
have important consequences to the stability and turbulence through the wave-
particle interactions. So far it is known that some waves, in tokamak, such
as Alfve´n waves, become unstable due to the energetic alpha particles which
transfer kinetic energy and momentum of alpha particles to the waves. The
momentum transfer causes alpha particles to cross field lines and possibly be
lost to the walls. The loss of energetic particles means that the heat source
of the plasma is being drained which can quench the fusion burn. In addition
energetic alpha particle bombardment of wall facing material can cause wall
degradation, which is of considerable concern. Therefore, the understanding of
nonlinear coupling processes involved in fast ion interaction with thermal par-
ticles is important to global stability, confinement, heating and current drive,
alpha channeling, burn control, Helium ash removal , thermal instabilities, etc.
[17, 40, 41]
A burning plasma is considered to be self-heated by the 3.5 MeV alpha
particle byproduct, alpha particles from the fusion reaction. However, the
conventional collision theory predicts that most of the alpha particle energy
heats electrons through the electron drag process. Only about 10% of the
alpha particle energy directly heats ions, which is the fuel that needs to be
hot (between 10 -20 KeV) to have reasonable fusion production (ions are only
heated secondarily through electron ion thermal equilibration processes). In
addition as the collision time is rather long, ( 0.5s in ITERs targeted burning
plasma), the alpha particle pressure can build up to the point that it can effect
4
plasma stability. It has been proposed to use the alpha particles tendency to
produce instability in a constructive way. In particular there is a benefit to
extract energy from alpha particles in a controlled manner so that energy
is transferred to the background plasma significantly faster than occurs with
electron drag. If this can be done without the alpha particles being lost to the
plasma edge, there is the benefit that the alpha particle pressure will remain
below any particle kinetic pressure instabilities that might otherwise arise. In
addition, if the alpha particle can be controlled to primarily heat ions, the
fusion efficiency can be significantly improved at fixed plasma pressure when
ions are hotter than electrons, a larger rate of fusion production then arises
[3, 26].
1.2 Toroidal Alfve´n eigenmodes
The Alfve´n continuum is intrinsically modified due to toroidicity [20].
Gaps in the continuum arise, which in turn leads to weakly damped toroidal
Alfve´n eigenmodes (TAE). Previous studies found that the energetic particle
pressure gradient supplies the free energy source that can destabilize waves
which resonantly interact with the periodic motion of the energetic particles
[30, 33].
In a slab the shear Alfve´n wave is usually strongly stable because of the
phase mixing arising from the interaction with shear Alfve´n continuum, where
the mode structure is singular and the wave spectrum spreads continuously
in the range of min(k2‖v
2
A) ≤ ω2 ≤ max(k2‖v2A) (k‖ is the shear Alfve´n wave
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number parallel to the equilibrium magnetic field and vA is Alfve´n velocity
in an inhomogeneous plasma). However, the poloidal symmetry breaking in
the toroidal confinement device leads to the couplings between neighboring
poloidal harmonics, which not only opens a gap in the continuous shear Alfve´n
spectrum, but also produces discrete Alfv’en eigenmodes [20]. These discrete
modes, known as TAEs, are linearly excited as discrete shear Alfve´n-like modes
in the gap region. As a consequence, TAE is undamped to the lowest order in
the gap. Dissipation however may be present due to weak viscosity, resistivity
and remnant interaction with the continuum in spatial regions where the wave
amplitude is weak.
The resonance condition ω − k‖vA ≈ 0, shows that moderately high
n(∼ 10) Alfve´n waves are in a frequency range that can resonantly interact
with alpha particles. If the intrinsic diffusion mechanisms acting on the alpha
particles are low enough, the instability produced will lead to a chirping re-
sponse that arises as a consequence of the background dissipation mechanisms
that are present [37, 66].
Rosenbluth, et.al. developed an MHD model TAE waves for a low-
beta plasma (β ≡ 8pip/B2  1, p is the plasma thermal pressure and B is
the magnitude of magnetic field) and a small inverse aspect ratio tokamak
( = r/R  1, r is minor radius and R is major radius of tokamak) with
circular cross section to describe high toroidal mode number n TAE waves
6
(RBV tip model) [67]:
(b · ∇)[∇2(b · ∇)φ] +∇ · [(ω2/v2A)∇φ] = 0, (1.2)
where vA = B/
√
4piρ is the Alfve´n speed, with ρ the mass density and b
directs the unique direction of magnetic fields. In the toroidal geometry, the
equilibrium magnetic field is modified by a poloidal angle θ dependence B =
B0[1 +  cos θ], which causes the coupling among the poloidal harmonics and
then the poloidal m-number is not a good ’quantum number’. In the case of
a small inverse aspect ratio, wave potential φm essentially couples only to its
neighboring sidebands φm±1 due to toroidicity. The reduced MHD equation is
given by [67],
d
dr
[(
ω2
v2A
− k2‖m)
dφm
dr
]− m
2
r2
(
ω2
v2A
− k2‖m)φm + ˆ
ω2
v2A
(
d2φm−1
dr2
+
d2φm+1
dr2
) = 0.
(1.3)
Here, ˆ ≈ 5r/2R is the toroidicity coupling strength for a low-beta tokamak
plasma.
An Alfve´n gap opens in the Alfve´n continuum due to the degeneracy
condition at the resonant surface r = rm where k‖m−1(rm) = −k‖m(rm) =
1/(2qmR) (qm = q(rm) is the safety factor at the resonant surface) as shown
in Fig. 1.1, whose center frequency is ωA = vA(rm)/2qmR.
Away from the gap, it is accurate to approximate the MHD equations
as if the plasma was cylinder where both the toroidal harmonic n and poloidal
harmonic m are good quantum numbers. The toroidal coupling is significant
only in the vicinity of the TAE gap locations at the resonant surface where
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Figure 1.1: The degeneracy due to toroidicity opens a frequency gap in the
continuum spectrum of shear Alfve´n wave. TAE wave formed in the gap region
can be excited due to the energetic particles.
there is the strong interaction between the mth and m+ 1th harmonics due to
toroidicity. A boundary layer method is used to match the outer and inner
solution. Let,
x = n[q(r)−m0/n] ≈ nq′(rl)(r − rm) +m+ 1/2.
Then we obtain the following coupled equations valid in the narrow layers in
the vicinity of the gaps:
(
1
2
+ xm +
′mgm
4
)
dφm
dxm
+
′m
4
dφm+1
dxm
= C−m (1.4)
(
1
2
+ xm − 
′
mgm
4
)
dφm+1
dxm
− 
′
m
4
dφm
dxm
= C+m+1. (1.5)
The Berk-Mett quadratic form [11] is derived by connecting ‘jumps’ in
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the perturbed radial displacement across the tips to the outer region where
cylindrical solutions away from tips apply as shown in the work of RBV tip
model [67].
−
∑
m
pi2Rc2q′mrmn
q2mωA

C−m+1C˜
−
m+1(∆
−
m+1 + α
−
m+1)
+C+mC˜
+
m(∆
+
m + α
+
m) + β
−
m+1C˜
+
mC
−
m+1
+β+mC˜
−
m+1C
+
m − ∆˜+m+1C˜+m+1C−m+1
−∆˜−mC+mC˜−m
 , (1.6)
where q′m are the derivation of safety factor with respect to r at r = rm where
qm ≡ (m + 1/2)/n. The symbol ‘∼’ above C± represents the adjoint of this
amplitude and we will show the detail in our discussion of the equivalence of
Hamilton principle in real space and frequency domain in chapter 4. The ex-
ternal constants ∆m and ∆˜m (with the subscript indicating the corresponding
poloidal harmonic component) are obtained from the outer MHD equations
and can be numerically calculated as described in reference[67]. The analytic
function α±(ω) = −ω/√1− ω2, β±(ω) = −1/√1− ω2 are derived from the
inner layer equations in terms of the TAE order- frequency shift ω of the mth
couplet primarily consisting of the mth and m+ 1th poloidal harmonics.
In addition, the radial homogeneous plasma in tokamak leads to the
relevant radial structure of a TAE mode, which is of the integral form [9],
φm(r) =
Φm
pi
∫ r
rm
dr′
am + bm(r
′ − rm)
(r′ − rm)2 + a2m
, (1.7)
which expresses in terms of C± in the expression written above in Eq. 1.4, the
coefficients Φm and am, bm are obtained in chapter 4.
With a sufficiently strong energetic particle free energy source, another
class of instability called Energetic Particle Modes (EPMs), may arise. They
9
typically occur inside the Alfve´n continuum so that in the absence of a drive
a long lived plasma oscillation would not arise. The EPM occurs only with a
strong enough energetic particle drive to overcome continuum damping. An
example of such a mode is the fishbone oscillation which is an n = 1 inter-
nal mode with dominant poloidal mode number m = 1 which is resonantly
destabilized by energetic trapped particles. Chen et al. [19] proposed that
the mode is destabilized by energetic trapped ions via processional drift reso-
nance (ω = ωd) and that the mode is intrinsically an energetic particle mode.
This non-perturbative scenario for linear instability is out of the scope of this
investigation and will not be discussed in this thesis.
1.3 Bump-on-tail instability
Bump-on-tail is a very common instability in plasma physics. When
the energetic particles have an inverted distribution, forming a bump on the
tail of the thermal particle distribution, it will induce an instability with the
strong wave excitation. In the linear theory, the bump-on-tail instability can be
thought of as the inverse of Landau damping, where the existence of a greater
number of particles that move faster than the wave phase velocity as compared
with those that move slower, leads to an energy transfer from the particles to
the wave. The instability driving mechanism of the bump-on-tail instability
is a fully kinetic phenomenon and cannot be described in a fluid model which
can treat the properties of the background wave in the absence of the resonant
drive. The free energy induced bump-on-tail instability is associated with the
10
spatial gradients of the inverted particle distribution[1, 39].
The distribution of alpha particles also is indeed inverted and provides
a free energy source for the bump-on-tail-like instability. As an example even
in slab geometry, we take a Maxwellian distribution with a gradient in the x
direction in a uniform magnetic field along the z direction. The simplest such
alpha particle distribution is nearly isotopic in phase space. The distribution
can depend on the particle energy E and the guiding coordinate X = x−vy/ωc
(ωc is the gyro-frequency),
f(E, x) =
∫
dvx exp(−E
T
) exp(−x−
vy
ωc
L
),
where T is the particle thermal temperature and L is the length scale of system.
Then notice that ∂f/∂vy is proportional to −vy/v2th + (ωcL)−1. Hence, the
distribution is inverted (∂f/∂vy is positive for vy > 0) for 0 < vy < v
2
th/(ωcL)
and then this region of phase space is a drive promoting instability. This
inversion arises in a very similar way for more complicated problems.
When the bump-on-tail instability evolves into its nonlinear stage,
Bernstein-Greene-Kruskal (BGK) modes [13] are formed due to nonlinear prop-
erties of the instability resonances, provided that each resonance is sufficiently
separated so that mode overlap does not arise. The interplay between the
wave field, which tends to flatten the distribution of resonant particles, and the
source and sink relaxation processes, which tend to restore the unstable distri-
bution function, leads to various nonlinear effects. When extrinsic, as well as
intrinsic dissipation is present, particles with inverted distribution do no cause
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instability of the energetic particle drive is too weak to overcome the dissi-
pative processes present. Instability arises when the population of energetic
particles reaches a critical value. Around this critical value is a near-threshold
regime of wave excitation for which a rich family of nonlinear phenomena have
been revealed. Berk et.al. found as they decreased their relaxation rates:
steady saturation, pulsation, a frequency pitchfork splitting sequence and an
explosive solution in their cubic equations[6]. Later on, a full kinetic numeri-
cal simulation of the bump-on-tail instability near-threshold showed that the
explosive state evolved into hole and clump phase space structures moved in
the phase space causing frequency chirping signals to appear [8].
Late in the nonlinear evolution, particles are trapped in slowly moving
potential wells which allows the adiabatic approximation to be used to describe
the dynamics. The treatment leads to a predicted wave saturation amplitude
and a specific chirping rate if the frequency shift during the initial nonlinear
stage is assumed to be small compared to the separation of different linear
frequencies [4]. The time scale of chirping events is much shorter than the
frequency variation of equilibrium profile. The Berk-Breizman model (BB
model) predicts that emerging frequency shifts vary with the square root of
time and saturation amplitude is (0.54γL)
2 (γL is the mode linear growth
rate) for the marginal instability. The rate of frequency shift is determined
by the balance between the rate of energy being nonlinearly extracted from
the resonant particles and the power dissipated into the background plasma
through the various damping mechanisms present in the system.
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Figure 1.2(a) shows the time sequence of chirping structures that form
after linearly unstable excitation. When the particles are fully trapped in the
resonant region, the wave is saturated and the distribution function flattens in
the resonance region but the chirping causes steep gradients with the ambient
region of phase space that is outside the trapped region.
(a)
(b)
Figure 1.2: (a) The time sequence of chirps; (b) The formation of hole/clump
in phase space.
Candy et.al. attempted to apply the hole-clump mechanism to nonlin-
ear simulations of two-species plasma, fishbone bursts and beam-driven TAE
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problems [18]. Recently, Lilley et.al. studied the effects of particle relaxation
process due to dynamical friction (drag). It is found that drag greatly ex-
panded and enhanced the regimes for explosive solution for the waves. When
diffusion dominates, the waves exhibit regimes of steady-state, amplitude mod-
ulation, chaotic and explosive regimes near marginal stability [50]. Later sim-
ulations showed that the combined effect of dynamical friction and diffusion
produces a diverse range of nonlinear behaviors including hooked frequency
chirping, undulating, and steady state regimes [51]. A marginally unstable
energetic particle population in dissipative plasma is found to change globally
due to wave chirping of a single wave-particle resonance, whose convection
motion in phase space results in continual “burrowing” the holes and clumps
in the continuous production of nonlinear hole and clump pairs [49].
Frequency chirp has been extensively observed on several fusion related
plasma experiments [27, 28, 54, 64]. The development of chirping events has
been quantitatively described as a result of the generation of phase space struc-
tures (holes and/or clumps) and their chirps due to the presence of background
dissipation[14, 48, 51, 61, 70]. Spontaneous nonlinear coherent frequency chirp-
ing structures arise in response to the dynamics of the trapped particles in
these phase space structures. Specially, the rapid frequency chirp is observed
in MAST experiments as shown Fig. 1.3 [35].
In this thesis, we explores TAE chirps which arise from spontaneous
formation of nonlinear phase-space structures (holes and clumps) sweeping
in the phase space. If dissipation in the background plasma is present, and
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Figure 1.3: Hole-clump modes before t=60ms as have been interpreted signals
from hole-clump structures arising from perturbative modes, in much same as
hole-clump structures formed in the bump-on-tail model. The later chirping
signals (red dashed line) between t=60ms and t=85ms do not follow the scaling
of the BB model and the starting frequency may not even be in the gap. These
modes are likely to be non-perturbative EPM’s.
if the plasma is at low enough collisionality, TAE waves are likely to form
resonant phase space structures in the frequency gap which may then chirp
into the continuum. The initial evolution of the phase space structure is quite
similar to the most simplified model described by the electrostatic bump-on-
tail instability [8, 50, 60]. However, when TAE approaches the Alfve´n tip,
the assumptions for the chirping frequency used in the initial theory fail and
a more sophisticated evaluation needs to be made. In chapter 2, a Vlasov
simulation is developed to simulate TAE frequency chirping in the Alfve´n gap
and continuum, with a generic form for the particle-wave interaction and a
fixed spatial dependence of the TAE mode structure. In chapter 3 we show
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that the results of the simulation can be replicated by using an adiabatic model
for the particle-wave interaction except where the adiabatic approximation
breakdowns. Specifically, the asymmetric downward and upward chirps near
the tip regions are analyzed quantitatively. In chapter 4, we take the spatial
dependence of the TAE mode structure into account and use a systematic
procedure, based on the map model [9, 10] to describe the dynamics of the
mode. A variational method for the wave-particle interaction is formulated
with the test functions for the waves constrained to be those linear MHD
solution that minimize the variational form. It is expected that this method
is accurate if the width of the separatrix in momentum space (normalized to
the resonant frequency as is discussed later) is much less than the TAE gap.
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Chapter 2
Simulation for Spontaneous Frequency Chirps
of Toroidal Alfve´n Eigenmode
2.1 Introduction
In this chapter, we model spontaneous chirps that can arise when TAE
waves are excited by energetic particles[20]. The chirping TAE wave can de-
viate significantly from the bulk plasma eigenfrequency and it should even be
possible for the phase space structures to enter the Alfve´n continuum as is
indicated in some experiments[28, 64]. The description of a chirping mode is a
drastically different wave response from that predicted by linear or the usual
nonlinear theory.
The presently developed analytic theory for a TAE mode[4, 8] is jus-
tified only when the mode is excited in the TAE gap with a frequency shift
significantly less than the difference between the continuum and linear frequen-
cies. The transition from the TAE gap region to the continuum, demonstrated
here, is in a regime not described by the standard theory. Here we construct
a ‘toy model’ for the wave-particle interaction, and a plausible model of the
background wave properties. This wave model is derived from a small inverse
aspect ratio tokamak theory to examine the possibility of achieving chirping
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events that are formed in the TAE gap and continue chirping into the contin-
uum. We note that in the continuum we have a strong damping mechanism.
An issue then arises if a chirp can continue in the continuum. Our simulations
show that the chirp does continue. To match the strong dissipation of the
continuum, the chirping rate increases together with the field amplitude of
the chirping signal. This increase is enabled by the free energy in the particle
distribution, which is released to balance the strong dissipation that exists in
the continuum. Indeed, the wave can be viewed as a catalyst. As the wave
chirps, resonant particles release energy from the inverted distribution to the
background in a manner described in references[4, 8]. In the simulation we
also observe an initial formation of the phase space structures with their sub-
sequent chirps. Initially the characteristic of the chirp is similar to what has
been described for the bump-on-tail problem [8]. However in the subsequent
evolution, new chirping properties appear as the excited wave chirps towards
the continuum and then often into the continuum.
In the below discussion, we obtain the linear TAE background wave
equation from the Berk-Mett quadratic form[11] derived from the RBV model[67]
which is valid for a small inverse aspect ratio and low beta tokamak and study
the interactions between the linear waves and the nonlinear response of ener-
getic particles. For the present study we assume that waves can be described by
a single symmetric couplet and a simplified model of a two-dimensional phase
space distribution is used to describe the energetic particles. The RBV theory
leads to a Volterra integral equation in the time domain for the evolution of
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the wave. To this equation we add, using a simplified model, an interaction
term of the wave and energetic particles. The particles are taken to satisfy
a one dimensional Vlasov equation given in terms of action-angle variables.
The dynamics of the resonant particles is then the same as the dynamics in
the bump-on-tail problem. Integrating in phase space we then calculate the
particle-wave interaction term. This term is formally a source for the linear
wave equation for TAE excitations. In the time domain the TAE excitation
has been shown to be described by a Volterra equation [72]. Without dis-
sipation, the Volterra equation coupled to the energetic particle interaction
term, produces a linear instability with a growth rate γL. We then add to the
equation two extrinsic dissipation mechanisms which will be described here
and next chapter. The dissipation produces a damping rate γd. We select
enough dissipation to create an initial system with energetic particles close to
marginal stability, with a growth rate γ = γL − γd  γL.
In order to resolve the fine structure in phase space, the numerical
scheme integrates the Vlasov equation in the Fourier transformed phase space
using a numerical method originally developed by Breizman and Petviashvili[62].
The algorithm is improved through the shifting to the wave frame and the cal-
culation is accelerated by avoiding the time expensive iteration steps. Our
present simulation results replicate the saturated wave amplitude and square
root law of the initial chirping rate associated with the previous analytic the-
ory. We demonstrate the self-consistency of the filtered chirped signal and the
dynamics of the clump throughout its evolution using a WKB-like analysis of
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the signal. Plots of the phase space structure correlate well with the shape of
the separatrix of a chirping structure.
2.2 Basic equations
We begin with the Berk-Mett quadratic variational form as the basis for
constructing a TAE wave theory for arbitrary mode numbers in the large aspect
ratio low-beta circular tokamak limit. The general expression was derived in
the frequency domain[11] by using a boundary-layer method to combine an
ideal MHD outer region approximated as a response in cylindrical geometry
and matched to the inner layer response that accounts for the toroidicity of
the geometry. For large toroidal mode number n, the quadratic form of a TAE
wave is the following:
QTAE = −
∑
m
pi2Rc2q′mrmn
q2mωA

C−m+1C˜
−
m+1(∆
−
m+1 + α
−
m+1)
+C+mC˜
+
m(∆
+
m + α
+
m) + β
−
m+1C˜
+
mC
−
m+1
+β+mC˜
−
m+1C
+
m − ∆˜+m+1C˜+m+1C−m+1
−∆˜−mC+mC˜−m
 , (2.1)
The symbol ‘∼’ above C± represents the adjoint of this amplitude. In the ideal
MHD limit, the mth and m + 1th poloidal coupling in the narrow inner layer
determine the form α± and β± as a function of frequency, which are analytic
on the upper half complex plane.
h =
ω2/ω2A − 1
ˆm
,
α+m = α
−
m+1 = −
hm
(1− h2m)1/2
,
β+m = β
−
m+1 = −
1
(1− h2m)1/2
.
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Here, h represents a frequency shift from ωA normalized by the gap width. In
the adiabatic models, a notation ω is used to replace hm to avoid the confusion.
With the RBV tip theory the mth and m+ 1th poloidal harmonics are
intrinsically linked together when the frequencies are close to and within the
gap. As the chirping frequency moves away from the gap frequency, the two
mode components decouple. For example, if the safety factor increases with
minor radius, then for downward chirp of a clump into the continuum, the
mode structure becomes more dependent on the mth component as the m+1th
component reduces in amplitude. Similarly, the m+1th poloidal harmonic will
eventually dominate as a hole chirps into the upper continuum. The results
that emerge from the tip model are justified as long as the inverse aspect ratio
is small, ω(t)−ωA  ωA and the MHD excitations at the nearest neighboring
tip positions (e.g. at r ∼ rm+1, where q(rm+1) = (m+ 3/2)/n) is negligible.
The present form indicates that a ”string” of m couplet components of
the TAE response can be excited by the energetic particles with the distribu-
tion function fˆ(θ, p;h) ((θ, p) is a pair of action-angle variables describing the
resonant coordinates of the energetic particles in tokamak) at the frequency
of h. In addition the TAE wave couples with the interaction Lagrangian term
for the energetic particles. We model this interaction with the form,
QTAE = −Qint = −
∫
d3rA · δj ≈ − 1
iωm
∫
d3rE · δj
= − iη
2pi
∫ ∞
−∞
fˆ(θ, p;h)(C+m + C
−
m+1)e
−iθ dpdθ.
(2.2)
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Then QTAE +Qint represents the quadratic form, whose variation with respect
to C˜m (for all m), produces the wave equation. Here h = hm, A is the vector
potential in the gauge where E = −∂A/∂t = iωAA and η is the wave-particle
coupling strength that is used to determine the linear growth rate γL of the
TAE wave. The trapped energetic particles, interacting with TAE waves,
are described by a single pair of action-angle variables. The Hamiltonian
associated with the particle motion is,
H =
p2
2
+ <[eiθ(C+m + C−m+1)].
The notation < indicates the real component. Then the equations of motion
obtained from Hamilton’s equations are: p˙ = −∂H
∂θ
, θ˙ = ∂H
∂p
. Note, if we assume
that the couplet interaction term ∆˜m is small, the spatial integral in Eq.(2.2)
need only to be taken over the space of a single couplet. The interaction we
have described is essentially the same as the bump-on-tail problem[62]. The
new aspect here is that we describe waves that form in a gap, which then chirp
into the continuum.
By taking the functional variation with respect to C˜+m and C˜
−
m+1, one
can readily obtain the wave equations for the TAE/energetic particle interac-
tion in the frequency domain.
(∆
+
m + α
+
m)C
+
m + β
−
m+1C
−
m+1 = −
iη
2pi
∫ ∞
−∞
fˆ(θ, p;h)e−iθ dθdp, (2.3)
β+mC
+
m + (∆
−
m+1 + α
−
m+1)C
−
m+1 = −
iη
2pi
∫ ∞
−∞
fˆ(θ, p;h)e−iθ dθdp. (2.4)
We are interested in the time evolution behavior of these equations.
Therefore, the inverse Fourier transformation is applied to the above two
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equations (2.3) and (2.4) to convert from h space to the time domain. Then
the equations for the independent mode amplitudes A+ = C+m + C
−
m+1 and
A− = C+m − C−m+1 are found to be,
A+(t) =
1
∆m − i
∫ t
0
(J0(t− τ)− iJ1(t− τ))A+(τ) dτ − 2iη
∆m − i
∫ ∞
−∞
f1(p, t) dp,
A−(t) = − 1
∆m − i
∫ t
0
(J0(t− τ) + iJ1(t− τ))A−(τ) dτ, (2.5)
where J0 and J1 are the zero-order and first-order Bessel functions, respectively
and f1(p, t) =
∫ pi
−pi
dθ
2pi
f(θ, p; t)e−iθ. The A−(t) decouples from the dynamics of
the energetic particles (it can be shown that this amplitude decays as t−3/2 and
thus has negligible long time behavior). Therefore only the evolution of the
A+ amplitude is followed. Henceforth, the superscript ’+’ will be suppressed
without ambiguity. In addition to the equations of motion that are produced
by the Berk-Mett variational form, we add rather arbitrarily linear damping
term. We assume that this term is produced by an extrinsic physical mecha-
nism. There are several ways to model the added damping in Eqs. (2.3) and
(2.4). One way is to set h → h + iγd, which is the way we have usually run.
An alternative way is to let ∆m → ∆m − iκ, with κ > 0. We can then choose
γd or κ to have the values needed to study a system near marginal stability.
Most of our results are obtained by letting h→ h+ iγd with κ = 0. However,
we show that we obtain very similar agreement of the evolution by letting
∆m → ∆m − iκ with γd = 0. With κ = 0 and γd finite, the wave equation in
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the time domain becomes,
A(t) =
1
∆m − i
∫ t
0
(J0(t− τ)− iJ1(t− τ))e−γd(t−τ)A(τ) dτ
− 2iη
∆m − i
∫ ∞
−∞
f1(p, t) dp. (2.6)
This wave equation is non-local in time requiring detailed knowledge of the
time history from the past. Similar non-local wave equations for the internal
kink mode have previously been derived [15, 18].
The kinetic Vlasov equation is used to describe the dynamics of col-
lisionless particles with a distribution function characterized by a single pair
of action-angle variables (p, θ) of the unperturbed orbits. Then the Vlasov
equation is given by,
∂f
∂t
+ p
∂f
∂θ
−<{A(t)eiθ}∂f
∂p
= 0. (2.7)
In our work we consider the equilibrium distribution is to be smooth and the
localized behavior modeled as a linear function. With a suitable choice of η,
we can take ∂f0(p)/∂p = 1 where f0(p) is the unperturbed distribution. The
complete set of equations for the model is then described by equations (2.6)
and (2.7).
2.3 Linear analysis and nonlinear saturation
The linear mode analysis is an important tool in the plasma physics,
where the individual zero eigenvalue in the dispersion matrix represents one
independent wave mode. Because the damping or growth rate of a mode is
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usually much smaller than the real frequency, the perturbative method is used
to calculate the damping/growth rate.
The linear analysis of equations (2.6) and (2.7) allows the determination
of the TAE growth during the initial excitation. The linear stage is readily
described in the frequency domain. The wave equation takes the form,
[∆m − (1− h˜
1 + h˜
)
1
2 ]Aˆ(h) = −iη
pi
∫ ∞
−∞
fˆ(θ, p;h)e−iθ dθdp, (2.8)
where h˜ = h + iγd. The TAE wave is excited by resonant energetic particles
with a momentum p = h. To solve for perturbed distribution function, we
need to solve the linearized Vlasov equation:
∂f
∂t
+ p
∂f
∂θ
−<(A(t)eiθ)∂f0(p)
∂p
= 0. (2.9)
Using ∂f0(p)/∂p = 1 and A = Aˆe
−iht, we find
f1 =
<[Aˆei(θ−ht)]
−i(h− p) . (2.10)
Taking the limit h is nearly real, Eq.(2.10) becomes
f1 = <[ i
h− p + piδ(h− p)]Aˆe
i(θ−ht). (2.11)
The non-trivial solution Aˆ(h) is determined when Eq. (2.10) is inserted into
Eq.(2.9). In the p-integration, the principle part term vanishes because the
integrand is odd in p and only the delta function term contributes. We then
obtain a dispersion relation with the approximate root given by,
h = (∆2m − 1)/(∆2m + 1) + i(γL − γd),
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where γL is the linear growth rate in absence of dissipation when γL  1−|h|.
The parameter η is chosen to obtain the desired γL and then η is approximately
given by,
η =
(∆2m + 1)
2
4pi∆m
γL.
Physically, the growth of an instability will finally terminate to be a
saturation due to the finite excitation from a free energy source. The analysis
of the nonlinear saturation for a single BGK mode was discussed in [4]. The
authors treated the particles trapped in the potential well in the adiabatic
approximation and obtained the following expression for trapping frequency
ωb (ω
2
b = |A| is the wave amplitude in terms of the square of the bounce
frequency of the most deeply trapped particles) and the frequency shift δω
during the initial nonlinear stage (the adiabatic model will be discussed in
detail in chapter 3),
ωb
γL
' 16
3pi2
,
δω
γL
' 16
3pi2
√
2
3
(γdt)
1/2. (2.12)
Also note that wherever there is no damping, the mode amplitude in the
steady-state regime is estimated by the following well known result[29],
ωb
γL
' 3.2, (2.13)
which was verified in the code we developed.
The analytic results derived from the linear and saturation stages pro-
vide good benchmarks for our following numerical calculations.
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2.4 Numerical scheme
Several different numerical schemes have been developed to study the
Berk-Breizman model directly in the action-angle space [47, 70] and in Fourier
space, respectively. We use the numerical scheme in Fourier space developed
by Breizman and Petviashvili [62], which is able to resolve the fine structure
of a nonlinear developing distribution. This numerical scheme integrates the
Vlasov equation in the Fourier transform space (s, n) of the action-angle vari-
ables (p, θ), respectively. The periodicity in θ allows n to be an integer while
the infinite domain of p imposes that s be continuous. Then in this ’double’
Fourier space the distribution is written as F˜n(s, t). The functional dependence
of s is obtained by using a numerical grid that is fitted to a cubic spline.
Our algorithm used to solve the Vlasov equation has been changed
from the original Petviashvili’s work [62]. In Petviashvili’s numerical scheme,
the Vlasov equation is solved in the Fourier space (s, n) of the action-angle
variables (p, θ). The integration was based on an iterative scheme where the
implicit part of the inversion arises from the free streaming terms while the
interaction term is treated as a source term whose form is updated during the
iteration. The iteration comes at a cost of computational time that prevents
efficient code parallelization. Our present Vlasov solver avoids the iterative
process and solves the Fourier transformed Vlasov equation along each indi-
vidual free streaming characteristic line as a tri-diagonal matrix equation. The
spatial dependence eiθ in the wave-particle interaction models the mode cou-
pling only between n − 1, n and n + 1 in the Fourier space, which gives the
27
tri-diagonal matrix. The complicated spatial dependence has to involve more
mode number coupling and then decelerates the linear algebra calculation.
The resulting code is then suitable for parallelization along a set of charac-
teristic lines, where the individual characteristic line is independent and free
of communication between them. In this method the computational time is
reduced by an order of magnitude.
The distribution function is not usually a smooth function around the
separatrix region of a structure. As a result, a Gibbs phenomenon is found
when the distribution function in the Fourier space is converted to the phys-
ical space. Gibbs ripples appear inside the resonant structure. Fortunately,
the source term − iη
pi
∫∞
−∞ f(p, θ, t)e
−iθdpdθ appearing in the wave equation still
maintains accuracy for a long time even with the Gibbs ripple phenomenon
present as has been investigated in Ref. [34]. Therefore, we apparently obtain
the correct wave response, though the Gibbs phenomenon becomes more pro-
nounced as time evolves especially when viewing the distribution function in
the (p, θ) phase space. An additional approximation is to set a non-reflection
boundary condition at the boundary positions of s = ±smax to avoid largely
false signals from being reflected from these boundaries. However, even this
boundary condition can lead to trouble late in time when an aliasing problem
sometimes develops. With an alternate procedure that smoothly filters the
large s data, we have largely removed this aliasing problem.
In the computational frame the chirping signal of interest only oscillates
at a low frequency. Then in accord with Nyquist Shannon sampling theorem
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[68], a moderately large time step ∆t can be taken and the targeted phase
space structure can evolve and be accurately described even when the phase
space structure of interest produces a large frequency shift in the laboratory
frame. To avoid this problem, which normally would require a reduced time
step to retain |h|∆t  1, we have developed a procedure that calculates the
wave/particle interactions in a calculation frame that is nearly the same as the
momentum of the phase space structure being tracked. Then a moderately
large time step can be taken and the target phase space structure can evolve
and remain accurate even with a fixed ∆t. The integro-differential equation
for the interaction of the TAE is straightforwardly modified, as will be shown,
to enable the tracking of the phase space structure in the moving reference
frame.
To obtain the equations in the reference frame, we rewrite Eqs. (2.6)
and (2.7) in terms of the following variables,
a(t) = A(t) exp(−i
∫ t
0
dt′ hcf (t′)), (2.14)
θ˜ = θ −
∫ t
0
dt′ hcf (t′),
p˜ = p− dhcf (t)
dt
,
where hcf (t) = p is the ’velocity’ (which in this model is identical to the
momentum) in the calculation frame. The equations for the system then
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become,
(∆m − i)a(t)−
∫ t
0
(J0(t− τ)− iJ1(t− τ))ei
∫ t
τ dt
′ hcf (t′)a(τ)e−γd(t−τ) dτ
− λ(J0(t)− iJ1(t))eiθcf (t)e−γdt = −i4piηf˜1(0, t), (2.15)
∂f˜n
∂t
+ n
∂f˜n
∂s
+ is
dh
dt
f˜n = −is
2
(a(t)f˜n−1 + a∗f˜n+1) +
1
2
a(t)δn,1δ(s), (2.16)
where a small term λ is added to perturb the initial system. The chirping
rate dh/dt ≡ dhcf/dt appears in Eq.(2.16) because the calculation is being
performed in a non-inertial reference frame and the chirping rate plays a role
of a non-inertial force in the new frame. The phase of the calculation frame is
defined as θcf (t) =
∫ t
0
dt′ hcf (t′).
In practice, we search for the maximum amplitude of the wave spectrum
generated from a Fourier time window over one hundred wave periods. A
relaxation procedure, to produce only a slowly varying calculation frame, is
employed to fill in the time gap between two adjacent time windows.
dhcf (t)
dt
=
h(tn)− hcf (t)
τ
,
where τ is a numerical relaxation time parameter and h(tn) is the central
frequency in the spectrum for the target phase space structure taken at the last
evaluated time window centered at time t = tn. The typical mismatch achieved
between h(tn) and hcf is 0.1 radians per unit time. For the convenience of
visualization the data is shifted back to the lab frame using the appropriate
inverse transformation.
Other more sophisticated method to track the velocity frame of the
phase space structure is implemented in our numerical scheme. This tracking
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allows a shift of the computation frame from the ‘lab’ frame to a wave frame.
The tracking region is localized to lie within −pi ≤ θ ≤ pi and p− ≤ p ≤ p+,
where p− and p+ are defined as the lower and upper bounds of a velocity
window transferring to the wave frame. For a clump/hole that is in the tracking
region, the velocity of the wave frame vf is determined by demanding that the
overall relative acceleration of the region vanishes.
dvf/dt = −
∫ pi
−pi
∫ p+
p−
f(p, θ, t)<(A(t)eiθ)dpdθ/
∫ pi
−pi
∫ p+
p−
f(p, θ, t)dpdθ = 0.
(2.17)
Note that in the above equation we are using coordinate information only
within the tracking region. The method of tracking given in Eq. (2.17) was
developed after we found unacceptable tracking error emerging when we at-
tempted to use band-pass filter to extract the frame of the wave by tracking
the peak intensity of the wave spectrum as we discussed. The spectral method
was particularly deficient during the early stages of the evolution, when the
frequencies from different structures are close together. Then the mixing of
signals from adjacent structures produces a great deal of noise which leads to
difficulty to obtain an early comparison of the simulation results with that of
adiabatic theory. This problem is greatly alleviated when the frame of the
wave is determined at every time step by Eq. (2.17).
The distribution function is saved in (s, n) space. To solve the Vlasov
equation, the method of characteristics followed by iteration is used. The
integral along the characteristic lines from (s − n∆t, t) to (s, t + ∆t) in one
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time step ∆t takes the form,
f˜n(s, t+ ∆t) = f˜n(s− n∆t, t)− i
2
∫ ∆t
0
dτ (s− nτ)
· [a(t+ ∆t− τ)f˜n−1(s− nτ, t+ ∆t− τ) + 2dh
dt
f˜n(s− nτ, t+ ∆t− τ)
+ a∗(t+ ∆t− τ)f˜n+1(s− nτ, t+ ∆t− τ)]
+
1
2
a(t+ ∆t− s) u ( s
∆t
)δn,1. (2.18)
Where we have introduced the notation for a rectangle function, u(x) = θ(x)θ(1− x),
with a step function θ(x). We will implement an alternative iteration, where
the dh/dt term is part of the leading order iteration. Such a procedure should
lead to faster convergence and perhaps more accuracy. (Note that the equilib-
rium distribution only directly appears in the n = 1 term.)
The wave equation is a Volterra equation of the second kind, which is
readily solved by numerical integration where old values are saved and only
the newest value for the distribution function are then calculated at each time
step [65]. The Vlasov and wave equations is then solved simultaneously to
describe the interaction of the wave and particles. To achieve sufficient accu-
racy, several iterations is needed until the prescribed convergence criteria is
reached. A successive over-relaxation method (SOR) is implemented to accel-
erate the rate of convergence and the optimized extrapolation factor is verified
with numerical checks [65].
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2.5 Results and discussion
2.5.1 Verification of the code
We have verified our code by comparing with the theoretical linear
growth rate and the levels of saturation when damping is either excluded or
included.
The linear growth rate is calculated by the linear fitting of the logarithm
of the mode amplitude |A| shown in the Fig. 2.1. The simulation parameters
we takes here for the time step is ∆t = 0.1, the s grid size is ∆s = 0.1, the
domain of s grid is −smax ≤ s ≤ smax = 100 and total number of mode
is−20 ≤ n ≤ 20. The observed growth is in agreement with linear theory as
shown in Fig. 2.1.
Depending on the background dissipation, two different levels of satura-
tion are expected. These two saturations levels are found in the simulation and
they are shown in Fig. 2.2(a) and 2.2(b). The numerical results can be com-
pared with those expected from the expected results given in the equations
(2.12) and (2.13). For γd = 0, the case in Fig. 2.2(a), the mode amplitude
climbs quickly to the expected saturation level and the simulation data fluctu-
ates around the predicted value. To observe the saturation level of the chirping
mode, a chirping signal filter is applied to the wave amplitude A(t) over the
bandwidth of the chirping frequency. Chirping starts at around t = 100 time
units. However, in order to filter a chirping band accurately, we need to wait
until 1000 time units. The Fig. 2.2(b) only shows the wave amplitude after
t = 1000. At this time the saturation level is slightly below the expected level
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Figure 2.1: Time evolution of the logarithm of the mode magnitude |A|. The
initial parameters are chosen to obtain a mode near marginal stability with
γL = 0.1, γd = 0.08, which is achieved with ∆m = 0.654 and η = 0.0248.
During the linear stage the growth rate agrees with the analytic growth rate
γL − γd = 0.02(shown by the red curve).
and falling, while the frequency has shifted from h = −0.45 to h = −0.8.
Hence, even with the relatively large change from the initial frequency, an
agreement of 80% of the theoretical waterbag model used[8] is observed. Later
the wave amplitude falls, reaches a stationary level and finally increases after
the clump has entered the Alfve´n continuum. The chirping rate of the signal
in Fig. 2.2(c) shows the strong chirping also accompanies the clump that has
entered the continuum.
We also tested the sensitivity of our results to the manner extrinsic
dissipation is described. In model 1 dissipation is obtained by adding the
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(a) (b)
(c)
Figure 2.2: Different saturation levels depending on the presence or absence
of γd. (a) For the zero damping case γL = 0.1; (b) for the near marginal
instability case, where γL− γd  γL, γL = 0.1, γd = 0.08; (c) the chirping rate
dh/dt is shown. The red line indicates the expected initial saturation value
and the green one shows the best 6th order polynomial fit to the scatter of
measured data for ωb/γL = |A|1/2/γL.
factor exp[−γd(t − τ)] in Eq. (2.6) (model 1). An alternative model is to
omit this exponential factor and choose ∆m to be complex so as to produce a
damping factor e−γdt in the linear solution when there are no energetic particles
present (model 2). These two dissipative models will continue to be elaborated
in our adiabatic model. Thus these two models are essentially the same when
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|h − h0|  |1 + h0| (h0 is the linear eigenfrequency of TAE), but then differ
in details when |h− h0| ≥ |1 + h0|. These figures show that these models give
very similar results as can be observed in Fig. 2.3(a) and 2.3(b).
2.5.2 Rapid chirping frequency
The chirping frequencies shown in Fig. 2.4 in the rest frame is the salient
feature of our nonlinear system. These frequencies stay in resonance with the
driving perturbations from the energetic particles. A continual phase-locking
takes place in the clump and the drag-like force due to dissipation forces a
change of velocity of the phase space structure. Thus the chirping frequency
is intrinsic and self-sustainable with no external driving force.
The chirping frequency is determined by a short-time Fourier transform
(STFT) method, which is a modified Fourier transform over a finite time
window. The initial chirping spectrum initially vary as the square root of
time (h0−h ≈ 0.44γL(γdt)1/2) and surprisingly this dependence lasts until the
chirping frequency approaches the continuum frequency boundary. Afterward
the clump signal takes on a more complex time dependence.
2.5.3 Verification of understanding from filtered response
The adiabatic approximation accounts for a two time-scale representa-
tion of the simultaneous response of the mode and trapped particle dynamics.
The phase of the mode amplitude A is a fast variable while the slowly varying
quantities are the magnitude of the wave amplitude, the instantaneous bounce
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(a)
(b)
Figure 2.3: Comparisons between two different dissipation models. The damp-
ing rate is chosen as γd = 0.08 in model 1, where the imaginary part κ of ∆m
is zero. In model 2, for the same linear damping rate κ = −0.623 and γd = 0.
The analytic models (dash lines) based on the adiabatic approximation (which
is discussed in chapter 3) correlate extremely closely to the simulations.
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Figure 2.4: The evolution of the wave spectrum. The TAE gap is located
between h = −1 and 1 while the initial frequency starts at h ≈ −0.4. The
dashed curve is the predicted frequency shift that increases as the square root
of time.
frequency ωb and the chirping rate dh/dt. The dynamics of trapped particles
in a chirping wave potential can be reduced to a Hamiltonian for the particle
motion given by[4],
H =
Ω2
2
− ω2b cos q +
dh
dt
q. (2.19)
We define α ≡ ω−2b dh/dt. Both coordinate and momentum are defined as
functions varying slowly with time.
A Hamiltonian has its O- and X-points determined by ∂H
∂q
= 0, where
∂2H
∂q2
> 0 for an O-point and ∂
2H
∂q2
< 0 for an X-point. For this Hamiltonian
there is a solution for these points when |α| . 1. The values of H′ ≡ H
ωb
at qO
and qX are (the subscripts O and X refer to the O and X points respectively.)
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:qO = − sin−1 α (here,−pi
2
≤ sin−1 α ≤ pi
2
),
qX = −pisg(α) + α sin−1 α + (1− α2)1/2,
H′O = −α sin−1 α− (1− α2)1/2,
H′X = −pisg(α) + α sin−1 α + (1− α2)1/2, (2.20)
sg(z) = z|z| is the sign function. Note that H
′
X is the value of the H
′ on the
separatrix. For our application q and Ω are given by,
q ≡ θ − ω0t−
∫ t
0
dt′δω(t′),
Ω ≡ p− ω0 − δω(t).
Here ω0 is the initial linear frequency (ω0 = h0) and δω indicates the the
instantaneous shift of frequency.
In order to verify the suitability of an adiabatic approximation, we use
a band filter about the frequency of interest, to filter the left hand side of
Eq. (2.15). Then we use this signal to evaluate the left hand side of Eq. (2.8),
as the filtered signal to lowest order, should be described by a WKB wave. The
equality of the left hand side to the right hand side of Eq. (2.15) is numerically
checked where particle distribution is filtered by a momentum band to obtain
the distribution around the resonance p = ω0 + δω(t). We then calculate the
complex amplitude,
Aclump(t) =
−2iη ∮
clump
f(θ, p, h)e−iθdθdp
∆m −
√
1+h
1−h
. (2.21)
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where the symbol ’clump’ under the integral denotes an integration that uses
the filtered distribution in p. The result of the filtered right hand side is then
compared with Achirp(t), which has been extracted by filtering the raw A(t)
with a frequency band window about the target chirping frequency.
The WKB description predicts that, in principle the complex ratio
Achirp(t)/Aclump(t), is unity. Thus to the extent this ratio is 1 + i0, indicates
the appropriateness of the adiabatic approximation in Fig. 2.5. The agree-
ment is observed with a reasonable uncertainty throughout t from the first
appearance of the isolating clump to the final chirping state. Before the tar-
get structure enters the continuum the ratio is nearly unity but with a fair
amount of fluctuation, perhaps due to the proximity of nearby structures. In
the continuum, fluctuation from unity is considerably less. Overall, the lowest
order WKB description is good. Perhaps improvement can be achieved when
interactions with neighboring structures are accounted for.
2.5.4 Phase space structure
In this section we view the created phase space structures in more de-
tail. We note again that without background damping the mode would remain
at the linear frequency of the wave, and the instability would simply flatten the
resonance region. A damping mechanism is required to enable the spontaneous
generation of the clump and/or hole structures from the resonance region. The
damping absorbs the extra wave energy and allows the phase space structures
to move to lower energy states (in this TAE model the higher frequencies
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Figure 2.5: Verification of the suitability of the adiabatic approximation,
achieved by testing the extent to which the complex ratio Achirp(t)/Aclump(t) =
1. The real part is the red line and the imaginary part is the blue line.
correspond to holes and the lower frequencies correspond to clumps). Initially
phase mixing develops in the resonant region at the frequency predicted by the
linear wave theory, so that the resonance condition occurs at p ≈ h0 = −0.4.
The trapping structure that forms during the early linear stage is observed
in Fig. 2.6(a). Later on, the chirp of the frequency becomes apparent and a
clump structure of trapped particles emerges in the phase space (Fig. 2.6(b))
due to the phase locking of the trapped particles to the excited wave. Then the
clumps propagate towards the Alfve´n gap-contiuum boundary; first approach-
ing (Fig. 2.6(c)) and then penetrating the Alfve´n continuum (Fig. 2.6(d)). The
chirping rate substantially increases within the Alfve´n continuum (Fig. 2.6(e)).
Finally, the clump moves far from the gap-continuum boundary deep into the
continuum region (Fig. 2.6(f)). The relationship between the chirping fre-
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quency and the time evolution is shown in Fig. 2.6(g). We have focused on
the clump formed closest to the lower continuum. In addition a hole simulta-
neously formed to give increasing frequency chirps, but we have not observed
these waves reach h = 1, the upper continuum frequency. Secondary, tertiary,
etc. structures continually emerge from the linear resonant region.
The clump is locked and continually accelerates in synchronism with
the continuously chirping wave. As we can directly measure ω2b and dh/dt
of a clump, we can determine how the separatrix should look like. In figure
2.7 we show how the separatrix shape and amplitude compare with the phase
space structures that can be calculated from the data. We see good agreement,
though there is deviation. The deviation may be due to the neglect of effects
coming from the slowly changing values of d2h/dt2 and dωb/dt. Also the tails
seen by the phase structure are due to non-adiabatic behavior in the phase
space region near the separatrix.
Physically, the chirping wave is strongly correlated with the trapped
structure in phase space. We found the width of trapped structure ∆θ reflects
the chirping parameter α,
α =
1√
2 + ∆θ2 − 2 cos ∆θ − 2∆θ sin ∆θ . (2.22)
Figure 2.8 indicates the strong correlation between the chirping wave and
trapped structure.
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 2.6: 2.6(a)-2.6(f) are snapshots of the phase space at indicated times
as shown on 2.6(g).
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(a) (b)
(c)
Figure 2.7: The black closed curve shows the separatrix of the clump in the
description of Eq. (2.19). The portraits of the clumps are enclosed by these
theoretical separatrix.
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Figure 2.8: The correlation test is a good sign to verify the frequency shifts
due to the formation of clump/hole pairs instead of other nonlinear effects.
The red scattering dots show the chirping rates calculated from the structure
width and the blue curve is the wave data of chirps.
2.6 Summary
A special property of a TAE mode is that in linear theory the wave
exists in a frequency gap surrounded by a region with a continuous spectrum.
The continuum regime gives rise to an intrinsic dissipative response to an ex-
ternal excitation. The initial excitation reproduces nonlinear features that are
nearly independent of the detailed wave model. These are the formation of
hole/clump pair at a characteristic saturation level and a characteristic spon-
taneous chirping frequency shift proportional to
√
t that is due to the phase
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locking between the phase space structure and the wave. The phase locking
and particle trapping continues during the entire evolution of the phase space
structures. What we have investigated here is for how long the characteris-
tic frequency shift remains proportional to
√
t (this continues until frequency
reaches the continuum/gap boundary), whether the phase space structure can
penetrate into the continuum from the gap region (we find that there is pen-
etration) and whether the evolution of the phase space structure can be ap-
proximated by an adiabatic (WKB) theory (it can and when clump is in the
continuum and well separated from other phase space structures the agreement
is especially good). If one assumes the initial distribution is a waterbag, as was
assumed in [8], the adiabatic theory can be solved to obtain the time evolution
of the system. We have found in next chapter that if we choose a waterbag
distribution, where for a constant unit slope of the normalized equilibrium
distribution, f(h)− f(h0) = h− h0, we obtain very good agreement.
An important innovation of our calculation, is to perform the computa-
tions in the frame of the targeted phase space structure. Then the numerical
step size, ∆t, does not have to get smaller as the chirping continues, since in
this frame, h∆t can remain small, even when there is the chirping present.
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Chapter 3
Adiabatic Model of Rapid Frequency Chirps
of Toroidal Alfve´n Eigenmode
3.1 Introduction
The simulation shows a large frequency shift where the TAE chirp be-
comes comparable to the frequency shift between the linearly predicted fre-
quency and the continuum frequency, and as a result the standard chirping
theory [4, 8] is inapplicable. Here we will exhibit a new model for describing the
phase space chirp of TAE modes that has the possibility of chirping into the
surrounding continuum. The governing equations for this model are based on
the linear RBV tip model, which describes the TAE excitation in a large aspect
ratio, circular tokamak at low beta. To simplify the calculation we deal with a
case where the TAE excitation is primarily from a single couplet which consists
of wave with a poloidal structure consisting dominantly of the m and m + 1
poloidal harmonics localized near the region around q(rm) = (m+1/2)/n ≡ qm.
We assume that the interaction with neighboring couplets can be ignored which
is easiest to satisfy at low shear.
The original theory for the tip model was derived in frequency space.
Using the Fourier transform, the frequency form can be converted into a con-
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volution integral with a temporal kernel producing a non-local time response
for the wave. The governing theory for the time representation of the RBV tip
model has been described in chapter 2 [72]. In the present chapter we show
how to develop an adiabatic theory for the RBV-resonant particles and waves.
During the adiabatic evolution of a TAE wave amplitude and its chirping rate,
parameters need to evolve slowly in one bounce period in the wave trapping
fields. The adiabatic dynamics of energetic particles in the trapping region of
a hole or clump can be described with action-angle variables, where the canon-
ical action variable J is an adiabatic invariant [58]. The distribution function
of energetic particles is given by f(J) which remains constant in time, except
for the change of the distribution function near the separatrix where particles
are entrapped by or lost from the trapping region. This theory leads to results
which for the most part closely replicate the results of Vlasov simulations.
3.2 Adiabatic invariant
Adiabatic invariants are crucial to the understanding of a single charged
particle motion in a complex geometry of magnetic and electric fields. Kauf-
man [45] used the three adiabatic invariant actions of a particle in a toroidal
plasma with axial symmetry: the magnetic moment µ, the canonical angular
momentum Pφ and the toroidal flux enclosed by the drift surface to build up
a quasi-linear theory. The Hamiltonian for the unperturbed motion of a single
particle only relies on these three adiabatic invariants. Then the interaction
introduces the perturbed parts in the form of a interaction-Hamiltonian, such
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as was used by Kaufman [45]. Canonical perturbation theory can be used to
construct plasma kinetic theory in action-angle variables [52]. In our investi-
gation of the wave-particle interaction of shear Alfve´n-like wave, the magnetic
moment remains constant due to the low frequency compared to the ion cy-
clotron frequency of the TAE waves. The resonant condition also requires
E − ω/nPφ to be a constant, which is implicitly related to a second adiabatic
invariant. Moreover, if the resonances are well separated in the particle’s phase
space, we only keep a single resonant harmonic in the Hamiltonian with the
resonant interaction.
A third adiabatic invariant J of the perturbed Hamiltonian system
arises from the periodic motion of trapped particles in a resonance. The adi-
abatic approximation assumes that the action J is an invariant during the
entire evolution, which is a good approximation when the physical parameters
in the system vary slowly. The variation of the action can be evaluated from
the slowly varying parameters in our model, from which we can check whether
the rate of time variation of the various calculated quantities is indeed small
compared to the bounce rate of a typical trapped particle.
3.3 Dissipative models for TAE wave
The chirping events are observed when the physical system is near
marginal instability, i.e. the instability drive and background dissipation are
nearly comparable to each other. Without chirping, when the bounce time of
a deeply trapped particle is comparable to the growth time, the distribution
49
will flatten and the instability drive will be quenched. However, when there is
chirping, the energy of chirping waves is supplied not only from newly trapped
energetic particles but also from the downward or upward motion in phase
space of the hole and/or clump structures that have formed. Two external
damping mechanisms are implemented in the adiabatic theory in the same
way as in the previous chapter which described our simulation.
The wave equation, including the interaction with the resonant parti-
cles, takes the form [72],
(∆m − i)A(t)−
∫ t
0
(J0(t− τ)− iJ1(t− τ))e−γ′d(t−τ)A(τ)dτ
= −iη
pi
∫ ∞
−∞
f(p, θ, t)e−iθdpdθ, (3.1)
where the left hand side (LHS) is the linear response due to the electromagnetic
field and the background plasma, and the right hand side (RHS) describes
the interaction of the resonant particle currents with the linear wave. The
factor η is proportional to the linear growth rate and later will be explicitly
defined. The real component of the parameter ∆m (∆r = <∆m) is obtained
from the ideal MHD contribution of the predominant poloidal mth and m+1th
components of an Alfve´nic mode outside the gap region, while the frequency
dependent terms represent the ideal MHD contribution in the vicinity of the
gap. Parameters are scaled so that the band frequency in the gap lies between
−1 ≤ ω ≤ 1. With this frequency normalization the linear TAE frequency is
given by ω0 = (∆
2
r − 1)/(∆2r + 1) when there is no instability drive. In ideal
MHD theory there is no dissipation when the eigenmode frequency is in the gap
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and never intersecting any continuum curves. To produce damping in the gap
region, extrinsic dissipation is added to our model with the parameters chosen
to produce a given damping rate γd close to the linear growth rate γL, when
there is no dissipation. Two dissipative parameters are chosen to capture
the dissipation due to non-ideal MHD effects. The parameter γ′d mocks up
damping arising from non-ideal MHD effects, such as viscosity or resistivity
at spatial positions near the tip region, while the imaginary component of
the parameter ∆m (∆i = =∆m), is used to capture dissipation arising from
non-ideal MHD effects outside the TAE interaction region that is remote from
the ‘tips’. In general we can treat a combination of the two parameters, using
a single parameter β, with 0 ≤ β ≤ 1 where the two dissipative parameters
are given by γ′d = βγd and ∆i = (1 − β)∆i0, with ∆i0 = −λγd where λ =
(∆2r + 1)
2/(4∆r). Note that for any β the sum of these two terms gives the
same damping rate γd when γd  1. To see if there is any sensitivity to
the nonlinear results with the choice of dissipation models, the simulations
have primarily been performed for the two extremes : cases (I) γ′d = γd, and
∆i = 0 and case (II) γ
′
d = 0 and ∆i = ∆i0 (∆i0 is finite and negative).
Both models produce nearly the same response in the linear phase and the
early chirping response where the theory of Ref. [8] applies. However with
increasing frequency shift, the choice of the dissipation model changes the
quantitative dynamical evolution though not the qualitative conclusion.
To test the sensitivity to the dissipation mechanism, the results for a
downshifting clump for the two alternative damping mechanisms, cases (I)
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and (II), are compared in Figs. 3.1(a) and 3.1(b) where a clump is tracked
using the Vlasov solver discussed in chapter 2. The parameters chosen for
the simulations in the figures are γL = 0.1 and ∆r = 0.56 with γd = 0.08
in case (I) and ∆i = −0.0623 in case (II). We see that there is the same
general tendency for the two curves, but there are quantitative differences
arising between the results of the two dissipation models. Similar results are
found for an upshifting hole.
3.4 Adiabatic model
The particle-wave resonant structure can be derived from Hamilton-
Jacobi theory. In systems where the Hamilton-Jacobi equation for the unper-
turbed orbits is separable, one can use the method, similar to the Schwarzschild
transformation [25], to obtain action-angle variables to reduce the dimensions
of a resonant system. For a sufficiently small perturbation, one can isolate
a single resonance and select a transformation to the frame of the resonance
structure, in the process of reducing the dynamics of the motion to a sin-
gle action variable and its conjugate angle variable. One finds the following
Hamiltonian [72] for a frequency sweeping structure,
H =
P 2
2
− ω2b (cos θ − αθ). (3.2)
Here, P is the momentum of particles that are nearly resonant with the wave
field, and θ is a phase angle in the wave field. This Hamiltonian is a function
of the wave amplitude ω2b and chirping parameter α ≡ ω−2b dω/dt, which leads
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(a)
(b)
Figure 3.1: Comparison of the evolution of trapping frequency ωb (panel a) and
chirping parameter α (panel b) for two alternative damping cases in Vlasov
simulations. The solid blue line depicts dissipation case (I) where the frequency
is offset with an imaginary component γ′d = γd = 0.08. The dashed line is
for dissipation case (II) where the ∆m parameter is offset with an imaginary
component ∆i0 = −0.0623.
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to an asymmetric separatrix in θ about the O-point, where the energetic par-
ticles are deeply trapped. A normalized Hamiltonian-like form can be used to
simplify the analysis to one parameter α,
h =
p2
2
− cos θ + αθ (3.3)
where p = P/ωb, h = H/ω
2
b . When the parameters α and ω
2
b evolve slowly,
the appropriate action J is an adiabatic invariant and is given by,
J =
jωb
2pi
=
1
pi
∫ θmax
θmin
Pdθ =
√
2ωb
pi
∫ θmax
θmin
√
e(J) + cos θ − αθdθ. (3.4)
Here e = h(p, θ) is a normalized energy which for trapped particles takes on
the range of values from −α arcsinα−√1− α2 to −|α|pi+α arcsinα+√1− α2
and j is a normalized action variable. It is worth noting that J is an adiabatic
invariant but j is not. The angles θmax and θmin are the points on the separatrix
where the momentum p vanishes. The positions of O and X points θO, θX ,
and range of e are determined by the conditions:
∂h(p, θO,X)
∂θ
= 0 (3.5)
∂2h(p, θO)
∂2θ
> 0;
∂2h(p, θX)
∂2θ
< 0
h(p, θO) ≤ e ≤ h(p, θX)
During the evolution, the action J is assumed to be conserved from a time t
to t+∆t, which is constructed exactly from the numerical calculation without
approximations. The distribution only depends on the action value but is
independent of time when the bounce average on the trapped trajectory is
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applied. Hence, f(J) only changes due to the evolution of the separatrix
value, Jspx(t). If Jspx increases, the new distribution at the separatrix becomes,
f [Jspx(t + ∆t)] = F0[ω(t + ∆t) ± Jspx(t + ∆t)], with the + sign for ω > ω0
and a minus sign for ω < ω0, where ω0 is the frequency predicted from linear
theory. For example, the newly created value of the trapped distribution
function at t = t1, f(Jspx, t = t1) then remains constant in time (i.e. f(J =
Jspx, t) = f(Jspx, t = t1)) as long as the value of Jspx at a time t > t1 satisfies
Jspx(t) > Jspx(t1). This value f(Jspx, t1) is stored and used for the subsequent
evolution of the phase space structure. On the other hand, if Jspx decreases,
the distribution at the separatrix changes with the new f(Jspx) coming from a
previously interior J-value in the trapped region whose J-value is equal to the
new Jspx. Hence, this stacked data structure is part of the evolutionary rules
for the distribution function. If the newly formed action at the separatrix is
greater than the action previously topping the stack, push the new action to
the top of the stack. Otherwise keep popping the top actions until the new
action can be pushed.
The adiabatic response of the LHS of the wave equation, Eq.(3.1), is
approximately the band filtered signal in the wave frame. The form for the
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RHS was derived in [4, 8]. The resulting adiabatic equations are given by,
<(∆m −
√
1 + ω˜
1− ω˜ )ωb =
η
pi
∫ Jspx
ωb
0
dj(f(ωbj)− F0(ωbj))
∫ 2pi
0
dφ cos θ, (3.6)
=(∆m −
√
1 + ω˜
1− ω˜ )ωb = −
η
pi
∫ Jspx
ωb
0
dj(f(ωbj)− F0(ωbj))
∫ 2pi
0
dφ sin θ
= 2αη
∫ Jspx
ωb
0
dj(f(ωbj)− F0(ωbj)).
F0(J) is the unperturbed distribution function normalized with the property
that dF0(J)
dJ
= 1, and ω˜ = ω + iγ′d. The canonical angle φ for the perturbed
system is determined from the relation,
dφ =
pidθ√
e(J) + cos θ − αθ/
∫ θmax
θmin
dθ√
e(J) + cos θ − αθ . (3.7)
In absence of dissipation and drive (η = 0), one finds (see [20, 72]) from
the linear theory of Eqs. (3.1) and (2.7), that the linear frequency ω0, is given
by ω0 = (∆
2
r − 1)/(∆2r + 1). When we take into account drive and dissipation
under the assumption γL  1, we find a growth rate γ given by γ = γL − γd,
with γL = 4pi∆rη/(∆
2
r + 1)
2 = piη/λ, γd = γ
′
d − 4∆r∆i/(∆2r + 1)2. Case (I)
discussed in the previous section has ∆i = 0 so then γ
′
d = γd, while case (II)
has γ′d = 0, and then ∆i = −γd(∆2r + 1)2/(4∆r) = −λγd ≡ ∆i0. In general we
have γ′d = βγd and ∆i = (1− β)∆i0 with 0 ≤ β ≤ 1. We also assume that the
contribution of the untrapped particles to the perturbation is small, so that
their contribution outside the separatrix is negligible and hence neglected.
To evaluate the angular integration in the RHS of the first term in
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Eqs.(3.6), we consider the function M and its derivative.
M(e) = 2
√
2ωb
∫ θmax
θmin
√
e(J) + cos θ − αθ cos θdθ, (3.8)
dM(J)
dJ
=
dM(J(e))/de
dJ(e)/de
=
2pi
∫ θmax
θmin
cos θdθ√
e(J)+cos θ−αθ∫ θmax
θmin
dθ√
e(J)+cos θ−αθ
=
∫ 2pi
0
cos θdφ.
Then, the double integral can be written as,
<(∆m −
√
1 + ω˜
1− ω˜ )ωb =
η
pi
∫ Jspx
ωb
0
dj(f(J)− F0(J))dM
dJ
(3.9)
Here, the functions M and J are calculated near the separatrix on a fine grid
of e(J) and the derivative dM/dJ is constructed with high accuracy in use of
a cubic spline. A trapezoidal rule is used in the J integration from 0 to Jspx.
During the evolution of the system, the time scale for change is much
longer than a wave period, while the time step in Vlasov simulation has to be
smaller than the wave period. Therefore, if the adiabatic assumption for the
phase space structure is fulfilled, the adiabatic equations enable more rapid
predictions of the wave evolution than one would obtain from direct Vlasov
simulation. However, the accuracy of the adiabatic equations is assured only
if the response remains adiabatic during the evolution.
In the simulation, the adiabatic approximation is never formally justi-
fied at the birth of a resonant structure as the quantities ωb and α initially
change too rapidly. Nonetheless, we initiate our problem early in the formation
process, where the adiabatic approximation is not valid and we find, as will
be shown below, that the subsequent adiabatic evolution is close to numerical
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simulation results. To begin with, a small resonant waterbag structure is as-
sumed present centered at an initial frequency ω0 + ∆ω slightly shifted from
the linear frequency ω0. This waterbag distribution is constant for all parti-
cles trapped inside the separatrix region, given by F0 for all J values less than
the separatrix value J = Jspx, while the distribution just outside separatrix
discontinuously changes to F0 = ω0 + Jspx. The two relations in Eqs.(3.6) are
then solved for ωb and α. We find that a solution to Eqs.(3.6) can be obtained
even for small value of the deviation ∆ω from the linear frequency, such as
∆ω ∼ 0.2γL. Having found an initial solution, we scan the frequency ω and
solve for ωb(ω) and α(ω). The time dependence of the solution can also be
found by integrating, ω−2b dω/dt = α.
The numerical results, arising from the choice of case (I), are shown in
Fig.3.2(a) for the clump and Fig. 3.2(b) for the hole. These solutions show that
the TAE waves, initially excited in the gap −1 ≤ ω ≤ 1, chirp as clumps move
towards the lower continuum (ω = −1) and as holes move towards the upper
continuum (ω = 1). The clump shown in Fig.3.2(a) penetrates the lower
tip and then evolves with an increasing wave amplitude. The sensitivity of
the response to the initial frequency displacement ∆ω has been investigated.
There is sensitivity in the early response to ∆ω. We will see in the next
section that the best fit, of the adiabatic theory with the simulation, results
when ∆ω ∼ 0.5γL.
Figures 3.2(a) and 3.2(b) also show the results predicted from treating
the distribution function as a waterbag, whose discontinuity is at the separatrix
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of the trapped particles. One then finds the following equations determining
the evolution,
<(∆m −
√
1 + ω˜
1− ω˜ )ωb =
λγL
pi2
(1− α2)7/4d1(α)∆f(J) (3.10)
=(∆m −
√
1 + ω˜
1− ω˜ )ωb =
λγL
pi2
α(1− α2)5/4d2(α)∆f(J).
where the functions d1(α) and d2(α) are smooth monotonic and slowly varying
functions of α, given by,
d1(α) =2
√
2(1− α2)−7/4
·
∫ θmax
θmin
dθ
√
(1− α2)1/2 − |α|pi + α arcsinα + cos θ − αθ cos θ = 16c1(α),
d2(α) =2
√
2(1− α2)−5/4
·
∫ θmax
θmin
dθ
√
(1− α2)1/2 − |α|pi + α arcsinα + cos θ − αθ = 16c2(α),
(3.11)
whose values, as the magnitude of α goes from 0 to 1, vary from 1
3
to 3
14
for
c1(α) and from 1 to
3
10
for c2(α) along the separatrix determined from the
normalized Hamiltonian Eq.(3.3). We also note that there is error in Ref. [4]
for values of c1 and c2 as |α| approaches unity, and in particular c1 does not
change sign contrary to Ref. [4] as |α| goes from 0 to 1.
In obtaining Eq.(3.10) we have assumed that the distribution remains
a waterbag with f(J) constant in the trapping region at the value F0(J) = ω0
where ω0 is the J value of the unperturbed particles at the original linear fre-
quency. Just outside the separatrix f = F0(ω±Jspx), so there is a discontinuity
∆f(J) = ω ± Jspx − ω0 at the separatrix. The assumption of a discontinuous
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waterbag distribution at the separatrix is maintained, even when the bounding
separatrix increases during the evolution. In contrast the consistently evalu-
ated distribution is continuous as Jspx increases. Nonetheless we see that there
is general qualitative agreement of the mode amplitude and chirping param-
eter with the consistent theory but with a significant quantitative difference,
particularly early in the evolution.
3.5 Comparison of adiabatic theory with kinetic model
The adiabatic model is derived from our basic equations assuming that
the adiabatic approximation is valid during the entire evolution of the phase
space structure. Agreement of the predictions of the adiabatic and simulation
results, implies that the adiabatic model captures the essential dynamics being
produced in the simulation.
First we compare the theoretical adiabatic response of a down-chirping
clump to the results found in the simulation. The initial adiabatic solution
is obtained by assuming an initial waterbag distribution at the bounding sep-
aratrix present with a frequency, ∆ω, shifted slightly from the linear mode
frequency. One can then solve the adiabatic equations given by Eqs.(3.6) for
ωb(ω) and α(ω). A comparison for a clump of ωb(ω) and α(ω) between what
is predicted by the adiabatic theory and simulations is shown for dissipative
case (I) in Figs.3.3(a) and 3.3(b). Similar good comparisons, not shown here,
have been obtained for dissipative case (II) as well.
We find very good results for a hole in the mid-range of ω − ω0, as is
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(a)
(b)
Figure 3.2: Adiabatic prediction (for dissipation case (I)) for amplitude evolu-
tion of a clump (panel a) and hole (panel b). γL = 0.1, γd = 0.08, ∆m = 0.654
and η = 0.0248. The blue curves are for self-consistent adiabatic responses
that evolve from an initial waterbag distribution displaced from linear fre-
quency by various ∆ω values. The red curve is for a distribution constrained
to be a waterbag with a discontinuity at the trapped particle separatrix.
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seen in Figs. 3.4(a) and 3.4(b) which are the results for the dissipative case
(I), where γ′d = γd. However, for early times when the frequency shift is too
small we do not extract reliable data from the simulation because the noise
is high (higher than that for a clump with the same magnitude of frequency
shift). Thus, for the simulation in Figs. 3.4(a) and 3.4(b), we only show the
filtered results of ωb(ω) and α(ω) when ω − ω0 is larger than 0.25, when the
filtering of the noise becomes manageable. In the frequency range 0.25 ≤
ω − ω0 ≤ 1.05 there is excellent correlation between the adiabatic theory’s
predicted values for ωb(ω) and α(ω) compared to the values produced in the
simulation. However, the hole appears to disintegrate when ω − ω0 > 1.05.
Thus we conclude, for the down-chirping clump and the up-chirping
hole, that the agreement between Vlasov simulation and consistent adiabatic
model is impressively good for both cases, as long as the chirping structure
stays intact in the simulation. The reason for the hole’s disintegration is not
firmly established. However a candidate explanation for the loss of the hole is
the breakdown of the adiabaticity assumption as the hole approaches the upper
continuum. In figures 3.5(a) and 3.5(b) we show an adiabaticity breakdown
parameter, Padb, where a smaller Padb means better reliability of the adiabatic
prediction (the definition of Padb is discussed at the end of this section). We
see in the figure on the top, that the breakdown parameter suddenly begins
to rise at ω − ω0 ∼ 1.2, a number close to where the hole disintegrates in the
simulation. We still need to confirm whether the deterioration of adiabaticity
leads to the loss of the hole. Other candidate reasons is the onset of as yet
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an unidentified instability, or simply the accumulation of numerical error. We
also note that case (II) does not exhibit sudden deterioration, just a slow
decay in amplitude as the frequency approaches the upper continuum. For
this case, the adiabatic theory is consistent even for small amplitude, because
the adiabatic parameter, Padb, remains small.
There are several other points worth noting. In the early stages of
evolution, it is seen in Fig. 3.5(a) that an initial small hole does not satisfy
the adiabaticity condition as the parameters change too rapidly. The trapping
frequency at the O-point, Ωb, is given by Ωb = ωb(1 − α2)1/4. The simplest
criterion to fulfill the adiabaticity condition for particles at the O-point is:
1
Ω2b
dΩb
dt
 1. (3.12)
Since d/dt = ω2bαd/dω, this criterion is equivalent to
|α(1− α2)−5/4[(1− α2)dωb
dω
− 1
2
ωbα
dα
dω
]|  1 (3.13)
We see that if α2 is close to unity it is likely that the adiabaticity criterion will
fail. Nonetheless the comparison of the results from the adiabatic and simula-
tion runs, from the creation of a phase space structure to its late evolution, is
generally excellent. What appears to be important for an accurate prediction
of the evolution, is that the distribution fills in smoothly, as it does both in
the actual simulation and in the case of an initially small waterbag core where
the separatrix surrounding the trapped particles grows during the chirp.
In addition the adiabatic approximation is suspect when a clump goes
through the tip point at ω = −1. In this case the local adiabatic approx-
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imation for model (II) cannot be justified due to an abrupt change of the
parameters of the adiabatic equations in Eqs.(3.6). We see in Fig.3.5(b) that
adiabatic parameter Padb decreases markedly as the frequency chirps toward
ω = −1, where ω0 − ω ≈ 0.6. However, close to ω = −1, the adiabatic
parameter suddenly begins to increase quite markedly for case (II) (γ′d = 0)
and only modestly for case (I) (γ′d = γd). However, Padb, still remains small,
even for case (I). Hence, the disturbance producing an adiabaticity violation
remains moderate, and the resulting comparisons of adiabatic theory with the
simulation remain accurate even as the chirping structure goes through the
continuum boundary as well as deep into the continuum.
A more restrictive adiabatic condition is based on the following consid-
erations. First we note as the parameters, ωb and α vary slowly in time, that
a particle’s action along its actual trajectory varies during a bounce time and
it is only the mean value, which we have denoted as J , that remains constant
during the evolution of the particle’s motion. There is then a maximum vari-
ation of the action δJ(J) from the mean value J during a single bounce of
the particle. We have analytically evaluated δJ(J) by standard means. Then
if δJ(J), is larger than the difference between the separatrix Jspx and J , i.e.
Jspx − J , this particle has a high probability of being untrapped, which is a
violation in the assumption of the constancy of J . We then solve for that
action, Jcr that satisfies the condition δJ(Jcr) = Jspx − Jcr which enables us
to define Padb as Padb ≡ δJ(Jcr)/Jspx. Then as a criterion for the validity of
adibaticity for most of the particles trapped in the phase space structure, we
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require Padb  1.
The adiabaticity parameter, Padb, for the hole and clump runs given in
Figs. 3.5(a) and 3.5(b) show very small numbers for Padb except for the initial
states when |α| is somewhat less than unity and near the upper continuum
for the hole in case (II). Hence the adiabatic model gives excellent results
compared to the Vlasov simulation except for a hole near the upper continuum.
3.6 Analysis of adiabatic theory
The relatively complicated structure of Eqs.(3.6) makes them difficult
to solve analytically over the entire domain of the chirp especially as it is dif-
ficult to analytically calculate the correct distribution function f(J) when the
separatrix is rising. We can simplify the problem by assuming that the distri-
bution in the trapping region is always a waterbag distribution described in the
previous section. We will use this waterbag assumption to study properties of
the chirping mode for a clump structure at the lower continuum frequency and
its later chirp when it is deep into the Alfve´n continuum a great deal below
the lower tip frequency. We also study the adiabatic chirping properties of a
hole should the frequency get close to the upper tip.
The waterbag model from Eqs. (3.10) predicts the bounce frequency
(i.e. square root of wave amplitude) and chirping parameter at the lower tip,
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(a)
(b)
Figure 3.3: Comparison, using case (I), for a clump between the predications of
adiabatic theory and simulation results, for the mode amplitude, ωb (panel a)
and chirping parameter α (panel b). Comparison of the results for the crude
waterbag model is also shown. System parameters are : ∆m = 0.654, η =
0.0248, γL = 0.1, γd = 0.08,∆ω = 0.5γL. The inserted figures resolve the
response when the frequency is in the gap (0 ≤ ω0 − ω ≤ 0.6).
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(a)
(b)
Figure 3.4: Comparison of predictions for ωb (panel a) and α (panel b) be-
tween Vlasov simulation and adiabatic model for an evolving hole structure
for dissipative case (I). Same input parameters as Figs.3.3(a) and 3.3(b).
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(a)
(b)
Figure 3.5: Study of evolution of the adiabaticity parameter as a function of
frequency shift for both hole (panel (a)) and clump (panel (b)) for the two
extreme dissipative cases (I) and (II).
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is given by,
ωb
γL
=
λ(1 + ω0)∆
5/2
r d1(α)d2(α)
7/2
pi2((∆id1(α))2 + (∆rd2(α))2)7/4
= 0.62, (3.14)
α =
∆id1(α)
((∆id1(α))2 + (∆rd2(α))2)1/2
= −0.132.
where the numerical values are calculated using the parameters given in the
caption of Figs.3.3(a) and 3.3(b). As can been seen in Fig.3.3(a), this predicted
chirping parameter is quite similar to the simulation result, while ωb/γL is a
factor ∼ 1.5 larger than the prediction of the consistent model. Also note in
Fig.3.3(a), that the waterbag model prediction is significantly different from
the consistent adiabatic results when the frequency is in the gap but much
closer for frequencies in the continuum.
Deep in the continuum (ω0−ω  1), the chirping parameter α, plotted
in Fig. 3.3(b) approaches a constant value and the bounce frequency in Fig.
3.3(a) grows linearly with ω. This behavior is apparent from a local analysis
of the equations for the waterbag model Eqs. (3.10), under the assumption
ω  1, where one finds:
ωb∆r =
λγL
pi2
(1− α2)7/4d1(α)(ω0 − ω), (3.15)
ωb =
λγL
pi2
α(1− α2)5/4d2(α)(ω0 − ω).
Dividing these two equations, we obtain an implicit function of α. A simplified
expression is obtained if we use the value α2 = 1 in d1 and d2. Then we find
that deep in the continuum,
α→ α−∞ .= − 1√
1.96∆2r + 1
= −0.74. (3.16)
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This value appears to be within 10% of the value found in the simulation as
seen in Fig.3.1(b). Such a solution leads to an explosive growth in the time
domain as follows from the evolution equation,
α = ω−2b
dω
dt
= ω−2b
dωb
dt
dω
dωb
=
pi2ω−2b
λγLα(1− α2)5/4d2(α)
dωb
dt
(3.17)
This equation, solved for α = α−∞, has an explosive response, which is pro-
portional to (t∞− t)−1. The undetermined constants can be obtained by curve
fitting to the numerical solutions of the adiabatic waterbag equations.
ωb(t) =
ωb0t∞
t∞ − t . (t∞ = 6448, ωb0 = 0.0322) (3.18)
A similar procedure can be used to study the behavior of the adiabatic
response of a hole near the upper continuum. Simulations indicate that the
hole disappears before the frequency gets too close to continuum and thus the
adiabatic theory for this case cannot be compared with simulation results. The
analysis demonstrates that for dissipative case (II), where the dissipation ∆i
is finite and γ′d = 0, the chirping mode does not penetrate the continuum. As
the continuum is approached α becomes small and ωb vanishes in proportion
to
√
1− ω. However, when γ′d is nonzero, the hole slightly penetrates into the
continuum, and then decays to zero amplitude when ω = 1 + (
γ′d√
2∆r
)2/3.
3.7 Adiabatic theory for hole near upper continuum
The hole dynamics approaching the upper continuum is analyzed using
the waterbag model while examining frequencies close to the upper continuum
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where |1 − ω|  1 and γd  1, the two adiabatic equations can be written
approximately as
ωb(∆r −<( 2
1− ω˜ )
1/2) = −λγL
pi2
(1− α2)7/4d1(α)(1− ω0), (3.19)
ωb(∆i −=( 2
1− ω˜ )
1/2) = −λγL
pi2
α(1− α2)5/4d2(α)(1− ω0),
with the d1 and d2 given in Eqs.(3.11). We also introduce a parameter β
defined as β = γ′d/γd, and then ∆i = (1 − β)∆i0, where ∆i0 = −λγd, with
λ = (∆2r + 1)
2/(4∆r), which produces the same damping rate γd, for all values
of β. Then equation (3.19) can be written as,
ωb[∆r −
√√
(1− ω)2 + (βγd)2 + 1− ω
(1− ω)2 + (βγd)2 ]
= −λ∆r
pi2
γL(1− α2)7/4d1(α)(1− ω0),
ωb[(1− β)∆i0 −
√√
(1− ω)2 + (βγd)2 − 1 + ω
(1− ω)2 + (βγd)2 ]
= −λγL
pi2
α(1− α2)5/4d2(α)(1− ω0). (3.20)
Dividing the two equations with each other to eliminate ωb, we obtain√√
(1− ω)2 + (βγd)2 − (1− ω)−∆i0(1− β)
√
(1− ω)2 + (βγd)2√√
(1− ω)2 + (βγd)2 + (1− ω)−∆r
√
(1− ω)2 + (βγd)2
=
αd2(α)
(1− α2)1/2d1(α) . (3.21)
As the upper continuum is approached from below, we first consider the region
where βγd  (1 − ω)  1. Then we find that in this region α  1 and is
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approximately given by,
α =
1
3
√
2
(1− ω)1/2(−∆i0(1− β) + βγd√
2(1− ω)3/2 ). (3.22)
For the dissipative case (II), where β = 0, we see that α goes monotonically
to zero as ω approaches unity. Then from Eqs. (3.19), we find that ωb =
λγL
3
√
2pi2
(1− ω0)
√
1− ω.
If β 6= 0 it can also be shown that α continues to decrease as ω ap-
proaches unity as long as the inequality 1 − ω  βγd continues to be valid.
However when this inequality is invalid, 1 − ω ∼ βγd a rather complicated
function of 1 − ω results where the solution for α increases to a value that is
an order-unity fraction less than 1. In addition ω always penetrates the con-
tinuum for non-zero β. At ω = 1, we find in the limit of γd  max(1, 1/∆2r),
α satisfies,
αd2(α)
(1− α2)1/2d1(α) = 1, (3.23)
with the solution α = 0.645 independent of the value of β, while the bounce
frequency is,
ωb = 0.69β
1/2λγLγ
1/2
d (1− ω0). (3.24)
After penetration into the continuum, α increases and heads towards unity.
When βγd  ω − 1 ∼ (βγd)2/3, α2 is given by,
α2 = 1− 1.96
(
βγd
2(ω − 1) −
∆r√
2
(ω − 1)1/2
)2
. (3.25)
The maximum frequency, ωmx, is found to be,
ωmx = 1 + (
βγd√
2∆r
)2/3. (3.26)
72
In this region ω − 1 ∼ (βγd)2/3, ωb goes to zero as
ωb = 0.05λγL(1− ω0)
√
ω − 1
(
βγd
2(ω − 1) −
∆r√
2
(ω − 1)1/2
)5/2
. (3.27)
3.8 Summary
Frequency chirping frequently arises after the spontaneous excitation
of waves in a plasma when there is a close balance of the drive from the free
energy source present to amplify the waves together with a nearly matching
sink of dissipation which causes wave damping in absence of a free energy
source. The chirp is due to the formation of clump and/or hole structures as
a result of wave trapping of resonant particles. Then, as an alternative to the
amplitude damping, the energy released by the free energy source is absorbed
by the dissipative sink while the phase space structures move to a lower energy
state. This movement of the trapping structure in phase space produces the
observed chirping signal which is locked to the phase space positions of the
holes and clumps [4].
The constancy of the trapped particle action in a slowly evolving wave
enables an adiabatic description of the system in terms of a relatively simple
set of equations based on a Hamiltonian that explicitly includes the chirping
term but implicitly includes time. Most other studies of this problem have
assumed either α  1 or α ≈ 1. Whenever the adiabatic theory is justified
we can avoid a more expensive simulation of studying chirps, based on solving
the Vlasov equation by a direct numerical integration. Indeed we find that our
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reduced adiabatic description usually gives impressive agreement with direct
numerical simulation results. When we find a disparity of the adiabatic theory
prediction with numerical observations, as occurred when holes attempt to
reach the upper continuum, we find that the adiabatic solutions lead to an
increase in value of the adiabaticity parameter, Padb, which indicates that
the adiabaticity theory could be failing. On the other hand, early in the
simulation, we find that even though there is a large adiabaticity parameter
that would lead one to distrust the validity of the early calculation when the
phase structures are small, the best results of the simulation are achieved when
very small initial seeds for holes or clumps are taken. Perhaps a reason for this,
is that a small initial seed leads to a relatively smooth trapped distribution
around the separatrix, rather than a waterbag distribution, with an abrupt
transition at the separatrix. In the simulation one would expect that the
intrinsic non-adiabatic behavior near the separatrix would cause a smooth
distribution to develop. The development of a similar smooth distribution in
the adiabatic calculation may then give a more accurate prediction during the
later evolution when the adiabaticity assumption is justified because a more
realistic distribution, than that from a waterbag, has formed.
As an example of missing physics that is essential to the theory, is that
the interaction term of the particle Hamiltonian does indeed depend on the
wave frequency and particle momentum, as is the case for the Hamiltonian
derived in [10] for using eigenfunctions derived for near the tips of the RBV
model. Inclusion of these effects will now be investigated in next chapter. This
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addition to the model adds an essential sense of realism to the calculation.
Then a more reliable assessment can be made as to whether the hole-clump
chirping theory gives an accurate physical model for interpreting experimental
data.
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Chapter 4
Rapid Frequency Chirps of TAE due to Finite
Orbit Energetic Particles
4.1 Introduction
Our previous studies assumed a generic Hamiltonian interaction be-
tween the particles and the waves [72, 73]. Now we introduce a self-consistent
interaction of particles with the wave in accord with map model developed
in [9, 10]. For the moderately high m modes, the finite width of the orbit
∆b ≈ qρ, is accounted for as it can be comparable to the mode scale length
∆Gp ≈ r2m/msmR. Here ρ = (v2‖ + v2⊥/2)/(ωcv‖) is a valid expression when
v⊥/v‖ 
√
 (an approximation assumed throughout this work), rm is the
mode location where q(rm) = (m + 1/2)/n ≡ qm which is the safety factor at
the position of the TAE gap. sm ≡ rmq′m/qm is the local magnetic shear and
m denotes both the poloidal mode number and the gap number where there
is a coalescence of the mth and m + 1th poloidal harmonics. In these formula
∆Gp/∆b is arbitrary but needs to satisfy the condition that ∆b is smaller than
the spatial distance between neighboring gaps, given roughly by ∆b  rm/m
[16].
During a chirp into the Alfve´n continuum, the orbit width under our
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restriction, does not intersect the continuum when the frequency is in the gap.
When the frequency enters the continuum the orbit will at first intersect the
continuum twice, as seen in Fig. 4.1, and then with a continuing chirp, it will
intersect just once essentially when the separation, at fixed frequency, of the
two continuum curves becomes larger than half the total orbit width.
Figure 4.1: TAE mode is excited in the Alfve´n gap with the width ∆Gp. The
horizontal elongated loops show the radial range of the oscillating trajectories
of energetic particles. The red structures represent that the separatrix regions
during a down chirp.
4.2 Model range of applicability
Our simulation neglects the coupling of the modes between adjacent
gaps so that we limit our consideration of TAE excitation to a wave only in a
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single Alfve´n gap. This approximation is limited in applicability to low shear
and serves as a rough model for higher shear.
The nonlinearities in our model only come from the particle kinetic be-
havior and not from the MHD equations. As typically the MHD nonlinearity,
which scales as (δB/B)2, can be neglected as the kinetic interaction scales as√
δB/B. However, near the tip it is likely that the ordering breaks down in a
manner similar to the way it does for fishbone modes caused by the internal
kink [59]. However, if an MHD nonlinear structure can be prevented from de-
veloping due to plasma fluid viscous behavior (which could have an anomalous
source), our model can still be applicable [4, 18].
An energetic particle of a mass mp and a charge qp in a tokamak ro-
tates toroidally and poloidally as passing particles at rate v‖/R and v‖/(qR)
respectively and with an additional unperturbed guiding center drift veloc-
ity vd ≡ (12v2⊥ + v2‖)/(ωcR), primarily in the toroidal direction. Here v⊥ and
v‖ are the velocities of energetic particles perpendicular and parallel to the
unperturbed magnetic field B, respectively. These relations are accurate if
v⊥/v‖ <
√
. The contributions from the banana-orbit particles are ignored.
All the passing particles have nearly constant parallel velocity v‖ along the
magnetic field in the case v‖/v⊥ 
√
R/r.
In our model, the magnetic moment is conserved due to the low fre-
quency of the TAE waves. However, the energy E of energetic particles is
not in principle conserved during the wave-particle interaction. Instead, the
energetic particles are moving on the constant surface of E ′ = E − ω(t)Pφ/n
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in the presence of the perturbed waves, whose frequency ω(t) evolves during
a frequency chirp. To avoid the complicated analysis on the constant E ′ sur-
face, we approximate the dynamics of TAE and energetic particles to arise on
a constant E instead of the constant E ′ surface and therefore only Pφ changes
during the wave particle interaction. The validity condition for this approxi-
mation is obtained as follows. The momentum excursion at constant E ′ and
constant E are given respectively by,
< δPφ > |E′ = −ωcrmδr
qm
(1 +
ωAR
nv‖
),
< δPφ > |E = −ωcrmδr
qm
,
where ωA = vA/2qmR indicates the frequency in the middle of Alfve´n gap and
<> takes the time average on the poloidal angle. When the toroidal mode
number n ωAR/v‖ = vA/2qmv‖, the toroidal momentum excursion from the
constant E ′ surface < δPφ > |E′ is approximately equal to < δPφ > |E ≈
−ωcrmδr/qm. This is a condition that is readily satisfied for moderately large
n values.
In addition, the weighting of the equilibrium distribution can be exactly
written as a derivative of the toroidal momentum Pφ at constant E
′ surface,
where the form of the energetic particle distribution is g(E ′, Pφ, t) = f(E =
E ′ + ωPφ/n, Pφ, t). Often one can neglect the E derivative on Pφ, so that
∂g(E ′, Pφ, t)
∂Pφ
|E′ − ∂f(E,Pφ, t)
∂Pφ
|E = ω
n
∂f(E,Pφ, t)
∂E
|Pφ ≈ 0.
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if the Alfve´n frequency satisfies ωA  nqmv2‖/ωcr2m = ω∗α, then ∂g(E ′, Pφ, t)/∂Pφ|E′ ≈
∂f(E,Pφ, t)/∂Pφ|E. However, this approximation does not need to be restric-
tive in our model, as ∂g(E ′, Pφ, t)/∂Pφ|E′ is being considered constant in the
gap region, where the simulation takes place.
Another approximation in the model is that the orbit width is well
separated within the global mode width of the mth and m+1th structure. The
condition for the energetic particle-wave interaction to be dominated by the
particle-wave interaction in the tip is given by [16],
∆rb
dq
dr
<
1
n
.
Here ∆rb = qmRvd/v‖ is the radial deviation from the resonant surface in one
bounce period of the poloidal direction. The conditions we discussed above
are combined to express the constraints on the toroidal mode number n,
vA
2qmv‖
,
vAωcr
2
m
2q2mRv
2
‖
 n < ωcrm
smq2mv‖(1 + v
2
⊥/2v
2
‖)
.
In our work, the adiabatic condition for trapped energetic particles
is assumed to be valid in the entire phase space and frequency domain. A
breakdown condition for adiabaticity can be constructed to evaluate the ap-
propriateness of adiabaticity, near the O-point based on checking whether the
trapping frequency or chirping rate changes significantly in a time ω−1bO . This
leads to the expression we use for the validity of the adiabatic analysis,
PadbO =| α√
1− α2
d
dω
ωbO(1− α2)1/4|
+ | α
ωbO(1− α2)3/4
d
dω
(
αω2bO
d
dω
ωbO(1− α2)1/4
)
|  1, (4.1)
80
where ωbO is the bounce frequency for deeply trapped particles at O-point and
α is the chirping rate, that we previously defined.
4.3 Variational principle with a wave-particle interac-
tion
Hamilton’s principle states that the dynamics of a physical system fol-
lows a trajectory from t1 to a time t2 that is an extremal path in a phase space
of a physical system.
S[q(r, t)] =
∫
V
d3r
∫ t2
t1
dτL(q(r, τ), q˙(r, τ), τ), (4.2)
where L(q(r, τ), q˙(r, τ), τ) is the Lagrangian density. Then employing the
standard variational method, the Euler-Lagrange equations for the evolution
of the system are determined. This method has also been extended to embrace
fluid [23, 42] and Vlasov systems [55, 77].
The dynamical equations are derived by taking the variation of an
action integral with respect to the coordinate q, which require fixed values at
endpoints of the trajectory. The endpoint contributions restrict the class of
small perturbations on δq with δq(t = t1) = 0 and δq(t = t2) = 0.
The variational problem can be generalized by extending the time end-
points from zero to infinity and to apply the variational principle to an action
density integrated over space and time.
S[q(r, t)] =
∫
V
d3r
∫ ∞
0
dτL(q(r, τ), q˙(r, τ), τ),
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This action is reexpressed as a superposition of Fourier modes in ω complex
plane with a Laplace transformation, where the small perturbations δq(r, ω)
are chosen to be analytic on the upper half complex plane of ω as imposed by
the causality condition.
For our model, we begin with the Lagrangian density for an Alfve´n-
like wave interacting with energetic particles. This consists of the sum from
contributions from the field and from the background plasma and the energetic
particles L = Lem + Lp [22]. Here, Lem = (E · E − B · B)/2 ≈ −B · B/2 is
the electromagnetic field Lagrangian density where it is appropriate to neglect
the electric field term in Lem when the Alfve´n velocity is much less than the
speed of light. The electric and magnetic fields need to be expressed the scalar
and magnetic potential, so that E = −∇ϕ − ∂tA is the perturbed electric
field, B = ∇×A is the perturbed magnetic field, ϕ and A are the perturbed
scalar and vector potentials introduced in [44]. Then the Lagrangian density
of charged particles in an electromagnetic field is,
Lp =
∑
i
1
2
mpv
2
i − qiϕ(r, t) + qivi ·A(r, t) (4.3)
=
1
2
npmpv
2 − ρpϕ(r, t) + jp(r, t) ·A(r, t),
where a cold plasma model is used to represent the response of the background
plasma so that individual particles are represented by the fluid kinetic energy
times the plasma density, np. In addition, ρp and jp are the charge density and
the current of energetic particles, respectively. The summation is the addition
of the contributions to the Lagrangian from individual particles [7], which is
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then replaced with a fluid representation of the response.
Here we will use that the energetic particle dynamics satisfies a Vlasov
equation where the field is determined by the wave-particle interaction term
that was derived in the map model of [9, 10]. The action that satisfies the
interactions of the MHD plasma with the magnetic field as well as the kinetic
wave particle interactions of the fields with the energetic particle currents that
are determined by the dynamics of the energetic particles which are governed
by a Vlasov equation, is given by,
S ≈
∫
d3rdt
{
npmp
2
(E× b)2
B2
− B
2
2
+ jp ·A− ρpϕ
}
, (4.4)
where b is the unit direction of the magnetic field. The fluid element of ener-
getic particles mainly drifts with the E×B drift velocity and the equilibrium
fields, are subtracted from this action expression.
In the reduced MHD theory [75], the vector and scalar potentials are
represented by a single scalar function G(r, t) so that A = −b(b · ∇)G(r, t),
ϕ = ∂G(r, t)/∂t. Then the perturbed electric and magnetic field can be ex-
pressed in the form of G(r, t),
E = −∇ϕ− ∂A
∂t
= −∇G˙(r, t) + bb · ∇G˙(r, t),
B = ∇×A ≈ −b×∇[b · ∇G(r, t)] +O( 
n
),
where ‘G˙’ represents the partial time derivative acting on G. For small inverse
aspect ratio or large toroidal mode number n, the correction term is indeed
small and can be removed from the perturbed magnetic field. We observe the
perturbed electric field along the magnetic field is shorted, i.e. b · E = 0.
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Substituting the fields from the reduced MHD model into the action
4.4, we find
S =
∫
d3rdt
{
[b×∇G˙(r, t)]2
2v2A
− [(b · ∇)(b×∇G(r, t))]
2
2
−jp · bb · ∇G(r, t)− ρpG˙(r, t)
}
. (4.5)
The first and second terms in 4.5 are associated with the kinetic energy of
particles and the perturbed magnetic field energy and the last two terms show
the interaction between the energetic particles and waves. The last two terms
can be altered as follows. The integral can be written as ρpG˙ = d(ρpG)/dt −
ρ˙pG. As the full time derivative term can be dropped in the integral as a total
derivative does not affect the equations of motion. Further, from the charge
continuity equation,
ρ˙p +∇ · jp = 0.
Thus the wave-particle interaction terms are reduced to,
−jp · bb · ∇G(r, t)− ρG˙(r, t) = −jp‖b · ∇G(r, t) + jp · ∇G(r, t)−∇ · [G(r, t)jp]
= jp · (I− bb) · ∇G(r, t)−∇ · [G(r, t)jp],
where the divergence term can be dropped as it does not contribute to the
equations of motion. Then the action turns into a functional of G(r, t),
S[G(r, t)] =
∫
d3rdt
{
[b×∇G˙(r, t)]2
2v2A
− [(b · ∇)(b×∇G(r, t))]
2
2
+(b× jp) · (b×∇G(r, t))}
=
∫
d3rdt
{
[∇⊥G˙(r, t)]2
2v2A
− (b · ∇)
2[∇⊥G(r, t)]2
2
+ jp⊥ · ∇⊥G(r, t)
}
.
(4.6)
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Here, the curvature and gradient drift velocity of energetic particles generate
the current perpendicular to the magnetic field,
b× jp = qpnp
∫
d3v(b× vB)f = qpnp
∫
d3v
ωc
b× (b× κ)(v
2
⊥
2
+ v2‖) · f(r,v, t)
= −qpnp
∫
d3v
ωc
κ(
v2⊥
2
+ v2‖) · f(r,v, t), (4.7)
where f(r,v, t) is the energetic particle distribution and κ is the field line
curvature where the integral covers on the velocity space v. As the low beta
approximation is being used in 4.7 we neglected the plasma pressure and used,
κ ≈ ∇⊥B
B
, for β  1.
The structure of the solution G(r, t) can now be expressed as a Fourier
series in periodic magnetic coordinates, φ of the toroidal coordinate and θ
for the poloidal coordinate. Magnetic coordinates have the property that the
magnetic field is of the form B = ∇φf ×∇ψ − q(r)∇θf ×∇ψ with φf and θf
flux coordinates [21, 75]. The increment in the radial direction dr is related
to the poloidal flux ψ by dψ = Bθ(r, θ = pi/2)Rdr = Bφ(r, θ = pi/2)rdr/q(r).
The solution is represented in terms of the Fourier transform ω,
G(r, t) =
∑
m,n
∫ ∞+ıa
−∞+ıa(>0)
dω gmn(r, ω)e
−ı(ωt−nφ+mθ),
where gmn(r, ω) is analytic on the upper half plane which guarantees that
G(r, t < 0) = 0. Thus the inverse transform is given by,
gmn(r, ω) =
1
(2pi)3
∫ ∞
0
dt
∫ 2pi
0
dφ
∫ 2pi
0
dθ G(r, t)eı(ωt−nφ+mθ),
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as G(r, t) is real, g−m,−n(r,−ω˜) is the complex conjugate of gmn(r, ω), or al-
ternatively g˜mn(r, ω˜) = g−m,−n(r,−ω).
Then the action integral takes the form,
δS[gmn(r, ω)] ≈ (2pi)3
∑
m,n
∫
rm
Rrdr
∫ ∞+ıa
−∞+ıa(<0)
dω[
ω2
v2A
− k‖m,n(r)2]
· [∂gmn(r, ω)
∂r
∂δg−m,−n(r,−ω)
∂r
+
m2
r2
gmn(r, ω)δg−m,−n(r,−ω)]
+ 2piqpnpvd
∑
m,n
∫
rm
Rrdr
∫ 2pi
0
dφ
∫ 2pi
0
dθ sin θ
∫ ∞+ıa
−∞+ıa(<0)
dω
∫
d3v
· f(r,v, ω)∂δg−m,−n(r,−ω)
∂r
eı(−nφ+mθ), (4.8)
where ∇⊥ has been expressed explicitly in our coordinates as ∇⊥ = rˆ∂/∂r +
θˆ
r
∂/∂θ. In the vicinity of the gap, the θ derivative product on the right-
hand side is order of 2 compared to the radial derivative term in the region
around the TAE gap region about rm and will be neglected in this region. The
wave vector parallel to the magnetic field is k‖m,n(r) = (n−m/q(r))/R. The
magnitude of the curvature term (b× κ) · rˆ is 1/R.
In toroidal geometry, the equilibrium quantities are functions of θ but
independent of φ, .e.g. the magnetic field strength is B = B0(1−  cos θ) with
 = r/R. This leads to off-diagonal coupling among the poloidal harmonics.
Although usually the coupling is weak as we assume that  1, in the vicinity
of a TAE resonance where ∂gmn/∂r  mgmn/r, there is a degeneracy in
frequency, where k‖,m = −k‖,m+1 = ωA = vA/(2qmR), where qm = (m +
1/2)/n = q(rm). This degeneracy leads to strong coupling of the m and m+ 1
86
harmonics in the highest radial derivative terms of the resonance. When we
bring in the coupling terms, we use
vA(r)
−2 = v−2A0
[
1 + (eıθ + e−ıθ)
]
.
Then the variation of the action keeping only neighboring poloidal mode cou-
plings of the radial derivatives becomes,
δS[gmn(r, ω)] ≈ (2pi)3
∑
m,n
∫
rm
Rrdr
∫ ∞+ıa
−∞+ıa(<0)
dω
{
[
ω2
v2A0
− k‖m,n(r)2]
·[∂gmn(r, ω)
∂r
∂δg−m,−n(r,−ω)
∂r
+
m2
r2
gmn(r, ω)δg−m,−n(r,−ω)]
+
ω2
v2A0
[
∂gm+1,n(r, ω)
∂r
∂δg−m,−n(r,−ω)
∂r
+
∂gm−1,n(r, ω)
∂r
∂δg−m,−n(r,−ω)
∂r
+
∂gmn(r, ω)
∂r
∂δg−m+1,−n(r,−ω)
∂r
+
∂gmn(r, ω)
∂r
∂δg−m−1,−n(r,−ω)
∂r
]
}
+ 2piqpnpvd
∑
m,n
∫
rm
Rrdr
∫ 2pi
0
dφ
∫ 2pi
0
dθ sin θ
∫ ∞+ıa
−∞+ıa(<0)
dω
∫
d3v
· f(r,v, ω)∂δg−m,−n(r,−ω)
∂r
eı(−nφ+mθ). (4.9)
Finally, the action 4.9 can be simplified as we just study on the coupling
between two specific resonant modes (m,n) and (m+1, n) due to the toroidicity
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with other harmonics dropped off from the summation.
δS[gmn(r, ω), gm+1,n(r, ω)] ≈ (2pi)3
∫
rm
Rrdr
∫ ∞+ıa
−∞+ıa(<0)
dω
{
[
ω2
v2A0
− k‖m,n(r)2]
·∂gmn(r, ω)
∂r
∂δg−m,−n(r,−ω)
∂r
+ [
ω2
v2A0
− k‖m+1,n(r)2]∂gm+1,n(r, ω)
∂r
∂δg−m−1,−n(r,−ω)
∂r
+
ω2
v2A0
[
∂gmn(r, ω)
∂r
∂δg−m−1,−n(r,−ω)
∂r
+
∂gm+1,n(r, ω)
∂r
∂δg−m,−n(r,−ω)
∂r
]
}
+ 2piqpnpvd
∫
rm
Rrdr
∫ 2pi
0
dφ
∫ 2pi
0
dθ sin θ
∫ ∞+ıa
−∞+ıa(<0)
dω
∫
d3v f(r,v, ω)
·
(
∂δg−m,−n(r,−ω)
∂r
eı(−nφ+mθ) +
∂δg−m−1,−n(r,−ω)
∂r
eı(−nφ+(m+1)θ)
)
.
(4.10)
Now we can use partial integration of the action integral, in attempting to
evaluate the Lagrangian integrand over the mth TAE gap region, between
rm − ∆ < r < rm + ∆, where /4nq′m < ∆ < 1/nq′m. This procedure leaves
us with an expression that is proportional to the Euler-Lagrange term which
vanishes, and an end-point contributions at rm−∆ and rm + ∆ that needs to
be matched to the values obtained from the outer regions of the integration,
which is obtained from a similar integration by parts leaving us with end-point
contributions also at the points rm −∆ and rm + ∆. To do so we define the
‘flux’ functions Cm(ω) and Cm+1(ω),
ınq′m
ωAq2m
Cm(r, ω) = [
ω2
v2A0
− k‖m,n(r)2]∂gmn(r, ω)
∂r
+ 
ω2
v2A0
∂gm+1,n(r, ω)
∂r
, (4.11)
ınq′m
ωAq2m
Cm+1(r, ω) = [
ω2
v2A0
− k‖m+1,n(r)2]∂gm+1,n(r, ω)
∂r
+ 
ω2
v2A0
∂gm,n(r, ω)
∂r
.
(4.12)
Both of these C(r, ω) functions have been shown [20, 67] to be nearly spatially
constant in the gap and the spatial dependence is suppressed. The kinetic
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interaction term on the right-hand side of 4.10 is considered to be small, and
at first neglected to this leading order. The general solution to the remaining
linear Lagrangian is then obtained, as was found in [20, 67, 71]. A three point
recursion relation was developed in RBV tip model, and it is this theory that
will be extended to the time domain. The variation of our action without the
interaction term after a partial integration leads to the Berk-Mett quadratic
form of the RBV tip model.
−(2pi)
3nRrmq
′
m
ω2Aq
2
m
∫ ∞+ıa
−∞+ıa(<0)
dω {[(∆m + αm(ω))Cm(ω) + βm(ω)Cm+1(ω)] δC−m(−ω)
+ [βm(ω)Cm(ω) + (∆m + αm(ω))Cm+1(ω)] δC−m−1(−ω))} ,
(4.13)
where ∆m is the jump of gmn in the outer region, which is determined from
the TAE wave equation with  = 0. We also use the solution of the inner
boundary layer equation to determine the jump in the inner layer,∫ rm+∆
rm−∆
dr′
∂g−m,−n(r′,−ω)
∂r′
= −αm(δh)C−m(−ω)− βm(δh)C−m−1(−ω).
Here, the frequency-like variable δh is shifted from ωA and normalized by the
Alfve´n gap width ˆωA/2.
δh(ω) =
ω2 − ω2A
ˆω2A
,
where ˆ = 5/2 arises from a more careful treatment of the parallel current
response [12]. The coefficients αm and βm are determined in the RBV model,
αm(δh) = αm(ω) = αm(−ω) = − δh√
1− δh2 ,
βm(δh) = βm(ω) = βm(−ω) = − 1√
1− δh2 . (4.14)
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In our model the evolution of the amplitude of the TAE excitation is
on a slow time scale compared to the TAE frequency. For the purpose of
obtaining an adiabatic theory, we also need the evolution of the TAE shifted
chirping frequency to be slow compared to the particle trapping frequency
at the O-point of the chirping structure. This trapping frequency will be
denoted as ωbO. At the outset of the simulation and linear growth response
develops. The nonlinear effect begins to develop when the trapping frequency
is comparable to the linear growth rate γL. Typically, the linear solution of
the TAE mode consists of both fast and slow components, where the temporal
spatial dependence is assumed to be a slow component that is determined
by the instantaneous frequency. The nonlinear aspect of our excitations is
taken into from the nonlinear response of the energetic particle distribution
function near the instantaneous resonant frequency. The linear combination
of profile structure functions obtained just from MHD theory, without the
influence of the kinetic contribution from the energetic particles, serves as the
test functions to substitute into the action integral. When we minimize the
action 4.10 with respect to the mode amplitudes, we include the nonlinear
wave-particle interaction term that enables the wave amplitudes to increase
and decrease in absolute magnitude and to change in frequency. We rely on the
observation that the dynamics is less sensitive to a set of test functions than
it is to the instantaneous frequency. To obtain the Euler-Lagrange equations,
variation is taken with respect to the wave amplitudes, which then leads to
the wave amplitude evolution equations as will be shown below.
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4.4 TAE excitation due to the energetic particles with
finite orbits
The TAE mode is generated around a gap frequency ωA and can con-
tinue chirping δω(t) through the gap frequency. We need to assume that
δω  ωA in our model in order for the basic assumption that the ‘flux’ re-
mains independent of position.
When n|q− qm|  1 and taking into account the interaction of the mth
and m + 1th modes, we find the relevant radial structure of a TAE mode in
the vicinity of an Alfve´n resonance radius rm is of the form [12],
gmn(r, ω, δh) =
ıΦm
ωA
∫ r
rm
dr′
am + bm(r
′ − rm)
(r′ − rm)2 + a2m
, (4.15)
where Φm = (δhCm(ω)+Cm+1(ω))/
√
1− δh2 and am =
√
1− δh2rm/4nqmsm,
bm =
√
1− δh2Cm(ω)/(δhCm(ω) + Cm+1(ω)). Also,
gm+1,n(r, ω, δh) =
ıΦm+1
ωA
∫ r
rm
dr′
am+1 + bm+1(r
′ − rm)
(r′ − rm)2 + a2m+1
,
where Φm+1 = −(δhCm+1(ω)+Cm(ω))/
√
1− δh2 and am+1 =
√
1− δh2rm/4nqmsm,
bm+1 = −
√
1− δh2Cm+1(ω)/(δhCm+1(ω) + Cm(ω)).
The finite orbit of energetic particles ∆b deviates from its mean flux
surface position r¯ as follows,
r = r¯ + ∆b cos θ.
Thus, the radial dependence of gmn(r, ω, δh) can now be expressed as a function
of the mean particle position and a periodic poloidal angle θ. Then we can
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expand gmn(r, ω, δh) in a Fourier series.
gmn(r¯ + ∆b cos θ, ω, δh) =
∞∑
l=0
gm,l(r¯, ω, δh) cos lθ,
where the Fourier components gm,l has been evaluated explicitly in previously
derived map model [10].
gm,l(r¯, ω, δh) = − ıΦm
ωAl
[ı(zl+ − zl−) + bm(zl+ + zl−)], for l > 0. (4.16)
The l = 0 component has no contribution to the final result and gm,−l = gm,l.
z+, z− is a function of the flux coordinate r¯ and is analytic on the upper half
complex plane of ω.
z+(r¯, δh) = −(x+ iy) + [(x+ iy)2 − 1]1/2,
z−(r¯, δh) = −(x− iy) + [(x− iy)2 − 1]1/2,
where, x ≡ (r¯ − rm)/∆b, y ≡ am/∆b. (4.17)
Here, the branch of the square root must be chosen so that |z+|, |z−| ≤ 1 and
∆b = Rqvd/v‖.
The TAE wave becomes unstable at the eigenfrequency within gap fre-
quency centered at ωA due to an excitation of an energy inverted energetic
particle distribution.
0 = ωA − nφ˙+ (m+ l)θ˙ = vA
2Rqm
+
1
R
(
m+ l
qm
− n)v‖,
which gives the resonant condition for the energetic particles v‖/vA = 1/(1−
2l). Therefore, the (m, l) and (m + 1, l − 1) components participate in the
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resonant interaction at a specified parallel velocity in Eq. 4.10. We find,
vd sin θ
[
∂δg−m,−n(r,−ω, δh)
∂r
eı(−nφ+mθ) +
∂δg−m−1,−n(r,−ω, δh)
∂r
eı(−nφ+(m+1)θ)
]
≈ v‖
2Rqm
ı(lδg−m,−l(r¯,−ω, δh) + (l − 1)δg−m−1,−l+1(r¯,−ω, δh))eı(−nφ+(m+l)θ)
= − v‖
vA
δI−m−1,−l+1−m,−l (r¯,−ω, δh)eı(−nφ+(m+l)θ) (4.18)
Then we substitute the forms of δg−m,−l and δg−m−1,−l+1 in Eq. 4.16 into
Eq. 4.18 to yield the interaction element δI−m−1,−l+1−m,−l between TAE and parti-
cles,
δI−m−1,−l+1−m,−l (r¯,−ω, δh) = δI−m−1,l−1−m,l (r¯,−ω, δh)
=
[−ıδhδC−m(−ω)− ıδC−m−1(−ω)√
1− δh2 − δC−m(−ω)
]
zl+(r¯, δh)
+
[
ıδhδC−m−1(−ω) + ıδC−m(−ω)√
1− δh2 − δC−m−1(−ω)
]
zl−1+ (r¯, δh)
+
[
ıδhδC−m(−ω) + ıδC−m−1(−ω)√
1− δh2 − δC−m(−ω)
]
zl−(r¯, δh)
+
[−ıδhδC−m−1(−ω)− ıδC−m(−ω)√
1− δh2 − δC−m−1(−ω)
]
zl−1− (r¯, δh), (4.19)
Below we use these shorthand definitions:
sa(δh) = sa(ω) = sa(−ω) =
√
1 + δh
2
, δh ≥ −1,
ca(δh) = ca(ω) = ca(−ω) =
√
1− δh
2
, δh ≤ 1,
ea(δh) = ca(δh) + ısa(δh), −1 ≤ δh ≤ 1.
These functions can be extended into the complex plane by the analytic con-
tinuation using the branch cuts (−1 − ı∞,−1] and [1, 1 − ı∞). After a little
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algebra, Eq.4.19 is simplified to,
δI−m−1,−l+1−m,−l (r¯,−ω, δh) =
− 1
2
[
ca−1(δh)(δC−m(−ω) + δC−m−1(−ω)) + ısa−1(δh)(δC−m(−ω)− δC−m−1(−ω))
]
× [ea−1(δh)zl−(r¯, δh) + ea(δh)zl−1− (r¯, δh)]
− 1
2
[
ca−1(δh)(δC−m(−ω) + δC−m−1(−ω))− ısa−1(δh)(δC−m(−ω)− δC−m−1(−ω))
]
× [ea(δh)zl+(r¯, δh) + ea−1(δh)zl−1+ (r¯, δh)] , (4.20)
The Lagrangian terms contain the TAE wave response resulting from
the coupling between mth and m+ 1th components and the wave-particle reso-
nant interaction element, δI−m−1,−l+1−m,−l . The variation of the action with respect
to the mode amplitudes of C−m(−ω) and C−m−1(−ω) are taken to give,
δS[Cm(ω), Cm+1(ω)] = −(2pi)
3nRrmq
′
m
ω2Aq
2
m
∫ ∞+ıa
−∞+ıa(<0)
dω
· {[(∆m + αm(δh))Cm(ω) + βm(δh)Cm+1(ω)] δC−m(−ω)
+ [βm(δh)Cm(ω) + (∆m + αm(δh))Cm+1(ω)] δC−m−1(−ω)}
− 2piqpnpRrmv‖
vA
∫
rm
dr¯
∫ 2pi
0
dφ
∫ 2pi
0
dθ
∫ ∞+ıa
−∞+ıa(<0)
dω
∫
d3v
· f(r,v, δh)δI−m−1,−l+1−m,−l (r¯,−ω, δh)eı(ωAt+
∫ t
0 δω(τ)dτ−nφ+(m+l)θ). (4.21)
Here, the distribution function is shifted from the lab frame f(r,v, ω) to the
chirping wave frame f(r,v, δh) by multiplying the wave phase eı(ωAt+
∫ t
0 δω(τ)dτ).
The coefficients of δC−m(−ω) and δC−m−1(−ω) will lead to the set of Euler-
Lagrange equations. The explicit form of thes equations will be shown in the
next section.
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In general, the distribution function of energetic particles occupies a
six dimensional phase space. However, in the kinetic theory we are working
with, the stripping of all the resonant interactions but one, means that there
are two adiabatic invariants that remain constant during the evolution, which
enables the reduction of the response of the kinetic distribution function for
energetic particles to depend on just one adiabatic invariant and its conjugate
angle.
4.5 Dynamics of energetic particles
As we discussed in chapter 3, the unperturbed Hamiltonian, H0(Pφ, Pθ, µ)
is considered to be of integrable form so that unperturbed distribution func-
tion depends only the adiabatic invariants of the unperturbed motion. The
three adiabatic invariants (per unit mass) v2⊥/ωc, which to within a constant
is magnetic moment, the toroidal angular momentum, Pφ (which is both an
action variable and an exact constant of motion in a tokamak) and the poloidal
action Pθ which is implicitly related to the unperturbed energy through the
relation, dPθ = dE/ωθ, where ωθ(E,Pφ, µ) is the mean rate of poloidal rota-
tion around tokamak. Then the perturbed Hamiltonian takes the form for a
wave whose frequency is much less that the cyclotron frequency.
H = H0(Pφ, Pθ, µ)
+
∑
l
{
δHl(Pφ, Pθ, µ, t) exp
[
−ı(ωAt+
∫ t
0
δω(τ)dτ + (m+ l)θ − nφ)
]
+ c.c.
}
(4.22)
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The coordinates φ and θ are the toroidal and poloidal angle variables conjugate
to the action coordinates for the unperturbed orbits. The perturbative terms
δHl is an expansion in a Fourier series as we discussed in Eq. 4.16, with a
time slowly varying dependence in δHl and a fast oscillation appearing in the
phase term. As the magnetic moment, µ, remains a constant of motion this
perturbed Hamiltonian does not have any dependence on the gyrating action
angle. Thus µ can be treated as a constant parameter which we often suppress
below.
We focus on resonant particle behavior of a single TAE resonance re-
sponse, which is allowable under the assumption that the characteristic trap-
ping frequency is small compared to the separation of different resonances. If
the amplitude is low enough, so that there is no overlap of resonances in the
particle’s phase space, we can approximate this Hamiltonian for the resonant
interactions by dropping all but the resonant terms with mth and m+1th TAE
modes. And the Hamiltonian takes the form,
H = H0(Pφ, Pθ) + [δHm,l(Pφ, Pθ, t) + δHm+1,l−1(Pφ, Pθ, t)]
· exp
[
−ı(ωAt+
∫ t
0
δω(τ)dτ + (m+ l)θ − nφ)
]
+ c.c. (4.23)
In principle at the same frequency other l-values can resonate with different
groups of particles in the energetic particle phase space, but for simplicity we
neglect this possibility throughout this work.
As we have discussed, we view the resonance condition as a function of
energy E and because the Hamiltonian is a function of nφ−ωt it follows that
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ωdPφ/n = dE ≈ mpv‖dv‖, with the latter approximation applicable because
the magnetic moment is conserved.
The form of the Hamiltonian 4.23 enables the identification of another
constant of motions by the following procedure. A canonical transformation,
that will be shown below, is taken from the old canonical variable pair (φ, Pφ)
to the new coordinates (ξ,Ω), where ξ = −(ωAt+
∫ t
0
δω(τ)dτ + (m+ l)θ−nφ)
is the wave phase in the wave frame and the toroidal momentum of energetic
particles Pφ = mp(Rv‖ −
∫ r
rm
ωc(r′)r′dr′
q(r′) ) is transformed into the wave frame
through,
nΩ = Pφ −mpRv‖ + mpωc(rm)rmR
nv‖q′m
δω(t), (4.24)
where is shown that Ω is proportional to the deviation from the resonant
condition of chirping wave, ωA + δω − nφ˙ + (m + l)θ˙. The type 2 generating
function that leads to these transformation coordinates is:
F2(φ,Ω, t) =−
(
Ω +
mpRv‖
n
− mpωc(rm)rmR
n2v‖q′m
δω(t)
)
×
(
ωAt+
∫ t
0
δω(τ)dτ + (m+ l)θ − nφ
)
. (4.25)
The new Hamiltonian system K(ξ,Ω) for the instantaneous wave frame is,
K(ξ,Ω, t) =H(Pφ(Ω), Pθ, ξ, t) +
∂F2
∂t
=H0(Pφ(Ω), Pθ) + 2<
[
(δHm,l + δHm+1,l−1)eıξ
]
− (ωA + δω(t))
(
Ω +
mpRv‖
n
− mpωc(rm)rmR
n2v‖q′m
δω(t)
)
− mpωc(rm)rmR
n2v‖q′m
dδω
dt
ξ, (4.26)
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where < denotes the real component. As this Hamiltonian is independent of
the action coordinate, θ, it follows that Pθ is an invariant. As it is constant,
the Hamiltonian K, can be considered only as function in a truncated two di-
mension space for Ω and ξ. Hence we only need to deal with a two dimensional
Hamiltonian, K(ξ,Ω, t) with the dependence on Pθ suppressed too.
The rotational frequency of particles deeply trapped on the resonant
surface is equal to the instantaneous wave frequency in accord with the reso-
nance condition.
∂K0
∂Ω
=
∂H0
∂Ω
− (ωA + δω) ≈ 0. (4.27)
The deviation from the resonant condition is proportional to the particle excur-
sion from the resonant surface. Near the resonance surface, the unperturbed
Hamiltonian written as, H0, can be determined up to quadratic terms Ω,
H0(Pφ(Ω)) =
∂H0
∂Ω
Ω +
1
2
∂2H0
∂Ω2
|Ω=0Ω2
= (ωA + δω)Ω +
1
2Mr
Ω2, (4.28)
where Mr is an effective mass of an resonant energetic particle in the TAE
wave field, which is set to be one as a mass unit in the following discussion.
This is the form of the unperturbed Hamiltonian that is substituted into the
entire Hamiltonian, K, which then yields, with constant terms excluded,
K(ξ,Ω, t) =
Ω2
2
− mpωc(rm)rmR
n2v‖q′m
dδω
dt
ξ + 2< [(δHm,l + δHm+1,l−1)eıξ] ,
where the first quadratic term is effectively a kinetic energy term of the en-
ergetic particles in the vicinity of the resonant surface and the second one is
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the term is the one that allows the calculation to remain in the wave frame.
The third term generates the wave-particle interaction, where the interaction
element is found in Eq. 4.20. The resulting Hamiltonian that governs the form
of the Vlasov equation is,
K(ξ,Ω, t) =
Ω2
2
− 2<
[
v‖
vA
Im+1,l−1m,l (r¯, ωA + δω(t), δω(t))e
ıξ
]
+ α(t)ξ, (4.29)
where α(t) = −mpωc(rm)rmR
n2v‖q′m
dδω
dt
is the chirping rate of the frequency shifting
from ωA. The energy of particles is not conserved because of the implicit
time dependence in the Hamiltonian form of Eq. 4.29. However, the slow
varying implicit time dependences of Im−1,l+1m,l (r¯, δω(t)) and α(t) provide a new
adiabatic invariant, which will be constructed numerically in next section.
It is convenient to choose an energetic particle distribution that is a
delta function in µ and energy E,
f(ξ,Ω, µ, Pθ, ω) ≈ f(ξ,Ω, δω(t))δ(µ− µα)δ(E − Eα),
where δ(x) is the Dirac delta function. To solve for the distribution function,
we treat each instant of the distribution as constant in amplitude, chirping
rate, and spatial profile and solve for the ‘steady state’ in the wave frame, as
we did in chapter 3, but now for a more complex Hamiltonian, and with two
mode amplitudes to solve for.
We build the basic equations of this systematic model for TAE chirps
based on the variation of the action 4.21, where the wave-particle interaction
is added into the linear TAE Berk-Mett variational form as the perturba-
tion. The linear mode structure functions gmn and gm+1,n are used as the test
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functions to extremize the action functional with respect to C−m(−ω) and
C−m−1(−ω),
δS[Cm(ω), Cm+1(ω)] = −(2pi)
3nRrmq
′
m
ω2Aq
2
m
∫ ∞+ıa
−∞+ıa(<0)
dω
· {[(∆m + αm(δh))Cm(ω) + βm(δh)Cm+1(ω)] δC−m(−ω)
+ [βm(δh)Cm(ω) + (∆m + αm(δh))Cm+1(ω)] δC−m−1(−ω)}
− 2(2pi)
2qpnpRrmv‖∆
vA
∫ ∞+ıa
−∞+ıa(<0)
dω
∫
dξdΩ
· f(ξ,Ω, ω − ωA − δω)δI−m−1,−l+1−m,−l (r¯,−ω, δh)e−ıξ. (4.30)
Because the arbitrary choice of the variations δC−m(−ω) and δC−m−1(−ω),
the integrands are zero according to the fundamental lemma of calculus of
variations. The Euler-Lagrangian equations for TAE waves are derived with
the excitation of the energetic particles,
(∆m + αm(δh))Cm(ω) + βm(δh)Cm+1(ω) =
η
pi
∫
dΩdξf(ξ,Ω, ω − ωA − δω)e−ıξ
× {ca−1(δh) [ea(δh)(zl+(r¯, δh) + zl−1− (r¯, δh)) + ea−1(δh)(zl−(r¯, δh) + zl−1+ (r¯, δh))]
+ısa−1(δh))
[
ea(δh)(−zl+(r¯, δh) + zl−1− (r¯, δh)) + ea−1(δh)(zl−(r¯, δh)− zl−1+ (r¯, δh))
]}
,
(4.31)
(∆m + αm(δh))Cm+1(ω) + βm(δh)Cm(ω) =
η
pi
∫
dΩdξf(ξ,Ω, ω − ωA − δω)e−ıξ
× {ca−1(δh) [ea(δh)(zl+(r¯, δh) + zl−1− (r¯, δh)) + ea−1(δh)(zl−(r¯, δh) + zl−1+ (r¯, δh))]
−ısa−1(δh)) [ea(δh)(−zl+(r¯, δh) + zl−1− (r¯, δh)) + ea−1(δh)(zl−(r¯, δh)− zl−1+ (r¯, δh))]} ,
(4.32)
where η = (∆/8nR2q′m)qpnpv‖vA determines the linear growth rate of TAE
mode due to the energetic particles. The term r¯ − rm in z+ and z− is pro-
portional to the momentum variable Ω around the resonant surface r = rm.
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Because the wave-particle interaction in our chirping model is localized in the
frequency domain, to the lowest order, the WKB equations are found for a
wave being excited at a frequency ω = ωA + δω(t) in the frequency represen-
tation for the wave evolution without the interaction term.
The linear mode structures are substituted into the action as test func-
tions in the interaction term and the variation with respect to the wave am-
plitudes Cm and Cm+1 to obtain the Euler-Lagrange equations. The new
decoupled pair of wave amplitude variables Ae and Ao without interactions is
found to be,
Ae(ω) =
Cm(ω) + Cm+1(ω)
2
,
Ao(ω) =
Cm(ω)− Cm+1(ω)
2ı
.
In previous studies of TAE modes [31], Ae(ω) is referred to as the even compo-
nent and Ao(ω) the odd TAE component. The driving of the odd TAE mode
is usually weak for the large aspect ratio tokamak due to the cancellation of
contributions from energetic particles. Then we obtain the wave equations in
terms of Ae(ω) and Ao(ω) using a WKB-like approximation which leads to
the conclusion that to lowest order we replace form of the frequency by the
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instantaneous frequency of the wave δω(t). The equations then take the form,
(∆mca(δh)− sa(δh))Ae(ωA + δω(t))
=
η
pi
∫
dξdΩf(ξ,Ω, ω − ωA − δω(t))e−ıξge(Ω, δh),
(∆msa(δh) + ca(δh))Ao(ωA + δω(t))
=
η
pi
∫
dξdΩf(ξ,Ω, ω − ωA − δω(t))e−ıξgo(Ω, δh), (4.33)
where the interaction kernels in the integrals of the right-hand terms are,
ge(Ω, δh) = ea(δh)(z
l
+(r¯, δh) + z
l−1
− (r¯, δh)) + ea
−1(δh)(zl−(r¯, δh) + z
l−1
+ (r¯, δh)),
go(Ω, δh) = ea(δh)(−zl+(r¯, δh) + zl−1− (r¯, δh)) + ea−1(δh)(zl−(r¯, δh)− zl−1+ (r¯, δh)).
(4.34)
In addition we need to add to these equations dissipation terms, in exactly the
same way they were introduced in chapter 3.
We now discuss the solution of the Vlasov equation which in this stud-
ies, has been developed in absence of collisional diffusion and drag. Hence we
need to solve,
∂f
∂t
+ [f,K] = 0, (4.35)
where
K =
Ω2
2
+
2v‖
vA
< [(ca−1(δh)ge(Ω, δh)Ae(δω(t))
−sa−1(δh)go(Ω, δh)Ao(δω(t))
)
eıξ
]
+ α(t)ξ, (4.36)
where [f, g] is the classical possion bracket ∂f
∂ξ
∂g
∂Ω
− ∂f
∂Ω
∂g
∂ξ
. Using the adiabatic
approximation, the solution of distribution is derived in a manner similar to
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what was developed in chapter 3,
δf(ξ,Ω, δω(t)) = δf(J(t)) = f(J(t))− F (ωA + δω(t))
In our adiabatic approximation treatment, the perturbation of energetic par-
ticles are only followed in the phase space region that is within the separatrix
hence we are only interested in the distribution function in the vicinity of
resonance frequency.
4.6 Linear analysis
The linear analysis of the above described model of TAE wave and
energetic particle interactions will give the relation between the linear growth
rate γL and the physical parameters. First, the linearize Vlasov equation is
obtained by using the Hamiltonian K without the chirping term,
∂δf
∂τ
+ [δf,K−Kres] = −[F,Kres],
where F is the inverted equilibrium distribution, which provides the free energy
to excite the TAE waves. The inverted equilibrium distribution, is taken to
have a constant slope in the region of the energetic particle interaction and is
normalized so that ∂F/∂Ω =1 in the following discussion. We observe that if
∆m ≥ 0, which is case for the normal q(r) profile that increases with radius,
the even mode Ae(ω) is linearly excited by the energetic particles but the odd
mode Ao(ω) always stays stable. The linear TAE frequency and the growth
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rate are calculated from the dispersion relation.
ω0 =
∆2m − 1
∆2m + 1
γL =
4piη∆mv‖
(∆2m + 1)vA
∫
dΩ g2e(Ω, δh = ω0).
However, a negative magnetic shear leads to a ∆m that becomes negative and
then the odd mode Ao(ω) is linearly excited in the gap and the even mode Ae
is stable. We confine our studies to the normal shear case so that only the
even TAE mode is excited during the linear stage of evolution.
4.7 Numerical algorithm on the adiabatic model
TAE waves and their interactions with the energetic particles are diffi-
cult to handle in the time domain because in the equation of evolution a history
of both the wave amplitude and in values of the energetic particle distribution
in its phase space is needed. This leads to the need of keeping the time his-
tory of the time dependence of the distribution in its phase space evolution
as well as the mode amplitude evolution. As the time kernels are Bessel-like
functions, which decays as slowly as 1/
√
t asymptotically, a long time history
is needed. Further, though the relevant kernel could be expressed analytically
in our model analysis in chapter 2, the kernel needed for the propagation of
the distribution function needs to be calculated numerically. Hence, a direct
computation of the equations we have derived, is computationally intensive
with regard to the time to complete a calculation, with the added concern
that the calculation would be memory intensive. All of which leads to a very
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large computational cost.
The adiabatic model we developed solves the time evolution problem if
the evolution is slow enough to satisfy the adiabatic condition which is a WKB-
like approximation. The TAE wave equations are localized in the frequency
domain where the mode spectrum is localized to the instantaneous chirping
frequency. Physically, the energetic particles are trapped in the wave field and
to cause a libration of the phase space where particles and holes are trapped
by wave fields. It is often the case that the particle’s bounce time in the wave
field is much shorter than other time scales in the system and the chirping
rate hardly varies in one bounce period. This allows us to view each point of
the evolution as having a quasi-steady mode amplitude and chirping rate.
As we discussed previously in the absence of collision, the approxima-
tion that the particles’ adiabatic invariant is constant, which implies that the
distribution function is a function only of J as long as J is less than the sep-
aratrix value. The distribution only changes due to the changing value of J
at the separatrix. At the separatrix f(Jsep) takes on the value of the ambient
distribution function in a field where the separatrix value is rising in time. If
Jsep is decreasing in time, only the distribution within the new separatrix is ac-
counted for, and the trapping region rapidly moves away from its ’excrement’
which very rapidly homogenizes.
The action variable J is usually constructed from the Hamiltonian
where J = 1/(2pi)
∮
Ωdξ as we did in chapter 3. However, the interaction term
we study now is not only a function of angle but also a function of canonical
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momentum, an effect which is especially pronounced when the separatrices are
in the vicinity of the tip points of the continuum. Hence, the Hamiltonian is
non-separable in its coordinates, as we cannot explicitly express the canonical
momentum as function of ξ and an instantaneous energy E. To help solve this
problem, a numerical method was developed to calculate the action J using
a series of ordinary differential equations. Quantities are normalized by the
bounce frequency ωbO at the O-point (there is no uniform bounce frequency
in the trapped structure due to the momentum dependent interaction term).
K→ ω2bOk, E → ω2bOe, J → ωbOj, Ω→ ωbOΩ , α→ α/ω2bO,
t→ t/ωbO, (Me,Mo)→ ωbO(me,mo), (Ae, A0)→ ω2bO(ae, ao).
A significant observation is the emergence of a discontinuity of ∂k/∂Ω
when z+ = 1 or z− = 1, where the bifurcation of the O-point takes place and
generates the new internal X- and O-point pair. The bifurcation usually is
localized in a very small phase space area which is difficult to resolve accu-
rately. We found the bifurcation of the O point vanishes when an artificial
dissipation is added into the imaginary component of wave frequency =(ω),
which is required to be greater than 0.165ω
5/2
bO in our numerical study. For
instance, in the case of γL = 0.1 with a saturation level ωbO ≈ γL/2 = 0.05, if
we take an artificial imaginary component of frequency greater than 9.2×10−5,
this is enough to eliminate the bifurcation. Further, as the bifurcated region
remains small, any alteration of the dynamics we have followed is expected to
be negligible.
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With the canonical transformation from the conventional phase space to
the action-angle variables, the interaction integrals in the TAE wave equations
become,∫
dξdΩδf(ξ,Ω, δω(t))e−ıξ
(
ge(Ω, δh)
go(Ω, δh)
)
=
∫
dJδf(J)
∫
dt
dE
dJ
e−ıξ
(
ge
go
)
=
∫
dJδf(J)
d
dJ
(
Me(J)
Mo(J)
)
(4.37)
where Me(J) =
∫
dE
∮
dte−ıξge(Ω, δh) and Mo(J) =
∫
dE
∮
dte−ıξgo(Ω, δh).
Geometrically, the actions J(E) are areas of phase space, which in the
adiabatic limit are the trajectories of a set trapped particles at various energies
enclosing an O-point with the higher energy trajectories enclosing the lower
energy ones. We introduce a new polar coordinates (ρ, ψ) inside the trapped
region, where the origin is the O-point (ξO,ΩO) of the trapped structure and
then the function ρ(ψ) depicts one of trajectories of trapped particles. We then
calculate many trajectory curves ρ(ψ) to construct the action-angle variable
inside the trapped structure,
ξ = ρ cosψ + ξO,
Ω = ρ sinψ + ΩO.
As the angle ψ might not be monotonic when the particles move along the
trajectories following the Hamiltonian equations. We use an arclength ds =√
dξ2 + dΩ2 = dt
√
k2ξ + k
2
Ω as a new dependent variable, where the subscript
under the normalized Hamiltonian k means that we take the first derivative
with respect to the corresponding variable. The equations for the trajectory
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of a trapped particle are then given by (ρ, ψ) coordinates,√
k2ξ + k
2
Ω
dρ
ds
= cos θkΩ − sinψkξ,√
k2ξ + k
2
Ωr
dψ
ds
= − sin θkΩ − cosψkξ.
An ordinary differential equation for the area A enclosed by the trajec-
tory is constructed from the polar coordinates,
dA
ds
=
1
2
ρ2
dψ
ds
.
Then the normalized action j is then the area when the angle reaches 2pi, i.e.
j = |A(ψ = 2pi)|/(2pi).
Other important constructions as the functions are of me and mo, which
are calculated indirectly through the equalities me =
∫ e
eO
de′ue(e′, ψ = 2pi) and
mo =
∫ e
eO
de′uo(e′, ψ = 2pi). We found that ue, uo can be evaluated from the
following differential equations,√
k2ξ + k
2
Ω
due
ds
= ge(δh)e
−ıξ√
k2ξ + k
2
Ω
duo
ds
= go(δh)e
−ıξ.
As in the previous adiabatic model described in section 4.5, the chirping
rate α can be expressed explicitly in the wave equations. Similarly, an identity
integrating over a closed loop in phase space is found to be given by,
0 =
∮
dξ
dΩ
dξ
= −
∮
dξ
kΩ
kξ = −
∮
dξ
kΩ
{
2v‖
vA
<[ıeıξ(aege
ca
− aogo
sa
)] + α
}
.
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and then α is obtained,
α = −2v‖
vA
=[ca−1aedme
dj
− sa−1aodmo
dj
].
In contrast to our previous models, there are two independent wave
amplitudes ae and ao evolving in the present system of equations. Therefore,
four unknowns ωbO, α and ae (a complex wave amplitude) need to be solved
in following adiabatic wave equations rather than two amplitudes.
ao =
ca−1aege − vA2v‖
sa−1go
,
< [(∆mca(δh)− sa(δh)) ae]ωbO = η
pi
∫ jX
0
djδf(ωbOj)
d
dj
<[me(j)],
= [(∆mca(δh)− sa(δh)) ae]ωbO = η
pi
∫ jX
0
djδf(ωbOj)
d
dj
=[me(j)],
< [(∆msa(δh) + ca(δh)) ao]ωbO = η
pi
∫ jX
0
djδf(ωbOj)
d
dj
<[mo(j)],
=
[
(∆m − sa(δh)
ca(δh)
)a2e − (∆m +
ca(δh)
sa(δh)
)a2o
]
ωbO = −αηvA
2piv‖
∫ jX
0
djδf(ωbOj),
(4.38)
where δf(ωbOj) is the perturbed distribution function inside the trapped struc-
ture, which is updated by j value of separatrix as we mentioned before.
4.8 Results and discussion
We have developed a Fortran code to calculate the nonlinear algebraic
equations 4.38 as we increment the chirping frequency. We observe two modes
born from the linear excitation ω0 = ω as shown in Fig. 4.8. Previously,
where we had a fixed mode structure, the odd TAE is not induced during the
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nonlinear evolution due to a cancellation of the interaction integral for the odd
mode. When we take the self-consistent mode structure into account in our
new model, the odd TAE also is nonlinearly excited and interplays with the
even TAE during the chirp into the Alfve´n continuum. However, in the vicinity
of the continuum the amplitude of the even TAE is again more dominant than
the odd one. It is observed that the odd TAE almost vanishes near the lower
Alfve´n tip and the resonance jump z+ = 1 (indeed it would exactly vanish if
we had not added the artificial dissipation).
Figure 4.2: Both even and odd TAE modes are excited in the Alfve´n gap in
forming the clump and hole structures in phase space. The downward chirp
is sometimes able to chirp to the deep continuum. The parameters are chosen
as γL = 0.1, γd = 0.08 for the even mode, ω0 = −0.4 in the Alfve´n gap and
∆b/∆Gp = 3.
The dynamics of holes are similar to what was shown in our simple
adiabatic model, where the hole cannot penetrate the upper Alfve´n tip. The
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hole only chirps in the gap and the spatial variation of mode structure changes
only slightly from our predictions in chapter 3. Here, our work will focus on the
dynamics of clump, which chirp towards to lower tip and sometimes penetrates
the lower tip to propagate into a significant part of the continuum and then
apparently the chirp stops (in contrast to previous model) which also happens
to be where the adiabatic approximation fails. Hence, what happens around
these points needs to be determined by a dynamic code that has not as yet
been developed.
We have scanned various values of the ratio of the particle orbit width to
TAE gap width ∆b/∆Gp in Fig. 4.3. It is seen that downward chirps terminate
within the gap when ∆b/∆Gp < 1. When ∆b/∆Gp > 1, the downward chirps
can penetrate below the lower tip into the Alfve´n continuum with increasing
amplitude until the chirping frequency reaches a critical frequency ωcr = (∆
2
b+
∆2Gp)/(2∆b∆Gp). We can show that the equation around the continuum for
the orbits with large widths is almost the same as the one in our generic
model of chapter 3. However, deeper into the continuum, the frequency chirp
is suddenly significantly suppressed just where the chirp reaches a critical
frequency. At the critical frequency, the orbits of the trapped particles have a
sudden transition from a double to a single crossing in the continuum.
A check of the adiabaticity criterion using Eq. 4.1 is made during the
entire evolution of chirps. Figure 4.8 shows the adiabatic parameter is always
below 0.1 when the TAE structure chirps in the gap. When the ratio ∆b/∆Gp
is large, the clump penetrates the lower tip where the adiabatic parameter
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Figure 4.3: Induced trapping frequency at O-point ωbO and chirping rate α of
TAE modes for various ratios of orbit width to spatial width of gap ∆b/∆Gp.
Tic marks in the top figure denote where the motion of trapped particle has a
transition from two to a single crossing of the continuum.
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still remains small. However, near the critical frequencies, the transition from
two orbit crossing to one sudden increases on the adiabatic parameters occur.
Thus, the validity of the evolution is verified until just before the particle or-
bit goes from two continuum crossing to a single crossing. Then, due to the
relatively large adiabatic parameters, our model based on the adiabatic ap-
proximation is highly suspect. To resolve whether chirping continues a kinetic
simulation is needed. This is calculation that is considerably more complicated
and time consuming than the kinetic simulation presented in chapter 2 and is
a possible post-thesis project.
Figure 4.4: The adiabatic criteria for the trapped structure with the various
values of ∆b/∆Gp.
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4.9 Summary
The tip model for the TAE mode in the large aspect ratio limit, con-
ceived by Rosenbluth et. al. [67] in the frequency domain, together with an
interaction term in the frequency domain based on a map model [9], has been
extended into the time domain. We have presented the formal basis for the
model starting with a MHD Lagrangian with coupling between mth and m+1th
poloidal components and adding the particle-wave interaction as a perturba-
tion. Two independent mode structure functions with a spatial variation are
derived analytically and substituted into the action. Taking a variation with
respect to the wave amplitudes, we can construct the TAE wave equations
in the frequency domain, where the interaction terms arise naturally from the
variational principle and which is a convenient representation for the adiabatic
response.
In this chapter we have presented self-consistent solutions in the adia-
batic limit in a manner similar, by extending the adiabatic method discussed in
chapter 3 where a simplified generic Hamiltonian was used. A numerical code
has been developed to construct the adiabatic action from the non-separable
Hamiltonian of resonant particles, update the distribution on the separatrix
of trapped structure and solve the nonlinear algebraic equations with four
unknowns.
The results show the particle excursion from the resonant surface plays
an important role in the frequency chirps. The chirping range is determined
by the drift orbit width of the energetic particles. However, in experiment
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other mechanisms may suppress downward chirps, such as the diffusion or
penetration into a low frequency GAM gap in experiments. More information
from experiments is needed, such as the position of continuum, drift orbit
width and diffusion. Further, there is the realization that our model of large
aspect ratio may be of limited applicability in experiments, especially for the
small aspect ratio spherical tokamak experiments, where chirping phenomena
have been particularly prolific.
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Chapter 5
Conclusion and Discussion
Weak instabilities in the presence of damping from the background
plasma, often give rise to spontaneous chirps associated with the formation
of trapped clump and/or hole structures in phase space[4, 27, 54, 67]. This
phenomenon, which has often been described for the electrostatic bump-on-
tail model, extends to more general kinetically driven instabilities, where the
linearized wave is essentially arbitrary, as long as the particle/wave resonances
have non-zero ’winding numbers’. In this thesis, we show how to generalize
to a more realistic model that incorporates a frequency gap and continuum
damping, where the TAE modes are found to sweep spontaneously through
the Alfve´n gap with a rapid frequency chirping rate. Frequency chirps are
associated with the momentum and energy transfer between the waves and
resonant particles, which allow the energetic particles to diffuse efficiently along
lines in phase space of (Pφ, E).
In chapter 2 we formulated a simulation model for TAE waves that
are excited by energetic particles in the Alfve´n gap, chirp towards the Alfve´n
continuum, reach the gap-continuum boundary and chirp into the continuum.
Previous theoretical descriptions of chirping TAE modes were limited to fre-
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quency shifts small compared to the TAE gap frequency interval. In our
simulation, the wave-particle interaction is taken into account in time domain
and is incorporated consistently into the time evolution of the TAE mode in
a large aspect ratio circular tokamak limit, which produces frequency shifts
comparable to and even larger than the gap frequency interval. On achieving
high accuracy and reliability, we designed a calculated wave frame where the
dynamics of hole/clump in phase space and the responses from the chirping
TAE wave are numerically solved. The results exhibit that a long range fre-
quency chirp sweeps downward through the Alfve´n gap and even accelerates its
chirping rate when the chirping wave penetrates the lower tip, but the chirping
frequency range for the upward chirping TAE is found to be constrained in the
gap with the disintegration of the hole structure in the vicinity of the upper
tip.
In chapter 3 we provided an adiabatic description of the simulation
model developed in chapter 2, where the trapped particle is assumed to evolve
in a slowly varying wave field allowing their actions to remain invariant during
the chirp. The adiabatic theory quantitatively replicates the simulation for
the down-chirping dynamics which even exhibits an explosive response in the
continuum. For the up-chirping signal, it reproduces the simulation until its
frequency approaches the upper continuum. Two extrinsic dissipation models
are employed to show that the hole smoothly vanishes as it goes into the upper
continuum. However, the hole in the simulations suddenly disintegrates before
reaching the upper continuum for one case and smoothly decays for the other.
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The discrepancy is apparently explained from the calculation of an adiabatic
validity parameter that implies that hole disintegration has taken place when
the adiabatic condition breakdowns as the upper continuum is approached.
Compared with the simulation, the adiabatic model captures the essential
physics of the frequency chirps and removes the unnecessary noise from the
particles. Based on this adiabatic approximation, the analytic results are
derived near the lower and upper tips and the numerical code is very efficient
in the entire frequency domain.
Chapter 4 is a further improvement on TAE modeling, where the spa-
tial profile variation of mode structure as predicted by a reduced MHD theory
in the large aspect ratio limit and finite orbit excursion from the resonant flux
surfaces are taken into account . As in the previous model, the up-chirping
hole does not penetrate into the continuum. However, a finite drift orbit
width is found to suppress the explosive wave response in the lower contin-
uum. When the trapped particles intersect from two resonant points to one,
the mode amplitudes rapidly fall off which effectively ends the chirping range
in the adiabatic theory, though the justification for the adiabatic theoretical
description in this region breaks down. Future work needs to develop the tem-
poral responses of the energetic particles and TAE modes in a simulation, such
as has been done in the simplified model in chapter 2. The temporal kernels
for TAE modes can be calculated analytically from the Berk-Mett variational
from. However, the temporal kernel for the wave-particle interaction appears
too complicated to obtain an analytic form for the kernel. Instead, when
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we are interested on the neighboring frequency regions where the adiabatic
approximation is shown not to be satisfied, it may be possible to use an ap-
proximate interaction kernel which would have a compatible analytical form in
the vicinity of the breakdown. Then as an initial condition, an adiabatic solu-
tion before entering the breakdown region is used to start the simulation and
if a structure survives the non-adiabatic region, the adiabatic approximation
can be reinstated for the subsequent evolution.
Our study may have application to the observations of strong sweeping
events in MAST [35]. It is possible that the results of this simulation, which
indicate that downward chirp originating in the gap is capable of sweeping
through a large frequency range while upward frequency chirp has a limited
range of sweeping, captures a property that is common in experimental data.
Here, and in the experiment, there is preferential frequency sweeping into the
lower continuum where then there is further enhancement of the chirping signal
as it moves through the continuum. Perhaps this pattern captures an essential
physics feature that is responsible for the experimental data. However, the
basic physics of our modeling of the energetic particles and wave interaction
must still be improved before the mechanism of the wave penetration into the
continuum can be considered numerical duplicated. In addition our model is
for a large aspect ratio tokamak, while MAST is a small aspect ratio tokamak.
Nonetheless, the mechanisms we are uncovering may well be independent of
the aspect ratio.
Our present studies have neglected the particle collisions. They lead to
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diffusion and drag terms on the right hand of Vlasov equation and these terms
can readily be implemented in our simulation code. The collisions have an
important role when the collision rate is large enough during the evolution of
frequency chirps that the particles near the separatrix can diffuse in and out
of the hole/clump structure and thus the difference in distribution across the
separatrix becomes less. Thus the adiabatic invariant J is not conserved but
decays into smaller enclosed areas occupied by trapped trajectories. However,
our adiabatic theory can readily be altered to include a bounce average diffu-
sion equation as a function of the action allowing the distribution to change
within the separatrix [24, 58].
An additional interesting enhancement is to include the couplings among
the contributions from the various nearby tips. Our model approximates a
single Alfve´n gap, which excludes the possibility that the chirping TAE prop-
agates across the multiple gaps and for the TAE modes to be excited in the
neighboring gaps, as is usually the case in linear theory. The technique we
developed in chapters 2 and 4 are easy to extend to the multiple gap case
when considering the contributions from more m components of wave excita-
tion. Additionally, it may be possible to generate the mode structure functions
from a linear ideal MHD code [78] in a realistic geometry, which can then serve
as test functions in our action 4.21 integral.
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