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Abstract—In this paper, we present an algorithm to solve
the constrained robust model predictive control problem with
nonlinear dynamics and nonconvex safety constraints. We provide
an explicit robustness guarantee that the safety constraints are
never violated under any realization of a given uncertainty set.
Our approach is based on sequential convex restriction, which
solves a sequence of convex quadratic constrained optimization
problems of size n ·N , where n is the number of states and N is
the number of time steps in the finite horizon. Our framework
considers nonlinear systems with additive disturbance from a
bounded uncertainty set in initial condition and dynamics as well
as nonconvex state constraints. Compared to existing methods,
we are able to optimize the control action while provably guaran-
teeing that the trajectory control remains robust. The numerical
simulations were carried out on vehicle navigation simulation
with nonlinear dynamics and nonconvex safety constraints.
Index Terms—Model Predictive Control, Convex Restriction,
Robust Optimization
I. INTRODUCTION
Model Predictive Control (MPC) has attracted many indus-
tries due to its ability to incorporate complex dynamic models
and safety constraints [1]–[3]. One of the advantages of MPC
is its elegant formulation for considering safety constraints
in safety-critical applications such as navigation, robotics,
power systems, and chemical plant regulation. Advances in
sensing and machine learning provide the opportunity to apply
the MPC approach to a broader range of systems, where
mathematical models can be estimated using real-time data.
At the same time, reliance on estimated models in safety-
critical applications is appropriate only when the controller
is certifiably robust against model uncertainties.
One of the natural ways to guarantee robustness is to build
a tube (also referred to as funnel [4]) around a nominal
trajectory that contains all possible realizations of the state
trajectory under disturbances [1], [2]. Most of the existing
control techniques consider the constrained robust MPC as a
two-stage problem where the first stage computes the nominal
trajectory, and the second stage verifies the robustness of the
system [2], [3], [5]. For instance, the first stage algorithm
plans the nominal path that satisfies safety constraints, and the
second stage designs a feedback controller that tracks the path.
However, in the presence of nonconvex safety constraints and
uncertainty, consideration of both optimality and robustness
has remained as a challenging problem.
The tube-based robust MPC problems compute the nominal
trajectory in the outer loop, and the inner-loop controllers are
designed to force the system to remain bounded around the
nominal trajectory. These approaches rely on inner feedback
controllers that regulate the trajectory to remain bounded and
sacrifice optimality for robustness. The approaches in this
category have been limited to linear systems [6]–[9], and there
is a lack of methods that consider both safety constraints and
robustness for nonlinear dynamical systems.
Reachability analysis is a popular tool for verification of
robustness of nonlinear systems. The approach is based on
computing the forward reachable set by propagating the set
of possible states through time using convex relaxation [10]
or using a polynomial approximation of the dynamics [11],
[12]. Interval analysis is also closely related and has been used
to bound state estimation error [13], [14]. Alternatively, the
backward reachable sets can be computed by Hamilton-Jacobi
reachability [15], [16]. However, considering the optimality of
control action is not straightforward with reachability analysis.
In order to numerically compute robustness margins, the
Sum of Squares (SOS) optimization is often used for polyno-
mial dynamical systems [17]. SOS optimization can be used
to search Lyapunov functions [4], [18], [19] or contraction
metrics [20], [21] to verify robustness. The objective of these
optimization problems is to maximize the time-invariant funnel
using feedback controllers. However, these approaches are
restricted to polynomial dynamics and have limited scalabil-
ity. Moreover, the literature primarily focuses on enforcing
robustness and does not consider optimality of controllers. In
[4], [21], [22], the planning of the nominal trajectory to avoid
obstacles was considered, but the optimality of the control
action was not under consideration.
In this paper, we propose Sequential Convex Restriction
(SCR) for solving the constrained robust MPC problem. The
idea originates from convex restriction proposed to address the
solvability of electric power flow equations [23] and was ex-
tended to consider general robust optimization problems [24].
The framework can be applied to MPC problems by deriving
a convex sufficient condition over the control actions such
that the resulting state trajectory is robust against the given
bounded disturbances. Derivation of the sufficient condition is
done by representing the system with a nonlinear feedback
form that is bounded by an envelope. This representation
is converted to a fixed-point equation that is derived from
Newton’s iteration. Using convex optimization, we search for
the tube of trajectories that satisfy Brouwer’s fixed point
condition while minimizing the control cost. Compared to
SOS optimization, SCR can treat general nonlinear functions
and solves quadratically constrained quadratic programming,
which are much more scalable than semidefinite programming.
Moreover, the proposed approach is different from conven-
tional methods relying on uncertainty propagation and stability
in the sense of Lyapunov. Rather than enforcing stability of
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2trajectories, we primarily focus on the existence of trajectories
that satisfy safety constraints under all realizations of the
uncertainty set.
The proposed approach is implicitly related to the proof
of the Picard-Lindelof theorem, which proves the existence
and uniqueness of solution for the initial value problem given
by ddtx(t) = f(t, x(t)) and x(t0) = x0 [25]. The proof
expresses the differential equation with Picard’s iteration,
which is defined by the integral equation,
T [x](t) := x0 +
∫ t
t0
f(τ, x(τ))dτ. (1)
The operator T [x] is shown to have a unique solution under
Lipschitz continuous condition by using Banach’s fixed point
theorem. Our approach is analogous to the proof in discrete-
time dynamical systems by using Newton’s iteration and
Brouwer’s fixed point theorem. The main contributions of the
paper can be summarized as follows.
1. We formulate the robust constrained MPC problem with
constraints represented with obstacles and propose an
algorithm for deriving convex restriction.
2. We provide a convex sufficient condition for robust
feasible control actions and optimize the control and state
trajectory using the proposed condition.
3. We show that due to the layered structure of the nonlinear
equations associated with dynamics, the convex restric-
tion conditions certify not only the existence but also the
uniqueness of the solution.
4. We demonstrate the scalability and effectiveness of the
algorithm for a ground vehicle navigation problem with
obstacle avoidance.
The rest of the paper is organized as follows. In Section
II, we present the general formulation of the problem and
provide the uncertainty set and the model of the system.
Section III provides a guideline for constructing convex re-
strictions with a provable robust guarantee. Section IV shows
the procedures for sequential convex restriction, which uses
the derived convex restriction condition. Section V applies the
proposed method to a navigation problem. Section VI provides
a conclusion.
II. PROBLEM STATEMENT AND PRELIMINARIES
In this section, we describe the dynamics and the uncertainty
model used in the MPC problem. The main advantage of
our approach is that we include nonlinearity of the system
without approximation while giving a rigorous guarantee for
robustness against the specified bounded uncertainty set.
A. System Model
We consider a nonlinear dynamical system subject to non-
convex safety constraints and additive disturbances. The model
used here is a discrete-time, time-varying nonlinear dynamical
system,
xt+1 = ft(xt, ut) +Btwt, (2)
where xt ∈ Rn , ut ∈ Rm, and wt ∈ Rr represent the state, the
control, and the uncertain variables at time t, and Bt ∈ Rn×r
is a constant matrix. The nonlinear map ft : (Rn,Rm)→ Rn is
composed of nonlinear functions that are uniformly continuous
in all of the function’s arguments. The uncertain variable wt
can include external disturbances and model errors, and it is
assumed to be unknown but bounded by some uncertainty
set, Wt ⊆ Rr. We assign some nominal value for state and
uncertain variables, which will be denoted by the superscript
(0). The nominal state variable is determined according to
nominal control and uncertain variables substituted to Equation
(2).
B. Modeling Safety Constraints
The state of the system is constrained by safety constraints,
which forms a general nonconvex set denoted by Xt. As an
example, these constraints could include physical obstacles
that the navigating agent must avoid and safety limits that
the system and controller need to respect. We represent the
safety constraints in the form of avoiding r convex obstacles
at time t. The state is declared feasible or safe if xt ∈ Xt or
equivalently,
xt /∈ Bt,(i), i = 1, . . . , s, (3)
where Bt,(i) ∈ Rn, i = 1, . . . , s are convex sets representing
the obstacles. Then the safety constraint can be represented as
an intersection of the complement of convex obstacles such
that
Xt =
(
s⋃
i=1
Bt,(i)
)C
=
s⋂
i=1
BCt,(i), (4)
where BCt,(i) denotes the complement of the set Bt,(i). The
safety constraints are assumed to be represented with a finite
number of obstacles. This representation includes majority of
practically relevant applications such as the ground vehicle
navigation problem.
C. Uncertainty Model
There are two main sources of uncertainty considered in
this paper.
• Uncertainty in initial condition: The initial condition for
the state vector is denoted by x0 and is assumed to be
unknown but bounded by Winit.
• Uncertainty in dynamics: The disturbance at every time
step is denoted by wt and is assumed to be unknown but
bounded by Wt for all time t.
The uncertainty sets are modeled by an ellipsoid with the
radius γ and the variance Σ ∈ Rr×r,
WQ(γ) = {w | (w − w(0))TΣ−1(w − w(0)) ≤ γ2}. (5)
The center of the ellipsoid is at w(0) ∈ Rr, which is the
nominal value of the uncertain variable. It is possible to extend
the analysis to other uncertainty sets, but we limit ourselves
to the quadratic uncertainty sets for the simplicity of the
presentation.
Given the uncertainty set, the robustness of the trajectory
in our formulation is defined as the state trajectory satisfying
the safety constraints under the uncertainty.
3Definition 1. The control action ut ∈ Ut for t = 0, . . . , N −
1 is robust feasible if the state trajectory satisfies the safety
constraints for all realizations of uncertain variables. That is,
∀x0 ∈ Winit and ∀wt ∈ Wt for all t, xt ∈ Xt for all t.
D. Constrained Robust Model Predictive Control Problem
In this section, we provide an overview of the MPC problem
with the safety and robustness constraint, which solves the
following optimization problem over a finite horizon at every
sampling time:
minimize
u,x
c(x, u)
subject to
∀wt∈Wt, ∀winit∈Winit
xt+1 = ft(xt, ut) +Btwt, x0 = winit
xt+1 ∈ Xt+1, ut ∈ Ut, t = 0, ..., N − 1.
(6)
We assume that the target point is at the origin, x = 0,
without loss of generality. The quadratic objective function
is considered,
c(x, u) =
1
2
N−1∑
t=0
(xTt Qtxt + u
T
t Rtut) +
1
2
xTNQNxN , (7)
where QN ∈ Rn×n, Qt ∈ Rn×n and Rt ∈ Rm×m for t =
1, . . . , N−1 are positive semi-definite matrices. In the absence
of uncertainty, the constrained MPC problem is often solved
with the Sequential Quadratic Programming and Trust region
method [26]. However, when the uncertainty is present, the
resulting problem is a semi-infinite nonconvex optimization
problem where the nonlinear constraints need to be satisfied
for all realizations of wt ∈ Wt and x0 ∈ Winit. While
numerical algorithms for solving such a problem was thought
to be computationally demanding, we provide a tractable way
to obtain a good approximate optimal control solution that is
robust feasibility.
The implementation of MPC follows the receding horizon
fashion where the first control action of the solution from (6)
is applied to the plant, and the remaining computed control
actions are discarded. This process is repeated with the new
information on the system state as the initial condition.
E. Nonlinear Feedback Representation of the system
The nonlinear dynamics of the system can be represented
as a linear combination of some basis functions such that
ft(xt, ut) = Mtψt(zt, ut)
zt = Ctxt
(8)
where Mt ∈ Rn×p and Ct ∈ Rq×n are constant matrices, and
ψt : (Rq,Rm) → Rp is a vector of nonlinear basis functions.
The linear transformed variable zt ∈ Rq needs to satisfy the
following condition.
Condition 1. The linear transform zt = Ctxt is one-to-one.
That is rank(Ct) = n.
This condition ensures that bounded zt results in bounded
xt, and there exists a Moore-Penrose pseudo inverse of Ct,
denoted by C†t . Such a representation is not unique and always
exists for arbitrary nonlinear functions. A trivial example is
that Mt and Ct are identity matrices of size n by n such that
zt = xt and ψt(xt, ut) = ft(xt, ut). Given the representation,
the system has the following nonlinear feedback form,
xt+1 = J
(0)
ft,x
xt +Mtvt +Btwt
zt = Ctxt
vt = gt(zt, ut),
(9)
where J (0)ft ∈ Rn×n is the Jacobian of the system dynamics
evaluated at the nominal value,
J
(0)
ft
= ∇xtft
∣∣∣
(x
(0)
t ,u
(0)
t )
, (10)
and gt : (Rq,Rm) → Rp is a vector of nonlinear residual
functions defined by
gt(zt, ut) = ψt(zt, ut)− J (0)ψt zt. (11)
The constant matrix J (0)ψt ∈ Rp×q denotes the Jacobian of the
basis functions with respect to zt evaluated at the nominal
value such that
J
(0)
ψt
= ∇ztψt
∣∣∣
(z
(0)
t ,u
(0)
t )
. (12)
The relationship between the Jacobians is given by Jft,(0) =
MtJψt,(0)Ct according to (8). Figure 1 shows the diagram of
the representation in (9). This representation is related to the
Lur’e form in control [27], [28], which uses the sector bound
to contain the nonlinearity. We will later use a similar type of
relaxation of the nonlinear component, the so-called “concave
envelope”, which is a generalization of sector bounds in Lur’e
systems with decentralized nonlinear functions.
xt
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Fig. 1. Nonlinear feedback representation of the discrete-time system.
Let us denote the function in the k-th element of ψt by ψt,k.
The indices of vector zt such that it is a dependent variable
of function ψt,k will be denoted by
I˜t,k = {j | ψt,k(zt, ut) ⊥⊥ zt,j}, (13)
where ψt,k(zt, ut) ⊥⊥ zt,j indicates that the function ψt,k is
independent of the j-th element of zt. That is, if j /∈ I˜t,k, then
the function ψt,k is independent of the variable zt,j . Note that
if j /∈ I˜t,k, then the function gt,k is also independent of the
variable zt,j since ∂zt,jψt,k = 0. Suppose the cardinality of
I˜t,k is denoted by |I˜t,k|.
Definition 2. The system in (9) has the degree of nonlinear
sparsity |I| ∈ R if |I˜t,k| ≤ |I| for all t and k. Smaller |I|
indicates more sparse nonlinearity of the system.
For a majority of physical systems, there exists a nonlinear
feedback representation such that I˜t,k is only a small subset
4of {1, ..., q}. For example, the degree of sparsity is |I| = 1
for all t and k if the system has a decentralized representation
(i.e., vt,i = gt,i(zt,i, ut) for i = 1, . . . , q). For polynomial
functions, |I| is the degree of the polynomial (the largest
exponent of the function). For example, quadratic systems have
|I| = 2 regardless of the size of the system n. For many
practical applications, there is a decomposed representation
such that |I| is and independent of the system size n (e.g.,
polynomial and network flow problems [24], power systems
[23], [29]). The scalability of the approach will be shown to
be exponentially growing with respect to |I|, but such a term
will be constant given that |I| is small relative to the size of
the system n.
F. Preliminaries
The proof of our main results relies on Brouwer’s fixed point
theorem, which gives a sufficient condition for the existence
of a fixed point of a nonlinear map.
Theorem 1. (Brouwer’s Fixed Point Theorem) Let P ⊆ Rn
be a nonempty compact convex set and T : P → P be a
continuous mapping. Then there exists some x ∈ P such that
T (x) = x.
We will later show that the solution for a discrete-time
dynamical system is always unique, and deriving the existence
condition using Brouwer’s fixed point theorem is sufficient to
guarantee the safety of the trajectory.
III. CONVEX RESTRICTION OF
ROBUST FEASIBLE CONTROL ACTIONS
We derive a sufficient condition for robust feasible control
action using convex restriction in this section. The derivation
involves several steps where the first step is representing
the system dynamics as a fixed-point equation inspired by
Newton’s iteration. The second step involves deriving a convex
sufficient condition for robust feasible control action using
Brouwer’s fixed point theorem and concave envelopes.
A. Dynamics as a System of Nonlinear Equations
We consider the system trajectories as a collection of
system variables over the finite horizon N . The state, control,
uncertain, and transformed state trajectories will be denoted
by x ∈ Rn·(N+1), u ∈ Rm·N , w ∈ Rn+r·N , and z ∈ Rq·(N+1)
where
x =
x0...
xN
 , u =
 u0...
uN−1
 , w =

winit
w0
...
wN−1
 , z =
 z0...
zN
 .
The uncertain variable w includes both the uncertain ini-
tial condition x0 = winit and the uncertain dynamics
w0, . . . , wN−1. We will denote that w ∈ W if winit ∈ Winit
and wt ∈ Wt for t = 0, . . . , N − 1. The cardinality of x will
be denoted by |x| so that x ∈ R|x|. The relationship between
the transformed state variable z and the state variable x is
given by z = Cx where C ∈ R|z|×|x| is defined as
C = blkdiag(C0, . . . , CN ), (14)
and blkdiag creates a block-diagonal matrix with its diagonal
block being equal to its arguments. We will write the nominal
trajectories by x(0), u(0), w(0), and z(0), which is defined by
taking the nominal value of the variable at each time step. The
nominal values will be updated later in the algorithm, and the
number in the superscript will denote the iteration number.
The dynamic equations of N time steps can be cast as a
system of equations by concatenating the dynamic equations
in (2) for time t = 1, . . . , N −1. This set of equations will be
denoted by F : (R|x|,R|u|,R|w|)→ R|x| where
F (x,u,w) =

winit − x0
f0(x0, u0) +B0w0 − x1
...
fN−1(xN−1, uN−1) +BtwN−1 − xN
 .
(15)
The dynamic equations in (2) can be viewed as finding the zero
of the equation F (x,u,w) = 0. Unlike general systems of
nonlinear equations considered in [24], the dynamic equation
in (15) has a special property that the state variables are always
solvable and there is a unique solution, given the control and
uncertain variables.
Lemma 1. Given the control trajectory u and the uncertain
trajectory w, there always exists a unique state trajectory x
that satisfies F (x,u,w) = 0.
Proof. Since ft is a function with the domain in (Rn,Rm,Rr),
there is a unique xt+1 = ft(xt, ut) + Btwt given xt, ut,
and wt. By induction, there exists a unique state trajectory
x1, . . . , xN with the given initial condition x0 as the base
case.
Although it is a trivial statement, Lemma 1 grants us that
any existing state trajectory given the control and uncertain
trajectories is unique.
B. Fixed Point Form of the System Dynamics
Here, we will rewrite the nonlinear equation F (x,u,w) = 0
by a fixed point equation inspired by Newton’s iteration. Let
us denote the Jacobian for the system of equations evaluated
at the nominal trajectory as JF,(0) = ∇xF |(x(0),u(0),w(0)),
which has the solution of
JF,(0) =

−I 0 0 0
J
(0)
f0
−I 0 0
0
. . . . . . 0
0 0 J
(0)
fN−1 −I
 , (16)
where J (0)ft is a constant matrix defined in (10). A single step of
Newton’s iteration corresponds to x = −J−1F,(0)(F (x,u,w)−
JF,(0)x), which is equivalent to F (x,u,w) = 0 if JF,(0) is
invertable. Equivalently, the fixed-point form of the nonlinear
equation can be written as
x = −J−1F,(0)Mg(z,u)− J−1F,(0)Bw. (17)
5where M ∈ R|x|×(p·N+n) and B ∈ R|x|×|w| are constant
matrices defined by
M = blkdiag(In×n,M0, . . . ,MN−1),
B = blkdiag(In×n, B0, . . . , BN−1).
(18)
The vector of functions g : (R|z|,R|u|)→ Rp·N+n is a vector
of nonlinear residuals,
g(z,u) =
[
0r×r gT0 . . . g
T
N−1
]T
.
where gt(zt, ut) is the nonlinear residual defined in (11). The
inverse of the Jacobian in (17), J−1F,(0), turns out to have a
closed-form representation without any matrix inversion.
Lemma 2. The inverse of the Jacobian in (16) always exists
and has the following closed-form representation,
J−1F,(0) = −

I 0 0 0
J
(0)
f(1,0)
I 0 0
...
. . . . . . 0
J
(0)
f(N,0)
. . . J
(0)
f(N,N−1)
I
 , (19)
where J (0)f(i,j) = ∇xjxi|(x(0),u(0),w(0)) represents the linear
sensitivity of the state at time step i with respect to the state
at time step j. The sensitivity can be solved by applying the
chain rule,
J
(0)
f(i,j)
=
i−1∏
t=j
∇xtft
∣∣∣
(x
(0)
t ,u
(0)
t )
. (20)
Rather than studying the evolution of the state in the time-
domain, we prove the existence of the unique trajectory satis-
fying safety constraints by analyzing the fixed-point equation
in Equation (17), which can be written as
T [x]t = J
(0)
f(t,0)
winit+
t−1∑
τ=0
J
(0)
f(t,τ+1)
{Mτgτ (Cτxτ , uτ ) +Bτwτ} .
(21)
This is analogous to Picard’s iteration in (1) in the sense
that the dynamical equation was converted to an operator that
acts over trajectories. Whenever the equation has the fixed-
point inside the safety constraints under all realizations of
uncertainty set, the robust feasible control action is guaranteed.
We will use Brouwer’s fixed point theorem as a tool to verify
robustness.
C. Tube around the State Trajectories
Given the control action, the state will be a variable that
depends on the value of the uncertain variable. Since the
uncertainty lies in a bounded set, the state variables are also
form a bounded set over the finite horizon. We will denote its
outer approximation by
P(z˜) =
{
x
∣∣∣ [ C−C
]
x ≤ z˜, z˜ =
[
zu
−z`
]}
, (22)
where the matrix C is defined in (14), and zu ∈ R|z| and z` ∈
R|z| provide the upper and lower bounds on the transformed
state trajectory. This tube can be equivalently written in the
form, P(z˜) = {x | z`t ≤ Ctxt ≤ zut , t = 0, . . . , N}. Given
that z` ≤ zu, P(z˜) is a non-empty, compact, and convex set
that is parametrized by z˜ ∈ R2|z|. This set will be used as
a candidate for the self-mapping set in Brouwer’s fixed point
theorem, and the parameter z˜ will be searched via convex
optimization.
D. Concave Enevelopes
Let us denote gk(z,u) the function in the k-th element of
g(z,u). The nonlinear residual gk(z,u) can be bounded by
the over- and under-estimators guk (z,u) and g
`
k(z,u),
g`k(z,u) ≤ gk(z,u) ≤ guk (z,u), ∀ z, u.
We define these estimators as the concave envelopes, if the
following condition is satisfied.
Condition 2. (Concave Envelopes) guk (z,u) is a convex
function, and g`k(z,u) is a concave function with respect to z
and u.
The appendix contains concave envelopes used in the ex-
amples in the numerical section. There is a systematic way to
derive quadratic concave envelopes based on Taylor’s series
[24]. Given the concave envelopes, the bounds on gk over the
polytope P(z˜) and the uncertainty set W are
guP,k(u, z˜) = max
x∈P(z˜)
guk (Cx,u)
g`P,k(u, z˜) = min
x∈P(z˜)
g`k(Cx,u).
(23)
Figure 2 shows an example of concave envelope in red. The
dotted box shows the range of P(z˜) in the x-axis, and captures
the maximum and the minimum of the envelope within its
range.
Let us denote the indices of z that the function gk depends
on as
Ik = {j | gk(z,u) ⊥⊥ zj}, (24)
where zj is the j-th element z. This is a concatentated vector
notation of I˜(t,k) defined in (13) where Ik = I˜(0,k) for k =
1, . . . , n, and In+p·(t−1)+k = I˜(t,k) for t = 1, . . . , N − 1 and
k = 1, . . . , p. Notice that the maximum and minimum values
of the function over the concave envelope always occur at the
extreme points of P(z˜).
gk(z,u)
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Fig. 2. Example of a concave envelope.
6Lemma 3. Consider the parameter z˜ = [(zu)T (−z`)T ]T . If
∀z ∈ {z | zi ∈ {z`i , zui }, ∀i ∈ Ik},
guP,k(u, z˜) ≥ guk (z,u)
g`P,k(u, z˜) ≤ g`k(z,u),
(25)
then ∀x ∈ P(z˜),
g`P,k(u, z˜) ≤ gk(z,u) ≤ guP,k(u, z˜).
Proof. Since guW,k is convex with respect to z and u, the
maximum of the function over the polytope P(z˜) occurs at
one of its vertices.
The number of inequality constraints in (25) is 2Ik+1 by
listing all possible vertices. For example, if the nonlinear
residual is guk (z,u) = z
2
i , then its upper bound can be
confirmed by the constraints guP,k ≥ (zui )2 and guP,k ≥ (z`i)2.
Given the system has a sparse nonlinear representation defined
in (2), there are only a small number of vertices to track. The
convex restriction gives the following closed-form condition
for ensuring the existence of the state trajectory inside the
self-mapping set P(z˜).
E. Relationship between Control Action and Tube
Using concave envelopes and fixed point representation of
the dynamical equation, the relationship between the control
action and the state trajectory tube P(z˜) in (22) can be estab-
lished. Let us define the constant matrces K ∈ R2|z|×(p·N+n)
and R ∈ R2|z|×|w| by
K =
[
−CJ−1F,(0)M
CJ−1F,(0)M
]
, R =
[
−CJ−1F,(0)B
CJ−1F,(0)B
]
. (26)
The constant matrices K+, K− ∈ R2|z|×(p·N+n) denote
K+ij = max{Kij , 0} and K−ij = min{Kij , 0} for each
element of K. The following theorem provides a convex
inner-approximation of the control action and the outer-
approximation of the state trajectory against the uncertainty
with a given robustness margin γ.
Theorem 2. Consider the uncertainty set WQ(γ) such that
WQinit(γ) = {winit | wTinitΣ−1initwinit ≤ γ2}
WQt (γ) = {winit | wTt Σ−1t wt ≤ γ2},
for t = 0, . . . , N − 1. Given the control trajectory u, there
exists a unique state trajectory x such that x ∈ P(z˜) for all
w ∈ W , if there exists z˜ ∈ R2|z| such that
K+guP(u, z˜) +K
−g`P(u, z˜) + ξ(γ) ≤ z˜, (27)
where for i = 1, . . . , |z|,
ξi(γ) = Riw
(0) + γ‖RiΣ‖2. (28)
The constant matrix Σ ∈ R|w|×|w| is defined as
Σ = blkdiag(Σinit,Σ0, . . . ,ΣN−1). (29)
Proof. The condition ensures that, for i = 1, . . . , 2|z|,
max
w∈W
max
x∈P(z˜)
(Kig(Cx,u) +Riw)
≤ max
x∈P(z˜)
(
K+i g
u(Cx,u) +K−i g
`(Cx,u)
)
+ max
w∈W
Riw
≤ K+i max
x∈P(z˜)
gu(Cx,u) +K−i min
x∈P(z˜)
g`(Cx,u) + ξi(γ)
= K+i g
u
P(u, z˜) +K
−
i g
`
P(u, z˜) + ξi(γ) ≤ z˜i.
Then for all x ∈ P(z˜) and w ∈ W , the nonlinear map
T (x) = −J−1F,(0)Mg(z,u)−J−1F,(0)Bw satisfies T (x) ∈ P(z˜).
Therefore, the set P(z˜) satisfies Brouwer’s fixed point theo-
rem. Then, there exists a fixed point, T (x) = x with x ∈ P(z˜),
which is equivalent to satisfying F (x,u,w) = 0. Moreover,
the state trajectory is unique from Lemma 1.
The condition could be viewed as a special case of the
convex restriction with the robustness constraint proposed in
[24] where the equality constraints are given by the dynamical
equation. Next, we add safety constraints to the MPC problem
by ensuring the self-mapping tube P(z˜) avoids all obstacles.
F. Convex Restriction of Safety Constraints
In this section, we propose a procedure that derives the
convex restriction of the safety constraints. The objective is to
find a convex subset of Xt around x(0)t for t = 1, . . . , N . We
will later use this restricted set to certify that the trajectories
lie inside the safety constraints. Consider the solution of the
following convex optimization problem,
bt,(i) = arg min
x˜∈Bt,(i)
1
2
‖x˜− x(0)t ‖22, (30)
where Bt,(i), i = 1, . . . , s are obstacle representation of the
constraints introduced in (3). The value bt,(i) is the coordinates
inside the obstacle that is closest to x(0)t . The necessary and
sufficient condition for optimality for the problem in (30) is
(bt,(i) − x(0)t )T (x˜− bt,(i)) ≥ 0, ∀x˜ ∈ Bt,(i), (31)
which is a set of linear constraints with respect to x˜. Using the
condition above, the following lemma ensures that the states
avoid the obstacle, Bt,(i).
Lemma 4. The state xt satisfies the safety constraints, xt ∈
Xt, if xt satisfies
LtCtxt + dt < 0, (32)
where the constants Lt ∈ Rs×n and dt ∈ Rs are
Lt =

(bt,(1) − x(0)t )TC†t
...
(bt,(s) − x(0)t )TC†t
 , dt =

(x
(0)
t − bt,(1))T bt,(1)
...
(x
(0)
t − bt,(s))T bt,(s)
 .
where C†t is the pseudo-inverse of the matrix Ct.
Proof. The condition in (32) ensures that
(bt,(i) − x(0)t )T (xt − bt,(i)) < 0, i = 1, . . . , s.
Since the constant bt,(i) is the optimal solution of (30), the
inequality condition in (31) is satisfied for all xt in Bt,(i).
Therefore, xt /∈ Bt,(i) and satisfies the safety constraints.
7Lemma 4 provides the convex restriction of the safety
constraints. Given the convex set of states that avoids the
obstacles, the robust feasibility of the control action can be
verified by ensuring that the state trajectory tube P(z˜) lies
inside (32). Next, we provide a sufficient condition for the
robust feasible control action.
Recall that the definition of robust feasible control action is
that, there exists a unique state trajectory x such that xt ∈ Xt
for all w ∈ W and t = 1, . . . , N .
Theorem 3. The control trajectory u is a robust feasible
control action according to Definition 1 if there exists z˜ =
[(zu)T (−z`)T ]T such that
K+guP(u, z˜) +K
−g`P(u, z˜) + ξ(γ) ≤ z˜ (33a)
L+t z
u
t + L
−
t z
`
t + dt < 0, ∀t = 1, . . . , N, (33b)
where ξ(γ) is defined in (28).
Proof. Condition (33a) ensures that there exists a unique state
trajectory x ∈ P(z˜) from Theorem 2. Condition (33b) ensures
that
Ltzt + dt ≤ L+t zut + L−t z`t + dt < 0,
for t = 1, . . . , N . From Lemma 4, for all x ∈ P(z˜), xt ∈ Xt,
and thus there exists a unique state trajectory satisfying the
safety constraints for all w ∈ W .
We will denote the convex restriction of the robust feasible
control action by U cvxrsγ,(0) ⊆ Rm·N , which is defined by
U cvxrsγ,(0) = {u | ∃ z˜, K+guP(u, z˜) +K−g`P(u, z˜) ≤ z˜
L+t z
u
t + L
−
t z
`
t + dt < 0, ∀t = 1, . . . , N}.
The subscript (0) denotes that the convex restriction used x(0)
and u(0) as the nominal variable to evaluate the Jacobians
in (10) and (12). The condition for U cvxrsγ,(0) can be written as
closed-form convex quadratic constraints where the number of
constraints grows linearly with respect to n ·N and s ·N .
Remark 1. The number of constraints in (33) is bounded by
n · (N + 1) · 2|I|+1 + 2q · (N + 1) + s ·N .
Given that the nonlinearity of the system is sparse according
to Definition 2, 2|I| can be treated as a constant. Next,
we present a special case where the uncertainty enters the
nonlinear dynamics as an additive disturbance.
G. Robustness of the Planned Trajectory
Given the nominal control trajectory u(0), the robustness
margin of the control action can be defined as the maximum
margin of uncertainty that the system can tolerate. This prob-
lem can be solved by a convex optimization problem using
convex restriction,
maximize
γ,z˜
γ
subject to K+guP(u
(0), z˜) +K−g`P(u
(0), z˜) + ξ(γ) ≤ z˜
L+t z
u
t + L
−
t z
`
t + dt < 0, ∀t = 1, . . . , N,
(34)
We note that the convex restriction is only a sufficient
condition, and the solution of the problem in (34) is the lower
bound of the true robustness margin. Alternatively, the convex
restriction can be used to solve the constrained robust MPC
problem, which is described in the following section.
IV. SEQUENTIAL CONVEX RESTRICTION
In this section, we will go over the details of the sequential
convex restriction algorithm. The algorithm solves the original
constrained robust MPC problem in (6) via a sequence of
deterministic convex optimization problems, which has a fairly
complete theory and tractable algorithms.
A. Objective Function
The state trajectory is determined by the realizations of
uncertain variables and forms a set contained in P(z˜). The
robust optimization formulation minimizes the worst-case cost
in (7) associated with the tube around the state trajectories,
P(z˜), which is defined as
cu(u, z˜) ≥ max
x∈P(z˜)
c(x,u). (35)
The matrix Q1/2t ∈ Rn×n will denote the LU decomposition
of Qt such that Qt = (Q
1/2
t )
TQ
1/2
t . The following lemma
provides a convex constraints for (35).
Lemma 5. If there exists yut ∈ Rq for t = 1, . . . , N such that
cu ≥ 1
2
N−1∑
t=0
(
(yut )
T yut + u
T
t−1Rt−1ut−1
)
+ (yuN )
T yuN ,
yut ≥
[
Q
1/2
t C
†
]+
zut +
[
Q
1/2
t C
†
]−
z`t ,
yut ≥
[
Q
1/2
t C
†
]+
x`t +
[
Q
1/2
t C
†
]−
zut ,
(36)
for t = 1, . . . , N, then cu ≥ c(x,u) for all x ∈ P(z˜).
Given the convex restriction of robust feasibility control
action and the over-estimator of the objective function, we can
solve the constrained robust MPC problem in (6) by replacing
the nonconvex constraints with convex restriction,
minimize
u,z˜
cu(u, z˜)
subject to Constraints in (25), (33), and (36).
(37)
The optimal solution of (37) is always robust feasible,
and the solution for u can be directly used as the control
action. The convex restriction is always constructed around
the nominal point, and we can repeat this process by updating
the nominal solution at every iteration.
B. Sequential Convex Restriction
Sequential Convex Restriction (SCR) iteratively solves the
optimization problem in (37) to solve the original problem in
(6). The algorithm iterates between (a) solving the optimiza-
tion problem with a convex restriction condition constructed
around the nominal trajectory, and (b) setting the solution of
the optimization problem as the new nominal trajectory. The
convergence properties were studied in [24], and power sys-
tems applications were considered in [23]. The algorithm for
8Algorithm 1 Sequential Convex Restriction (SCR) for Con-
strained Robust MPC
Initialization: u(0) = u0, x(0) = x0, k = 0
while ‖f0(u(k+1))− f0(u(k))‖2 > ε do
for t = 1 : N do
for i = 1 : s do
bt,(i) = arg minxt∈Bt,(i)
1
2‖xt − x(0)t ‖22
end for
end for
u(k+1) = arg minu∈U cvxrs
γ,(k)
f0(u)
for t = 0 : N − 1 do
x
(k+1)
t+1 = ft(x
(k+1)
t , u
(k+1)
t +Btw
(0)
t
end for
k := k + 1
end while
Model Predictive Control application is described in Algorithm
1 with the termination threshold ε > 0.
The sequential convex restriction is a local search method,
and its convergence depends on the initializations of the vari-
ables. Note that the initialization of the algorithm is denoted
by x(0), which is different from the initial state x0 of the
dynamical system. The main part of the algorithm consists of
three main steps. The first is finding the convex restriction
of the safety constraint, according to Lemma 4. The second
step is solving the convex optimization problem with convex
restriction. As was shown in Remark 1, the optimization solves
a convex quadratic problem that scales with n ·N and s ·N
for sparse nonlinear systems. The third step is retrieving the
state trajectory using the new control solution. This step can
be done by simply simulating the dynamics. By leveraging
warm-start in convex optimization problems, the sequence of
problems can be solved efficiently. A related algorithm for the
non-robust formulation is Sequential Quadratic Programming
[26], which had a wide range of applications in MPC [30]–
[32]. The key advantage of Sequential Convex Restriction is
that it enables consideration of robust feasibility against the
uncertainty.
V. NUMERICAL RESULTS
This section presents a numerical example that is illustrated
on a ground vehicle navigation model. This example con-
tains nonconvex safety constraints, which are obstacles in the
context of navigation problems. The numerical experiments
were done on 3.3 GHz Intel Core i7 with 16 GB Memory,
and the convex optimization problems were implemented with
JuMP/Julia [33]. The MOSEK solver was used to solve the
convex QCQP problems generated by convex restriction.
A. Ground Vehicle Model
The dynamics of the ground vehicle is given by
d
dt

x1
x2
v
θ
 =

v cos θ + w1
v sin θ + w2
u1
u2
 (38)
where (x1, x2) ∈ R2 and θ ∈ R are the vehicle’s position and
direction, v ∈ R is the speed, and u ∈ R2 is the control action.
The state is defined by xt = [xt,1, xt,2, vt, θt]T . Euler’s
forward method was used for time discretization with the step
size h = 0.05. We define the nonlinear feedback representation
with Ct = I4×4 so that zt = xt. The degree of sparsity in this
system is |I|=2 since the terms v cos θ and v sin θ involve v
and θ as the dependent variables. The safety constraints con-
sidered two time-invariant obstacles, which are expressed by a
polytope of the form B(i), i = 1, 2. These obstacles are shown
in blue in Figure 3. The uncertainty in the initial condition and
the dynamics were WQinit(γinit) = {x0 | ‖x0 − x(0)0 ‖22 ≤ γ2init}
and WQt (γdyn) = {wt | ‖wt‖22 ≤ γ2dyn}. The initial position of
the vehicle was (x1, x2) = (−25,−80) with the initial velocity
and angle (v, θ) = (0, 0). The control actions were subject to
the limits, ut,1 ∈ [−100, 20] and ut,2 ∈ [−1.5, 1.5]. The target
position was set to the origin (0, 0).
Given the configuration of the system, we ask and address
the following questions:
• How robust is a given control action?
• Can we compute the robust feasible control action?
• How can we make the current control action more robust?
We provide computationally tractable answers to these ques-
tions in the following sections using the proposed approach.
B. Robustness of a given Trajectory
First, we analyze the robustness of a given nominal tra-
jectory based on the analysis in Section III-G. The given
control action was set to ut = [15, 0.75]T if t ≤ N/2 and
ut = [−15, −0.75]T if t > N/2. We consider the uncertainty
in initial condition (the initial state x0) and dynamics sepa-
rately. The lower bounds on the robustness was solved based
on the optimization problem in (34).
1) Robustness against Uncertain Initial Condition: Robust-
ness in the initial condition can be solved by maximizing γ
in (34) where Σinit is an identity matrix of size n by n, and
Σt is a zero matrix of size r by r for all t. The solution
of the optimization problem gives γinit = 0.950, and the
computation time was 0.274 seconds. The exact robustness
margin could be also found in this case based on (30) by
computing mint,i bt,(i). The exact margin in this experiment
was 1.258, and thus our results give a non-trivial robustness
margin by just solving a convex optimization problem.
2) Robustness against Uncertain Dynamics: The robust-
ness in dynamics was solved by maximizing γ in (34) where
Σinit is a zero matrix of size n by n, and Σt is an identity
matrix of size r by r for all t. The solution for this problem
was γ = 0.288, and the computation time was 0.239 seconds.
C. Constrained Robust Model Predictive Control
The constrained robust MPC was solved using sequen-
tial convex restriction. The uncertainty sets were fixed to
WQinit = {x0 | ‖x0 − x(0)0 ‖22 ≤ 0.52} and WQt =
{wt | ‖wt‖22 ≤ 0.52} for all t. The objective function was
set to Q1/2t =
[
1 0 0 0 ; 0 1 0 0
]
and R1/2t =
blkdiag(0.1, 0.01) for all t. The computation sampling period
9of the receding horizon in the MPC problem was set to 0.25
seconds, which corresponds to 5 steps. The subproblems were
solved with SCR described in Algorithm 1.
TABLE I
COMPUTATION TIME AND COST WITH VARIOUS PREDICTION HORIZON
Prediction
horizon
Solver time
(seconds)
Number of
Constraints
Avg. number
of Iterations
Nominal
cost
N = 10 0.164 304 13 246662
N = 20 0.464 604 13 235694
N = 30 1.129 904 11 235590
N = 40 2.560 1204 14 235598
Table I shows the computation time and nominal cost when
the prediction horizon was varied. The average solver time per
iteration of SCR is shown in the table, as well as the number of
constraints sent to the solver. The number of constraints grows
linearly with respect to the number of prediction horizon as it
was pointed out in Remark 1. The average number of iterations
that SCR took to converge is also shown in Table I.
The following experiments show the result where the initial
trajectory was computed by SCR with the prediction horizon
N = 20, which was optimized again using SCR with N = 80.
The initial nominal control trajectory was set to zero, which
is a feasible solution.
Fig. 3. The nominal state trajectory obtained by the sequential convex
restriction is shown in blue line. The obstacles are shown in two blue regions,
and the uncertainty set is shown with black circles. The grey rectangular boxes
shows the solution for the self-mapping tube P(z˜), which provides the outer
approximation of the possible state trajectories.
Figure 3 shows the nominal state trajectories of the solution
to the algorithm as well as the set of possible state trajectories
under uncertainty and the self-mapping tube. The set of
possible state trajectories under uncertainty grows with time
due to the uncertain variable in dynamics. The self-mapping
tube is guaranteed to contain the possible state trajectory and
satisfies the safety constraints.
Figure 4 and 5 show the state and control trajectories of the
solution from sequential convex restriction. The position of the
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Fig. 4. The state trajectories for the obtained control action is shown with
the self-mapping tube obtained by the convex restriction.
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Fig. 5. The control action obtained by the convex restriction is shown. The
limits of the control inputs are u1 ∈ [−100, 20] and u2 ∈ [−1.5, 1.5].
vehicle safely arrives at the target point. The trajectories of the
vehicle’s velocity and angle are tight to the self-mapping tube
since the associated dynamics are linear and are not affected
by the uncertain variables.
One unconventional feature in convex restriction that dis-
tinguishes itself from conventional approaches is that it does
not rely on the propagation of the uncertainty set in the time
domain. The outer approximation in Figure 3 is verified via the
fixed-point theorem. The tightness of the outer approximation
is enforced only on the bottom and left faces of the rectangles
where the worst-case cost occurs since it is the furthest
point away from the target point. This feature allows us to
obtain the tube that satisfies the safety constraint while not
overly approximating the worst-case realization of the state
trajectories.
VI. CONCLUSION
This paper considered the constrained robust model pre-
dictive control, which requires the satisfaction of safety
constraints under all realizations of uncertainty. The main
advantage of our MPC formulation is that we provide a
unified treatment to the problem involving nonlinear dynamics,
nonconvex safety constraints, and provable robustness against
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uncertainty. This paper presented that there is a tractable
solution to the problem using sequential convex restriction.
Future work includes extending the analysis to consider
secondary feedback control to maximize the robustness of
the system. The feedback control can establish connections to
stability analysis and reduce the variance of the state trajectory.
Combined solutions from stability and convex restriction can
further enhance both the optimality and the robustness.
APPENDIX
A. Concave Envelope for Bilinear Function
Bilinear functions can be bounded by the following concave
envelopes with some ρ1, ρ2 > 0 and the nominal point
x(0), y(0) [23]:
xy ≥ x(0)y(0) + y(0)(x− x(0)) + x(0)(y − y(0))
− 1
4
[
ρ1(x− x(0))− 1
ρ1
(y − y(0))
]2
xy ≤ x(0)y(0) + y(0)(x− x(0)) + x(0)(y − y(0))
+
1
4
[
ρ2(x− x(0)) + 1
ρ2
(y − y(0))
]2
.
B. Concave Envelope for Trigonometric Function
Trigonometric functions can be bounded by the following
quadratic concave envelopes given the nominal point θ(0) [24]:
sin θ ≥ sin θ(0) + cos θ(0)(θ − θ(0))− 1
2
(θ − θ(0))2
sin θ ≤ sin θ(0) + cos θ(0)(θ − θ(0)) + 1
2
(θ − θ(0))2
cos θ ≥ cos θ(0) − sin θ(0)(θ − θ(0))− 1
2
(θ − θ(0))2
cos θ ≤ cos θ(0) − sin θ(0)(θ − θ(0)) + 1
2
(θ − θ(0))2.
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