1. Introduction. Nagy [6] (2) studied the class of polynomials in Em consisting of all expressions of the type (1.1). The function F, to which the name of "distance polynomial" was given, is a non-negative, real function of the form e(E"-i x\n)-\-Q(xi, x2, ■ ■ • , xm) where $ is a real polynomial of degree at most 2n -1. The "derivative" of F was defined to be (1.2) F'(Xl, Xi,---,xm)= JZ Flj*F, F*b = ^-> n-i oXh Nagy extended some theorems of Gauss, Lucas, Jensen, and Laguerre, concerning the location of the zeros of the derivative of a polynomial in two real variables, to the class of distance polynomials in Em. In this paper several other results concerning the geometry of the zeros of a polynomial in a single complex variable are extended to En. It is found convenient to introduce vector methods. 1/A = A/AA = A/A2 denotes a particular reciprocal with respect to scalar multiplication; ||a|| = [A-A]112 the norm or length of the vector A; Q:w the point Q with position vector w; ei i= 1, 2, • • • , n a basis for En. (1.5) is a rational function of the distance polynomials F/. It will be assumed that F has been "reduced to lowest terms," i.e. that IT'_o Fj and [Xj=9+i Fj have no zeros in common. The "derivative" of (1.5) is Theorem I. Let F,-(xi, x2, • • • , x") be a distance polynomial of degree n,all of whose zeros lie in the spherical region <TjSj(v)=crj[(v -Cj)2 -r)] ^0, r,->0 and crj= +1 for j=l, 2, • • • , p. Then every finite zero P:V of R' (1.6) is such that V satisfies at least one of the inequalities (1.7)
'Mv)£0, j=l,2,---,p,
where Nj = Vjtij, Vj = 1 for j^q and v,= -1 for j>q,i.e., N, and n, are the signed and unsigned degrees respectively of Fj. N= E*-i ^y ^s the total degree of R. Tjk = 11 Cj-c*| |2 -(KjTj -\krk)2 where \j = VjCTj. This theorem determines a closed region of space, bounded by the surface E(v)=0, which contains all the zeros of R'/R, the "logarithmic derivative" of (1.5), as soon as the spherical regions over which the zeros of the Fj are distributed are known. The class of spherical regions consists of the closed interiors and exteriors of spheres as well as of closed half spaces. This Mardentype theorem, applied to finite products and quotients, yields sharper results than those arising from the application of the extended Gauss-Lucas type theorem of Nagy [6, Theorem I]. [September 2. Some lemmas. In the subsequent work one finds the following lemmas useful.
Lemma I. Let (1) P:V, Qi'.vi, and Qi :wi = l/(V-vi)^0 be points in En.
(2) S(v) = (v-c)2-r2 = 0, r>0, and S'(v) = (v-c')2-r'2 = 0, r'>0, be the equations of two spheres in En with center and radius C:c, r and C'\c' = V -c/S(V), r' = r/\ S(V) \ respectively. Then the point QI lies (1) inside or outside the sphere S' according as the sphere S does or does not separate the two points P and Qu or (2) on the sphere S' if S passes through Qi and not through P, and conversely.
Proof.
S(V)
w2^0. w2 = 0 if, and only if, wi = 0. Since Wi^O, the sign of S'(wi) is the same as that of S(vi)/S(V). It follows that if (1) S(v) =0 separates P and Qi, S(V) and S(vi) are opposite in sign and S'(wi) <0. Qi is in the sphere S'(v) =0.
(2) the points P and Qi are both exterior to or interior to S(v) =0, S(V) and S(vi) are similarly signed and S'(wi)>0.
Qi is outside of the sphere S'(v)=Q.
(3) S passes through Qi, S(vi) =0. If 5 does not pass through P, 5(V)?^0.
If P is understood to be distinct from Qu it follows that S'(wi)=0, i.e. S' passes through Qi.
Starting with any one of the statements S'(wi)<0, S'(wi)>0, or S'(wi) = 0, one may without difficulty retrace his steps and establish the converse. 
By hypothesis 0= E?-i mj/(V-v,-) = E?-i tn,-Wj = w. Therefore w = 0 is a value corresponding to a set of suitably chosen points Qj in the given regions GjSjiy) -0. w = 0 must satisfy (2.4) and it follows that, under the hypotheses of this lemma, (2.3) holds. 3 . A Marden-type theorem. Theorem I can now be established. Proof. Let P: V be a finite zero of 7?'. If P is also a zero of 7?, P must coincide with at least one zero of some Fj for 1 = j s£ q. Therefore it must lie in at least one of the given spherical regions and (1.7) holds. If P is not a zero of R, either F lies in at least one of the given spherical regions, in which event V satisfies at least one of the inequalities (1.7), or P is exterior to all of the given regions. It will be shown that in the latter case V satisfies (1.8).
Since F is a zero of R! and not of R, it follows from Lemma III that Et-i Mk/(V-v*)=0 where Mk=pkmk, Mk7±0 and real, mk>0 and real, ju* = l for k^q and pk = -1 tor k>q.
It is convenient to first consider distance polynomials Fy each of which has a single zero of multiplicity «y which lies in the spherical region <rySy(v) ^0 for j = l, 2, • • • , p, i.e. Since P is exterior to all p of the given spherical regions, Lemma IV applies and it follows that V must satisfy inequality (2.3), 7(v)^0, with Nj = ryWy replacing reiy. Vj=l for j^q and Vj= -1 iorj>q. When I(v) is expanded and simplified it becomes
where Xy = jUycry. where f> is a real polynomial of degree at most 2p -1. In En this surface con-[September tains the circle at infinity as a p-iold curve and it will be referred to as a p spherical 2p -ic surface. When p = 2 the surface is a cyclide. These surfaces were studied in detail by Darboux [2] .
It is not difficult to show that in certain cases when the spheres Sy are all symmetrically located with respect to a fixed point 0 and o"y= 1 for all j, the surface E(v) =0 degenerates into a set of spheres centered at 0, and the desired region E(v) ^0 is the closed interior of the largest sphere in that set.
4 Proof. Let P:Vbea zero of 7?-X27?'. If P is a zero of 7?, it is also a zero of 7?' and V corresponds to a point which lies in at least one of the spherical regions described by (4.1). If P is not a zero of 7?, either P lies in one of the given spherical regions, in which case V satisfies at least one of the vector inequalities (4.1), or P is exterior to all of these regions. In the latter event it will be shown that V must satisfy (4.2).
Since P is a zero of R-\2R' and not of 7?, When the left hand side is expanded this inequality reduces to (4.2). Tj(v) =0 is the sphere obtained by translating Sj(v) = 0 in the direction of A^Xe by an amount equal to the magnitude of that vector.
Corollary. If all the zeros of a distance polynomial F(xu x2, • • • , x") of degree m lie in a sphere Si(v) =0, any zero of F~\2F', X real, will lie either in Sx or in the sphere obtained by translating Si in the direction of mke by an amount equal to the magnitude of that vector, e is the unit vector in the VF direction.
Proof. \ip = q = l,cri -l, i.e. R = F, a distance polynomial of degree m with all of its zeros in Si(v)=0, it follows from Theorem II that the zeros of F -X2F' either lie in Si or are such that their position vectors satisfy (4.2). In this case (4.2) reduces to mw2T(V)/mSi(V) =0. Since P is exterior to Si, Si(V)>0 and consequently TX(V) = [V-\ci+m\e} ]2-r\ = 0.
The results of this section are generalizations of Theorem II in Marden
[4]-5. The critical points of finite products of distance polynomials in E3.
Nagy [6] developed the following Gauss-Lucas type theorem for the class of distance polynomials in E3: "Let F(xi, x2, xi) be a distance polynomial with zeros Qj, j=l, 2, • ■ • , re, and let K be the smallest convex region of space which contains those zeros. Then all the zeros of F' also lie in K. No zero of F' is on the boundary of K unless it is a multiple zero of F or unless all the Qj are coplanar."
As soon as the location of all the zeros of F is known Nagy's theorem singles out a portion of space which must contain the zeros of the logarithmic derivative of F. If F is a finite product of distance polynomials, Theorem I will restrict even further the region of space within which the critical points may lie.
Let F(xi, x2, x3) = Ily-i Fy(xi, Xi, x3) be a finite product of the distance Fy where each Fj is of degree rey and has all of its zeros in the closed interior of the sphere Sj. In this section the region containing the critical points of F is determined for p -2 and p = 3 when the spheres in question have collinear centers and a common external center of similitude. In each case the desired region consists not only of the closed interiors of the given spheres but also of the closed interiors of another set of spheres having the same external center of similitude as the given set. The centers of the second set are located at the zeros of the logarithmic derivative of the distance polynomial G(xi, x2, x3) obtained from F by coalescing all the zeros of each Fy at the center of the corresponding sphere Sj.
Theorem III. If F(xi, x2, x3) is an nth degree distance polynomial nx of whose zeros lie in the closed interior of the sphere Si and the remainder of whose zeros, re2 = re -«! in number, lie in the closed interior of the sphere Si, all the zeros of F'(xi, x2, x3) lie either in the closed interior of Si or Si, or in the closed interior of a third sphere S(v) = 0 where / »ic2 + n2cA2 /nir2 + «2ri \2 S(v) = ( v-1 -I-) .
\ ni + n2 / \ ni + n2 / 5 has a common center of similitude with Si and S2 and its center is located at the centroid of a system of two particles, one of mass n2 located at the center of the sphere Si and the other of mass «i located at the center of the sphere S2.
Proof. This is a special case of Theorem I for which q = 2; Nj = njj=l, 2; N = ni+n2; i>i = l, <r,=l, X< = 1 for *-1, 2.
F(xi, Xi, x3) = Fi(xi, Xi, x3)F2(xi, x2, x3). Each Fj, a distance polynomial of degree »y, has all of its zeros in the closed interior of the sphere Sj. As a consequence of Theorem I P:V, a zero of F', lies either in the closed interior of Si or Si or, if P is exterior to both of these spheres, V satisfies (1.8) Proof. Without any loss of generality the line of centers may be taken as the xi axis and the center of similitiude 0 as the origin of a rectangular coordinate system. Cj'.Cj where cy = cyei is the center of Sj. Since 0 is a center of similitude ryCy_1=X for j = l, 2, 3. It follows that Sy has the form Sy^E'-i**) -2cjXi+fix\ and Tyi = ||cy-Ci||2 -(ry-fi)2=Ai(cy-Ci) 2 where p = l-X2. As a consequence of Theorem I all the zeros P: V oi F' lie either in one of the given spheres Sj or in the closed region of space described by (1.8) . Under these hypotheses p = 3, Py -1, <ry=l, Xy = l, and consequently Si it is not difficult to show that it is identical to (5.1). In short, £(v)=0, the boundary surface in question, degenerates into two spheres Si and Si with centers whose position vectors correspond to the zeros of the logarithmic derivative of G(v). The region of space described by E(v) = n2Si (v)S2 (v) =0 consists of the closed interiors of the spheres Si and Si and contains all the zeros of F' which do not lie in any of the Sj.
By introducing a coordinate system with its origin at the center of Si and proceeding as in Theorem IV, the following result may be obtained. Theorem VII. If the distance polynomial Fy(xi, x2, x3) of degree n has all of its zeros in the spherical region o>Sy(v) s£0 where <ry= ±1, j=l, 2, and the two spherical regions have no points in common, all the finite zeros of F = Fi/F2 lie in the two given spherical regions. This leads one to the conclusion that the points P:V, and Qi'.fy, t = l, 2, 3 lie in the same plane II. If complex numbers are introduced into II and z, Z\, Zi, and z3 represent P, Qi, Qi, and Q3 respectively, (6.3) becomes -n2/ni = (z -Zi)(z3-zi)/(z-zi)(z3 -Zi). That is, the cross ratio formed by the points P and Qi, i-1, 2, 3 is a constant and the region of space bounded by £(v) =0 is the spherical region described by a point P: V which moves so as to form a constant cross ratio, -m2/mi, with the points Qj'.fy as the Qj describes the spherical region o>Sy(v) ^0 for j' = l, 2, 3.
The final two cross ratio type theorems are generalizations of those developed by Walsh [7] for polynomials in a single complex variable.
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