Research Institute, Suits, Osaka 565) for providingpost-heparinplasma from a patient with type I hyperlipoproteinemia.The "NEFA Kit-K" is currently available from Nippon Shoji Kaisha Ltd., 2-30, Kokumachi, Higashi-ku, Osaka, Japan. This work was supportedin part by the Research Fund of the Yamanouchi Foundationon Metabolic Disorders for estimating the slope and intercept has been suggested, which does not require the assumption that one of the analytical methods is error free(1,2). When information is available as to the relative precision of two analytical methods, this technique gives a more nearly accurate estimate of the true slope.
A Direct Comparison of Two Slope-Estimation Techniques Used in MethodComparison Studies
Curtis A. Parvin Least-squares regression estimation of the slope and intercept in method-comparison studies is the most common method of data evaluation despite well known theoretical difficulties with this approach. An alternative estimation technique has been suggested, which avoids some of these theoretical difficulties. I developed an exact mathematical relationship between these two slope estimates in order to directly compare their characteristics. A simple approximate formula for the relative difference between the two slope estimates is also derived. Using these mathematical relationships, I compare the two estimation techniques, using data from published method-comparison studies. In most of the published method comparisons the differences between slope estimates were trivial, but in some the differences were large enough to have warranted use of the alternative slope estimate.
Several published articles allude to the potential problems associated with the least-squares regression technique for estimating the slope and intercept has been suggested, which does not require the assumption that one of the analytical methods is error free (1, 2) . When information is available as to the relative precision of two analytical methods, this technique gives a more nearly accurate estimate of the true slope.
In spite of these theoretical considerations, least-squares regressioncontinues to be the most commonly applied estimation technique in method-comparison studies. Possible reasons for this include lack of awareness of an alternative to least-squares regression, lack of understanding regarding how to implement the alternative procedure, or a belief that the difference between the two estimates is unimportant.
The purpose of this paper is to present a direct comparison of the two estimation techniques, in order to show how they relate mathematically as well as to illustrate the magnitude of the differences in the calculated slopes that can occur in typical method-comparison settings. (1) were generated on a Hewlett Packard 7470A digital x-y plotter. 
Results

Mathematical
Discussion
The implications of the choice of slope estimation technique in a method-comparison study depend on the relative precision between the analytical methods being compared and the correlation between the methods. When A is large (e.g., A > 25, which implies that the coefficient of variation for method Y is five times that for method X) then the two slope estimates will be very similar, even when the correlation between analytical methods is relatively low. Also, when the correlation is high (r> .99) the estimates will be Finally, it is worth noting that the proper regression procedure, even when both variables are subject to measurement error, is not always the Deming procedure, but depends essentially on the objectives of the investigator. For example, if Method X is a current procedure and Method Y is a newly proposed method, one may be interested in predicting the y-value for observed x. In this case, ordinary IS regression of y on x is correct even if x is not the true value because of measurement error. Often, both regression estimates will be useful for the same set of data because they serve quite different purposes, both of which may be appropriate for a given set of data. Technically speaking, the linear functional problem is not a regression problem at all, but an estimation of the linear relationship between two expected values.
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