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ABSTRACT 
This dissertation concerns the development of the fundamental theory, tools, and algorithms 
necessary to perform in vivo computed optical interferometric tomography. Computed imaging 
has made great advances in a wide variety of fields, greatly improving the diagnostic capability 
of each underlying imaging modality. Computed imaging techniques such as defocus and 
aberration correction in optical interferometric tomography, though, have remained in the 
research stage and have yet to become clinically-useful tools. One major challenge to be 
overcome for widespread acceptance is that of motion, or stability. As often noted in the 
literature, the most impactful potential applications for computed optical interferometric 
techniques involve some form of in vivo imaging. Regardless of this, the vast majority of 
samples imaged with computed optical interferometric tomography have been synthetic 
tissue-mimicking phantoms, fruit samples, ex vivo tissue, or cell cultures. Not including the work 
presented in this dissertation, only one other example of in vivo, bulk tissue imaging has been 
found. In response to this disconnect of research and clinical application, this dissertation 
provides a framework in the form of theory, simulations, and experimental systems from which 
the field of in vivo computed optical interferometric tomography can advance. The framework is 
focused on three aspects. First are the stability requirements which provide quantitative 
guidelines for the type and amount of motion tolerable. Second is the stability assessment which 
provides techniques to quantitatively measure motion from samples and systems. Third is the 
correction of unstable data which broadens the possible imaging applications. Together with this 
framework, demonstrations of in vivo imaging over a wide range of applications including 
human structural skin imaging and human retinal cone photoreceptor imaging are included. 
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1 INTRODUCTION 
High-resolution volumetric tomography in biological tissue is of great importance to both basic 
science and medicine. Reaching high-resolutions and approaching the cellular level in volumetric 
imaging, though, often incurs fundamental barriers imposed by the nature of waves (be it sound, 
light, etc.). The difficulty of confining waves to a small area in tissue, and the complexity of 
designing perfect imaging systems means that truly diffraction-limited imaging is rarely 
achieved.   
1.1 Optical biomedical imaging 
Biomedical imaging encompasses a great deal of imaging modalities. Including magnetic 
resonance imaging (MRI), positron emission tomography (PET), single-photon emission 
computed tomography (SPECT), ultrasound, x-ray computed tomography, confocal reflectance 
microscopy, coherent anti-stokes Raman spectroscopy (CARS), stimulated Raman scattering 
(SRS), confocal fluorescence microscopy, and optical coherence tomography (OCT), the large 
range of applications reflect the tradeoffs involved for each individual imaging modality. Optical 
imaging with confocal reflectance, fluorescence, OCT, etc. provides a typically non-invasive 
method of imaging biological tissues at the micron, or sub-micron level. Imaging at these 
resolutions means that sub-cellular features can be measured for the early diagnosis or tracking 
of diseases. 
Optical imaging modalities, in addition to others such as ultrasound and non-biomedical imaging 
techniques such as radar, though, are governed by the physics of diffraction. Diffraction, in 
essence, describes the naturally divergent nature of waves. For optics, attempting to confine an 
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electromagnetic field to a small area will result in rapid divergence elsewhere. In a seminal 
paper, Abbe described how diffraction defines the best achievable transverse resolution with an 
optical microscope [1]. Known as Abbe’s diffraction limit, it states that given a wavelength of   
and a numerical aperture (NA) of maxNA sin , where max  is the largest angle between the 
optical axis over which the optical system can collect light, the best achievable resolution is 
given by the following: 
 
2
d
NA

   (1.1) 
Often, though, imperfections in the optical system result in an imaging performance which is 
worse (larger resolution) than this limit. This is the concept of optical aberrations, or deviations 
from an ideal optical system, which is the first topic of central interest in this thesis. 
Another quantity which provides a fundamental challenge for optical imaging is the 
depth-of-focus (DOF), or confocal parameter, as defined below. 
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In Eq. (1.2), 0  is the full-width-half-maximum (FWHM) radius of the waist of the Gaussian 
beam used for imaging and n   is the refractive index of the material through which the beam is 
travelling. The DOF defines how quickly the transverse resolution of an imaging system 
degrades away from the focus. Techniques such as confocal microscopy can use this property to 
block light outside the focal region using a pinhole and achieve axial sectioning. In this thesis, an 
imaging modality named OCT will be used which is formally introduced in Section 2.1. 
Analogous to ultrasound imaging, OCT performs axial section by indirectly measuring the 
time-of-flight of photons. In this modality, the DOF limits the depths around which high-quality 
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imaging is possible (Section 2.3.1). As an example, when imaging in the near-infrared (NIR), say 
800 nm, with an NA of 0.1, the transverse resolution limit is 4 µm [Eq. (1.1)]. Thus, the beam 
waist radius is 2 µm, and in a biological sample of overall refractive index of n = 1.44 this results 
in a DOF of 21.8 µm. Therefore, when imaging with a modality such as OCT, only 21.8 µm in 
depth could be imaged with high resolution in a single shot. Overcoming this challenge for 
in vivo imaging is the second topic of central focus in this thesis. 
1.2 Computed biomedical imaging 
Computed imaging has a long history of enhancing the overall utility of different imaging 
modalities and has the potential to solve the challenges presented above. Techniques such as x-
ray computed tomography [2, 3] and synthetic aperture radar [4, 5] enhance their respective 
underlying imaging modalities through a better understanding the basic physics involved. More 
recently, interferometric detection of optical frequencies has enabled high-resolution imaging of 
biological samples [6-8]. These techniques, while useful in their own right, have also improved 
with the introduction of various computed optical interferometric techniques [9-12]. The ability 
for these techniques to correct defocus and optical aberrations means that near diffraction-limited 
imaging [reaching Eq. (1.1)] over larger depth ranges [extending beyond Eq. (1.2)] with simple 
optical designs is possible. 
Computationally correcting aberrations brings with it some tradeoffs. Possibly the most severe 
tradeoff, and the one focused on in this thesis, is that of stability. As a general rule, computed 
optical interferometric techniques rely on the retrieved phase of collected light. Utilizing the 
phase is preferable, as it has the ability to exactly reconstruct images convolved with phase-only 
masks without amplifying noise (Section 4.4.2). The sensitivity of the phase to motion, though, 
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is typically orders of magnitude greater than the amplitude as is used in blind 
deconvolution [13, 14]. The impact of motion has thus limited computed optical interferometric 
techniques to fresh or fixed ex vivo biological samples, greatly reducing the potential for clinical 
applications. 
To provide a thorough investigation, unless otherwise stated, this thesis will specifically consider 
two computed optical interferometric techniques. The first is named interferometric synthetic 
aperture microscopy (ISAM) (Section 2.3.1) which solves an inverse problem for OCT and 
corrects for only defocus due to a Gaussian beam, and computational adaptive optics (CAO) 
(Section 2.3.2) which corrects for optical aberrations. 
1.3 Organization of the thesis 
This thesis is organized into 9 main chapters. This chapter, in addition to Chapter 2, provides the 
necessary setting and motivation for the work. Chapter 2 is focused on introducing the necessary 
background and mathematics to support the rest of the chapters. This thesis also required the use 
of many experimental setups, and those are described in Chapter 3. Included in each system 
description is a listing of the sections in which that system is used is listed. Chapter 4 provides 
the foundations for the impact of stability for the rest of the thesis. Through theory and 
simulations, the notion of stability is thoroughly investigated in the context of in vivo imaging. 
The main result of Chapter 4 is Figure 4.7 which sets forth the stability requirements for defocus 
and aberration correction. In Chapter 5, a technique to quantitatively assess the stability of 
experimental systems and samples is presented. This technique extends previous stability 
assessments to consider a greater variety of motion and is capable of performing measurements 
in vivo. The quantitative stability assessment is related back to Figure 4.7 in order to validate the 
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thresholds presented. Chapter 6 and Chapter 7 present the first in vivo defocus and aberration 
correction results. The fundamental understanding gained in the investigations from the stability 
requirements and assessment enabled reliable in vivo imaging. Finally, Chapter 8 presents work 
which used the understanding of stability from Chapter 4 and Chapter 5 to correct for motion in 
unstable data. The work in Chapter 6 required stable data at the time of imaging. By correcting 
for motion in all three dimensions, Chapter 8 demonstrates how a larger variety of samples can 
be imaged. I will note that the retinal imaging results in Chapter 7 do use minimal knowledge 
from the future chapter, Chapter 8, but Chapter 7 can be understood independently of Chapter 8. 
The final chapter, Chapter 9, discusses the conclusions of this thesis in addition to future 
directions of the preliminary studies from the other chapters. Figure 1.1 provides a graphical 
organization of this thesis. 
 
Figure 1.1 - Organization of this thesis. The central theme is stability in the context of in vivo imaging. 
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2 BACKGROUND 
In this chapter each of the imaging modalities and processing techniques used in the rest of the 
thesis are described. The necessary background and underlying theory are presented. The 
specific experimental implementations of each modality are given later in Chapter 3. 
2.1 Optical coherence tomography 
Optical coherence tomography is an optical imaging modality capable of 3-dimensional (3-D) 
imaging of biological tissues [8, 15-18]. Unlike other optical imaging modalities, OCT has the 
unique property of decoupled axial (along the optical axis) and transverse (orthogonal to the 
optical axis) resolutions. This property is most significant in situations where high axial 
resolution is desired, though only a low NA is achievable. In such a situation, axial sectioning 
provided from reflectance confocal microscopy [19-21] [Eq. (1.2)] is insufficient. 
The earliest and possibly still the most widespread use of OCT is imaging the human retina 
in vivo. The advantage is seen from Figure 2.1. On the left is a schematic of an optical beam 
imaging the retina. Due to the limited aperture (ultimately determined by the size of the iris), and 
the relatively fixed length (anterior-posterior) of the eye, the maximum achievable NA is limited.  
 
Figure 2.1 - OCT imaging of the retina. On the left, the optical beam is limited by the entrance aperture of 
the eye (iris). This, combined with the anterior-posterior length of the eye, limits the achievable NA. On the 
right, a sample retinal OCT image taken from a commercial system. 
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In normal room lighting, a typical ophthalmic OCT system will use a 1 - 2 mm beam diameter at 
800 nm, resulting in a transverse resolution of ~20 µm [22].  Diffraction limited performance can 
still be achieved up to a 3 mm diameter beam, resulting in 10 - 15 µm resolution [23]. Relying on 
only confocal gating [Eq. (1.2)] at these NAs, axial resolution would be hundreds of 
micrometers [22]. Attempting to use any larger beam (assuming a sufficiently large iris) will not 
improve the transverse resolution (or the confocal gating) due to imperfections of the eye, which 
result in optical aberrations [24]. Therefore, the axial resolution will remain the same regardless 
of the beam diameter beyond 3 mm.  
The next section (Section 2.1.1) presents the theory of coherence showing that, for OCT, 
depending on the optical source, axial resolutions of ~1 - 10 µm are achieved regardless of the 
NA used. This is at least one order-of-magnitude improvement beyond what confocal 
microscopy can achieve alone. On the right side of Figure 2.1 is an example OCT slice from a 
human eye taken in vivo. A commercial system (Spectralis©, Heidelerg Engineering, Inc.) was 
used with an axial resolution of 4 - 6 µm [25] and a transverse resolution (estimated by the 
diameter of the iris) of ~20 µm. 
Many other clinical applications have been investigated for OCT imaging. These include 
corneal/anterior chamber ophthalmic imaging [26-28], catheter-based imaging in 
cardiology [29], gastrointestinal imaging with endoscopes [30, 31], skin imaging [32, 33], and 
ear imaging [34]. 
2.1.1 Coherence theory and the principles of SD- and SS-OCT operation 
The operation of OCT relies on the theory of optical coherence. Coherence [35, 36] is defined by 
the ability of a wave (here, an electromagnetic wave) to create an interference pattern with itself. 
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Interference will always occur between two waves, but visible interference patterns occur when 
there is a reasonably predictable phase relationship between two waves. There are two types of 
coherence, temporal and spatial, which can be understood in different ways. Intuitively, spatial 
coherence measures how similar the wave is to a plane wave and temporal coherence measures 
how close the wave is to a monochromatic wave. For a plane wave, the phase orthogonal to the 
optical axis is constant, and for a monochromatic wave, the phase changes linearly in time. Due 
to these very predictable phase properties, interference becomes predictable and visible.  
In general, the lower the coherence (spatial and temporal), the better the wave can be confined 
(in space and time). This leads to a second way to intuitively think of coherence which will be 
used throughout this thesis which is that a low spatially coherent source consists of ‘rays of light’ 
propagating in a wide range of angles, and a low temporally coherent source consists of a wide 
range of frequencies. As a result, an optical beam with low spatial coherence provides a large 
NA and has the capability of forming a tight focus (being confined to a small area in space) 
according to Eq. (1.1). On the other hand, an optical beam with low temporal coherence has the 
capability of forming a short pulse of light (being confined to a small period in time). With a 
proper understanding of the physics involved, even if a low-coherence beam is not confined to a 
small period in time or region in space, if the complex field is measured, a tight focus or pulse 
can be created computationally. This is the fundamental idea behind computationally 
manipulating a measured field. 
Optical coherence tomography operates by using a low-coherence source (traditionally a 
superluminescent diode (SLD) or Ti:Sapphire laser) and interferes two copies of that beam 
(typically one bounced off a mirror and the other off the sample). Depending on the application, 
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many different varieties of an OCT setup exist. The most simplistic and general form using a 
free-space Michelson interferometer is shown in Figure 2.2.  
 
Figure 2.2 - Michelson interferometer-based OCT system. 
Mathematically, the resulting field less than one Rayleigh length from focus (neglecting the 
interference term) can be approximated (assuming a single-scattering model and a Gaussian 
beam) as shown below (Eq. 4.19 from [37]). 
 
2 2( , , ) | ( ) | , , ) , , 2 ( / 2, / )( 2x y r t F x y x y z x yS q q k k E k qH q k q q k q q        (2.1) 
Here, xq  and yq are the two transverse spatial frequencies of the measured field, k  is the 
wavenumber in free space, | ( ) |r tE k   is the time-averaged reference field,   scattering 
potential, the tilde, , represents one or more Fourier transforms, FH  is the complex transfer 
function of the system, and 2 2 2, )(z x y x yq k q qk q    . Any differences between near and 
far-from-focus models are neglected here, though they are thoroughly treated elsewhere [37, 38]. 
If one assumes that a low NA beam is used for imaging, then ( / 2, / 2)z x yqk q k   for 
/ 2, / 2x yk q q  and Eq. (2.1) reduces to the following: 
 
2 2( , , ) | ( ) | , , ) ( , )( , 2x y r t F x y x yHS q q k k E k q k qq q k      (2.2) 
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All the terms in front of   can be grouped and define the 3-D complex transfer function of the 
system. What remains is that the scattering potential can be recovered via a 3-D Fourier 
transform of ( , , )x yS q q k . In addition, in the low NA approximation, the dominant term in the k  
dimension of the 3-D transfer function is 2|| ( )r tkE  . This defines the axial resolution. 
Assuming a smooth, Gaussian-like spectrum, the FWHM (or alternately the 1/e
2
 mark) defines 
the axial resolution, cl , as below. 
 
2
02ln2
cl

 


  (2.3) 
Here, 0  is the central wavelength,   is the time-averaged bandwidth of the source (e.g. 
FWHM or 1/e
2
), and cl  is also known as the coherence length [35, 39]. Notice that the axial 
resolution depends only on the central wavelength and the bandwidth of the source, and not on 
the NA of the optical beam. Therefore, axial sectioning does not need to rely on confocal gating. 
It should be noted that Eq. (2.3) assumes a Gaussian spectrum which results in a 
Gaussian-shaped axial point-spread function (PSF). For spectra which have a non-Gaussian 
shape, are truncated on the measuring device (such as a spectrometer), or distorted in some other 
way, the axial PSF of the imaging system will change accordingly. From Eq. (2.2), the precise 
shape of the axial PSF is defined by 2|| ( )r tkE  , which, in the time-domain, is the 
autocorrelation of the source spectrum. 
In practice, ( , , )x yS q q k  is not directly measured. Rather, a point is often scanned over the 
sample in a 2-dimensional (2-D) raster pattern. At each point, a 1-dimensional (1-D) depth 
profile, A-scan, is acquired. After a 2-D area is scanned, a full 3-D dataset has been acquired. 
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The coordinates in which the data is measured depend on the specific OCT system. For 
spectral-domain (SD) and swept-source (SS) OCT [40], ( , , )S x y k  is measured. Section 2.3 will 
discuss more in-depth analysis of Eq. (2.2), and Section 4.1 will discuss the implications of 
point-scanning in terms of stability. 
2.1.2 En face OCT 
The theory of en face OCT [16] is similar to time-domain (TD) OCT [8] . To begin, consider the 
interference of two beams, RE  and SE , at the detector as shown in Figure 2.2. The field RE  is 
reflected from the reference arm and SE  is reflected from a particular depth in the sample. The 
signal measured on the detector is then as follows: 
 
2 2
R S R S R S 0 0| | || | | 2 ( | | cos( )) | |t t tE E E E G z E E zk             (2.4) 
In Eq. (2.4), the angled brackets, t   , again represent a time-averaged signal, z  is the optical 
path difference between the sample and reference reflections, )(G z  is the autocorrelation of the 
light source (this is analogous to R| ( ) |E k  from Section 2.1.1, but in the time domain), and 0  is 
the phase of the reflected sample light relative to the reference light. By assuming a small sample 
reflection and constant reference signal, the first two terms in Eq. (2.4) can be ignored or 
subtracted out, resulting in only the last interference term. For a single sample reflectance, as the 
path length, z , is swept, the autocorrelation G  of the source is measured in time but modulated 
by the cosine term. This cosine term provides heterodyne detection which allows the interference 
term to be separated from any residual DC signals. The heterodyne detection also allows for the 
detection of the phase term, 0.  By scanning the optical beam of the sample arm in the two 
transverse dimensions, full volumetric imaging can be obtain as in SD-OCT. Suppose, though, 
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the reference arm is held at one location and the optical beam of the sample arm is again scanned 
in the two transverse dimensions. As can be seen in Eq. (2.4), information from a fixed optical 
path difference, z , will be measured. By keeping the reference arm in a fixed position, though, 
no heterodyne detection will be provided and thus sample data will overlap with DC. 
En face OCT overcomes this challenge by shifting the frequency of light in the reference arm to 
provide heterodyne detection. Equation (2.4) then becomes 
 
2 2
R S R S R S 0 0| | || | | 2 ( | | cos(2 )) | |t t t z E E fE E E E G t             (2.5) 
In Eq. (2.5), 0f  is the change in frequency of light between the sample and reference arms. In 
this configuration, it can been seen that even if z  is kept constant, the signal will be modulated 
in time according to 0f . This allows for rapid acquisition of en face sections through tissue 
without the need for full volumetric imaging (scanning of the reference arm). In essence, the 
transverse dimensions become the fastest axes while in SD-, SS-, and TD-OCT, depth is the 
fastest axis. Most applications of this technology have currently been in the eye [41-44]. 
2.2 Hardware-based adaptive optics 
Hardware-based adaptive optics (HAO) is a technique which is capable of correcting for 
aberrations in optical imaging systems [45-49]. Traditionally, HAO incorporates two additional 
pieces of hardware to an imaging system: a wavefront sensor and a deformable mirror. The 
wavefront sensor estimates the aberrations present in the imaging system, and the deformable 
mirror corrects the aberrations. Together, these two pieces of hardware form a feedback loop to 
maintain near diffraction-limited imaging over time. 
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Originally developed in the field of astronomy [50, 51], HAO has found use in biomedical 
imaging as well - most predominantly in ophthalmology [46, 48, 52, 53]. As discussed in 
Section 2.1, due to the geometry and imperfections of the eye, the best transverse resolution 
achievable with a fixed 800 nm imaging system is approximately 10 - 15 µm. Achieving better 
resolution at this wavelength would require a larger aperture. Due to imperfections in the eye, 
though, imaging with a pupil larger than approximately 3 mm introduces aberrations and does 
not improve the transverse resolution. By allowing the imaging system to adapt to changes over 
time, much higher transverse resolution is possible. In a HAO ultrahigh-resolution ophthalmic 
OCT system, isotropic 2 µm resolution is achievable [54]. 
With the improved transverse resolution, a closer look at retinal diseases is possible [55-60], to 
the level of individual photoreceptors. Much time has been spent on the development of these 
tools, and commercialization has now begun with the introduction of the first HAO fundus 
camera (rtx1, Imagine Eyes, France). With the introduction of a robust commercial system, long 
term and large population studies are now possible which will better identify the benefits of the 
higher-resolution retinal imaging. The addition of HAO to an imaging system can significantly 
increase the price and complexity. The topics in this thesis concern computational methods to 
complement or even replace the need for HAO.  
2.3 Interferometric synthetic aperture microscopy and computational adaptive optics 
In this section, the necessary theory behind ISAM and CAO will be discussed. The theory 
involved builds off of the previous equations and discussions given in Section 2.1.1. 
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2.3.1 Interferometric synthetic aperture microscopy (ISAM) 
Interferometric synthetic aperture microscopy describes an efficient manner in which to compute 
a solution to the inverse scattering problem for OCT [10, 61-64]. Recalling from Section 2.1.1, 
traditional OCT processing assumes a low NA imaging system and makes simplifications to 
Eq. (2.2) in an attempt to recover the scattering potential, ( , , )x y z . Far from the focus or with 
high NAs, though, this approximation no longer holds, and the quality of the simplified OCT 
processing deteriorates. This degradation is shown in Figure 2.3. Here, imaging with a low-NA 
beam (~0.06) and a high-NA beam (~0.1) is shown. Imaging was performed with a SD-OCT 
system with central wavelength at 1,300 nm as described later in Section 3.1.1. By plotting traces 
through select point scatterers near the focus in each case, the transverse resolution could be 
measured as 10.95 µm and 6.71 µm FWHM (15.18 µm and 9.30 µm 1/e
2
) for the low-NA and 
high-NA configurations respectively. This closely matches the theoretical FWHM from 
Eq. (1.1). From here, it can be seen that the high-NA imaging configuration has improved 
transverse resolution, but a narrower DOF as calculated from Eq. (1.2). Therefore, for standard 
OCT processing as described in Section 2.1.1, for these imaging setups, and especially for the 
high-NA setup, only a small range of depths would achieve high transverse resolution. The 
depths and DOF in Figure 2.3 are corrected for refractive index assuming 1.44.n   
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Figure 2.3 - Low versus high NA imaging. At higher NAs, although the transverse resolution improves, the 
DOF narrows. This results in only a small region in the tomogram where high-resolution imaging is achieved. 
This DOF limitation can be overcome with ISAM by obtaining a better inversion of Eq. (2.1). To 
obtain a more exact reconstruction, ISAM computes ( , , )x y z  via a Fourier-domain coordinate 
warping. Beginning with Eq. (2.1), consider warping the k -dimension such that 
2 2 21 / 2) / 2( ( )
2
z x ykk q q    . After such a warping, one obtains the following: 
 ( , , ) ( , , ) ( , , )x y F x y z x y zS q q k H q q k q q k      (2.6) 
Here, one finds that the measured signal 'S  is now the desired scattering potential,  , convolved 
with a point-spread function, H . This results in spatially-invariant resolution throughout the 
volume of data where the transverse resolution depends on the NA of the optical system (the 
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Gaussian beam), and the axial resolution still depends primarily on the bandwidth of the source 
[Eq. (2.3)]. 
Similar to ISAM, another technique named Holoscopy [65, 66] provides a solution to the inverse 
problem for full-field OCT. This solution is equivalent to the full-field ISAM solution [67, 68] 
except for a bulk refocusing term which compensates for the fact that the Holoscopy setup does 
not image the sample onto the camera with a lens. Another approach for correcting defocus 
without knowledge of the optical system (the forward model) is digital adaptive optics (DAO) 
and is introduced later in Section 2.3.4. 
2.3.2 Computational adaptive optics (CAO) 
As discussed in the previous section, provided a few assumptions, ISAM can efficiently 
reconstruct the scattering potential,  , from the measured field in OCT. One main assumption is 
that of imaging with a Gaussian beam. For moderate NAs (< 0.1), this has been shown to be a 
good approximation [63] but, for higher-NA systems, optical aberrations can result in a 
non-Gaussian beam. To compensate for the optical aberrations, an additional technique named 
computational adaptive optics (CAO) was developed [12, 69]. 
Given the complex field from either OCT or ISAM processing, CAO can be applied using the 
simplified inverse process as given below.  
 
1 1
AC OCT ref.( , , ) ( , , , , ,z ) ( , ){ { } }f x yx y z S x y z H q qS z k
   (2.7) 
Here, OCTS  is the original aberrated data, H  is the Fourier-domain phase-only filter which 
caused the aberrations, and ACS  is the aberration-corrected data. Notice that the phase-only filter 
is provided in all three dimensions, , ,x yq q k . This means that the Fourier transforms involved are 
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also three-dimensional. Furthermore, in general, a single filter, H , will only correct aberrations 
present at a single depth. To correct the volumetric data, separate filters must be calculated and 
applied to each depth. This process is too computationally complex for practical 
implementations. Instead, the following process is used in this thesis: 
 
1 1
AC 0 OCT ref. 0( , , ) ( , , z ) (, , ),{ { } }f x yx y z S x yS z Hz q q
   (2.8) 
Here, the Fourier-transform and phase filter are only in two dimensions, and thus is much less 
computationally complex than Eq. (2.7). A flowchart of this process is shown in Figure 2.4. This 
procedure also needs to be performed for each depth, 0z .  
 
Figure 2.4 - A flowchart of 2-D CAO processing from an OCT or ISAM volume. Beginning with a full 
tomogram, one en face plane is extracted at a time and a 2-D phase filter is applied in the Fourier domain. 
The simplification from Eq. (2.7) to Eq. (2.8), though, requires an additional assumption 
regarding the data. It assumes that the aberrated point-spread function can be captured in a single 
en face plane. For defocused PSFs, this is true as long as one is not too far from the focus. For 
aberrated PSFs, it strongly depends on the aberration. This approximation has been discussed 
elsewhere as well [12, 70]. 
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2.3.3 ISAM and CAO as complex-valued deconvolutions 
The discussion above describes CAO as an addition to ISAM to correct for any imperfections 
resulting from non-Gaussian beam propagation. This gives the appearance that defocus is in 
some way different than optical aberrations. In reality, though, defocus can be viewed as an 
optical aberration. This is achieved by considering ISAM and CAO as techniques to remove 
deviations from a perfect pencil beam - a beam with constant shape and width. From this view, 
defocus is also seen as an aberration to be corrected. In addition, just as the fast Fourier 
transform (FFT) is an efficient implementation of the discrete Fourier transform (DFT), ISAM is 
an efficient implementation of defocus correction which returns a Gaussian beam to a perfect 
pencil beam. 
This efficient implementation, as previously discussed, utilizes a Fourier-domain coordinate 
warping which removes defocus from a Gaussian beam in a single step. Equivalently, ISAM 
could be performed by many sequential 3-D complex-valued deconvolutions, one for each 
depth [65]. This is the same way that CAO corrects for optical aberrations with 
3-D complex-valued deconvolutions as given in Eq. (2.7). For defocus, let 
2 2 2
02, , )( x y
iz k q q
x y k eq qH
 
 where 0z  is the distance from the optical focus. Thus, although the 
implementations of ISAM and CAO are very different, for the purposes of stability, they can be 
viewed under a common framework. As a result, throughout the rest of this thesis, ISAM and 
CAO will be referred to as simply defocus or aberration correction unless the specific 
implementation becomes important as in Section 6.1. 
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2.3.4 Measuring the optical aberrations 
In order to computationally correct optical aberrations, one must measure the aberrations of the 
system. In Eq. (2.7) and Eq. (2.8), the aberrations are represented by the phase-only filter H . In 
HAO, aberrations are measured with a wavefront sensor and applied to the deformable mirror. In 
this process, the aberrated wavefront is often projected onto a family of functions named Zernike 
polynomials [71]. These functions are chosen because of their specific relationship to common 
aberrations such as defocus, astigmatism, coma, spherical aberration, etc. Therefore, the bulk of 
aberration correction can be performed with only the first few low-order coefficients. 
In previous CAO work, these low-order coefficients were found manually or sometimes aided 
with imaging metrics [12]. Although effective, these techniques become impractical for 
volumetric datasets, or for data with large amounts of unknown aberrations. A technique named 
digital adaptive optics (DAO) has also been developed to automatically find the low-order 
optical aberrations or the amount of defocus present in the en face plane [70, 72]. DAO was 
based on previous work in digital holographic microscopy, and simulates imaging the sample 
through a lens-let array in the same way a Shack-Hartman wavefront sensor operates, and is 
limited in the order of aberrations it can detect. An implementation of this technique is described 
in Section 7.3. 
Both of the above techniques (manual tuning, image metrics of DAO) are good for determining 
low-order wavefront error, but the higher-order errors can still significantly impact the resulting 
image. A final technique named guide-star-based CAO (GS-CAO) was developed to fine-tune 
the aberration correction once the bulk aberrations were determined and corrected. 
Guide-star-based CAO mimics techniques first developed in astronomy to measure optical 
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aberrations [50, 51]. In astronomy, a point source is measured (either a star or an artificial guide 
star such as a laser focused high in the atmosphere) and the PSF can be measured to determine 
the wavefront error. In OCT, GS-CAO utilized naturally occurring point sources as guide stars to 
measure the wavefront error [69]. A flowchart of the GS-CAO processing steps is shown in 
Figure 2.5. One begins with an en face plane and windows two regions around the candidate 
guide star - one a large window to capture the entire PSF, and the second to define the desired 
size and shape of the final PSF. Performing 2-D Fourier transforms and looking at the phase 
difference between the measured and desired wavefront, the wavefront error can be determined. 
The phase filter is then applied to the 2-D Fourier transform of the full en face plane in the same 
way as shown in Figure 2.4. This process is then iterated until the wavefront error is at an 
acceptable level. This typically happens after ~5 iterations. 
 
Figure 2.5 - A flowchart of the GS-CAO processing steps. Begnning with a single en face plane, the full 
extent of a guide star is windowed in addition to a small window which represents the targeted size and 
shape. An iterative approach corrects for high-order aberrations. 
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3 SPECTRAL DOMAIN AND EN FACE OCT/OCM 
SYSTEMS 
Throughout this thesis, the wide applicability of the presented techniques will be demonstrated 
on a number of OCT systems. This chapter is dedicated to outlining the design and specifications 
for each system. The sections are separated into benchtop SD-OCT/optical coherence 
microscopy (OCM) systems, portable a (handheld) SD-OCT system, a benchtop en face OCT 
system, and finally an OCT/ISAM simulation.  
Common to all of the SD-OCT systems used in this thesis was the fiber-based Michelson 
interferometer which is depicted in Figure 3.1. The schematic begins with an SLD characterized 
by the central wavelength, λ0, and bandwidth defined at the full width half max, Δλ. The SLD 
was coupled into a 50/50 fiber coupler which split the light into sample and reference arms. Each 
arm contained polarization controllers (FPC-1, FiberControl or FPC020, Thorlabs, Inc.) which 
used stress-induced birefringence to control the polarization state of the light traveling in the 
fiber. This was important to ensure the light returning from the sample and reference arms was 
close to the same polarization which maximized interference. They also assisted in maximizing 
the diffraction efficiency of the spectrometer. The sample arm fiber connected to varying types 
of optics depending on the application. The specific sample arms are described in the following 
sections. The reference arm collimated the light and reflected back into the fiber after passing 
through a fixed amount of free-space and dispersion compensation plates. The dispersion 
compensation plates consisted of varying amounts of BK-7 to account for most of the second- 
and third-order dispersion present in the sample-arm optics. Any additional dispersion was 
corrected in software [73]. 
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Figure 3.1 - Michelson interferometer. This is the basic fiber-based Michelson interferometer setup used 
for all the SD-OCT systems used in this thesis. 
The light reflected from the sample and reference arms was recombined in the 50/50 coupler and 
collected by the spectrometer. Depending on the system wavelengths and speed requirements, 
various spectrometers were used, but at its core the spectrometer consisted of a collimating lens, 
diffraction grating, focusing lens, and a line-scan camera. The spectra from the spectrometer 
were transferred to a computer via a camera link interface and frame grabber card and 
synchronized with any scanning optics present in the sample arm as will be described in more 
detail in the following sections.  
3.1 Benchtop SD-OCT/OCM systems 
The benchtop systems used in this thesis were defined as systems which operated on a floating 
optical table. A floating table provided a more stable imaging system and removed many 
environmental vibrations which would otherwise be coupled into the system. In addition, all the 
components including the sample arm and fibers were secured in place such that movement was 
minimized. The samples were also typically placed on a 3-axis stage ensuring minimal 
movement and precise alignment. As such, these systems were expected to be the most stable 
and provide the most reliable measurements.  
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3.1.1 1,300 nm SD-OCT benchtop system 
The first benchtop system operated with an SLD characterized by λ0 = 1,300 nm with sample 
arms depicted in Figure 3.2. For different experiments, this system was operated with two 
different SLDs. The first SLD (Praevium Research, Inc.) had Δλ = 105 nm and a calculated 
FWHM axial resolution [Eq. (2.3)] of 7.1 µm. This source was used in Section 6.1 - Section 6.4. 
The second source (LS2000B, Thorlabs, Inc.) had Δλ = 170 nm and a calculated FWHM axial 
resolutions from Eq. (2.3) of 4.4 µm. This source was used in Chapter 4, Chapter 5, Chapter 8, 
and Section 7.6. Along with the two SLDs, two custom ordered spectrometers (BaySpec, Inc.) 
with InGaAs line-scan cameras (SU-LDH2, Goodrich) with 2048 pixels were used to match the 
bandwidth of the respective sources. The image depth range using the Preavium source was 
2.8 mm (optical) and with the LS2000B was 2.2 mm (optical). The beam was raster scanned 
along the fast-scanning and slow-scanning axes over the sample. Customized driving waveforms 
(85% linear, 15% fly-back) for the x-y galvanometer pair (SCANcube® 7, SCANLAB) were 
generated by a data acquisition (DAQ) board (NI-PCIe-6353, National Instruments), which also 
generated a control signal to synchronize the scanning with the acquisition from the InGaAs 
line-scan camera which was interfaced through an image acquisition board (NI-PCIe-1427, 
National Instruments). Depending on the experiment, the camera was operated at different 
speeds (maximum of 91,912 lines/s). 
The actual axial resolutions may vary according to imperfections in the spectrometer, optical 
setup, or shape of the source spectra as discussed previously in Section 2.1.1. For the SLD from 
Praevium Research, Inc., gradual intensity variations across the spectrum were present. The 
spectrum was well matched with the spectrometer and was not clipped. For the SLD LS2000B, 
Thorlabs, Inc., the source was a combination of two narrower SLDs. In total, a large dip in the 
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center, possibly falling below 3 dB, existed. In addition, the source spectrum was shifted relative 
to the designed central wavelength of the spectrometer. Therefore the measured spectrum was 
clipped. To prevent artifacts, the side on which the spectrum was clipped was filtered with a 
Tukey filter. 
 
Figure 3.2 - Sample arm schematics for the benchtop 1,300 nm system. (a) A traditional sample arm 
consisting of a collimating lens, galvanometer steering mirrors, and an objective lens. (b) The same sample 
arm but with an additional speckle-tracking subsystem. 
The optics in the sample arm changed between the two configurations depicted in Figure 3.2. 
Figure 3.2(a) presents a typical SD-OCT setup where the light from the fiber interferometer 
(Figure 3.1) was collimated with a single lens, fC = 30 mm (AC254-030-C, Thorlabs), steered 
with the pair of galvanometer scanners, and focused onto the sample using a single lens, 
fO = 30 mm (AC254-030-C, Thorlabs). The resulting numerical aperture (NA) was 0.1 (1/e
2
), a 
spot size of 8.9 µm (1/e
2
) incident on the sample, and a Rayleigh length of 50 µm in air.  
Figure 3.2(b) presents the SD-OCT sample arm with the additional motion tracking optics as was 
used in Section 8.2 - Section 8.4. In this setup, the OCT system operated with the parameters 
provided above except that the objective was changed to a lens with fO = 40 mm (AC254-040-C, 
Thorlabs, Inc.) resulting in a reduced NA of 0.075 (1/e
2
), and spot size of 11.9 µm (1/e
2
). The 
speckle-tracking subsystem used a green (532 nm) laser (DJ532-10, Thorlabs, Inc.) which 
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illuminated a small (~2 mm) region of the tissue via a dichroic beam splitter in the sample arm 
positioned between the sample and the objective lens. Although not ideal, this configuration was 
convenient to demonstrate the technique. As a result, astigmatism was introduced when the OCT 
sample light was focused through the dichroic plate. The reflected green light from the sample 
was imaged via a 40 mm focal length doublet (AC254-040-C, Thorlabs, Inc.) and a multi-
element objective (PH6x8-II, Cannon) onto an 8.8 megapixel CCD USB3 camera (FL3-U3-
88S2C-C, PointGrey). Before the multi-element objective, an iris was placed to control the NA 
of the system. The NA was adjusted until the average speckle size was slightly larger than a 
single pixel. A smaller NA was desirable to increase the oversampling of each speckle pattern, 
but the low intensity of light incident on the camera was the limiting factor. With a better 
dichroic mirror and properly coated optics, power should not be the limiting factor. The actual 
speckle image took up a small area on the CCD (approximately 150 x 250 pixels
2
), and an even 
smaller subset was used for tracking (100 x 100 pixels
2
). The subsystem was synchronized with 
the SD-OCT system using an external trigger cable (ACC-01-3000, PointGrey). Although the 
camera was capable of capturing video at 60 frames-per-second (FPS), due to limitations of the 
camera firmware, it was only capable of externally triggering at 28 FPS. The camera was 
operated with an exposure time of (8.6 ms). 
The software for data acquisition and graphical user interface was developed in LabVIEW and 
the data was processed in real-time through dynamic link library (DLL) function calls 
implemented in C (Microsoft Visual Studio 2008 environment). A computer with an Intel Core 
i7 processor (975 @ 3.3 GHz, 12 GB DDR3 RAM) was used for running the system and the 
compute unified device architecture (CUDA) extension v4.1 from NVIDIA was used for GPU 
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kernel calls on the NVIDIA GeForce GTX 580 GPU.  This provided both real-time OCT and 
ISAM processing (Section 6.2). 
3.1.2 800 nm SD-OCM benchtop system 
The second benchtop system used in this thesis is a SD-OCM setup as depicted in Figure 3.3. 
This system used an SLD (T-860-HP, Superlum) characterized by λ0 = 860 nm and Δλ = 140 nm 
(FWHM) which provided a theoretical axial resolution using Eq. (2.3) of 2.3 µm (FWHM) in air. 
Due to restrictions of the spectrometer, though, the measured bandwidth was Δλ = 80 nm 
(FWHM) providing a theoretical axial resolution of 4.1 µm (FWHM) in air. The light from the 
interferometer was collimated with a single lens of fC = 11 mm and was incident on a pair of 
galvanometer steering mirrors (Cambridge Technology). The pivot from the scanning mirrors 
was imaged to an objective lens with a correction collar and an NA of 0.6 (LUCPLFLN40X, 
Olympus) using a scan lens (fS = 75 mm), and tube lens (U-TLUIR, Olympus) with fT = 180 mm. 
The measured transverse resolution was 1.1 µm (FWHM) and Rayleigh length was 2.4 µm 
(FWHM) in air. The spectrometer (Bayspec, Inc.) used a 4096 pixel line-scan camera 
(spL4096-140km, Basler) and was synchronized to the scanning mirrors using a camera link card 
(NI-PCIe 1427, National Instruments) and data acquisition card (NI-PCIe-6353, National 
Instruments).  
For this system, the central wavelength of the source and spectrometer were well matched 
resulting in no clipping of the spectrum. The source was a combination of three SLDs which 
resulted in two small dips along the spectrum. The alignment of the spectrometer, though, 
resulted in poor imaging far from zero optical path difference (poor roll-off). This was due to an 
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inability of Bayspec, Inc. to design and align a spectrometer with such a broad bandwidth. This 
should not have affected the axial resolution. 
 
Figure 3.3 - Schematic of 800 nm SD-OCM system. The telescope expands the beam to fill the 
back-aperture of the objective lens and the inverted setup enables clean imaging of soft tissues. 
Using the same base LabVIEW program as in Section 3.1.1, LabVIEW was used for a front-end 
interface and processing was performed via DLL calls to CUDA code running on an NVIDIA 
GeForce GTX 580 GPU. The same customized scanning waveforms were also used (85% linear, 
15% fly-back). Due to the larger number of pixels on the line-scan camera, though, real-time 
ISAM was not possible. Instead, to assist in acquiring stable data, both the amplitude and phase 
of a select en face plane were displayed in real time. Finally, an inverted microscope 
configuration was used and ex vivo samples were placed on a coverslip to provide a reliable, 
clean, and flat surface for imaging.  
This system was used in Section 5.3. 
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3.2 Portable SD-OCT system 
In this thesis, a portable SD-OCT system was investigated. This system was expected to be 
noticeably less stable than the benchtop counterparts. Several factors contributed to instability. 
First, a floating optical bench was not used. Instead, all components (light source, interferometer, 
spectrometer, processing computer, scanning mirror drivers, etc.) were housed in a single cart. 
Thus, any vibrations from the room, or moving parts from the system components such as 
cooling fans, can be coupled into the system. Another important component which introduced 
instabilities was the handheld probe. In the benchtop systems described in Section 3.1, the 
scanning optics and sample were fixed to the floating table. For the portable system considered 
here, the scanning optics was housed in a handheld probe and the sample was free to move 
(although possibly resting on a surface to help with stability). As a result, the operator and 
sample of interest both introduced large instabilities in the data. The quantitative stability 
measurements were thus expected to be lower than with the benchtop systems. 
This system used an SLD (T-860HP, Superlum) which provided λ0 = 860 nm, Δλ = 135 nm 
(FWHM), and 12 mW of total power. From Eq. (2.3), the calculated axial resolution in air was 
2.4 µm (FWHM). The spectrometer used was used a 4096 pixel line-scan camera 
(spl4096-140km, Basler) mounted on a custom fabricated base (Wasatch Photonics). In the 
sample beam path, as shown in Figure 3.4, the beam was collimated with fC = 11.07 mm 
(F22APC-780, Thorlabs, Inc.), steered with a four-quadrant scanning MEMS device 
(AdvancedMEMS), and focused on the sample using fO = 50 mm (AC127-050-B, Thorlabs, Inc.) 
resulting in a theoretical (and measured) transverse resolution of 15 µm from Eq. (1.1) and a 
fiber NA of 0.13. In addition to the OCT sample arm path, a dichroic cold mirror was used 
(FM03, Thorlabs, Inc.) to redirect visible light through two, 19 mm focal length lenses 
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(AC127-019-A, Thorlabs, Inc.) to a 2-D color CCD camera (MU9PC-MH, XIMEA). This 
camera obtained a surface image simultaneously with the OCT tomogram. OCT processing was 
performed on a GPU through CUDA as with the same specifications as the 1,300 nm system 
used in Section 3.1.1. With an integration time of 30 µs, the signal-to-noise (SNR) was measured 
to be 105 dB and the spectrometer obtained a measured roll-off of 2.6 dB at 1 mm, and 5.3 dB at 
2 mm.   
This system was used in Section 5.5. 
 
Figure 3.4 - Schematic of primary care handheld probe. The compact design of the probe used a MEMs 
steering mirror and smaller 0.5 inch optics. The NA is relatively low. It connects to a Michelson 
interferometer which is housed in a portable cart. 
3.3 Ophthalmic en face and SD-OCT system 
The last experimental setup to be used in this thesis was a combined en face and SD-OCT system 
for ophthalmic imaging, specifically the retina. The en face OCT system allowed for high-speed 
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acquisition of en face sections of the retina while the SD-OCT system provided simultaneous 
cross-sectional imaging. 
3.3.1 Ophthalmic en face OCT system 
First, the en face OCT system is described. As previously explained in Section 2.1.2, an en face 
OCT system relies on a different detection scheme than SD-OCT. In en face OCT, interference 
fringes are measured as a function of time. Thus, photodiodes are commonly employed as 
opposed to spectrometers.  
Another large difference is the choice of interferometer. The system used in this thesis does not 
use a traditional Michelson interferometer as in the previous SD-OCT systems. The 
interferometer design is shown in Figure 3.5. This design choice was made so that a balanced 
detection scheme could be used. An SLD (T-860-HP, Superlum) with λ0 = 860 nm and 
Δλ = 140 nm (the same as was used in the SD-OCM setup from Section 3.1.2) was used for the 
light source providing a theoretical axial resolution using Eq. (2.3) of 2.3 µm (FWHM) in air. 
The source was coupled into a 90/10 fiber coupler. To the reference arm, 90% of the light was 
routed. The light is collimated (HPUCO-23A-800-S-11AS-SP, OZ Optics), and passed through 
two acoustic optic modulators (AOMs) (1205C, Isomet) before being coupled back into another 
fiber patch cable with an identical collimator (HPUCO-23A-800-S-11AS-SP, OZ Optics). The 
first AOM shifted the light by 80 MHz while the second AOM shifted the light in the opposite 
direction by approximately 81 MHz. This resulted in a final frequency shift of approximately 
1 MHz when compared to the sample arm light. Both the sample and reference arms were then 
interfered in a 50/50 fiber coupler and routed to a balanced photodiode unit (2051-FC, Newport, 
Inc.). Similar to the SD-OCT/OCM interferometers, BK-7 dispersion compensation plates are 
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also used in the reference arm to compensate for the sample arm optics. In addition, the length of 
the reference arm fiber patch cable was cut and re-fused to match the length of the 90/10 fiber 
coupler. This would be required for any coupler used as the lengths of the fiber leads vary. 
 
Figure 3.5 - Schematic of ophthalmic en face OCT interferometer. Instead of a Michelson interferometer, 
the en face OCT system uses this interferometer. Advantages include a single-pass reference arm which 
reduced power loss through the AOMs, and a balanced detection. 
A schematic of the sample arm is depicted in Figure 3.6. Due to the high power out of the 
SLD (17.5 mW), 10% of the light was routed to the eye. Light exiting the fiber in the sample arm 
was collimated with a 15 mm focal length lens (AC050-015-B, Thorlabs, Inc.), reduced in size 
with a reflective beam compressor (RBC) (BE02R, Thorlabs, Inc.), passed through a crystal for 
dispersion compensation identical to the ones used in the AOMs in the reference arm, and was 
incident on a 4 kHz resonant scanner (SC-30, EOPC).  
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Figure 3.6 - Schematic of en face OCT sample arm. This connects to the interferometer in Figure 3.5 and 
consists of a high-speed resonant scanner for fast-axis scanning and galvanometer steering mirrors for 
slow-axis scanning. RDC: Reflective beam compressor, DC: Dispersion compensation. 
The crystal was necessary because the crystals in the two AOMs present in the reference arm 
produced a large amount of dispersion. This crystal was the same as was used in the AOMs. It 
was a slightly defective crystal originally manufactured for the 1205C AOM, Isomet and kindly 
given free of any charge. Thus, a double-pass through this crystal exactly matched the dispersion 
introduced by the two AOMs in the reference arm. The resonant scanner provided scanning 
along the fast-scan axis. The angle of the light incident on the resonant scanner was minimized to 
avoid clipping of the optical beam. The beam was then expanded 2.5x via a 4-f system using 
100 mm (AC254-100-B, Thorlabs, Inc.) and 250 mm (AC254-250-B, Thorlabs, Inc.) focal length 
lenses, reflected off a dichroic mirror, and incident on a pair of galvanometer scanners (PS2-07, 
Cambridge Technology). The 4-f system also relayed the pivot point from the resonant scanner 
to the galvanometer scanners. These scanners were used to scan along the slow axis. Along that 
path, the beam was deflected off a dichroic mirror (DMLP900, Thorlabs, Inc.) which, at 45°, 
reflects light below 900 nm and transmits light above 900 nm. This was the input port for the 
SD-OCT system described in the next section. Due to the configuration of the resonant scanner, 
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the fast axis was not orthogonal to either galvanometer scanner, and thus both were used to scan 
orthogonal to the fast axis (scanning axis was 11º off horizontal scanning which is seen in 
Section 7.5). Finally, the beam was expanded 1.33x and relayed the pivot from the galvanometer 
steering mirrors to the anterior segment of the eye via a second 4-f system using 60 mm (AC254-
060-B, Thorlabs, Inc.) and 80 mm (AC254-080-B, Thorlabs, Inc.) focal length lenses. The beam 
incident on the eye was calculated to be approximately 7 mm in diameter. This beam size was 
large enough to produce high-resolution images, but small enough to enable imaging without 
pharmacological eye dilation. Imaging was performed in a dark room to allow for natural pupil 
dilation. The participant’s head was placed on a chin and forehead rest which allowed for 3-axis 
position adjustments. The ANSI Standards [74] dictate that, at the beam size used, power 
incident on the eye should be kept below approximately 1 mW. After the sample arm optics, 
700 µW is incident on the eye. The use of a 90/10 fiber coupler was also useful because 90% of 
the light collected in the sample arm fiber was then able to be routed to the detector. Fiber-based 
polarization controllers were also used in the sample and reference arms. 
The eye was aligned with a custom-built chin rest which provided a 3 degree-of-freedom 
alignment. Two linear translation stages (Thorlabs, PT1) were used for lateral alignment while a 
stage similar to 281 Lab Jack from Newport, Inc. was used for axial alignment. 
This system was used in Section 7.4 and Section 7.5. 
3.3.2 Ophthalmic SD-OCT system 
Combined with the en face OCT system described in the previous section was a SD-OCT system 
that allowed for simultaneous en face and cross-sectional imaging of the retina. The SD-OCT 
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system assisted in subject alignment and ensured that the en face sections taken with the en face 
OCT system were from the desired retinal layers. 
The interferometer used was a Michelson interferometer as depicted in Figure 3.1. The light 
source was an SLD (Superlum, Pilot-2) with λ0
 
=
 
940 nm and Δλ = 70 nm resulting in a 
calculated axial resolution of 5.6 µm (FWHM) in air from Eq. (2.3). The spectrometer used was 
custom-built using a 60 mm collimating lens (AC254-060-B), 1,200 groves/mm grating, with 
blaze angle of 32.7º and central wavelength of 900 nm (Richardson Gratings), and 75 mm 
focusing lens (AC254-075-B). The camera used was a 4096 pixel line-scan camera (spL4096-
140km, Basler, Inc.).  
The sample arm is depicted in Figure 3.7. The dichroic mirror, galvanometer steering mirrors, 
and telescope were shared with the en face OCT system described in the previous section. 
Unique to the SD-OCT system was the collimating lens pair which utilized a plano-convex lens 
and a concave lens to achieve a smaller beam than used in the en face OCT system. The 
combined lenses provided an effective focal length of approximately fC = 7.5 mm. The use of a 
smaller beam allowed for a simpler alignment and a lower NA which allowed for a larger DOF. 
35 
 
 
Figure 3.7 - Schematic of SD-OCT sample arm. This sample arm is shared with the en face OCT sample 
arm. They are combined at the DM. DM: Dichroic mirror. 
Acquisition of the SD-OCT data (National Instruments, NI-PCIe-1427) was synchronized so that 
one B-scan corresponded to a single frame of the en face OCT system. The SD- and en face OCT 
beams were aligned collinear to each other so that SD-OCT frame was spatially located along the 
center of the en face OCT frame. 
This system was used in conjunction with the en face OCT system and was thus utilized in the 
same sections: Section 7.4 and Section 7.5. 
3.4 SD-OCT simulation 
The OCT simulation used in this thesis was based around the first Born approximation and wave 
propagation. Beginning at the fiber tip, a Gaussian beam was numerically calculated utilizing the 
specified wavelengths (1,230 - 1,370 nm) and the 1/e
2
 mode field diameter (8.9 µm). Supposing 
that the Gaussian beam was perfectly imaged to the focus inside the sample, the beam was 
copied to the focal position. For each wavelength, the beam was then numerically propagated to 
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the specified point scatterer using the propagation kernel 0exp( )zik z  where 
2 2 2
z x yk qk q   , 
k was the wavenumber of a particular wavelength of light and z0  was the distance propagated in 
the axial dimension. At the plane of the point scatterer, the field was scaled by the scattering 
potential (1 where the point is, and 0 everywhere else) then propagated back to the focus. The 
beam at the focus was then copied back to the fiber core (again assuming a perfect imaging 
system) and summed in the complex field to determine the amplitude and phase of the light 
propagating in the fiber. Interference was then simulated by adding  ref.exp ikz  to the field in the 
fiber where ref.z  was the position of the reference arm with respect to the focus. Detection was 
finally simulated by instantaneously taking the magnitude of the field at each wavelength. 
Standard processing for OCT (except k-linearization since the field was simulated linear in k) 
and ISAM was then used. 
In the simulations, specific wavelengths and transverse resolution (the mode field diameter of the 
fiber) were required to be defined. The simulation was set up to simulate the first 1,300 nm 
benchtop system (NA: 0.1) described in Section 3.1.1. To validate the simulation, the output was 
compared to the experimental setup. The results are shown in Figure 3.8. The optical focus of the 
OCT system was placed deep into a tissue-mimicking phantom consisting of sub-resolution 
titanium (IV) oxide particles (< 5 µm) in a polydimethylsiloxane (PDMS)-silicone substrate. An 
en face plane above the focus was chosen to exhibit a noticeable amount of defocus as seen in 
the bottom left of Figure 3.8. After the ISAM reconstruction, the scatterers return to point-like 
structures (bottom right of Figure 3.8). The peak locations and relative intensities from each of 
these points were then used as the input to the OCT simulation. The configuration of the optical 
focus with respect to the particles was chosen to exhibit the same amount of defocus. The 
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simulation results can be seen in the top row of Figure 3.8. Excellent agreement with experiment 
(even down to interference fringes) can be seen. The main difference was in the concentric rings 
seen in the experimental data while the simulations showed a Gaussian profile. This can be 
attributed to spherical aberration present in the experimental setup [75] but which was not 
simulated. 
 
Figure 3.8 - Experimental validation of OCT simulation. The OCT simulation (top row) very closely 
matches experimental imaging of sub-resolution scatterers (bottom row). The scale bars represent 50 µm.  
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4 STABILITY REQUIREMENTS FOR COMPUTED 
OPTICAL INTERFEROMETRIC TOMOGRAPHY 
From Section 2.3, it is understood that defocus and aberration correction rely heavily on the 
retrieved phase of scattered light as acquired in OCT. At optical wavelengths (in this thesis 
anywhere from 700 nm to 1,300 nm), the phase of scattered light becomes very sensitive to 
motion. Access to the phase and utilization of the phase is well understood among coherent 
imaging modalities and is often utilized to measure sub-wavelength, and even near nanometer 
scale, displacements [76-78].  
At the same time, though, this sensitivity to motion can be detrimental to aberration correction. 
This chapter is dedicated to providing an analysis through theory, simulations, and experiments 
of the effects of motion on aberration correction. 
4.1 Motion model for OCT 
The theory and models introduced in Sections 2.1.1 and 2.3 represented the measured signals in 
the Fourier domain ( , ,x yq q k  ). This notion was convenient for compactness. In experimental 
systems, though, the signal is not measured directly in the Fourier domain. Instead, for scanned 
systems, the measured signal is ( , , )S x y k  where the spatial coordinates x  and y  are measured 
as functions of time. In this chapter, the focus is on analyzing the impact of bulk sample motion, 
galvanometer jitter, and reference arm fluctuations on defocus correction. Therefore, one must 
consider the time dependency in the models. It is first shown that for the considered types of 
motion (and even for more generalized motion), the first Born approximation model remains 
linear in the scattering potential. To demonstrate this, let the following 
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be the signal measured from a point-scanned SD-OCT system (extended from [79]) where  is 
the scattering potential of the object, sx  and sy  represent the transverse scanning positions, g  is 
the 3-D complex optical field, and the tilde is used to reinforce that OCTS  is a function of 
(x, y,k) . Since OCTS  is measured over time, then sx , sy  and ref.z  are actually functions of time. 
For a raster-scanned system with no undesired fluctuations,  
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where fastv  is the velocity of the beam along the fast axis, fastt  is the length of time it takes to 
scan a single fast-axis frame, slowv  is the velocity of the beam along the slow axis,    is the floor 
operator, and 0z  is a fixed value. Bulk motion of the sample, improper beam scanning, or 
fluctuations in the reference arm can be modeled as time-varying fluctuations added to sx , sy  
and ref.z .  
In general, one is not restricted to a raster-scan pattern (measuring OCTS  as a function of  sx , 
and sy ), and many different scan patterns exist. Each scan pattern, though, provides certain 
advantages and disadvantages, and the raster pattern chosen in this thesis was the result of these 
tradeoffs. First, consider a modified raster-scan pattern where data is acquired both on the 
forward and backward scan. By scanning in this fashion, the effective scan speed of the system 
would increase as less time would be required for the galvanometer scanners to stabilize. Exact 
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triggering and slight non-linear differences between the forward and backward sweeps, though, 
make this pattern difficult to achieve. 
Another possibility is a spiral scan pattern where each galvanometer scanner is driven with a 
sinusoidal waveform increasing in amplitude, and 180 degrees out of phase of each other. In this 
configuration, data would be acquired in cylindrical coordinates: 
OCT s s ref.( , , z ,z , )fS k  . By 
using sinusoidal waveforms, more reliable galvanometer operation is possible, though sampling 
becomes a problem. In this pattern spatial sampling is non-uniform when viewed from a 
rectangular grid. This is because loops along the outer edge are more coarsely sampled when 
compared to the central loops. Interpolation to a rectangular grid is possible (as is done for 
catheter-based imaging systems), though this would be prone to interpolation errors and 
time-consuming. Errors caused by the non-uniform sampling would possibly outweigh any 
benefits of this scan pattern. 
Now consider a fluctuating reference arm or equivalently, small axial motion of the sample. This 
can be modeled as ref. 0( ) ( )zz t z f t   for some function ( )zf t . As seen from Eq. (4.1), this will 
affect the measured signal in two ways. First, the object and the optical beam waist appear to 
move together since ref.z  appears in both   and g . This will produce fluctuations in the 
amplitude and phase of the measured signal which vary only as rapidly as the object and beam 
structures. The second influence of a time-varying reference arm directly influences the phase 
through the  ref.2 (ex )p i k z z  term. This term can produce very rapid fluctuations in the phase 
and only depends on the wavelengths of light used. This is why many techniques in OCT/phase 
imaging can measure very small displacements in the axial dimension [80-82]. 
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Alternatively, motion along the transverse dimension and/or jitter in the beam scanners can be 
modeled as arbitrary functions of time,  fast fast fast/) ( )(s xt t t t f tx t v      and 
slow fast/( ( ))s yy t v t t f t   . When measuring a flat sample, motion introduced in this manner 
only affects the measured signal through   and g . Thus, the effect of transverse motion on the 
final data depends only on the object structure and the shape of the imaging beam. For a 
moderate NA Gaussian beam (0.1 - 0.2), the transverse resolution is much greater than the 
wavelength of light. This suggests that motion along the transverse dimension at these NAs is 
much less significant than axial motion. As the NA of the imaging system increases, the structure 
of g  along the transverse dimensions scales inversely proportional and approaches the 
wavelength of light. Thus, at high NAs, the sensitivity to motion along the transverse dimension 
can become comparable to the axial dimension. 
Finally, Eq. (4.1) shows that even with bulk sample motion, reference arm fluctuations, and 
galvanometer jitter, the measured signal (assuming a single scattered, first Born model) is still 
linear in the scattering potential,  . As a result, the simulations and experiments performed in 
the rest of this article will focus on point scatterers. Note, though, that the measured signal is 
non-linear with respect to the motion functions , ,x y zf f f  since, for example, 
0 1 2 0 1 0 2( , , ) ( , , ) ( , , )x y z z f f x y z z f x y z z f        . This is even when assuming a 
linear scattering model. Thus, characterizing the impulse response will not suffice and various 
classes of motion will be separately investigated.  
Moving beyond the first Born approximation (introducing multiple scattering) will make the 
resulting model non-linear in the scattering potential, and will surely influence the stability 
requirements. It can be argued, though, that the effect is not severe. First, consider axial motion 
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of a highly-scattering tissue. Similar to Eq. (4.1), movement in the axial dimension with multiple 
scattering influences the phase directly through the interferometric term and, in addition, the 
multiple scattering structure (speckle) will only vary in phase and amplitude on the order of the 
axial resolution. Thus the sensitivity to axial motion will remain similar with and without 
multiple scattering. In addition, the structure in the transverse dimension resulting from multiple 
scattering also scales with the NA of the imaging beam [83]. Thus, the fluctuations in the 
measured signal due to transverse motion with and without multiple scattering should also not 
significantly change. 
4.2 Interrogation time 
The stability requirements for phase-sensitive techniques are also governed by a quantity which 
will be referred to as the ‘interrogation time’ or ‘interrogation length’. The interrogation time is 
defined as the union of time intervals during imaging over which signal is collected from a point 
in the sample. This quantity is often dependent on spatial location and imaging modality. For 
telecentrically scanned systems, raster scanning is often performed to measure the full sample 
space and the scan lines of the raster scan define a ‘fast axis’ while the transverse direction 
orthogonal to the fast axis defines the ‘slow axis’. When using a Gaussian beam, a point is said 
to be interrogated by the beam when the point is within the 1/e
2
 boundary. Although the 
interrogation time is often separated into many disjoint intervals (one for each fast axis scan), it 
is a good approximation to suppose that the interrogation time is a single interval defined by its 
interval span (the interval span of a set of numbers, A, is the unique interval which contains A 
and no other interval which contains A except itself). This becomes the interval of time the point 
is interrogated along the slow axis. Thus, the length of the interrogation time is defined by a 
quantity τ which is directly proportional to the 1/e2 width of the Gaussian beam at that depth. 
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Figure 4.1(a) - Figure 4.1(c) depict the interrogation times for such a system. Interestingly, an 
aberrated beam can result in a non-circular PSF such as with astigmatism [12]. Thus, if the PSF 
is elongated along the fast axis but not the slow axis, the interrogation length could be shorter 
than a purely defocused Gaussian beam. 
 
Figure 4.1 - A graphical depiction and experimental validation of the interrogation time. (a-c) As the 
Gaussian beam performs a raster scan in a telecentric setup, particles further from the focus see a longer 
interrogation time (the length of which is indicated by τ) than particles at the focus. This means that stability 
is required over a longer period of time further from focus. (d-f) Experimentally, a short, impulse-like 
disturbance to the sample results in a degradation of the ISAM reconstruction. (d) Points in the sample being 
interrogated during the disturbance will not be reconstructed properly, leading to a higher loss in contrast 
(black) while points not being interrogated experience little to no loss in contrast (white). (e) An en face 
plane away from the focus experiences signal degradation over a large area (indicated by black arrows), 
while an en face near the focus (f) is disrupted over only a small area (indicated by black arrows). 
If bulk displacement of the sample (such as a Heaviside step function along some direction) 
occurs during imaging, then a phase sensitive imaging technique will be corrupted in a region of 
the imaged volume if the motion occurred during the interrogation time of that region. 
Furthermore, if a point is not being interrogated during the motion, the reconstruction will not be 
disturbed in that region. Figure 4.1(d) - Figure 4.1(f) demonstrates this in a tissue-mimicking 
phantom consisting of sub-resolution TiO2 particles in a clear silicone substrate. When imaged 
with moderately high NA (0.1), appreciable defocus due to the Gaussian beam is present away 
from the focus (data not shown). Using ISAM, the defocus is corrected. The sample was imaged 
with and without a short, impulse-like disturbance applied to the sample stage. Figure 4.1(d) 
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plots the change in local contrast obtained with and without the disturbance. Points in the sample 
not being interrogated during the disturbance showed no change in contrast and appear as white. 
Points in the sample being interrogated during the disturbance present as a reduction in contrast. 
The boundares of these areas trace out the shape of the Gaussian beam used for imaging and 
demonstrate the depth dependency of the interrogation time and thus of the stability 
requirements. Figure 4.1(e) and Figure 4.1(f) shows en face planes from the ISAM 
reconstruction with the impulse-like disturbance. Away from the focus [Figure 4.1(e)], the extent 
of the disturbance is large (as indicated by the black arrows), while near the focus [Figure 4.1(f)], 
the disturbance is small (again indicated by the black arrows). This means that for ISAM with a 
telecentric scanning system, as higher NAs are used and/or reconstructions further from the focus 
are desired, stability must be met over longer periods of time.  
4.3 Motion as spatial frequency fluctuations 
An interesting, and possibly more intuitive, way to think of the influence of motion on aberration 
correction in point-scanned systems involves the concept of sequentially measured spatial 
frequencies. First consider a particle near the focus. The interrogation length for this particle is 
very short, and all the spatial frequencies contributing to the in-focus image are measured 
simultaneously. Away from the focus, though, due to the confocal gating, as the defocused beam 
scans over a particle, the particle is sequentially interrogated and measured with waves from 
varying directions. This can be seen schematically in Figure 3 of [10] and also discussed in [84]. 
This means that far from focus, the spatial frequencies are measured as a function of time. Thus, 
any motion which occurs during scanning will result in fluctuations superimposed on the spatial 
frequency content of that defocused particle and result in poor reconstructions. 
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Figure 4.2 presents an experimental validation of this idea. First, Figure 4.2(a) shows an en face 
plane of an isolated, defocused particle acquired from the 1,300 nm OCT system. The rings are 
indicative of spherical aberration. If the 2-D Fourier transform of the complex data is taken, one 
arrives at Figure 4.2(c) which shows the full spatial frequency spectrum of the particle. Then, in 
Figure 4.2(b), half of the defocused particle is cropped in the spatial domain. Taking the 2-D 
Fourier transform of the cropped particle, it can be seen that the opposing half of the spatial 
frequency spectrum is now missing. This is also clearly shown in the central trace in the bottom 
right. This property is only true because the OCT data is complex. Figure 4.2(e) shows the 2-D 
Fourier transform of the magnitude of Figure 4.2(b). This image does not exhibit the same 
property as Figure 4.2(d). 
 
Figure 4.2 - Sequentially measured spatial frequencies. (a) An en face plane through a single defocused 
particle. The 2-D Fourier transform of the complex signal gives the power spectrum in (c). If half the 
complex defocused particle is windowed out (b), half of the 2-D Fourier transform also becomes windowed 
out as seen in (d). The bottom right shows traces through the power spectrums. (e) The power spectrum of the 
amplitude of (b). 
4.4 Impact of instabilities on defocus correction 
Discussed briefly in [85], fluctuations in the reference arm can have a detrimental impact on 
image reconstructions for ISAM. In addition, several other types of disturbances are common. 
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For instance, bulk sample motion can lead to arbitrary transverse and axial disturbances, 
electrical noise (e.g. 50/60 Hz) or other spurious signals bleeding into driving waveforms can 
lead to periodic disturbances to the galvanometer scanners, and also low SNR can lead to 
increased ‘phase-noise’ [86, 87]. This section provides simulation results which investigate each 
of these classes of disturbance. 
It is important to note that the level of tolerable motion strongly depends on wavelength (for 
axial motion) and diffraction-limited transverse resolution (for transverse motion). In addition, 
these relationships are direct proportionalities. For example, the theory tells us that halving the 
transverse resolution is the same as scaling the disturbance in that dimension by 2. Thus, 
although the simulations were performed with absolute quantities (µm), the plots in the 
following section have normalized axes. For plots involving axial motion, the quantities are 
measured in radians which essentially are distances normalized by wavelength (λ0 = 1.33 µm), 
and for plots involving transverse motion, the quantities have been normalized by the transverse 
resolution at 1/e
2
 (8.9 µm). 
Finally, it is important to note the amount of spatial oversampling used. An unusually high 
amount of oversampling could artificially inflate the sensitivity of these techniques to motion 
and undersampled data could result in poor reconstructions. The simulations and experiments 
were chosen to spatially sample the data at 2 µm per step. This resulted in slightly more than 4 
times oversampling (at 1/e
2
). 
4.4.1 Impact of motion on defocus correction 
To begin, Figure 4.3(a) - Figure 4.3(g) show simulation results of how increasing levels of 
1-D Brownian motion included in the reference arm impact the ISAM reconstruction. Across 
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time, the 1-D Brownian motion is defined as independent increments following a mean-zero 
Gaussian distribution with a specified variance. Figure 4.3(h) shows a map of the realization of 
Brownian motion, B )( ()zf t S t , used as a disturbance for Figure 4.3(a) - Figure 4.3(g). A simple 
scaling, B( ) ( )z nf t d S t , was used to control the strength of the disturbance. Figure 4.3a shows 
an en face section through a single point scatterer from the original, defocused, undisturbed OCT 
tomogram. Figure 4.3(b) - Figure 4.3(g) then show the same en face sections after the ISAM 
reconstructions. 
 
Figure 4.3 - Reconstructions of a simulated point scatterer in the presence of reference arm 
fluctuations. (a) An OCT en face plane through a point scatterer. (b-g) ISAM reconstructions with varying 
levels of 1-D Brownian motion added to the reference arm. A scaling factor nd  was used to control the 
strength of the random process (h). As the reconstruction fails, the main peak remains narrow, but decreases 
in intensity while side lobes rise to both sides. Scale bars represent 50 µm. 
Note the manner in which the reconstruction fails as it is a common result seen throughout the 
other disturbances. As nd  is increased, rather than broadening the central peak in both transverse 
dimensions, the central peak remains narrow but drops in intensity, ultimately reducing the 
Strehl ratio of the computed imaging system. Furthermore, side lobes begin to rise 
predominantly along the slow axis. Justification for this can be seen from Figure 4.3(h) where, 
along the fast axis, the variance of the disturbance is very low, and along the slow axis, the 
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disturbance varies much more rapidly. This is a side effect of the timescale difference between 
the fast and slow axes. Thus, for these examples, and most of the others later, effects of the 
instability are seen predominantly along the slow axis. These are also similar to the artifacts 
found previously in SAR [88]. 
Figure 4.4 outlines the typical responses seen by adding 1-D Brownian motion, step functions, or 
sinusoidal motion along each axial ( ( )zf t ), fast ( ( )xf t ), and slow ( ( )yf t ) axis. These types of 
motion were chosen to appropriately model motions in experimental systems. For instance, the 
1-D Brownian motion represents small, but rapid bulk movements of the sample or scanning 
optics, the step function represents larger, but very brief motion, and the sinusoid motion could 
represent a repetitive disturbance from a moving part such as a fan.  
The figure is organized in 3 main columns, one for each type of motion. The top row of each 
column gives a map of the disturbance at each point as the simulation scans over the sample. The 
next 3 rows of each column show OCT (left) and ISAM (right) results with a particular amount 
of motion applied in the specified direction. The magnitude of the motion is scaled by the values 
of nd  which were chosen here to show representative artifacts from each type of motion. In all 
responses, as discussed previously, artifacts arise along the slow axis. In addition, though, when 
motion of the sample occurs along the fast axis, smearing or other artifacts are present along the 
fast axis as well. This is seen most strongly with the step function. The smearing occurs in a 
similar manner as in standard OCT imaging [79]. The sinusoidal motion is also interesting 
because narrow and equally spaced side lobes appear along the slow axis - the location and 
strength of which are determined by the period of oscillations along the slow axis. This is in 
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contrast to the 1-D Brownian motion where the motion is much less structured and thus the side 
lobes are much broader and random [Figure 4.3(e) - Figure 4.3 (g)]. 
 
Figure 4.4 - The impact of various classes of disturbances. Organized in 3 main columns, the effects of 
1-D Brownian motion, step functions, and sinusoidal motion are summarized here. The top row in each 
column shows the type of motion which is applied and the lower 3 rows specify in which direction this 
disturbance is applied (axial, fast, or slow axis). Finally, within each column, the left side shows the OCT 
processed en face plane and the right shows the corrected plane. The magnitude of the motion applied is 
scaled by nd . The central wavelength simulated is λ0 = 1.33 µm. The scale bars represent 50 µm. 
Next, an experiment with sample motion using the system described in Section 3.1.1 is matched 
to simulations. The results are shown in Figure 4.5. The top row of simulations shows, from left 
to right, the OCT data, an ISAM reconstruction with no disturbance, and ISAM reconstruction 
with 1-D Brownian motion in the reference arm. The strength of the disturbance was 
~0.3 radians/frame which is close to the threshold level for this interrogation length of 
~25 frames found in the top left corner of Figure 4.5. The middle row shows the corresponding 
experiments with the same particle distribution and the same amount of disturbances. In the 
experiment, the sample was mounted on a 3-axis piezoelectric stage (Thorlabs, Inc.) and was 
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vibrated appropriately in the axial dimension. Since the scale of these vibrations is very low, 
axial motion of the sample well approximates a displacement of the reference arm. The side 
lobes present in the simulation and experiment approximately match. Differences could be 
explained by aberrations present in the experimental beam (the ring-shaped point spread function 
is indicative of spherical aberration), and also by an imperfect movement of the piezoelectric 
stage at high frequencies. In order to see the details of weak scatterers in the OCT data, all 
images in Fig. 6 are viewed on a normalized scale. Finally, traces through the scatterers indicated 
by the white arrows are shown at the bottom of Figure 4.5. Before normalization, the ISAM 
reconstructions showed a reduction in peak intensity by a factor of 0.70 in simulation and 0.88 in 
experiment.  
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Figure 4.5 - A comparison of an experiment and simulation with and without motion. The top row 
shows a simulation with point scatterers placed to match the experiment in the second row. Shown are the 
OCT (left column), ISAM without fluctuations (middle column), and ISAM with fluctuations. In both 
reconstructions with fluctuations, side lobes appear along the slow axis in similar ways. The bottom row 
shows traces along the slow axis through the center of the scatterers indicated by the white arrows. Intensities 
in all images are viewed on a normalized scale. The scale bars represent 50 µm. 
4.4.2 Impact of low SNR on defocus correction 
Finally, low SNR adds noise in the recovered phase and requires special treatment. Shot, excess, 
receiver, and flicker noise [89, 90] can be partially modeled as Gaussian white noise added to the 
measured interferogram [91]. Thus, variations in phase will occur isotropically. It may then seem 
reasonable that the high-frequency oscillations in the phase will result in large side lobes 
surrounding the central peak in all directions. The aberration correction algorithms considered 
here, though, are linear phase operators. Therefore, if the noisy signal is written as 
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OCT ( , , ) ( , , )x y k n x yS k  for ( , , )n x y k  being white noise, then applying the aberration correction 
expressed in Eq. (2.7) gives 1( , , ) { }AC x y k nS
 . Here, ( , , )AC xS y k  is the noise-free 
reconstructed image and 1{ }(x, y,k)n  has the same power spectrum as ( , , )n x y k . Therefore, 
the reconstruction is simply the noise-free reconstruction with the same power spectrum of noise 
in the background as was present before aberration correction.  
To validate this theory with simulations and experiment, Figure 4.6 compares simulated and 
experimental reconstructions (using the system described in Section 3.1.1) of a single defocused 
particle with varying levels of SNR. The far left column in Figure 4.6 shows simulated data in 
the presence of additive Gaussian white noise before and after ISAM. The right three columns 
show experimental data where the SNR of the acquired data was experimentally changed using a 
variable neutral density (ND) filter in the sample arm. The OCT and ISAM data labeled as 0 dB 
show the images acquired with the ND filter set to 0 (effectively removed). The other two 
columns show OCT and ISAM data where the peak signal-to-noise ratio decreased by 11 and 
18 dB, respectively. The relative SNR values in the experiments were calculated by assuming 
that the background noise statistics will remain the same and the reduction in SNR was measured 
off the peak of the ISAM reconstructions. In all examples, even if the OCT signal appears to be 
overwhelmed with noise (especially in the -18 dB image), the reconstructed peak remains narrow 
and clear. This validates the predicted results from the end where, even with low SNR, the 
reconstructed peak will remain narrow with a noisy background. The OCT and ISAM images are 
all normalized to the peak values of the corresponding ISAM reconstructions, and displayed on 
the same scale between 0 and 1. 
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Figure 4.6 - Impact of varying SNR on reconstructions. Simulations (far left column) and experiments 
(right 3 columns) show the impact of lowering SNR on defocus correction. Validating the predictions 
provided from the theory, the narrow peak and the background noise remain the same before and after 
reconstructions. The scale bars represent 50 µm. 
4.5 Reconstruction thresholds 
With an understanding of how these various classes of disturbances affect defocus/aberration 
correction, this section will determine the strength of each disturbance which can be tolerated. A 
specified quality measurement will be used to determine whether or not a reconstruction is 
considered successful. 
As is understood from the previous theory and experiments, the robustness of aberration 
correction depends on the interrogation length. Thus, the results in this section will be shown as a 
function of interrogation length. Figure 4.7 outlines the results. These plots show thresholds 
beyond which the defocus correction is deemed unsuitable. The area below the threshold line 
will result in acceptable reconstructions while the area above the threshold line will result in 
unsuccessful reconstructions. A reconstruction is considered successful if the mean intensity 
projection of it along the fast and slow axes separately meet all of the following three criteria: 
 The maximum peak is within 3 dB of the non-disturbed reconstruction. 
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 The central peak decreases monotonically down to 7 dB below the maximum and all 
points outside the central peak remain below this 7 dB line. 
 The 3 dB full width of the central peak is less than twice the 3 dB full width of the non-
disturbed reconstruction. 
The motivation behind the first two criteria follows from the results shown in Figure 4.3 where it 
was noted that with increasing disturbances, while the central peak remains narrow, the intensity 
drops and side lobes increase. The third criterion then follows from Figure 4.4 where a step 
function or 1-D Brownian motion along the slow axis can lead to an overall broadening of the 
central peak without strong side lobes. Finally, these criterion are required to be satisfied along 
both the fast and slow axes because motion along the fast axis can lead to smearing along the fast 
axis (as can be seen in Figure 4.4) while motion in the other directions leads to smearing and side 
lobes along the slow axis. In terms of Strehl ratios, violations of the first and third criteria 
independently would result in a Strehl ratio of less than 0.5 and severely impact the imaging 
systems. The Strehl ratio resulting from a violation of the second criterion is difficult to clearly 
define as it more directly affects contrast rather than resolution. The resulting Michelson contrast 
(or modulation [92]) of a single particle would be less than 0.66. Here the central peak of the 
reconstruction was considered to be the signal maximum and the maximum of the side lobes to 
be noise and, thus, the signal minimum. 
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Figure 4.7 - Thresholds for successful defocus correction with various types of motion. Organized in a 
similar manner to Fig. 4.4, the three main columns separate the type of motion (1-D Brownian, step, 
sinusoidal), and the rows list the direction in which the motion was applied (reference arm, fast axis, slow 
axis). The independent variable in each case is the interrogation length measured to the 1/e2 boundary. The 
dependent axes have been normalized. For transverse motion, normalization was to the transverse resolution 
(8.9 µm). 
By running simulations along each of the three dimensions for many realizations of 
1-D Brownian motion (n = 20 for each interrogation length), multiple sinusoidal frequencies, and 
step functions, thresholds beyond which one of the above three criteria fail were determined. 
Figure 4.7 is organized into 3 columns to mimic the layout of Figure 4.4. The far left column 
provides the thresholds for 1-D Brownian motion, the middle column shows the thresholds for a 
step disturbance, and the far right column provides results for various frequency sinusoid 
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disturbances. The rows organize the results from top to bottom for reference arm, fast axis, and 
slow axis fluctuations, respectively. The strength of the 1-D Brownian motion is measured using 
the standard deviation of the process between frames, 
frame , and the strength of the step and 
sinusoid disturbances were then measured using the amplitudes. In general, the plots show a 
trend of decreasing threshold (stricter stability requirement) with increasing interrogation length. 
These plots also show, as was predicted from the analysis of Eq. (4.1), that reconstructions at 
moderate transverse resolutions are much more susceptible to motion in the reference arm than to 
transverse motion. This is reflected in the much lower threshold values for the reference arm 
disturbances. Specifically considering 1-D Brownian motion, the threshold for axial motion with 
an interrogation length of 60 frames is approximately 10 / (2 ) f0.3 rame 
 while for transverse 
motion, the threshold for the same interrogation length is approximately 100.05 framew
  where 
w0 is the transverse resolution at 1/e
2. Supposing that λ0 = 1.33 µm and w0 = 8.9 µm, the 
thresholds differ by a factor of 7. The thresholds in Figure 4.7 also show a clear dependence on 
interrogation length, again validating that the stability requirements for image reconstructions 
become stricter with larger interrogation lengths. 
To further explore Figure 4.7, consider a system where the standard deviation of the fluctuations 
in the reference arm was measured (perhaps with a static mirror in the sample arm) to be 
0.1 µm/frame. Normalizing this value to the central wavelength of λ0 = 1.33 µm obtained 
0.5 radians/frame. In addition, by analyzing the temporal dynamics of the fluctuations, it was 
found that the dynamics are well approximated by 1-D Brownian motion. Then, using the plot in 
the top left corner of Figure 4.7, one can approximate that reconstructions can be performed with 
an interrogation length up to about 20 frames. Further supposing that the diameter of the 
Gaussian beam is 8.9 µm at the waist, and that about 2 µm spatial sampling is used, this 
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interrogation length corresponds to ~280 µm (optical) above the focus, or ~4 Rayleigh ranges. 
Reconstructions further from the focus could be possible with a stabilized system by, for 
example, scanning faster, better stabilization of the reference arm, or utilizing a phase 
reference [85]. The use of these thresholds will be explored in more detail in Chapter 5. 
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5 QUANTITATIVE IN VIVO STABILITY ASSESSMENT 
In the previous chapter, the stability requirements for successful defocus or aberration correction 
were set forth. It was found that a single number could not be assigned to ensure stability for 
aberration correction techniques due to the complex, non-linear relationship between motion and 
computational reconstructions. Instead, the strategy was, given knowledge of the type and 
amount of motion in the axial and transverse dimensions, one could predict how well aberration 
correction would work. This section seeks to set forth a strategy to appropriately assess the 
stability of a system and sample for the purpose of computational defocus and aberration 
correction. The results extend previously used methods of assessing the stability of OCT 
systems. 
5.1 Three-dimensional stability assessment 
Currently, stability (often referred to as ‘phase stability’) can be assessed by a variety of 
techniques, but is often not reported in the literature when describing the system performance 
specifications. The simplest stability assessment is by use of a mirror or partial reflector placed at 
the focus of the beam in the sample arm from which sequential M-mode or B-mode data are 
acquired and analyzed [44, 81, 85, 91, 93-95]. Though simple, a stability assessment using a 
partial reflector is an important measurement to make for any phase sensitive system, as the 
results can be compared with the expected theoretical performance to ensure the source and/or 
reference arm are not limiting factors to stability or significant contributors to noise in the 
system. The use of a mirror or partial reflector allows one to determine the highest SNR from 
which phase data can be reliably measured.  It is understood that one’s ability to determine the 
phase from an OCT signal is strongly dependent on the SNR. Although the SNR dependence of 
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phase stability has an immediate impact on most phase-based techniques, as discussed 
Section 4.4.2 and demonstrated in other reports [61], computed optical interferometric 
techniques can be very robust to even low levels of SNR.  
Most analyses end here quoting only a single number for the phase stability of a system; 
however, a broader range of instabilities are present in optical systems which are equally 
important to consider but cannot be easily measured using a partial reflector. These include 
instabilities such as those from the scanning optics and most types of sample motion. In addition, 
the use of a partial reflector is not compatible with some system geometries such as rotational 
motion in catheters or endoscopes. This motivates the development of a more general stability 
assessment which can complement this current standard measure of stability. 
In other studies, stability assessments have been performed by scanning/imaging a controlled 
tissue phantom (often uniformly scattering) [76, 93] in an attempt to measure a wider range of 
instabilities such as scanning jitter or irregularities [93, 96]. These methods are typically used 
after the source and reference arm have been confirmed to be acceptably stable using a mirror or 
partial reflector. As discussed in [87, 97], the phase changes due to transverse motion are 
dependent on the NA and resolution of the imaging system. This means that especially for 
high-NA imaging systems, jitter in the scanning system could be the limiting factor in phase 
determination and stability. 
Although using a known tissue phantom provides a somewhat realistic imaging scenario, one can 
still move toward more complex samples and scenarios. Perhaps the most general method of 
stability assessment is to include the particular sample of interest in the measurement of 
stability [98, 99]. This is particularly useful for in vivo imaging where sample motion is often the 
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limiting stability factor. Ideally, during this assessment, the system is operated in the exact same 
way as if it was acquiring an image. That way, all possible instabilities are present and can be 
fully detected and characterized. Though some investigations have used the sample of interest for 
stability assessments, they have typically only been concerned with the general phase difference 
statistics. For the computed imaging techniques discussed here, both the amplitude and phase are 
used for reconstructions and thus a more thorough investigation where quantitative 
displacements (ideally in all three dimensions) are physically measured is desired. By 
quantifying the types of motion/instabilities which influenced the measurements, more informed 
system designs and imaging parameter choices can be made. This way, the effects of motion on 
reconstructions can be avoided to reduce the need for post-processed corrections where possible. 
In the previous chapter, the measured stability requirements relied on almost purely simulated 
results. In this chapter, two quantitative techniques are set forth which will subsequently be used 
to assess the stability of systems and in vivo samples. With this stability assessment, precise 
motion can then be measured and the reconstruction qualities can be quantitatively compared 
directly to the thresholds presented in Figure 4.7. The first technique relies primarily on the 
phase of the acquired signal, while the second relies only on the amplitude. The separation is 
natural for the stability analysis as optical path length (OPL) fluctuations and axial motion 
manifest predominantly as phase changes. Alternatively, scanning jitter or transverse motion can 
manifest somewhat equally between phase and amplitude instabilities. 
5.1.1 Quantitative axial motion measurements 
This section begins with the phase analysis. The phase at any given point in an OCT tomogram is 
directly related to the phase of the backscattered light collected from the sample. Thus, if phase 
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differences are calculated at the same point over time, an OPL change, z , results in a phase 
change,  , according to 
 02k z    (5.1) 
where 0 0/2k    is the optical wave number in air, and 0 is the central wavelength in air. The 
factor of 2 is due to the typical double-pass configuration in OCT. Transverse motion also affects 
this phase change, but in a less predictable manner. As was previously calculated [87], the phase 
changes due to transverse motion are random with a predictable probability distribution function 
(pdf). Most importantly, the pdf is mean zero. Let ( )z be the random phase changes as a 
function of depth due to transverse motion. Then the total phase change along a given depth can 
be written as sample 0( ) 2 ( )kz n z z     . Thus, by averaging ( )z  over depth, transverse 
motion can be eliminated, preserving only bulk OPL changes. This analysis is similar to the 
stabilization techniques previously used in Doppler OCT [100]. 
5.1.2 Quantitative transverse motion measurements 
The next technique uses the amplitude of the acquired data to analyze larger-scale motion. This 
section begins with a result relating speckle decorrelation to physical displacements. According 
to previous studies involving manual scanning [101-103], transverse movement along one 
direction can be related to the cross correlation coefficient (XCC) according to 
 1/ ln 1/ex w   where  is the XCC between two A-scans before and after movement, 1/ew  is 
the 1/e mark of the Gaussian PSF, and x is the magnitude of the displacement along that 
dimension. Note that for the XCC analysis, it is more natural to work with the 1/e point of the 
Gaussian PSF while elsewhere the 1/e
2
 point was used.  
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In the manual scanning techniques, motion is restricted to a single dimension. When motion is 
possible in all three dimensions and if the resolution is isotropic, then the result becomes  
  1/|| || ln 1/er w     (5.2) 
where r  is the 3-D movement vector between A-scans. For OCT, though, there is typically a 
discrepancy between the axial ( zw ) and transverse ( ||w ) resolution. Then, the XCC can be 
decomposed into || z     where  2 2|| || ||||p /ex ||r w    and  2 2|| |p /e |xz zz w   . Thus, 
given knowledge of the axial motion from the phase analysis previously discussed, the influence 
of the axial motion on the XCC can be removed. Often though, the axial motion that can be 
tolerated by the computed imaging techniques considered here is small enough such that its 
contribution to the XCC is typically negligible. Therefore, it is in this way that this technique 
measures only transverse motion. 
5.1.3 Experimental validation 
Together, the above two techniques rely on the following three assumptions: 
1. The sample being imaged provides fully-developed speckle at relatively uniform intensity 
over a depth range of approximately 50 depth resolution elements or more. 
2. Any optical path length change (e.g. due to sample or reference arm motion) between two 
adjacent A-scans remains less than 0 / 2 . 
3. The magnitude of the motion vector in all three dimensions between two adjacent A-
scans remains less than 1/ / 2ew . 
The first assumption ensures that the XCC analysis can predict displacement distances as well as 
ensuring there is enough depth information to average over to cancel out the phase fluctuations 
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from transverse motion. In addition, a relatively uniform scattering intensity will ensure that a 
single depth does not dominate the analysis. Due to the highly scattering nature of many 
biological tissues, this assumption is often met. The second and third assumptions ensure that the 
displacements are not too large since the phase analysis is prone to phase wrapping and the XCC 
is only reliable to a fraction of the PSF width [102]. 
As a proof-of-concept of the techniques described in Section 5.1.1 and Section 5.1.2, Figure 5.1 
shows results from imaging a phantom consisting of several layers of Scotch-brand 
Magic Tape™ using the system described in Section 3.1.1. A galvanometer scanner was placed 
in the reference arm for later studies. Figure 5.1(a) provides a baseline stability analysis where 
the reference arm galvanometer was held at one location during the M-mode imaging. Much of 
the jitter present in the phase analysis is due to the scanner in the reference arm. Next, to show 
the ability of this technique to detect small displacements, transverse and axial motion was 
induced in a controlled manner while M-mode imaging. The scale of these disturbances was 
chosen to be large enough such that the computed imaging techniques should begin to show 
artifacts, but small enough to show the appropriate sensitivity of the techniques. In Figure 5.1(b), 
the scanner in the reference arm was varied during M-mode imaging to provide pure OPL 
variations. The measured and predicted traces are shown in both the phase and XCC analyses. 
Due to the magnitude of the OPL displacements, there was minor cross-talk into the XCC 
analysis. Figure 5.1(c) shows an experiment where the imaging beam was randomly scanned 
along a single axis. This is meant to simulate both sample motion and galvanometer scanner 
jitter. The sample was flattened with a coverslip to ensure that any transverse motion would not 
result in OPL changes.  
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Figure 5.1 - Validating phase and XCC measurements. The left column shows the phase analysis which 
measures pure axial motion and the right column shows the XCC analysis which measured motion in all three 
dimensions. (a) Baseline stability measurements are made to provide a reference scale for the other figures. 
(b) Axial motion was induced by changing the OPL in the reference arm. With knowledge of the induced 
motion, both the measured and expected values are plotted for the phase and XCC analysis. This shows that 
for sufficiently large axial motion, the motion is also measured with the XCC analysis. (c) Transverse motion 
was induced by jittering the scanning galvanometer mirrors. As this represents almost purely transverse 
motion, the phase analysis should measure displacements close to the baseline measured in (a). (d) Motion is 
induced by both the reference arm and scanning mirrors. Since the axial motion is much smaller than the 
transverse, the XCC analysis measures mostly transverse motion while the phase analysis still only measures 
the axial motion. 
The XCC analysis shows the measured displacement and the applied displacement. For the phase 
analysis in Figure 5.1(c), the averaging along the depth should remove all phase fluctuations due 
to transverse motion, and thus one expects to measure close to zero displacement. Finally, 
Figure 5.1(d) shows the results where both the scanner in the reference arm and the beam were 
scanned with different patterns. In Figure 5.1(b) - Figure 5.1(d), the phase analysis plots show 
the measured OPL displacement and the applied (expected) axial displacement while the XCC 
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analysis shows the measured displacement and the applied (expected) transverse beam 
displacement. This experiment demonstrates the ability to separate axial from transverse motion 
as long as the axial motion is sufficiently small. 
5.2 Stability assessment procedure 
This section now uses the techniques laid out in Section 5.1 to assess the stability of an OCT 
system and sample. The procedure for stability analysis is depicted in Figure 5.2. It begins with 
an M-mode scan where the imaging beam is held in one location. The M-mode scan should have 
the same number of A-scans as a full volume of data. Now following the top path of Figure 5.2, 
the phase analysis was performed using the complex data as obtained by standard spectral 
domain OCT processing steps (resampling, dispersion compensation and FFT). Phase differences 
are calculated via complex conjugate multiplication of adjacent A-scans: *1( )i iA A . Next, the 
complex data is averaged over depth, resulting in a weighted circular mean. This naturally 
performs a weighted average ensuring that high SNR portions which provide more reliable phase 
information are weighted more. The weighted average can be understood from a vector-addition 
viewpoint where the SNR at each voxel corresponds to the length of a vector. Thus, small 
magnitude (low SNR) vectors will contribute little when added to large magnitude (high SNR) 
vectors. This is desirable as, in depth, there will be alternating bright and dark regions resulting 
from the speckle. It also alleviates some of the phase unwrapping steps performed in other 
analyses [100]. Now, the phase is extracted from the complex data and a cumulative sum is 
performed across time to convert the incremental phase changes to total phase changes relative to 
the initial time. In addition, the dataset is rearranged as if a volume of data was raster-scanned 
and an en face plane was extracted. This 2-D plane provides two axes, a fast axis along which 
points were measured very closely in time, and a slow axis along which points were measured 
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further apart in time. This 2-D plane is called a pseudo-en face plane because it was not acquired 
with a scanning beam. This 2-D map of phase fluctuations corresponds to axial displacements 
[following Eq. (5.1)] which occurred during imaging. 
 
Figure 5.2 - Flow chart providing details for stability analysis. A single M-mode scan is used for two sets 
of analyses. The top path utilizes phase differences between adjacent A-scans to measure axial phase 
fluctuations. The bottom path utilizes the amplitude-based XCC between adjacent A-scans to measure motion 
on a larger scale. 
The changes in z (axial displacements) can now be compared to the threshold graphs laid out in 
Figure 4.7. The thresholds are presented in a manner such that the axial changes should be 
analyzed along the slow axis. Thus, a thin strip was taken down the middle of the pseudo-en face 
plane. This strip was averaged along the pseudo-fast axis, and the resulting trace along the 
pseudo-slow axis was used. By comparing the level of Brownian motion, instantaneous steps, or 
dominant periodic motion along this trace to the levels presented in Figure 4.7, one can 
understand how stable the axial changes are and if the configuration is sufficiently stable for the 
computed imaging techniques. 
If the phase analysis proved the system to be stable, one can now move to the XCC stability 
analysis, which analyzes predominantly the transverse motion, since the axial motion was small. 
It begins with the same M-mode scan used in the phase analysis but now computes XCCs using 
only the amplitude data. First, the central A-scan from the M-mode scan is extracted, 0A , and the 
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XCC between this scan and all other scans is computed; that provides 
0| ||| nr r  where 0r  is the 
position of the selected A-scan ( 0A ) and nr  is the position of the n
th
 A-scan. Using Eq. (5.2), the 
XCCs can be converted to physical displacements and the pseudo-en face plane is extracted in a 
similar manner as in the phase analysis. To compare the displacements to Figure 4.7, a central 
strip is again averaged along the pseudo-fast axis to obtain data along the pseudo-slow axis. The 
averaging here is important because the XCC analysis can be oscillatory and noisy at times. For 
the XCC results here, the entire fast axis was averaged. The flow chart in Figure 5.2 also shows 
that the phase analysis can feed into the analysis of 0| ||| nr r . This should be taken into account 
if the axial displacements are large enough to be seen in the XCC analysis. The large axial 
displacements can be partially removed by taking into account the decomposition || z     
discussed previously. Typically, though, the axial displacements tolerable to the computed 
imaging techniques are below the sensitivity displacement of the XCC analysis. A similar 
comparison of the Brownian motion, instantaneous steps, and sinusoidal motion to the thresholds 
graphs can then be performed. 
It is finally noted that the XCC analysis will saturate after too much transverse motion due to a 
full decorrelation of the two scans. This was found to be about half the full width of the PSF, 
which agrees with previous studies [102, 103]. Thus, if the XCC analysis reveals motion larger 
than this distance, a new A-scan for 0A  should be chosen. If a single A-scan does not suffice, a 
piecewise analysis along the slow axis may be necessary, though this implies that there may be 
too much motion for the computed imaging techniques to tolerate. Another technicality is that 
the XCC analysis provides the magnitude of displacements along all three dimensions relative to 
a single scan, as opposed to the absolute position. Therefore, the standard deviation of the XCC 
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analysis may be different than the Brownian motion of the sample/system. Consider a 
1-D Brownian motion process with increments of standard deviation given by σ. The XCC 
analysis then measures 0| |nr r  such that 
   20| | )(0,nn fr r    (5.3) 
where 0r  is the position of the selected A-scan ( 0A ), nr  is the position of the n
th
 A-scan,  x  
denotes the probability that the value x  occurs, and 2(0, )f  denotes a half-normal distribution 
resulting from a normal distribution with mean 0 and variance 2 . Numerical simulations then 
show that, by looking at the incremental changes,  1 0 0| | |St |d n nr r r r      where  Std X is 
the standard deviation of X . Therefore, the standard deviation of the increments of the XCC 
analysis will provide us with the standard deviation of the underlying 1-D Brownian motion. 
5.3 Stability assessment of in vivo and ex vivo samples 
To experimentally validate the stability assessment procedure set forth in Section 5.2, controlled 
experiments were performed with both a tissue phantom and fresh ex vivo healthy human breast 
tissue. Experiments were performed on the high-NA (0.6) fiber-based SD-OCM system 
(Section 3.1.2). An inverted microscope configuration was utilized for imaging ex vivo samples, 
which provided a reliable, clean, and flat surface for imaging.  
Experimentally, a tissue phantom consisting of sub-resolution TiO2 particles in a clear 
3-D silicone matrix was imaged at the same location at a variety of speeds. The same out-of-
focus particle was then isolated and viewed from each 3-D tomogram. The ex vivo breast tissue 
was imaged on a separate day, though stability assessments were again performed to ensure a 
similar state of the system. The full field-of-view is shown for the breast tissue. 
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The results are presented in Figure 5.3. On the left are the representative OCT data along with 
the ISAM reconstructions at each speed for both the tissue and phantom samples. The 
reconstructions at 21 FPS and 8 FPS appear typical for reconstructions on this system, with 
slightly larger side lobes in the 8 FPS reconstruction. The reconstruction with the slowest 
imaging speed (2.6 FPS) shows strong motion artifacts along the slow axis, similar to those seen 
in Figure 4.7.  
To quantitatively assess the stability of this system, the same static tape phantom from 
Section 3.1 was imaged (in M-mode) at the same three effective speeds (21 FPS, 8 FPS, and 
2.6 FPS). The in-focus region was isolated and the process outlined in Figure 5.2 was followed 
to extract the axial and transverse fluctuations. It was then assumed that these fluctuations can be 
modeled as a random walk (1-D Brownian motion). Thus the standard deviations of the 
incremental changes were calculated as the stability measure of the motion in the axial and 
transverse directions. Shown on the right side of Figure 5.3 are the two relevant stability 
threshold plots from Figure 4.7. Although one cannot be sure that the transverse motion was only 
along the slow axis, Section 4.5 showed that the thresholds along the slow axis are stricter than 
that of the fast axis. Thus, as a conservative measure, the slow-axis threshold plot was used. 
Overlaid on these plots, are lines showing the stability measurements (from the tape phantom) at 
each scan speed. The color and type of dashed lines correspond to the different imaging speeds 
used for the tissue and point-scattering phantom imaging. The estimated interrogation length for 
the ISAM reconstructions is indicated by the black vertical lines (~25 frames). At the 
intersection of these lines, it was seen that the stability assessment predicts successful ISAM 
reconstructions for 21 FPS and 8 FPS since the intersection points are below the threshold line. 
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In addition, the analysis predicted that the ISAM reconstruction would be unsuccessful at 
2.6 FPS, as the intersection points lay close or above the threshold lines. 
 
Figure 5.3 - Stability analysis for ex vivo tissues. The analysis procedure detailed in Figure 5.2 is utilized to 
measure the stability of static samples. A tape phantom was used as the speckle-generating sample for 
stability measurement at three speeds: 21, 8, and 2.6 FPS. The plots on the right show colored/dashed lines 
which correspond to the resulting stability assessment. The colors and dash-type match the en face planes on 
the left with the same color/dash outline. The plots show that 21 and 8 FPS satisfy the stability requirements 
from Figure 4.7, but at 2.6 FPS, motion is too great and predicts that reconstructions will no longer work. The 
vertical black line in the plots on the right indicates approximately the interrogation length for the phantom 
images. On the left, OCT and ISAM en face planes from both ex vivo breast tissue and a tissue phantom are 
shown. The reconstructions are seen to properly correct defocus at 21 and 8 FPS, but deteriorate at the slow, 
2.6 FPS imaging speed. Scale bars in the phantom represent 10 µm and in the breast tissue represent 85 µm. 
To show the applicability of these techniques to in vivo imaging, a finger from a human 
volunteer was imaged with the 1,300 nm benchtop system (Section 3.1.1). The transverse field-
of-view consisted of 300 x 300 pixels
2
. Combined with the custom waveform, the effective 
frame rate was 256 FPS. 
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Measurements were performed in one of two configurations as pictured in Figure 5.4. In the first 
configuration, the finger was gently pressed on a coverslip glued to a kinematic optics mount 
(KM100T, Thorlabs) cantilevered out from a 3-axis translation stage (PT3, Thorlabs). In this 
configuration, there is an air gap between the sample mount and the rest of the sample arm. This 
allows the sample to move relative to the other sample arm optics. The second configuration is 
the monolithic (objective-mounted) sample arm design utilized again later in Section 6.4, where 
a coverslip was mounted on the bottom of the lens tube containing the objective lens, and 
attached to the galvanometer scanning cube. In this configuration, all optical components and the 
sample will move together, providing stable in vivo imaging. Stability assessments (phase and 
XCC analyses) of each configuration were performed by placing the stationary beam over a 
single sweat duct and imaging in an M-mode configuration. This helped to satisfy the 
assumptions outlined in Section 5.1.3.  
 
Figure 5.4 - Photographs of two in vivo tissue mounting systems. Pictured on the left is a cantilever mount 
(note 3-axis stage on table) where the sample and mount are separate from the rest of the sample arm optics 
(as indicated by the air gap). On the right is a monolithic, objective-mounted design where the sample mount 
is attached to objective lens tube. In the objective-mounted configuration, the optics and sample will move 
together providing a more stable configuration. 
72 
 
The results are outlined in Figure 5.5. The top row [Figure 5.5(a) - Figure 5.5(d)] shows 
representative data from the cantilever-mounted tissue and the middle row 
[Figure 5.5(e) - Figure 5.5(h)] shows representative images obtained with the objective-mounted 
tissue. Figure 5.5(c) and Figure 5.5(d) show the pseudo-en face planes from the stability analysis 
for the cantilever-mounted finger. Large fluctuations can be seen in both the phase and XCC 
analyses suggesting an unstable system. Quantitatively, for the phase analysis, the fluctuations 
were Frame radians/0.47 frame  , and the maximum step along the pseudo-slow axis was 
8.45 radians. Assuming a bulk refractive index of 1.44, central wavelength of 1,300 nm, and 
using Eq. (5.1), this corresponds to physical displacements of 0.79 µm/frame and 0.61 µm, 
respectively. Referring back to Figure 4.7, one finds that the rapid fluctuations are close to the 
thresholds for 1-D Brownian motion in the axial dimension, but the large axial steps along the 
pseudo-slow axis are well above the threshold. This suggests that the reconstruction will show 
local motion artifacts rather than a global broadening. This effect can be seen in Figure 5.5(a) 
and Figure 5.5(b) which are OCT and ISAM en face planes through a single sweat duct. In the 
ISAM reconstruction, discrete vertical stripes are visible, resulting from large step-like 
movements of the tissue. In addition, the strong correlation between the phase and XCC analyses 
suggests that most of the motion is in the axial direction.  
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Figure 5.5 - Stability analysis for in vivo tissues. (a-d) Images and stability analysis from a cantilever-
mounted finger. The OCT and ISAM reconstructions show en face planes through a single sweat duct. The 
reconstruction in (b) shows motion artifacts due to the large amount of motion, which is also seen in the 
stability analysis in (c,d). (e-h) Images and stability analysis from an objective-mounted finger. The ISAM 
reconstruction in (f) is free of motion artifacts due to a much more stable imaging configuration. The smaller 
motion is also reflected in the stability analysis in (g,h). Scale bars represent 100 µm. 
5.4 Time-domain, spectral-domain, and swept-source OCT systems 
Although this thesis focuses mostly on data acquired with SD-OCT, over the years, a number of 
OCT scanning and acquisition methods have been developed, each with a set of advantages and 
disadvantages such as imaging speed, imaging depth, peak SNR, depth-dependent SNR, and 
phase stability. Initially, TD-OCT systems utilized a moving reference arm to obtain depth 
information [8]. Subsequently, it was realized that the depth information could be determined by 
directly measuring the spectrum. This resulted in both SD-OCT systems, which measure the 
entire spectrum simultaneously, and SS-OCT systems, which measure the spectrum across 
time [40]. The tradeoffs between these methods have been thoroughly investigated 
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elsewhere [79, 89, 104], though it is worth mentioning how the stability of these methods relates 
to the material presented here. 
Among point-scanned TD-, SD-, and SS-OCT systems, SD-OCT is known to be the most stable 
due to the absence of moving parts or time-varying (on the time scale of a single A-scan) optical 
sources. The second most stable is SS-OCT, which can match SD-OCT at tissue-level SNR 
values with the addition of a phase reference [105] or a Mach-Zehnder 
interferometer (MZI) [106]. Finally, TD-OCT is typically the least stable OCT modality due to 
slow imaging speeds and moving parts included in the reference arm.  
Although the stability of each OCT system varies, SD-OCT and SS-OCT systems are known to 
reach the theoretical SNR limits of phase stability for the SNR levels achieved in biological 
samples. Thus, these measurements give an upper bound on the actual stability of the system. As 
discussed in Section 4.4.2, phase-noise resulting from SNR does not significantly affect the 
reconstructions considered here. From [105], for an SNR of ~45 dB, the measured phase noise 
met the theoretical phase noise, which was <0.01 radians. Furthermore, from [106], a SS-OCT 
system with a MZI measured phase noise <0.011 radians, which nearly meets the theoretical 
limit at an SNR of 48.1 dB. Supposing that a tomogram with 512 A-scans/frame is measured, 
and that the phase noise quoted above is 1-D Brownian motion, this corresponds to 
<0.25 radians/frame, which meets the stability thresholds presented in the top left corner of 
Figure 4.7 for even the longest interrogation length of 60 frames. This suggests that, with 
additional hardware for phase stabilization, SS-OCT is sufficiently stable for the defocus and 
aberration correction techniques considered in this thesis. 
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5.5 Stability assessment of a portable SD-OCT system 
In the Sections 5.1 - Section 5.3, techniques to assess the stability of SD-OCT systems for the 
purpose of computational defocus and aberration correction were developed. Throughout the 
development, the techniques were proven on two benchtop SD-OCT systems, the 1,300 nm 
(Section 3.1.1) and 800 nm (Section 3.1.2) systems. To show the flexibility of these techniques, 
this section describes a stability assessment on an 800 nm portable handheld SD-OCT system 
(Section 3.2). Both a baseline assessment on a static sample and an in vivo assessment are 
provided. 
In general, the stability of a portable handheld OCT system is expected to be worse than a 
benchtop system with a fully-mounted optical system. First, without a floating optical table, 
environmental vibrations will more easily enter into the interferometer. Next, by confining the 
entire system to a portable cart, fluctuations in temperature and moving air from cooling systems 
will also adversely affect the reference arm stability. These factors would both manifest as 
random optical path length variations, which are known from Section 4.5 to be the most 
detrimental type of disturbance to defocus and aberration correction. Introducing a handheld 
probe will also introduce additional 3-D motion from the operator and the subject when 
performing in vivo imaging. 
The stability analysis will begin with a static sample and a mounted probe. During this 
experiment, the probe and sample were mounted to separate 3-axis stages (PT3, Thorlabs, Inc.). 
The setup was placed on an office desk and a floating table was not used. The sample consisted 
of layers of tape as described in 5.1.3. The A-scan rate was set to 30 kHz, and 300 x 300 pixels
2
 
were acquired in the transverse dimensions. 
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The results are shown in Figure 5.6. On the top row, pseudo-en face maps of the phase and 
amplitude stability are shown with overall no significant distinguishing features. There are no 
triggering instabilities as was seen in Section 5.3, though the dynamic range of movement is 
much larger here. Below the stability maps, traces along the slow axis are shown for three 
separate acquisitions. First, it can be seen that the standard deviation of the XCC analysis 
satisfies the stability requirements from Figure 4.7 (for the Brownian motion situation). This is 
likely due to the low transverse resolution (15 µm). The phase fluctuation traces, though, show 
very high standard deviations. With such large axial motion, defocus or aberration correction 
would not be possible without further phase stabilization using a coverslip or the technique 
shown later in Section 8.1.1. Furthermore, phase fluctuations along the fast axis are 
approximately 0.02 radians/A-scan. 
As a second experiment, the tympanic membrane (TM) of a healthy human participant was 
imaged with a stationary, M-mode beam. As contact could not be directly made with the sample, 
the motion in this case was expected to be much larger than in the static sample experiment. 
Results are shown in Figure 5.7. The top row shows two representative cross-sectional images of 
the M-mode TM imaging. To acquire the most stable data, all analyzed data was acquired in a 
pre-triggered fashion. This meant that once the operator observed good data on the real-time 
display, he/she pressed a physical button (in this case a foot pedal). Once the button was pressed, 
the previous 300 frames of data were saved.  
77 
 
 
Figure 5.6 - Baseline stability assessment of portable system. Top row shows baseline phase and stability 
maps of a static phantom using the mounted handheld probe of the portable SD-OCT system. Traces below 
show that for 3 separate acquisitions, the phase stability is not satisfied while the amplitude stability is 
satisfied. 
Even with the pre-triggered technique, motion much larger than the axial resolution of the 
system was observed. Because of this, XCC analysis cannot accurately determine the amount of 
transverse motion (Section 5.1.2) and therefore was not performed. Traces from the phase 
analysis, though, are shown below the cross-sectional frames. The motion is many orders of 
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magnitude larger than the baseline stability assessment, and the standard deviation of the motion 
along the pseudo-slow axis is also multiple orders of magnitude too large for defocus or 
aberration correction. Interestingly, though, the fact that reliable phase analysis was possible on 
this in vivo TM suggests that it can be used as a pre-processing step for flattening the TM image 
for thickness measurements or for deflection measurements as with pneumatic otoscopy. The 
simplicity of this algorithm meant that with only a very rough knowledge of where the TM is, a 
measurement of its deflection is possible. 
 
Figure 5.7 - Phase stability assessment of in vivo TM imaging. Stability assessment of in vivo TM 
imaging. Due to the large axial motion, only a phase analysis was performed. 
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6 IN VIVO SKIN IMAGING 
In Chapter 4 and Chapter 5, the notion of stability for computed optical interferometric 
tomography was discussed. Through simulations and experiments, the sensitivity of defocus and 
aberration correction to motion was investigated. With this understanding, it is clear that using 
these techniques for in vivo imaging may not be trivial. In this chapter, in vivo imaging of skin is 
shown. By utilizing real-time feedback and different mounting configurations, it is shown that 
reliable in vivo imaging is possible. In this chapter, the 1,300 nm OCT system was used 
(Section 3.1.1). 
6.1 Decomposition of ISAM processing 
In addition to stability, another major challenge faced in volumetric defocus and aberration 
correction is the sometimes large computational complexity. In Section 2.3.2 a quick 
simplification for aberration correction was discussed which reduced 3-D filters to much simpler 
2-D filters. This meant that aberration correction could be applied one plane at a time rather than 
on the entire volume. 
A similar simplification was previously developed for ISAM [62]. In that work, a single 
resampling in the 3-D Fourier domain was reduced to multiple resamplings in the 2-D Fourier 
domain. By virtue of this simplification, the memory requirements for processing were 
dramatically decreased even if the computational complexity increased. Omitted from [62], 
though, was any discussion on when the 2-D decomposition was valid, and how well it 
performed when compared to the complete resampling in the 3-D Fourier domain. In this section, 
it is shown show that actually the decomposition into many 2-D Fourier domain resampling 
problems is equivalent to the full 3-D resampling. 
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To show this, consider the resampling function as introduced in Section 2.3.1 and reproduced 
below.  
 
2 2 21 / 2) / 2( ( )
2
z x ykk q q      (6.1) 
The ISAM reconstruction can then be abstracted to the following form. Given data represented 
by ( , , )S x y z , compute 
 
1
ISAM ( , , ( , , )) ( , ,( , , ) ){ }x y x y zS q q f q qS x y zy q xz
   (6.2) 
for some function f . If, by chance, f  can be decomposed such that 
1 2, , ) g ( ,g ( , )( )x y z y x zq q q q qf q   , then the problem in Eq. (6.2) can be computed in the following 
two steps. First, compute the following: 
 
1 1
1 1 '( , , ') ( , ,g ( , )) ( , , '){ { }}z xq q x x zx y z S q y q yS q x z
    (6.3) 
where 'z  and zq   are Fourier pairs. Notice that in Eq. (6.3), only 2-D Fourier transforms are 
required. This means that the full 3-D Fourier transform of the data do not need to be stored, 
which greatly reduces the memory requirements. In addition, the full 3-D volume of data does 
not even need to be acquired yet. Since Eq. (6.3) has no dependence on the variable y , it can be 
applied on each fast-axis frame individually. As a second step, compute the following: 
 
1
2 , 1 2( , , ) ( , ,g ( , )) ( , , ){ }y zq q y y zx y z S x q q q x zS y
   (6.4) 
These two steps, Eq. (6.3) followed by Eq. (6.4), are precisely the procedure presented in [62]. 
With a little manipulation, though, it is possible to show that 2 ISAM( , , ) ( , , )x y z S x yS z . First, 
consider the following intermediate equation:  
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Notice that in Eq. (6.5), it is now assumed that the full volume of data has been acquired, since a 
Fourier transform has been taken along the slow axis, y , but still only 2-D Fourier domain 
representations have been used. 
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In Eq. (6.6), the crucial step is bringing the resampling function 2g  inside the Fourier transform. 
This is possible because the Fourier transform has no dependence on yq  or zq . It is finally 
shown in Eq. (6.6) that 2 ISAMS S , and that the processing could be done without ever requiring 
a 3-D Fourier transform representation of the data. 
Specifically for ISAM, 2 2 2
1
, , ) ( / 2) ( /( 2)
2
x y z z x yf kq q k q q     and so the functions 1g  and 
2g  can be defined as follows: 
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The use of just one of the steps, say Eq. (6.3), has the interesting property of correcting for 
defocus along a single axis. This is denoted as 2-D ISAM, as it performs the traditional ISAM 
reconstruction when restricted to a single axis [62, 63]. As shown in Figure 6.1(a), a defocused 
en face plane through tissue-mimicking phantom is shown at each step of the reconstruction. 
After 2-D ISAM, high-resolution is achieved along a single dimension (vertically), but the other 
dimension (horizontal) remains the same. After the second step, high-resolution is achieved in all 
dimensions. Figure 6.1(b) shows a step-by-step depiction of the wavefront correction in the 
Fourier domain. Initially, defocus presents as a 2-D quadratic, bowl-like function. After applying 
2-D ISAM along one axis, the wavefront becomes more like a rolled piece of paper. The surface 
is flat in one dimension, and quadratic in the other. Finally, after the second step, both 
dimensions are flat and the in-focus wavefront is restored. 
 
Figure 6.1 - Graphical depiction of two-step defocus correction. (a) Sequence of OCT, 2-D ISAM, and 
3-D ISAM processing. The 2-D ISAM results only in high-resolution along the fast axis (top-to-bottom). (b) 
A graphical representation of the wavefront error during each step. 
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6.2 Real-time, GPU-based ISAM 
Using the mathematical result in the previous section in addition to the simplification for 
aberration correction introduced in Section 2.3.2, Eq. (2.8), ISAM and CAO can now be 
combined on a GPU. Using the full, direct implementations of ISAM and CAO were not initially 
possible on a GPU due to the limited memory constraints. To date, a mid- to high-range GPU 
will only contain 4 GB of memory (GeForce GTX 580 GPU, NVIDIA). Given a raw 16-bit 
SD-OCT dataset with dimensions of 1024 x 810 x 810 pixels
3
 (k, x, y), 1.25 GB are required to 
store this data. During processing, typically 32-bit data types are used to avoid rounding errors 
which results in a complex-valued dataset of dimensions 512 x 810 x 810 pixels
3
 (z, x, y), which 
requires 2.5 GB of memory. Combined with the other temporary data required for processing, 
there is not enough room to store more than one volume of data on the GPU at a time. Therefore, 
for real-time imaging, while one volume of ISAM data is being processed, there will be no room 
on the GPU for the newly acquired data. Depicted in Figure 6.2 is a schematic of the GPU-based 
real-time ISAM implementation which overcomes this challenge. 
 
Figure 6.2 - System diagram. The experimental setup showing the spectral-domain 1300 nm OCT system 
with an overview of the GPU implementation of real-time 3-D ISAM. 
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The real-time 3-D ISAM reconstruction was performed on the GPU based on Eq. (6.3) and 
Eq. (6.4) by performing two orthogonal 2-D ISAM reconstructions, one along the fast-axis 
frames as the data is being acquired and the other along orthogonal planes of the 2-D ISAM 
reconstructed fast-axis dataset after one volume latency (Figure 6.2 and Figure 6.3).  
The background spectrum, the resampling indices for linearization in wavenumber, and ISAM 
resampling indices are pre-calculated in the initialization phase. The standard OCT processing 
steps of background subtraction, cubic B-spline interpolation for linearization in wavenumber k, 
and a real-to-complex (R2C) Fourier transform were performed on each A-scan. The signal 
processing steps for 2-D ISAM have also been described in [62]. For completeness, after the 
standard OCT processing, the cross-sectional images are circularly shifted to move the focus to 
zero optical path length difference, followed by a 2-D complex-to-complex (C2C) Fourier 
transform and ISAM resampling. Notice from Eq. (6.3) and Eq. (6.4) that, with proper spatial 
sampling, the same resampling indices can be used for both fast-axis and slow-axis Fourier space 
resampling. Finally, a (C2C) 2-D FFT brings the resampled data into the spatial domain, and the 
focus is shifted back to its original location. The absolute value and gamma correction were 
applied on the data for display purposes, while the complex-valued data was transferred to a 
buffer on the GPU large enough to hold an entire volume for processing along the slow-axis. 
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Figure 6.3 - Flow chart for ISAM implementation on the GPU. The dark blue blocks indicate the 
additional steps required for ISAM processing. The GPU kernels along the fast- and slow-axes are executed 
on separate GPU threads enabling the GPU to schedule the kernels independently. The dashed rectangle 
denotes that these blocks are all performed in a single GPU kernel call. FFT (Fast Fourier Transform), R2C 
(Real-to-Complex), C2C (Complex-to-Complex), CUDA (Compute Unified Device Architecture). 
6.3 Real-time ISAM validation 
A tissue-mimicking phantom consisting of titanium (IV) oxide particles (< 5 m) embedded in a 
silicone gel was used to quantitatively evaluate the reconstruction quality. The volumetric dataset 
(512 x 810 x 810) was acquired at 95 FPS with the focus placed approximately 1 mm deep 
within the sample. Representative OCT-, 2-D ISAM-, and 3-D ISAM-processed en face planes 
900 m above the focus are shown in Figure 6.4. The degradation of lateral resolution in OCT 
and the impact of ISAM resampling are clearly evident at the planes away from the focus. 
Two-dimensional ISAM processing applied on the cross-sectional fast-axis frames results in 
narrowing of the PSFs albeit only along the fast scanning direction. Subsequent ISAM 
processing along the slow-axis frames results in isotropic PSFs as would be expected from sub-
resolution particles. These improvements were quantified by evaluating the FWHM values of the 
lateral PSFs at each depth by a method described previously [107]. Depth invariant transverse 
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resolution both along the fast- and slow-axes was achieved after applying 3-D ISAM, as can be 
seen in Figure 6.4. Also shown is a quality comparison between the real-time GPU 
reconstruction and 3-D ISAM post-processed in MATLAB. At high image acquisition speeds, it 
was found that several computational steps, such as axial and lateral phase correction, were 
unnecessary. Furthermore, to minimize the processing time, data upsampling, dispersion 
compensation, and centering of the transverse bandwidth were not performed. To validate the 
decomposition of 3-D ISAM resampling, the raw data was post-processed based on Eq. (6.2) in 
MATLAB using double precision operations and also incorporated the above mentioned 
additional processing steps. The results qualitatively and quantitatively show that, even for a 
high-NA OCT system, there was no degradation in reconstruction quality between the real-time 
GPU and MATLAB post-processed datasets. 
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Figure 6.4 - Results from tissue phantoms containing titanium (IV) oxide scattering particles. En face 
planes 900 μm above the focus for (a) OCT (b) 2D ISAM processed along the fast-axis (c) 3D ISAM 
reconstruction. FWHM of the point spread functions as a function of depth along the (d) fast-axis and (e) 
slow-axis for OCT, 2D ISAM, GPU processed 3D ISAM and MATLAB processed 3D ISAM. The en face 
planes shown have transverse dimensions of 1 mm x 1 mm. 
6.4 Skin imaging with mounted optics 
After validating the GPU ISAM processing method on a tissue-mimicking phantom (Figure 6.4), 
the real-time capabilities for obtaining in vivo ISAM tomograms were demonstrated. Reliable 
acquisition of phase-sensitive measurements in vivo is challenging due to the sample-induced 
motions in a living tissue and inherent system noise. As ISAM relies on precise phase 
relationships throughout an acquired tomogram, its reconstruction quality is also susceptible to 
these sources of phase noise. To avoid any lengthy or complex motion correction procedures, 
multiple steps were taken to acquire phase-stable data. The high-speed data acquisition helped in 
minimizing motion artifacts and phase noise. In addition, custom galvanometer waveforms for 
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lateral beam scanning, and proper tissue mounting, combined to enable in vivo ISAM. The 
capability to visualize 3-D ISAM data in real-time enabled us to ensure proper imaging 
parameters for optimum ISAM reconstructions and to minimize the impact of axial and 
transverse movement, thus ensuring repeatable and reliable measurements. Figure 6.5 
demonstrates in vivo ISAM on the skin of a healthy human volunteer spanning a transverse field-
of-view of 3.2 x 3.2 mm. The tomogram reveals the spiral structure of the sweat ducts 
characteristic of thick skin, and qualitatively, it is clear that neither motion nor phase noise 
corrupted the ISAM reconstruction. To verify this quantitatively, a random selection of sweat 
ducts were chosen and the cross-sectional diameters were measured. For standard OCT, the 
mean diameter was 114 µm (σ = 11 µm) and for ISAM the mean diameter was 61.5 µm 
(σ = 8.0 µm). The actual cross-sectional diameter of sweat ducts is known to range from 
50 to 80 µm [108] verifying that ISAM provides anatomically accurate reconstruction of tissue 
structure in vivo. This dataset represented a landmark in defocus and aberration correction, as it 
was the first demonstration of these techniques being applied to in vivo imaging. All previous 
publications and reports used simulations, tissue phantoms, or ex vivo samples. 
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Figure 6.5 - Real-time in vivo ISAM of healthy human skin from the fingerprint region of the index 
finger. (a) Three-dimensional rendering comparing OCT (left) and ISAM (right). The spiral structure of the 
sweat ducts appear with higher resolution and higher signal-to-noise ratio in the ISAM dataset. (b) 
Representative en face planes (OCT left and ISAM right) with enlarged representative regions indicated by 
color-coded arrows showing the cross-section of the sweat ducts. The diameter of the sweat ducts obtained 
with ISAM more closely matches the known anatomical range of diameters. (c) En face planes at a (optical) 
depth of 780 µm below the surface showing enhanced resolution deeper, inside the superficial dermis. The 
scale bars represent 500 µm. 
The influence of focus placement on depth-dependent image quality was then investigated using 
ex vivo mouse muscle. When conducting tomography with a high numerical aperture (NA) 
optical beam, it was found that real-time tissue-dependent focus placement was crucial, and 
strongly affected the depth-dependent sensitivity of the resulting tomogram. Figure 6.6 compares 
two ISAM tomograms, one with the focus placed near the surface and the other with a deeply 
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placed focus. It was found that with the deeper focus, there is practically no loss of information 
near the tissue surface. Deep in the tissue though, where (due to the effects of optical scattering) 
there is naturally very low sensitivity, the image quality is dramatically improved with the deeper 
focus. This was attributed to the enhanced collection of singly backscattered light when the focus 
is placed deep in the sample. Real-time feedback is thus beneficial for optimizing 
depth-dependent image quality for a given tissue type. Image quality metrics such as 
anisotropy [109] and contrast shown in Figure 6.6 validate the results for deep focus placement.    
 
Figure 6.6 - Focus placement with real-time ISAM on ex vivo mouse muscle. Left image stack shows 
three en face planes (depths denoted as dashed lines in the chart) from an ISAM tomogram with a focus 
placed shallow (310 µm) in the tissue. The right image stack shows the corresponding slices from an ISAM 
tomogram with the focus placed deeper (1000 µm) in the sample. The tomogram with a deep focus has a 
slight loss in signal near the surface, but deep in the sample, the strategically placed focus enhances fine 
muscle structures. These results are quantified using anisotropy and contrast as image quality metrics in the 
chart. En face planes shown have transverse dimensions of 3.2 x 3.2 mm. 
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In vivo imaging was then combined with a strategically placed focus to image 1.2 mm (optical 
depth) in highly scattering healthy human skin on the wrist. Without sacrificing transverse 
resolution far from focus, the depth-of-field was extended by over an order of magnitude 
(24 Rayleigh ranges) in real-time. Figure 6.7 demonstrates that away from focus, not only does 
ISAM reveal the true structure obscured in OCT, but it also recovers proper constructive 
interference leading to an increase in signal-to-noise ratio (SNR). With the simplistic optical 
setup, resolution, penetration depth, and sensitivity comparable to that of more complex imaging 
systems [33] were achieved. Clearly resolved in Figure 6.7(b) are the stratum disjunction (SD), 
stratum corneum (SC), reticular dermis (RD), and subcutaneous fat (SF). In Figure 6.7(a) and 
Figure 6.7(c), the reticular dermis (a skin layer containing a network of small blood vessels) 
suffers from a large amount of blurring due to defocus. Figure 6.7(b) and Figure 6.7(d) show the 
resulting ISAM reconstruction where these features are brought back into focus. This point 
shows that ISAM produces better quality volumes over large depth ranges by improving two 
important properties used to measure the quality of images: resolution and SNR. 
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Figure 6.7 - Real-time in vivo ISAM of skin from a healthy human wrist. The optical focus was placed 
1.2 mm deep inside the tissue and depth-of-field was extended by over an order of magnitude (24 Rayleigh 
ranges) in real time. A representative cross-sectional plane of (a) OCT and (b) ISAM processed dataset. CS: 
coverslip, GL: glycerol, SD: stratum disjunction, SC: stratum corneum, RD: reticular dermis, SF: 
subcutaneous fat. Cropped en face planes of (c) OCT and (d) ISAM at an optical depth of 520 µm into the 
tissue. (e) Variation of signal-to-noise (SNR) with depth. Compared to OCT, ISAM shows significant 
improvement over an extended depth range. Scale bars represent 500 µm. 
In conclusion, the decomposition of Fourier-domain resampling with high-speed data acquisition 
coupled with real-time feedback enabled the first demonstration of in vivo 3-D ISAM. The above 
results, both qualitatively and quantitatively, show the ability of ISAM and strategic focus 
placement to enhance both the resolution and sensitivity throughout an extended volume. 
Furthermore, by combining this technique with CAO [12], computed optical imaging may have 
the capability to provide aberration-free 3-D tomography that can complement or replace more 
complicated optical setups for high-resolution retinal imaging. This direction is further explored 
in Section 7.4. 
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6.5 Phase variance ISAM 
The previous sections built up to the main result of computational refocusing for in vivo skin 
imaging. Implicit in the discussion, and most all refocusing or aberration correction discussions, 
is the assumption that one is attempting to reconstruct only structural information, that is, the 
scattering potential, ( , , )x y z . It is conceivable, though, that imaging of functional elements 
such as blood flow can also benefit from these computational techniques as well. In this section, 
a proof-of-concept study is presented which demonstrates this point. 
The experimental setup using the 1,300 nm system described in Section 3.1.1 is depicted in 
Figure 6.8. There, a clamp was used to gently hold the ear of a mouse in place. The ear was 
chosen for the abundance of blood vessels near the surface. The optical beam of the 1,300 nm 
SD-OCT system was aligned such that the optical focus was far below the ear. This meant that 
all the tissue in the ear was imaged out of focus. Once aligned, a volume was acquired. Five 
frames were imaged at each location to allow for phase-variance OCT (PV-OCT) processing 
[110]. A second volume at the same location was also acquired while in focus. Here, the 
processing script from [111] was used. To perform PV-OCT, first all frames were processed 
according to standard OCT processing. Next, the circular variance of the phase was calculated 
along depth within a specified sliding window. The window size used was 20 pixels. Then, the 
median of the respective pixels in each of the 5 consecutive frames was calculated. The resulting 
volume of median values is the PV-OCT volume. These volumes often suffer from shadowing 
artifacts of large blood vessels, and so the en face planes are typically shown. These artifacts can 
come in the form of low SNR due to the absorption of blood in the NIR, but also from movement 
artifacts. In the second situation, movement in the sample at one depth impacts the image of the 
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sample at a lower depth. This gives the appearance that tissue below a blood vessel is moving 
when, in reality, it is an artifact from the blood vessel above it. 
 
Figure 6.8 - PV-ISAM experimental setup. The blood vessels in the ear were imaged out of focus as a 
proof-of-concept of computational defocus correction for vascular imaging. 
The results are shown in Figure 6.9. From top to bottom is the original out-of-focus PV-OCT 
where the ear was imaged with the optical focus far below the ear. Next, 2-D ISAM was applied 
along the fast axis of each frame of the out-of-focus OCT volume. This, as was discussed at the 
end of Section 6.1, improves the transverse resolution along the fast axis, but leaves the 
structures along the slow axis the same. After applying 2-D ISAM to the volume, the PV-OCT 
processing was applied to the data. The results are shown in the second row of Figure 6.9. 
Highlighted by the white arrows, many features which were not resolvable in the original out-of-
focus PV-OCT can now be seen. Finally, in the bottom row of Figure 6.9, the in-focus PV-OCT 
data is shown. Similar features from the PV-ISAM image can be verified here.  
Differences between the in-focus and re-focused images may result from a number of reasons. 
First, these corrections are only along the fast axis. Therefore, any high-frequency features along 
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the slow axis will not be visible in the refocused image. This effect can be clearly seen in any 
blood vessel which runs from left-to-right which appears much thicker in the vertical direction in 
the refocused image as compared to the in-focus image. Another reason for differences between 
the in-focus and refocused image is that of multiple scattering which can affect the quality of 
refocusing or aberration correction. Finally, changing blood flow may play a role in any 
differences. As the out-of-focus images were acquired before the in-focus images, the clamp as 
seen in Figure 6.8 may cause the blood flow in certain vessels to reduce. In the left column of 
Figure 6.9, this last reason may explain the differences between the top-right corners of the 
refocused and in-focus images. 
In its current form, there are some challenges which must be fully considered before this 
technique can be considered useful. First is the issue of stability. In the other sections of this 
chapter, difficulties in stability originated from bulk sample motion. This would be analogous to 
the mouse moving and causing the ear to move. In the current scenario, though, this type of 
stability is not an issue because, similar to Section 6.4, contact with the tissue can be made which 
removes most bulk motion. Here, the challenge is the blood flow which, consequently, is what 
one is trying to measure. To see this as a challenge, consider stability on a local scale. For a 
successful ISAM reconstruction of a particular region, that region of the sample must not move. 
This is the concept of the interrogation length which was discussed in Section 4.2. With constant 
blood flow, though, this is not necessarily possible. In the current imaging scenario, only the fast 
axis could be reconstructed because blood flow caused instabilities along the slow axis. It is 
possible that, with a different imaging scheme, refocusing along both axes could be achieved. 
For instance, instead of acquiring 5 frames at one location before moving to the next, one could 
acquire 5 rapid volumes and perform the PV processing across each volume. 
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Figure 6.9 - Experimental validation of phase variance ISAM. The top row shows PV-OCT when the 
blood vessels were out of focus. The bottom row shows PV-OCT when vessels were acquired in focus. The 
middle shows PV-ISAM which performed 2-D ISAM processing along the fast axis (left-to-right). Improved 
resolution is seen along that axis. 
Another challenge is that of shadowing. As previously discussed, typical PV processing has 
problems with shadowing artifacts, and this transfers over to PV-ISAM as well. Consider the 
image shown in Figure 6.10. This graphic is meant to hypothesize the types of artifacts which 
would be seen in a volumetric PV-ISAM image. The graphics are in cross section. The top row 
shows an imaging configuration where two small blood vessels are images with one in focus (on 
bottom) and one out of focus (on top). In a traditional PV-OCT image, each vessel would cause a 
shadow in depth due to the fluctuating tissue. These shadows are shown as tall rectangles in the 
PV-OCT image in the top row of Figure 6.10. In the PV-ISAM reconstruction, the out-of-focus 
vessel will be brought in to focus near the top, but the shadow resulting from this vessel will not 
be fully refocused. This will result in a triangle-shaped shadow in depth. In addition, the vessel 
which was originally in focus will remain in focus after the ISAM processing, but the shadow 
from it will be distorted and broadened in depth. A similar situation can be seen when the 
in-focus vessel is above the defocused particle. 
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The final challenge in PV-ISAM is that of application. Due to the limited size and spacing of 
blood vessels, very high-resolution imaging is not typically needed, and thus the depth-of-field is 
typically large enough to fill the full depth image. For some applications, though, such as the 
retina, some work has been done which shows the potential for HAO to improve vasculature 
measurements in OCT imaging [112]. Furthermore, it is possible that imaging micro-fluidics 
other than blood vessels which require high-resolution imaging could benefit from such a 
technique. 
 
Figure 6.10 - Exaggerated artifacts in PV-OCT and hypothesized artifacts in PV-ISAM.  Two situations 
and the hypothesized shadowing artifacts in PV-OCT and PV-ISAM. 
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7 IN VIVO OPHTHALMIC IMAGING 
The scenario to be considered in this chapter is imaging the living human retina. The retina is 
unique in that the lens in the eye is used as a part of the optical system. Thus, imperfections in 
the eye degrade the resolution and overall quality of the desired retinal image. Furthermore, these 
imperfections change with each eye [24] and thus the imaging system is required to adapt to 
accommodate for these changes. Low-order aberrations such as defocus can easily be corrected 
by either adjusting lens positions in front of the eye or with simple liquid lenses [113-115], but 
higher-order aberrations such as astigmatism, coma, spherical aberration, etc. require either more 
advanced liquid lenses [116] or an adaptive optics system [46, 47, 49, 117]. The difficulties in 
producing highly tunable liquid lenses in addition to the complexity and high costs of adaptive 
optics systems, though, have held these systems back, and only recently has there been 
commercial adoption (HAO rtx1 retinal camera, Imagine Eyes). Developing a system which can 
computationally correct for ocular aberrations could then have significant advantages over other 
approaches. 
7.1 Ocular motion 
The main difficulty in applying computed optical interferometric techniques to retinal imaging is 
stability. The eye is a highly dynamic organ and even under normal fixation, involuntary 
movements of the eye are unavoidable [118]. Involuntary motion of the eye during fixation can 
be classified into three groups: drifts, microsaccades, and tremors [118]. Drifts are large 
(3 - 12 arcminutes, 10 - 40 μm), slow (30 archminutes/s, 100 μm/s) movements of the eye and 
last up about a second (0.3 – 0.8 s) and persist for 95 - 97% of fixation time. Microsaccades are 
very large (5 - 40 arcminutes, 17 - 137 μm) and fast (300 - 6,000 archminutes/s, 
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1,000 - 20,000 μm/s), but brief (0.01 - 0.02 s) movements of the eye which re-center vision in 
between drifts and occur every few seconds. Finally, tremors are small (0.08 - 0.33 arcminutes, 
0.27 - 1.15 μm), very rapid movements which are superimposed on top of the drifts. Tremors can 
have frequency content into the 150 Hz range and be on the order of the resolution of a 
high-resolution retinal imaging system (~3 μm). This last type of motion (tremors) presents the 
most serious challenge to overcome for computational aberration correction in the eye. 
With creative optical setups such as bouncing an optical beam off a mirror on a contact 
lens [119], stabilized retinal imaging is possible, but difficult and moderately invasive. Other 
investigations have shown that large, rapid motions of the eye can be avoided with proper 
training [120], but relying on such training can dramatically reduce the size of the population 
which can benefit from this technique. In the next section, a robust technique is developed for 
performing computational aberration correction in the eye. 
7.2 OCT anatomy of the human retina 
As a point of reference, Figure 7.1 provides a sample SD-OCT image of the human retina. In 
depth, many layers can be identified which closely match histological samples. For convenience, 
only a few are labeled in the figure. From top to bottom, labeled in Figure 7.1 is the retinal nerve 
fiber layer (RNFL), external limiting membrane (ELM), inner segment/outer segment junction 
(IS/OS), outer segment (OS), retinal pigment epithelium (RPE), and the choroid. Two specific 
layers have been of interest to HAO: the RNFL and the IS/OS. In the RNFL, individual nerve 
fiber bundles can be seen under high-resolution imaging [46], while in the IS/OS junction, the 
rod and cone photoreceptors can be seen [121]. In the following sections, the IS/OS (or 
photoreceptor) junction will be imaged. 
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Figure 7.1 - Layers of the human retina as visible to SD-OCT. RNFL: Retinal nerve fiber layer, ELM: 
External limiting membrane, IS/OS: Inner segment outer segment junction, OS: Outer segment, RPE: Retinal 
pigment epithelium. 
7.3 Fully-automated aberration correction 
In a traditional HAO system, as explained in Section 2.2, there are two main components of 
hardware in order to form a closed feed-back loop. One component changes the wavefront (the 
deformable mirror), and the other measures the wavefront (the wavefront sensor). 
Computationally, many works have shown the possibility of correcting aberrations 
(Section 2.3.2) which mimics and replaces the deformable mirror. Measuring the aberrations, 
though, has proven a more difficult challenge. This is due to multiple scattering and speckle 
which result in a misinterpretation of the wavefront error. Section 2.3.4 briefly discussed this 
issue. 
For ophthalmic imaging, though, the challenge of computationally measuring wavefront 
aberrations becomes a more significant problem. For a microscope, it is conceivable that a 
calibration step can be performed by imaging sub-resolution scatterers to measure the aberrations 
which would, in turn, be applied to the sample of interest. For retinal imaging, though, the 
sample cannot be changed to calibrate the aberrations of the human retina, and a blind search 
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through all possible aberrations would be inefficient. In this chapter, a fully automated technique 
is described to measure and correct low- and high-order aberrations of the retina in vivo. 
The fully-automated aberration correction algorithm was developed by combining two 
techniques. A schematic of the algorithm is shown in Figure 7.2. Initially, large, bulk aberrations 
were detected using a technique called DAO (Section 2.3.4) which computationally mimicked a 
Shack-Hartmann wavefront sensor [72], and applied to the data according to the principles of 
Fourier optics. Once a phase-only filter is determined with DAO, it is applied in the same way 
which is shown in Figure 2.4, although for this system. The correction of bulk wavefront errors 
was sufficient to reveal the structure of the cone photoreceptors. A peak detection algorithm was 
then used in conjunction with the guide-star based algorithm from Figure 2.5 which iteratively 
fine-tuned the aberration correction. Before these two steps were applied, the Fourier space was 
centered by averaging the power spectrum along each axis, fitting with a Gaussian function, and 
measuring the center of the power spectrum. The spectrum was then centered in the Fourier 
domain. The full algorithm required 1.2 seconds per frame. Some of the time, the additional 
iterative guide-star based correction of higher-order aberrations did not show significant 
additional improvement, but other times, noticeable improvement was seen (shown later in 
Section 7.4). In this implementation, the type of aberrations which can be corrected must lie in 
the en face plane. Alternate implementations along depth could potentially correct other, axially-
dominant aberrations such as some chromatic aberrations. 
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Figure 7.2 - Schematic of automated aberration correction. Beginning with an en face plane from an OCT 
system, first DAO is applied to correct for low-order aberrations. GS-CAO is then applied to many peaks and 
the best reconstruction is chosen.  
7.4 Phase correction for retinal imaging 
As is known from Chapter 4, the phase of the processed en face OCT data is very susceptible to 
motion along the axial motion. Even small, sub-wavelength motion can create large jumps or 
discontinuities in the phase, and, as will be shown in the next section, it was necessary to correct 
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for motion along the optical axis from the participant’s head in addition to other phase noise 
from the AOMs. To correct the phase of a single frame (Figure 7.3), each axis was processed 
separately, but in the same manner. First, the angle was unwrapped along the given axis and 
averaged along the orthogonal axis. The angle of the resulting line of data was then conjugated 
and added back to the phase of each line of the original data. This process was performed two 
times along each axis. After phase stabilization, the automated aberration correction algorithm 
from Section 7.3 was applied.  
 
Figure 7.3 - A flowchart of the phase stabilization technique. The phase is sequentially unwrapped, 
averaged, and subtracted from the frame. By repeating, the small axial motion can be compensated. 
7.5 Computational aberration correction for high-resolution in vivo retinal imaging 
To initially demonstrate the possibility of computational aberration correction while imaging the 
retina in vivo, a high-speed ophthalmic en face OCT system (Section 3.3) was designed and built 
in an attempt to overcome most ocular motion. Just as in Section 6.4, the plan was to devise a 
scanning and sample mounting technique which avoided enough motion to allow for a direct 
application of the aberration correction techniques. As will be seen in this section, 
amplitude-stable data were acquired, but even with high-speed imaging, acquisition of 
phase-stable data was not possible, and the phase-stabilization technique described in Section 7.4 
was required. 
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After processing, the field-of-view on the retina consisted of 340 x 340 pixels
2
, or 
366 x 366 µm
2
. The system acquired a little more than 10 en face FPS. To reduce motion of the 
subject, data was acquired using a pre-triggered technique similar to Section 5.5 where the press 
of a button would save to disc the previous 500 frames of data. In this way, once good data was 
seen on the real-time GPU-processed OCT display, the data could be reliably acquired. 
Initially, a phase stability analysis was performed. The results are shown in Figure 7.4. On the 
top [Figure 7.4(a)], the standard deviation of the phase and amplitude fluctuations are plotted. 
These values are to be compared to the Brownian motion threshold plots in Figure 4.7. Stability 
was assessed in a manner similar to what was explained in detail in Chapter 5. The analysis here 
differs slightly, though, due to the 2-D nature of the acquisition. Specifically, repeated lines 
(instead of M-mode) were acquired with a human retina in place. This was performed by 
scanning with the resonant scanner and holding the galvanometer mirrors in place. The phase 
stability was assessed by considering phase fluctuations along the slow axis. In the absence of 
any motion, the phase would be constant. Phase differences along the slow axis were obtained by 
complex-conjugate multiplication and the complex signal was averaged along the fast axis. This 
cancelled out at transverse motion and measure purely axial motion as previously discussed. The 
standard deviation of the resulting angle across time was then plotted in Figure 7.4 for each 
frame with an average SNR above 8 dB. Amplitude stability was measured by calculating the 
XCC between the first fast-axis line and all other lines in the image. In the presence of high SNR 
and no motion, the XCC should be close to 1, and the measured motion close to zero. When 
motion occurs, the XCC will decrease and the measured motion will increase [101]. The standard 
deviation of the incremental displacements is what is finally plotted in Figure 7.4. In addition, a 
reference threshold value is shown by the dashed horizontal line. Data points falling below this 
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value are considered stable enough for aberration correction. This procedure mimics what was 
introduced in Section 5.1.2. 
First, consider the standard deviation of the phase fluctuations in Figure 7.4(a). Before the phase 
stabilization algorithm from Section 7.4 was applied (Raw phase), approximately half the data 
points were considered unstable. By considering other types of motion such as large, 
instantaneous steps (Section 4.5), an even larger percentage would be considered unstable. After 
phase stabilization (Stabilized phase), over 90% of the data points fell below the threshold line 
indicating much more stable data. Figure 7.4(b) - Figure 7.4(d) also shows an example en face 
frame before and after phase stabilization. Figure 7.4(b) shows an amplitude en face OCT image 
through the photoreceptor layer in the living retina. Figure 7.4(c) then shows the phase of that 
frame and Figure 7.4(d) shows the stabilized phase. The more uniform pattern seen in the 
stabilized phase is indicative of a motion-artifact-free image.  
Figure 7.4(a) also shows the amplitude stability measure for each frame. The amplitude stability 
was measured, but due to insufficient SNR, this measure only represented an upper bound of the 
amplitude stability. The true stability was determined to be lower than that shown in Figure 7.4 
and, in combination with the reconstructions shown later, it is believed the amplitude stability 
requirements are also sufficiently met. 
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Figure 7.4 - Stability analysis of en face OCT data. (a) Phase and amplitude stability of the living human 
retina. The dashed line provides a threshold to be met for stability. After phase stabilization, most data points 
are phase stable. Low amplitude stability can be explained by low SNR. (b and c) En face OCT images of the 
amplitude and the sine of the phase before phase stabilization. (d) The sine of the phase of the same frame 
after phase stabilization. Scale bar indicates 100 µm. 
With phase stability confirmed, aberration correction is demonstrated in the living human retina. 
A healthy human volunteer who was experienced in using the en face OCT system was chosen 
for imaging. A region just outside the parafoveal region was chosen for imaging as outlined and 
indicated by the arrow on an SLO image in Figure 7.5(a). The SLO image was acquired with a 
commercial ophthalmic SD-OCT system (Spectralis, Heidelberg). During en face OCT imaging, 
the individual was asked to fixate on an image in the distance. Due to the natural motion of the 
eye, images were acquired and stitched together in a small region centered about the fixated 
region. The resulting en face OCT mosaic is shown in Figure 7.5(b) and was acquired through 
the IS/OS junction in the retina. It is noted that in Figure 7.5(b), no distinguishable features 
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(baring the large shadows from superficial blood vessels) are visible due to the presence of 
optical aberrations. 
 
Figure 7.5 - Computational aberration correction of the living human retina. (a) SLO image of the retina 
centered on the foveal region. The boxed region indicated by the arrow outlines the position of the en face 
OCT mosaic. (b) Raw en face OCT mosaic. Zoomed insets on the top and bottom (1.9x) show no 
recognizable features. (c) Same mosaic as shown in (b) after computational aberration correction. Throughout 
the field-of-view, and highlighted in the zoomed insets, cone photoreceptors are now visible. Depending on 
the distance from the fovea, the expected change in density of the photoreceptors can also be seen. (d) 
SD-OCT cross section acquired simultaneously with the en face OCT data. Scale bars represent 100 µm in 
SLO image, and 25 µm in all SD- and en face OCT images. S: superior, I: inferior, N: nasal, T: temporal, 
RNFL: Retinal nerve fiber layer, GCL/IPL: Ganglion cell layer/Inner plexiform layer, OPL: Outer plexiform 
layer, ONL: Outer nuclear layer, IS/OS: Inner segment/Outer segment, RPE: Retinal pigment epithelium. 
The two-step aberration correction algorithm from Section 7.3 was then used to both measure 
and correct aberrations. The first step corrected large, bulk aberrations to reveal individual cone 
photoreceptors, while the second step fine-tuned the aberration correction. The final result is 
shown in Figure 7.5(c). Here, cone photoreceptors can be visualized throughout the entire field 
of view and two insets are magnified 1.9x to show further detail. Again, in the original OCT 
mosaic [Figure 7.5(b)], optical aberrations obscured the view of any cone photoreceptors. As is 
expected, the top inset is further away from the central fovea and shows sparser cone packing 
than the bottom inset [122]. The measured cone densities superior to the fovea were 
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22.4k cones/mm
2
 at 1.4 degrees, 21.0k cones/mm
2
 at 1.9 degrees, and 14.9k cones/mm
2
 at 
2.3 degrees. From histology [122], the known cone densities are 28.0k cones/mm
2
 at 1.4 degrees, 
20.4k cones/mm
2
 at 1.9 degrees, and 15.8 cones/mm
2
 at 2.3 degrees. Although most of the cone 
densities agree, the relatively large disagreement in the measured cone density and the 
histological measurement at 1.4 degrees may be due to the small region over which the cones 
were measured at that eccentricity. Finally, a simultaneously acquired SD-OCT cross section 
[Figure 7.5(d)] provided the traditional cross-sectional view of the retina. 
To show the capability of this computational aberration correction technique to correct for even 
high-order aberrations (up to 4
th
-order Zernike polynomials), a sample wavefront correction 
which was applied to a section of Figure 7.5(b) is shown in Figure 7.6. A surface plot of the 
computed wavefront error is shown in Figure 7.6(a) and the decomposition of the function into 
Zernike polynomials is shown in Figure 7.6(b). The bulk correction was performed with the first, 
DAO step and the additional fine-tuned correction was performed with the guide-star based CAO 
technique. The shape of the wavefront error and the presence of high-order aberrations in the 
Zernike polynomial decomposition suggests that a large-stroke or large-element deformable 
mirror would be required to correct in hardware. Due to the double-pass configuration, and equal 
entrance and exit apertures, similar to typical HAO systems, it should be noted that this 
wavefront error does not directly represent the ocular aberrations of the individual’s eye, and 
therefore may deviate from the known average aberrations in the healthy population [24]. In 
addition, the wavefront shown here cannot be directly related to the necessary shape on a 
deformable mirror. To make this connection, a HAO would be required. 
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Figure 7.6 - Computational wavefront correction. (a) Surface plot of the computational wavefront 
correction applied to the computed pupil. (b) Zernike polynomial decomposition of wavefront correction 
shown in (a) after the bulk aberration correction step and after the fine tuning step (both fully automated). 
The presence of high order Zernike polynomial terms highlights the flexibility of computational aberration 
correction. (c) Percent change of each Zernike term after fine tuning. Although small, the fine tuning was 
important (Figure 7.7). 
It was found that both techniques were necessary to obtain the final result shown in 
Figure 7.5(c). Some of the time, the additional iterative guide-star based fine-tuned correction of 
aberrations did not show significant additional improvement, but other times, noticeable 
improvement was seen (Figure 7.7). Figure 7.7(a) and Figure 7.7(b) show aberration correction 
with only the first step of the automated procedure. Figure 7.7(c) and Figure 7.7(d) show the 
final image after bulk and fine-tuned aberration corrections. A noticeable improvement is seen 
from Figure 7.7(b) to Figure 7.7(d). The improvement can also be seen with the improved 
visibility of Yellott’s ring [123]. Figure 7.7(e) shows the power spectrum averaged at a constant 
spatial frequency from the center. In the non-aberration corrected OCT frame no peak can be 
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seen (indicated by black arrow). After bulk aberration correction, a peak from Yellott’s ring can 
be seen. After the fine-tuned correction, the peak from Yellott’s ring becomes further visible. 
 
Figure 7.7 - Bulk and fine-tuned aberration corrections. (a and b) Computational correction of only large 
bulk aberrations. (c and d) Fine-tuned computational correction. (e) Radial average of power spectrum of 
original OCT frame (Figure 7.8), bulk corrected frame (a), and fine tune corrected frame (c). The peak 
indicated by the black arrow is Yellott’s ring. Scale bars represent 50 µm. 
Finally, Figure 7.8 shows the result of applying aberration correction with and without phase 
correction. The top row of Figure 7.8 shows the same images from the bottom of Figure 7.4. 
Figure 7.8(d) shows the result of applying the aberration correction technique to the data with 
uncorrected phase. The image shows little change from Figure 7.8(a). Finally, Figure 7.8(e) 
shows the final result of aberration correction with the phase-corrected data. The cone 
photoreceptors are now visible throughout the field-of-view. 
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Figure 7.8 - Aberration correction with and without phase correction. (a) Original, uncorrected en face 
OCT frame. (b) Sine of measured phase of the en face OCT frame before phase correction. (c) Sine of 
measured phase of the en face OCT frame after phase correction. (d) Computational aberration correction 
without phase correction. (e) Computational aberration correction with phase correction. Scale bar represents 
100 µm. 
7.6 Stiles-Crawford I effect 
It is believed that the reconstruction of even highly-packed cone photoreceptors (bottom insets in  
Figure 7.5) was possible due to the Stiles-Crawford I effect [124] and the antenna/waveguide 
nature of the photoreceptors [125]. The Stiles-Crawford I effect relates to the directional 
sensitivity of the human visual system. Suppose a single point is focused onto the retina. The 
Stile-Crawford effect states that, with the same illumination power, the point will appear brighter 
when the collimated beam being focused is centered on the pupil. When the beam is not centered 
on the pupil, the point will be focused onto the retina at an angle and this results in the perception 
of a lower-intensity point and is not a result of optical aberrations. Later, this phenomenon was 
also related to the directional backscattering of the photoreceptors. This relation allowed one to 
consider photoreceptors as antennas/waveguides. The directionality of the photoreceptors was 
found to be predominantly forward and back-scattering. Only a small component provides 
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transverse scattering.  Due to the strong directionality of the photoreceptor reflectivity, multiple-
scattering events (which can impact the computational reconstructions [68]) are rare.  
To test this hypothesis, An experiment was performed where a standard tissue-mimicking 
phantom with sub-resolution point scatterers embedded in a silicone substrate, as has been used 
in the other sections of this thesis, was imaged. The same depth in the phantom was imaged with 
varying amounts of defocus using the 1,300 nm SD-OCT system (Section 3.1.1). Defocus was 
then computationally corrected and the results were compared. This is similar to the validation 
study for ISAM [107]. The results are shown in Figure 7.9. In the bottom left, the original 
in-focus en face slice from the OCT tomogram is shown. This frame was acquired in focus. The 
two refocused frames to the left were acquired out-of-focus with the respective out-of-focus 
frames shown in the top row. Overall, the bright scatterers present in all cases match and 
demonstrate good refocusing. When looking at the fine details, though, the small scatterers 
which are close together are not reconstructed well. It is believed that the poor reconstruction is 
due to multiple scattering between the two scatterers.  
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Figure 7.9 - Defocus correction with varying levels of defocus. Bottom left corner shows an in-focus 
en face plane. Top shows the same en face plane, but out of focus. After refocusing, the strong isolated 
scatterers show good correction, but the weak densely packed scatterers present with poorer reconstructions 
due to multiple scattering (highlighted with white arrows). 
As an alternative, a specular reflection is now considered. When a specular reflection occurs, 
light incident on the surface scatters almost uniformly in one direction as though it were a mirror 
surface. In this situation, the dominant signal measured would be from the single-scattered event, 
and therefore would be approximated very well by the first Born approximation (which is an 
implicit assumption in all these defocus and aberration correction techniques). As an experiment, 
two clear layers of PDMS were cured - one on top of the other. While the first layer cured, dust 
and imperfections in the surface provided features for imaging. After curing the second layer, the 
junction was imaged with the 1,300 nm SD-OCT system (Section 3.1.1). This junction provided 
a very specular reflection. The far left image in Figure 7.10 shows the acquired en face plane 
while it was in focus. The far right image shows the same en face plane but acquired out of 
focus. By refocusing the en face plane, a very high-quality reconstruction was obtained. Even 
down to the fine details (see zoomed regions in Figure 7.10), the reconstructed image is almost 
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identical to the in-focus image. This is believed to be due to the low amounts of multiple 
scattering. 
 
Figure 7.10 - Refocusing a near-specular reflection. By imaging a near-specular reflecting surface, single 
scattering dominates providing very high-quality reconstructions. Even for the zoomed regions the refocused 
imaged (center) very nearly matches the in-focus image (left). 
This finding related to specular reflections relates to retinal imaging because the cone 
photoreceptor cells provide very directional scattering similar to a specular reflection [126]. This 
is a direct consequence of the Stiles-Crawford I effect. Therefore, when imaging cone 
photoreceptors, the dominant signal will be single-scattered photons, and the first Born 
approximation holds. There was some controversy, though, over whether the directionality of the 
photoreceptors was due to an ensemble average, or if each individual cell exhibits this feature. 
With the advent of HAO for retinal imaging, it has been found that, indeed, the individual 
photoreceptors exhibit this characteristic. The quality of the reconstructions in Figure 7.5, 
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though, further supports the theory that the Stiles-Crawford I effect occurs on the individual 
photoreceptor cell level, and is not only a bulk effect of large collection of cells. 
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8 CORRECTION OF UNSTABLE DATA 
In this thesis, Chapter 4 laid out the stability requirements and Chapter 5 provided techniques to 
assess the stability of in vivo data for computed optical interferometric techniques such as ISAM 
and CAO. Using this groundwork, this chapter describes two techniques which, together, are 
capable of correcting unstable in vivo data for the purpose of defocus or aberration correction. 
There are two levels to which motion correction algorithms could be useful here. The first is to 
enable mosaicing of aberration-corrected images. Such techniques would be performed on 
reconstructed amplitude images and would simply use previously proven algorithms from 
general image processing. The second level, and the focus of this chapter, is to present more 
sophisticated motion correction methods which work at the phase level to stabilize data for 
which computational aberration correction did not previously work.  
Ideally, full 3-D motion could be corrected using no additional hardware or data. Such a 
technique would be compatible with the widest variety of imaging systems. Relying on only the 
acquired unstable tomogram for motion correction, though, is a very difficult problem. 
Therefore, often times additional hardware is used for motion tracking [121, 127-129] or 
multiple tomograms are acquired and fused [130]. 
In this chapter, two motion correction techniques are presented. The first technique relies purely 
on the phase of the data itself to correct for small axial motion. This method is very general and 
is found to have few prior assumptions which need to be met. The second technique requires 
additional hardware to track transverse motion. By illuminating the sample with a narrowband 
laser, the resulting speckle patterns are then tracked at high speeds during imaging. 
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It should be noted that, instead of performing ISAM, refocusing in this section was performed by 
adjusting the z4 Zernike polynomial as described in [12]. This is similar to the forward model 
derived in [70] and was chosen for its low computational complexity and avoidance of 
interpolations artifacts. To perform refocusing throughout all depths, two axially separated 
planes positioned at 1z z  and 2z z , were first manually refocused. Using these two z4 values (
1
4z  and 
2
4z ) as references, z4 was varied linearly along depth to refocus the entire volume. 
Astigmatism introduced from the dichroic mirror was corrected using the z6 Zernike coefficient, 
which was kept constant in depth. Mathematically, let 
4( , )x yZ k k  and 6 ( , )z yZ k k  be the 4
th
 and 6
th
 
Zernike polynomials which correct for defocus and astigmatism at 0° respectively. Then, for 
each depth, z , the volume was refocused as follows: 
1
AC OCT 4 4 4 6 6( , , ) ( )exp( ) exp( )( , , z) { ( )}x yS k k z m z b iZ zS iZx y
    
Here, 
ACS  is the refocused volume, OCTS  is the original OCT volume,  
1 2 1 2
4 4 4 ) /( )(zm z z z   , 
1 1
4 4 4b z m z  , and the arguments of the Zernike polynomials were 
omitted for brevity. 
Similar to the motion model presented in Section 4.1, the work in this chapter assumes a rigid 
body (only bulk motion) resulting in the uniform translation of all points in the sample when 
viewed in a rectangular coordinate system. Deviations from this model would result in motion 
artifacts which, on a local scale, would resemble those shown in Figure 4.4. Although not 
demonstrated here, it would possible to modify these techniques to account for small amounts of 
non-rigid motion by performing each correction on a local scale. Tradeoffs between the amount 
of non-rigid motion, and the accuracy of the motion correction would then exist. 
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The experiments in this chapter used the 1,300 nm SD-OCT with the speckle-tracking subsystem 
as described in Section 3.1.1. 
8.1 In vivo axial motion correction 
One of the major results discussed in Chapter 4 is the sensitivity of computed optical 
interferometric techniques to axial motion or, similarly, reference arm motion. It was found that 
even if the amplitude data appears stable, the phase can be corrupted resulting in poor 
reconstructions. Thus, by correcting axial motion the sensitivity of aberration correction to 
motion can be greatly reduced, thus broadening its general applicability. 
8.1.1 Measuring axial motion while scanning 
In Section 5.1.1, the phase of M-mode OCT data was used to measure small axial displacements 
of the sample or interferometer. By acquiring M-mode data, very reliable phase measurements 
could be acquired as the exact same location was being measured over time. Alternatively, 
suppose the optical beam was raster-scanned in such a way that adjacent A-scans have a large 
amount over overlap. Then, these adjacent A-scans can be assumed to measure the same tissue 
location and can be compared in the same way as in Section 5.1.1 at the sacrifice of accuracy. 
This tradeoff between oversampling and measurement accuracy also presents challenges in other 
areas of OCT such as Doppler [87] and MM-OCT [131]. The measured axial motion can then be 
conjugated to correct the unstable tomogram.  
Figure 8.1 provides a schematic of how to use the phase to measure axial motion from an 
unstable tomogram. The approach is very similar to Section 5.1.1 except that now A-scans in 
adjacent frames are compared so that motion along the slow axis is measured. This technique is 
working under the implicit assumption that the tomogram is stable along the fast axis. By 
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comparing the phase differences of A-scans along the slow axis and averaging over depths of 
sufficient SNR, the incremental axial motion can be measured. A cumulative sum of the 
incremental phase changes is then performed (starting at 0 radians for each slow-axis frame) to 
obtain the absolute motion in radians. To help remove any residual errors, a median filter along 
the fast axis is applied. Finally, to use the measured motion, the absolute motion in radians is 
subtracted from the phase of the unstable tomogram to remove the motion. 
 
Figure 8.1 - Measurement of axial motion during scanning. Beginning with an unstable tomogram, phase 
differences along the slow axis are used to correct for axial motion. 
One important assumption in this technique is that of oversampling. Typically for aberration 
correction (also in OCT in general), an oversampling factor of 2 or 4 is used so that the Nyquist 
criterion for the amplitude and phase can be accurately measured. For this motion correction 
technique as well, oversampling is required and as the oversampling factor decreases one can 
expect the ability to measure motion will decrease resulting in a higher level of residual motion.  
The results from a simulation and controlled experiment are shown in Figure 8.2. The simulation 
is a Monte Carlo simulation which models phase noise resulting from both SNR [86] and 
scanning [87]. Random numbers generated according to the appropriate distributions are 
generated and included in a simulated uniform (the same value everywhere) OCT tomogram. 
The simulated SNR phase noise is a Rayleigh distribution with a noise level as measured from 
the experimental data (average signal: 1,400, σnoise = 33). The scan phase noise depends on the 
amount of oversampling with a distribution as provided in [87]. The experiment consisted of 
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imaging a layered tape phantom (the same as was used throughout Chapter 4) with varying 
amounts of oversampling and fluctuations in the reference arm with a galvanometer scanner as 
performed in Section 5.1.3. Using the outline in Figure 8.1, the motion was measured using the 
imaged tape data and was compared to the motion measured using a coverslip on top of the tape. 
The coverslip was used as the true motion because the response of the galvanometer scanner in 
the reference arm, though repeatable, is a band-pass form of the input signal due to its non-
instantaneous response time. The motion applied was 1-D Brownian motion. The residual RMS 
error between the motion measured from the coverslip and the sample is then plotted against the 
simulations in Figure 8.2. 
 
Figure 8.2 - Sensitivity of axial motion measurements. Larger step sizes provide a worse estimate of axial 
motion due to the lower amount of overlap between samples. Even with dy/ω0 = 2 (near Nyquist), the phase 
stability requirements from Figure 4.7 can still be met. 
The results in Figure 8.2 provide guidelines to ensure minimal residual error after motion 
correction. The results are plotted as a function of oversampling dy/ω0 where dy is the step size 
in micrometers along the slow axis and ω0 is the radius of the diffraction limited PSF at 1/e
2
. 
From this plot, it can be seen that in order to ensure a residual RMS error below approximately 
0.2 radians/frame as dictated by the thresholds presented in Section 4.5, oversampling of 
dy/ω0 < 1.75 should be used. For more robust results, dy/ω0 < 1 or even 0.5 should be used. 
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These correspond to the oversampling factors of 2 and 4 respectively which is already typical for 
OCT tomograms [132].  
8.1.2 Correcting axial motion for an in vivo tomogram 
For the first experiment, a healthy human finger was gently pressed up against a kinematic optics 
mount (KM100T, Thorlabs). This mount was separate from the scanning optics and was 
cantilevered out from a 3-axis translation stage (PT3, Thorlabs). The direct contact with the skin 
tissue meant that transverse motion was minimal (as was also used in Section 6.4), while the 
cantilever was free to move up and down, allowing for motion along the optical axis. Thus, only 
phase corrections were necessary. The OCT depths used for phase correction were cropped from 
mid-way through the sweat duct until the OCT signal fell off in depth (124 pixels in depth). It 
was found that the strong reflection on the top surface should not be included. Furthermore, there 
was no coverslip to facilitate phase correction. Figure 8.3 shows the results from this experiment. 
The top row presents en face planes through a single sweat duct (cropped from a larger dataset). 
From left-to-right, these planes show the original OCT data, the refocused data without phase 
correction, and the refocused data with phase correction. The refocused data without phase 
correction shows an elongation along the slow axis (left-to-right), which is indicative of motion 
artifacts. The phase-corrected refocused data shows a crescent profile which was expected from 
this slice through the spiral sweat duct. On the far right of Figure 8.3, the 2-D phase map which 
was used for phase motion corrections is shown. 
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Figure 8.3 - In vivo phase-only correction. Finger motion was restricted to the axial dimension. Top row 
shows en face images through a single sweat duct. Refocusing the OCT en face plane without phase 
correction results in smearing along the slow axis (left-to-right). With phase correction, though, the expected 
crescent shape of the sweat duct is recovered. The plot at the far right shows the phase map used for 
correction. The bottom row shows 3-D renderings of the OCT and refocused tomograms. The sweat duct was 
cropped from a larger dataset. Scale bars represent 50 µm.  
8.2 Transverse speckle motion tracking 
In the previous section, a technique to correct motion along the optical axis using the data itself 
was presented. Here, a technique to correct motion along the transverse dimensions is shown. 
This motion was corrected using speckle images captured with the speckle-tracking subsystem 
added to the 1,300 nm SD-OCT system.  
8.2.1 Measuring transverse motion 
A custom sub-pixel 2-D cross-correlation algorithm was used to determine any motion 
displacements along each of the two dimensions. A schematic of this algorithm is presented in 
Figure 8.4. First, all intensities below a chosen threshold were set to zero. This allowed only the 
bright speckle points to be tracked and suppressed some background noise. Next, each speckle 
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frame was chosen and 2-D cross-correlated with the previous and future frames in time until the 
normalized cross-correlation coefficient dropped below a chosen value. It was found that 0.3 
provided reliable results. Using the cross-correlations, many piecewise displacement traces were 
found, where each trace used a different speckle frame as zero reference and provided a 
resolution of one camera pixel. These traces were then aligned and averaged to compute sub-
pixel displacements. 
  
Figure 8.4 - Flowchart of measuring sub-pixel motion from a series of speckle images. Beginning with a 
sequence of speckle frames, a sub-pixel correlation algorithm is used to measure 2-D motion in the transverse 
dimensions. 
Using the sub-pixel displacements, movement along the fast axis could easily be corrected by 
shifting/interpolating the corresponding OCT frame by the necessary number of pixels using the 
interp1 function in MATLAB. Motion correction along the slow axis required a more involved 
algorithm. First, a blank volume of data was created in memory, which was twice as large as the 
original volume. Using the found displacements along the slow axis, the position of each fast-
axis-corrected frame along the slow axis was calculated. Using these positions, the fast-axis 
frames were inserted into the blank volume by rounding to the nearest half-pixel. Any frames 
with duplicate positions were discarded. The data was then down-sampled using the interp1 
function in MATLAB, which attempted to both fill in any missing data and to return the volume 
back to the original size.  
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As a first step, speckle movies were acquired from both scattering phantoms and in vivo samples 
to ensure that the speckle could be accurately tracked. Figure 8.5 shows the results from this 
experiment. The phantom data was acquired with a tissue-mimicking phantom made from sub-
resolution TiO2 particles in a silicone PDMS gel. The concentration of particles allowed for 
sufficient scattering to produce speckle. The phantom was placed on a 3-axis translation stage 
(PT3, Thorlabs, Inc.) and was moved along a single axis. After the sub-pixel tracking technique 
outlined in Figure 8.4 was applied, the measured displacements were used to stabilize the speckle 
video and verify proper tracking. 
In Figure 8.5, the far left column of the top row shows the first frame from the speckle movie for 
both the phantom and in vivo finger experiments. If all 121 frames of the movies are averaged 
together without motion correction, the image in the center column is obtained. The smearing 
and loss of any identifiable features are due to the motion during imaging. Finally, the average of 
all 121 frames after motion correction is shown in the far right column. This final image obtained 
with the tissue phantom shows speckle patterns very similar to the first frame suggesting that 
tracking worked very well. 
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Figure 8.5 - Speckle tracking of tissue phantom and in vivo finger. Far left shows the first frame from a 
sequence of speckle images which were acquired while the sample was moving. By averaging the frames 
(center) blurry, smeared images are acquired. After motion correction, the average presents with much higher 
contrast (right). The grid-like features in the lower middle image were likely a result from pixilation and the 
low-contrast of the image. Similar artifacts can be seen in the top middle image. 
Next, an in vivo sample was chosen. Skin on the human finger was chosen as a convenient 
imaging site due to the space-restricted imaging space in the sample arm of the particular set-up, 
and because skin is a commonly-used tissue for in vivo optical imaging investigations. A similar 
result, as was shown for the tissue-mimicking phantom, is shown for the human finger skin and 
the results are in the bottom row of Figure 8.5. The finger rested on a kinematic stage and was 
free to move in all dimensions. For the finger, the left and center frames exhibit similar features 
as with the phantom. The final frame, though, appears very different than the first frame, but still 
shows significant structure. Under close examination, the same structure can be seen in the first 
frame (far left column) as well, albeit, with much less contrast. This difference is due to the ever-
changing speckle in the finger data. The changing speckle was attributed to sub-dermal blood 
flow which caused the speckle to move and partially wash out during imaging. Even so, there 
was sufficient stationary speckle to allow for reliable tracking. This is a key limiting factor for 
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speckle tracking, and should be taken into consideration. In all the skin sites which were able to 
be imaged, although the amount of dynamic speckle changed, there was still sufficient static 
speckle for tracking. 
8.2.2 Transverse motion correction in phantoms and OCT imaging 
After confirming successful speckle tracking of tissue phantoms and in vivo skin, calibration 
between the speckle-tracking subsystem and the OCT system was necessary. To calibrate the 
system, a tissue phantom was used. The OCT system was set to repeatedly acquire the same 
frame while the speckle camera acquired images. The phantom was then moved along the fast 
axis. Two calibration parameters were found to be important. The first was pixel scaling: The 
number of pixels on the camera which correspond to one pixel in the OCT data. In the system, it 
was found that one pixel of movement on the speckle camera was 1.9 pixels (3.8 µm) in the OCT 
data. The second parameter was time synchronization: The amount of time delay (measured in 
OCT frames) from the start of the OCT data to the start of the speckle data. It was found that the 
speckle tracking data started 2.9 OCT frames (22.7 µs) after the start of the OCT tomogram.  
The time delay parameter was found to be significant and should be measured to a fraction of an 
OCT frame. The speckle tracking movement was then interpolated to correct for the fractional 
time delay. Determination of these parameters was performed manually by iterating between 
them and viewing the stabilized OCT data until the performance was acceptable. 
The transverse field-of-view consisted of 600 x 600 pixels
2
. Combined with the custom 
waveform, the effective frame rate was 127.7 FPS. Each OCT tomogram was acquired by raster-
scanning a point across the sample. Thus, one transverse dimension defined a fast axis and the 
orthogonal transverse dimension defined a slow axis. The OCT system was then operated at 
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127.7 FPS. Most triggers from the OCT system were ignored by the camera due to the faster 
frame-rate of the OCT system. Therefore, five OCT frames were acquired for every one speckle 
image. 
To test whether speckle tracking was reliable enough for defocus and aberration correction, the 
same tissue-mimicking phantom which was used in Section 8.2.1 was placed on a 3-axis 
piezoelectric stage (Thorlabs) and moved in a controlled, sinusoidal manner. Note that, although 
the phantom was only translated in the transverse dimensions, small axial vibrations can cause 
instabilities, and thus the axial motion correction from Section 8.1.2 was also used.  
Initially, the phantom was translated along the fast axis of the OCT system (top-to-bottom in 
Figure 8.6). The amplitude of the motion was ~14.7 µm, and was limited by the piezoelectric 
stage. As a result of the motion, the OCT image (top left of Figure 8.6) was distorted, resulting in 
poor refocusing (bottom left of Figure 8.6). After speckle tracking and motion correction, the 
center column of Figure 8.6 shows a less distorted OCT frame and better refocusing. This was 
confirmed by a control refocusing experiment where the phantom was not moved during imaging 
(far right column of Figure 8.6). 
After refocusing, a single point scatterer was chosen and the FWHM along the slow axis was 
measured to provide a quantitative comparison of the refocusing quality. For Figure 8.6, the 
bright scatterer in the center of the zoomed inset was chosen. The FWHM, from left to right, of 
the refocused point scatterer (no correction, 1-D motion correction, and control) were found to be 
43.8 μm, 16.3 μm, and 8.6 μm respectively. As a reference, in Section 3.1.1 the 
diffraction-limited resolution of this system was calculated to be 11.9 μm 1/e2 (7 μm FWHM). 
Although the FWHM of the motion-corrected refocused scatterer was almost twice that of the 
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control, it was more than 2.5x smaller than the scatterer with no motion correction. This 
presented a significant improvement in resolution. The difference between the motion-corrected 
image and the control was likely the result of uncorrected motion (either transverse or axial). 
Any imperfections in the speckle tracking or the axial (phase) motion correction could result in 
such a broadening of the PSF along the slow axis. In particular, when imaging a point-scattering 
phantom, the axial motion correction is susceptible to failure since, as described in Sections 5.1.1 
and 8.1.1, the algorithm relies on the statistics of fully developed speckle [87]. 
 
Figure 8.6 - Refocused tissue phantom with 1-D motion. The phantom was translated in a sinusoidal 
manner along the fast axis (top-to-bottom). Scale bars represent 100 μm. 
The next experiment induced sinusoidal motion along both the fast and slow axes. As was shown 
in Section 4.5, these computed imaging techniques are more sensitive to motion along the slow 
axis and also motion is more difficult to correct along the slow axis due to missing 
information [132]. Therefore, the amplitude of motion along the slow axis was kept smaller 
(~9.4 µm) while the fast-axis motion was kept the same (~14.7 µm). The results are shown in 
Figure 8.7. The OCT images along the top row all appear very similar to the corresponding 
images in Figure 8.6. When refocusing was applied, though, a noticeable difference was seen. 
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When refocusing was attempted with no motion correction (lower left, Figure 8.7), the points 
appeared elongated due to the addition motion along the slow axis. This was partially, but not 
completely, removed after the motion correction (center column in Figure 8.7). As a reference, 
the same control image (no motion during imaging) is again shown in the far right column of 
Figure 8.7. 
Similar to Figure 8.6, a quantitative analysis of the FWHM along the slow axis of a single 
refocused scatterer was calculated for Figure 8.7. The same bright scatterer in the center of the 
zoomed inset was chosen. The FWHM, from left to right, of the refocused point scatterer (no 
correction, 2-D motion correction, and control) were found to be 30 μm, 17.3 μm, and 8.6 μm. 
Similar to the data presented in Figure 8.6, the control provided the best resolution, followed by 
the motion-corrected data, and finally the non-motion-corrected data had the worst resolution. 
 
Figure 8.7 - Refocused tissue phantom with 2-D motion. The phantom was translated in a sinusoidal 
manner along both the fast (top-to-bottom) and slow (left-to-right) axes. When compared to Figure 8.6, the 
refocusing is somewhat degraded. Scale bars represent 100 μm. 
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8.2.3 Sensitivity of transverse motion correction 
The sensitivity of the speckle-tracking system is difficult to determine. It depends on many 
factors such as the frame-rate, NA, SNR, and magnification of the imaging system. The frame-
rate of the camera is important because high-frequency motion can washout and blur the speckle 
image. In the system, 28 FPS was the maximum achievable frame rate due to firmware 
limitations, though 100 FPS would likely be ideal for in vivo imaging. The NA and 
magnification of the system will determine the size of the speckle on the camera. A smaller 
speckle size will result in more sharp edges and better tracking. Nyquist sampling of the speckle 
should be met, though, to ensure that the speckle contrast is adequate [133]. Note that the 
purpose of this system is to track speckle and not necessarily resolve it. Therefore, highly over-
sampled, low NA speckle will also provide good tracking (provided sufficient SNR). This means 
that the NA of the speckle-tracking system can be significantly lower than the NA of the OCT 
system. By considering the data used to calibrate the system (data not shown), it can be 
approximated that for the system, when using the tissue phantom, motion down to half an OCT 
pixel (~1 µm) can be measured. For in vivo tissue, this increased to a small number of pixels 
(~4 µm). 
8.3 In vivo 3-D motion correction 
The next experiment corrected motion in all three dimensions. The same volunteer’s finger as in 
Section 8.2.1 was now held in place on top of the same kinematic mount. This then allowed for 
motion in all three dimensions. The volunteer was also asked to gently move his finger during 
imaging.  
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Figure 8.8 shows the results. The top row shows a single en face plane. Visible in this en face 
section is the surface of the tissue (bottom left) and a single sweat duct (center, highlighted with 
arrow). On the far left is the original OCT data. One frame to the right is the same plane after 
using the speckle tracking for 2-D motion correction. The shape of the sweat duct is recovered. 
Next, refocusing was performed before phase correction. This plane shows improvement along 
the fast axis (top-to-bottom), but slight broadening along the slow axis (left-to-right), due to 
phase errors. Finally, the phase corrected refocused plane is shown on the far right of Figure 8.8. 
Again, the crescent profile is visible. On the bottom row, 3-D renderings of the original OCT 
tomogram and the final refocused tomogram are shown, in addition to a plot of the 2-D tracked 
motion. 
 
Figure 8.8 - In vivo 3-D motion correction. The human volunteer was asked to gently move his finger 
during imaging. Using the acquired speckle video, 2-D transverse motion was corrected. When refocused, 
blurring along the slow axis occurred if only 2-D motion correction was performed. Including phase 
correction resulted in the best refocusing and the most well-defined crescent shape of the sweat duct in this 
en face plane (far right). The bottom row shows volume renderings (cropped from full tomogram) of the 
single sweat duct from the original OCT and the final refocused tomograms. Finally, the plot in the bottom 
right shows the 2-D motion tracked from the speckle video. Scale bars represent 300 µm.  
132 
 
8.4 Manually-scanned ISAM 
Previous work has shown the possibility for acquiring OCT frames or volumes without the use of 
scanning optics. As was also discussed in Section 5.1.2, the XCC between adjacent A-scans has 
previously been used to estimate the lateral displacement. Realistically, though, this technique is 
only applicable to B-mode imaging as it is insensitive to the direction of motion, and motion of a 
probe by hand to cover a volumetric area is very tedious. Other recent work has used the same 
XCC measure to estimate motion orthogonal to a single scanning axis [134]. In this way, 
volumes of data can be acquired by scanning the probe along a single direction. Due to the 
multiple orders of magnitude difference in sampling of the fast versus slow axis, though, this 
method may also be difficult in application. 
Another approach, which is shown below, is to use the speckle-tracking subsystem from earlier 
in this chapter to measure the motion of the sample while scanning the optical beam along a 
single axis. This setup has an advantage in that it does not require the OCT image to be filled 
with speckle as the previous techniques did, since the speckle-tracking system will still present 
speckle. An experiment with a tissue-mimicking phantom is shown in Figure 8.9. Here, a 
phantom was placed on a 3-axis stage (PT3, Thorlabs, Inc.), and the OCT imaging beam was 
repeatedly scanned at the same location and the speckle-tracking subsystem was imaging the 
speckle off the sample. During imaging, the phantom was translated by hand with the translation 
stage. The stage was used for smooth translation as a proof-of-concept. The original OCT image 
is shown in Figure 8.9(a). It is clear that the spatial sampling along the fast axis (top-to-bottom) 
is uniform throughout the image, as this was acquired with the scanning optics. The slow axis 
(left-to-right), though, shows highly non-uniform movement. In Figure 8.9(b), the motion was 
corrected using the tracking provided by the speckle subsystem. The measured displacements are 
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shown in Figure 8.9(c). A zoomed region of Figure 8.9(b) is shown in Figure 8.9(d). From 
Figure 8.9(d), although the amplitude image looks stable, if refocusing is attempted using the z4 
Zernike polynomial, the result is Figure 8.9(e). It is obvious from the results in Section 4.4.1 that 
the smearing along the slow axis (left-to-right) is due to phase-instabilities. Using the 
phase-stabilization technique presented in Section 8.1.2, then refocusing with the Zernike 
polynomial, the result is Figure 8.9(f). Here, the point scatterers are uniformly restored with 
much higher resolution. 
To further show the benefit of the phase correction algorithm, Figure 8.10 shows the power 
spectrum of the complex en face plane of the transverse motion-corrected OCT data 
[Figure 8.9(d)] with and without phase correction. Without phase correction, the power spectrum 
along the slow axis (left-to-right) extends across the full width due to the high-frequency 
fluctuations of the phase. After phase correction, both the amplitude and phase are power-limited 
along the slow axis resulting in a symmetric power spectrum. Faint streaks along the slow axis 
can still be seen after phase correction. This could be due to residual uncorrected motion in either 
the amplitude or phase data. 
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Figure 8.9 - Manually-scanned ISAM with a tissue phantom. The sample was translated by hand along a 
single axis on a translation stage while the fast axis was scanned with a galvanometer mirror. (a) Original 
data. (b and d) Result after compensating for the non-uniform translation using data from (c) which used the 
speckle-tracking subsystem. (e and f) Refocusing without and with phase correction respectively. 
 
Figure 8.10 - Power spectrum of complex data with and without phase correction. (a) Without phase 
correction, the power spectrum of the complex data is not band-limited due to high-frequency phase 
oscillations. (b) After phase correction, the power spectrum of the complex data is symmetric in each 
dimension. 
8.5 Handheld optics 
This chapter concludes with a discussion of the possibility of defocus and aberration correction 
with a handheld probe. In all the previous sections, correction has been applied on data acquired 
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with optics mounted on an optical table. In Section 5.5, though, a stability analysis was 
performed on a handheld portable system. There it was found that the instability of the system 
far exceeded (by orders of magnitude) the stability requirements from Chapter 4. Even when the 
handheld probe was mounted on a table (not floating), stability was not met, although it should 
be possible to correct this motion using the above techniques. 
Here, results are shown where all of the 1,300 nm SD-OCT system components are kept on an 
optical table, but the scanning probe was removed from the mount and held by hand for imaging 
tissue. This system configuration is more flexible than mounted optics as the handheld probe is 
capable of accessing a wider variety of tissue sites while still maintaining the stability of an 
optical table. Therefore, when compared to a system with completely mounted optics, this 
configuration has extra instabilities introduced by sample and operator motion. To minimize 
transverse motion, contact was made between the probe and the tissue, though the soft nature of 
tissue suggests that axial motion will be present. 
Initial results of imaging the abdominal skin of a healthy participant are shown in Figure 8.11. 
These images are the average of 10 en face planes. The projection was performed for speckle 
reduction. The improvement from the OCT to the ISAM data is clear. Throughout the field-of-
view, structural features blurred in the OCT image become sharp in the ISAM reconstruction. A 
stripe observed along the top of the ISAM reconstruction, though, is a blurring artifact due to 
small axial motion.  
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Figure 8.11 - Handheld ISAM. En face projection of 10 frames acquired from in vivo skin with a handheld 
imaging system. After refocusing a localized area of motion was seen. Scale bars represent 500 µm. 
To correct this motion, the algorithm from Section 8.1.2 is used and the result is shown in 
Figure 8.12. Figure 8.12(a) shows the same ISAM slice from Figure 8.11. Figure 8.12(b) then 
shows the same slice when ISAM was applied to a phase-corrected tomogram. The blurring due 
to the localized motion has now been removed. The measured axial motion along the slow axis 
(top-to-bottom) is shown in the trace on the far left. Finally, in Figure 8.12(c) and Figure 8.12(d), 
zoomed regions are shown to highlight the improvement. 
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Figure 8.12 - Handheld ISAM with and without phase correction. En face projections from ISAM 
tomograms of healthy human skin with and without motion correction. Motion correction used only the OCT 
tomogram for correction (no coverslip). Improvements after motion correction are highlighted with white 
arrows. Scale bars represent 500 µm. 
The motion correction techniques presented in this chapter greatly expand the imaging scenarios 
where computed optical interferometric techniques can be applied. In previous studies, stable 
data were required at the time of imaging or a coverslip was necessary to correct for any small 
optical path length fluctuations. With the methods presented here, no modification to the sample 
was necessary (no additional coverslip). Using only the OCT data, small axial motion (as in 
Section 8.5) was possible. With the additional speckle-tracking system, it was even possible for a 
volunteer to actively move the sample (both in vivo in Section 8.3 and a tissue phantom in 
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Section 8.4) during imaging and successfully perform defocus and aberration correction. Much 
of the work presented in this chapter can be extended and is discussed in the next chapter 
(Chapter 9). 
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9 CONCLUSIONS AND FUTURE DIRECTIONS 
The work presented in this thesis laid the foundation for in vivo computed optical interferometric 
tomography. Specifically, computational defocus and aberration correction was investigated for 
high-resolution volumetric tomography. The work presented in the thesis was meant to 
significantly expand the applications of computed optical interferometric tomography and push it 
toward clinical use where its impact can be fully realized. 
The notion of stability was presented as the central challenge to overcome. Initially, Chapter 4 
provided guidelines necessary to predict successful defocus and aberration correction. The 
results presented utilized the type and magnitude of motion from either the optical system or the 
sample of interest to devise thresholds for successful reconstructions. Equally as important, 
Chapter 5 provided techniques to quantitatively measure (assess) the stability of both the optical 
system and in vivo samples. The quantitative measurements were related back to the thresholds 
from Chapter 4 to provide an assessment of the stability to predict whether or not defocus and 
aberration corrections would be successful. Together, these results could be used to optimally 
design systems for the purpose of performing high-resolution in vivo computed optical 
interferometric tomography. Using the knowledge and insight gained from Chapters 4 and 5, 
Chapter 6 demonstrated that in vivo imaging was possible in a variety of configurations. As a 
consequence in vivo aberration correction of the human retina was possible with results 
comparable  to HAO (Chapter 7).  
To finally expand the potential applications of computational defocus and aberration correction, 
Chapter 8 developed tools to correct for system and sample motion in all three dimensions. 
Previous work required either stable data at the time of acquisition, or modification of the sample 
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(the addition of a coverslip) to stabilize the phase. With the simplistic techniques provided, even 
data with significant motion could successfully be reconstructed. 
In the following sections a few of the future directions for this work are discussed, which mostly 
relate to extensions of the motion correction demonstrated in Chapter 8. 
9.1 Aberration correction in the living human eye with a SD- or SS-OCT system 
In Chapter 7, aberration correction in the human eye was shown with an en face OCT system. 
This design was chosen because ocular aberrations most strongly affect the en face plane, and 
this system was easily capable of fast en face imaging. In that way, a significant portion of the 
subject’s motion (both the eye and head) was avoided. For practical commercial adoption, and 
for reliable clinical studies, these results suggest that a SD- or SS-OCT should be used. Not only 
does a SD-/SS-OCT system provide equivalent SNR when operated at the same imaging speed 
as en face OCT, but it provides a full volumetric tomogram. Alignment of the subject would also 
be easier with a SD- or SS-OCT system. 
The challenge of using a SD-OCT system, though, is collecting image data at sufficiently high 
rates, and with acceptable roll-off. The amount of data which needs to be transferred to the 
computer becomes orders-of-magnitude larger than for an en face OCT system. Therefore, the 
data transfer from a line-scan camera becomes difficult. A similar problem occurs for a SS-OCT 
system where the limited bandwidth of the detectors make imaging difficult at these speeds. 
For a future plan, a fast (~1000 FPS) SS- or SD-OCT system should be built, which operates 
slower than the current en face OCT system. The motion correction techniques from Chapter 8 
could then be used to stabilize the data. That system should be designed such that the speed can 
be adjusted to find the slowest scanning speed which can be tolerated with the motion correction. 
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A large challenge here will be to demonstrate speckle-tracking in the human eye. Instead of the 
retina, it may be easier to perform speckle-tracking of the cornea. Furthermore, to avoid the large 
amount of blood flow in the choroid, a point-scanned speckle-tracking system should be used 
with the focus placed on the nerve fiber layer. This would provide a confocal gate which would 
remove much of the effect of the choroid. Furthermore, an appropriate wavelength should be 
chosen which can use the absorption characteristics of the retina to further reduce the effects of 
the choroid. 
9.2 Volumetric manual scanning 
This future direction ties to the work presented in Section 8.4. By using the speckle-tracking 
subsystem and a single scanning axis from a MEMs device or a galvanometer scanning mirror, 
the sample could be manually translated orthogonal to the scanning axis. A volume could then be 
stitched together.  
For defocus or aberration correction, data sampled on the order of the diffraction-limited 
resolution is necessary. Therefore, to perform these reconstructions with manual scanning, the 
operator would be required to move at approximately that speed (typically < 8 μm/frame). At a 
frame rate of 500 FPS, this becomes 62.5 μm/s which is too slow for manual scanning.  
For a typical, lower-resolution OCT system (~20 μm), an amplitude image could reliably be 
reconstructed using the speckle tracking. Possibly the best application would be in vivo tympanic 
membrane imaging due to the difficulty of designing optics with a large field-of-view. 
Endoscopic imaging such as with the tethered capsule [31] could also benefit from 
speckle-tracking. It would be difficult to implement this on a catheter-based system since a 
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full-field or a fast point-scanned system (faster than the OCT system) would be required 
alongside the OCT system. 
9.3 High-speed handheld volumetric cellular-level tomography 
In Section 8.5, the possibility of performing ISAM with a handheld optical system was shown. 
Combining this technique with a handheld probe like in Gabor-domain OCT [32] could 
dramatically increase the imaging speed by reducing the number of depth scans required for 
Gabor-domain OCT. The effects of multiple scattering, though, should be carefully considered. 
A comparison of in-focus and refocused imaging should be confirmed which relates to the 
discussion in Section 7.6 and the next future direction (Section 9.3). 
9.4 Thorough ISAM/CAO validation study 
Although a validation ISAM study has already been performed [107], a more thorough study 
involving many different tissues, amounts of defocus, types of aberration, etc. should be 
performed. With a thorough objective study, one of the core issues involved in reconstructing 
highly-scattering samples (multiple scattering) could be investigated. This study may also 
provide guidelines which should be followed relating to the types of tissues that can be imaged 
(average mean-free path versus necessary axial/transverse resolution). 
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