Abstract. The noise levels given by spectral analysis are relevant parameters for the characterization of the time-domain stability of oscillators. The estimation of the noise levels of a sampled signal may be achieved with variances even if the sampling frequency is far lower than the high cut-off frequency. The effects of spectral aliasing for the white-phase noise are shown and a procedure for estimating both white-phase noise level and high cut-off frequency is given in this paper.
Introduction
The long-term stability of oscillators is mainly expressed in terms of variance measurements (Allan variance, modified Allan variance, . . .), whereas the short-term stability is more often expressed in terms of noise levels (for five types of noise, from to frequency noises). It is of some interest to standardize long-term and short-term measurements. Moreover, these two approaches have some equivalence, but equivalent frequency-response of Allan variance and modified Allan variance exhibit leakage (an artefact of square-like sampling) which this paper does not discuss. The focus here is rather on the often-overlooked problem of the sampling frequency being too low to represent the values in data series. This problem, called "aliasing", has long been recognized as a concern in conventional spectral analysis, but its importance in Allan variance and modified Allan variance broadcast processing has not received much attention. We illustrate the effects of aliasing on the estimation of white-phase noise level using variance analysis and find that errors can be sizeable depending on the values of sampling frequency versus characteristic high cut-off frequency and measurement-system averaging (introducing intrinsic point-to-point correlation).
Since the information given by the true spectrum depends only on the oscillator, the noise levels of a signal may be considered as relevant parameters. But we can only obtain estimates of the true spectrum. These depend on a vast array of methodologies, for example, choice of tapering functions, extensions such as maximum likelihood, data decimation, etc. So spectral analysis is difficult to interpret, especially for broadband noise processes, the subject of our investigations.
On the other hand, concerning the variance analysis, the information may appear to be less objective than the spectrum analysis because the result depends not only on the oscillator but also on the chosen variance (e.g. the Allan variance and the modified Allan variance may exhibit different slopes for the same signal). Moreover, people who are not directly involved with the time and frequency metrology field (e.g. users of oscillators), often confuse variance measurements with a direct estimation of the time instability of an oscillator. These two quantities are strongly correlated but they are not strictly equal.
Variance measurements are easy to translate into noise-level measurements since the variance equivalent frequency responses for all types of noise can be calculated. Extracting individual noise levels remains difficult, however, because these equivalent frequency responses often contain deep nulls, non-ideal passband characteristics, and sidelobes extending to high Fourier frequencies due to leakage. This is evident in a frequency-domain interpretation given in the variance transfer functions of [1] . The Allan variance averages frequency modulation (FM) noise as averaging time increases, but it cannot distinguish phase modulation (PM) noise originating from phase quantization, phase jitter, thermal white PM processes, and flicker PM processes in measurement systems, synchronization systems, and/or oscillator components. Results depend critically on the high cut-off frequency. Only a measurement of the product of the noise level and the high cut-off frequency can be carried out.
The modified Allan variance solves this problem to a large degree by phase averaging which acts as an additional low-pass filter thus introducing further narrowing of the equivalent bandwidth as a function of . However, we see in this paper that even the variances which do not depend explicitly on the high cut-off frequency, such as the modified Allan variance, yield wrong results if they are naively applied to a badly undersampled signal (i.e. if the sampling frequency is far lower than the high cut-off frequency). This bias is not due to the variances but must be imputed to the sampling process. However, if the high cut-off frequency is known, it is possible to correct these results in order to determine the real noise levels.
The goal of this paper is a time-domain approach for estimating the relevant parameters of a white-phase noise (the noise level and the high cut-off frequency) with variances in the case of an undersampled signal, i.e. the problem of aliasing in spectral estimation.
Experimental measurement of the level of a white-phase noise
It is generally accepted than one of the advantages of the modified Allan variance is its non-dependence on the high cut-off frequency for an frequency noise (white-phase noise) and an frequency noise (flickerphase noise) [2, 3] . As its transfer function decreases more quickly for high frequencies than that of the Allan variance, the result of the modified Allan variance converges without taking into account the high cut-off frequency. This is true for an analogue signal if the variance is calculated by an analogue technique (by electronic integration).
However, the problem is different for sampled signals. We illustrate this by an example of a measurement recently made by a team from our laboratory. The team wanted to determine the time error function between two oscillators 1 with a time interval counter (bandwidth 250 MHz). In order to study both short-term and long-term stability, they performed the acquisition of two sequences: the first with a sampling 1. In fact this was a comparison between two receivers measuring the date of reception of a TV signal from a geo-stationary satellite [3] . period equal to 1 second (8192 samples, i.e. about 2.25 hours) and the second with a sampling period equal to 1 minute (4096 samples, i.e. about 3 days).
First, they observed that the signal (a time series of the time error between two clocks) was composed solely of white noise. The standard deviation of this noise was the same for both the sequences (rms equal to 7.75 ns for the 1 s sampling period and 7.69 ns for 1 min). We see in Section 3.4 that this feature is not necessarily obvious.
The spectral density of time error may be modelled as (1) where is the level of this noise. In order to determine the level of this noise, the Allan variance may be used. Since the time error has the dimension of a phase, this noise is a white-phase noise, i.e. an frequency noise. Therefore, the spectral density of instantaneous normalized frequency deviation may be modelled as [5] (2) with (3) For this type of noise, the Allan variance yields [5] (4) where is the integration time of the Allan variance and the high cut-off frequency. We show that the relevant high cut-off frequency is the smaller of two cut-off frequencies: one intrinsic to the noise itself and one a result of the measurement system.
The main drawback of the Allan variance is clear in this case: we can only determine the product but neither nor independently. Table 1 gives some results for the Allan variance obtained for both sequences.
The estimations of the product obtained with the sequences are It seems that these determinations do not depend on the sampling period. Furthermore, both the noise level and the high cut-off frequency may be considered as constant. However, we see below that this assumption appears to be invalid in this case.
It is useful to complement these measurements with the modified Allan variance, since the theoretical results of this variance for an analogue signal composed of white-phase noise do not explicitly depend on the high cut-off frequency [2, 3, 6 ]: (5) Table 2 gives the results of the modified Allan variance for both sequences. Note that the modified Allan variance is able to distinguish white-phase noise from flicker-phase noise. Although our expression of the modified Allan variance (see (5)) depends only on the noise level and the integration time, the results of Table 2 are proportional to the sampling period. The estimations of this noise level are We see that is 60 times greater than : thus our calculation of the white-phase noise level of this sampled signal is proportional to the sampling period.
Moreover, using these values of with the value of the product obtained from the Allan variance yields These measured cut-off frequencies are the Nyquist frequencies (half the sampling frequencies) of the sampled signals. Thus, the results obtained with these variances are consistent if we assume that the high cut-off frequencies are the Nyquist frequencies and the noise level of the two data sets differ by the same factor in order to keep their product constant.
It is highly unlikely with this experiment that this change of the measured noise level versus the sampling frequency results from a physical change of the real noise level. To explain this apparent contradiction, we need to recall the basis of sampling theory.
Theoretical interpretation

Realistic model of white Gaussian noise
Let us consider a white Gaussian process with a high cut-off frequency . We can also define a "coherence time"
as the inverse of : over a time shorter than , the values of are correlated; 2 if , and are uncorrelated. This assumption implies that the average of over a time shorter than or equal to yields a relevant estimation of : (6) 
Noise power and spectral density of power
On the other hand, the power of this noise is (7) From (6) this becomes (8) Let us define , an integer equal to , as (9) If , is stationary and this quantity converges to the square of the standard deviation of :
Moreover, the two-sided spectral density of power, in the case of signals of infinite energy but of finite 2. The factor of 2 is due to the fact that we consider the width at half the height of the autocorrelation function of . power (i.e. signals of infinite duration) may be defined as [7, 8] 
with, of course, . Since is real, is even. Mainly, one uses the one-sided spectral density of power , which is twice the two-sided spectral density and which is defined only for positive frequencies [5] : (12) The theorem of Parceval-Plancherel, in the case of signals of finite power, yields [7] (13)
The spectral density of a white Gaussian process with a level and a high cut-off frequency may be modelled as (14) Hence,
Thus, the noise level of this signal is linked to its standard deviation by (16) 
Realistic model of sampling
Any real measurement process necessarily implies that each sample is the integration of during a finite time . If this time is smaller than the coherence time , each sample is a relevant estimation of the real value of (see (6) ). On the other hand, if , the samples are quite different from the real values of . We first assume that is much greater than . Each sample may then be written as (17) Let us define as ( is taken to be an integer). Using (6) this becomes (18) Considering as the standard deviation of and as a white Gaussian process of standard deviation unity, (18) may be rewritten as (19) which is the sum of random values. Since this sum is itself a Gaussian process, (19) can be rewritten as (20) where is another white Gaussian process of standard deviation unity.
As ,
Let be the standard deviation of :
We can define the high cut-off frequency of the sampling system as the inverse of :
The standard deviation of the sampled signal is then as small as the system high cut-off frequency is low, since a low system cut-off frequency corresponds to a long integration of the real noise, i.e. the average of many independent random values.
Moreover, if the real cut-off frequency of the noise tends towards infinity, the standard deviation of the sampled signal tends towards zero and it is no longer possible to detect this noise! This is another reason to consider that a real white noise must have a high cutoff frequency: a white noise without such a frequency implies either that
• the signal has an infinite power; or that
• the signal becomes unmeasurable by any real system if we assume a finite power.
We now study the influence of the sampling period.
Sampling period equal to integration time
Let us define as the sampling period, the total number of samples and the duration of this sequence. Thus, (24) (25) (26) In this case, is the Nyquist frequency. The power of this sampled signal is then (27) From Parceval's theorem, this becomes (28) where is the power spectral density of . This power spectral density may then be modelled as a constant versus frequency if the frequency is lower than and zero for greater frequencies. As ,
From (27) and (29) this becomes (30) and from (23) (31) which is the same as our result (16):
Thus, if the sampling period is equal to the integration time, the frequencies higher than the system cut-off frequency are filtered out, but the measured level of the sampled signal is equal to the real level of the real signal.
Sampling period much longer than integration time
Let us define as the sampling period, the total number of samples and the duration of this sequence. Thus, in this case, (33) (34) (35) where is the Nyquist frequency and the sampling frequency. In this case, this frequency is much lower than the system cut-off frequency . Since the integration time of each sample is still , the power of this sampled signal is then (36) where is the standard deviation of . Moreover, this standard deviation is the same as of the previous sampled signal since is stationary for a time longer than .
Two consequences should be pointed out:
• the power of the sampled signal is different from the square of its standard deviation;
• the longer the sampling period, the lower the power.
This last consequence is obvious, it means that the fewer samples taken per unit time, the less energy per unit time! Let us now consider , the spectral density of power of . Since is sampled with a sampling period , no frequency higher than can be observed. This spectral density of power may also be modelled as either a constant if the frequency is lower than or zero for higher frequencies. Moreover, from Parceval's theorem this becomes (37) Hence (38) From (36) this becomes (39) and from (23) and (16) (40) Consequently, the level of the power spectral density of this sampled signal is the same as the real level. Nevertheless, in order to determine this level or the power of this signal, from its standard deviation, we need to know the system cut-off frequency . However, we measured two different levels for different sampling frequencies in Section 2. What mistake did we make? Implicitly, we considered that the sampling conformed to the sampling theorem, in that the samples were averages during instead of , i.e. that frequencies higher than the Nyquist frequency were filtered out. Consequently, we assumed that the power of the sampled signal was equal to the square of its standard deviation. In these conditions, we measured an apparent level from an apparent power : (41) and then (42) Considering the spectral density of instantaneous normalized frequency deviation, we measured an apparent level instead of the real level :
We thus found a noise level greater than the actual level. Since this measured level depends on the sampling frequency, the response of the modified Allan variance for badly sampled white noise also depends on this sampling frequency. However, the sampling frequency dependence cancels out for the Allan variance, which explains the disagreement between the Allan and modified Allan variances observed in Section 2.
System cut-off frequency higher than real cut-off frequency
Let us define as the sampling period, the total number of samples and the duration of this sequence. Thus, in this case, (44) (45) (46) where is the Nyquist frequency and the sampling frequency.
Since is longer than , each sample is a relevant estimation of . Moreover, if the sampling period is smaller than the coherence time, the sampling theorem is verified and the noise level as well as the real cut-off frequency are directly measurable. On the other hand, if , the sampling theorem is no longer verified. However, since the samples are relevant estimations of , their standard deviation is a relevant estimation of : (47) Making the same mistake as previously, i.e. assuming that is an estimation of the apparent power of the signal, yields (48) where is the apparent level of the noise. Then, from (16), (49) and, for the spectral density of instantaneous normalized frequency deviation, (50) Thus, we find the same result as previously except that is replaced by . This means that, obviously, the characteristic high cut-off frequency of the sampled signal is the lower of these two cut-off frequencies.
Conclusion
Let us imagine a sequence of white noise composed of 10 6 samples obtained with a sampling frequency of 1 kHz (we assume that this noise is a centred random process, and that the sampling frequency is much lower than the characteristic high cut-off frequency). We can divide this sequence into two other sequences: the first composed of the first 1000 samples ( , duration 1 s) and the second constituted by taking one sample every 1000 samples ( , duration 1000 sec). The standard deviations of these sequences are equal. However, their powers are different: the power of the first sequence is 1000 times greater than the power of the second sequence. In order to determine this power, and hence the real noise level, it is necessary to know the characteristic high cut-off frequency.
On the other hand, in order to satisfy the sampling theorem, the sequences must be sampled with a characteristic high cut-off frequency equal to their Nyquist frequency (e.g. 500 Hz for the first sequence, and 0.5 Hz for the second). In these conditions, the standard deviations of these sequences are different (with a ratio equal to ) since the power of the signal carried by frequencies higher than the Nyquist frequency is filtered out. The power is thus equal to the square of the standard deviation and measuring the noise level is easy.
The equality of the standard deviations of the sequences observed in Section 2 now appears less obvious, and is only due to the fact that the characteristic high cut-off frequency was the same in both cases.
For our clock comparison in Section 2 we are left with a measure which is the product of the noise level and the high cut-off frequency ( ). We do not know, however, if this cut-off is due to the bandwidth of the measurement system or if it is intrinsic to the noise process itself.
Solutions
Low-pass filtering
Obviously, in accordance with the sampling theory, the first solution consists in filtering the signal, i.e. the analogue time error signal, with a low-pass filter. The cut-off frequency of this filter must be equal to the Nyquist frequency. The high cut-off frequency of the filtered signal may then be considered as the cut-off frequency of the low-pass filter. This signal may thus be sampled without spectral aliasing. However, it is no longer possible to know the real cut-off frequency of the signal, and hence its real power. This filtering must be done each time it is possible, i.e. each time it is possible to obtain an analogue signal (e.g. measurements with a phase meter).
Knowing the high cut-off frequency
Low-pass filtering cannot be applied in some cases. For example, the comparison of two clocks is often performed with a time-interval counter which gives a digital measurement of the time interval between the clocks. The digital sequence of data cannot normally be filtered in analogue fashion as above. Nevertheless, it is possible to estimate the relevant parameters (i.e. the noise levels and the high cut-off frequency) of such a signal.
Two cases should be distinguished: the system cutoff frequency is lower than the real cut-off frequency (or ) or the system cut-off frequency is higher than the real cut-off frequency.
System cut-off frequency lower than real cut-off frequency
In this case, in order to measure the real level of the signal, the relationship (39) may be used: the system cut-off frequency must be known to deduce the noise level from the standard deviation. The system cut-off frequency is generally given as the bandwidth of the device.
In order to verify that the system cut-off frequency is in fact lower than the real cut-off frequency, it is sometimes possible to obtain another sequence with another resolution which generally corresponds to another bandwidth. In this case, the standard deviation changes as the square root of the bandwidth (according to (23)), but the noise level measurement remains the same.
Obviously, the real cut-off frequency cannot be measured.
System cut-off frequency higher than real cut-off frequency
From (16) and (46), the real noise level may be obtained as (51) Knowledge of the real cut-off frequency is then required. However, we know only that this frequency is lower than the system cut-off frequency and higher than the Nyquist frequency. Two solutions are possible:
• increasing the sampling frequency. If the Nyquist frequency becomes higher than the real cut-off frequency, then this cut-off frequency is visible in the spectrum. Both noise level and real cut-off frequency can thus be measured.
• decreasing the system cut-off frequency. If the system cut-off frequency becomes lower than the real cut-off frequency, the standard deviation of the sampled signal is no longer constant but decreases according to (23): we are in the condition described in Section 4.2.1. Thus, we should notice the system cut-off frequency corresponding to a change in the standard deviation: this is the real cut-off frequency. In this case also, both noise level and real cut-off frequency can be measured.
However, if neither of these solutions works, we can only set a limit for the noise level and for the real cut-off frequency.
General method
These results are summarized in Table 3 . What can we do if we have no a priori knowledge of the real cutoff frequency of the signal ? We must first obtain two sequences with two different bandwidths (two system cut-off frequencies).
• If the standard deviation changes as the square root of the system cut-off frequency, we have the case described in Section 4.2.1 (last column of Table 3 ). The noise level is then deduced from the value of this system cut-off frequency according to (39) but the real cut-off frequency cannot be measured.
• If the standard deviation is constant, whatever the system cut-off frequency, we have the case described in Section 4.2.2 (column 2 of Table 3 ). We must first try to see the real cut-off frequency by Table 3 ). If it is not visible, we must use the lowest possible system cut-off frequency: if the standard deviation changes, but less than the square root of the system cut-off frequency, these system cut-off frequencies limit the real cut-off frequency.
With the lower one, we have the case described in Section 4.2.1 (last column of Table 3 ). Otherwise, if the standard deviation remains constant, the only information we have is that the real cut-off frequency is between the highest Nyquist frequency and the lowest system cut-off frequency we used. In this case, only limits for noise level and real cut-off frequency are available (column 2 of Table 3 ).
Conclusion
Obviously, in order to perform an accurate measurement of the drifts and the noise levels which affect an oscillator, it is always better to respect the elementary rules of sampling theory: the bandwidth must be limited for high and low frequencies according to the sampling frequency and the duration of the measurement sequence, and the data must be regularly spaced. However, if this is not possible, such measurements may be performed with a lower accuracy.
In the case of white-phase noise, the main bias is the spectral aliasing which occurs when the sampling frequency is lower than the high cut-off frequency. Thus, as recommended by the International Telecommunication Union [9] , it is essential for each noise-level measurement to specify the high cut-off frequency of the system. Furthermore, we would add to this recommendation that it is useful to perform another measurement with another system cut-off frequency in order to determine if the bandwidth is limited by the system cut-off frequency or by the real cut-off frequency of the signal. The characteristic high cut-off frequency is the lower of the system cut-off frequency and the real cut-off frequency.
The effects of spectral aliasing for other types of noise are reviewed in [1] , using a frequency-domain approach.
