In this article we present a multistate continuum theory for multiple charge transfer reactions such as proton-coupled electron transfer and multiple proton transfer reactions. The solute is described with a multistate valence bond model, the solvent is represented as a dielectric continuum, and the transferring protons are treated quantum mechanically. This theory provides adiabatic free energy surfaces that depend on a set of scalar solvent variables corresponding to the individual charge transfer reactions. Thus this theory is a multidimensional analog of standard Marcus theory for single charge transfer reactions. For processes involving significant inner-sphere ͑i.e., solute͒ reorganization, the effects of solute intramolecular vibrations can be incorporated into the adiabatic free energy surfaces. The input quantities required for this theory are gas phase valence bond matrix elements fit to standard quantum chemistry calculations and solvent reorganization energy matrix elements calculated with standard continuum electrostatic methods. The goal of this theory is to provide insight into the underlying fundamental physical principles dictating the mechanisms and rates of multiple charge transfer reactions.
I. INTRODUCTION
Proton-coupled electron transfer ͑PCET͒ and multiple proton transfer ͑MPT͒ reactions play a critical role in a wide range of chemical and biological processes, including numerous enzyme reactions, 1 photosynthesis, 2 and respiration. 3 This article centers on the theoretical investigation of PCET and MPT reactions in polar solvents. Single charge transfer reactions involving the transfer of one electron or one proton have been studied with a variety of theoretical methods and thus are relatively well understood. [4] [5] [6] [7] Multiple charge transfer reactions such as PCET and MPT, however, have not been studied to the same extent. The development of theoretical methods for investigating multiple charge transfer reactions in solution will provide insight into the fundamental principles of such reactions.
One theoretical approach is to perform full molecular dynamics simulations by placing the charge transfer complex in a periodically replicated box of explicit solvent molecules. In general, standard classical molecular dynamics simulations are not applicable to charge transfer reactions due to the significance of quantum dynamical effects such as hydrogen tunneling and nonadiabatic transitions. Thus, mixed quantum/classical methods have been developed to incorporate the quantum dynamical motion of the transferring protons and the nonadiabatic transitions among the electronic and proton vibrational states. [7] [8] [9] [10] [11] [12] [13] The great advantage of full molecular dynamics simulations is that they provide detailed dynamical information at the molecular level. The main disadvantage of such simulations is the exhorbitant computational expense.
An alternative approach is to implement a continuum model, which entails placing the charge transfer complex in a cavity embedded in a dielectric continuum solvent. Numerous continuum models have been applied to single charge transfer reactions ͑i.e., electron or proton transfer reactions͒. [14] [15] [16] The majority of these models, such as Marcus theory, 17 describe the charge transfer reaction in terms of a two-level system. Recently multistate continuum models, in which the charge transfer reaction is described in terms of an arbitrary number of basis states, have been developed and applied to single charge transfer reactions. 18, 19 The advantage of the continuum theory approach is that it provides a clear, physical picture of the reaction mechanism without a large amount of computation and allows a consistent inclusion of solvent electronic polarization. 20, 21 The disadvantage of this approach is that it does not provide detailed dynamical information. Nevertheless, the continuum approach is an important initial step toward elucidating the underlying fundamental principles of multiple charge transfer reactions.
In this article we formulate a multistate continuum theory for the investigation of PCET and MPT reactions in solution. The solute is described by a multistate valence bond model, the solvent is represented as a dielectric continuum, and the transferring protons are treated quantum mechanically. This theory provides adiabatic free energy surfaces that depend on a set of scalar solvent variables corresponding to the individual charge transfer reactions. In other words, this theory is a multidimensional analog of standard Marcus theory ͑and reduces to Marcus theory in the limit of a single electron transfer reaction͒. For processes involving substantial inner-sphere ͑i.e., solute͒ reorganization, intramolecular solute vibrational effects can be incorporated into the adiabatic free energy surfaces. The input quantities required for this theory are gas phase valence bond a͒ matrix elements fit to electronic structure calculations and reorganization energy matrix elements calculated with continuum electrostatic methods.
This theoretical formulation provides important information about the reaction mechanisms of multiple charge transfer reactions. For example, the multidimensional adiabatic free energy surfaces provide information as to whether the charge transfer reactions are concerted or sequential and, if sequential, the order in which the charge transfer reactions occur. Moreover, the nonadiabatic coupling vectors between the adiabatic states can be calculated to ascertain whether the reactions are adiabatic, nonadiabatic, or in the intermediate regime. In some cases this theory allows the calculation of approximate rate constants. We will present applications of this theory to experimentally studied multiple charge transfer reactions in future publications. 22 An outline of this article is as follows: Sec. II presents the basic multistate continuum theory and the derivation of the free energy expression for general multiple charge transfer reactions. Section III presents the application of this theory to PCET to calculate the mixed electronic/proton vibrational adiabatic surfaces as functions of two scalar solvent variables corresponding to the proton and electron transfer reactions. Section IV presents the application of this theory to double proton transfer ͑DPT͒ to calculate the multiconfigurational proton vibrational adiabatic surfaces as functions of two scalar solvent variables corresponding to the two proton transfer reactions. Section V discusses the incorporation of inner-sphere reorganization contributions, and Sec. VI discusses methods for determining the input quantities required in this theory, the types of mechanistic information provided by this approach, and the available methods for calculating rate constants. Section VI summarizes the theory and discusses future directions.
II. GENERAL MULTISTATE CONTINUUM THEORY
In dielectric continuum theory a solute with fixed nuclear positions r (n) is placed in a cavity embedded in a dielectric continuum solvent. In general the cavity can be of arbitrary size and shape, and the total charge density k (r) associated with the solute electronic wave function ⌿ k ͑cor-responding to the kth electronic state͒ can be expressed as
Here the total density operator is
the nuclear density operator is (n) ͑ r͒ϭ
and the electronic density operator is
where Z i is the charge of nucleus i, r i (n) is the position of nucleus i, r i (e) is the position of electron i, and N e is the total number of active solute electrons. The electronic charge density k (e) (r) can be expressed in density matrix formalism as In this article the solute charge density outside the cavity is assumed to be negligible. Typically the total polarization potential field of the solvent is assumed to depend linearly on the general solute charge density (r):
Here K tot ϭK (⑀ 0 ), where K (⑀) is a dielectric Green function for the medium 23, 24 with dielectric constant ⑀, and ⑀ 0 is the static dielectric constant specified for the solvent. The total polarization field can be written as a sum of the inertial ͑ori-entational͒ polarization field in (r) and the noninertial ͑elec-tronic͒ polarization field ϱ (r):
Since the operator K (⑀) is linear, the inertial polarization potential field can be calculated from
where K ϱ ϭK (⑀ ϱ ), ϱ (r)ϭK ϱ (r), and K in ϭK (⑀ 0 ) ϪK (⑀ ϱ ). Here ⑀ ϱ is the optical dielectric constant specified for the solvent. The free energy of the system can be expressed as a functional of the inertial polarization field in (r):
Here S is the self-energy of the inertial field, and W k includes the gas phase energy of the solute and the solutesolvent interaction energy. The self-energy term is
͵ dr in in , in ϭK in in .
͑10͒
͑Note that for a specified potential field in (r), the corresponding self-charge density in (r) is defined by in ϭK in in .) The interaction term W k ͓ in ͔ can be expressed in terms of the solute electronic wave function ⌿ k as
where
͑12͒
The term H o ϭh o ϩÛ ϱ is the sum of the gas phase Hamiltonian h o and the part of the solute-solvent interaction Û ϱ due to the electronic polarization of the solvent. In this article we adopt the Born-Oppenheimer approach, 20 which assumes that the solvent electrons are infinitely fast on the timescale of the solute electrons ͑i.e., that the electronic polarization field is always in equilibrium with point-like solute electrons͒. In this case the instantaneous solvation energy due to the electronic polarization of the medium is given by the operator
͑13͒
Note that the term Û ϱ is independent of in and ⌿ k . In the multistate continuum theory the solute electronic wave function ⌿ k is represented by the expansion
where i are Slater determinants ͑or linear combinations of Slater determinants͒ constructed from the active molecular orbitals of the solute, and Q is the number of included states. For a specified polarization potential in (r), the coefficients C ik and associated interaction energy W k can be calculated by the variation method, which leads to the secular equation
HCϭCW. ͑15͒
Here C is a matrix of the coefficients with elements C ik , W is a diagonal matrix with diagonal elements W k , and the Hamiltonian matrix H has elements
where ␦ i j is the Kronecker delta. The electronic charge density i j (e) (r) can be expressed in density matrix formalism analogous to Eq. ͑5͒. ͑Note that we are assuming that the solute electrons move much faster than the reorientation of the solvent. In this section we also assume that the solute nuclei are fixed.͒ As shown in Ref. 19 , the free energy functional U k ͓ in ͔ given in Eq. ͑9͒ can be expressed as a function of the scalar variables Y i j :
The scalar variables Y i j represent the interaction energies of the solute densities i j with the solvent inertial polarization potential field in . Note that if i j is real then i j ϭ ji and thus Y i j ϭY ji . Moreover, as will be shown in Secs. III and IV, additional linear dependencies in the i j ͑and thus the Y i j ) can arise for some systems. Here we describe the free energy U k in terms of only the linearly independent Y i j .
The self-term is
where the summation is over indices lm and lЈmЈ corresponding to linearly independent Y lm and the matrix elements of the reorganization matrix T are 
where the matrix elements of the electronic reorganization energy matrix are
In order to further simplify the free energy expression, we can reduce the number of scalar variables. In Ref. 19 it is shown that the eigenvalue W k (Y i j ) and the self-energy S(Y i j ) are invariant to any linear transformation of the densities i j . The first step of the reduction process is to introduce a special case of this linear transformation:
In this case the transformed scalar variables
In addition, the scalar variables Y i j Ј can be expressed as
͑27͒
͑29͒
The scalar variables Y i j Hence the next step in the reduction process is to express the free energy as a function of the scalar variables X i j . First we rewrite the Hamiltonian matrix as HϭH ϩH 00 I, ͑30͒
where I is the identity matrix and ͓using Eq. ͑16͔͒
H 00 ϭ͑H o ͒ 00 ϩ ͵ dr 00 00 ϩX 00
ϭ͑H o ͒ 00 ϪT 00,00 Ј ϩX 00 .
͑31͒
The components of the new Hamiltonian H can be expressed in terms of the scalar variables X i j as H 00 ϭ0,
and the eigenvalues of H are
Note that the eigenvectors of H are identical to those of H, and the eigenvectors and eigenvalues of H are independent of X 00 . The free energy can be expressed in terms of the new scalar variables X i j as
T 00,00 Ј ,
͑35͒
and Eqs. ͑31͒ and ͑33͒ lead to
Thus the free energy can be expressed as
T 00,00 Ј .
͑37͒
As proven in Ref. 19 , at stationary points
where T t Ј is the truncated reorganization matrix in which all elements with 00 components are excluded ͑i.e., the 00 row and column are eliminated͒. Substituting Eq. ͑38͒ into Eq. ͑37͒ leads to
͚ lm 00,lЈmЈ 00
͑39͒
We emphasize that Eq. ͑37͒ is equivalent to Eq. ͑39͒ only at stationary points. The final step of the reduction process is to transform the scalar variables X i j back to the scalar variables Y i j Ј ͓using Eq.
͑27͔͒ to obtain
͑40͒
Note that this free energy expression is independent of Y 00 Ј but still depends on the extended reorganization energy matrix ͑i.e., on the terms T 00,i j Ј 
If the off-diagonal densities i j (i j) vanish then the off-diagonal scalar solvent variables Y i j Ј (i j) also vanish: 
͑44͒
In this case the matrix elements of the Hamiltonian H ͓as given in Eq. ͑41͔͒ can be expressed in terms of the scalar variables y i Ј as
In addition, the reorganization energy matrix elements can be expressed as
where the matrix tЈ has dimensions QϫQ with elements t 00 Ј ϭt 00 ,
͑48͒
Similarly, the electronic reorganization energy matrix elements can be expressed as
where the electronic reorganization matrix t (ϱ) has dimensions QϫQ with elements
The free energy can be expressed in terms of the scalar vari-
͑51͒
Here t t Ј is the truncated reorganization matrix ͑i.e., with the row and column corresponding to 0 removed͒. Note that the summation is over indices l and m corresponding to linearly independent y l Ј and that the dimension of t t Ј is one less than the number of linearly independent coordinates y l Ј . Moreover, using Eq. ͑23͒,
so only diagonal elements of the transformed electronic reorganization matrix are required. Continuum theories have been applied to single proton or electron charge transfer reactions. [26] [27] [28] In this case typically the electronic wave function is described in terms of two basis states, and the free energy expression is a function of a single scalar solvent variable. It is straightforward to show that this two-state theory leads to the Marcus barrier formula in the limit of weak coupling. For a two-state system Eq. ͑51͒ becomes
where the scalar coordinate is denoted zϭy 1 Ј for notational convenience. The energies of the diabatic states 0 and 1 are
For (H o ) 01˜0 the diabatic and adiabatic states are virtually equivalent. In this case the minima of the ground adiabatic state are at z (R) ϭϪt 01 Ј and z ( P) ϭϪt 01 Ј Ϫt 11 Ј , and the maximum of the ground adiabatic state ͑i.e., the intersection point of the diabatic states͒ is at z ‡ ϭ(H o ) 00 Ϫ(H o ) 11 . Figure 1 defines the standard Marcus theory parameters, namely, the reorganization energy , the energy difference ⌬G between the solvated reactant and product, and the activation energy ⌬G ‡ . In the notation of this article,
and
where the final equation is the standard Marcus barrier formula. 17 In this article we extend the multistate continuum theory to multiple charge transfer reactions. The two specific processes studied are proton-coupled electron transfer, where both a proton and an electron are transferred, and double proton transfer, where two protons are transferred. In these two cases the electronic wave function is described with a four-state valence bond model, and the free energy expression is a function of two scalar solvent variables. The details of these two applications are discussed in Secs. III and IV.
III. APPLICATION TO PROTON-COUPLED ELECTRON TRANSFER
In this section we present the application of multistate continuum theory to proton-coupled electron transfer ͑PCET͒ in solution. In Sec. III A we derive the free energy expression for the electronic states as a function of the transferring proton coordinate and two scalar solvent variables that correspond to proton transfer and electron transfer, respectively. We show that only the gas phase valence bond matrix elements and the inertial and electronic reorganization energy matrix elements are required to calculate this free energy. In Sec. III B we present a formulation that combines this free energy expression with a quantum mechanical treatment of the transferring proton to eliminate the proton coordinate and to calculate the mixed electronic/proton vibrational adiabatic states as functions of the two scalar solvent variables.
A. Derivation of free energy expression
In order to apply this methodology to PCET we use a four-state valence bond model with electronic basis states defined as
Here the symbols D e and A e represent a general electron donor and acceptor, D p and A p represent a general proton donor and acceptor, and H represents the transferring proton. Furthermore, a denotes that the proton is bonded to its donor while b denotes that the proton is bonded to its acceptor, and 1 denotes that the electron is localized on its donor while 2 denotes that the electron is localized on its acceptor. This type of model is applicable to a wide range of complexes consisting of an electron donor and acceptor connected by a hydrogen-bonding interface. 29 These valence bond states can be described by fiveelectron wave functions constructed from a basis of oneelectron active orbitals. We place the active orbitals on the electron donor ( D e ), the electron acceptor ( A e ), and the atoms of the proton transfer interface ( D p , H , A p ) . These active orbitals are assumed to be real and orthogonalized. In this case the valence bond states can be expressed as
where a k † is a creation operator for an electron with spin ϭ(␣,␤) on the spatial orbital kϭ(D e ,D p ,H,A p ,A e ) and ͉0͘ is a vacuum state which also includes all inactive ͑core͒ electrons of the system. These valence bond states are orthogonal. The diagonal densities are
Typically these terms are negligible because there is only a small amount of overlap between the corresponding orbitals, and for simplicity we will assume that these terms are identically zero. We utilize the free energy expression in Eq. ͑51͒ in order to express the free energy in terms of the scalar solvent variables y 1b Ј , y 2a Ј , and y 2b Ј ͑where the y 1a Ј variable has been eliminated͒. In order to eliminate another dynamical variable, we can use Eq. ͑60͒ to calculate the density differences 
͑63͒
Thus, the free energy depends only on the two scalar solvent variables y 1b Ј and y 2a Ј corresponding to proton transfer and electron transfer, respectively. In this section we assume that all solute nuclei are fixed except for the transferring hydrogen atom, which has coordinate r p . The inclusion of other solute coordinates will be discussed in Sec. V. The free energy function can be expressed as
where the summation runs over valence bond states 1b and 2a, and the truncated reorganization matrix t t Ј has dimensions 2ϫ2 corresponding to these two states.
W k (r p ,y 1b Ј ,y 2a Ј ) is the kth eigenvalue of the matrix H (r p ,y 1b Ј ,y 2a Ј ) with elements obtained from Eq. ͑45͒:
As is shown in Eq. ͑52͒, the matrix elements (H o ) i j (r p ) involve the gas phase valence bond matrix elements (h o ) i j (r p ) and the diagonal electronic reorganization energy matrix elements t ii (ϱ) (r p ). Note that in general the scalar solvent coordinates y 1b Ј and y 2a Ј depend implicitly on r p since the density differences depend on r p . In the free energy expression given in Eq. ͑64͒, however, these solvent coordinates are treated as independent variables so this r p dependence is omitted. This issue will be discussed further below. Thus, the free energy expression requires the following: the gas phase valence bond matrix elements (h o ) i j (r p ), the inertial reorganization energy matrix elements t i j (r p ) ͓de-fined in Eq. ͑48͔͒, and the diagonal electronic reorganization energy matrix elements t ii (ϱ) (r p ) ͓defined in Eq. ͑50͔͒. For simplicity we will rename the solvent variables y 1b Ј and y 2a Ј
as z p and z e , respectively, corresponding to the proton transfer and electron transfer. Since the free energy expression depends on only these two scalar solvent variables, this formulation provides a clear physical picture of the reaction dynamics.
B. Calculation of mixed electronic/proton vibrational adiabatic states
A general PCET reaction in solution can be divided into three subsystems: active electrons, transferring protons, and solvent. The active electrons include the transferring electron and the electrons involved in the formation and breaking of bonds during the proton transfer reaction. The active electrons and the transferring protons exhibit quantum mechanical behavior. As shown in Ref. 30 , the adiabatic separation of the protonic and electronic motion is not a valid approximation for general PCET reactions. Thus, in our formulation the active electrons and transferring protons are treated quantum mechanically on equivalent footing.
Within the multistate continuum theory the mixed electronic/proton vibrational adiabatic states are calculated by solving the following Schrödinger equation for fixed solvent coordinates (z p ,z e ):
Here HЈ is the total Hamiltonian for fixed solvent coordinates (z p ,z e ) and can be expressed as
where the first term is the kinetic energy of the transferring proton, the second term is the electronic Hamiltonian H ϭHϪ(H o ) 1a,1a ͓with H as defined in Eq. ͑12͔͒, and the third term is the sum of the self-energy of the inertial field and (H o ) 1a,1a (r p ):
where y 1b Ј ϵz p and y 2a Ј ϵz e . Note that the kinetic energy of the solute electrons is included in the gas phase valence bond matrix elements. Also note that in general the Laplacian operator in the non-Cartesian, nonorthogonal coordinate system (r p ,z p ,z e ) contains terms involving derivatives of the solvent coordinates with respect to the proton coordinate as well as the standard Cartesian-type second derivative terms. In this article, the adiabatic separation of the proton coordinates from the solvent coordinates is defined such that the kinetic energy operator in Eq. ͑67͒ contains only the standard partial second derivative with respect to the proton coordinate. All other terms in the Laplacian are included in the kinetic energy operator for the solvent coordinates and lead to additional nonadiabatic coupling terms between the mixed electronic/proton vibrational adiabatic states, as will be discussed below. ͑These additional terms in the Laplacian are negligible if the density differences i,i Ϫ 1a,1a depend only weakly on the proton coordinate r p .) Several different approaches for the calculation of the mixed electronic/proton vibrational adiabatic states for fixed solvent coordinates (z p ,z e ) are possible. Here we present the details for two different approaches. For both approaches, no adiabatic or nonadiabatic approximations are invoked, and thus they are exact within numerical accuracy. For numerical reasons, however, one method may be advantageous over the other for a particular system.
Approach based on adiabatic electronic states
Our first approach is based on the method presented in Ref. 29 , where the mixed electronic/proton vibrational adiabatic states are expanded in a basis of double adiabatic states. This approach is most useful when the electron transfer reaction is close to the adiabatic limit. We emphasize, however, that all of the electron-proton nonadiabatic coupling terms are incorporated into the mixed electronic/proton vibrational adiabatic states, and thus no adiabatic approximations are invoked.
This approach consists of three steps. The first step is to calculate the electronic adiabatic states ⌿ k (r (e) ;r p ,z p ,z e ) for fixed solvent coordinates (z p ,z e ) for all points r p along a one-dimensional grid between the proton donor and acceptor. ͑For simplicity we assume that the proton is moving in one dimension, although the extension to three dimensions is straightforward.͒ In our formulation the electronic wave function ⌿ k is a linear combination of the four valence bond states (1a,1b,2a,2b) as given by Eq. ͑14͒. The energy of electronic state k is U k (r p ,z p ,z e ) ͓given by Eq. ͑64͔͒. The coefficients C ik for the wave functions ⌿ k and the eigenvalues W k are calculated by diagonalizing the matrix H with matrix elements defined in Eq. ͑65͒.
The second step of this prescription is to calculate the proton vibrational adiabatic states (k) (r p ;z p ,z e ) for fixed (z p ,z e ) for each relevant adiabatic electronic state k by numerically solving the one-dimensional Schrödinger equation,
where the proton Hamiltonian for the electronic state k is defined as
Typically Eq. ͑69͒ is solved by expanding the proton vibrational adiabatic states in a set of K normalized single-particle basis functions ͕ ␣ (r p )͖:
͑71͒
We have found that the most stable and efficient basis functions ͕ ␣ (r p )͖ are delta functions ͑i.e., eigenfunctions of the position operator͒ evenly spaced along a one-dimensional grid between the proton donor and acceptor. The extension to three-dimensional motion is straightforward.
The third step of this prescription is to calculate the mixed electronic/proton vibrational adiabatic states ⌽ n by expanding them in a basis of double adiabatic states k :
The mixed electronic/proton vibrational states are calculated by solving the matrix equation
HЈDϭDE, ͑74͒
where D has elements D k,n , E is diagonal with elements E n , and the matrix elements of the Hamiltonian HЈ are
͑75͒
It is straightforward to show that
and g kl
͑78͒
In 
͑80͒
where the summations are over the valence bond states 1a, 1b, 2a, and 2b. Note that Eqs. ͑79͒ and ͑80͒ are valid because the valence bond states i are defined to be independent of proton position r p . The energies of the mixed electronic/proton vibrational adiabatic states can be calculated as functions of the two solvent scalar variables z p and z e by following the above three steps for solvent coordinates (z p ,z e ) on a twodimensional grid. We can also calculate the nonadiabatic coupling vector between the mixed electronic/proton vibrational adiabatic states ⌽ n at specified points on this grid using the expression
for m n and d nn (␥) (z p ,z e )ϭ0. Here k and l indicate adiabatic electronic states, ␥ specifies the component of the twodimensional nonadiabatic coupling vector and is either e or p ͑corresponding to z e or z p , respectively͒ and, using Eq. ͑67͒,
͑Note that the valence bond states are defined to be independent of the solvent coordinates.͒ In addition to these standard nonadiabatic coupling terms, other nonadiabatic coupling terms will arise from the extra terms in the Laplacian due to the r p dependence of the scalar solvent variables. These other nonadiabatic coupling terms will be negligible if the density differences i,i Ϫ 1a,1a ͑and thus the scalar solvent variables z p and z e ) are approximately independent of r p .
Approach based on diabatic electronic states
In our second approach, the mixed electronic/proton vibrational adiabatic states are expanded in a basis of products of diabatic electronic states and corresponding adiabatic proton vibrational states. This approach is most useful when the electron transfer reaction is close to the nonadiabatic limit. We emphasize, however, that all of the coupling terms are rigorously incorporated into the mixed electronic/proton vibrational adiabatic states, and thus no nonadiabatic approximations such as those based on perturbation theory are invoked.
This approach consists of three steps. The first step is to calculate the energies of the electronic diabatic states i (r (e) ;r p ,z p ,z e ) for fixed solvent coordinates (z p ,z e ) for all points r p along a one-dimensional grid between the proton donor and acceptor. In our formulation the diabatic states correspond to the four valence bond states (1a,1b,2a,2b) given by Eq. ͑59͒. The energy of diabatic electronic state i is S (r p ,z p ,z e )ϩH ii (r p ,z p ,z e ), where the matrix elements of H are defined in Eq. ͑65͒.
The second step of this prescription is to calculate the proton vibrational adiabatic states (i) (r p ;z p ,z e ) for fixed (z p ,z e ) for each relevant diabatic electronic state i by numerically solving the one-dimensional Schrödinger equation,
where the proton Hamiltonian for the diabatic electronic state i is defined as
Typically Eq. ͑83͒ is solved by expanding the proton vibrational adiabatic states in a set of K normalized single-particle basis functions ͕ ␣ (r p )͖ as described in Eq. ͑71͒.
The third step in this approach is to calculate the mixed electronic/proton vibrational adiabatic states ⌽ n by expanding them in terms of the basis states i :
The mixed electronic/vibrational states are calculated by solving the matrix equation
HЈDϭDE, ͑86͒
where D has elements D i,n , E is diagonal with elements E n , and the matrix elements of the Hamiltonian HЈ are
͑87͒
͑88͒
Note that Eq. ͑88͒ is valid because the valence bond states i are defined to be independent of the proton position r p . As discussed above, the energies of the mixed electronic/proton vibrational adiabatic states can be calculated as functions of the two solvent scalar variables z p and z e by following these three steps for solvent coordinates (z p ,z e ) on a two-dimensional grid. We can also calculate the nonadiabatic coupling vector between the mixed electronic/ proton vibrational adiabatic states ⌽ n at specified points on this grid using Eq. ͑81͒. In this case, however, the summation over k,l in Eq. ͑81͒ should be over i, j ͑where i and j represent diabatic electronic states͒ and
͑89͒

Overview of different approaches
We emphasize that the two approaches described above are exactly equivalent in the limit of a full basis set within numerical accuracy. Recently we have verified this equivalence numerically for model systems. 22 The advantage of both approaches is that they provide a physical interpretation of the adiabatic states in terms of the adiabatic or diabatic electronic states. For numerical and physical reasons, the first approach may be preferable if the electron transfer reaction is near the adiabatic limit, and the second approach may be preferable if the electron transfer is near the nonadiabatic limit. These limits can be quantified using an analysis described in Ref. 4 . Typically the first approach is appropriate if ͉d kl (ep) (r p ,z p ,z e )͉Ӷ͉U k (r p ,z p ,z e )ϪU l (r p ,z p ,z e )͉ for all r p and (z p ,z e ) and for all pairs of adiabatic electronic states k,l. If this condition is not satisfied, the first approach may lead to numerical difficulties. In this case, the second approach is more physical and is more stable numerically.
Due to the relatively large distance between the electron donor and acceptor, usually PCET systems are electronically nonadiabatic. Thus, for most PCET systems the second approach is preferable. The second approach is particularly advantageous in the limit of nonadiabatic electron transfer because it could be used in conjunction with rate expressions derived for nonadiabatic electron transfer. [32] [33] [34] [35] 
IV. APPLICATION TO DOUBLE PROTON TRANSFER
In this section we present the application of multistate continuum theory to double proton transfer in solution. In Sec. IV A we derive the free energy expression for the electronic states as functions of the two transferring proton coordinates and two scalar solvent variables that correspond to the two proton transfer reactions. We show that only the gas phase valence bond matrix elements and the inertial and electronic reorganization energy matrix elements are required to calculate this free energy. In Sec. IV B we present a formulation that combines this free energy expression with a quantum mechanical treatment of the transferring protons to eliminate the proton coordinates and to calculate multiconfigurational proton vibrational adiabatic states as functions of the two scalar solvent variables.
A. Derivation of free energy expression
In order to apply this methodology to DPT we use a four-state valence bond model with electronic basis states defined as
Here the symbols D i and A i ͑with iϭ1,2) represent general proton transfer donors and acceptors. The two transferring protons are denoted H 1 and H 2 , and a denotes that the proton is bonded to its donor while b denotes that the proton is bonded to its acceptor. In general, D 1 , A 1 , D 2 , and A 2 could represent four different atoms ͑i.e., DPT in the formic acid dimer involves four different oxygen atoms as proton donors and acceptors͒. On the other hand, A 1 and D 2 could also represent two distinct orbitals on the same atom ͑i.e., DPT in a protonated chain of three hydrogen-bonded water molecules involves only three different oxygen atoms, where A 1 and D 2 represent two distinct orbitals on the middle oxygen atom͒.
These valence bond states can be described by eightelectron wave functions constructed from a basis of oneelectron active orbitals. We place the active orbitals on the six relevant atoms ( D 1 , H 1 , A 1 , D 2 , H 2 , A 2 ) . These active orbitals are assumed to be real and orthogonalized. In this case the valence bond states can be expressed as aa ϭ and the off-diagonal densities are ab,ba ϭ aa,bb ϭ0,
As in the case of PCET we will assume that these offdiagonal densities are identically zero. The free energy can be expressed in terms of the scalar solvent variables y ba Ј , y ab Ј , and y bb Ј ͑where the y aa Ј variable has been eliminated͒ through Eq. ͑51͒. 
͑95͒
As a result of this linear dependence, the free energy depends on only the two scalar solvent variables y ba Ј and y ab Ј corresponding to the transfer of proton 1 and proton 2, respectively. In this section we assume that all solute nuclei are fixed except for the transferring hydrogen atoms, which have coordinates r p1 and r p2 . The inclusion of other solute coordinates will be discussed in Sec. V. The free energy function is expressed as 
As described above, the matrix elements (H o ) i j (r p1 ,r p2 ) involve the gas phase valence bond matrix elements (h o ) i j (r p1 ,r p2 ) and the diagonal electronic reorganization energy matrix elements t ii (ϱ) (r p1 ,r p2 ). Analogous to the discussion in Sec. III, the scalar solvent variables y ba Ј and y ab Ј are treated as independent variables in Eq. ͑96͒, so their implicit dependence on r p1 and r p2 is omitted. As in the case of PCET, the free energy expression requires only the gas phase valence bond matrix elements (h o ) i j (r p1 ,r p2 ), the inertial reorganization energy matrix elements t i j (r p1 ,r p2 ) ͓defined in Eq. ͑48͔͒, and the diagonal electronic reorganization energy matrix elements t ii (ϱ) (r p1 ,r p2 ) ͓defined in Eq. ͑50͔͒. For simplicity we will rename the solvent variables y ba Ј and y ab Ј as z p1 and z p2 , respectively, corresponding to the transfer of proton 1 and proton 2, respectively.
B. Calculation of multiconfigurational proton vibrational adiabatic states
We assume that the DPT reaction is electronically adiabatic ͓i.e., the system remains in the ground electronic state ⌿ 0 with corresponding free energy U 0 given by Eq. ͑96͔͒. In this case the proton vibrational adiabatic states are calculated for fixed (z p1 ,z p2 ) by numerically solving the twodimensional Schrödinger equation,
As in the case of the PCET reaction considered in Sec. III, the adiabatic separation of the proton coordinates from the solvent coordinates is defined such that the kinetic energy operator in Eq. ͑99͒ includes only partial second derivatives with respect to each proton coordinate. All other terms in the Laplacian are included in the kinetic energy operator for the solvent coordinates and lead to additional nonadiabatic coupling terms between the proton vibrational adiabatic states, as will be discussed below. Note that these additional terms are negligible if the density differences i,i Ϫ aa,aa are approximately independent of r p1 and r p2 . One efficient way to solve the two-dimensional Schrö-dinger equation given in Eq. ͑98͒ is to utilize a multiconfigurational self-consistent-field formulation for the two proton vibrational modes, as described in Refs. 36 and 37. In this method the adiabatic states are approximated by a normalized linear combination of single configurations:
where the summation is over all included configurations labeled with the index Jϭ( j 1 , j 2 ) , and the single configurational wave functions J are products of the orthonormal one-particle states j k (k) (r k ;z p1 ,z p2 ):
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Furthermore, analogous to Eq. ͑71͒, each one-particle state j (k) (r k ;z p1 ,z p2 ) can be expanded in a basis of K k fundamental one-particle basis functions ␣ (k) (r k ):
The extension to three-dimensional proton motion and to more than two quantum protons is straightforward. The energies of the proton vibrational adiabatic states can be calculated as functions of the two solvent scalar variables z p and z e by solving Eq. ͑98͒ for solvent coordinates (z p1 ,z p2 ) along a two-dimensional grid. We can also calculate the nonadiabatic coupling vector between the proton vibrational adiabatic states ⌽ n using the expression
for m n and d nn (␥) (z p1 ,z p2 )ϭ0. Here ␥ specifies the component of the two-dimensional nonadiabatic coupling vector and is either p1 or p2. Note that in addition to these standard nonadiabatic coupling terms, other nonadiabatic coupling terms will arise from the extra terms in the Laplacian due to the dependence of the scalar solvent variables on the proton coordinates. These other nonadiabatic coupling terms will be negligible if the density differences i,i Ϫ aa,aa ͑and thus the scalar solvent variables z p1 and z p2 ) are approximately independent of r p1 and r p2 .
V. INCORPORATION OF INNER-SPHERE REORGANIZATION
The formulation presented in Secs. II-IV is valid for reactions driven by outer-sphere reorganization ͑i.e., solvent reorganization͒. Inner-sphere reorganization ͑i.e., solute reorganization͒ will also be important if the solute nuclear coordinates change significantly during the charge transfer process. The inner-sphere reorganization energies can be calculated for the multistate valence bond model by performing a solute geometry optimization for each valence bond state ͑or the associated adiabatic state͒. ͓Note that the transferring proton͑s͒ remain bonded to the appropriate sites during this optimization.͔ The inner-sphere reorganization energy for the reaction corresponding to a change from state i to state j is the difference between the energy of state i at the optimized geometry for state j and the energy of state i at the optimized geometry for state i. If the inner-sphere reorganization energies are much smaller than the outer-sphere reorganization energies, then the inner-sphere contributions can be neglected. If the inner-sphere reorganization energies are comparable to ͑or larger than͒ the outer-sphere reorganization energies, then the inner-sphere contributions must be incorporated into the adiabatic free energy surfaces.
The inner-sphere reorganization can be incorporated into the multistate continuum theory by introducing one or more inner-sphere reaction coordinates and parametrizing the gas phase Hamiltonian as a function of these inner-sphere reaction coordinates. If a single solute mode is mainly responsible for the large inner-sphere contribution, this mode can be treated as the inner-sphere coordinate. ͑An example of this situation is the inter-ring torsional motion of biphenyl, which has been found to significantly affect intramolecular electron transfer rates. 38 ͒ If many solute modes are responsible for the large inner-sphere contribution, we can define one ͑or possibly a few͒ collective inner-sphere reaction coordinates. The collective inner-sphere reaction coordinate͑s͒ are determined by performing geometry optimizations for all valence bond states. The gas phase matrix elements are parametrized to reproduce the calculated energies of the valence bond states ͑or the associated adiabatic states͒ at these optimized geometries. In the simplest case, the term
2 is added to each gas phase matrix element (h o ) ii , where q is the inner-sphere reaction coordinate, q i represents the optimized solute geometry for valence bond state i, and k i represents a frequency that is fit to obtain the calculated energies for state i at the optimized geometries for the other valence bond states. For a two-state model describing single electron transfer with a single inner-sphere mode ͑where k i is the same for both valence bond states͒, this procedure leads to the standard inner-sphere reorganization energy in ϭ 1 2 k(q 1 Ϫq 0 ) 2 . 4 Multistate models describing multiple charge transfer reactions may require more than a single inner-sphere reaction coordinate ͑i.e., if more than one charge transfer reaction involves significant inner-sphere reorganization͒.
Once the gas phase Hamiltonian is parametrized as a function of the inner-sphere reaction coordinate͑s͒, the formulation described in Sec. II can be utilized to calculate the free energy in terms of the proton coordinate͑s͒, the scalar solvent coordinates, and the inner-sphere reaction coordinate͑s͒. Note that this approach assumes that the optimized geometries of the valence bond states are not significantly affected by the solvent and that the off-diagonal valence bond Hamiltonian matrix elements are independent of the inner-sphere reaction coordinate͑s͒. For proton transfer reactions, the proton donor-acceptor distance may be treated as an additional solute reaction coordinate that can be incorporated into the molecular mechanical terms describing the diagonal matrix elements (h o ) ii and, in some cases, the offdiagonal matrix elements (h o ) i j .
If the inner-sphere reaction coordinate represents a ''slow'' mode, it can be treated in the same way as the solvent coordinates. As discussed throughout the literature, however, often the inner-sphere reaction coordinate must be treated quantum mechanically. [32] [33] [34] In this case the innersphere reaction coordinate can be treated in the same way as the proton coordinate͑s͒, and the vibrational wave functions ͓given in Eqs. ͑69͒, ͑83͒, and ͑98͔͒ depend explicitly on both the proton coordinate͑s͒ and the inner-sphere reaction coordinate͑s͒. For PCET reactions, the vibrational wave functions can be calculated for either the adiabatic electronic states or the diabatic electronic states. In either case, all coupling terms are included using the formulations given in Sec. III B, so the final mixed electronic/vibrational adiabatic states are exact within numerical accuracy. In the limit of nonadiabatic electron transfer, if the vibrational states are calculated for the diabatic electronic states then expressions previously derived for nonadiabatic electron transfer rates [32] [33] [34] can be utilized.
VI. DISCUSSION
The formulation described in Secs. II-V is easily extended to a general charge transfer reaction involving N e transferring electrons and N p transferring protons, which would result in 2 N e ϩN p valence bond states. As shown in the Appendix, for this general case the free energy can be expressed in terms of N e ϩN p linearly independent scalar solvent coordinates and N p proton coordinates ͑assuming all other solute coordinates are fixed͒. The proton coordinates are treated quantum mechanically to calculate the mixed electronic/proton vibrational adiabatic states as functions of N e ϩN p scalar solvent coordinates. If inner-sphere reorganization is significant, the effects of intramolecular solute vibrations can be incorporated into the adiabatic states. The calculation of these adiabatic states requires the gas phase valence bond matrix elements, the inertial reorganization energy matrix, and the diagonal elements of the electronic reorganization energy matrix. These adiabatic surfaces provide qualitative mechanistic information and in some cases allow the calculation of approximate rate constants. In this section we discuss methods to calculate the required input quantities, the type of mechanistic information that could be obtained from this theory, and methods to calculate rate constants.
A. Calculation of input quantities
The input quantities required for this theory are the gas phase valence bond matrix elements, the inertial reorganization energy matrix, and the diagonal elements of the electronic reorganization energy matrix. Here we discuss a general approach for the calculation of these input quantities.
Typically the charge density of each valence bond state i is represented by a set of point charges,
where the summation is over all sites l ͑including the N e electron donors and acceptors, the N p proton donors and acceptors, and the N p transferring protons͒, q l (i) is the partial charge for site l in valence bond state i, and r l is the position of site l. Higher-order multipole terms could also be included.
The matrix elements of the gas phase Hamiltonian h o can be approximated by standard molecular mechanical terms fit to electronic structure calculations for the gas phase solute. 8, 39, 40 Note that, although the valence bond wave functions are defined to be independent of the proton coordinates, the Hamiltonian is not independent of the proton coordinates due to the interaction between the electrons and the nuclei. Thus, in general, the diagonal and off-diagonal matrix elements of the gas phase Hamiltonian depend on the proton coordinates. Also note that in our approach the valence bond wave functions are assumed to be orthogonal, and the gas phase valence bond matrix elements are fit in a way that accounts for this approximation.
The reorganization energy matrix elements t i j ͓defined in Eq. ͑48͔͒ and t i j (ϱ) ͓defined in Eq. ͑50͔͒ can be calculated with continuum electrostatic methods. Numerical methods have been developed to calculate the polarization potential fields ii (r) and ii (ϱ) (r) resulting from a charge density ii given by Eq. ͑104͒ in a cavity of arbitrary shape embedded in a continuum solvent characterized by dielectric constants ⑀ o and ⑀ ϱ . 41 ͑For spherical or ellipsoidal cavities the polarization potential field can be calculated analytically. 42 ͒ These polarization potential fields can be used to calculate the reorganization energy matrix elements as
where the summations are over all sites l. Note that in general these matrix elements depend on the transferring proton coordinates r p . Also note that more elaborate methods for calculating the polarization potential fields 43 could be utilized to obtain more accurate reorganization energy matrix elements.
We conclude this section with a proof that the reorganization energies for multiple charge transfer reactions are not additive. As shown in Eq. ͑55͒, the reorganization energy for a reaction from the reference valence bond state 0 to valence bond state i is
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From the definition of t i j
Ј given in Eqs. ͑47͒ and ͑48͒,
For PCET reactions, where the valence bond states are defined in Eq. ͑58͒ and state 1a is the reference state, Eq. ͑62͒ indicates that 2b,2b Ϫ 1a,1a ϭ͑ 1b,1b Ϫ 1a,1a ͒ϩ͑ 2a,2a Ϫ 1a,1a ͒. ͑109͒
Using these equations, it is straightforward to show that 2b ϭ 1b ϩ 2a ϩt 1b,2a Ј .
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In other words, the reorganization energy for PCET ( 2b ) is not simply the sum of the reorganization energy for proton transfer ( 1b ) and the reorganization energy for electron transfer ( 2a ). The extra term is due to the interaction of the density 1b,1b Ϫ 1a,1a with the inertial polarization field caused by the density 2a,2a Ϫ 1a,1a ͑or, equivalently, the reverse interaction͒. An analogous relation can be obtained for double proton transfer reactions.
B. Mechanistic information
The application of multistate continuum theory to multiple charge transfer reactions provides useful information about the reaction mechanisms. Figure 2 is a schematic illustration of a ground state adiabatic free energy surface that could be obtained for a double charge transfer reaction ͑with scalar solvent coordinates z 1 and z 2 ). Mechanistic information can be extracted by analyzing the adiabatic wave functions along the reaction path to determine the dominant diabatic states along this path. This type of analysis can be used to determine whether the charge transfer reactions are sequential or concerted and, for sequential reactions, the or- der of the charge transfer reactions and the degree of coupling among them. The nonadiabatic coupling vectors between the adiabatic surfaces indicate whether the charge transfer reactions are in the adiabatic or nonadiabatic limits or in the intermediate regime. If the process is adiabatic, only the ground state adiabatic free energy surface is relevant. If nonadiabatic effects are significant, however, the higher energy adiabatic surfaces must be considered when investigating the mechanism.
C. Calculation of rate constants
In this section we discuss some of the methodology that could be implemented to extract approximate rate constants from applications of the multistate continuum theory. We emphasize, however, that the main goal of this approach is not to obtain dynamical or quantitatively accurate rate information, but rather to obtain qualitative mechanistic information as described in Sec. VI B.
If the charge transfer process is in the adiabatic limit, the reaction occurs on the single adiabatic surface E 0 (z). In this case dynamical equations for the scalar solvent variables have been shown to be equivalent to the Langevin dynamical equations with isotropic friction tensor. 14, 15 Thus, in the adiabatic limit the rate constant can be calculated using the multidimensional generalization of the Grote-Hynes theory, [44] [45] [46] kϭ ⍀
where ⌬U ‡ is the barrier height, k R are the angular frequencies at the bottom of the reactant well, k S are the angular frequencies at the saddle point where N ϭi b is the single imaginary frequency, and ⍀ is the analog of the Grote-Hynes characteristic frequency defined in Ref. 44 . The derivation of this expression assumes that the total reaction rate is controlled by the barrier crossing dynamics and that the potential is approximately parabolic near the reactant minimum and the saddle point. In the simplest case of a Debye medium with
͑where D is the Debye relaxation time͒, the dynamical equations have been shown to reduce to the Markovian-Langevin equations for overdamped motion. 14, 15 In this case the overdamped limit of the rate expression derived by Langer can be utilized. 46, 47 Note that for adiabatic charge transfer reactions involving multiple saddle points, this rate equation could be applied to the individual reaction steps.
Many charge transfer reactions in polar solvents deviate significantly from the adiabatic limit. As a result, numerous expressions have been derived for the rates of single electron and single proton transfer reactions in the nonadiabatic limit. [32] [33] [34] 48 Such expressions may be applicable to PCET reactions where the electron transfer is in the nonadiabatic limit ͑based on the second approach for calculating mixed electronic/vibrational states described in Sec. III B2͒. On the other hand, additional challenges arise since multiple charge transfer reactions are multidimensional multilevel processes with multiple avoided curve crossings. In addition, some multiple charge transfer processes may be in the intermediate regime between the adiabatic and nonadiabatic limits.
Although a mathematically rigorous rate theory for multidimensional, multilevel systems does not exist, several practical approaches have been developed. For onedimensional, multilevel gas phase systems, each avoided crossing can be treated by the standard two-state theory and then combined in a manner that maintains the appropriate phases. 49 For multidimensional gas phase systems, a method such as trajectory surface hopping 11 can be implemented. The theory for nonadiabatic processes in the condensed phase involves additional complications. 25, [50] [51] [52] [53] [54] For onedimensional two-state systems with a single intersection of diabatic states, the Zusman rate expression given in Ref. 25 can be used in conjunction with a continuum model for the solvent. For multidimensional, multilevel systems with multiple avoided curve crossings, a method such as trajectory surface hopping can be used in conjunction with full molecular dynamics simulations with explicit solvent molecules. 12 A combination of trajectory surface hopping with the multistate continuum approach described in this article, however, is not straightforward. Thus the calculation of rate constants in the framework of the multistate continuum approach for multidimensional, multilevel systems is still a challenge for future research.
VII. CONCLUDING REMARKS
We have presented a multistate continuum theory for multiple charge transfer reactions in solution. This theory is formulated for general charge transfer reactions involving N e transferring electrons and N p transferring protons. The solute is described by a multistate valence bond model with 2 N e ϩN p basis states, and the solvent is represented as a dielectric continuum characterized by the static and optical dielectric constants ⑀ o and ⑀ ϱ . We derived the free energy expression for the electronic states as a function of the N p transferring proton coordinates and N e ϩN p scalar solvent variables corresponding to each individual charge transfer reaction. This free energy expression requires only gas phase valence bond matrix elements fit to standard quantum chemistry calculations and reorganization energy matrix elements calculated with standard continuum electrostatic methods. The transferring protons are treated quantum mechanically by numerically solving the N p -dimensional time-independent Schrö-dinger equation for the relevant electronic states. For PCET the vibrational wave functions can be calculated for either adiabatic or diabatic electronic states, but in either case all coupling terms between the transferring proton͑s͒ and the active solute electrons are incorporated into the mixed electronic/proton vibrational adiabatic states. For MPT the correlation among the transferring protons is included in the proton vibrational adiabatic states through a multiconfigurational self-consistent-field treatment of the proton vibrational modes. Processes involving both PCET and MPT can be studied by combining these two approaches. The resulting adiabatic free energy surfaces depend on only N e ϩN p scalar solvent variables corresponding to the individual charge transfer reactions. If inner-sphere reorganization is significant, the effects of intramolecular solute vibrations are incorporated into the adiabatic states.
This theoretical formulation is designed to provide qualitative information about the mechanisms and rates for multiple charge transfer reactions in polar solvents. The adiabatic free energy surfaces are useful in determining if the charge transfer reactions are sequential or concerted. For sequential reactions, these free energy surfaces provide insight into the order of the charge transfer reactions and the degree of coupling among them. Moveover, the nonadiabatic coupling vectors between the adiabatic surfaces are useful in determining if the charge transfer reactions are adiabatic, nonadiabatic, or in the intermediate regime. For adiabatic processes only the ground state adiabatic surface is relevant, and the multidimensional extension of the Grote-Hynes expression can be used to calculate the rate constants. If nonadiabatic effects are significant, the higher energy adiabatic surfaces must be considered when investigating the mechanism, and new methodology must be developed to calculate the rate constants.
In addition to providing mechanistic information for specific chemical systems, the theory presented in this article provides insight into the underlying fundamental principles dictating the mechanisms of multiple charge transfer reactions. For example, input quantities such as the coupling between valence bond states or the reorganization energy can be varied systematically to elucidate the roles of these physical quantities in multiple charge transfer reactions. Moreover, the effects of modifying the solute or varying the solvent can be determined through a direct comparison of the adiabatic free energy surfaces. These types of investigations will lead to theoretical predictions that could be tested experimentally. Currently we are applying this methodology to experimentally studied PCET reactions in solution. 28 
