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Abstract
Data mining techniques have become central to many applications. Most of those applications rely on so
called supervised learning algorithms, which learn from given examples in the form of data with
predefined labels (e.g., classes such as spam, not spam). Labeling, however, is oftentimes expensive, as
it typically requires manual work by human experts. Active learning systems reduce the human effort by
choosing the most informative instances for labeling. Unfortunately, research in psychology has shown
conclusively that human decisions are inaccurate, easily biased by circumstances, and far from the
oracle decision making assumed in active learning research. Based on these findings we show
experimentally that (human) mistakes in labeling can significantly deteriorate the performance of active
learning systems. To solve this problem, we introduce consideration information - a concept from
marketing - into an active learning system to bias and improve the human's labeling performance.
Results (with simulated and human labelers) show that consideration information can indeed be used to
exert a bias. Furthermore, we find that the choice of appropriate consideration information can be used
to positively bias an expert and thereby improving the overall performance of the learning setting.  
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A BST R A C T  
Data mining techniques have become central to many applica-
tions. Most of those applications rely on so called supervised 
learning algorithms, which learn from given examples in the form 
of data with predefined labels (e.g., classes such as spam, not 
spam). Labeling, however, is oftentimes expensive, as it typically 
requires manual work by human experts. Active learning systems 
reduce the human effort by choosing the most informative in-
stances for labeling. Unfortunately, research in psychology has 
shown conclusively that human decisions are inaccurate, easily 
biased by circumstances, and far from the oracle decision making 
assumed in active learning research. Based on these findings we 
show experimentally that (human) mistakes in labeling can sig-
nificantly deteriorate the performance of active learning systems. 
To solve this problem, we introduce consideration information ± a 
concept from marketing ± into an active learning system to bias 
DQG LPSURYH WKH KXPDQ¶V ODEHOLQJ SHUIRUPDQFH 5HVXOWV ZLWK
simulated and human labelers) show that consideration informa-
tion can indeed be used to exert a bias. Furthermore, we find that 
the choice of appropriate consideration information can be used to 
positively bias an expert and thereby improving the overall per-
formance of the learning setting.   
Categories and Subject Descriptors 
I.2.6 [A rtificial Intelligence]: Learning; I.5.1 [Pattern 
Recognition]: Models; H.2.8 [Database M anagement]: Database 
Applications ± data mining  
General Terms 
Active learning, supervised learning 
K eywords 
Consideration information, human experts 
1. IN T R O DU C T I O N 
The ability to extract knowledge from data gathered and make 
predictions from it is absolutely central to many applications such 
as customer relationship management, target marketing, and fraud 
detection. At the center of such predictions, typically, lie predic-
tion models that classify new entities into different classes, pro-
vide a probability distribution predicting their class membership, 
or predict an actual value. All those so-called supervised learning 
methods require labeled datasets, i.e., datasets with examples 
containing the class information ± typically called labels ± or val-
ues, of sufficiently high quality for training an estimator (model). 
However, in many applications, acquiring the class label of the 
data is much more expensive than getting the data itself (e.g., as 
since the labeling is done manually).  
Active learning methods have been proposed to reduce the label-
ing effort of human experts: based on the initially available la-
beled instances and information about the unlabeled data those 
algorithms choose only the most informative instances for label-
ing. They have been shown to significantly reduce the size of the 
required labeled dataset to generate a precise model [20]. How-
HYHUDFWLYHOHDUQLQJIUDPHZRUNDVVXPHV³SHUIHFW´ODEHOHUVZKLFK
is not true in practice (e.g., [25, 26]). In particular, an empirical 
study for hand-written digit recognition [6] has shown that active 
learning works poorly when a human labeler is used. Thus, as 
active learning enters the realm of practical applications, it will 
need to confront the practicalities and inaccuracies of human ex-
pert decision-making. Specifically, active learning approaches 
will have to deal with the problem that human experts are likely 
to make mistakes when labeling the selected instances. 
Prior supervised learning research has addressed the issues of 
modeling noisy human labelers in real learning systems. Common 
approaches include estimating the quality of labelers [9, 24, 26] or 
learning with uncertain labels [16, 22, 23]. However, most of 
these learning systems only contain mechanisms to model inaccu-
racies of labelers, but do not contain approaches to improve accu-
racies of labelers. As far as we know, only very few papers discuss 
possible approaches to improve the general accuracies of human 
labeler. One example is [21], where repeated labeling has been 
shown to be able to improve the labeling accuracy, thereby 
LQFUHDVLQJWKHZKROHOHDUQLQJV\VWHP¶VSHUIRUPDQFH+RZHYHUWKH 
strategy of repeated labeling is only practical if the labeling cost is 
low. 
In this paper we show that in a wide range of problems (even non-
systematic) mistakes in labeling can significantly deteriorate the 
performance of active learning below the one of the simple 
supervised learning setting, where only the initially labeled 
instances are considered. Based on the psychology and marketing 
literature we present a solution for this problem: we argue that 
DFWLYH OHDUQLQJ DOJRULWKPV VKRXOG WDNH WKH ³VKRUWFRPLQJV´ RI
human expert labelers into account and help them to improve their 
rating performance by providing additional consideration 
information [11, 12, 19] for each instance to be labeled. The 
purpose of this consideration information is to bias the human 
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decision maker into making fewer labeling mistakes. To this goal 
we extend the active learning framework with a Consideration 
Information Selection Function (CISF) to determine the 
consideration information. Using a simulated expert (labeler) we 
show that consideration information can indeed be used to exert a 
bias. Furthermore, we show that an appropriate CISF based on 
insights from the psychology can positively bias both our 
simulated and human experts thereby improving the overall 
performance of the learning setting. 
In the remainder, we introduce the traditional active learning 
framework and discuss the underlying psychology theory to de-
velop our consideration information hypotheses. Next, we intro-
duce the consideration information active learning approach and 
present the experimental setup/results. We close with the discus-
sion of the limitations and implications. 
2. Theory and Hypotheses 
To illustrate our approach this section first introduces the tradi-
tional active learning framework. It then continues to discuss the 
limitations of human experts and its implications on active learn-
ing providing the basis for the development of the hypotheses 
underlying this paper. 
2.1 Active Learning 
In traditional classification or class probability estimation (CPE) 
data mining approaches an induction algorithm is given an ini-
tially labeled dataset and produces a prediction model. Given that 
labeled instances are, usually, difficult to come by an active 
learning procedure uses the labeled and unlabeled data to propose 
a set of instances whose labels would be most fruitful in improv-
ing the overall learned model and proposes them for labeling by 
an expert [4]. To that end it uses an effectiveness scoring ap-
proach (such as choosing instances that minimize the local vari-
ance [20]) to compute how effective any unlabeled instance might 
EHLQLPSURYLQJWKHRYHUDOOPRGHO¶VSHUIRUPDQFHA formal Defi-
nition of the procedure can be defined as follows: 
Definition 1: Active Learning 
Input:  an effectiveness score (ES) calculation approach A , an 
initial labeled set L , an unlabeled set U , an inducer 
Inducer, a stopping criterion, and an integer n specifying 
the number of actively selected examples in each stage. 
Pseudo code: 
0.  T  :=  L.  
1.  WHILE  stopping  criterion  is  not  met  
2.      Apply  Inducer  to  T,  create  Model  M.  
3.      FOR  each  element  e  ɽU  compute  ES  with  A.  
4.      Select  UL  from  U  using  ES,  where  |UL|  =  n  
5.      FOR  each  element  e  ɽUL,    
6.          have  expert  label  e  
7.      Remove  UL  from  U  and  add  UL  ZLWKH[SHUW¶V  
    labels)  to  T.  
Output: model M induced with Inducer from the final set T .  
2.2 Active Learning with Human Experts 
The limitations of human decision makers have been the subject 
of various research streams. In their Nobel Prize winning work 
Tversky and Kahneman [14] argue that people rely on a limited 
number of simple heuristic principles to reduce the complex tasks 
of assessing probabilities and predicting values to simpler judg-
ment operations. According to their theory, people normally use 
two heuristics for categorization: representativeness and avail-
DELOLW\7RDQVZHU WKHTXHVWLRQ³:KDW LV WKHSUREDELOLW\ WKDWRE-
MHFW$ EHORQJV WR FODVV%"´ KXPDQV W\SLFDOO\ UHO\ RQ Whe repre-
sentativeness heuristics: here probabilities are evaluated either by 
the degree to which A is representative of B or by the similarity 
between A and B. Alternatively, people assess the probability of a 
class by the ease with which examples can be brought to mind, 
which corresponds to the availability heuristic. Tversky and 
Kahnemann show experimentally that both heuristics bias people 
in some way and can lead to severe judgment errors. Representa-
tiveness has been demonstrated to be insensitive to prior prob-
ability of outcomes and sample size. Availability is excessively 
sensitive (among other things) to the retrievability of instances, 
imaginative instances, and illusory correlation.   
Thus, as human experts are subject to the same limitations in an 
active learning setting they are likely to make mistakes when la-
beling instances. Hence, we postulate our first hypothesis: 
Hypothesis 1a: The active learning performance with a human 
H[SHUW LVJHQHUDOO\ZRUVH WKDQWKH³LGHDO´setting with DQ³RUD-
FOH´ decision maker.  
Hypothesis 1b: With lower human labeling precision active 
learning is not better than learning with random sampling, and 
(Hypothesis 1c:) in the worst case, even worse than simple super-
vised learning with an initially labeled dataset.  
([WHQGLQJ .KDQHPDQQ DQG 7YHUVN\¶V ZRUN %DURQ IRXQG WKDW
human thinking and decision making can be explained as the pro-
cedure of choosing between options based on evidences and per-
sonal goals [5]. His search-inference framework asserts that hu-
man thinking and decision making consists of first searching for 
possibilities (i.e., candidate answers to questions or resolutions to 
a doubt), goals (i.e., criteria to evaluate possibilities), as well as 
evidences (i.e., beliefs that help determine whether a possibility is 
likely to achieve a goal) and then choosing among the possibilities 
based on the evidences, which are weighed by the goals. Conse-
quently, human decision making can be biased to a certain extent 
by (intentionally) making certain types of evidence available to 
the human decision maker (while suppressing others). This is 
validated in marketing [11, 12, 19], where it has been shown that 
consumers with a consistent set of goals can be convinced into 
buying a good with a carefully chosen consideration set, i.e., the 
set of goods under consideration as alternatives. Hauser found 
[12] that the consideration set concept is highly consistent with a 
number of central theories and results in behavioral science 
[2][14][17][22]. Thus, consideration sets can serYH DV ³FRXQWHU-
ELDVLQJ´LQVWUXPHQWVWRDPHOLRUDWHWKHW\SLFDOELDVIRXQGLQKXPDQ
probability estimation.   
We propose to use this finding in a practical active learning pro-
cedure: a system could bias/influence a human expert labeler by 
selectively showing him/her additional evidence with each in-
stance to be labeled. We will call this additional evidence consid-
eration information, which can have the form of labeled or unla-
beled instances, the currently inferred model (or any subset 
thereof), or even the LQVWDQFHV¶SULRUGLVWULEXWLRQRURWKHUXVHIXO
statistics). Formally, we postulate our second hypothesis: 
Hypothesis 2: An active learning system can bias human experts 
by showing them consideration information. Depending on the 
consideration information human experts will be biased in differ-
ent directions ± either increasing or decreasing the active learn-
LQJV\VWHPV¶RYHUDOOSHUIRUPDQFH  
While Hypothesis 2 states that the overall system performance can 
be improved by presenting the human expert with suitable consid-
eration information, the question is which information should be 
chosen. We address this issue in our final hypothesis that intro-
duces the notion of a consideration information selection function 
for choosing the ideal composition of the consideration informa-
tion 
Hypothesis 3a: There exists a consideration information selection 
function that improves a human labHOHU¶V precision and in turn 
WKHRYHUDOODFWLYHOHDUQLQJV\VWHP¶VSHUIRUPDQFH. 
Hypothesis 3b: The setup described in Hypothesis 3a improves 
the learning performance beyond that of a purely supervised 
learning approach (i.e., learning on the initially labeled dataset). 
1RWH WKDW WKH WUDGLWLRQDO DFWLYH OHDUQLQJ DSSURDFKZLWK D ³IODZ-
OHVV´ RUDFOH H[SHUW SURYLGHV DQ XSSHU ERXQG IRU WKH possible 
learning performance of an active learning system. Hypothesis 1a 
states that this upper bound is an idealized situation and any real-
istic human (i.e., error-prone) labeler is likely to lower the overall 
V\VWHP¶V SHUIRUPDQFH +\SRWKHVLV E IXUWKHr strengthens this 
VWDWHPHQW E\ FODLPLQJ WKDW GHSHQGLQJ RQ WKH KXPDQ H[SHUW¶V
mistakes in labeling, performance will fall even lower, in the 
worst case (Hypothesis 1c) below the performance of the super-
vised learning with the initially labeled dataset, which serves as a 
baseline performance. Hypothesis 2 now states that careful choice 
of provided consideration information can bias a human expert to 
increase (or decrease) the overall learning performance. Hypothe-
sis 3 makes the even stronger argument that there exists a consid-
eration information selection function, which will improve the 
RYHUDOO V\VWHP¶V SHUIRUPDQFH QRW RQO\ RYHU WKHZRUVW-case (Hy-
pothesis 3a) but over the base-line (Hypothesis 3b). 
3. The Consideration Information Active 
Learning F ramework 
Following our hypotheses, we extended the active learning 
framework with a consideration information selection function 
(CISF) to choose the biasing consideration information. We de-
fine the CISF as follows: 
Definition 2: Consideration Information Selection F unction 
Given (see Definition 1): the (currently learned) model M , the 
labeled training dataset T , the unlabeled dataset (or test data) 
U , the unlabeled instanced e, and the parameters i and m. 
A consideration information selection function C is defined as 
(I , CM) = C (M , T , U , e, i, m), 
which returns a set of consideration instances I and a 
consideration model CM (part of M). Here i limits the number of 
biasing instances (I) and m the size of the model (CM). 
Consequently, the consideration information selection function 
(CISF) C returns I, a set of i instances, and CM, a part of M (i.e., 
a partial model; e.g., a pruned sub tree of the induced decision 
tree) limited by m. A good CISF chooses I and M to entice the 
expert to correct labeling. Given this definition we can now 
extend the traditional active learning framework. 
Definition 3: Consideration Information Active Learning  
Input:  an effectiveness score (ES) calculation approach A , an 
initial labeled set L , an unlabeled set U , an inducer 
Inducer, a stopping criterion, an integer n specifying the 
number of actively selected examples in each stage ,and the 
integers i as well as m specifying the number of instances 
respectively, the size of the model the expert is able to 
absorb. 
Pseudo code: 
0.  T  :=  L.  
1.  WHILE  stopping  criterion  is  not  met  
2.      Apply  Inducer  to  T,  create  Model  M.  
3.      FOR  each  element  e  ɽU  compute  ES  with  A.  
4.      Select  UL  from  U  using  ES,  where  |UL|  =  n  
5.      FOR  each  element  e  ɽUL,    
6.          have  expert  label  e  using  the    
                  consideration  information    
                  C(M,  T,  U,  e,  i,  m).  
7.      Remove  UL  from  U  and  add  UL  ZLWKH[SHUW¶V  
    labels)  to  T.  
Output: model M induced with Inducer from the final set T . 
The only difference between the traditional active learning setup 
and the consideration information active learning framework 
(CIAL) in Definition 3 is the consideration information selection 
step (highlighted grey). In this step, after the active learning sys-
tem has picked a set of unlabeled instances UL to be labeled by 
the expert, the consideration information (I , CM) is selected for 
each element e of UL and is shown together with e to human ex-
pert to aid (or bias) him/her with the labeling decision.  
4. Experiments 
This section introduces the experimental setup and shows the first 
results. The experiments can be divided into two groups. The first 
set of experiments is specifically designed to address the hypothe-
ses developed in section 2.2. The choice of a simulated labeler 
limits the generalizability of the findings. Therefore, we conduct a 
second experiment with human labelers to show that the human 
H[SHUWV¶ODEHOLQJLVFRQVLVWHQWwith the simulated one.  
4.1 Hypotheses Testing: Experimental Setup 
4.1.1 Consideration Information Selection 
Functions 
The central element for the performance of the CIAL framework 
(apart from the human labeler) is the appropriateness of the CISF. 
We, therefore, designed a number of practical CISFs, to be used 
in our experiments. We limited the consideration information to 
labeled instances as research in marketing has shown that the use 
of consideration sets (i.e., sets of labeled instances) is sufficient to 
strongly bias people [11, 12, 19]. Consequently, we limit our cur-
rent explorations to CISFs, which (using Definition 1) always 
have m=0 and, hence, return CM = Ø. In the remainder we will, 
thus, use the following simplified notation for the CISFs: I = 
C(M , T , U , e, i) 
To validate Hypotheses 1a/b/c we define the specific function 
CISF1, which always returns the empty set Ø of instances. Thus:  
CISF1(M , T , U , e, 0) : = Ø .  
:KHQFRPELQLQJ&,6)ZLWK DQ³RUDFOH´ ODEHOHUZHFDQJHW WKH
learning curve produced by a tradLWLRQDO ³LGHDO´ DFWLYH OHDUQLQJ
algorithm. To evaluate Hypothesis 1a, we compare this curve with 
the curves generated when combing CISF1 with an arbitrary hu-
PDQ ODEHOHU 7R YDOLGDWH +\SRWKHVLV E ZH FKDQJH WKH &,$/¶V
active sampling step to random sampling (i.e., we change the 
active sampling function A to a function, which returns random 
effectiveness scores). Hypothesis 1b can now be validated by 
comparing the performance of the resulting learning curve with 
the ones already generated for the validation of Hypothesis 1a. 
We can also validate 1c by showing that some learning curves 
actually decrease their performance over the initial (starting) 
point. 
We validate Hypothesis 2 with experimental evidence showing 
that randomly selected consideration information will bias the 
human expert (disorderly). Correspondingly, we design CISF2 to 
randomly pick i labeled instances as consideration information I.  
CISF2(M , T , U , e, i) := {p: p ɽ T  p = random-select (T)},  
such that i = |{p: p ɽ T  p = random-select (T)}|. Assuming that 
Hypothesis 2 is correct then the randomly selected labeled in-
stances will bias the human labeler randomly and the related 
learning curves should distribute disorderly. Hence, the average 
learning curve (for a sufficient number of repetitions; we will use 
100) should approximate the one using CISF1. This effect is lim-
ited by the extent of the influence of consideration information. If 
it has no influence, then CISF1 and CISF2 will also have similar 
results, as the consideration information returned by CISF2 will 
be ignored by the expert. In this case CISF2 is not sufficient to 
validate Hypothesis 2.  
Studies in psychology and marketing found that similar instances 
provide the strongest decision making bias (see section 2). Hence, 
we designed CISF3 to pick the i most similar instances to e from 
the labeled data T. Thus: 
       CISF3(M , T , U , e, i) := knn(T , i),  
where knn adopts the k-nearest neighbor algorithm [1] on T to 
find the i nearest neighbors. Using CISF3 we get an active learn-
ing curve, where the human labeler is biased by similar instances 
from data (already) labeled at the current phase of the active 
learning procedure. If this curve shows a significantly different 
performance compared to the curves generated with CISF1 then 
we validated Hypothesis 2. 
CISF3 has one drawback. If we assume that human labelers are 
error-prone (even with consideration information) then the set of 
labeled instances T will contain an increasing number of incor-
rectly labeled instances. Choosing consideration information from 
T , thus, has an increasing chance of choosing wrongly labeled 
consideration information and, hence, wrongly biasing the expert. 
We, therefore, choose our final CISF to choose consideration 
information from the set initially and correctly labeled instances L 
akin to CISF3. Thus:  
       CISF4(M , L , U , e, i) := knn(L , i). 
4.1.2 The Simulated Decision Maker Agent 
To evaluate the CIAL framework we would need a human labeler 
with endless patience and expert knowledge in multiple applica-
tion domains within the available datasets. Given the sheer impos-
sibility of finding such subjects we employed a simulated decision 
maker based on a cognitive architecture [3][15]. Specifically, we 
combined a rule-based and an instance-based model (RM and IM, 
in Definition 4) for the simulated labeling agent. When the agent 
labels an instance it first checks the rule-based model. When a 
rule-conflict arises, our agent uses the instance-based model to do 
the prediction.  
Clearly, the agent simulates the primary characteristics of the 
human judgment theory [14] as it emulates both representative 
heuristics (with IM) and availability heuristics (with RM). It also 
inherits the gestalt of cognitive architectures. We initialize the 
DJHQW¶VH[SHULHQFHLHRM and IM) with two randomly sampled 
subsets of the dataset. We call the sizes of these samples esr for 
experience size rules and esi for experience size instances. 
Definition 4: The Simulated Labeling Agent 
Given: a rule model RM and instance model IM  
Input: an instance e to be labeled, consideration information I . 
Pseudo code: 
1.  apply  RM  to  e  
2.  If  (matched  rules  produce  impasse)  
3.      add  I  to  IM  
4.      label  e  with  IM  
5.      remove  I  from  IB  
4.  else  
5.      label  e  with  matched  rules  
Output:  a label for e 
4.1.3 Implementation: Learning Algorithms, 
Datasets, and Parameters Used 
We implemented the entire learning framework based on Weka 
[27]. We chose the BOOTSTRAP-LV active sample selection 
method [20] as ES calculation method A. As Inducer we chose an 
XQSUXQHG - GHFLVLRQ WUHH :HND¶V& >@2EYLRXVO\ DQ\
other active learning methods and inducer could be used.   
For our agent design, we chose the PART rule learner [10] to 
generate the rule model RM DQG WKH NQQ >@ IRU WKH DJHQW¶V LQ-
stance model IM. Again, any rule or instance-based learner could 
be used to initialize the CIAL-agent. We also had to choose the 
sizes esr and esi (experience size rules and experience size in-
stances). Given that the knowledge stored in the rule-based model 
is more condensed than in the instance-based model and assuming 
that human memory is limited we chose esr to be larger than esi. 
To ensure the robustness of our results we ran sensitivity analyses 
for all simulations. Specifically, we used 10%-90% of the bench-
PDUN GDWDVHW WR FUHDWH WKH DJHQW¶V UXOH-based model and 50-450 
LQVWDQFHV WR FUHDWHDJHQW¶V LQVWDQFH-based model. Effectively, we 
VLPXODWHG GLIIHUHQW OHYHOV RI ³H[SHULHQFH´ Oittle experience as 
esr=10% & esi=50; lots of experience as esr=90% & esi=450. 
Finally, considering the limitation of the human memory, we 
pruned RM to at most 20 rules.   
All of the datasets we used were from the UCI machine learning 
repository [7]. Of the large number of datasets available from the 
repository we selected 8 datasets with which the BOOTSTRAP-
LV method exhibited superior performance than random sampling 
[19]. We varied the learning phases between 20 and 30 steps 
depending on the size of each dataset. At each stage, the same 
numbers of instances were added to the current model M. 
Furthermore, we averaged the results over 100 partitions of the 
datasets into an initial labeled dataset L, an unlabeled dataset U, 
and a test dataset. To ensure comparability the same partitions 
were used by all CISFs. 
The final parameter was the number of instances i to be chosen by 
the CSIF. Based on research in marketing [11], which finds that 
sizes in the range of 3-5 instances will give the maximum influ-
HQFHRQ WKHFRQVXPHU¶VSXUFKDVLQJGHFLVLRQZHFKRVH WRUXQDOO
our simulations with i = 3. Correspondingly, we set WKH DJHQW¶V
instance-based model as a 3NN model. 
4.2 Hypotheses Testing: Design and Results 
4.2.1 Confirming Hypothesis 1 
To validate Hypothesis 1 we compared the performance of various 
simulated labelers with the CISF1 (i.e., no consideration in-
formation) with tKH RQHRI DQ ³RUDFOH´ ODEHOHUZKLFK UHSUHVHQWV
the traditional setup. We varied the previous experience of the 
simulated labeler from ³QRYLFH´ esr=10%, esi=50: ³$JHQW-
´WR ³H[SHUW´esr=90%, esi = 450: ³$JHQW-´LQHTXL-
distant steps of 10%, respectively, 50 instances. Figure 1 plots a 
selection (to ensure readability) of the learning curves in terms of 
BMAE (best-estimate mean absolute error [20]) for each of the 8 
datasets (omitting some of the agent experience settings to im-
prove readability). As the graphs clearly show the overall learning 
performance with the simulated learner is much worse than with 
WKH ³RUDFOH´ ODEHOHU FRQILUPLQJ +\SRWKHVLV D ,Q  RI WKH 
datasets WKH ³QRYLFH´ $JHQW-50 even goes up signifying a 
learning performance that is even worse than simple supervised 
learning with the initially labeled dataset. For the other dataset 
(optidigits) Agent10%-50 shows little better performance than 
simple supervised learning with the initially labeled dataset con-
firming Hypothesis 1c $V WKH ODEHOLQJ DJHQW¶V H[SHULHQFH LQ-
FUHDVHVVRGRHVWKHV\VWHP¶VRYHUDOODFWLYHOHDUQLQJSHUIRUPDQFH
In 3 of the 8 datasets (Sick-euthyroid, Hypothesis, Kr-vs-kp), 
KRZHYHUHYHQ WKHDJHQWZLWK³ORWVRIH[SHULHQFH´³$JHQW-
´ SHUIRUPV ZRUVH than the simple supervised case. These 
results clearly confirm Hypotheses 1a and 1c. 
To confirm Hypothesis 1b we compared the performance of a 
novice (esr=20%, esi=100: Agent20%-100) as well as expert 
(esr=80%, esi=400: Agent80%-400) simulated labeler using 
CISF1 (i.e., no consideration information) with the one of an 
³RUDFOH´ ODEHOHUZKLFK UHSUHVHQWV WKH WUDGLWLRQDO VHWXS)RUHDFK
labeler we tested BOOTSTRAP-LV and a random selection as the 
effectiveness scoring function A. Figure 2 plots the results for the 
car dataset (the others performed similarly but are omitted due to 
space constraints). As the graph clearly shows the simulated la-
EHOHUV¶ SHUIRUPDQFHZKHQ XVLQJ UDQGRP VDPSOLQJ ³$JHQW-Ran-
GRP´ LQ )LJXUH  RU %22675$3-/9 LH ³$JHQW-$FWLYH´ LV
practically indistinguishable. Only the oracle labeler seems to 
profit from the active sampling method confirming Hypothesis 1b. 
A reason for this observation might be that the labeling errors 
cancel out the advantages of the active learning algorithms capa-
ELOLW\WRDGDSWLYHO\VHOHFW³XVHIXO´LQVWDQFHV 
Summarizing, our experiment confirmed Hypothesis 1. Specifi-
cally, we showed that active learning looses its advantage over 
basic supervised learning (or randomly sampled additional labels) 
in environments with error-prone labelers. Thus, the key for using 
active learning in practical environments is to improve the accu-
racy of the labelers.  
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F igure 2: Comparing the Learning Performance of Active 
Sampling and Random Sampling with Typical Labeling 
Agents on the Car Dataset. 
To confirm Hypotheses 2 and 3 we confronted the range of possi-
ble agents (i.e., simulated labelers with different levels of experi-
ence) with the four consideration information selection functions 
CISF1, CISF2, CISF3, and CISF4. To ensure the succinctness of 
RXUSUHVHQWDWLRQZHOLPLWWKHGLVFXVVLRQWRD³QRYLFH´ODEHOHUZLWK
little experience (Agent-20%-100) and an expert labeler with a 
high level of experience (Agent-80%-400). 
4.2.2 Performance of a Simulated Novice Labeler 
Figure 3 plots the learning curves obtained on each of 8 datasets 
with simulated novice labeler Agent-20%-100, where the different 
consideration information selection functions are used. A first 
observation shows that the performance when using CISF1 and 
CISF2 is comparable for all datasets, which indicates that the 
average influence of randomly selected instances on Agent-20%-
100 (a lower level knowledge agent) is negligible. On the as-
sumption that any instance will bias simulated agents this result 
suggests that consideration information in the form of randomly 
selected instances biases the simulated agent indiscriminately at 
every labeling step. The repeated random influences by the CISF 
seem to cancel each other out leading to a performance similar to 
the setup with no consideration information (i.e., CISF1). 
Investigating the learning curves further we note that CISF3, 
which chooses the instances most similar to the one to be labeled, 
performs significantly different to the case where no consideration 
information is provided (CISF1). Clearly, CISF3 supplies a set of 
instances that strongly bias the novice labler. We can, thus, con-
clude that similar instances can indeed be used to bias a labeler. 
Combining these observations with the result of using CISF2 we 
can confirm our Hypothesis 2 for all 8 datasets and the novice 
labeling simulation. Furthermore, the experiment also shows that 
the influence exerted by CISF3 is unreliable as the direction of 
influence differs among. For example, the car dataset learning 
curve clearly shows that CISF3 initially seems to provide the cor-
rectly labeled instances, but then, probably due to dominantly 
choosing wrongly labeled instances as consideration information 
by CISF3, deteriorates to ultimately end up close to the initial 
(i.e., supervised learning) performance. For the pendigits dataset, 
however, where CISF3 dominantly chose correctly labeled in-
stances as the consideration information, the learning performance 
is significantly better than when using CISF1. The data also 
shows that the probability of choosing a wrongly labeled instance 
is small at the onset and only rises as the active learning system 
progresses through its stages. In the car, Sick-euthyroid, and Kr-
vs-kp datasets the performance of CISF3 initially starts out to be 
at least as good as the one of CISF1 but eventually, presumably 
due to the choice of wrongly labeled instances, deteriorates to 
levels, which are worse than the one of CISF1. 
Addressing this issue CISF4 picks its consideration information 
instances only from the initially labeled dataset, which are pre-
sumed to be correct. As the graphs show CISF4 consistently 
seems to bias novice labeler correctly, resulting in an overall bet-
ter performance than with the other consideration information 
selection functions. Note that this superior performance is 
    
    
F igure 3: Influence of Consideration Information on Novice (20%-100) Labeling Agent¶V Performance 
    
    
F igure 4: Influence of Consideration Information on the Expert (80%-400) Labeling Agent¶V Performance 
achieved even though the pool of instances from which the con-
sideration information is chosen is much smaller than with CISF3. 
The experiments for the novice labeler seem to reconfirm our 
Hypothesis 3a for our datasets and a novice labeler. CISF4 is not 
optimal. In particular, we find that CISF4 only confirms Hypothe-
sis 3b for 4 of the 7 datasets, which is insufficient as a validation. 
Nevertheless, CISF4 seems to approach a desirable consideration 
information selection function, as it confirms Hypothesis 3b for 
some of the datasets. 
4.2.3 Performance of a Simulated Expert Labeler 
The learning results for the simulated expert labeler Agent-80%-
400 show similar tendencies as the results of the novice labeler 
(see Figure 4), also confirming our hypotheses. However, the 
results also show some significant differences. First, the learning 
curves of CISF1 are considerably better for the simulated expert 
labeler (Figure 4) than the novice agent (Figure 3) reconfirming 
our assumption RQWKHLQIOXHQFHRIWKHODEHOHU¶VH[SHULHQFHRQWKH
overall learning performance. Second, the influence of using 
CISF3 or CISF4 is not as obvious as in Figure 3. Extreme exam-
ples are the Car and Optidigits datasets, where CISF3 or CISF4 
have a strong inflXHQFHRQWKHVLPXODWHGQRYLFHODEHOHU¶VDQGWKH
RYHUDOO DOJRULWKP¶V SHUIRUPDQFH :LWK WKH VLPXODWHG H[SHUW OD-
beler, however, the influence is practically impossible to discern. 
7KLVUHVXOWVXSSRUWVSHRSOH¶VHYHU\GD\H[SHULHQFHWKDWH[SHUWVDUH
more difficult to bias than novices, as their experience provides 
them with a larger pool of examples to ground their decisions. 
Furthermore, as clearly shown in the Hypothyroid, Sick-euthy-
roid, and Kr-vs-kp datasets, we find that the positive influence 
provided by CISF4 over CISF1is only marginal while the negative 
influence of CISF3 is quite clear. We believe that this is due to the 
limited pool of information (i.e., the set of initially labeled in-
stances), which CISF4 can explore. Hence, as the experience of 
the agent increases the contribution of the information in the ini-
tially labeled data decreases. 
4.2.4 Summary of the Experiments 
From the above simulation results with both the simulated novice 
and expert labeler we find that similar instances can indeed be 
used as consideration information to bias the labeler. We also 
demonstrated that randomly selected instances bias the agent 
aimlessly. Most importantly, we showed that using correctly la-
beled similar instances (e.g., from the initial dataset) does bias 
(simulated) labelers in the correct direction. The influence of the 
bias is, however, more dominant with novice labelers than with 
experienced labelers. Consequently, we can confirm Hypothesis 
3a for the 8 datasets and our labeling simulation. Unfortunately, 
we cannot confirm Hypothesis 3b, as the performance for three 
out of the eight datasets is actually worse than the purely super-
vised case. We believe that this is due to deficiencies in our agent 
design (see also discussion below) but have to leave this question 
open to further investigation.  
4.3 Experiments Showing the Congruence of 
the Human and Simulated Labeler 
The biggest limitation of the experiments so far is the simulated 
labeler. The human decision making process is arguably too com-
plex to be conclusively simulated by a computer-based agent lim-
iting the generalizability of our findings. Specifically, our labeling 
agent design incorporated many design decisions. As an example, 
FRQVLGHU WKH FKRLFH RI LQVWDQFHV WR SRSXODWH WKH DJHQW¶V
experience (i.e., instance-based model): we chose a random set of 
LQVWDQFHV ZKHUH KXPDQV DGDSWLYHO\ FKRVH WKH PRVW ³XVHIXO´
instances (supposedly, according to some evolutionary criteria).  
To reconfirm that an automated procedure could bias humans to 
correct labeling we ran a second experiment with human experts. 
Specifically, we designed a handwritten digit recognition experi-
ment where 7 human subjects were asked to recognize images of 
handwritten digits. We choose the MNIST digit handwritten im-
age dataset, which is a typical digit recognition benchmark in the 
PDFKLQHOHDUQLQJDQGSDWWHUQUHFRJQLWLRQFRPPXQLW\ZLWK¶
images of handwritten digits with their correct labels (i.e., their 
FRUUHFW QXPEHU 6LQFH ZH FRXOGQ¶W FRQIURQW RXU VXEMHFWV ZLWK
¶LPDJHVZHGHFLGed to reduce the overall set of examples. 
To that end we preprocessed all the image files and reduced the 
number of image features from 728 to 50 using a principal com-
ponent analysis (pca) [13]. We then trained a support vector ma-
chine (svm) [8] and only considered pictures where the support 
vector machine failed to recognize for our test. Using this proce-
dure we identified 288 images that were very difficult to classify 
for the support vector machine. 
a)  
b)  
F igure 5: Human Labeler Experiment User Interface 
7 randomly selected human subjects were then asked to classify 
the 288 digits using the user interface shown in Figure 5a) without 
any consideration information (i.e., according to CISF0). We then 
VOLJKWO\DGDSWHG&,6)DV WKLV WDVNZDVQ¶WDELQDU\ classification 
task, such as all the experiments with the automated labeler as 
follows: rather than choosing the k (in the experiments 5) nearest 
neighbors from the whole dataset we chose the nearest neighbor 
from each of the 10 classes (numbers 0, .., 9) and then discard the 
5 most dissimilar ones. As a measure of similarity we used the 
Euclidian distance on 10 features of the images determined using 
principal component analysis from the 728 original ones. 5 differ-
ent randomly selected subjects classified the 288 digits using the 
interface shown in Figure 5b). Table 1 shows the error count and 
error rate for the subjects determining the labels of the images 
ZLWKRXWFRQVLGHUDWLRQ LQIRUPDWLRQ[«[DQGZLWKWKHFRQ-
VLGHUDWLRQ LQIRUPDWLRQ \ « \ A t-test adjusted for small 
numbers of samples confirms that relative error values for subjects 
with consideration information are drawn from a sample with a 
significantly smaller mean than the others with p= 0.00151 
confirming that we have successfully biased our subjects into 
correct labeling. 
Table 2: E r ror Rate and E rror Count with and without with-
out consideration information  
no 
consideration 
information 
Subject x1 x2 x3 x4 x5 x6 x7 
Error Count 58 89 67 58 80 85 84 
Error Rate 0.2001 0.3090 0.2326 0.2014 0.2778 0.2951 0.2917 
 
with 
consideration 
information 
Subject y1 y2 y3 y4 y5 
Error Count 50 56 46 49 57 
Error Rate 0.1736 0.1944 0.1597 0.1701 0.1979 
5. Discussion and L imitations 
The experiments showed conclusively that active-learning re-
search should take the error-proneness of human labelers into 
account. Not surprising, we showed that an error-prone labeler is 
likely to have a worse performance than an oracle labeler. Fur-
thermore, in most datasets we even found that an error-prone la-
beler performs worse than the simple supervised learning setting 
with the initially labeled data casting doubt on the usefulness of 
active learning in practical settings with highly error-prone label-
ers. We also showed that by varying the degree of precision of a 
labeler the usefulness of active learning varies with the accuracy 
of the labeler. Interchangeably employing a random or active 
effectiveness score calculation approach we also found that the 
active learning approach did not perform better than a random one 
when confronted with an error-prone labeler. Consequently, given 
the findings in psychology about the inaccuracies of human deci-
sion-making and assuming a high cost of labeling it seems that 
helping labelers to make less labeling mistakes is the key for the 
practical use of active learning in settings with human labelers. 
Note that these findings are independent of our chosen labeling 
agent simulation approach, as it only relies on the error-proneness 
of the labeling agent but not on any specific feature of their deci-
sion making. In fact, early in our experimentation we found simi-
lar results when using labeling agents, which introduced random 
error (compared to an oracle labeler) at different error-rates. The 
findings are, however, limited by the number of datasets em-
ployed.  
Introducing the notion of consideration information to influence a 
labeler the experiments also showed that an active-learning proce-
dure can indeed influence a simulated labeler ± in some cases 
even in the desired direction. We found that a consideration in-
formation active learning procedure with an appropriate 
consideration information selection function outperformed the 
traditional active learning procedure when an error-prone 
labeler was involved. Addressing the limitation of the simulated 
labeler, we ran a second experiment to show the congruence of 
human labelers with the simulation. Specifically, we showed in a 
digit recognition task that an automated consideration information 
selection function is capable of choosing instances that can indeed 
significantly bias human labelers into better labeling. Therefore, it 
is feasible to assume that the results with the simulated labeler 
will generalize to the human labeler setting ± an experiment we 
still intend to undertake. 
                                                                
1 Since it is difficult to ascertain normality with such a small 
number of examples we also ran the Man-Whitney test which was 
also highly significant with p=0.0013 
One underlying assumption of our work, and, hence, a limitation 
of the findings is that we assume the correctness of the initial 
labeled dataset. While this assumption underlies most active 
learning studies it may not be true in practical applications. Issues 
of data-quality might introduce errors into the data. Furthermore, 
even the initially labeled instances might have been labeled by a 
human labeler, who again is likely to introduce mistakes. As we 
have seen in the experimental evaluation when comparing CISF3 
with CISF4, basing the consideration information on wrongly 
labeled initial information can substantially mislead the (human) 
labeler and in turn deteriorate the overall learning performance. 
As a consequence we have to answer the following questions: 
What is the influence of incorrect consideration information on 
the labeler? How much should labelers trust consideration infor-
mation? Perhaps every labeled instance should be associated with 
its lineage and a trustworthiness ratio. We believe, however, that 
this problem goes beyond the scope of this investigation and 
should be subject of future work. 
Our second experiment illustrates the usefulness of consideration 
information. Not only did the subjects perform better in the task 
they often expressed that the consideration information provided 
them with the context that was needed to accomplish the task 
appropriately. Consider, for example, the digit shown in Figure 
D7DNHQE\LWVHOILWFDQEHVHHQDVVORSSLO\ZULWWHQQXPEHU³´
The context of the consideration information does, however, sug-
JHVWWKDWLWLVPRUHOLNHO\WREHDQXPEHU³´+HQFHDVRQHVXE-
ject expressed at the end of the test, the consideration information 
did provide some automatically inferred context reminding them 
WKDWD³´FDQEHZULWWHQGLIIHUHQWO\HOVHZKHUH 
The second experiment has two shortcomings, however. First, the 
number of subjects is very small. While we took this into account 
in the statistical analysis the small number aggravates the standard 
experimental problem of whether the subject pool adequately 
represents typical experts in labeling tasks. While this hampers the 
generalizability of our finding we believe that evidence from psy-
chology and marketing strongly supports our finding. Second, the 
task chosen might be seen as inadequate. We agree that when 
people talk of experts they typically envision heavily trained pro-
fessionals such as physicians or engineers and not the general 
population with their exceptional capability to recognize hand-
written information. The task, though, exhibits exactly the features 
we were searching for: a situation where people are usually 
adequate and machines sometimes fail miserably. But we agree 
that it would be more satisfactory to choose a task one associates 
with experts ± an endeavor we intend to undertake in the future. 
6. Conclusions and Implications 
Research in Active Learning will need to confront the practicali-
ties and inaccuracies in human expert decision-making. The psy-
chology literature has a long tradition of investigating those ques-
tions. When researching the active learning literature for this 
study, however, we only found one study, where human labelers 
DQVZHUHGDQDOJRULWKP¶VTXHVWLRQVRQDKDQG-written digit recog-
nition task [6]. The experiment VKRZHG WKDW WKHKXPDQ ODEHOHU¶V
decisions are likely to be error-prone and, therefore, detrimental to 
the overall performance of the investigated query-learning system.  
Using insights from psychology, we propose to use a more inter-
active learning procedure to mitigate the inaccuracies of human 
labelers with consideration information to positively bias the hu-
man labeler. Our experiments show first that helping error-prone 
labelers to make fewer mistakes is the key for the practical use of 
active learning as the procedure may otherwise worsen the overall 
prediction quality below the baseline supervised case. Second, we 
showed that a consideration information active learning procedure 
with an appropriate consideration information selection function 
outperformed the traditional active learning procedure when an 
error-prone labeler was involved. In particular, we found that both 
our simulated labelers as well as human subjects were positively 
biased by (correctly) labeled instances most similar to the one 
they had to label. 
As we noted, the limitations of our evaluation warrants further 
experiments with human labelers in a real task. Nonetheless, we 
believe that using consideration information to bias labelers is a 
fruitful avenue towards mitigating the effects of error-prone label-
ers ± a goal that will increase the practicality of many data mining 
approaches. 
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