Abstract: Ding and Miratrix [1] recently concluded that adjustment on a pre-treatment covariate is almost always preferable to reduce bias. I extend the examined parameter space of the models considered by Ding and Miratrix, and consider slight extensions of their models as well. Similar to the conclusion by Pearl [7] , I identify constellations in which bias due to adjustment, or failing to adjust is symmetrical, but also confirm some findings of Ding and Miratrix.
then we have an M-bias structure with correlated causes, if g and h are set to 0, we have a butterfly-bias structure, and if e, f , g, and h are set to zero, we have a pure M-bias structure. 2 Just like DM, I assume a linear structural equation model (LSEM) with completely standardized variables. Figure 1 can be expressed as the following data-generating process, L; " U ; " W ; " M ; " T ; " Y ,
where just as DM, I use A,½0; 1 to denote a random variable with mean zero and standard deviation one. All " terms and L are assumed to be independent of each other. Just like DM, to facilitate the generation of standardized variables, I varied path coefficients in Figure 1 , subject to the following constraints: (the constraints shown are not on the variances but on the path coefficients.)
Unlike DM, I allowed path coefficients to vary over a larger range, including both positive and negative signs, without any constraints that path coefficients had to be equal to each other. The only remaining point of difference to DM is that I included latent causes explicitly in the diagram, and do not used bi-directed arrows. I chose a dashed ellipse with letter L to denote the latent cause. The asymptotic bias of the effect of T on Y in the model in Figure 1 , and special cases of the model (in which certain path coefficients are set to 0), with and without adjustment on M is given in Table 1 . All biases are expressed using structural coefficients of Figure 1 . All biases were computed by first deriving correlations (expressed as sums and products of structural path coefficients) among variables using pathtracing rules. After correlations were obtained, I derived a regression coefficient for the relationship between T and Y, again expressed using structural path coefficients (displayed in the column labeled Figure 1 : Data-generating model. Disturbance terms are omitted.
2 The pure M-bias structure is not explored in much detail, because it is well known that under pure M-bias adjustment is always worse than no adjustment "Bias under no adjustment"), and a partial regression coefficient for the relationship between T and Y, conditioning on M displayed in the column labeled "Bias under adjustment on M"), using the recursive formula, as explained in e.g., Pearl [5] . Will adjustment or no adjustment yield smaller biases when evaluated under a wide range of path coefficients? To answer this question, I varied every single path coefficient in Figure 1 to take on the values À0:9; À0:6; À0:3; À0:1; 0; 0:1; 0:3; 0:6; 0:9 and formed every possible combination, subject to the constraints expressed above, yielding a total of 26, 828, 109 models. For the two special cases of M-bias with correlated causes and butterfly-bias, I varied the non-zero path coefficient with even smaller intervals, ranging from from -0.9 to 0.9 in increments of 0.15 (yielding 13 unique levels), and formed all possible combinations, for a total of 3, 521, 961 combinations for the M-bias structure with correlated causes, and 2,614, 937 combinations for the butterfly-bias structure). These combinations were evaluated separately. For every model, I computed bias with and without adjustment, and formed a difference of absolute biases between the two models. 3 Numerical summaries of biases for all models are given in Table 2 , and histograms of the difference in absolute bias are presented in Figure 2 . Considering first the special case of M-bias with correlated causes (model in Figure 1 with e ¼ f ¼ 0), we can observe that the difference in absolute biases is almost symmetrical (see Figure 2 (a), implying that over the observed parameter space, adjustment is just as likely to increase as to decrease bias. Numerically, in 56% of all cases bias was larger in the unadjusted model. In 81% of all cases, the two biases were virtually identical to each other, with differences smaller than j0:05j on the raw bias metric. 4 In 13% of all cases, the bias of the adjusted model was at least 0.05 larger, with an average increase in absolute bias of 0.12, and in 6% of all cases, bias was at least 0.05 larger in the unadjusted model, with an average bias of 0.10. This confirms the conjecture by Pearl [7] , that in the case of M-bias with correlated causes, it can be either helpful or hurtful to adjust with approximately equal probability. If anything, the results slightly caution against adjustment, as indicated by the slight imbalance in the distribution. In the special case of the butterfly-bias (when g ¼ h ¼ 0), I replicated the results of DM (but over a wider parameter range), and also observed that in a vast majority of cases, adjustment on M was preferable, as indicated in the skewed distribution of the difference in absolute bias, shown in Figure 2 (b). Table 1 : Asymptotic biases for various conditions expressed using structural coefficients of Figure 1 .
Model
Bias under no adjustment Bias under adjustment on M 
Full model
.% .% % Numerically, in 85% of all cases was adjustment preferable over the unadjusted estimator. In 32.5% of all cases, the two biases were virtually identical, with differences smaller than j0:05j. In only 5% of all cases, the bias of the adjusted model was at least 0.05 larger, with an average increase in absolute bias of 0.17, and in 62.5% of all cases, bias was at least 0.05 larger in the unadjusted model, with an average bias of 0.23. This confirms the findings of DM that adjustment is virtually always better in the case of the butterfly-bias. Finally, I evaluated the full model which extended the butterfly-bias structure to include correlated causes U and W. This is the model with the least constraints, and arguably the most realistic. As shown in Figure 2 (c), the distribution of absolute difference in biases, was slightly skewed to the right, indicating that there were more situations in which adjustment lowered bias. However, while there were fewer cases in which adjustment increased bias, when it did, the magnitude of the increase was higher. Numerically, in 69% of all cases was adjustment preferable over the unadjusted estimator. In 41% of all cases, the two biases were virtually identical, with differences smaller than j0:05j. In only 8% of all cases, the bias of the adjusted model was at least 0.05 larger, with an extremely large average increase in absolute bias of 2.42. 5 In 50% of all cases, bias was at least 0.05 larger in the unadjusted model, with an average bias of 0.23. What we observe in this model is that conditioning on a pre-treatment variable like M in Figure 1 is likely going to decrease bias, confirming the results of DM, but in cases in which it does not, bias may increase substantially, a warning also spelled out by Pearl [7] . 
Conclusion
Some of the conclusions of DM can be confirmed, others must be slightly qualified, once negative correlations, and deviations from equal magnitude of path coefficients, are being considered. In agreement with Pearl [7] , I also do not believe that positive correlations are more frequent in real data, and that a full exploration of the parameter space is necessary, as was provided here. Considering this larger and more complete parameter space, M-bias with correlated causes appears to be equally likely to increase or decrease bias upon adjustment, butterfly-bias seems to be primarily decreased by adjustment, and in the model with the least constraints considered in this paper, bias is also more generally attenuated, with the caveat that if it is not, the induced bias tends to be large. How should these results inform applied researchers? First, it is important to remind ourselves that the models in DM and the extended versions presented here are still toy models that most likely will not be representative of real research situations. I argue that in applied research it is still preferable to rely on methods that are guaranteed to minimize bias (under assumptions expressed, e.g., in a DAG), such as the back-door criterion [4] , the adjustment criterion [8] , or the disjunctive cause criterion [9] . All of these criteria rely on making certain assumptions, and are thus not "model-free." The importance of such model-based decision-making and the issue of conditioning on colliders as in the M-bias structure has recently also been recognized in the domain of missing data analysis, where conventional wisdom dictated that all available covariates should always be used in the estimation of parameters in the presence of missing data. That this is not generally correct has been shown by several authors [10] [11] [12] [13] .
If none of the criteria mentioned above are fulfilled, but may be approximated by conditioning on a variable with both bias-inducing and bias-reducing properties, researchers may attempt to endow their theoretical models with quantitative assumptions about strength of assumed relationships, and then use the methods outlined in Chen and Pearl [6] , Ding and Miratrix [1] , or this paper, to determine whether inclusion in the adjustment set is likely to increase or decrease overall bias. These so-called signed graphs come with additional assumptions e.g., monotonicity of effects, and are described by VanderWeele and Robins [14] .
I readily agree that the model-free approach of including everything that is a pre-treatment covariate, favored by DM and others, may in many instances yield decreases in bias, however with one caveat: one would never know if the data at hand are one of those instances in which bias is increased through adjustment. Such instances would occur with 5-13% chance in the models considered above. Maybe a small chance, but why take it, if one is able to think about and encode the underlying causal assumptions, and thus potentially identify (and avoid) these cases?
I would like to finish this paper with a small anecdote. Recently, I was involved in a project with applied colleagues who were interested in the causal effect of chronic pain on depression. We spent many hours discussing which of the many variables that preceded chronic pain we should adjust on. We did draw a causal graph and we thought many hours about the structure among our variables of interest and the potential covariates. In the end, we did use all pre-treatment covariates to adjust on, thus in practice following the recommendation of DM. However, I still believe that the process of thinking about the structure was worthwhile (even though time-consuming), because it not only deepened our appreciation of the theoretical intricacies of the covariates, but also guarded us against adjusting on variables that could have increased bias, something that we would not have been able to do if we automatically adjusted on everything.
