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A bstract
Since the first generation of mobile communication systems (IG), mobile services have 
been relying on ground-based infrastructures. However, the increasing mobile services 
demand on higher frequencies and higher data rates has been urging the ground-based 
systems to have far more sites. W ith a limited number of appropriate sites, achieving 
seamless coverage and supporting high user mobility may not be cost effective. On the 
other hand, satellites have been operated to gain regional or global mobile communica­
tions coverage and offer high user mobility. Yet these space-based infrastructures have 
high latency (i.e. propagation delays) and propagation loss tha t substantially limit the 
system capacity and make the user terminals expensive. Hence, for about a decade, 
aerial platforms have been studied and recognised as potential sky-based infrastruc­
tures as part of the future mobile communications. In the year 2000, High Altitude 
Platform Station (HAPS) has been accepted as an alternative infrastructure for the 
third generation of mobile communication systems (30) such as UMTS. However, most 
of the attention is currently more towards the development of sophisticated platform 
technologies that have long endurance and capable of offering high system capacity. 
Consequently, the implementation and desperately required proof of the concept are 
significantly delayed. Furthermore, many studies have covered the exploitation of the 
strength of aerial platforms but none has comprehensively addressed the challenging 
properties of such platforms.
Therefore, instead of waiting for the maturity of the platform technologies to fit with 
the mobile communications requirements, in this work airplane (an existing aerial plat­
form) is selected as infrastructure for UMTS. Apart from the maturity of the airplane 
technology and the ultra-fast deployment features for emergency situations, airplanes 
also resemble the most challenging features of aerial platforms that are also addressed 
in this thesis.
Severe atmospheric disturbance, high airplane speed, and short endurance are identified 
as the main features of Airplane UMTS. These features are realistically incorporated 
into an Airplane UMTS system level simulator, which is developed for the study of 
the characteristics and performance of the system in terms of Doppler, coverage, in­
terference, coexistence with ground-based system, and airplane handover. The results 
show that the viability of Airplane UMTS is very encouraging. The Doppler rates 
are less than the ones of the benchmark system, ground-based UMTS, although the 
Doppler shifts are higher due to the mobility of the airplane. The airplane attitude 
does not have significant effects to the system coverage but it does affect the handover 
performance particularly for a system with fixed mounted multibeams antenna. The 
overall interference in the system is also affected by the airplane mobility, but it is still 
better than the ground-based system. Airplane UMTS can also coexist very well with 
the ground-based UMTS as a neighbouring or even as an overlay system. The short 
endurance problem can be overcome by the implementation of the proposed smooth 
airplane handover technique.
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C hapter 1
Introduction
1.1 Aerial P latform  Com m unications Sytem s
Since the first generation of mobile communication systems (IG) , mobile services have 
been relying on ground-based infrastructures. The ground-based systems have advan­
tages such as short propagation delays and low-power user terminals but they also 
have various limitations. The radio signal is seriously affected by terrains and scatters. 
Moreover, the increasing mobile services demand has been urging the ground-based 
systems to have far more sites, as smaller cells will be required to provide high sys­
tem capacity. Due a limited number of suitable sites and local regulations, achieving 
seamless coverage over a wide geographical area may not be cost effective. Although, 
satellites can provide regional or global mobile communications coverage with less in­
frastructure, they also have their own limitations. Due to their large distances from 
the Earth, Geo-stationary satellite systems suffer high latency (i.e. propagation delays) 
and propagation loss that substantially limit the system capacity and make the user 
terminals expensive. Non-geostationary satellite systems are more complex in design.
To provide mobile communications services via Aerial platforms is seen as a potential 
way of overcoming the limitations of both the ground-based and space-based systems [7]. 
Although aerial platform generally are considered as a flying platform in the Sky that 
can be operated at any altitudes, most of people however have been referring to high 
altitude platform station (HAPS) for aerial platform. This was indicated in the year
1.2. Previous Work and Motivation
2000, High. Altitude Platform Station (HAPS) , which is defined in Radio Regulations 
(RR) No. S1.66A as "a station located on an object at an altitude of 20 to 50 km 
and at a specified, nominal, fixed point relative to the earth” [5], has been accepted as 
an alternative infrastructure for the third generation of mobile communication systems 
(the 3G) such as UMTS [8]. Unlilce many people’s approach, in this thesis we consider 
all types of aerial platforms for UMTS (not specifically HAPS).
Delivering UMTS services via aerial platform has potential inherited from the advan­
tages of ground-based and space-based systems. A single platform with onboard com­
munications payloads can provide UMTS services over wide geographical area. Since 
the platform is located at an altitude of few km, the propagation delays and path 
loss characteristics are within the range of ground-based systems. Unlike space-based 
systems, aerial platforms can be brought down for maintenance and upgrading.
Since the ITU approval in the year 2000, there have been a number of aerial platforms- 
related projects worldwide, although all of them are specifically targeting high altitude 
platform. The first HAPS communication systems project was undertaken by Sky 
Station in the U.S.A [9]. The objective of the project is to deploy a network of aerostatic 
platforms held geo-stationary at altitudes of approximately 22 km in the stratosphere. 
More than 200 platforms with inter-platform links will be required to provide global 
coverage. Other projects were subsequently proposed worldwide, including HALO in 
the U.S.A [10], Sky Tower in the U.S.A [11], SkyNet in Japan [12], and HeliNet [13] and 
STRATOS [1] in Europe. Currently, CAPANINA [14] is a HAPS project in Europe 
along with Sky Tower and SkyNet in the U.S.A and Japan, which aims to provide 
broadband services in rural areas and in high speed trains.
1.2 Previous Work and M otivation
Although HAPS has been seen as a promissing infrastructure for UMTS, most of the 
attention is currently more towards the development of sophisticated platform tech­
nologies that have long endurance and capable of offering high system capacity as 
there are many platform-related issues tha t limit the capability of stratospheric plat­
forms in terms of maximum carried weight, available power, and volume. Consequently,
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the implementation and desperately required prove of the concept are significantly de­
layed. Moreover, many studies have covered the exploitation of the strength of the 
ideal HAPS [6] [15] [16] [17] [18] [14] [19] [20] but none has comprehensively addressed 
the challenging characteristics of aerial platforms, the sky-based systems.
Therefore, instead of waiting for the m aturity of the platform technologies to fit with the 
mobile communications requirements, airplane (an existing aerial platform) is selected 
as infrastructure for UMTS. A part from the maturity of the airplane technology and 
the ultra-fast deployment feature for emergency situations, airplane also resembles most 
of challenging features of aerial platforms, which are addressed in this thesis.
1.3 Research O bjectives
As mentioned previously in Section 1.2, many studies have exploited the advantages of 
the ideal aerial platforms but the challenging characteristics of realistic aerial platforms 
has not yet covered. Hence, the focus of this work is on airplane-based UMTS. The 
research objective is to identify the main challenging features of the airplane for deliv­
ering UMTS services and investigate the impacts of these features to the characteristics 
and performance of Airplane UMTS.
1.4 Original contributions
• Characterisation of the challenging properties of Airplane UMTS
• Development of realistic system level simulator for Airplane UMTS
• Development of new concept in shadowing model
• Doppler, coverage, interference characterisation of an Airplane UMTS
• Investigation of the system capacity of Airplane UMTS in uplink and downlink
• Study on the coexistence of airplane and ground-based UMTS
• Airplane handover techniques
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1.6 Structure of thesis
The structure of this thesis is illustrated in Figure 1.1. Chapter 2 presents an overview 
of Airplane-based UMTS. This covers the description of four main system characteris­
tics: high operational altitude, collocated base stations, mobile infrastructure, and short 
endurance. Furthermore, the potentials and challenges due to these features are dis­
cussed. Chapter 3 describes the system level simulator for Airplane-based UMTS. The 
Doppler and Coverage characteristics of the system are discussed separately in Chapter 
4 and Chapter 5 respectively. The Interference characteristics are studied in Chapter 
6. Also discussed in the Chapter is a feasibility study of group-based slow power con­
trol. Chapter 7 presents the study of the Coexistence of Airplane and Tower-based 
UMTS. It provides an analytical investigation of sharing band overlaid airplane-based 
and terrestrial-based UMTS and presents the performance evaluations of the system by 
means of simulation. In Chapter 8, airplane handover problem due to short endurance 
of the airplane is addressed. Theoretical and simulation studies of the problems are 
described. Additionally, a mitigation technique is introduced and evaluated. Finally, 
conclusions and discussions with regard to the future work are given in Chapter 9.
C hapter 2
O verview  o f A erial P latform  
U M T S
2.1 Introduction
In this chapter, the potential of aerial platform technology for future mobile communi­
cations is presented. First of all, the key concepts of mobile communications via HAPS, 
the most popular platform technology, are described. Then, the importance of consider­
ing medium and low aerial platform technologies for the future mobile communications 
is discussed. Finally, an overview of airplane UMTS is presented.
2.2 H A PS for future m obile com m unications
Mobile cellular communications systems have been evolving since the first analogue- 
based systems, the IG. In the early 90s, the second generation of mobile communication 
systems was introduced. Unlike the former analogue generation, 2 0  is based on digital 
communication technology. The capacity and the quality were significantly improved. 
Not only that, low rate packet-based services particularly short message service (SMS) 
has been widely accepted by people.
Following the success of the 20, tremendous efforts have been spent in the studies
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and developments of the third generation (3G). These 3G systems, such as UMTS in 
Europe, aim to provide multimedia services with high data rate and flexibility. While 
the 3G systems start entering the market, people have already begun to look beyond 
3G mobile communications systems. The demands for higher data rates for multimedia 
communications are growing.
Figure 2.1 shows a prediction of the development trend of mobile communications for 
the next 20 years [21]. It is anticipated that future mobile communications systems 
are expected to meet the requirements of high mobility, high data rate, and seamless 
coverage. It is foreseen that the future systems will have to support higher data rate 
than that offered by the 3G systems. Thus, the cell radius of future systems will 
decrease significantly. W ith the trend of moving towards smaller cell sizes in order to 
support high data rate and high capacity per km2, it will not be cost effective to offer 
seamless coverage that covers wide geographical area with ground-based infrastructure 
[22]. Furthermore, the local authority is also increasingly reluctant to grant planning 
permissions for additional sites due to concerns over radiation and environment hazards.
Satellite UMTS, in this context, has always been identified as the best solution to 
provide regional or global coverage and capacity for areas where ground-based systems 
are not available. However, due to interference issues, Satellite UMTS has to use mobile 
satellite service frequency band which is a separate frequency band allocated to the 
terrestrial systems [23]. Consequently, complementary architecture between terrestrial 
and satellite UMTS is not yet close enough, which leads to less cost effective seamless 
coverage solutions to the mass market. Moreover, geostationary satellites suffer high 
latency (i.e. propagation delays), high propagation loss, limited orbit space, and high 
launching costs while global market is required for the development of non geostationary 
satelhtes.
High altitude platform (HAP), on the other hand, inherits the advantages of both 
ground and space-based infrastructure. Since HAPS is located only few km above the 
ground, its latency and path loss are within the range of ground-based infrastructure 
but it will be less concerns over radiation and environment hazard. A single HAPS
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can also cover wide geographical area. Furthermore, unlike satellites, the HAPS can be 
returned to the ground for maintenance and upgrading, which reduces the requirement 
for very highly reliable onboard equipments.
In addition, HAPS have been considered as an alternative way of delivering UMTS 
within terrestrial component, which means that the same frequency bands and radio 
interface specifications as the terrestrial component have also been recommended for 
HAPS [24] [5]. W ith this, complementary architecture between terrestrial and HAPS 
UMTS is foreseen to be more potential and possibly more cost-effective to the mass 
market than with the satellites.
Moreover, the main infrastructures (ground-based) are sufficient in normal condition. 
But, in the condition where more capacity is needed, only for a certain period of time 
such as during football games, Olympic games, and crisis conditions due to the natural 
destruction such as hurricanes and tsunami, permanent ground-based infrastructures 
will not provide a cost-effective and secure solution. HAPS, on the other hand, can be 
brought temporary to provide an adhoc coverage and additional capacity to the area if
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necessary.
The first HAPS communication systems project was undertaken by Sky Station in the 
U.S.A [9]. The objective of the project is to deploy a network of aerostatic platforms 
held geo-stationary at altitudes of approximately 22 km in the stratosphere. More than 
200 platforms with inter-platform links will be required to provide global coverage. 
Other projects were subsequently proposed worldwide, including HALO in the U.S.A 
[10], Sky Tower in the U.S. A [11], Sky Net in Japan [12], and HeliNet [13] and STRATOS 
[1] in Europe. Currently, CAPANINA [14] is a HAPS project in Europe along with Sky 
Tower and SkyNet in the U.S.A and Japan, which aims to provide broadband services 
in rural areas and in high speed trains.
Table 2.1 summarizes the main advantages of HAPS over terrestrial and satellite sys­
tems [7].
2.3 H A PS Com m unications System s
2 .3 .1  R e a l is a tio n  o f  a  H A P  c o m m u n ic a tio n s  s y s te m  
An HAP communications system mainly consists of four main components;
• Platform
• Energy supply
• Onboard communication payload
•  Ground segment
Platform Technologies
The HAP is either a flying aircraft (manned or unmanned) or a Hghter-than-air airship 
positioned in the stratosphere. The aircraft is kept relatively stationary with respect 
to the ground by flying in a tight circle, while airships will employ station keeping
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Table 2.1: Summary comparison of HAP and the existing infrastructure [7]
_______________ Terrestrial wireless___________ Satellite____________________ High Altitude PlatformIssue
Availability and cost of the mobile terminal
Huge cellular market drives high volumes resulting in small, low-cost, low-power units
Propagation delay Non an issue
Health concerns with radio emis­sions from hand­sets
Communications technology risk
Deployment timing
System growth
System complexity due to motion of components
Operational com­plexity and cost
Radio channel "quality"
Indoor coverage
Breadth of geo­graphical coverage
Shadowingterrain form
Low-power handsets mini­mize concerns
Mature technology and well-established industry
Deployment can be staged; substantial initial build-out to provide sufficient cover­age or commercial service
Cell-splitting to add capac­ity, requiring system re­engineering; easy equip­
ment update/repair
Only user terminals are mo­bile
Well-understood
Rayleigh fading limits dis­tance and data rate; path 
loss up to 50 dB/decade; 
good signal quality through proper antenna placement
Substantialachieved coverage
Communications and power in­frastructure; real estate
Aesthetic issues and health con­cerns with towers and antennas
Public safety con­cerns about flying objects
A few kilometers per base station
Causes gaps in coverage; re­quires additional equipment
Numerous base stations to be sited, powered, and linked by cables for mi­crowave
Many sites required for coverage and capacity; "smart” antenna might make them more visible; continued public debates expected
Not an issue
Specialised, more stringent requirements lead to expen­sive, bulky terminals with short battery life
Causes noticeable impair­ment in interactive-realtime services
High-power handsets due to 
large path losses (possibly 
alleviated by carefull an­
tenna design)
Considerable new technol­ogy for LEOs and MEOs; 
GEOs still lag cellular/PCS 
in volume, cost, and perfor­mance
Service cannot start before the entire system is de­ployed
System capacity increased only by adding satellites; hardware upgrade only with replacement satellites
Motion of LEOs and MEOs a major source of complex­ity, especially when inter­satellite links are used
High for GEOs and espe­cially LEOs due to contin­ual laimches to replace old or failed satellites
Eree-space like channel with Ricean fading; path 
loss roughly 20 dB/decade; 
GEO distance limits spec­trum efficiency
Generally not available 
(high power signals in 
Iridium to trigger ringing 
only for incoming calls)
Large regions in GEO; global for LEO and MEO
Problem only at low eleva­tion angles
Single gateway collects traf­fic from a large area
Earth station located away 
from populated areas
Occasional concern about space junk falling to earth
Terrestrial terminals appli­
cable
Not an issue
Power levels like in ter­restrial systems (except for 
large coverage areas)
Terrestrial wireless tech­nology, supplemented with spot-beam antennas; if widely deployed, oppor­tunities for specialised 
equipment (scanning beam 
to follow traffic)
One platform and ground support typically enough for initial commercial ser­vice
Capacity increases through spot-beam resizing, and ad­ditional platforms; equip­ment upgrades relatively easy
Motion low to moderate; stability characteristics to be proven
Maintenance, replacement, and upgrade can be done 
relatively easy
Pree-space like channel at distances comparable to terrestrial systems
Substantial coverage possi­ble
Hundreds of kilometers per platform
Similar to satellite 
Comparable to satellite
Similar to satellite
Large craft floating or fly­ing overhead can raise sig­nificant objections
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technology to counteract movements due to wind and remain stationary. Both of them 
are designed to be environmentally neutral [25].
For the case of an airship, the HAP is a helium filled lighter than air platform. The 
platform is approximately 150 metres in length and 40 metres in diameter and is de­
ployed from a launch centre through cleared air space [25]. The buoyancy of the helium 
carries it to an altitude of about 21 km within several hours. Propellers move the plat­
form to its service location at speeds of up to 200 km /h. The platform is stationed 
at an altitude far above commercial aircraft but below the protective covering of the 
outer atmosphere. Electric motor driven propellers and a thermal control system are 
used for the station keeping. The propellers maintain position against the wind. The 
atmosphere at 21 km altitude is about 5% the density of the atmosphere at sea level 
and therefore the drag from wind is greatly reduced. The platform also employs both 
passive and active thermal controls to limit the temperature variation inside the plat­
form to within a few degrees. This enables the platform to maintain a stable altitude 
and provides a protective environment for the structure and the payload. Multiple 
redundant Global Positioning System (GPS) receivers and the station keeping tech­
nologies enable the HAP to remain in a nominal fixed position in all three dimensions, 
and further enable the antenna assemblies to maintain a fixed coverage pattern on 
the ground. The airship is returned under a controlled descent to ground facilities for 
payload upgrades, routine maintenance and redeployment, or recycling.
Fixed wing aircraft technology for high altitude platform is already proven. NASA has 
developed an unmanned light aircraft powered by solar cells that is mainly intended for 
earth observation and is currently developing a new solar power HALE UAV known as 
Helios, capable of flying at an altitude of 100,000 feet. To date, good achievement and 
progress have been reported by NASA. A demonstration of the platform in support­
ing 3G videophone and HDTV broadcasting services are proven [11]. However, with a 
maximum payload weight of 200 kg, for many people it is too small to carry commu­
nication and broadcasting payloads. Moreover, based on the current development, the 
fixed wing aircraft has much less endurance than the airship.
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E n erg y  S upply
The choice of energy source is of fundamental importance. Fossil fuel is heavy, and 
therefore expensive to lift and maintain at altitude. The preferred form of energy 
source is solar power, since for buoyancy in the thin atmosphere, HAP is designed to 
have large surfaces suitable for lining solar panels. The main problem is the storage 
of energy for overnight use. The regenerative fuel cell (RFC) has been identified as 
the preferred means of providing a continuous source of power for HAP based com­
munications systems as compared to traditional batteries because it is lighter and has 
the ability to provide power in the day and night. During the day, hydrogen and oxy­
gen undergo an electrochemical reaction to generate electrical power and water. The 
hydrogen and oxygen are extracted from the water by electrolysis and stored for the 
regeneration of electrical power a t night [26].
O n b o a rd  com m un ica tions pay load
The onboard communications payload consists of multi-beam light-weight reflector or 
phased array antennas, transm it/ receive antennas for gateway links with ground switch­
ing stations, and a very large bank of processors that handle receiving, multiplexing, 
switching and transmitting functions. The payload can utilize various multiple-access 
techniques and standards. For satellites, the size of the payload is restricted by the 
difficulties during the launch. Once the spacecraft is launched, weight is no longer a 
serious issue. However, different to the satellites, the amount of the onboard communi­
cations payload to be carried by the platform is limited by the maximum weight that 
can be lifted and kept for the duration of the service. For some cases, the power and 
the volume are also challenging. Therefore, the overall design of the HAP communi­
cations system has to take these factors into account especially during the selection of 
the onboard communications payload.
G ro u n d  segm ent
The HAP communications system has to be hnked to the external networks through 
a gateway on the ground (i.e. ground segment). Typically, high data rate microwave
2.3. HAPS Communications Systems 13
/ /
Figure 2.2: Top level HAPS UMTS architecture [1]
link(s) can be used. Another possible method for back-hauling is using ultra high data 
rate free space optical link(s) between the sky segment and the gateway [1]. The ground 
segment itself mainly consists of earth station(s) and a gateway.
2.3.2 H igh A ltitu d e P latform  U M T S
International Telecommunication Union (ITU) has accepted the approach of delivering 
the IMT-2000 services (e.g. UMTS in Europe) [8] [27]. A HAP UMTS system consists 
of communications equipment on one or more HAPs located in the stratospheric layer 
of the atmosphere. The HAP UMTS architecture is in concept very much similar to a 
very tall tower-based UMTS, which has a number of cells as a result of the projection 
of the onboard multi-beams antenna subsystem. Depending on the capability of the 
platform itself (in terms of power, weight, and volume), HAP UMTS may cover tens to 
hundreds of cells in a single platform [28]. Since all cells (i.e. base stations) are centrally 
located, most of the control mechanisms within the HAP UMTS such as handover, call 
admission control, power control, packet scheduling, etc., can be done more effectively 
and faster. Figure 2.2 illustrates a top level architecture of HAP UMTS among satellite 
and tower-based terrestrial components of UMTS.
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Table 2.2: Comparison between HAP and tower-based UMTS [7]
Parameter Tower-based UMTS HAP UMTS
System coverage
Cell size (r =  radius) Different sizes supported: 
pico (r <  lOOm), micro 
(100m < r < 1km), macro 
(Ifcm < r  < 10km)
Different sizes supported: micro 
(100m < r < 1km), macro (l&m <  
r < 20km), regional (r >  20km); 
restricted by the size of the onboard antenna subsystem
Environments
Business indoor Supported by indoor sys­tems Partially supported
Urban vehicular Supported Supported
Urban pedestrian Supported Supported
Rural outdoor Supported Supported
Mobite station
Power (EIRP) less than 0 dBW less than 0 dBW
Antenna Omni Omni
Base station
Infrastructure Tower or roof-top Aerostatic or Aerodynamic plat­form in stratosphere
Power (EIRP) 30 dBW 30 dBW
Antenna 2-13 dBi depending on the 
target environments (vehic­
ular, pedestrian, or indoor)
30-50 dBi (peak)
As it is specified by ITU in [5], the communications payload must comply with the 
tower-based components of UMTS. The ITU has allocated the frequency bands of 
1885-1980 MHz, 2010-2025 MHz, and 2110-2170 MHz in Region 1 and Region 3, and 
1885-1980 MHz and 2110-2160 MHz in Region 2. The frequency bands for the backhaul 
links purpose will not be in the bands designated for UMTS.
Since HAP is much closer to the user terminals than satellites and has less shadowing 
than terrestrial tower-based infrastructure, the normal UMTS terminal used for tower- 
based UMTS can be used in HAP UMTS network without any modifications. In other 
words, a common terminal can be used for both HAP and tower-based UMTS.
The main features of HAP UMTS have been indicated in [29] [7] [5] i The comparison 
between HAP and tower-based UMTS is listed in Table 2.2.
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2.4 Airplane-based U M TS
2.4.1 Im portance o f considering low and m edium  altitude aerial p la t­
form technologies for m obile com m unication services
As described in the previous section, tremendous efforts have been spent in the studies 
and the development of HAP-based wireless communication systems including HAP for 
UMTS. While HAP inherits most of the strength of satellite and tower-based infras­
tructures for UMTS, most of the efforts are currently spent towards the development 
of high capacity HAP UMTS in mobile communication areas and HAP-based broad­
band wireless services in the area of fixed communications. The consequence of this 
is that the system requires to have a platform that has high capabilities in terms of 
power supply, carried weight, and volume as it is reported in [28] and [1]. This causes 
the delay of the implementation of the concept as it has to wait for the maturity of 
the high altitude platform technology. Meanwhile, the demands expected have been 
moving towards different directions and HAP-based high capacity services may miss 
the opportunity windows especially for UMTS that is already in the market. In other 
words, HAP UMTS may face similar situations faced by Iridium and Globalstar, the 
LEO satellite companies that provides the mobile satellite audio-telephony (the same 
service targeted by tower-based 2G systems).
In order to avoid similar scenarios as Iridium and Globalstar, it is important to re-orient 
the focus of the efforts from waiting for the development of the ultimate platform tech­
nologies to the study of a specific platform technology available within the timeline 
and to the development of the communication payload technologies to fit with the 
platform. Additionally, it is also important to concentrate more in exploring the flexi­
bility features of low and medium altitude aerial platforms as part of the future mobile 
communications. Low altitude platform (LAP) such as micro-drone (Figure 2.3) and 
tethered-balloon can provide local (light weight) mobile communications services while 
medium altitude platform (MAP) such as airplane can provide (light to heavy weight) 
mobile communications services over wider geographical areas. In this work, airplane 
is considered for the delivery of the Third generation (3G) mobile communications 
services.
2.4. Airplane-based UMTS 16
Figure 2.3: Remotely controlled micro-drone may be able to provide an ad-hoc UMTS 
coverage with limited services at local scale if the permanent infrastructure is partially 
destroyed. The platform is able to hover (stand still in the air), fly as quickly as 60 
km /h (35 mph), and climb vertically at a rate of 10 meters per second. [Courtesy of 
FSE gmbh, Germany]
2.4.2 A irplane-based U M T S
Similar to HAP-based UMTS, an Airplane-based UMTS consists of two main elements: 
the sky and the ground segments. The sky segment itself consists of some main com­
ponents: the airplane, the communication payload, and the energy supply. Figure 2.4 
illustrates the UTRAN architecture of an Airplane-based UMTS. It can be seen that 
there are two main payload options: (a) transparent payload for on board base stations 
and (b) regenerative payload for on board Node-Bs (including the base stations).
Airplanes technologies
Today, there are many airplane technologies available with various capabilities in terms 
of carried weight and volume, which affects the capacity and types of services offered 
by the Airplane-based UMTS. Airplane can be manned or unmanned. Figure 2.5 and 
Figure 2.6 show some examples of currently available airplanes ready to carry UMTS 
payloads.
As shown in Figure 2.5, Mariner, a derivative of the highly successful Predator B, 
is able to reach an altitude of up to 15km. It is a multipurpose aircraft suited for 
long endurance missions up to 49 hours in addition to over 500 kg of internal payload 
capacity [2]. An unpiloted airplane such as Mariner may carry UMTS payloads. With
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Figure 2.5: Mariner UAV [2]
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Figure 2.6: Beaver [3]
its top speed of 225 knots (115.75 m /s) and loiter/cruise speed of 170 knots (87.5 m /s), 
an ad-hoc UMTS coverage in emergency situation can be deployed very quickly.
The de Havilland Beaver, Figure 2.6, is the first purpose-designed bush aircraft and 
credited with opening up Canada’s northern wilderness for settlement and economic 
development. Introduced in 1947, Beavers remained in production into the mid-1960s 
and eventually numbered some 1700 aircraft flying in over 50 countries. W ith its robust 
metal fuselage and high-lift wing giving short take-off/landing capability, the Beaver is 
able to take off and land with heavy loads just about anywhere. W ith these features, an 
Airplane-based UMTS using Beaver airplane can be brought in for testing/verification 
easily and later for special operational missions.
Communications payload
Since the operational altitude of airplanes is below the stratosphere (i.e. lower than 
HAP), airplane-based UMTS shares the same specifications with the HAP UMTS, 
which must comply with the specifications of the tower-based component, as it is rec­
ommended by ITU in [24] [5]. The architecture of the airplane-based UMTS is also the 
same as HAP UMTS. An airplane-based UMTS can be deployed with up to tens of 
cells depending on the airplane capability, antenna design, and altitude. It shares the 
same frequency band allocations as the tower-based component. A common terminal 
can be used for both airplane-based and tower-based UMTS.
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E n erg y  supp ly
In order to provide sufficient power to the onboard equipments, the energy can be 
taken internally from the airplane’s power system or externally from a stand alone 
power generator. Due to the short duration of flight (normally few hours), regenerative 
fuel cell (RFC), that is fully charged on the ground before the flight, can be used.
G ro u n d  segm en t
Similar to HAP UMTS, the sky segment of an airplane-based UMTS has to be linked 
to the external networks through one or more ground stations. The connection can be 
provided by radio link(s) or in special cases by free space optical link(s) [1],
2.4.3 C hallenges o f A irp lane-based  U M T S realisation
While airplane-based UMTS inherits most of the advantages of HAP UMTS, at the 
same time the airplane-based UMTS brings challenging properties: severe atmospheric 
disturbance, high airplane speed, and short endurance. These three main properties of 
airplanes introduce serious challenges to the commmunication technologies and need to 
be addressed.
Severe a tm o sp h e ric  d is tu rb a n c e
Airplane is considered as a low or medium altitude platform (LAP or MAP) depend­
ing on the actual operational altitude. An airplane-based UMTS will have to operate 
in low/medium altitude upto 15km above sea level. The observed mean surface pres­
sure and wind distribution over the earth are represented schematically in Figure 2.7 
and reflect mainly the wind conditions in the troposphere with impact to the lower 
stratosphere.
Based on the data reported in [30], the airplane-based UMTS will have to face high 
levels of gust and wind speed. Furthermore, as shown in Figure 2.8 the atmospheric 
turbulence in the medium altitude is much more severe than in the stratospheric layer.
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H igh  a irp lan e  speed
In order to get sufficient lift, the airplane (except VTOL aircrafts such as micro-drone, 
Figure 2.3) has to fly at a certain speed that is typically faster than the speed of typical 
HAP. The minimum required speed depends on the aerodynamic-structure, the weight, 
the altitude of the airplane, the wind condition, and the flight mission.
S h o rt en d u ra n c e
Airplanes carry limited amount of fuel onboard. In order to provide the uninterrupted 
service, a fully charged airplane has to replace the current serving airplane every few 
hours.
2.5 Summary
Although airplane-based UMTS faces challenging problems investigated in this thesis, 
the airplane technology is mature and already available. Hence, the conceptual studies 
in this thesis can be implemented and tested in real environments with no time to 
wait. The trial then can be used as a first step forward towards further enhancements. 
Additionally, the airplane-based UMTS can be deployed very quickly so that even in 
emergency situations when ground-based infrastructure is not available due to natural 
disasters, the system can be set ready to provide first-aid recovery to the telecom­
munication infrastructures so that the people in the area affected can coordinate and 
exchange information in a m atter of minutes. Finally, it is believed that there will 
be many more applications once the concept is quickly tested and proven in the real 
environments.
C hapter 3
System  Level Sim ulator for 
A irplane-based U M TS
3.1 Introduction
In this chapter, we present the system level simulator for Airplane-based UMTS. The 
system level simulator is designed to realistically model airplane-based UMTS. Realistic 
model of the system is achieved by implementing and incorporating main characteristics 
such as airplane dynamics and user mobility. Also explained are the factors taken into 
consideration in the design of the components of the simulator.
3.2 M ain com ponents of the Airplane-based UM TS Sys­
tem  Level Simulator
The Airplane-based UMTS system level simulator is designed to model realistically, 
not only the dynamics of the mobile users but also the dynamic of the airplane. The 
simulations can be run via a Graphical User Interface (GUI) as shown in Figure 3.1 or 
via normal m atlab command line to reduce the simulation time. It can be seen that 
the main input parameters are classified into five main categories:
22
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• Coverage
Input the definition of the target service area that includes the turning radius 
and the altitude of the airplane and the minimum elevation angle.
•  Propagation mixture
Input the propagation mixture. There are three types of propagation environ­
ments available: urban, suburban and rural/open area.
• Service mixture
Input the service mixture. There are four types of services available: speech 
12kbps, LDD 64kbps, LDD 144kbps, and LDD 384 kbps.
• Environment
Input the users profile. There are three types of mobility profile available: pedes­
trian 3 km /h, vehicular 30 km /h, and vehicular 120 km/h.
• Simulation parameters
Input all other UMTS simulation related parameters: soft handover (SHO) thresh­
old, simulation sample period, noise figure of the UEs, carrier frequency, number 
of samples, and number of active users.
The simulator itself, as seen in Figure 3.2, is composed of the following main compo­
nents:
• Airplane model
• Multibeams antenna model
• Channel model: shadowing and fast fading
• Physical layer model: WCDMA
• Cells model
• Users model
The users model defines the attributes of the users, which include their mobility, ar­
rival/departure and transmission activity characteristics. The platform model aims to
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simulate the mobility characteristics of the airplane throughout the simulation. The 
multibeams antenna model defines the type of antenna used in the simulation while 
the cells model defines the layout of the cells. Channel model introduces realistic path 
loss and shadowing dynamics into the links between the airplane and users. Addition­
ally, the channel model in terms of fast fading is taken into the physical layer model: 
WCDMA then the physical layer model provides necessary information for the system 
level simulation.
3.3 Users m odel
UMTS aims to provide flexible multimedia services, which means that the transmission 
of several types of services can be done simultaneously. The data rate and the quality 
of service of these services can also be highly variable requiring different radio bearers. 
To support the purpose of the study in the system characterisation, a simplified fixed 
but mixed traffic model is considered in the simulator.
3.3.1 Call generation  and traffic activ ity
The main purpose of the study is to characterise the system and evaluate the impact of 
the system characteristics to the system performance (such as coverage, interference, 
capacity, etc). In order to achieve this objective, a fixed but mixed traffic model is 
considered throughout the simulations campaign. This means that 100% traffic activity 
is considered but var ious types of services can be accommodated simultaneously.
3.3.2 U ser and service d istribution
Although the simulator supports a customised user and service distribution, uniform 
user and service distribution shall be sufficient to support achieving the objective of 
the system characterisation study.
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3.4 Airplane m odel
In the simulator, we can define any types of airplanes. There are mainly two major 
categories: ideal and realistic airplane models. Ideal airplane model is basically a 
point rigid body flying at a certain flight path and mission, which includes the main 
properties such as altitude, speed, turning, banking angle, etc. But, it does not have 
the dynamic characteristics of a real airplane that has the dynamic responses to the 
external disturbance such as atmospheric turbulence. Any realistic airplane models 
can easily be incorporated in the simulator. In this work, a realistic Beaver DHC- 
2 simulation model [31] is considered for the realistic airplane model to study the 
Doppler and coverage characteristics (Chapter 4 and Chapter 5). This flight dynamics 
and control matlab toolbox was downloaded from [32]. The ideal airplane model is 
considered for the rest of the study (interference, coexistence, and airplane handover).
3.5 M ultibeam s antenna and cells m odel
Cell deployment is an important aspect in the design of a cellular system including 
an airplane-based UMTS. In [6] [15], a perfect cell deployment model, which assumes 
that the projections of the cells on the ground are all circular and the same size, 
has been considered. However, it does not reflect very well the real system (further 
analysis on this issue is covered in Chapter 6 ). This simulator is designed to be 
able to accommodate any types of antenna systems. A database of realistic antenna 
patterns, which can be obtained either from extensive simulations or measurements, can 
be incorporated in the simulator. In this work, a fixed multi-beams antenna system 
using the reference antenna pattern recommended by ITU in [5] is considered. The 
pattern is based on multi-beam phased array technology.
The ITU reference antenna radiation pattern is given by [5] :
G m a x - 3 { ^ y  (dBi) i o r O < i > < i > i
Gfnax Cfnax T  Tyy (dJ5z) for 'Ipi <C ^  ^  'lp2
A  -  60 • log 10(“0) {dBi) for 02 <  0  <  03
Lp {dBi) for 03 <  0  <  90°
G(0) = (3.1)
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where,
G (ip) — Antenna gain at the angle ip from the boresight (dBi)
Gmax = Maximum gain in the boresight (dBi)
ipb — One-half the 3 dB beamwidth in the plane of interest (3 dB below G^ riaa;) (degrees) 
L m = Level of Near-in-side-lobe relative to the Gmax (dB)
L f  = Gmax -  73 (dBi)
0 1  =  0 6  ' Y ^  (degrees)
0 2  =  3 .7 4 5 0 5  (degrees)
A  — G^ max +  -f 60 logjQ(02) (dB)
X—Lp*
0 3  =  1 0  60 (degrees)
The 3 dB beamwidth (205) is estimated by
^  (3 .2 )
( * )  =  V  (degrees) (3.3)
Figure 3.3 shows the reference radiation patterns for different values of Gmax that 
conform the above ITU specifications.
In addition to the reference antenna pattern, it is also necessary to define the cell 
boundaries that determine the cell sizes in the system. A scenario with uniform cell 
sizes (i.e. uniform cell boundaries) is considered in this work. Throughout this thesis, 
L c b  is defined as the Level at the Cell Boundary relative to the Gmax- Figure 3.4 
shows an example cells layout with L c b  = —13dB.
3.6 M odification of W C D M A  physical layer simulator
The physical layer simulation campaign is needed to provide the right foundations 
for the system level simulation and analysis. The simulation is conducted using the 
modified version of the existing WCDMA simulator package developed by Rosmansyah 
et.al within the Mobile Group of Centre for Communication Systems Research (CCSR), 
University of Surrey. The motion of base stations onboard the airplane introduces 
Doppler shift effect. Therefore, the channel model in the simulator is modified from 
the existing Rician Jake-model to the modified Rician Jake-model with Doppler shift.
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3.7 Shadowing m odel using Elem entary environment spe­
cific (EES) concept
3.7.1 In troduction
Shadowing has been well studied in the literature [33] and is commonly modeled as 
a log-normal process. Since empirical models of shadowing [34] [35] are mainly suit­
able only for specific scenarios in which the measurement campaigns were conducted; 
they are often inaccurate for the analysis in different scenarios or environments. On 
the other hand, deterministic [36] [37] and physical-statistical models [38], provide the 
flexibility in modeling different scenarios. However, without having access to the model 
implementation, one cannot have a good model for fast system analysis for all scenar­
ios. Fmthermore, it is almost impossible to use deterministic and physical-statistical 
models for dynamic system level analysis/simulations. Therefore, we introduce an Ele­
mentary Environment Specific (EES) concept for modeling the shadowing, particularly 
for mobile satellite radio systems. The EES concept for the mobile satellite shadowing 
model is described in Section 3.7.2 followed by its validation in terms of the first-order 
statistics which are presented in Section .
3.7.2 T he m odel
Previously, shadowing is modeled in a single aggregated channel; even though the shad­
owing results from a number of different types of environments such as buildings and 
trees etc. As an example, Jakes mentions in [39] page 79, ’’The principal methods 
by which energy is transmitted to a mobile, namely, reflection and diffraction, are of­
ten indistinguishable; thus it is convenient to lump the losses together and call them 
scatter (or shadow losses)” . Using this approach, the shadowing can be conveniently 
expressed. This model is also very simple to be incorporated in any dynamic system 
level simulations. However, this simple model is not accurate for dynamic system level 
evaluations that involve various structures of the environments and various scenarios 
such as a range of elevation angles since it is difficult to accurately represent a new 
set of environments or scenarios with such an aggregated model due to the lack of de-
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tailed information on the components of the channel. The proposed EES concept, on 
the other hand, emphasizes and explores the necessity of having the knowledge of the 
channel components. Instead of having only one set of log-normal parameters (as in 
the conventional log-normal model), we incorporate multiple sets of log-normal param­
eters in which each set of the multiple sets is representing the elementary environment 
specific channel. This way, while we can still conserve the easiness of the model to 
be incorporated in system level simulations/ evaluations, the model can also represent 
more accurately various scenarios and structures of the environments involved than the 
conventional log-normal model.
In order to obtain the EES parameters accurately, in addition to the typical mea­
surement campaign, 3D geographical information of the area where the measurement 
campaign takes place is needed. This information can be obtained from the geographi­
cal information system (GIS). The area is then sliced into a number of grids/partitions 
as illustrated in Figure 3.5. We need to break down the whole of the area into as small 
as possible partitions so that the homogeneous level of the elementary partitions is high. 
However, if the resolution is too small, then the log-normal assumption (that comes 
from the central limit theorem) may no longer be valid. The partitioning is performed 
with reference to the orientation of the user motion (i.e. the users link motion), as 
shown in the figure. The user path itself does not necessarily have to be straight line.
Unlike the conventional model (where the envnonment in the area is aggregated into 
a single property such as urban, suburban, etc.), the classification of the elementary 
environments in EES is done based on their distinct physical properties such as build­
ings, trees, and open spaces. Then, appropriate elementary environment is assigned to 
every partition. The assignment of the elementary environment is done by selecting 
the most dominant elementary environment in the corresponding partition.
During the measurement, a helicopter with a transmitter onboard was set to fly at the 
same elevation angle [40]. Then, the measurement was repeated for different elevation 
angle. The signal from the helicopter is received by a mobile terminal after passing 
through various types of elementary environments as it is illustrated in Figure 3.6.
In the case of a homogeneous environment, e.g. all trees, a single statistical property is
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sufficient to represent the shadowing process within the environment; as is illustrated in 
Figure 3.7(a). But, in many cases such as in suburban environments, the environment 
is heterogeneous consisting of buildings, trees, and open spaces. Therefore, during the 
motion, the satellite link of the user in this type of environment experiences various 
combinations of environments, as shown in Figure 3.7(b).
If the heterogeneous environment shown in Figure 3.7(b) is considered, then it can 
be observed that, at each track, the probability of the link pass through a certain 
elementary environment is different and the environment probability of each track 
{P{env = =  1), P(env  = =  1), and P(env ==  3)) can be obtained and listed as in 
Table 3.1.
At this point, one can see that modeling the shadowing as an aggregate by setting 
Ntrack = 1 and assuming a single environment for such a heterogeneous environment 
leads to an inaccurate prediction. Thus, EES with more than one tracks (Nrrack > 1) 
and more than one elementary specific environment (Qenv > 1) is introduced here in. 
In order to assess the hypothesis, a mathematical expression of the model was derived.
As illustrated in Figure 3.6, each of the tracks represents the elementary time-variant 
shadow loss, A„(t). The aggregate time-variant shadow loss can be expressed as follows,
t^ Track
A{t) = A i{t) X A2(t) X ... X A nt. ^ M  =  n (3.4)
n = l
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Table 3.1: Environment probability
Track no. P(env=l) P(env=2) P(env=3)
1 0.00 0.50 0.50
2 0.33 0.67 0.00
3 0.33 0.17 0.50
4 0.66 0.17 0.17
5 0.66 0.17 0.17
6 0.33 0.50 0.17
7 0.00 0.50 0.50
For convenience, we will work in decibels; thus, (3.4) becomes.
^Track
L{t) — L l(t)  +  L2(t) +  ... +  L^Tracki^) — ^  ^n{f)
n~\ (3.5)
And then, during the movement of the user, along each track, the link passes across 
different types of environments in the direction of the motion, which the losses can be 
defined as
L n { t )  — +  •■ + P ( n , Q ) \ n , Q ) { t )
Q
— P{'n,q) \n ,q) ( )^q=l (3.6)
where, (it) is defined as the elementary time-variant shadow loss in the track 
with the same statistical properties as of environment. The probability of the event 
(n,q) is denoted as P(n,q)- The overall EES shadowing model can be expressed as 
following,
^Track Qenv
T(^) =  Pin,q)\n,q){f')
n=l q=l
(3.7)
If we set Qeuv and NTrack to 1, we will have the conventional suburban environment 
with a single set of statistical properties represented by one mean and one standard 
deviation although the environment itself may not be homogeneous. It implies that
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our model is more generic but is still inherently simple to implement for general system 
analysis or simulations.
3.7 .3  V alidation
The validation was done by fitting the model with real measurement data. Typically, 
the first-order statistic of the measurement results is represented in term of its proba­
bility density function (PDF). Thus, the PDF of the proposed model (3.7) was derived 
for comparison.
For each track, the probability density function (PDF) of the fade can be expressed as 
follows:
A (r ) =  (r) 4- P(»,2 ) /2  (r) 4-.. +  P(n,Q)/Q(r) (3.8)
where, Qeuv is defined as the number of elementary environments and fg{r)  is the 
elementary PDF of the received signal (r) of the elementary environment. The 
elementary PDFs are assumed to be normally distributed in decibel (i.e. lognormal 
distribution).
Since the aggregated loss is the sum of losses in all tracks (in decibel), its PDF is the 
convolution product of all losses in the tracks.
/ (r) =  f i ( r)  * / 2 (r)*  fMrraok(^) (3.9)
By substituting (3.8) into (3.9), we can obtain the expression of the PDF in terms of 
all of its elementary PDFs as following,
f {r)  =
Qetiv Qetiv
'^ Track ’
(3.10)
where,
^Track
P(gi,92,..,gyVrrock) “  I In—1
and
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Figure 3.8: Validation Nxrack =  1 and Qeuv — 2 (two elementary environments)
Under the assumption tha t fq{r) is a normal distribution; thus the PDF expression in
(3.11) above can be re-written as:
^Track ^Track
n = l  n = l
(3.12)
where, and are defined as the mean and the variance of the environment on the 
track is
For validation purposes, the model is fitted with the statistical results reported in [40]. 
Based on the measurement description in [40], the environment mainly consists of 
buildings and trees. Thus, we select Qenv = 3 where g — 3 corresponds to the remaining 
environments including open spaces. For comparisons, we also fit the model with 
Q en v = 2 and Ntrack =  {1,3}. The EES model parameters {pq and aq) are obtained 
by the fitting process where pq and aq are the mean and standard deviation of the 
elementary environment respectively. (A^) denotes the path loss difference between 
the two scenarios (elevation angle of 60° and 80°).
The fitting results are shown in Figure 3.8-3.10. It can be seen that the models with 
Q en v  =  3 fit very well with a confidence level of 99%. Although, the models with two
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Figure 3.9: Validation NTrack = 1 and Qeuv =  3 (three elementary environments)
and three elementary environments are good enough to be used, the model with two 
elementary environments [Qenv =  2) is worse than the models with three elementary 
environments because as it is shown in Figure 3.8, with the same confidence level of 
99%, its interval/boundary is wider than the one with three elementary environments. 
More importantly, the model uses the same set of statistical EES properties for dif­
ferent scenarios (i.e. elevation angles). It suggests that the overall shadowing can be 
decomposed into its elementary components by using this approach. Using the same 
set of EES parameters, the overall shadowing for different scenarios can be represented 
by inputting the environment probability m atrix of the corresponding scenarios. It can 
be observed from the results that the environment probability m atrix is different for 
different elevation angles. This is due to the fact that the signals experience different 
portions of the environment at different elevation angles. For example, at high eleva­
tion angle, the environment is dominated more by open spaces than at lower elevation 
angles.
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3.8 Second order analysis o f EES for shadowing m odel
In previous section, we introduce the elementary environment specific (EES) concept 
for shadowing modelling and present the analysis in terms of its first order statistic. 
In this section, the second order analysis (i.e. autocorrelation) of the EES concept is 
presented.
A simple exponential correlation model was proposed by Gudmundson as reported in
[41]. Taaghol used the model to characterise the autocorrelation of satellite shadowing
[42]. The model was quite well fitted to the measured data. However it did not fully 
agree with the measured data for small and large separation distances (<5). In here, the 
EES concept, presented in Section 3.7, is adopted for the second order charactersitics 
of satellite shadowing.
3.8. Second order analysis o f EES for shadowing model 38
3.8.1 T he m odel
The overall EES shadowing model for mobile satellite radio systems is presented in 
Section 3.7 and can be expressed as following,
^Track Q
— Xv (3.13)
n=l g=l
Based on (3.13), we can express the autocorrelation function as following, 
î’LL(r) =  E{L{t)  X L{t -  r)}{^Track Q ^Track Q ^53  ^ 53 f (3 -1 4 )n=l g=l n=l ç—1 J
where, \n,q)i^) is defined as the elementary shadowing process in the track with 
statistical properties the same as the properties of environment and P{n,q) is defined 
as the probability of the environment in the track. If we set Qsnv and Nxrack 
into 1 (one), then we will have the conventional suburban environment with a single 
set of statistical properties represented by one mean, one standard deviation and one 
autocorrelation coefficient although the environment itself may not be homogeneous. 
\n,q){i) has variance of 1 and the Gaussian power spectral density of Sxx{f)  given by,
Sxx if)  = — e ^  (3.15)Y ZTTCTc
where, /  denotes as the spatial frequency with 3 dB cut-off spatial frequency of fc = 
(Tc\/21n2. By taking the inverse Fourier transform of (3.15), its corresponding auto­
correlation function, rxx{^), is given by,
rAA(^) =  (3.16)
where,
a ~  27r^ (Tg (3.17)
and Ô is defined as separation distance.
Assuming that the correlation between two partitions with different tracks or different 
environments index is zero, (3.14) can be simplified and given by,
^Track Q
rLL(r)= (318)
n~l q—1
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where,
Equation (3.19) can be re-written in terms of separation distance (^) and can be ex­
pressed as following,
rAA,„„,(<5) =  (3.20)
Thus, the overall EES autocorrelation function for mobile satellite radio systems can 
be expressed as following,
^ T r a c k  Q
rLL(^)=  (3.21)
n=l q = l
3 .8 .2  V a lid ation
The validation was done by fitting the model with measurement data reported in [42] 
and by using the first order EES parameters given by the first order analysis in Section 
3.7 (i.e. aq). The validation results can be seen in Figure 3.11 where it shows that 
the EES model is well fitted, especially for small S. This implies tha t the model is 
valid for small S. For large â, the variation/dynamic of various environments begin to 
affect the accuracy of the model and cannot be neglected. Additionally, it can also 
be observed that based on a single set of autocorrelation coefficients (Ug), the model is 
proven to be able to represent two different scenarios/elevation angles. Therefore, using 
this concept, one can model shadowing of different environment structures or different 
scenarios based on a set of identified EES parameters.
3.9 Shadowing m odel in the simulator
There are two types of shadowing models implemented in the simulator. The first one 
is data-based 2D correlated shadowing model. The data is generated based on typical 
log-normal process with little modification to incorporate the 2D/spatial correlation. 
Throughout the simulation, the shadowing data is accessed as a lookup table that 
corresponds to the user location. Measurement data can also be used in the simulator.
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Figure 3.11: Second order validation and identification for Nrrack = 3 and Qsnv =  3 
and elevation angles of (a) 60° and 80°
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Figure 3.12: Typical log-normal process for shadowing model
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Figure 3.13: Generic log-normal process for shadowing model
The second model is an EES-based model, which is presented in Section 3.7 and Section 
3.8. The model is based on the typical log-normal process used in many literatures [43] 
[34] [44] and shown in Figure 3.12. Ao(i) is defined as a Gaussian process with zero mean 
and unit variance. ^  and a denote the mean and the standard deviation of the log­
normal process \ ( t )  in dB respectively. Using the identified EES parameters, a generic 
log-normal process, illustrated in Figure 3.13, can be used to model the shadowing 
in the simulator. The environment probability matrix can be approximately obtained 
from the geometry of the environment.
In the Airplane-based UMTS, the shadowing is not only affected by the mobility of 
the users but also the dynamic of the airplane. As illustrated in Figure 3.14 the mo­
tion of the airplane along its flight path is continuously changing the property of the 
channel between the airplane and the users. This can be accommodated by the generic 
statistical model (Figure 3.13).
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Figure 3.14: Illustration of channel conditions in an Airplane-based UMTS; the channel 
conditions at (a) and (b) are different
C hapter 4
D oppler C haracteristics
4.1 Introduction
The main objectives of this chapter are to study the Doppler characteristics of an 
Airplane-based UMTS and to indicate the significance of the characteristics in com­
parison to the ground-based UMTS. By means of a realistic Beaver airplane simulation 
model, the Doppler characteristics in terms of maximum Doppler shift and maximum 
Doppler rate are obtained and compared with the benchmark system, ground-based 
UMTS for different user mobility scenarios. First of all, an overview of UMTS spec­
ification regarding Doppler characteristics is described in Section 4.2 followed by the 
presentation of the aerodynamic characteristics of airplanes in Section 4.3. The Doppler 
characteristics of ground-based UMTS and Airplane-based UMTS are discussed in Sec­
tion 4.5 and 4.6 respectively. Section 4.7 provides further discussion on the results 
followed by summary.
4.2 Universal M obile Telecom m unication System  (UM TS)
Universal Mobile Telecommunication System (UMTS) uses Wideband Code Division 
Multiple Access (WCDMA) air interface where user information bits are spread over 
a wide bandwidth by multiplying the user data with pseudo-random bits (i.e. chips) 
produced by CDMA spreading codes generator [45]. The chip rate of the UMTS is of
43
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Table 4.1: Frequency Error Minimum Requirement
BS Class Accuracy
Wide Area BS 
Medium Area BS 
Local Area BS
0.05 ppm 
0.1 ppm 
0.1 ppm
Uplink 0.1 ppm
3.84 Mcps, which requires an allocated bandwidth of about 5 MHz. This wide carrier 
bandwidth supports higher user data rate than narrow band systems such as IS-95. The 
operator could deploy multiple 5 MHz carriers in order to increase the capacity within 
a certain geographical area and the actual carrier spacing can be selected on a 200 kHz 
raster basis. WCDMA supports the operation of asynchronous base stations, which 
means there is no need for a global time reference. Coherent detection is obtained by 
employing common pilot for both forward and reverse links. WCDMA also supports 
two basic duplex modes: frequency division duplex (FDD) and time division duplex 
(TDD). Due to latency, FDD is mainly designed for outdoor environments while TDD is 
more for indoors. Since Airplane-based UMTS is designated for outdoor environments, 
UMTS/FDD is considered for this study.
According to 3CPP [46], for wide-area base station with FDD mode, the frequency error 
shall be less than 0.05 ppm (parts per million) within a period of one slot in the downlink 
direction. For typical local oscillator of 2.5MHz, this figure corresponds to 0.125Hz/slot 
=  0.125[Hz/slot]*15[slots/frame]/0.01 [s/frame] =  187.5 Hz/s. Meanwhile, in the uplink 
direction [47], the modulated carrier frequency from the mobile terminal shall be accu­
rate to within 0.1 ppm observed over a period of one timeslot compared to the carrier 
frequency received from the base station. For typical local oscillator of 2.5MHz this (0.1 
ppm/slot) corresponds to 2.5Hz/slot =  0.25 [Hz/slot]*15[slots/frame]/0.01 [s/frame] =  
375.0 Hz/s. Table 4.1 lists the frequency error minimum requirements observed over a 
period of one timeslot. The general radio parameters considered in this study are listed 
in Table 4.2.
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Table 4.2: General Radio Parameters
Multiple access method DS-CDMA
Duplexing method Frequency division duplex (FDD)
Chip rate 3.84 Mcps
Frame length 10 ms
Number of slots per frame 15
Allocated bandwith 5 MHz
Carrier frequency 2000 MHz
4.3 Airplane dynam ics
The motion of an airplane is normally defined with respect to three orthogonal axes 
known as body axes (illustrated in Figure 4.1) that are fixed in the airplane and move 
with it. The origin of the axes, O, is normally located at the centre of gravity of 
the airplane. The velocity components of the airplane along roll axis (OX), pitch axis 
(GY), and yaw axis (OZ) are the forward velocity (u), the sideslip velocity (y), and the 
vertical velocity (w) respectively. The corresponding angular rates of rotation of the 
airplane are the roll rate (p), the pitch rate (q), and the yaw rate (r).
There are mainly four forces: lift, weight, thrust and air drag as shown in Figure 4.2. 
Lift is the force lifting the aircraft up mainly caused by different air pressures between 
upper and lower side of the wing. The Lift is always pointing normal upwards to 
the wing and depends on several parameters such as the wing profile, the air velocity, 
and air condition. Typically the reference line of the wing (called chord line) is in 
parallel with the X-body-axis of the airplane. Weight is always pointing towards the 
earth. Thrust is the force that drives the airplane in the longitudinal direction. It can 
be produced by thruster such as turbo-propeller and turbo-jet. The thrust direction 
is usually in parallel with the X-body-axis of the airplane. In practice however, the 
thrust can be in a certain pitch angle relative to the X-body-axis of the airplane to 
fulfill the flight objective such as assisting to have more lift. The opposing force of the
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Figure 4.1: Illustration of body axes
thrust (not necessarily at the opposite direction of the thrust) is air drag that reacts 
whenever the airplane moves through the Air and depends on the aerodynamic shape 
of the airplane, velocity, and air condition. The direction of the drag force is the same 
as the direction of air stream. In a ’normal’ horizontal straight flight-path without any 
disturbance, these forces remain in equilibrium; thus there is no acceleration (i.e. p, q, 
and r are all zero).
If the wind velocity is not constant during the flight due to external disturbance such as 
atmospheric turbulence, then the airplane is dynamically accelerated (pitch, roll, and 
yaw) at certain level depending on the magnitude of the disturbance. Here, the un­
steady nature of the atmosphere, which affects the airplane motions and its flight-path 
with respect to the ground, is described. Atmospheric disturbance may be classified 
into two main categories: wind shear and turbulence.
Wind shear is defined as the variation of the mean wind along the flight-path. Atmo­
spheric turbulence can be represented as stochastic process, which refers to fast wind 
velocity variation with respect to its mean. Hence, the turbulence can be modelled 
using the theory of stochastic processes. A number of studies have reported analytical
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Figure 4.2: Illustration of lift, weight, thrust, and drag forces
power spectral density functions for the turbulence velocities based on the measured 
data. In this study, the Dryden spectral density function (the simplified form of the 
Von Karman spectral density function) is considered [48]. Since only high altitude is 
considered in this study, the cross-spectral density functions can be neglected. For 
medium to high altitudes, the turbulence scale lengths and intensities are based on 
the assumption that the turbulence is isotropic. In the military references [4], the 
scale lengths for altitude higher than 2000 ft are considered constant (1750 ft). Figure
4.3 presents the intensity of the turbulence wind at different weather conditions as a 
function of altitude.
4.4 Airplane m odel
In order to characterise the Doppler of Airplane-based UMTS due to the airplane 
motion, first of all, the airplane characteristics need to be defined. In this study, the 
De Havilland DHC-2 Beaver airplane is considered. Beaver airplane is a propeller-based 
airplane and is an extremely versatile aircraft and has been used in a wide variety of 
roles, both civil and military. Figure 4.4 shows an example of Beaver DHC-2 airplane. 
The airplane can be converted for use on floats, amphibious gear, skis and wheel/skis. 
And now, in this work, it can be used to carry UMTS base stations.
The trace-data of the airplane dynamics for this study is generated using a SIMULINK-
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Figure 4.3: Medium to high altitude turbulence intensity (probability of exceedence) [4]
Figure 4.4: A Beaver DHC-2 airplane
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Table 4.3: General aircraft data of the DHC-2 Beaver
Manufacturer
Serial no.
Type of aircraft
Wing span 
Wing area
Mean aerodynamic chord 
Wing sweep 
Wing dihedral 
Wing profile 
Fuselage length 
Maximum take off weight 
Empty weight 
Payload weight 
Engine
Propeller
Total contents of fuel tanks 
Flight duration 
Maximum speed 
Maximum altitude i.e. ceiling
De Havilland Aircraft of Canada
Ltd.
1244
Single engine, high-wing, all-
metal 
14.63 m 
23.23 m2 
1.5875 m 
0^
O'"
NACA 64 A 416 
9.22 m 
2315 kg 
1520 kg
7 passengers «  630 kg
P ra tt and Whitney Wasp Jr. R-
985
Two-bladed Hamilton standard 
521 1
«  120 - 200 minutes 
71.4 m /s 
5486 m
based model developed and validated by M.O. Rauw [31]. Due to its modular structure, 
this model can easily adapted for other airplanes. Airplane trim  module has been in­
cluded to obtain initial conditions (steady state) required by the flight mission. The 
software package also contains blocks to simulate the influence of atmospheric dis­
turbances upon the motions of the airplane as well as the airplane control systems. 
Moreover, autopilot functionalities have also be included in the package so that various 
flight missions can be simulated easily. The detail characteristics of the airplane is 
summarised in [31] and the details of the airplane data can be found in [53] [54]. Table
4.3 lists the airplane characteristics.
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Figure 4.5: Ground-based scenario
4.5 Doppler characteristics of ground-based UM TS
Since ground-based systems are the main infrastructure of UMTS, the Doppler char­
acteristics of the ground-based UMTS is considered as a reference benchmark for this 
study.
A scenario shown in Figure 4.5 is considered. The system consists of a base station 
and a mobile terminal moving straight line on a street following the X axis. The base 
station is hb meters height and placed at a certain distance (d) from the street (i.e. 
mobile terminal path). The mobile terminal is moving from the edge of the cell (-10 
km away from O) to the other edge of the cell (10 km away from O) at a constant 
velocity (vm) as shown in the Figure. Using the same path, the second motion scenario 
is that the mobile terminal begins decelerating from a certain speed until zero speed 
within a certain local distance from O. The maximum deceleration rates are 3.0m/s^ as 
it was reported in [49]. In [50], the maximum acceleration/decelaration rates of typical 
passenger vehicle is about 4 m j ^  and 4.5m/s^ respectively. In [51], it is necessary to 
have a gap (A^) of at least 2 seconds between two vehicles. Hence, the worst case 
deceleration due to sudden breaking can be up to,
Vra =  —-T— =  0.5ur (4.1)
Due to the dynamic of the velocity of both mobile terminal and the airplane, the 
Doppler shift is considered as dynamic phenomenon. Therefore, the Doppler shift can
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be expressed as a function of the velocity (4.2).
(4.2)
where, ^{t) = cos(o:(t)) and «(t) is the incident angle of the signal from the mobile 
terminal to the base station (Figure 4.5.
The Doppler rate is simply the derivative form of (4.2) and can be expressed as:
M t )  = +  (4.3)
where, f{ t)  — . In this case, Vjn{t) is considered as an acceleration or deceleration
of the mobile terminal.
From the geometry, shown in Figure 4.5, the normalised Doppler can be expressed as:
m  =  , (4.4)
+<P + hi
For constant velocity of the mobile terminal, Vm{t) =  Vm, maximum Doppler shift 
occurs when is maximum. Prom (4.4), this refers to xt —> oo, which means the 
terminal is at the edge of the cell coverage and it can be expressed as:
max((^(t)) =  lim —.... =+  +
=  1 (4.5)
Hence, the maximum Doppler shift is:
fmax — (4.6)
For constant speed, the Doppler rate expression in 4.3 can be rewritten as:
/,(*) =  (4.7)
The maximum Doppler rate occurs when \i{t)\ is maximum and this refers to xt —> 0,
which means the maximum Doppler rate occurs when the mobile terminal is at the
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nearest position to the base station (i.e. at O in Figure 4.5).
1max(^(t)) =  Xt limxt^O
(ref + d? 4-
Hence, the maximum Doppler rate can be expressed as:
(4.8)
V?
f m a x  —  I ^  ' (4.9)
respectively.
Based on the road traffic statistics report from the Department for Transport (DFT), 
UK [51], average speed of passenger cars at 70 mph speed limit is 71 mph (% 114 km/h)
with the maximum of about 90 mph (py 145 km /h). The average speed of any other
types of vehicles is less than the passenger cars. For the train, a maximum speed of 
350 km /h is expected to the next generation of trains connecting cities in UK [52].
A simple dynamic motion of the car can be expressed as:
i)t = - a - t
Vt — "^ m a ‘ t
Xt — V m -t~ Q .5a -t^  4-x  (4.10)
where, Vt and xt are the instantaneous velocity and position of the mobile terminal, 
Vm and X are defined as the speed and the position of the mobile terminal before 
acceleration, and a is noted as the acceleration.
Considering the practical aspects, a and Vm, and substituting (4.10) into (4,2) and 
(4.3), the Doppler characteristics for d — 100m are shown in Figure 4.6 and Figure 4,7.
Let us assume that the UMTS is designed to cope with maximum mobile speed of 
300 km /h. In this case, the maximum Doppler the system can compensate during 
initiation is of 555 Hz while the maximum Doppler rate the system can handle is about
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Figure 4.6: Doppler shifts [in Hz] of the ground-based UMTS for d = 100m
0.1 ppm per timeslot, which means after the implementation of any frequency tracking 
mechanisms, the system could suppress the frequency error caused by the Doppler 
from 0.1 ppm per timeslot down to less than  0.05 ppm per timeslot as specified by the 
standard for the base station Table 4.1.
4.6 Doppler characteristics o f airplane-based UM TS
In the previous section, we have already derived and specified the benchmark Doppler 
characteristics. In this section, the Doppler characteristics of an airplane-based UMTS 
is studied. First of all, a system scenario shown in Figure 4.8 is considered. Compare 
with ground-based systems, in Airplane UMTS both, the mobile terminal and the base 
station are moving and affecting the overall Doppler characteristics. The focus of the 
study is on the maximum values of the Doppler and Doppler rate of the system. Thus, 
we can divide the Doppler characterisation process into two pats: the Doppler dynamic 
caused by mobile motion and the Doppler caused by base station motion (i.e. airplane 
motion). The overall Doppler can be defined as the sum of both Doppler mobile and 
airplane components.
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Figure 4.7: Doppler rates [in ppm/slot] of the ground-based UMTS for d =  100m
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Figure 4.8: Scenario for the Airplane-based UMTS
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Figure 4.9: Doppler shifts [in Hz] due to mobile motion for hb = bkm  
4 .6 .1  D o p p le r  d u e  to  m o b ile  m o tio n
The airplane can be seen as a very tall ground-based base station; thus we can use the 
same expression as the one used for normal ground-based scenario presented in Section
4.3 by setting the base station height as the airplane altitude, ha- The characterisation 
results in terms of Doppler shifts and Doppler rates are shown in Figure 4.9 and Figure 
4.10 respectively.
4 .6 .2  D o p p le r  d u e  to  a irp la n e  m o tio n
A flight mission with a coordinated turn is considered. The turn  radius is of 5km 
with nominal speed of 45 m /s at altitude of 5000 m. We consider two different au­
topilot modes: (a) altitude hold and (b) pitch hold. We also consider three different 
atmospheric conditions: (a) clear sky (i.e. no turbulence), (b) light turbulence with 
probability of exceedence, Pe — 10“ ,^ and (c) light turbulence with probability of ex­
ceedence, pe =  10“ .^ The results can be seen in Table 4.4 and Table 4.5.
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Figure 4.10: Doppler rates [in ppm/slot] due to mobile motion for hf, = 5km
Table 4.4: Doppler shifts due to the airplane dynamics
Scenario ^ceii ~  0km ^cell -= 5km
No turbulence 267 Hz 276 Hz
Light turbulence, Pe = 10--1 AH 268 Hz 279 Hz
Light turbulence, pe = 10--1 PH 269 Hz 279 Hz
Light tmbulence, pe —10--2 AH 275 Hz 288 Hz
Light turbulence, pe = 10--2 PH 279 Hz 293 Hz
4.7. Comparisons 57
Table 4.5: Doppler rates due to the airplane dynamics
Scenario ^ceii — 0km ^ceii — 5 km
No turbulence
Light turbulence, pe =  10“ ,^ AH 
Light turbulence, pe — 10“ ^, PH 
Light turbulence, pg =  10“ ^, AH 
Light turbulence, pg =  10~^, PH
0.00072 ppm* 
0.00084 ppm* 
0.00088 ppm* 
0.00140 ppm* 
0.00240 ppm*
0.00073 ppm* 
0.00085 ppm* 
0.00086 ppm* 
0.00130 ppm* 
0.00220 ppm*
Observed within a period of one timeslot
4.7 Comparisons
Now, we already have the Doppler characteristics of both benchmark and the airplane- 
based system. Figure 4.11 presents the maximum Doppler shift comparison between the 
benchmark and the airplane-based UMTS. It can be seen that the overall maximum 
Doppler shifts of A-UMTS is quite significantly higher than the benchmark system. 
The main contributor is of the Doppler due to the mobility of the airplane. However, 
the Doppler shift of the A-UMTS exceeds 555 Hz limit only when the user is in the 
high speed train. Nevertheless, if the benchmark performance is an absolute limit, then 
additional solutions to make the Doppler shift performance of A-UMTS meets with the 
required performance are needed. Before going too far in dealing with the solution, it 
is worth to look closely the Doppler shift characteristic of the A-UMTS for the user in 
a high speed train and implementing more realistic evaluation.
Let’s consider a scenario shown in Figure 4.12 where we have a straight line train track 
passing the cell coverage at various distance, d, from O. A constant speed of the train 
Vm — 500km/h  is considered. In this case, we consider Doppler shift simultaneously. 
Hence, the overall Doppler shift can be expressed as:
The results can be seen in Figure 4.13. It can be seen that the previous method (i.e. 
by defining the maximum of the overall Doppler shifts as the sum of the maximum
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Figure 4.11: Comparison of maximum Doppler shifts between the Benchmark UMTS 
and the Airplane-based UMTS
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Figure 4.12: Airplane-based UMTS for the high speed train scenario
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Figure 4.13; Maximum Doppler shifts of the Airplane-based UMTS for the high speed 
train scenario
of each Doppler shift component) agrees with the realistic method. By incorporating 
both mobile and airplane Doppler components into the model, the results suggest that 
even for the high speed train users, A-UMTS maximum doppler is of about 720 Hz in 
light turbulence condition, which is still more than the benchmark system (555 Hz).
The comparison of the Doppler rates of A-UMTS with the benchmark system is shown 
in Figure 4.14. The results suggest that A-UMTS Doppler rates are well within the 
specified values of the benchmark system. It can also be seen that the overall maximum 
Doppler rates of the constant user speed scenarios are much less than that of the 
dynamic user speed scenario. Hence, it can be said that the main contributor to the 
Doppler rates is the mobility of the users, not the airplane dynamics. Thus, in terms of 
Doppler rate, the Airplane-based UMTS should be able to comply with the requirement 
specified by the standard.
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Figure 4.14: Comparison of maximum Doppler rates between the Benchmark UMTS 
and the Airplane-based UMTS
4.8 Summary
Doppler characteristics of an Airplane-based UMTS has been presented. The character­
isation is based on a Beaver airplane model. The results suggest that A-UMTS should 
to be able to comply with the current standard. However, A-UMTS generally has 
higher Doppler shifts due to the additional mobility of the airplane and consequently, 
the acquisition process at the initial stage may take longer time.
C hapter 5
Coverage C haracteristics
5.1 Introduction
The most challenging problem faced by the Airplane-based UMTS is the airplane dy­
namics. Unlike any other infrastructure, the airplane dynamics may affect the coverage 
characteristics of the system. The study of the coverage characteristics of an Airplane- 
based UMTS is presented in this chapter by means of theoretical and simulation models 
of the airplane. The theoretical model of the airplane is used to quickly characterise 
the coverage characteristics in ideal condition while the simulation model of the air­
plane is used to observe the impact in the practical conditions including the effects of 
atmospheric turbulence to the system coverage.
First of all, the system model considered in this study is described in Section 5.2. 
Mathematical representation of the theoretical model of the ideal airplane is presented 
in Section 5.3. Section 5.4 and Section 5.5 present and analyse the characterisation 
results of single beam scenario and multiple beams scenario respectively, followed by 
summary.
5.2 System  m odel
Similar to the satellite communication systems, an airplane-based mobile radio com­
munication system as illustrated in Figure 5.1 consists of two segments: sky segment
61
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Cell coverage 
boundary
Figure 5.1: Scenario for the Airplane-based UMTS
and ground segment. The sky segment contains the platform (i.e. the airplane) and the 
communication payload. The communication payload itself is composed of antenna and 
transponder subsystems. The payload can also include base stations. Since our focus is 
on the investigation of the challenging characteristics of Airplane-based UMTS, a fixed 
mounted antenna subsystem is considered. Moreover, with this scenario, it is expected 
that we can study directly the coverage characteristics due to airplane dynamics due 
to the airplane dynamics. Similar to the Doppler characterisation, the Beaver airplane 
model [31] is considered in this study. The detail of the Beaver airplane model can 
be found in Chapter 4. Flight plan with a coordinated turn is considered. The turn 
radius is of 5km with nominal speed of 45 m /s at altitude of 5000 m. We consider 
two different autopilot modes: (a) altitude hold and (b) pitch hold. We also consider 
two different atmospheric conditions: (a) no turbulence and (c) light turbulence with 
probability of exceedence of 10“  ^ (i.e. Og = 1.5m/s). We use this realistic airplane 
model for the analysis of the effects of atmospheric turbulence on the system coverage.
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5.3 Theoretical representation of the the airplane m otion  
and th e coverage
In this section, the theoretical representation of the airplane motion and the coverage 
is presented.
As described previously in Chapter 4, the attitude of the airplane is determined by three 
orthogonal movements: roll, pitch, and yaw. These are the main factors that directly 
affect the antenna pointing and the coverage consequently. Thus, we need to derive the 
mathematical expressions of these motions. In order to do this, frame structures have to 
be defined clearly. Considering the scenario shown in Figure 5.1, it can be identified that 
we have at least three objects (the airplane, the antenna subsystem, and the individual 
antenna within the antenna subsystem) within the Earth coordinate system. As long 
as we consider flat-earth model, four frames: Earth frame ( F e ) ,  Airplane body frame 
(Fb), the Antenna subsystem frame ( F a ) ,  and the individual antenna frame (Fi). This 
frames structure will help us in easily understand the complex motion of the airplane in 
relation to the coverage projections on the ground (earth). The transformation matrix 
from the normal Earth frame Fe  to the airplane body frame Fb is given as:
=  f i i ’E, Oe , 4>e ) (5.1)
where ipE, Oe , and (/)e  are defined as azimuth angle, inchnation angle, and bank angle 
with respect to the normal Earth  frame Fe  respectively, and,
fii^E,OE,(f>E)  =  f('4’q,dq,<j)q)\q=.E
— ^ X F(i, \^q=E (5.2)
where,
^ c o s —sini/jq 0  ^
%f,g — sin'ipq cos^g 0
\  0 0 1 /
(5.3)
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COS^ g 0 sini
0 1 0
— sin dq 0 cos
(5.4)
0 \
(5.5)
1 0
0 COS <^q — s in  (f)q 
0 sin (f)q cos^g
The  azimuth angle, the rotation about axis ze is continuously changing as the airplane 
is moving in circle. The inclination angle is the rotation about axis yE and the bank 
angle is defined as the rotation about axis x e - Both the inclination angle and the bank 
angle are considered fixed and are set a t the initial state depending on the target flight 
conditions: turning radius, flight speed, and flight altitude. The bank angle is given by 
the following formulae:
(f) =  arctan ( — ) (5.6)\ 9 Fturn /
where Va is the speed of the airplane, g is the Earth gravity acceleration, and Rtum is 
the turning radius. It can be seen that the bank angle does not necessary depend on 
the ah'plane mass/shape/etc.
Now, we need to define the transformation from the airplane body frame to the 
antenna frame F  a - By analogy with TEb, the transformation m atrix from the airplane 
frame to the antenna frame can be given as:
% A  = (5.7)
where ■06, 6b, and 06 are defined as azimuth angle, inclination angle, and bank angle 
with respect to the airplane body frame Fb respectively. Finally, we need to define the 
transformation from the antenna subsystem frame Fa  to the individual antenna frame 
Fi. Using the same method as the previous transformation, the transformation matrix 
from the antenna subsystem frame to the individual antenna frame can be given as:
Taî — / (0Aj ^a) (5.8)
5.3. Theoretical representation o f the the airplane motion and the coverage 65
where ipA, and 4>a are defined as azimuth angle, inclination angle, and bank angle
with respect to the airplane body frame Fb respectively. And the overall transformation
from the normal Earth frame Fe  to the antenna frame Fa can be obtain by:
Te % = Tsh X %A X Tai (5.9)
and
%E =  î f j  (5.10)
Once we have defined the transformation m atrix above, now we can start characterising 
the coverage characteristics due to airplane dynamics. Firstly, let us define the position 
of the users on the Earth X e  and the location of the airplane as:
X E = ^ { x E ,ÿ E M ^  (5.11)
and
ÂE = {x^ ,y E ,H } '^  (5.12)
where,
X ^  — R tu rn  COS(flg^)
Ve  ~  R tu rn  ^hil{fÏEl')
Üe  — the airplane angular velocity 
relative to the Earth
and the users position relative to the airplane position can be defined as:
P e  = X e  — A e  (5.13)
and the users position seen from the individual antenna frame Fi can be obtained as:
Pi — %E X P e  (5.14)
ri =  \pi\
= arctan ^
Oi f '= arccos ( -
=  9 - cos -ipi
ÔÏ = 9 sin '0^
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then, spherical parameters of the user position seen from the Fi are given by:
(5.15)
then, we can use the information in (5.15) to obtain the link gains of the corresponding 
users seen from the individual antenna. These link gains include the antenna gains as 
well as the median path losses.
— (5.16)
In UMTS, the coverage is determined by the power allocation of the common pilot 
channel (CPICH) [45]. Typically 10% of the base station power is allocated for the 
pilot. CPICH is an unmodulated code channel, which is scrambled with the cell-specific 
primary scrambling code. One of the important functions of the pilot channel is the 
measurement for cell selection/reselection. In other words, the pilot channel determines 
which user belongs to which cell. By adjusting the pilot power, the cell load can be 
balanced between different cells. Thus, the coverage, in this study, can be defined as,
otherwise
5.4 Single beam  coverage characteristics
In this section, we present and analyse the coverage characteristics due to airplane 
dynamics of the airplane-based radio communication system. Firstly, we need to define 
the flight path of the airplane. Coordinated turning trim  is considered. The plan is to 
have the airplane turning at 5 km radius and 8 km (R tu rn )-  Please note, that in this 
stage, we only consider an ideal airplane model which does not have any limitation in 
terms of altitude. Additionally, any disturbances is neglected. In here, we consider two
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altitude scenarios: the airplane to fly at 5 km altitude as well as 7 km altitude (H) at 
speed of 45 m /s (u&). Since we pay our attention more for the effect of the airplane 
dynamics, the motion of the user in this study is not considered.
Although there is a possible way of developing a mathematical expression of the cov­
erage characteristics due to airplane dynamics of this scenario, but it is believed that 
it will not give significant benefits since the shape of the beams are design-driven and 
highly customisable. Therefore, in this paper we want to demonstrate the common 
characteristics of the coverage and we propose the use of simulation approach for the 
theoretical airplane motion model. This is done by generating a large enough number 
of users with their corresponding positions, Pe - We keep the users static and the air­
plane is continuously flying around while the antenna subsystem is fixedly mounted on 
the airplane with a certain rotation angles relative to the airplane and the individual 
antenna are also fixedly mounted within the antenna subsystem frame also with certain 
rotation angles. Please note that for a single beam scenario, the antenna subsystem and 
the individual antenna frames are both the same. Elliptical antennas (beamwidth of 
30x35 degrees and 60x70 degrees) for the individual antenna are considered. The 100% 
coverage area of single beam system for various scenarios is shown in Figure 5.2. The 
instantaneous coverage of the single beam system is shown in Figure 5.3. For 30°a:35° 
beam antenna, the maximum coverage area is just less than Akrri^ with optimum tilt­
ing angle of about 45° in y-body-axis of the airplane. By using wider beamwidth (i.e. 
antenna with less gain that consequently requires more transmit power to maintain the 
link budget), certainly we can get higher coverage area but the optimum tilting angle is 
shifted from 45° to lower value, about 36.5°. Similarly, by operating the airplane-based 
mobile radio communication system at higher altitude (i.e. that consequently requires 
higher transmit power to compensate the larger free space loss), we can also get higher 
coverage area with tilting angle of about 35°. We can also set the flight path at higher 
turning radius (i.e. requires higher transmit power to compensate the larger overall free 
space loss) to get higher coverage area but with tilting angle shifted to higher values, 
about 57°. And still in Figure 5.2, any attitude error (in this case, pitch error) degrades 
the coverage area.
We also want to know the availability per cycle. The availability is defined here as the
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Figure 5.2: 100% coverage area of single beam system for various deployment scenarios
-  -
Beam w idth  30x35 deg^  
-  ■ B eam w idth  60x70 deg^  
"  "  B eam w idth  90x105 d en*
1 1 I I
................-
7
.
V ■ : ' n ; 
\  X
: ' 1 \1 %
J  s
i \ 1
9
■ ■ ■ ■ ; ■  ;
£ 0
-10 -8  -6 -4  -2  0 2 4
X [km]
Figure 5.3: Instantaneous coverage of single beam system flying at altitude of 5 km 
and turning radius of 5 km for various size of beams and tilting angle of 45 degrees
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Figure 5.4: Availability characteristics of 30® x 35® single beam system with respect to 
various tilting angles and user distances
ratio between the duration of the system is within the coverage and the total duration. 
100% availability means that the area is covered (i.e. within the target coverage region) 
all the time. Figure 5.4 shows the availability for 30x35 degrees single beam system. 
It can be seen that the optimum tilting angle for the largest coverage radius of 100% 
availability is about 45®, similar value with the previous analysis. By setting to any 
other tilting angles we get less coverage radius of 100% availability but may provide 
larger coverage area of less availability.
When the system is operated at higher altitude or different turning radius, as shown 
in Figure 5.5 and 5.6 the coverage characteristics are completely different; thus the 
optimum tilting angles are also different. Then, here is the availability characteristics 
for altitude of 7 km.
Another thing that we want to see is the relation between the coverage and the antenna 
selection. As shown in Figure 5.7, the selection of the antenna types certainly affects 
the coverage characteristics and a method to find an optimum selection of antenna 
needs to be considered along with link budget consideration.
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Figure 5.5: Availability characteristics of 30® x 35® single beam system with respect to 
various tilting angles and user distances for the altitude of 7km
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Figure 5.6: Availability characteristics 30® x 35® single beam system with respect to 
various tilting angles and user distances for the turning radius of 8km
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Figure 5.7: Availability characteristics of the single beam system with respect to the 
beamwidth variation and coverage radius at 45® tilting angle
Considering 45® tilting angle for the single beam system, Figure 5.8 presents the impact 
of atmospheric conditions to the coverage. In this case, we have already incorporated 
the realistic simulation model of a beaver airplane described earlier. It seems that the 
coverage of the single beam system does not change a lot for both narrow and wide 
beam antenna systems.
5.5 Four beam s coverage characteristics
In this section, we present and analyse the coverage characteristics of the airplane-based 
radio communication system. By considering the multiple beams layout shown in Figure 
5.9 and using the same method as the single beam scenario, the 100% coverage area of 
single beam system for various scenarios is shown in Figure 5.10. The instantaneous 
coverage of the single beam system is shown in Figure 5.11. The optimum tilting angle 
is not clearly visible. Nevertheless, it shares similar properties with the single beam 
system where in order to get wider coverage area, the system can be set to operate at 
higher altitude, larger turning radius, or with wider beamwidth antenna.
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Figure 5.8: Availability characteristics of single beam system at 45® tilting angle for 
various atmospheric conditions: no turbulence (dotted line), light turbulence with alti­
tude hold autopilot mode (dashed line), and light turbulence with pitch hold autopilot 
mode (solid line)
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Figure 5.9: Four elliptical antenna 30® x 35® beams layout
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Figure 5.10: 100% availability coverage area of four beams system for various deploy­
ment scenarios
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Figure 5.11: Instantaneous coverage of single beam system flying at altitude of 5 km 
and turning radius of 5 km for various size of beams and tilting angle of 45 degrees
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Figure 5.12: Availability characteristics of 30^ x 35° four beams system with respect to 
various tilting angles and user distances
Figure 5.12 shows the availability of the four-beams system with respect to various 
tilting angles and coverage radius. For the target of 100% availability, tilting angles 
ranging between 35° and 55° are feasible in providing more or less the same coverage 
radius. The differences are on the partial availability beyond the boundary of the 100% 
availability.
Since the coverage is literally rotating following the circular motion of the airplane, 
for multiple beams system, handover characteristics in terms of its duration and its 
rate need to be analysed. In this study, the handover is strictly defined as the state 
where the user enters the handover region, the region where more than one beams are 
available. The analysis does not consider any handover algorithms. Figure 5.13 shows 
the number of handover events per cycle (about 700 seconds at 45 m /s airspeed and 5 
km turning radius). The average handover duration is presented in Figure 5.14. From 
both figures, it can be seen that a certain level of handover rate and duration can be 
set by selecting the corresponding tilting angle. Considering tilting angle of 35° for 
the four-beams system, the availability characteristics for the realistic beaver airplane 
model is shown in Figure 5.15. For both narrow-beams and wide-beams systems, the
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Figure 5.13; Number of handovers of four beams system with respect to various tilting 
angles and user distances
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Figure 5.14: Average handover duration of four beams system with respect to various 
tilting angles and user distances
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impact of atmospheric conditions is not significant.
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Figure 5.15: Availability characteristics of four beams system at 35® tilting angle for 
various atmospheric conditions: no turbulence (dotted line), light turbulence with alti­
tude hold autopilot mode (dashed line), and light turbulence with pitch hold autopilot 
mode (solid line)
The atmospheric conditions have insignificant impacts on the availability characteristics 
of multiple-beams system. In terms of handover performance, however, the turbulence 
affects the handover rate significantly to both narrow and wide beams systems. It is 
shown in Figure 5.16 - Figure 5.19. There are cases where the handover rate is high 
while its duration is relatively short. This is a sign of potential ping-pong effects caused 
by the airplane dynamics.
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Figure 5.16: Handover rate of four narrow (30° x 35°) beams system at 35° tilting 
angle for various atmospheric conditions: no turbulence (dotted line), light turbulence 
with altitude hold autopilot mode (dashed line), and light turbulence with pitch hold 
autopilot mode (solid line)
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Figure 5.17: Handover rate of four wide (60° x 70°) beams system at 35° tilting an­
gle for various atmospheric conditions: no turbulence (dotted line), light turbulence 
with altitude hold autopilot mode (dashed line), and light turbulence with pitch hold 
autopilot mode (solid line)
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Figure 5.18: Average handover duration of four narrow (30° x 35°) beams system at 
35° tilting angle for various atmospheric conditions: no turbulence (dotted line), light 
turbulence with altitude hold autopilot mode (dashed line), and light turbulence with 
pitch hold autopilot mode (solid line)
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Figure 5.19: Average handover duration of four wide (60° x 70°) beams system at 
35° tilting angle for various atmospheric conditions: no turbulence (dotted line), light 
turbulence with altitude hold autopilot mode (dashed line), and light turbulence with 
pitch hold autopilot mode (solid line)
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5.6 Sum mary
In this chapter, a  study on the coverage dynamic characteristics of an Airplane-based 
mobile telecommunication system has been presented. The characterisation is based on 
a Beaver airplane model. The main factors such as altitude, turning radius, and tilting 
angle affecting the coverage characteristics aie identified. Furthermore, the impact of 
the atmospheric turbulence in terms of availability and handover characteristics is also 
discussed. It is clear that to get an optimum solution for a certain operational target of 
an Airplane-based mobile radio communication system, many factors need to be talcen 
into account. These factors could be grouped into three main aspects: the antenna 
design (that deals with design of the antenna subsystem and its optimum pointing), 
the flight mission design (that deals with all the parameters during the flight including 
the consideration of the target reliability of the system with respect to the atmospheric 
conditions), and the mobile radio communication system design (that deals with the 
communication system related target performances such as linl( budget and handover).
C hapter 6
Interference and Group-based  
Slow Power Control Technique
As CDMA-based system, the total interference in an airplane-based UMTS directly 
affects the system capacity. In the first part of this chapter, the interference charac­
teristics of airplane-based UMTS both for uplink and downlink is presented. Based 
on the identified interference characteristics of airplane-based UMTS, the concept of 
group-based control mechanism for the radio resource management of an airplane-based 
UMTS is introduced in the second part of the chapter.
6.1 Interference Characteristics of Airplane-based UM TS
Study of interference characteristics and capacity analysis for HAP UMTS is already 
reported in [6]. It is reported that the interference characteristics are very much de­
pendent on the performance of the onboard multi-beams antenna. The same is also 
mentioned in ITU-R recommendation [5]. Similarly, the interference characteristics of 
Airplane-based UMTS should also depend on the onboard antenna.
The previous study [6], however, assumes that the antenna has perfect beam shaping 
capability so that the spot beams identically projected on the ground in perfect circular 
shapes and considers only for perfectly geostationary platform that is always exactly 
above the centre cell.
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Figure 6.1: 2D view of the cells deployment in spherical coordinate
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Figure 6.2: Ground projection of the cells
For Airplane-based UMTS in this study, a simple multi-beam antenna without any 
beam shaping capability is considered. This consideration is to keep consistently our 
technological approach is easily implementable. The consequence is that the antenna 
pattern has similar pattern to that of tower-based cellular system not on the ground 
but on the spherical coordinate in radians as it is illustrated in Figure 6.1. Then, the 
projection of the cells on the ground is shown in Figure 6.2 and is no longer identical 
circular shapes. Also, the assumption that the platform is always above the centre cell 
is no longer valid because the airplane is not static but moving in a certain flight path 
such as continuous turning at radius of R. Hence, the airplane is always at distance R  
from the centre of the coverage. If we keep the centre beam still at the centre of the 
coverage, the actual projection of the spot beams on the ground is different for different 
R.
Figure 6.3 illustrates the effects of the airplane distance from the centre of the coverage 
that is compensated by tilting back the multi-beams antenna to keep the centre beam
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Figure 6.3: Effects of airplane distance from the centre of the coverage where (solid) 0 
km and (dotted) 5 km
still at the centre of the coverage. In this Figure, the airplane altitude is of 10 km 
and the antenna gain is of 36.7 dBi. Since the airplane is at a certain distance from 
the centre of the coverage, the airplane is further away than a stationary platform 
with the same altitude at the centre of the coverage. Therefore, using the same set of 
multi-beams antenna, it can be observed that the cells projection of the airplane-based 
UMTS with 5 km distance is larger than that of 0 km. All of these potentially affect 
the interference characteristics and are studied in this section by means of simulation.
6.1.1 System  m odel
In this analysis we consider a system that consists of an airplane carrying a WCDMA 
communication payload and a multi-beams antenna is positioned at an altitude of 10 
km above the service area. To simplify the analysis, we consider hat-earth model. 
The antenna is considered to comply with the radiation pattern specified in the ITU
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Figure 6.4: The cell plan 
recommendation [5]. The cell layout as shown in Figure 6.4
Before jumping into the interference characterisation, it is worth to briefly describe 
the coverage and the interference determination procedure. In mobile communications 
systems, interference determination is done in two main processes. First of all, the user 
terminal needs to listen to pilot channels from a number of base stations. Based on 
the measurement of the pilot channels, the user then selects the cell with the strongest 
signal. This procedure is normally called cell selection/reselection [45]. Once the users 
are all already assigned to their corresponding cells, the next process, interference 
determination is done by incorporating the power control and the projection of the 
antenna pattern on the ground.
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Figure 6.5; Airplane-based UMTS uplink interference scenario 
6 .1 .2  U p lin k  in te r fe re n c e  c h a ra c te r is t ic s
The interference level in the uplink direction consists of the superposition of signals 
from mobiles at the ba.se station receiver. The source of interference in airplane-based 
UMTS uplink (as received at a particular base station) are:
• Same-cell interference: the power received from other mobiles located in the cell 
served by the base station.
• Other-cell interference: the power received from other mobiles located in the 
other-cells served by other base stations.
Figure 6.5 illustrates the uplink interference scenario. In the Figure, cell is consid­
ered as the reference cell served by the reference base station bi and cell served by
base station bj is considered as one of the interfering cells. The interfering mobile user 
served in cell is located at vjj and 9jj. 'ipij is defined as the off-axis angle of the 
interfering mobile user served in cell seen from the boresight of the beam/base 
station.
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Since the propagation condition of each mobile is not the same, the mobile located far 
from the base station is expected to  experience higher propagation loss than the one 
that is close to the base station. If all mobiles transmit at the same power, then the 
system will be dominated by the mobile that is close to the base station causing the 
near-far effect. In order to solve this problem, the transmit power of each mobile is 
controlled in away so that all users are fairly served. One of the basic power control 
mechanism is equal-power method that controls all mobile’s transmit power such away 
so that the receive powers from all mobiles (belongs to the base station) are equal. This 
is valid if the same radio bearer (i.e. modulation and coding schemes) of all mobile 
terminals is assumed.
By defining the equal receive power at all the base stations onboard the platform and 
then deriving the own and the other interference level, we can obtain the other-cell to 
own-cell interference factor / .  Using the same method as in [6], the other to own cell 
interference factor can be generalised for any particular beam i and can be expressed 
as
^
where is defined as the gain of the ith beam.
Simulation results for three different antenna gains (32.3 dBi, 36.7 dBi, and 45.7 dBi, 
which are also used in [6]) can be seen in Figure 6.7, Figure 6.8, Figure 6.9 respectively. 
It can be seen that the interference factors are ranging between 0.2 and 0.5 for the centre 
beam, the first, and the second tiers, which are mostly higher than that of HAP UMTS 
with perfect beam shaping capability reported in [6] (that is less than 0.16). If we look 
closely at the expression of the model used in [6], we observe that the mobile users are 
generated within the same cell radius (Rceii) on the ground. Consequently, the users in 
the other cells, which are away from the centre of the coverage experience higher gains 
relative to the ones that are close to the centre; hence the other-interference factor of 
the centre cell (i.e. reference cell) is low. This situation is illustrated in Figure 6.6.
Still from Figure 6.7, Figure 6.8, Figure 6.9, it can be observed that for different turning 
radius Rtum, the interference factor changes. For some base stations the increase of
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Figure 6.6: Illustration of the cell model used in [6]
R tu rn  reduces the interference factor, but for the other base stations the increase of 
Rturn increases the interference factor. This effect varies for different antenna gains.
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Figure 6.7: Other to own cell interference factor of an airplane-based UMTS with antenna gain of 32.3 dBi at altitude of 10km
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Figure 6.8: Other to own cell interference factor of an airplane-based UMTS with antenna gain of 36.7 dBi at altitude of 10km
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Figure 6.9: Other to own cell interference factor of an airplane-based UMTS with antenna gain of 45.7 dBi at altitude of 10km
6 .1 .3  D ow n lin k  in ter feren ce  ch a ra cter istic s  and  ca p a c ity  an a lysis
In the downlink, the power transmitted by a base station to its mobile users in its 
service area is received as interference by all other users in the other service areas 
belonging to different base stations. Similar to the uplink, the sources of the downlink 
interference of an airplane-based UMTS are:
• Same-cell interference : The power transmitted by the base station service other 
mobile user in the same cell.
• Other-cell interference : The power transmitted by the base stations of the neigh­
bouring cells/beams.
Figure 6.10 illustrates the uplink interference scenario. In the Figure, cell is consid­
ered as the reference cell served by the reference base station hi and cell served by
base station bj is considered as one of the interfering cells. The interfering mobile user 
served in cell is located at r jj  and Ojj. “^pij is defined as the off-axis angle of the
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Mobile user cell
Figure 6.10: Airplane-based UMTS downlink interference scenario
interfering mobile user served in cell seen from the boresight of the beam/base 
station. Similar to the uplink, power control is also needed to ensure that all mobile 
users are having the same level of interference in downlink. Various power control 
methods have been reported in [15]. In here, the focus of the study is on the analysis 
of optimum power control by means of simulation.
By defining the equal transmit power at all the base stations onboard the platform 
and then deriving the own and the other interference level, we can obtain the downlink 
interference factor / .  Using the same method as in [6], the downlink interference factor 
can be generalised for any particular beam i and can be expressed as
fi  =
& Gji'tpij)
where Gi{ijj) is defined as the gain of the beam.
(6 .2)
The expected downlink capacity for a certain required carrier to interference ratio, 
(y )^  , is given in [15] and can be generally expressed for the expected capacity of any
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cell {Ni) as
where, E{ f i }  is defined as the expected downlink interference factor of the cell/beam. 
Note tha t the levels at cell boundaries are L c b  dB relative to the maximum antenna 
gain ( G i ( 0 ) ) .  The selection of L c b  significantly affects the overall interference level in 
the system [28].
The simulation results for L c b  = —13 dB, =  —19.8 dB, and three different
antenna gains, 32.3 dBi, 36.7 dBi, and 45.7 dBi, can be seen in Figure 6.11, Figure 
6.12, Figure 6.13 respectively. It can be seen that the system capacity is about 73 
mobile users per cell, which is higher than tha t of HAP UMTS reported in [15] (that 
is about 60 mobile users/cell). Similar to the uplink analysis, this is due to the cell 
model used in [15] and [6]. As it is illustrated in Figure 6.6, the users in the other cells 
experience higher gains. Consequently, based on (6.2) the downlink interference factor 
of the centre beam (i.e. reference cell) is higher; hence less capacity.
Still from Figure 6.11, Figure 6.12, Figure 6.13, we can also observe that for different 
turning radius Rturn ^ the overall system capacity. For some base stations the increase 
of Rturn reduces the capacity, but for the other base stations the increase of Rturn 
increases the capacity. Similar to the uplink interference characteristics, this effect also 
varies for different antenna gains.
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Figure 6.11: Downlink capacity of an airplane-based UMTS with antenna gain of 32.3 
dBi at altitude of 10km
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Figure 6.12: Downlink capacity of an airplane-based UMTS with antenna gain of 36.7 
dBi at altitude of 10km
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Figure 6.13: Downlink capacity of an airplane-based UMTS with antenna gain of 45.7 
dBi at altitude of 10km
6.2 Group-based slow power control in Airplane-based  
UM TS
In cellular radio communication system, interference control is important to ensure 
carrier to interference (C/I) ratio in the system is at acceptable level. Since all base 
stations are co-located in a single platform, aerial platform has opened the possibihty 
of centralized control architecture including power control. However, it forces the sys­
tem to have high computation power. To reduce the computing load, a sub optimum 
centralized power control concept, using pei—  group power assignment technique, is 
proposed in this work. Some results obtained from the numerical analysis and simula­
tion present the feasibility of the concept.
6 .2 .1  In tro d u ctio n
Wireless communications have become an important part of people’s everyday life. 
The demand is increasing. Aerial platform is a new form of wireless communication
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infrastructure that can potentially provide another degree of flexibility and reasonable 
capacity [28]. Since all of the base stations are co-located in single platform, centralized 
control architecture, including power control, can be realized with consequences of high 
computation power.
Initially, study on power control schemes was focused on algorithms. The aim is to keep 
the received power of the desired signal at some constant level, so tha t the requirements 
on the receiver dynamic range are smaller. Thus better adjacent channel protection. 
In [55], Aein provided an analytical approach to the problem and introduced the concept 
of carrier to interference (C/1) ratio balancing. This scheme is devised to achieve the 
same C /I in all communication links. This balancing concept was then used successfully 
by Nettleton and Alavi [56], particularly in the context of cellular spread-spectrum 
systems.
In [57] and [58], based on the concept of C /I balancing, optimum global power control 
procedures that minimize the outage probability were introduced. As it was mentioned 
earlier, however, the main drawback of centralized schemes is that they require infor­
mation of the gains in all active linlcs in the system, and the schemes have to consider 
all of the information for solving power assignment problem to every link. Therefore, 
distributed power control concept, that only needs local information, was introduced 
in [59].
Another solution introduced in this section is a sub optimum centralized power control 
concept using per-group power assignment technique. The concept aims in reducing 
the required computation power and at the same time keeping the performance at an 
acceptable level. Section 6 .2 .2  describes the proposed sub optimum or group-based 
centralized slow power control concept including analytical investigations for a simple 
case in order to provide a clear illustration of the idea. Then, results for more complex 
cases are presented in Section 6.2.3 and Section 6.2.4.
6 .2 .2  G rou p -b ased  p ow er con tro l
Similar approach in [57] was used. A large finite cellular radio system with focus on 
co-channel interference will be studied in this section starting from a simple model.
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Figure 6.14: Illustration of per — group power assignment
Code division multiple access (CDMA) based system is considered. Fig 6.14 illustrates 
the basic idea of per-group power assignment. There are two base stations {b\ and 62) 
placed in a single aerial platform serving mobile terminals mi 2 and 7713 4^^ 5 respectively. 
A number of correlated user terminals can be grouped into a single power control group.
The simple model consists of two mobile terminals and one serving base station. One 
of the user terminals is set as a group reference and the other terminal is randomly 
located within a certain group—distance. Group—distance is defined as link correlation 
threshold of the group. In this case, for instance, group-distance was defined maximum 
grouping — error (e) (i.e. link gain difference between reference link gain of the group 
and actual link gain of the user terminal). This linear system problem can easily be 
solved (see Appendix A) and the actual carrier to interference ratio (CIR) can be 
expressed as:
1\
72
7o +  70
^ o ( g s )  ( i - i f ) + 7 o ( g } f )  +  i 
To (ëtî) (n) +
TO (Stf) ( t )  + (^)
(6.4)
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Figure 6.15: Outage probability of the simple case for grouping—error (e) is zero-mean 
log-normally distributed with Ce =  3dB
The outage probability is defined as,
Po = -P{(7i < 7o) U (72 <  7o)} (6.5)
For G21 =  G22 = eGii =  eGi2 and G u  =  G 12. The outage probability can then be 
expressed as,
Po = l - P {
70  +  e
7o(l  -  e) +  70 +  e > 1 I  17oe + I - } (6.6)
Fig 6.15 shows the outage probability of the simple case with e (dB) is assumed to be 
zero-mean log-normally distributed with standard deviation of 3 dB for different values 
of C /I required (7 0 ).
It can be seen that additional link margin can be used to minimize additional outage 
probability due to grouping — error (e). Outage probability for different values of 
grouping — error (e) is presented in Fig 6.16. It shows that higher additional margin is
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Figure 6.16: Outage probability of the simple case for C /I required of -9 dB and different 
sigmae
required in order to maintain the same level of outage probability at higher grouping — 
error.
6 .2 .3  N  users case
In this section, analytical expression of outage probability for N users case is derived. 
The system now consists of N active mobile users and one base station. Every mobile 
user i experiences link gain gi. The C /I of a particular mobile user i can be written as 
follows:
7i N (6.7)E P j 9 j + n
Maximum C /I will be satisfied if there is no co-channel interference or IV =  1 and it 
can be expressed as
70 = PIn (6.8)
If N active mobile users (iV >  1) are perfectly correlated, then gj = g^  = g; for all i and 
j .  However, most likely within a group link gains among the users are not perfectly
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correlated. Therefore, the link gain of mobile user i now is defined as,
9i =  9 (6.9)
If p taken from the perfect condition (6 .8 ) is assigned as the transmit power of the 
group, then its corresponding C /I is
l i  = --------- ^ ---------------  (6 .1 0 )
70 • È  +  1
From the above expression, it can be observed th a t U N  > 1, then 7  ^ is always less than 
the required C /I (7 0 ) due to  co-channel interference. In order to maintain the C /I of 
all active users larger than the required C /I , additional margin d is needed. C /I of 
mobile user i after considering additional margin d can be expressed as follows:
3  = -------- ^ ----------- (6 .1 1 )
d '7o  - + l
One can also recognize that e* is a random variable. Let us assume ei to be zero-mean 
log-normally distributed with standard deviation cTg. Thus, (6.11) can be re-written as:
7 ^ — (6. 12)
where Ei is a sum of N zero-mean log-normally distributed random variables.
Now, the outage probability can be obtained as:
d7o
where, FEi{x) is the cumulative density function (CDF) of Ei. Using a simple bound 
from [60], lower bound of the outage probability (6.13) can be given by,
foi =  1 -  <5 I y (6.14)
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Figure 6.17: Outage probability versus additional margin d for different cTg. N =  16 
users and C /I required of -18 dB
N
where o-'i = ^ei- An example numerical result the outage probability versus addi-t=itional link margin d for 16 users, C /I required of -18 dB and different erg is shown 
in Fig 6.17. It can be seen that for a perfect grouping condition (cTg ~  0.0), small d 
is sufficient enough to get low outage probability. For N  users within a group, the 
computational load can be reduced down to {N x N  y. N ) times less. However, as 
(Te increases, the outage probability also increases quite significantly. Moreover, the 
increase of additional link margin is inefficient for high (Tg.
The overall outage probability can be expressed as.
i = l
(6.15)
Fig 6.18 shows a sample numerical result of the overall outage probability for 16 mobile 
users. Similar to the result shown in Fig 6.17, a small increase of grouping —error yield 
a significant outage probability increase and additional margin does not help much if cTg 
is high. Thus, this per — group management will be effective if the system can ensure 
high correlation among users within the group (i.e. low cTg) so that computing load can
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Figure 6.18: Outage probability versus additional margin d for different CTg. N =  16 
users and C /I required of -18 dB
be reduced by putting reasonable additional link margin d.
6.2.4 Sim ulation
Theoretical analysis of sub-optimum per — group power assignment has shown some 
potential of trading off between computing load and additional link margin. It was also 
identified that this per — group management concept is sensitive to grouping — error. 
This suggests that the concept is effective for a system with high correlation among 
the users within a group. Thanks to the characteristic of wireless communication aerial 
platform where its interference is strongly dependent on its antenna pattern on board 
the platform so that link correlation among the users is more manageable. Simula­
tion model for CDMA based wireless communication aerial platform was developed to 
provide an example of the implementation of the concept.
The model considers a CDMA cellular system with four tiers and one centre beam (61 
cells). The aerial platform is located at an altitude of 22 km. The detail system param­
eters are listed in Table 6.1. Reference phased array antenna pattern defined by the
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Table 6.1: System parameters of the simulation model
System parameter Value
Number of cells in the system 61 cells
Number of groups 52 groups
Number of active mobile users per group 16 users
Spreading factor 256
Required signal to interference ratio (SIR) 5 dB
Antenna gain (maximum) 25 dB
Level of the near-in-side-lobe relative to the maximum -25 dB
antenna gain, Ljv
Level at the cell boundary relative to the maximum an­ -12 dB
tenna gain, L c b
International Telecommunication Union (ITU) [61] is considered with the parameters 
shown in Table 6.1. The centre beam and the first tier of the antenna pattern can be 
seen in Fig 6.19.
A number of groups are uniformly distributed across the system coverage. W ithin a 
group, a number of active users are also uniformly distributed within a certain group 
distance. A single power assignment is made for each group and is used by the corre­
sponding users (member of the group). Fig 6.20 shows the outage probability versus 
group distance (meters) for different additional link margin d. It can be seen that 
additional link margin is able to improve the performance of the per — group power 
assignment. This agrees with the previous numerical analysis. For example, if a maxi­
mum outage probability of 0.01 is required and the system is not overloaded, then 0.5 
dB and 1.0 dB additional link margins are sufficient for group-distance of 100 and 400 
meters respectively to get 16 x 16 x 16 =  4096 times less computing load than using 
pure centralized power assignment method.
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Figure 6.20: Example simulation results
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6.3 Summary
In this chapter, the interference characteristics of airplane-based UMTS both for uplink 
and downlink have been discussed. The study is based on more realistic scenarios 
than the previous studies reported in the literatures [6 ] and [15]. Also discussed, the 
impacts of airplane characteristics in terms of turning radius to the overall interference 
characteristics of the system. The outer cells suffer more significant degradation caused 
by the existence of turning radius than the inner cells, both for uplink and dowlink.
Based on the knowledge tha t the interference characteristics of airplane-based UMTS 
highly depends on the performance of the onboard multibeams antenna, a concept 
of group-based control mechanism for the radio resource management of an airplane- 
based UMTS has been introduced. Analytical expression for the simplest two users 
scenario and more complex N users scenario were derived. The numerical results shows 
the feasibility of the concept for wireless communication aerial platform system. A 
simulation model was developed to enable the study of the concept in more realistic 
scenario. The result agrees with the numerical analysis and shows the potential of the 
concept in reducing computing load. The concept could be adopted for any control 
mechanisms. However, there are still a number of issues, such as design of optimum 
grouping techniques, need to be addressed in the future.
C hapter 7
C o-existence o f A irplane and  
G round-based W C D M A  System s
7.1 Introduction
Airplane-based UMTS is considered as a complementary element of the overall UMTS 
network along with Ground-based terrestrial component. The frequency bands of 2GHz 
designated for the provision of UMTS have to be shared between the Airplane and 
the Ground-based UMTS. The frequency sharing of both Airplane and Ground-based 
WCDMA systems is discussed in this chapter. In the first part of the chapter, the 
analysis of the coexistence with neighbouring scenario is discussed. Several sections 
of the second part of the chapter present the investigation of a sharing band overlaid 
Airplane-based and Ground-based UMTS.
7.2 C oexistence o f Airplane and Ground-based UM TS: 
neighbouring scenario
ITU-R has already recommended a methodology for co-channel interference evaluation 
to determine the separation distance between two neighbouring administrations [62]. 
This guidance can be used to provide the basic estimation of the co-channel interference
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Table 7.1: UE Power Classes
Power class Power Tolerance
Class 1 +33 +1/-3
Class 2 +27 +1/-3
Class 3 +24 +1/-3
Class 4 + 2 1 + 2 / - 2
effects from the Airplane into the Ground-based UMTS. However, there is still a num­
ber of issues need to be taken into account [63]. The method is very much concentrated 
in the downlink analysis while the interference characteristics in uplink may have a 
significant difference; hence, a study on the reverse link co-channel interference needs 
to be addressed. Furthermore, the guidance has not yet shown the interference effect 
at opposite direction from the tower-based terrestrial system to the HAPS system. 
Therefore, the co-channel interference between the Airplane and Ground-based UMTS 
is analysed by means of simulations, which incorporate both uplink and downlinlc eval­
uation in both directions. The analysis begins with the description of the operational 
characteristics of both systems followed by the simulation results and discussions.
7 .2 .1  G rou n d -b ased  U M T S  o p er a tio n a l ch aracteristics
The transmit power is limited to 33 dBm for the UE. Table 7.1 lists UE power classes 
with their corresponding nominal maximum output power [47], which is the broadband 
transmit power of the UE. The minimum receiver power of the UE measured at the 
antenna port at which the frame error ratio or bit error ratio does not exceed the spec­
ified values. The value depends on the bit rate, QoS requirement, and implementation 
factors such as noise figure.
For wide area base station, there is no limit required for the rated output power. 
Table 7.2 lists the base station power classes with their corresponding rated output 
power [46]. Where Wide Area Base Stations are characterised by requirements derived 
from Macro Cell scenarios with a BS to UE minimum coupling loss equal to 70 dB. 
Medium Range Base Stations are characterised by requirements derived from Micro
7.2, Coexistence o f Airplane and Ground-based UMTS: neighbouring scenario 106
Base station class Rated output power
Wide Area BS 
Medium Range BS 
Local Area BS
no upper limit required
< 4-38 dBm
< 4-24 dBm
Cell scenarios with a BS to UE minimum coupling loss equal to 53 dB. Local Area 
Base Stations are characterised by requirements derived from Pico Cell scenarios with 
a BS to UE minimum coupling loss equal to 45 dB.
7 .2 .2  A irp lan e-b ased  U M T S  o p era tio n a l ch aracter istics
The radio interfaces of Airplane-based UMTS shall comply with the specifications for 
the terrestrial component. The base station and UE specifications of the Airplane-based 
UMTS shall be the same as the one of Ground-based UMTS described in Section 7.2.1. 
Since the base stations of the Airplane-based UMTS are collocated (the same as HAP 
UMTS), the interference characteristics are mainly dependent on the performance of 
the mounted multibeams antenna. Therefore, the system may potentially have lower 
interference level than Ground-based systems and hence may provide better capacity 
[28]. In this study, the multibeams antenna characteristic recommended by ITU [5] is 
considered.
7 .2 .3  S y stem  scen arios
A system model illustrated in Figure 7.1 is considered. Both Airplane and Ground- 
based UMTS service areas are neighbour with a certain separation distance. The figure 
only illustrates the downlink interference scenario from the Airplane-based UMTS to 
the Ground-based UMTS. The other scenarios are illustrated in Figure 7.2, Figure 7.3, 
and Figure 7.4. On top of these, the effects of turning radius of the airplane at altitude 
of 1 0km are also studied.
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Figure 7.1: System model for the neighbouring coexistence analysis - downlink scenario 
(airplane to ground-based system)
T o w er-b ased  UMTS ce lls A irp lane-based  UMTS cells
S ep ara tio n  d is tan c e
Figure 7.2: System model for the neighbouring coexistence analysis - uplink scenario 
(airplane to ground-based system)
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Figure 7.3: System model for the neighbouring coexistence analysis - downlink scenario 
(ground to airplane-based system)
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Figure 7.4: System model for the neighbouring coexistence analysis - uplink scenario 
(ground to airplane-beised system)
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Figure 7.5: Cell layout with illustrations of turning radius effects to the coverage 
7 .2 .4  R e s u lts  a n d  D isc u ss io n s
Before we jump into the results, it is worth to see closely the cell layout as illustrated in 
Figure 7.5, which is used throughout the simulations. It can be seen that the simulator 
is capable in capturing the Airplane-based UMTS cells broadening effects due to a 
certain turning radius. Any separation distance can also be set for evaluation, however, 
we set an ultimate target separation distance of 0  km, which means that both Airplane 
and Ground-based WCDMA systems are smoothly neighbourhood. The focus of our 
analysis is on the border base stations/cells of both systems. The same method as the 
one in Chapter 6  is used. We observe the number of users per cell for the downlink and 
other to own cell interference ratio (f) for the uplink.
In order to have more meaningful results, first of all, we need to obtain the system 
performance (downlink and uplink) when both systems are not coexist. Table 7.3 
shows the benchmark performance of both systems in uplink and downlink.
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Table 7.3: Benchmark performance
SYSTEM DOWNLINK capacity at 
CIR required of -19.8 dB
UPLINK other to own 
cell interference ratio, f
Airplane-based UMTS 
Ground-based UMTS
79.5 users/cell 
73.2 users/cell
0.17
0.23
Airptane-based UMTS Tower-based UMTS
« 70
border cells
60
1*'’ cell
border cells
75
K 70
» 65
55
40 70
I*” cell
Figure 7.6: Downlink capacity without any transmit power balancing at the base sta­
tions
First experiment is to implement the systems as they are. This means that the receiver 
sensitivity and the transmit power of the base stations in both systems are the same. 
In this case, the downlink (Figure 7.6) and the uplink (Figure 7.7) performance are 
found to be very poor in both systems. This is due to the fact th a t Airplane and 
Ground-based UMTS have significantly different overall link gains. The Airplane-based 
UMTS users tend to experience much higher gains than the Ground-based users; hence 
as shown in Figure 7.8, the Airplane-based UMTS occupies 77.2% of the to tal traffic 
in both systems while the Ground-based UMTS only gets 22.8%.
In order to cope with this problem, receiver sensitivity and transmit power adjustment
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Figure 7.7: Uplink other to own cell interference ratio without any receiver sensitivity 
balancing at the base stations
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Figure 7.8: Traffic distribution without any balancing between the two systems
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Figure 7.9: Downlink capacity characteristics against additional attenuation at the 
Airplane-based base stations
of Airplane-based UMTS is certainly required. A number of simulations for a range 
of additional attenuation values (0 — 40 dB) have been conducted. At this stage, we 
set the turning radius into 0 km (i.e. the airplane is located exactly at the centre of 
the Airplane-based coverage). The results shown in Figure 7.9 and Figure 7.10 present 
clearly the downlink and uplink characteristics of coexistence system against additional 
attenuation at Airplane-based base stations.
For the uplink, additional attenuation means additional attenuation at the receiver of 
the base stations in the Airplane-based UMTS. This additional attenuation is meant 
to reduce the sensitivity of the base stations in the Airplane-based UMTS. For the 
downlink, additional attenuation means reduction of transmit power of the base stations 
in the Airplane-based UMTS.
Still from the results shown in Figure 7.9 and Figure 7.10, the performance of the 
coexistence system is improved by increasing the additional attenuation. This continues 
until an optimum point where further increase of the additional attenuation degrades 
the system performance. Optimum value for the transmit power reduction for the
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Figure 7.10: Uplink other to own cell interference characteristics against additional 
attenuation at the Airplane-based base stations
downlink is between 26 dB and 30 dB while the sensitivity reduction for the uplink 
is about 25 dB. For further analysis, additional attenuations of 26 dB and 25 dB are 
considered for downlink and uplink respectively.
Next, we study the effects of turning radius. As illustrated in Figure 7.5, there are two 
extreme positions of the airplane: close to and away from the Ground-based cells with 
distance of Rtum  from the centre coverage of the Airplane-based UMTS. Figure 7.11 
and Figure 7.12 show the turning radius effects for the downlink and uplink respectively 
when the airplane is close to the Ground-based cells. It can be seen that the increase 
of turning radius close to the Ground-based cell does not affect the performance of 
the coexistence system. This is due to the fact that the increase of the turning radius 
close to the Ground-based cell does not increase the overlapped area between the two 
systems (Figure 7.5).
When the airplane is away from the Ground-based cells, there is an increase of overlaped 
area between the Airplane and Ground-based systems (Figure 7.5). Therefore, as shown 
in Figure 7.13 and Figure 7.13, the increase of the turning radius away from the Ground-
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Figure 7.11: Downlink capacity characteristics against turning radius, Rtum, for the 
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Figure 7.12: Uplink other to own cell interference characteristics turning radius, Rtum, 
for the airplane is close to the Tower-base cells
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Figure 7.13: Downlink capacity characteristics against turning radius, Etum, for the 
airplane is away from the Tower-base cells
based cells reduces the downlink capacity and increases the uplink other to own cell 
interference ratio.
In order to tackle this problem, the tilting of the multibeams antenna onboard the 
airplane needs to be adjusted in a way so that the overlapped area is close to the one 
when the airplane is set always at the centre of the coverage (Etum = 0km). The tilting 
correction can be obtained based on the geometry of the system shown in Figure 7.15 
and is expressed as,
= j3 + ij)t"  a
where.
arctan
arctan
E c o v  X c o s ( 7 t / 6 )
H
Eii
H
(7.1)
(7.2)
(7.3)
(7.4)
and H , Ecov, and Etum  are defined as the altitude, coverage radius, and turning radius 
of the airplane.
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Figure 7.14: Uplink other to own cell interference characteristics against turning radius, 
R tu rn , for the airplane is away from the Tower-base cells
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Figure 7,15: Geometrical illustration for obtaining the tilting correction value
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Figure 7.16 and Figure 7.17 show the performance results of the coexistence system 
with the implementation of tilting correction expressed in (7.1). It can be seen that 
using tilting correction technique, the system performance (downlink and uplink) can 
be kept in about the same level as the ideal system (i.e. Etum  =  0km).
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Figure 7.16: Downlink capacity characteristics against turning radius, R t u m ,  for the 
airplane is away from the Tower-base cells with tilting correction
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Figure 7.17: Uplink other to own cell interference characteristics against turning radius, 
Rturn, for the airplane is away from the Tower-base cells with tilting correction
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Figure 7.18: A simple overlaid Airplane and Ground-based UMTS model
7.3 Analytical investigation of sharing band overlaid Air­
plane and Ground-based UM TS
In the previous section we have studied the characteristics and performance of a Co­
existence of Airplane and Ground-based UMTS, which shows a great potential of the 
two systems to complement each other. In this section, sharing band overlaid Air­
plane and Ground-based UMTS is studied. A simple analytical investigation of sharing 
band overlaid HAPS-Terrestrial CDMA systems has been reported in [64]. Based on 
a distinctive characteristic of HAPS-Terrestrial overlay system compared to macro­
micro tower-based terrestrial overlay system where HAPS is located much higher than 
the base stations of tower-based terrestrial systems. HAPS interference level is strongly 
dependent on its onboard antenna’s characteristics [64] [5]. It is found that the interfer­
ence characteristics of overlaid HAPS-Terrestrial system is more manageable. Results 
in [64] suggest that there is a great potential of implementing sharing band overlaid 
HAPS-Terrestrial CDMA systems to gain spectrum efficiency.
A similar method to the one reported in [64] is used for the analysis. The analysis 
is also limited to the evaluation of the uplink other to own cell interference ratio. A 
simple model illustrated in Figure 7.18, where a Ground-based cell is located within an 
Airplane-based cell, is considered.
Assuming that the Airplane-based cell is much larger than the Ground-based cell; hence 
we may assume that the average path loss of Airplane-based link is approximately flat
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Figure 7.19: The link gain model 
across and nearby the Ground-based area as it is illustrated in Figure 7.19, where
and
G r i r )  =  G o -  lO^logio
G a Çt ) =  G  A
(7.5)
(7.6)
The link gain of the Airplane-base system is controlled such away so that we obtain 
the final link gain as shown in Figure 7.19. This is done by incorporating additional 
attenuation to reduce the receiver sensitivity of the Airplane-based base station.
7 .3 .1  A irp lan e  to  G rou n d -b ased  in terferen ce  ra tio
Let us define S  as the target/required receive power for all users (Airplane-based or 
Ground-based users). By assuming perfect power control, the interference, from other 
users within own cell of the Ground-based system with a total number of users in the 
cell of N  users, can be expressed as,
(N  -  l )S  % N S (7.7)
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Assuming that the users are uniformly distributed across the observed area with user
density of pA and p r  for the Airplane-based and the Ground-based systems respec­
tively, the own interference of the Ground-based system and the other interference 
from Airplane-based to the Ground-based system can be expressed as,
fown — Pt S tt — i?o) (7.8)
Ra 27t
Father ~  P a S  J j  ^ ^ ^ r d r d i p  (7.9)
t^R y i()=0
and the other system interference ratio from Airplane to Ground-based system, Ja2T, 
can be given by.
f A 2 T  — PT 102T '(722_^)
where
,2-7
( 2 - 7 )
R a
Rt (7.10)
7  =  the path loss exponent of the Ground-based system,
R a = Airplane-based cell radius,
R t  =  Ground-based cell radius, and 
G  A — Airplane-based link gain
As a sample case, Rq =  10m, Go =  —48.4dB (for carrier frequency of 2GHz) and 
G  A = - 1 2 S d B  (which corresponds to Ground-based cell radius, R t ,  of 750m for 7  =  4 ) 
are considered. Also assumed that user density of both systems are the same (7 .1 2 ). 
Figure 7.20 shows the results of (7.10) where /? is defined as the ratio between Airplane- 
based and Ground-based cell radius (7 .1 1 ).
PT =  PA  (7.12)
It can be seen that in the direction from Airplane to Ground-based system, the in­
terference ratio is reasonably high especially for the environment with low path loss 
exponent such is rural or suburban. Also observed that the interference level can be 
controlled by adjusting the cell ratio, /3.
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Figure 7.20: The other to own system interference ratio from Airplane to Ground-based 
system, / a 2T, for various terrestrial propagation conditions (7 ) and ratios of Airplane 
to Ground-based cell radius (/?)
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Figure 7.21: The other to own system interference ratio from Tower to Airplane-based 
system, f r 2A, for various terrestrial propagation conditions (7 ) and ratios of Airplane 
to Ground-based cell radius (f3)
7 .3 .2  Tower to  A irp la n e-b a sed  in terferen ce ratio
Using the same method as in Subsection 7.3.1, the other system interference ratio from 
Ground-based to Airplane-based system, f r 2A, can be expressed as.
,  PT 2 G  A -  10^^JT2A =  -----
.2+7
(2 +  7)J
Rt
(7.13)
Based on the same scenario as in Subsection 7.3.1, Figure 7.21 shows the results of 
(7.13). Unlike in the Airplane to Ground-based interference ratio (Figure 7.20), at 
the same path loss exponent, 7 , the interference ratio of the Tower to Airplane-based 
system, f r 2A reduces by increasing the Airplane to Ground-based cell radius ratio, 
(3. In overall, for this scenario, where the user density of both systems are the same,
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Figure 7.22: The other to own system interference ratio for 7 =  3 and 7 =  7 against 
the ratios of Airplane to Ground-based cell radius (/3)
the Airplane-based UMTS experiences much less interference from the Ground-based 
system than the opposite direction.
7 .3 .3  O p tim u m  o p era tio n a l p o in t
Prom the results shown in Figure 7.20 and Figure 7.21, it is found that the interference 
ratio of both directions are behaving differently. However, for this particular scenario, 
an optimum operational point for the sharing band overlaid system cannot be obtained 
as shown in Figure 7.22. The Ground-based system suffers more interference than the 
Airplane-based system. This is due to the fact that as the coverage area of the Airplane- 
based system is wider than the Ground-based system, with the same user density i.e. 
Pt  =  Pa , the Airplane-based system carries more traffic load than the Ground-based 
system, which means more interference coming from the Airplane-based system.
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7.4 Sim ulation of a sharing band overlaid Airplane-based  
and Ground-based U M TS for single cell scenario
In the previous section, we have already analysed analytically the feasibility of sharing 
band overlaid airplane-based and tower-based UMTS. Some key parameters affecting 
the interference factor have been identified.
In this section, the shajing scenario is further further studied by means of simulation 
with the same as the system scenario used in Section 7.3. The simulation also covers 
the effect of shadowing from both systems.
7 .4 .1  S im u la tio n  resu lts
Figure 7.23 shows the simulation results for 7  =  7. It can be seen from the Figure that 
the interference level is asymmetric, which agrees with the analytical results in Section 
7.3.
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Figure 7.23: Simulation results: other to own system interference ratio of the sharing
band overlaid Airplane-based and Ground-based UMTS
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7 .4 .2  E ffects o f  sh ad ow in g
Shadowing is one of the challenging features of a real mobile environment. The actual 
propagation loss varies few dB from the median value, depending on the type of the 
environment such as rural, suburban, urban, etc. In this subsection, the impact of 
shadowing to the other to own system interference ratio of the overlaid system is studied. 
Standard deviations of the shadowing are assumed to be 3 dB for the Airplane-based 
UMTS and 8 dB for the Ground-based UMTS. Since the distance between the Airplane- 
based and the Ground-based base stations is large and the signals come from different 
directions (i.e. high elevation angle for the Airplane-based system and nearly zero 
elevation angle for the Ground-based system), hence it is reasonable to assume that the 
shadowing of the Airplane-based system and the Ground-based system are independent.
The same system model shown in Figure 7.18 is considered but in this case the same 
traffic load between the two systems is maintained (7.14). Figure 7.24 illustrates the 
user distribution, which is used in this simulation.
N'T = Nj\
Pttt{ R ^  — R q)  =  p a t ^ { R \  — R t )
g =
Figure 7.25 shows the simulation results for 7 =  7 . Surprisingly, as it is seen in the 
Figure, the inevitable existence of shadowing reduces significantly the other system 
interference level in both systems, even for lower path loss exponent, 7 =  4  (Figure 
7.26).
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Figure 7.25: Impacts of shadowing to the other to own system interference ratio for 
7 =  7
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Figure 7.26: Impacts of shadowing to the other to own system interference ratio for 
7 =  4
7.5 Sim ulation of a sharing band overlaid Airplane-based  
and Ground-based UM TS for full system  scenario
The results presented in the Section 7.4 show the feasibility of the sharing band overlaid 
Airplane-based and Ground-based UMTS. Next, in this section, further simulations 
were done for full system scenaiio shown in Figure 7.27. The system parameters are 
listed in Table 7.4 and the result is shown in Figure 7.28.
It can be seen that for target outage probability of 2%, the Airplane-based UMTS can 
carry about 500 kbps load while the Ground-based UMTS can carry more than 650kbps 
load per cell.
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Figure 7.27: Full system model of an overlaid Airplane-based and Ground-based UMTS
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Figure 7.28: Sample simulation results of the overlaid Airplane-based and Ground-
based UMTS for Airplane-based to Ground-based coverage radius ratio of 4
7.5. Simulation o f a sharing band overlaid Airplane-based and Ground-based UMTS
for full system scenario 130
Table 7.4: System parameters
Parameter Value
Distance between two neighbouring Ground-based 
cells
Number of tiers
Airplane-based UMTS coverage 
Airplane altitude
Path  loss model for the Airplane-based UMTS 
Path loss model for the Ground-based UMTS 
Shadowing model for the Airplane-based UMTS
Shadowing model for the Ground-based UMTS
Carrier frequency
Base station antenna of the Ground-based system 
Multibeams antenna of the Airplane-based system
Mobile environment
Required Carrier to Interference ratio (CIR)
Data rate
Traffic activity
Spreading factor
Link direction
Orthogonality of the Ground-based system 
Orthogonality of the Airplane-based system
2 .8  km
3 tiers and 1 centre cell
4 X  Ground-based UMTS 
coverage
11 km
Free space loss 
H atta model with 7  =  3.76 
Log-normal with oa — 
M B
Log-normal with gt =  
M B  
2 GHz
Omni directional antenna 
ITU-R M.1456 with 
beamwidth following the 
Airplane-based cell radius 
Pedestrian 
-10 dB 
64 kbps 
1.0 
32
Downlink
0.5
0.7
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7.6 Summary
In this chapter, the characteristics and performance of an Airplane-based UMTS that 
coexists with the Ground-based UMTS have been presented. Two main scenarios, 
neighbouring and overlay scenarios, have been investigated. In overall, the results 
suggest that the Airplane-based UMTS can nicely coexist, as a neighbouring or even 
as a overlay system, with the Ground-based UMTS.
C hapter 8
A irplane Handover
8.1 Introduction
Due to short endurance characteristic of the airplane as a platform for UMTS, airplane 
handover is important to ensure continuous service delivery. At least every few hours 
the airplane needs to be replaced with the new one. Different aspects of this issue are 
discussed in this chapter.
The first solution to this problem is using the normal handover procedure done in Radio 
Network Controller (RNC) or the UMTS. In this case, the new airplane is viewed as a 
new airplane-UMTS network. The whole traffic from the old-airplane UMTS network 
is handed over to the new airplane network. This solution is straight forward, however, 
it is not efficient. There are serious problems with this solution:
• The need of additional backhaul links to support the new network.
• W ith the handover for all of the traffic, signalling load will be extremely higher 
than normal condition where the handover is only due to the users mobility.
• Loss of capacity during handover because one user occupies more than one data 
channel.
The other solution is simply to perform the handover on radio level with the implemen­
tation of Radio Frequency (RF) switching. W ith this technique, the whole traffic can
132
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be handed over from one to another airplane without causing additional signalling load. 
Moreover, it does not need any additional backhaul links. Therefore, in this work, this 
RF switching technique is selected as a solution for the airplane handover.
Based on this RF switching airplane handover technique, both airplanes are placed at a 
certain position ready for handover. When the handover begins, the payload of the new 
airplane is tm ned ON and then followed by the switching OFF of the old airplane. The 
overlap time between the time when the new airplane is switched ON and the time when 
the old airplane is switched OFF is the handover duration. The length of the handover 
duration depends on the quality of the RF switch. The performance evaluation of this 
proposed airplane handover approach is discussed in this chapter considering physical 
layer and system level, including some illustrations on the airplane handover effects at 
higher layer.
8.2 Channel characteristics during airplane handover
Before jumping into the evaluation of the proposed airplane handover, it is important to 
understand the characteristics of the channel during the airplane handover. The channel 
characteristics of Airplane-based UMTS is similar to the one of the satellite systems 
except their doppler shift characteristics. This is mainly due to the unique attitude 
of airplanes compared to the satellites. For the proposed airplane handover approach, 
the communication payloads of both airplanes are ON during the handover period and 
both linlcs carry the same signals from the ground station (downlinlc) and from the 
user terminal (uplink). Since both airplanes must be placed at different positions, in 
(a) horizontal or (b) vertical configuration as shown in Figure 8.1, they certainly have 
different doppler shifts. A /. The channel structure during airplane handover is shown 
in Figure 8.23. The impacts of various levels of doppler shift difference. Ay, to the first- 
order and second-order channel properties are studied in this section. The study also 
includes the impact of cross-correlation between the two parallel channels, although it is 
limited to two extreme scenarios; un-correlated {a =  0) and highly-correlated (a =  1). 
The validation of the channel model in the simulator is presented in the last section of 
this chapter.
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Figure 8.1: System scenarios of airplane handover
First of all, we look at the amplitude distribution of the Rayleigh channel in normal 
and handover conditions, as shown in Figure 8.2 and its corresponding cummulative 
density function (CDF) shown in Figure 8.3. It can be seen that due to the addi­
tion of power from the other airplane, in average, the amplitude of the channel during 
handover is higher than normal condition. However, the detail of the distribution char­
acteristics shown in the Figures suggests that when the channels from both airplanes 
are highly correlated, the probability of the amplitude at lower level is higher than 
normal condition. If both channels are uncorrelated, then both channel become con­
structive. Consequently, for Rayleigh channel condition, the amplitude characteristic 
of the uncorrelated channel during handover is better then normal condition in overall.
Next, the distribution of phase is shown in Figure 8.4 where there is no significant 
difference between normal and handover condition.
The second-order statistics of the channels in terms of level crossing rate (LCR) and
average duration of fades (ADF) are shown in Figure 8.5 and Figure 8.6 respectively.
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Figure 8.2: Amplitude PDF comparison between normal and airplane handover condi­
tion for Rayleigh channel
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Figure 8.3: Amplitude CDF comparison between normal and airplane handover condi­
tion for Rayleigh channel
8.2. Channel characteristics during airplane handover 136
- ,  0.15
Normal condition 
HO condition: a = 0 
HO condition: a = 1
e [radians
Figure 8.4: Phase PDF comparison between normal and airplane handover condition 
for Rayleigh channel
The crossing rate of the amplitude of the highly correlated at lower fade is higher than 
the normal and un-correlated conditions. The same situation is also revealed for the 
ADF.
For Ricean channel, the line of sight (LOS) component is highly correlated. The PDF of 
the amplitude and the phase are shown in Figure 8.7 and Figure 8.8 respectively. It can 
be observed that the handover condition with highly correlated channels is worse than 
the normal and uncorrelated conditions. Due to high correlation of LOS component 
from both airplanes, the channel condition with un-correlated non line of sight (NLOS) 
component is now worse than the normal condition at lower amplitude, although after 
a certain level of amplitude, the probability is higher. Also seen that the airplane 
handover does not only affect the amplitude but also the phase distribution. The more 
correlated the NLOS component, the spreader the distribution of the phase compared 
to the Ricean channel in normal condition.
The LCR and ADF of the Ricean channels during airplane handover are shown in Figure
8.9 and Figure 8.10. It can be seen that during airplane handover the Ricean channel
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Figure 8.5: LCR comparison between normal and airplane handover condition for 
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Figure 8.6: ADF comparison between normal and airplane handover condition for
Rayleigh channel
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Figure 8.9: LCR comparison between normal and airplane handover condition for 
Ricean channel
tends to fade more than in normal condition. Although interestingly, the handover 
condition with uncorrelated NLOS channel fades more frequently than the correlated 
one and its average duration of the fades are less than the normal and highly-correlated 
conditions. In overall, the channel during airplane handover is worse than in normal 
condition at lower amplitude as well as in terms of phase distribution for Ricean type 
of channels.
8.3 Physical layer analysis
In Section 8.2, it is identified that the channel during handover can potentially cause 
channel impairment which can significantly degrade the physical layer performance. 
The impact of the handover on the performance of UMTS wideband code division 
multiple access (WCDMA) physical layer is analysed in this section.
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Figure 8.10: ADF comparison between normal and airplane handover condition for 
Ricean channel
8 .3 .1  P h y sica l layer p erform an ce  u sin g  sim p le  h and over tech n iq u e
The potential channel impairment during airplane handover presented in Section 8.2 
is mainly due to the use of simple RF switching technique. In this subsection, the 
implication of this condition on WCDMA link quality is discussed. In order to do that, 
a proper set of parameters (A / and a) needs to be identified. A number of system level 
simulations based on the system scenario shown in Figure 8.1 with an airplane speed 
of 130 km /h have been conducted with coverage radius of 40 km.
Assuming that the energy distribution on the ground is Gaussian with a certain stan­
dard deviation, (7e[m], Figure 8.11 and Figure 8.12 show the CDF of cross-correlation 
between the two channels for cTg =  100m and dg =  1000m respectively. Based on this, 
the worst scenario is selected where a =  0.2 where almost 100% of the users within 40 
km radius of coverage is going to experience lower than 0.2 correlation values.
The CDF of doppler shift difference is shown in Figure 8.13 and Figure 8.14. Com­
paring with the horizontal alignment (Figure 8.14), vertical alignment gives the mini-
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Figure 8.12: CDF of the cross-correlation between the two channels for <%g =  1000m
8.3. Physical layer analysis 142
—  = 100m
»t » A  ^= 200m 
. . . .  A^  = 300m 
. _ .  A„ = 400m
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.5 1.5 2.5
Figure 8.13: CDF of Doppler shift difference for vertical configurations only
mum doppler shift difference. Thus, the doppler shift differences of 1.0 Hz and 4.0 Hz 
(corresponding to 100 meters and 400 meters vertical separation of the airplanes) are 
considered for further analysis that satisfies 99% of the users within the coverage.
Based on the selected scenario, a number of WCDMA link simulations with no power 
control and perfect channel estimator have been conducted. The results are presented 
in Figm’e 8.15. It can be seen that the physical layer link performs better at higher 
doppler shift difference (i.e. df =  4.0 Hz) than at smaller doppler shift difference (i.e. df 
=  1.0 Hz ). This is due to shorter average duration of fades experienced by high doppler 
shift difference. Also seen that the users with higher Ricean factor tends to suffer more 
link degradation, which agrees with the channel properties presented in Section 8.2. In 
overall, the link performance during handover is worse than in the normal condition 
especially for the hnk in the channel which has high Ricean factor (see Figure 8.16).
8.3. Physical layer analysis 143
0.9
08
0.7
0.6
0.5
0.4
0.3  Ay = 100m
  Ay = 20Gm
  Ay = 300m
—  Ay = 400m0.2
6, (Hz)
Figure 8.14: CDF of Doppler shift difference for horizontal separation of 3° combined 
with various vertical separation distances
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Figure 8.15: Physical layer performance comparisons between normal and simple air­
plane handover condition
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Figure 8.16; Physical layer performance comparisons between normal and simple air­
plane handover condition
8 .3 .2  P h y sica l layer p erform an ce  u sin g  sin usoid  sm o o th  h and over tec h ­
n ique
As it was discussed in the previous section, the simple handover technique introduces 
significant degradation on the link quality of WCDMA system. This is due to the 
deep fades caused by small doppler shift difference. In order to avoid the deep fades, 
it is proposed to have a mechanism to control the power of both airplanes in such 
a way so that the deep fades is maximally avoided. For a sample implementation, 
sinusoid transition technique is considered. The results are presented in Figure 8.17. It 
can be observed that the sinusoid smooth airplane handover technique performs much 
better than the normal condition. This is due to the fact that introducing the smooth 
handover technique minimised the probability of having long duration of fades as well as 
introducing a certain level of diversity due to low correlation between the two channels 
(a =  0.2).
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Figure 8.17: Physical layer performance comparisons between normal and smooth air­
plane handover condition
8 .3 .3  Im p act o f  th e  h an d over tech n iq u es  on  th e  q u a lity  o f  M P E G 4  
v id eo strea m
This subsection presents the impact of simple and smooth airplane handover techniques 
on a real time video streaming at bit rate of 64 kbps. Figure 8.18 shows the comparison 
snapshots of the video streaming. It is obvious that the simple handover technique 
suffers a serious degradation. By using the smooth handover technique, the video 
streaming quality during the handover period is the same quality of the reference stream 
(i.e. there is no noticeable quality degradation/difference). This can also be seen from 
the peak signal to noise ratio (PSNR) of all frames as shown in Figure 8.19. In overall, 
smooth handover technique can potentially be implemented to mitigate the channel 
impairment during airplane handover.
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Figure 8.18: Impact of the handover techniques on the snapshot of the MPEG4 
videostream
45
Reference and Sinusoid Smooth HO
40
30
g.ITI   Reference
— -  Normal
• -  ' Simple handover
• ■ ■ ■ Sinusoid Smooth HO
20
20 40 60 80 100 120
* trame
Figure 8.19: Impact of the handover techniques on the PSNR of MPEG4 videostream
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Figure 8.20: Impact of the simple airplane handover techniques on the system outage 
probability
8.4 System  level analysis
Based on the discussions in the previous section, it is clear tha t the RF airplane- 
handover approach could potentially degrade the link performance of the user. If it 
is only one user, then the problem is not significant. However, if all users within the 
coverage of the system are affected, then it can not be neglected.
Let’s consider N pedestrian active users in normal condition (i.e. a normal system 
performance determined by some metrices such as outage probability). All of them 
are moving at a certain speed. In the normal condition, for real time services such as 
video streaming, the outage probability is normal. When RF airplane handover begins, 
bursty errors start to occur causing bursty outage (i.e. additional outage) as seen in 
Figure 8.20.
As it has been identified earlier in the physical layer performance, the block error rate 
(BLER) and bit error rate (BER) performance during handover using simple RF switch 
technique is mostly higher than the channel during normal condition. This means that 
the SIR target is higher to keep the system performance at the same level as the one at 
normal condition. Since power control is previously, before the handover, set to target
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the normal condition, the power allocation during the handover at the first instance 
does not fit with the actual channel condition that can cause a spike of outage affecting 
all users in the system. Although the effect is not going to last in a long time, but it 
will give a bad experience about the performance of the system as a whole since the 
airplane handover may have to be taken several times a day.
One solution at system level solution is the use of load control. When the airplane 
handover is needed, the system tries to reduce the overall load of the system. This 
reduction of load will give more room for the system to reach the SIR target during 
handover. However, the disadvantage of this solution is that the lagging of the power 
control may still cause a spike of outage increase although it is expected not as big as 
the simple technique. Moreover, the reduction of load is actually a cost. The window of 
handover will be restricted by the period when the load can be lowered. Therefore, the 
smooth handover technique introduced in the previous section as a result of link level 
analysis is more attractive. The technique can be implemented in the TX and RX links 
between ground station and the airplane. By using the smooth handover technique, 
the link level performance of the Airplane-based UMTS can be kept at normal level, 
which consequently improves the system performance as it is shown in Figure 8.21 and 
Figure 8.22.
8.5 Summary
From the analysis in this chapter, we have learnt that the RF airplane handover tech­
niques are feasible for implementation. Smooth handover technique provides a straight 
forward solution to the channel impairment during the airplane handover. W ith this 
technique, handover can be done at anytime and any traffic load condition. Moreover, 
there is no need of having advanced implementation in the user equipment side. These 
features are suitable for the aircraft based UMTS systems for any condition such as in 
the emergency situation.
8.5. Summary 149
È  0.006
S. 0.005
Airplane handover 
using sm ooth technique
Figure 8.21: Impact of the smooth airplane handover techniques on the system outage 
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Figure 8.22: System performance comparison of the simple and smooth airplane han­
dover techniques in high load condition
8.6. Validation o f the channel model in the simulator 150
8.6 Validation of the channel m odel in th e simulator
In this section the validation of the channel model for Airplane-based UMTS during 
airplane handover is presented. Theoretical expressions of the channel’s statistical 
properties (PDF, LCR, and ADF) were derived. The statistics collected from the 
simulation campaigns were then compared with the theoretical model.
8 .6 .1  T h eo re tica l d er iv a tio n  o f  th e  ch a n n e l’s p ro p erties
A scenario, where two airplane carrying communication payload flying at the same 
speed but different position, is considered. Consequently, the carrier frequencies of 
both channels are different (A /). Moreover, there is also a certain level of correlation 
between the two channels, a. The structure of the channel is shown in Figure 8.23. 
Simple additive combination is considered.
W GN
Pi cos(2 n fpi t + Qp^ ) 
Pi sin(2 Jt fpt t + 0pi)
W GN
W GN
W GN
Pp(t)
Figure 8.23: Channel structure for the case of two platforms
(8.1)
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where,
fJ-pi (t)
and
—Asfip2i (t) — AiiJ>p22 (i) 
■ s^fJ'pn {i) d" A^ fip-^2 ( )^ 
+ ^ 1Mp2i(^) +  ^2 /^922 ( )^
1 -f acos(«:)
(8 .2)
A 2 — y l  — c o s { k )  
A3 — a sin(K)
A4 =  \ / l  — sin(/«) (8.3)
h'Pij ( )^ denotes as the real-valued Gaussian process with its variance Var{fj,p.j (t)} =
(0 ) =  ^ 0  its mean E{fj,p^.{t)} =  p, for all i and j .
Now, the following multivariate Gaussian distribution can be defined,
g~^(x—fhnVCfi ^{x—rhfi)
(8.4)
where.
X i m p i
X2 m p 2X  = ,m  =
.
2?n
Cp =
G PI Pi a pipn
GP2iiX '-^A‘2/^ 2Cu a 7i2Mn
a PnfJ-l Cn
, G IV (8.5)
finfXn
Based on the defined model, the joint distribution of the model can be obtained with
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the covariance m atrix given by,
C'K —
^0 0 0 0
0 (Tg 0 0
0 0 A 0
0 0 0 A
•where.
A. = i=l
2 4 - 2 acos(/«)
Next,
X i m i p B i
Z 2
, ?r ip  —
m 2 — p B 2
X i m i 0
.  ^ 2  _ m 2 0
where.
B i  — 1 +  c o s { 6 q +  k )
B 2 = sin(^o +  iV)
(8.6)
(8.7)
(8.8)
(8.9)
and do is defined as the phase difference between the first and the second channels.
By substituting (8 .6 ) and (8 .8 ) into (8.4), the folowing joint PDF of the channel is 
obtained.
{x2—m,2Ÿg SctqAx
__g 201 Ak g 202 Ak
(8 .10)y'27T/3iAK \/27tj32Ak
Then, Jacobian Transform is used to transform (8.10) from cartesian to radial coordi-
8.6. Validation o f the channel model in the simulator 153
nate system.
x i = z  cos 6
x i ~  z  cos 0 ~  dz sin d
X2 = z  sin d
i  sin 0  +  dz cos d
(8 .11)
Thus, the following new joint PDF is obtained.
1
(8 .12)
~ 0A^  ? f(^ COS9-pBi)^+{zsin9-pB2)^]X e
X e
( i  cos 5—02 sin  0 )^ , ( i  sin 0+ 02 cos 0)^ ] 01 ^  2^ \
A2(27Tcro)2VAA
X e
1'2A^ ( i  cos 0—02 sin  0 )^ , ( i  sin 0+02 cos 0)^ 01 02
where,
7 =  ^Jb I + b I
B2arctan B,
It can be observed that.
cr cr
A /2  ~  A /2  '
Hence, the PDF of the amplitude of the channel is,
} y. _A±2!Z
Pe(^) =  /  -]— 2  ^ 4
K=—7T
and the PDF of the phase is,
} y. _r!+2M
Pi/W =  / ---------2 ^ 7o
(8.13)
(8.14)
(8.15)
(8.16)
(8.17)
(8.18)
(8.19)
(8 .20)
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Figure 8.24: PDF of the amplitude for normal condition - Rayleigh channel 
and the LCR is
and the ADF is
7T
_?((r) AT((r)
(8 .21)
(8.22)
where, F^{r) is the cummulative density function (CDF) of (8.19).
8.6.2 R esu lts com parisons
The implementation of the channel in the simulator follows the same structure as shown 
in Figure 8.23. The comparisons between the simulations results and the theoretical 
model derived in Section 8.6.1 are presented in this section. In overall, the simulation 
results agree with the theoretical model.
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Figure 8.25: LCR for normal condition - Rayleigh channel
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Figure 8.26: ADF for normal condition - Rayleigh channel
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Figure 8.28: LCR for normal condition - Ricean with K =  4 dB channel
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Figure 8.29: ADF for normal condition - Ricean with K =  4 dB channel
0.7
—  Theory— -  Simulation
0,6
0.5
0.4
0.3
0.2
0.1
0.5 1.5 2.5 3.5 4.5
Figure 8.30: PDF of the amplitude for airplane handover condition - Rayleigh channel
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Figure 8.32: ADF for airplane handover condition - Rayleigh channel
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Figure 8.34: LCR for airplane handover condition - Ricean with K — 4 dB channel
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Figure 8.36: PDF of the amplitude for airplane handover condition - Rayleigh channel
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Figure 8.38: ADF for airplane handover condition - Rayleigh channel
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C hapter 9
C onclusions and Future Work
9.1 Conclusions
The objective of this research work is to clearly identify the main characteristics of 
Airplane-based UMTS. Five main areas:
• Doppler shift;
• coverage,
• interference,
• coexistence with Tower-based UMTS, and
• airplane handover issues
have been covered. To summarise, several concluding remarks can be drawn as follow:
HAP has the potential as a new infrastructure for wireless telecommunications, which 
includes UMTS. However, HAP UMTS currently remains a concept. The require­
ment for a HAP to have high capability in terms of power supply, carried weight, and 
volume delay even further the implementation of the new concept. Thus, airplane, a 
widely available platform for UMTS, is selected for this work. Although Airplane-based 
UMTS has a number of advantages such as ultra-fast deployment and the maturity
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of the airplane technology, airplane resemble the worst features compared with any 
other infrastructure including the HAP, Severe atmospheric disturbance, high airplane 
speed, and short endurance are identified as three main challenging attributes of the 
Airplane-based UMTS. These challenging features are incorporated in a system level 
simulator for Airplane-based UMTS. The simulator has been specifically designed and 
developed to include a realistic model of the airplane dynamics. Also included is the 
implementation of a new concept of shadowing model, which can represent more easily 
but accurately the shadowing process in the simulator. First of all, we looked into the 
Doppler characteristics of the system. It is identified that the airplane mobility affects 
the Doppler characteristics of the system. The Doppler rates of the Airplane-based 
UMTS are generally well within the Doppler rates of the benchmark system, Tower- 
based UMTS. However, due to the additional mobility of the airplane, the Doppler 
shifts of the Airplane-based UMTS are higher than the benchmark system, which may 
cause longer acquisition process at the initial stage of the frequency correction process. 
The airplane mobility also affects the dynamics of the coverage. Main factors such as 
altitude, turning radius, and tilting angle are identified. The atmospheric turbulence 
affects significantly the performance of handover in the system. In order to get an 
optimum solution for a certain operational target, the design of the onboard antena, 
the flight mission, and the mobile communication system have to be considered.
The overall interference in the Airplane-based UMTS is also affected by the mobil­
ity characteristic of the airplane. Due to the turning radius, the outer cells of the 
system suffer more significant performance degradation than the inner cells in the up­
link and downlink. Based on the knowledge that the interference characteristics of 
Airplane-based UMTS highly depends on the characteristics of the onboard multi­
beams antenna, group-based slow power control technique has been introduced. This 
sub-optimum power control technique can significantly reduce the computation load of 
the centralised slow power control in the system. The concept may be adopted for any 
control mechanisms in the Airplane-based UMTS. Also found that, the Airplane-based 
UMTS can nicely coexist, as a neighbouring or even as an overlay system, with the 
Tower-based UMTS.
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Short endurance feature of the Airplane-based UMTS requires a seamless airplane han­
dover solution. Based on the validated WCDMA physical layer simulation campaign, 
RF switching techniques are feasible for seamless airplane handover. Due to Doppler 
shift difference, simple RF handover technique degrades significantly the link perfor­
mance. This limitation is overcome by the implementation of a smooth handover tech­
nique.
9.2 Future work
It is worth noting that this research work is by no means exhaustive. It only lays 
a fundamental understanding of the characteristics and performance of the Airplane- 
based UMTS. There are still a number of issues need further investigation. They 
include:
•  The Doppler shifts of the Airplane-based UMTS are in overall still higher than the 
one of the Tower-based UMTS. The impact of the Doppler shifts to the acquisition 
performance is needed for further investigation.
• Basic impacts of the airplane dynamics to the coverage of the Airplane-based 
UMTS have been covered in this research work. The main aspects to be considered 
for obtaining an optimum system solution have been identified. However, further 
work on the optimisation method, i.e. Airplane-based UMTS network planning 
along side with flight path  design, is of importance,
• The airplane dynamics are also shown to have a significant effect on the handover. 
This still needs further investigation to get an optimum solution.
•  Although the Airplane-based UMTS can potentially coexist with the Tower-based 
UMTS, there are still aspects need to be studied such as load balancing and inter 
system handover.
• Finally, to translate the concept to reality, a system trial/implementation is very 
important. This way, the characteristics of the system can be easily demonstrated.
A p p en d ix  A
D erivation of C IR  expression for 
sim ple scenario - two m obile 
users and one base station
This appendix present the derivation of CIR expression of group-based slow power 
control for simple scenario where we have two mobile users and one base
station as shown in Figure A.I. m i is set to be a group reference and the other user, 
m 2 is randomly located within the group radius. From Figure A .l we can define the 
link gain matrix of this scenario as following:
G \\ G\2 
G21 G22
(A.1 )
where Gij is defined as the link gain for user being received by user and,
G22 = G \\ ■ ei 
G2I =  Gi2 • 62
where ei and 62 are defined as link gain differences.
(A.2)
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Figure A.l: Simple scenario: two mobile users and one base station 
For CIR target of 7 0 , the following linear system is obtained.
P2 =  70 f  • P\ + jr -  \Cr22 Ct22
By substituting (A.2), the equation (A.3) can be rewritten as,
P\ — 10 (  ' P2 +  y t-\(jrll Gii
P (  ^ 1 2  62 n  1P2 — 70 I -p=r~ ■ — ■ P\ + 77~ • —VGii ei G ii 6i
(A.3)
(A.4)
Then, we can easily find the optimum power assignment solution for the above problem 
(A.4) as follows:
Pi = (to (% ) (a) + T'°) • gl?
P  _  (^° ( & î )  ( g ) + T ' ° ( ^ ) ) - Æi-%^ (8s)'(s) (A.5)
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And the CIR is defined as follows:
71 = Pi
Based on the group-based power assignment concept, the same power is assigned to all 
users within the group. Thus, the actual transmit power can be given by,
P[ =  Pi
= Pi (A.7)
Consequently, the actual CIR can be expressed as:
'7 o ( S S ) ' ( i ) + 7 o
7i
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