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Abstract
Topologically nontrivial spin textures, mesoscopic spin configurations that cannot be
continuously transformed to an elementary magnetic configuration such as a ferromagnet
or antiferromagnet, are of interest due to their ability to exhibit magnetic solitons, with
topological protection. Such properties have the potential for applications in future data
storage and communication devices. For example, spin textures found in materials such
as MnSi, Cu2 OSe3 , Co-Zn-Mn alloys, and GaV4 S8 , commonly known as skyrmions, are
driven by the interplay of atomic-scale exchange interactions, single-ion anisotropy, and an
applied magnetic field. Of particular importance to this class of materials is the presence of a
Dyaloshinski Moriya interaction allowed by the noncentrosymmetric crystal structures of the
aforementioned materials. In this work, we are presenting the experimental efforts that seek
to uncover and understand a new class of skyrmion materials that have been predicted to
occur due to frustrated exchange interactions. One of the materials we have pursued in this
attempt is the element neodymium which has a double hexagonal crystal structure (space
group P63/mmc). We have performed Small-Angle Neutron Scattering studies which have
revealed a previously unobserved set of magnetic Bragg peaks with a hexagonal scattering

ix

pattern characteristic of a magnetic skyrmion lattice. We have studied the temperature and
field dependence of this pattern as well as its appearance in higher Brillouin zones. Another
material we have studied is cobalt-doped NiBr2 which is a layered compound with CdCl2
crystal structure (space group R3̄m) with the potential to host a magnetic vortex lattice
nucleated by impurities. Through neutron diffraction studies on this compound, we have
observed a ring of magnetic scattering appearing around (1 0 0.5) lattice point that becomes
more pronounced with higher cobalt doping. With our recent interest in exploring topological
states of matter in kagome systems, we have synthesized ScV6 Sn6 . The compound ScV6 Sn6
crystallizes in R6/mmm space group. Here we present the presence of a charge density wave
with a modulation vector [ 13

1 1
]
3 3

below 92 K.
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The (dM/dH) data have an anomaly at 0.85 T that

approximately coincides with the phase boundary determined from the Q1
peaks at 1.1 T. Data was collected on the same sample as in Fig. 3.8. . . . .
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3.11 Field dependence of the scattering at Q1 . Panels (a)-(c) show the fielddependence (µ0 H||c) of the scattering at T = 6.5 K. The measurement
protocol was zero field cooling the sample from 25 K to 2 K and then warming
under the specified field to 6.5 K. Panel (d) shows the field dependence of the
peaks at Q1 at T = 6.6 K. For this measurement, the sample was zero field
cooled to 6.6 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

72

3.12 Hall effect measurements at 2 K. The plot shows there is a broadened anomaly
in the Hall signal in both samples corresponding to the phase transition
near 1 T (see Fig. 3.1). The samples have thicknesses of 225 µm (red) and
18 µm (blue). The transition is sharper in the thicker sample. For the Hall
measurements, the current was applied along the a-axis; the voltage was
measured along the a* direction; and the magnetic field was applied along
the c-axis. Currents of 10 mA and 3.6 mA were used for the 225 µm and
18 µm samples respectively.
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3.13 Synchrotron X-ray diffraction data showing the response of the lattice to
applied magnetic fields. (a) Scattering angle (2θ) dependence of the (2 2
0) structural Bragg peak at 7 and 25 K. The phase boundary identified by the
SANS measurements near 1 T is indicated by the dashed line. (b) Scans of
the (2 2 0) structural Bragg peak at 0.2 and 1.2 T at 7 K. (c) Scans of the (2
2 0) structural Bragg peak at 0.2 and 1.2 T at 25 K.
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Panel (a) indicates J1 , J2 , J3 , first second and third neighbor exchange
interactions in a pristine triangular lattice. Panel (b) attempts to illustrate
the braking of the local exchange interactions at a non-magnetic doping site.

4.2

(left) Crystal structure of NiBr2 .

Note the ABCA stacking of the Ni2+

ions.(right) The triangular arrangement of the Ni2+ ions in the basal plane. .
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Panel (a) shows the change in the Néel incommensurate ordering temperature
as a function of cobalt doping reported in Ref. [137]. The magnetic field
was applied along c*. Panel (b) shows the room-temperature powder X-ray
diffraction patterns for different doping levels of Ni1−x Cox Br2 . . . . . . . . .
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4.4
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for the Ni1−x Cox Br2 for x = 0,0.2,0.25,0.3 and 0.45 ≈ 5 K. Here it is evident
that with increased Co doping an enhancement in the ring like scattering is
observed. Also the radius of the rings seemed not to be effected with doping.
The scattering patterns for x= 0, and 0.45 are collected at WAND2 , x=0.2 and
0.3 HB1 at HFIR, ORNL and x=0.25 is collected at CORELLI at SNS, ORNL.
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The top row shows the ring-like scattering pattern to be quantified. Second
and third from the top rows show radial slices and the Gaussian with a
constant background fit for the slices of the ring showed in the top at 0◦ ,90◦ ,
180◦ , 270◦ and 270◦ from [H 0 0] direction.

The bottom row shows the

extracted peak height, constant background, width, and the center of the
fitted Gaussian as a function of the counter clockwise angle from [H 0 0]. . . .
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Top to bottom rows show scattering pattern for x=0.2, 0.25, 0.3, and 0.45
observed around T = 5 K respectively. The blue data points in each 1-D
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The compositional dependence of the radius of the magnetic ring (black) and
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5.1

The top left and right structures show the side and the top view of 166
(ScV6 Sn6 ) crystal structure. The image on the bottom shows the kagome
layers of the V ions. The dotted line shows a single unit cell.

5.2
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Refined powder X-ray diffraction pattern obtained on ground ScV6 Sn6
crystals. Red ticks indicate peaks from ScV6 Sn6 and black ticks beta-Sn
(6 wt%).
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Low temperature properties of ScV6 Sn6 reveal a first-order phase transition at
92 K. (a) temperature dependence of magnetic susceptibility, χm , on cooling
(black) and warming (red). (b) temperature dependence of resistivity, ρ, in
the ab-plane measured on cooling (black) and warming (red). (c) Specific
heat capacity of ScV6 Sn6 , Cp averaging warming and cooling parts of each
pulse. The inset shows the data from the warming (red) and cooling (black)
sections of each heat pulse. (d) Relative change in ScV6 Sn6 lattice parameters
vs. temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.4

The panels (a) and (b) shows the single crystal X-ray Bragg peaks observed
in the (H K 0) and (H 0 L) plane at 280 K. And panels (c) and (d) shows
the Bragg peaks observed in the (H K 0) and (H 0 L) plane at 50 K.Note the
appearance of the [ 31 31 13 ] peaks in the low temperature phase.
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5.5

Panels (a)-(b) shows the top and the side view of the unit cells of the hightemperature (P 6/mmm) and low-temperature (R32) structures respectively.
The high-temperature unit cell is marked by the larger atoms for illustration
purposes.

Panel (c) shows the distortions on the kagome layer at low-

temperature.

Atoms with different colors show the symmetry lowered

vanadium sites at in CDW phase. Panel (d) shows the modulation of mainly
the Sn1 (green) and Sc1 (purple) in the HHL plane. Note the different shades
of respective colors represent symmetry lowered sites due to the distortions to
the crystal lattice in the CDW phase.
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The red and blue curves show temperature order parameter curves collected
through neutron diffraction at HB3A neutron diffractometer at HFIR, ORNL
] peak while warming and cooling respectively.
on the [ 13 13 10
3
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This figure shows ARPES data gathered by Dr. Rob Moore II. Panel (a) and
(b) shows the Fermi surface of ScV6 Sn6 at 20 K and 123 K respectively.
The red ellipses and arrows show the comparable points between the two
Fermi surfaces. Comparison between the two plots allows to observe the
rearrangements in the Fermi surface at temperatures lower than the charge
ordering temperature 92 K. Panels (c)-(f) shows the mapping of the electronic
band dispersion curves at 20, 65, 93, and 123 K. Through these plots we
observe a band which flattens near the Fermi surface (circled in red) appearing
at temperatures lower than 92 K. This band appearance at low temperatures
might be related to the mechanism which drives the CDW state.
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The figure shows the high temperature band structure calculations from Dr.
Mina Yoon’s team. The panels (top-left, top-right and bottom) show the Sn,
V, and Sc contributions to the bands closer to the Fermi level. Firstly, in these
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the electronic bands surrounding the Fermi level have higher contributions
from V and Sn in contrast to Sc. . . . . . . . . . . . . . . . . . . . . . . . . 118
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corresponds to peaks appearing in Phase VI as shown in Fig. 3.4(a) and the
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Chapter 1
Introduction

1.1

Topologically Non-Trivial Spin Textures

Describing particles with topology was first developed by Tony Skyrme [1] where nuclear
particles are described by excitations in a field with non-linear interactions. One key feature
of such defined excitations (particles) is that they could not be eliminated by continuous
deformation of the fields in which they are hosted, therefore topologically protected. Such
topologically protected states are found to be not just limited to nuclear particles, but
also been observed across systems governed by different scales in physics, ranging from
cosmological [2] to microscopical scales [3–5] including liquid crystals [6], superfluids [7], Bose
condensate [8] , and etc. This idea of describing particles through fields was modified to
describe magnetic materials in condensed matter systems by A. Bogdanov. [9–12]. Another
scientifically interesting fact about these topological states is the absence of Landau phase
transition behavior; One such example is quantum Hall effect measurements [13, 14]. In this
1

dissertation, the primary interest is in investigating how these ideas of topology apply to
magnetic materials. Beyond the fundamental scientific interests on these materials, there are
potential applications in data storage, communication and computing where the topological
protection of these states play an important role in implementing these technologies [15, 16].
In describing magnetic topological states, the original idea of Skyrme was not directly
applicable. But describing spin textures in the continuum model with ferromagnetic and
Dzyaloshinskii-Moriya interactions and a Zeeman term, the possibility to host topologically
protected spin textures/skymions was theoretically shown in structures with broken inversion
symmetry which undergo long rage ordering [9, 10, 17]. In the above-described theoretical
implementations, topologically stable particle like objects such as domain walls, vortices,
skyrmions, and bubble skyrmions are considered to be topological defects in the fields they
are described [18]. And each topological defect carries a certain topological charge. In spin
systems, this is also called a Wrapping number. Here the topological charge or the wrapping
number is equal to the number of times a spin texture would wrap around the unit sphere
when the real space spins are stereographically mapped in to the order parameter space.
The origin of these wrapping numbers is based on the the Berry phase picked up by going in
a closed loop enclosing the topological defect. Equation 1.1 is a mathematical construct to
account for spin wrapping in a spin texture M(r) which hosts a topological defect, which is
closely related to the Berry phase. Here n(r) =

M(r)
,
|M(r)|

and r = r(x, y) which is the position

vector in the x-y configuration space. When ϕ is evaluated in a closed path enclosing a
topological defect or by Stoke’s theorem in the enclosing region by the closed loop, the
wrapping number of the defect could be calculated as shown in Eqn. 1.2. In the special cases
2

when this wrapping number becomes an integer, it is known as a Chern number, where the
object corresponding to such integer wrapping numbers are known to be topologically stable.
In this context, the topological protection of these objects could also be visualized as the
inability to change the state of the wrapping numbers in the spin texture by continuously
changing the orientation of the spins without going through an energy barrier [18]. Also,
the spin textures corresponding to the same wrapping number or the topological charge is
known to be in the same topological sector [19].

ϕ=

∂n ∂n
1
n·
×
4π
∂y
∂x

(1.1)

Z Z
Nwrapping =

ϕ dxdy

(1.2)

In a skyrmion, at the center of the spin texture (r = 0) the spin points down while at the
perimeter, (r = ∞) spin points up. By applying these boundary condition information by
considering polar coordinates n(r) could be as in Eqn. 1.3, where Eqn. 1.2 could be rewritten
as Eqn. 1.4 which finally leads to the result in Eqn. 1.5 leaving [Φ(ϕ)]2π
0 multiple possibilities.

n(r) = (cos(Φ(ϕ))sin(Θ(r)), sin(Φ(ϕ))cos(Θ(r)))

Nwrapping

1
=
4π

Z

∞

2π

Z
dr

0

dϕ
0

3

dΘ(r) dΦ(ϕ)
sinΘ(r)
dr
dϕ

(1.3)

(1.4)

2π
Nwrapping = [cos(Θ(r))]r=∞
r=0 [Φ(ϕ)]0 =

1
[Φ(ϕ)]2π
0
2π

(1.5)

Then by defining vorticity m as, m = [Φ(ϕ)]2π
0 /2π therefore, m = Nwrapping , Φ(ϕ) could
be expressed as in Eqn. 1.6 where γ is known as the helicity [20].

Φ(ϕ) = mϕ + γ

The Fig. 1.1 shows the spin texture of a a Bloch type skyrmion (m = 1, γ =

(1.6)
π
)
2

while

Fig. 1.2 illustrates spin projections of a few possible skyrmions with a wrapping number, or
a spin vorticity m is 1 (m = −1 for anti skyrmions), with a few different helicities [20].
Here the vorticity m could be pictorially counted by tracking the number of wrappings
the in-plane spin projection undergoes when going around the spin configuration (notice the
evolution of the black arrows in each image in Fig. 1.2). Moreover, it also could be noticed
that the wrapping number is 1 for the illustrations in the first row (m=1), because the spin
projection winds in the same direction as the path taken around the spin texture, and single
wrapping of the spin projection been completed by the end of completion of the closed path
around the spin texture. Similarly, the wrapping number is -1 for the illustrations in the
second row as the direction of spin wrapping is opposite to the path followed around the
closed loop. When the in-plane spin projection at the positive y direction is compared across
the different columns, the effect of different values of helicity (γ) could be realized.
Since the first predictions of magnetic skyrmions in chiral magnets [9, 10, 17] discoveries
of such skyrmions have been made in materials with non-cetrosymmetric magnetic structures
4

Figure 1.1: A schematic representation of a spin texture of a Bloch skyrmion (m = 1, γ = π2 )
as shown in Ref. [20].

5

Figure 1.2: Each spin projection here represents a different spin arrangement which could
correspond to the same topological sector represented by the Chern number 1 or (-1) or the
vorticity m, with different helicity γ. The arrows describe the in-plane spin component while
the colors represent the out of plane component. White represents ‘spin up’ black represents
‘spin down’ [20].

6

such as MnSi [5], Cu2 OSeO3 [21], and in β-Manganese type Co-Zn-Mn alloys [22] and in
GaV4 S8 the only Néel type skyrmion know till today [23]. Even though there have been
discoveries of topologically non-trivial spin textures including skyrmions, there was a
limitation of such discoveries due to the reasons such as the emphasis of realizing such
non-trivial spin textures was solely put on materials with non-centrosymmetric magnetic
space groups, which is a smaller set while the centrosymmetric being the larger set. This
was also a result of the presence of theoretical guidance available for the magnetic systems
with broken inversion symmetry and the absence for the systems obey inversion symmetry.
But this has been changed with the ideas being put forth [24–27] describing possible ways of
realizing magnetic systems with inversion symmetry where the characteristic length scales
necessary for a stable topological excitations were achieved by different means than in the
non-symmetric magnetic structures [27]. Therefore, with these theoretical guidances, the
work presented through this dissertation has mostly been aimed at filling this gap by trying to
realize possible topologically protected spin states hosted by materials with centrosymmetric
magnetic structures, and also to elucidate the magnetic interactions which stabilize such
topologically protected spin states via neutron scattering techniques.

1.2

Heisenberg Model, Dzyaloshinskii-Moriya Interaction, & Magnetic Anisotropy

To describe the the spin-spin interactions in the work presented here, the Heisenberg model
is the starting point. In particular to the systems being studied, the exchange interactions,
7

single ion anisotropy, and Zeeman term are important in describing the magnetism of those
systems. Therefore the details including the importance of each of those terms in the context
of realizing non-trivial spin textures are briefly described in the following subsections.

1.2.1

Heisenberg Model

The Heisenberg model describes isotropic spin-spin interactions in a system where the
magnetic spins are localized at sites of the crystal. These interactions between the spins could
rise due to many possibilities such as direct orbital overlaps, super-exchange paths through
other existing bonds in the crystal or, if the material is metallic, through the conduction
electrons (RKKY interaction).

H=−

1 X
Jij Si · Sj
2 i,j,i̸=j

(1.7)

Here in Eqn. 1.7 the effective nature of this interaction between two magnetic ions Si and
Sj is described by the term Jij where the locations of the ions are given by ri and rj . In
the classical limit, the spins would be represented by vectors, while in the quantum limit
those will be represented by spin operators. These Jij interactions are always co-linear with
respect to the directions of Si , and Sj .

1.2.2

Dzyaloshinskii-Moriya Interaction

The Dzyalashinskii-Moriya interaction (DM interaction) [28, 29] also known as an antisymmetric anisotropic exchange interaction is given by Eqn. 1.8. The DM interaction results
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in a tendency of the spins to cant away from a co-linear spin arrangement.

HDM =

X

Dij Si × Sj

(1.8)

i,j,i̸=j

The DM interaction is observed in magnetic magnetic structures lacking a center of
inversion. Hence, the DM interaction is typically found for magnetic systems crystallizing
in non-centrosymmetric magnetic space groups. In the context of hosting topologically nontrivial spin textures, DM interaction has been an important term in the Hamiltonian, because
one of the ways to realize topologically non-trivial spin textures such as skyrmions is derived
from a helically ordered ground state due to the competition between the ferromagnetic
nearest neighbor exchange interaction and the DM interaction [5].

1.2.3

Zeeman Term

The Zeeman term in a Hamiltonian represents the coupling of the spins in the system to
an applied magnetic field. In general this is a important term in the Hamiltonian as this is
describes how a magnetic system is altered by applied magnetic fields.

HZeeman = −gµB

X

B · Si

(1.9)

i

In our interest to realize topologically non-trivial spin textures, the Zeeman term is
important as it has the potential to drive a Hamiltonian via a topologically discontinuous
transformation in to a topologically non-trivial spin state from a trivial state like helical

9

ordering. The fact that all experimentally observed skyrmion lattices being realized at finite
field also stands as proof for the importance of the Zeeman term in realizing topological
magnetic states.

1.2.4

Single Ion Anisotropy

Single Ion Anisotropy (SIA) arises from the quenching of the orbital moment of a magnetic
ion from the surrounding crystalline electric field. Practically this bolsters the tendency the
spins in a system to order in particular directions based on energy minimization. Eqn. 1.10
shows the representation of the SIA term in a Hamiltonian where the preferred direction
could be fixed by choosing suitable values for Al s.

HSIA =

X

Al · Sil · Sil

(1.10)

l

In the simple case of only Az is non zero and positive, the spins will avoid magnetic
ordering with components in the z direction based on the energy cost it introduced by
the SIA term. Thus, the spins will be mostly limited to magnetically order in the plane
perpendicular to z direction (in the x-y plane). Such a system is called to have easy plane
anisotropy. Similarly, when Azl is negative the spins will prefer to align parallel to the z axis
which is known as a easy axis anisotropy.

10

1.3

Magnetic Frustration

Magnetic frustration is a phenomenon originating from the inability to satisfy multiple
magnetic interactions simultaneously. These competing interactions could arise through
diverse means: (1) through the competition due to the in-plane exchange interaction and
the out of the plane easy axis anisotropy term as observed in certain thin film systems [30,
31] ; (2) through the competition between the ferromagnetic neighbor exchange and the DM
interaction in noncentrosymmetric magnetic structures [5, 9, 10, 17]; (3) competing exchange
interactions [24–27] and (4) four spin exchange interactions [32].
Out of these mechanisms of magnetic frustration, the case with competing different
neighbor interactions are most related to the systems which are studied by the work presented
in this dissertation. When describing the competing magnetic interactions in Ni1−x Cox Br2 ,
the main component has been the competition between the first neighbor and third nearest
neighbor interactions (J1 -J3 frustration) while maintaining a triangular magnetic lattice
structure will be explained in Chapter 4.
For an example, as illustrated in Fig. 1.3 and described by Eqn. 1.11, in the case where the
spins in a triangular structure are limited to the basal plane due to large easy plane anisotropy
(Az > 0) where the Nearest Neighbour interactions (J1 ) tend to align the neighboring spins
ferromagnetically (blue), while the third Nearest Neighbour (J3 ) interaction attempts to align
the spins antiferromagnetically (yellow) along the same direction. As a result of not being
able to satisfy both of these interactions magnetic frustration arises in the system, which
will change the magnetic ordering based on the strengths of the competing interactions.

11

Figure 1.3: Schematic diagram illustrating frustration due to competing different neighbor
interaction in a triangular lattice. Here J1 is a ferromagnetic interaction where J3 is an
antiferromagnetic interaction where the easy plane anisotropy forces the spins to the basal
plane.
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In Chapters 4 and 3 the specific mechanisms of frustration for each material is described in
detail.

H = −J1

X
⟨i,j⟩,i̸=j

1.4

X

Si · Sj + J3

⟨⟨i,j⟩⟩,i̸=j

Si · Sj + Az

X

Siz 2

(1.11)

i

Topologically Non-Trivial states of matter in nonmagnetic kagome systems

As described in the above sections in this chapter, the magnetic structure and the
conformation of the magnetic ions play an integral role in hosting topologically non-trivial
magnetic states. Of such structures, another exciting structure is the kagome layers [33–35].
Kagome layers comprise corner-sharing triangles leading to a layer tiled with triangles and
hexagons as shown in Fig. 1.4(a). In the literature, magnetic ions in kagome conformation
have been studied as candidates for quantum spin liquids [33], helical orderings which exhibit
anomalous Hall effect [35], and magnetic Weyl fermoins [36]. There are also reports of hosting
skyrmion lattices in breathing kagome systems [37], and more theoretical predictions on
the possibility of hosting Weyl magnons in magnetic kagome systems [38]. Nonetheless,
the relationship of kagome materials to topology is not limited to magnetism but also the
electronic structure.
For kagome materials, tight-binding calculations have shown the presence of Dirac band
crossings, a flat band, and saddle points in the electronic band structure as shown in
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Figure 1.4: Panel (a) shows the structure of a kagome layer. Panel (b) shows the electronic
band diagram calculated by tight-binding model with nearest neighbor hopping [39].
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Fig. 1.4(b). Based on the electronic filling of these bands, different phenomena are
exhibited by these materials [40–42], where one such exciting feature is charge density waves
(CDW) [42, 43]. Here the CDWs are known to be present when the band fillings are up to
the saddle points with Van Hove singularities [44–47].

1.4.1

Charge Density Waves

As the name suggests, a charge density wave (CDW) is a phenomenon where the charge
carriers undergo a spatial modulation to avoid divergences in the electronic susceptibility
at low temperatures. This phenomenon is closely related to the dimensionality and the
topology of the Fermi surface. In spite there there are multiple explanations about the
origins of CDWs, the first explanation dates back to 1930 by Peierls [48]. In Peierls’s
description, the main focus was about 1-D chains of atoms.

In his work, the physics

behind the emergence of the CDW at low temperatures was derived based based on Linhard
susceptibility calculations [49, 50].
By that, Peierls had shown at low temperatures, there would be a divergence in the
electronic susceptibility at 2kF , where kF = ±π/2a is the Fermi momentum vector. Using
linear response theory, the induced charge density could be expressed as in Eqns. 1.12
and 1.13, where fk is the Fermi distribution and Ek is the energy of an electron with
momentum k. The real component of the final answer to Eqn. 1.13 at low temperatures
(T = 0) is shown in Eqn. 1.14 and by Fig. 1.5 where there is a divergence occurs at q = 2kF .
Materials undergo charge reorientations to avoid large energy costs due to such divergences

15

Figure 1.5: The figure from Ref. [50] illustrates the momentum dependence of the
susceptibility of compounds at T = 0 K based on the dimensionality as described in Ref. [50].
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in their susceptibility. In this process, an energy gap is created at the Fermi energy level, at
± kF , thereby introducing new periodicities to the electrons, forming a CDW (Fig. 1.6).
A consequence of the energy gap opened at the Fermi level is increased resistance in the
CDW phase, known as the metal-insulator transition [48, 50, 51]. Furthermore, W. Kohn
has shown that CDW formation influences the phonon spectrum [52]. Such an effect is due
to the low energy electronic excitations at 2kF screening any lattice vibrations with the same
wave vector. Also, the energy of phonon modes close to ≈ 2kF would be lowered. This
phenomenon is now known as Kohn’s anomaly (Fig. 1.7). Furthermore, the idea of Peierls’s
anomaly observed in 1-D could be extended to higher dimensions (three dimensions) [53].
The concept behind this extension is if the topology of the density of states at the Fermi
surface of the material allows low energy transitions separated by a momentum qi , then a
CDW with a modulation vector qi would be present in that material. The above-described
behavior is known as Fermi surface nesting.

ρind (⃗q) = χ(⃗q)ϕ(⃗q)

(1.12)

χ(⃗q) =

d⃗k fk − fk+q
2π Ek − Ek+q

(1.13)

χ(⃗q) =

q + 2kf
−e2
ln
πℏvF
q − 2kF

(1.14)

Z
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Figure 1.6: As illustrated in Ref. [50] Panels (a) and (b) illustrated the atomic arrangements
and the dispersion diagrams before and after the opening of the Fermi energy at ±kF [50].
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Figure 1.7: As shown in Ref. [50] the figure illustrates the Kohn anomaly/phonon softening
at 2kF at and above the transition temperature for a 1-D chain of atoms Ref. [50].
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In Peierls’s picture, a compound hosting a CDW should exhibit Fermi surface nesting,
Kohn anomaly, and metal-insulator transition. Yet, in actual materials hosting CDWs, all
of these phenomena are not necessarily observed [54–56]. Moreover, there are alternate
explanations for the origin of CDWs [57–59]. References [57, 58] shows the possibility of
hosting CDWs due to electron correlations in a spherical Fermi surface. Reference [59] has
described how a CDW phase could attain low electrical resistivity in systems with electron
fillings up to saddle points in two-dimensional band structures. Such lowering of resistivity
is in contrast to the metal-insulator transition behavior expected based on Peirels’s picture.
One clear observation for CDWs in kagome materials is their deviation from the classic
Peierls’s picture as they show reduced resistivity in the CDW phase. Even though the
relationship between the formation of CDWs in kagome materials and its electron filling
up to the saddle points are widely accepted [44–47], yet the details of the microscopic
underpinning of the CDW formation in kagome systems remains unclear, standing evidence
for the complexity of the origins of CDWs.
Several methods have been utilized in identifying CDWs in materials based on which
phenomenon exhibited by a CDW is studied. One such phenomenon is the metal-insulator
transition, which could be probed by performing electrical resistivity measurements. An
increase in resistivity at low temperature would categorize a material as a potential candidate
to host CDWs [50]. Although there are recent reports in which the resistivity has decreased
when entering the CDW phases [43, 60].

CDW phases could be probed by magnetic

susceptibility measurements as well [61, 62]. The reason for such sensitivity is based on
the energy gap opening at the Fermi energy level. When an energy gap opens at the
20

Fermi energy level in a way, the density of carriers at the Fermi level is reduced. But
the magnetic susceptibility is susceptible to the carrier density at the Fermi level through
their paramagnetic contributions [61, 62], hence the sensitivity to CDW transitions. The
electronic contribution for the specific heat capacity is sensitive to the gap and the density
of states at the Fermi level [62, 63]. Therefore specific heat capacity measurements could
also identify CDWs [62, 63].
To probe CDWs, there are more direct and advanced approaches. The first would be by
diffraction techniques. Through X-ray [43, 64], neutron [65], and electron [66, 67] diffraction
techniques, periodicities in a crystal could be mapped in reciprocal space. Hence CDWs
could be identified through scattering techniques by structural alternations caused when
entering the CDW phase. Another technique to investigate CDWs is Angular Resolved Photo
Emission Spectroscopy (ARPES). ARPES uses optical or X-ray photons to map electronic
band structures of materials. Therefore by mapping the Fermi surface nesting, ARPES could
be used in identifying CDWs [68–70]. Another way to study CDWs is by probing the Kohn
anomaly or the phonon softening. Inelastic X-ray [71] and neutron [65, 72] electron [73] and
helium atom [73] scattering would be considered suitable for such studies.
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Chapter 2
Experimental Techniques

2.1

Sample Growth

To study the physical properties of materials, single crystals of high quality are highly essential in condensed matter physics. The benefit of having single crystals over polycrystalline
samples is that we can obtain directional information about the compound, which will reduce
ambiguity and will help to reveal subtle features of sample property measurements due to
the absence of powder averaging. To study certain properties such as quantifying magnetic
interactions via inelastic neutron scattering researches tend to prefer larger single crystals
(> 1 mm in linear dimensions). Therefore, growing single crystals beyond one-millimeter
linear dimensions is essential.
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2.1.1

Chemical Vapor Transport Technique

The basics of Chemical Vapour Transport (CVT) technique were described in the work
produced by Mond, Langer, and Quinke in 1890 [74] and Biltz, Fischer, and Juza in 1928 [75]
and further developed as a technique by Scäffers around 1963 [76]. The basic working
principle of this technique is to transport a condensed phase of a material of interest over
a temperature gradient, and make it seed and crystallize at the other end in a closed
environment with the help of a gaseous transport agent. This technique is mainly driven
by thermodynamic behavior as opposed to the kinetics of the reagents. Experimentally,
the requirement of the closed environment is met by sealing the reagent and the transport
agent inside a quartz tube. Then the sealed ampule is maintained under a temperature
gradient, preferably by using a two-zone furnace, where the temperatures of both ends of
the ampule could be controlled. The end of the ampule where the reagent reacts with the
gaseous transfer agent is called the source while the end in which the crystals are formed
is known as the sink. The process of the starting reagent reacting with the transfer agent
is known as dissolution [77]. Depending upon the enthalpy of the reaction of the compound
or the elements of the compound the relative temperatures of the source and the sink are
determined. If the reaction is endothermic the sink would be the cooler end, and if exothermic
vice versa.
A(s) + T (g) <=> I (g)

(2.1)

A schematic illustration of how the chemicals behave in a CVT growth is as shown in
Fig. 2.1. A typical dissolution process of a reagent of interest (A) and the transfer agent
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Figure 2.1: The image shows a schematic illustration of the working principle of the CVT
technique for a crystal growth where the crystals grow at the cold end. The powder of
the material of interest is loaded to the hot end (pink). Trough out the growth process
the gaseous transport agent would cycle between the hot end and the cooler end due to
convection currents, while carrying the materials from the hot end to the cold end. This
controlled transport agent aided transportation of the materials helps the crystal growth at
the cold end. [77].
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(T) and forming a mobile intermediate compound (I) is a reversible process. Therefore the
direction of the reaction could be understood by Lé Chatelier’s principle too.
The crystals grown by using this technique are often higher purity when compared to
crystals produced by other growth techniques due to the absence of defects such as inclusions
which are common when growing crystals via techniques such as molten flux growth. One
limitation of the technique is that crystal size is often limited to the millimeter scale. In
CVT growths the challenges is to optimize the amount of the starting reagent, the transfer
agent and the amount, and the temperatures to maintain at each end, so that congruent
crystallization is achieved.
The single crystals of chalcogenide spinels described in this document were synthesized
using CVT with the following protocol: the starting materials were single-phase powder
samples prepared by solid state reactions, and I2 (g) act as the transfer agent. To create the
temperature gradient, horizontal two-zone tube furnaces were used, where the temperature
was controlled only in the center of the furnace. To achieve the expected temperatures at
each end of the growth ampules, the relative distances from the center of the furnace and
the length of the ampules were adjusted.

2.1.2

Molten Flux Growth

Another standard technique to grow materials is the molten flux growth technique. The
main idea behind the molten flux growth is that the reactants are dissolved in flux by
heating the starting materials, and then single crystals are grown by slow cooling of the
material. Another way to describe this growth method is, that at high temperatures the flux
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acts as the solvent and the rest of the compounds in the mix behave as the solutes. Then the
slow cooling would let the solution release the solutes at a slow rate giving the possibility to
crystalize as single crystals. Main steps of the growth process are described below.
In molten flux growth first an appropriate flux material must be selected. Some of the
qualities desired from a flux as listed below.
• Low melting point
• High boiling point/ low vapor pressure
• Ability to dissolve all starting materials when heated to the highest temperature.
• Should not react with the dissolved materials (if not a self-flux growth)
• Should not react with the container (crucible)
• Should be available in large quantities compared to the reactants with high purity
• Low viscosity in the molten state.
A flux compound in a growth is needed to be in its liquid phase at all temperatures
involved that particular growth. Therefore the temperature range between the melting point
and the boiling point of a potential flux material gives the operating temperature range in
which it could be used as a flux compound. Therefore, a compound with a low melting point
and a high boiling point is desired for a flux material. To make sure the crystals formed in
a flux growth are the expected kind, it should be checked whether the flux could react with
the containers, or whether it crystallizes other compounds other than the targeted growth.
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To make these decisions chemical phase diagrams reports in the literature, and empirical
knowledge is helpful. Another property that would be advantageous to be expected in a flux
compound is the low viscosity of the material in its molten phase. Low viscosity helps the
dissolved entities to homogenize/diffuse quickly inside the melt.
When planning a molten flux growth one of the tasks is selecting the ratios among
the reactants. For this, we will take the existing chemical phase diagrams to estimate the
chemical ratios. Often binary phase diagrams are more readily available than the ternary
phase diagrams. When targeting a particular growth, another way to find ratios would
be from existing literature. In the absence of a governing phase diagram, one approach
is to choose a starting point in terms of composition (or multiple starting compositions)
analyze the results logically, modify the composition(s) to achieve the results with expected
stoichiometry.
After selecting a composition, then the compounds are weighed accordingly and loaded
into a crucible. Then a sieve and a catch crucible are set up to help separate the crystals
towards the end of the growth. Finally, this setup is sealed inside a silica tube with quartz
wool padding on both ends after a few purging cycles in an argon atmosphere.
Then the sealed setup is transferred into a box furnace for heating. As mentioned
briefly at the beginning, the furnaces are programmed to reach the dwelling temperature,
at which the ingredients in the growth crucible are melted and homogenized. If any volatile
compound is involved steps should be taken to make sure those compounds are dissolved
in the flux material prior to reaching temperatures where the partial pressures affect the
integrity of the sealed tube. After reaching the dwelling temperature, as a rule of thumb,
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the furnaces are held at this temperature for hours. Here the expectation is to guarantee the
ingredients are homogeneously dissolved in the flux. If there are any indications such as the
starting materials not being fully dissolved, over grown crystals only in the vicinity of certain
starting reagents, leading to indicate high viscosity in the melt leading to low diffusion of the
compounds in the melt, then increasing the dwelling time would be one of the possibilities
to mitigate this challenge.
After spending adequate time at the dwelling temperature, the temperature of the molten
solution is gradually reduced. As a result the solution/flux starts being supersaturated with
the compounds held in the liquid phase and starts releasing. This starts the nucleation
process of the single crystals. Further reduction of the temperature till the centrifuging
temperature leads to the growth of the nucleated single crystals into larger pieces. After
reaching the centrifuging temperature, the sealed tube is flipped to separate the excess flux
from the crystals and a centrifuge is used to further separation. Here the initially assembled
catch crucible is used to collect the separated flux, and the sieve is helpful to hold the single
crystals in the growth crucible. The whole process of molten flux growth techniques is shown
in Fig. 2.2.
The number of nucleating sites is dependent on several factors such as the smoothness of
the surface of the crucibles, cleanliness of the materials. and the cooling rate. If the cooling
rate is relatively fast, one of the compromises would be on the dimension of a given crystal,
this is because if the melt releases the materials to be grown as single crystals faster, it starts
precipitating with less preference to be on a given site, increasing the number of crystallites
at the cost of the dimensions of a given crystal.
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Figure 2.2: The figure illustrates the steps involved in the molten flux growth technique.
(left) First we load our initial reactants into an alumina Canfield crucible set. (second from
left) Then we seal this setup in a fused silica tube with after padding with quartz wool in
an evacuated argon environment. (third from right) We place the sealed tube upright in a
furnace which is programmed to heat to a high temperature for homogenization, and to slow
cool till it reaches the dwelling temperature. (fourth from right) after the furnace reaching the
centrifuging temperature, the fused silica ampule containing the crucible setup was flipped
and centrifuged using the centrifuge shown in the picture to separate the remaining flux from
the grown crystals. (right) after leaving the silica to cool down to room temperature, the
crystals are retrived by carefully breaking the silica ampule.
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In some growths, temperature cycling is also introduced to reduce the number of
nucleation sites. Here as explained in the previous paragraph the slow cooling is initiated,
but before reaching the centrifuging temperature the temperature is raised again to or close
to the dwelling temperature for a much shorter period, and the slow cooling is restarted. The
thought process behind this is to let the comparatively smaller crystals be redissolved in the
flux, and let the surviving single crystals be grown into larger single crystals. A schematic
diagram of the above mentioned steps are as shown in Fig. 2.2.

2.2
2.2.1

Basic Characterization Techniques
Powder X-ray Diffraction

In the growth process, powder X ray Diffraction (PXRD) is used as the preliminary method
of understanding the crystal structure of the synthesized compound and phase purity. In X
ray diffraction, the working principle is governed by Bragg’s law as shown in Eqn. 2.2, where
the wave nature of the X ray photons is used in explanation of the phenomenon as shown in
Fig. 2.3. In our laboratory facility in Joint Institute for Advanced Materials (JIAM) we are
equipped with a Burker bench-top PXRD machine capable of performing room temperature
PXRD measurements (Fig. 2.4). For this the samples to be measured are pulverized into
a fine powder, and spread on a silicon sample holder, and placed on the diffractometer’s
sample stage.

2dsin(θ) = nλ
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(2.2)

Figure 2.3: Pictorial representation of Bragg’s law in Eqn. 2.2.
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Figure 2.4: Image of the lab Powder X-ray Diffactometer.
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Data were collected in the range of 2θ from 10◦ to 900 with the step size 0.02◦ while collecting
scattering data for 0.26 s per step leading to a rough total time of 18 minutes per scan
performed to investigate the phases existing at room temperature. For refinement purposes,
2-hour or 4-hour scans were performed for increased statistics.

2.2.2

Magnetic Property Measurements

The initial characterization technique we utilize in characterizing the magnetic properties
of our sample is D. C. magnetic susceptibility measurements. The samples could be in the
form of powder or single crystals. If the sample is in the form of powder, a small pressed
pellet weighing ≈ 30 mg were used as the specimen. When performing measurements on
single-crystals where the direction of the applied magnetic field is crucial, attention has to
be paid when mounting the sample on to the sample holder so that the direction of interest
is along the vertical direction. For sample holders, multiple options are available such as
quartz and brass holders. For such holders, GE varnish is used to attach the sample to the
holder. Care was taken to to minimize the usage of GE varnish to avoid high background
levels especially when measuring small samples with no ordered magnetic moment. One
other possibility is to mount the samples using plastic drinking straws to avoid possible high
background signals.
DC magnetic susceptibility measurements are made using a Magnetic Property Measurement System (MPMS) in JIAM shown in Fig. 2.5, which can measure the magnetic moment
in the temperature range from 2 to 400 K with applied DC magnetic fields ranging from -7
to 7 T. The mechanism of detecting signals in an MPMS instrument is based on the
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Figure 2.5: Magnetic Property Measurement System at the Joint Institute for Advanced
Materials, University of Tennessee, Knoxville.
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detection of the quantum interference between two Josephsen junctions as shown in
Fig. 2.6 [78].

2.2.3

Electrical Transport Measurements

Another technique used to characterize samples is electrical transport measurements. Based
on the different techniques and conformations used to measure transport properties, such
as resistivity [79], information about the the Fermi surface, and its topological behavior [80]
can be extracted.
For our purposes four probe resistivity technique is used to measure the change in the
electrical resistivity as a function of temperature and applied magnetic field to identify
phase transitions in materials of interest. The advantage in the four probe technique over
the two probe technique is significant when measuring samples with relatively low resistance
(compared to the contact resistances). This is because in a four probe measurement, the
resistivity calculation is not susceptible to the contact resistances. Here the samples were
polished into a rectangular shape where the gold contact wires are fixed to the sample via
silver paint as schematically shown in Fig. 2.7. Then the sample and wires are connected to a
sample puck which is lowered into a Physical Property Measurement System (PPMS), where
the temperature could be varied from 1.7 K to 400 K, and magnetic field can be changed
from -9 to 9 T.
The basics of calculating the resistance is from Ohm’s law as mentioned in Eqn. 2.3, where
V, I and R are the voltage drop across the leads of a voltage measurement, the current and
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Figure 2.6: The working mechanism in a Superconducting Quantum Interference Device
(SQUID)as illustrated in Ref. [78].
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Figure 2.7: The schematic diagram of a four-probe electrical transport measurement. Here
the sourcemeter is capable of generating a constant current. The nanovolmeter measure the
voltage drop across its tow terminals. Therefore for resistivity calculations, the rectangular
prismatic section of the sample between the nanovoltmeter terminals are used. First the
resistance of this segment is calculated by the sourcemeter and the nanovoltmeter readings.
Then by the measuring the dimensions l, w, and t the resistance values are converted into
corresponding resistivities by using the Eqn. 2.5.
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the resistance along the same direction of the voltage drop respectively. Subsequently the
resistivity could be calculated as shown in Eqn. 2.5, where ρ, w,t and l are resistivity, width,
thickness and the the distance between the voltage measurement leads of the material shaped
into a rectangular bar as schematically shown in Fig. 2.7.

V
I

(2.3)

ρ×l
A

(2.4)

R×w×t
l

(2.5)

R=

R=

ρ=

2.3
2.3.1

Neutron Scattering
Introduction

A neutron is a spin half sub atomic particle with zero electric charge and a rest mass of
1.0087 u. As a result of its electric neutrality, it often has a higher penetrating capability
compared to the other probes used to investigate matter such as electrons, photons, and
muons. Neutrons interact with matter through the magnetic dipole-dipole interaction, which
is weaker in strength when compared to interacting mechanisms of the above-listed probes.
In in the mid-nineteenth century it was found out that it is possible to bring neutrons to
a de Broglie wavelength to the same order of the atomic spacings of matter. Since then,
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with the developments in neutron scattering spanning more than a half a century, it is well
established as a technique to probe structure [81] and dynamics of matter [82].
In neutron scattering, the details of the sample under investigation are extracted by
uncovering the interaction potential of the sample and the neutron. This is carried out by
comparing the neutrons impinging on to the sample (the incident beam), and the outgoing
beam after interacting with the sample (scattered beam). In a neutron measurements, the
energy, linear momentum, and the spin state of the neutron are the quantities used to map
the interaction potential with the sample [82].
As a result of charge neutrality, neutrons can get close to the proximity of the nuclei of
in the crystal so they can interact trough short range weak nuclear force. The strength of
the weak nuclear force between the neutron and the nuclei vary without a clear trend. Thus,
the interaction of the neutron with each type of nuclei has to be individually quantified. In
X-ray scattering the scattering cross-section is proportional to the number of electrons in the
electron cloud around an atom/ion, but due to the above described nature of the neutron
scattering cross-section with the nuclei of different atoms/ions, neutron scattering has an
advantage in probing elements with low atomic numbers.
In scattering communities, a standard way to represent the scattering cross-sections
via the concept of scattering lengths. Here one of the important fact to be noted is that
the scattering length could be a complex number. A large positive real component in the
scattering length is a representative of a good scattering sample which again could be divided
as the coherent and incoherent scattering, while a large imaginary component is a sign of
highly absorbing sample [82].
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If an incident neutron is described as

⃗

Ψ(k⃗i )inc = eki ·⃗z

(2.6)

where the incident neutron is represented as a plane wave with a momentum k⃗i traveling
along the z direction. Then the scattered neutron could be denoted as

b ⃗
Ψ(k⃗f )sc = − ekf ·⃗r
r

(2.7)

Here the momentum of the scattered beam is represented by the k⃗f and amplitude of
the scattered beam is modified by − rb where b and r are the scattering length and the
distance from the detection point of the scattered beam from the sample respectively. The
k⃗f represents the momentum of the scattered beam. The difference between the magnitudes
of the k⃗i and k⃗f will give the energy transfers (E =

k2
2mn

where mn is the mass of a neutron)

⃗ on the sample could be found by Q
⃗ = k⃗i − k⃗f which also will
and the momentum imparted (Q)
be explained in the next section in detail. Another important detail about a scattering event
is that when the scattering neutron and the sample are considered together, the momentum
and the energy for each scattering event are conserved [82].
For a neutron being scattered, the momentum transfer

⃗ = k⃗f − k⃗i
Q

(2.8)

Q = kf2 + ki2 − 2kf ki cos θ

(2.9)
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where θ is the angle between k⃗i and k⃗f . And the energy transfer is

E = Ei − Ef

(2.10)

Considering neutrons as free particles with mass m,

E = ℏω =

2.3.2

ℏ2 (ki2 − kf2 )
2m

(2.11)

Differential Scattering Cross-section

To understand the basics of the scattering cross-section let’s consider the scattering of a
particle from a single heavy (compared to the probe’s inertia) target, where the scattered
particles are being detected by detectors that are positioned to detect particles traveling into
particular solid angles with respect to the original direction of flight.
Then the count rate at each detector would be written as,


Ci = ∆Ωη

∂σ
∂Ω


ϕ

(2.12)

i

When Ci being the rate of counts recorded on the detector i, ∆Ω is the solid angle
covered by the detector, η the correction for the detector and, ϕ is the flux rate with which
the sample was impinged, and

∂σ
∂Ω i



is the differential cross-section which has the units of

per unit area. If energy exchange between the neutron and sample is considered, the CiE
 2 
∂ σ
could be measured leading to ∂Ω∂E
.
i
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When no change in the energy landscape of the material in study is caused by neutrons but
only the population of different energy states, from the Fermi’s Golden Rule the differential
cross-section could be expressed as in Eqn. 2.13. This connects the microscopic information
of the sample to the differential cross-section.



∂σ
∂Ω∂Ef


ki ,σi ,λi →kf ,σf ,λf

kf  m 2
=
|⟨kf , σf , λf |V | ki , σi , λi ⟩|2 δ (ℏω + Ei − Ef ) (2.13)
2
ki 2πℏ

Where m is the mass of the neutron, λs represent states of the neutrons before and after
scattering, ks being the momentum, and σs spin state respectively, where the subscripts i
and f denoting initial and final states respectively [82].

2.3.3

Elastic Neutron Scattering

In elastic scattering there is no energy transfer between the sample and the probing neutron
thus the magnitudes of the wave vectors of incoming and outgoing neutrons are the same
(|k⃗i | = |k⃗f |). But, as long as the directions of the incoming and the scattered neutron are
different, there is momentum transfer between the neutron and the sample. This is the basic
principle of neutron diffraction. By neutron diffraction the static behavior of the crystal and
magnetic structure can be understood. Therefore, the neutron diffraction cross section is
given by integrating the Eqn. 2.13 over energy,



∂σ
∂Ω


=
σi ,λi →σf ,λf

 m 2
|⟨kf , σf , λf |V | ki , σi , λi ⟩|2
2πℏ2
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(2.14)

If a neutron with a wave vector k⃗i ( k⃗i = k) was elastically scattered by a sample, and the
outgoing neutron is kf ( k⃗f = k), then the momentum transfer could be described as shown
in Fig. 2.8.
For nuclear scattering, the interacting potential Vn for a atomic arrangement, with atoms
with bi scattering lengths located at ri is given as

Vn (⃗q) =

2πℏ2 X q⃗·⃗ri
bi e
m i

(2.15)

Then by including the statistical weight function which corrects for the initial state
population |λi |.



∂σ
∂Ω

*


=

X

P (λi )

k, σf , λf

σi ,λi →σf ,λf

+
X

bi e

q⃗·⃗
ri

k, σi , λi

2

(2.16)

i

For magnetic scattering the interacting potential Vm originates due to the magnetic field
sensed by the neutron due to the spin and the orbital motion of the unpaired electrons in
the sample.
Thus,

⃗
Vm = −⃗µ · B

(2.17)

⃗ is the magnetic field due to the
where µ
⃗ in the magnetic moment of the neutron and B
spin and orbital motion.
Therefore the magnetic field Bj due to a jth unpaired electron could be expressed as
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Figure 2.8: Schematic diagram for elastic scattering. Here the k⃗i , and k⃗f are schematic
representation of the momentum vectors of incident and diffracted neutrons. Note the equal
⃗ is the momentum imparted on the neutron (equal and opposite
magnitude of ki , and kf . Q
⃗ is an allowed momentum transfer based on
to the imparted momentum on the sample). G
the nuclear or magnetic structure of the sample under investigation.
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⃗
⃗ × p⃗j
µ⃗j × R
2µB R
∇×
+
R3
ℏ
R3

µ0
Bj = Bjs + Bjl =
4π

!
(2.18)

Furthermore it can be shown that

D

k

′

|Vmj |k

E

⃗ = ⃗k − k⃗′ , and Q̂ =
where Q

∝ eiQRj {Q̂ × (⃗
sj × Q̂) +

i
(pj × Q̂)}
ℏQ

(2.19)

⃗
Q
⃗
|Q|

then by considering all such unpaired electrons,

XD

k

′

|Vmj |k

E






⃗
⃗
⃗
⃗
⃗
⃗
∝ Q̂ × M (Q) × Q̂ = M (Q) − M (Q) · Q̂ Q̂ = M⊥

(2.20)

j

⃗ (Q)
⃗ is the representation of the magnetic moment in the momentum space.
where M

⃗ (Q)
⃗ =
M

Z

⃗ (⃗r)ei⃗r·Q⃗ d3 r
M

(2.21)

⃗ (⃗r) is the distribution of the magnetic moments in the configuration space.
here M
Therefore, combining Eqns. 2.14 and 2.20 the differential cores-section for magnetic elastic
scattering could be expressed as follows.



∂σ
∂Ω



= (γr0 )2 M⊥∗ M⊥

mag
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(2.22)

2.3.4

Small Angle Neutron Scattering

The major difference between Small-Angle Neutron Spectrometer (SANS) and the other
diffractometers is SANS’s capability to detect diffracted neutrons with relatively small
angular deviations. This comes with its unique geometry with much large sample to detector
distance which gives adequate travel distance for the diffracted beam to be separated from the
direct beam. Therefore SANS is suitable for measuring systems which has large periodicities
which creates relatively smaller angular deviations from the incident/direct beam. The
angular deviation of the diffracted beam (2θ) is dependent on two factors (Eqn. 2.23); the
wavelength (λ) and the probing periodicity (d).
Therefore, with wavelengths bands ≈ 4-6 Å being most commonly used in SANS, this is
the best neutron diffraction technique to probe mesoscopic objects (1-100 nm).

Q=

4π
2θ
2π
=
sin( )
d
λ
2

(2.23)

Again by using the large sample-detector distance, the scattering Eqn. 2.23 could be
further simplified by via small angle approximations and physically measurable values as
mentioned in Eqns. 2.24 and 2.25 where the lengths mentioned here are as shown in Fig. 2.9.

Q=

4π
2θ
2π
sin( ) ≈
2θ
λ
2
λ

2π
2π
2θ =
Q≈
λ
λ
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p 2
rx + ry2
l

(2.24)

(2.25)

Figure 2.9: Schematic diagram of a scattering even at a small angle neutron spectrometer.
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Resolution and correlation length extraction from the SANS measurements
In measurements where the peak broadening is intrinsic to the sample under investigation,
it is important to extract the correct peak widths where they correspond to the dimensions
of the domains present in the sample. However, due to the instrumentation geometries and
the wavelength spreads of the neutron diffractometers, the experimentally observed peak
shapes are altered. This is known as resolution effects. Therefore, to quantify the physics
behind a peak broadening, the experimental data needs to be corrected for resolution effects.
References [83, 84] have shown how the peak broadening due to the instrumental effects could
be separated from the peak broadening intrinsic to the sample.
For SANS the derivation of the peak resolution could be described as follows. In magnetic
neutron scattering, the shape of a Bragg peak is affected by a variety of factors both
intrinsic to the sample and introduced by the instrument. Intrinsically, the shape of the
scattering function is largely determined by the extent of correlations in the sample along
each crystal direction. As a function of real-space distance r, two-point spin correlations are
often assumed to follow an exponential decay behavior:

⟨S(0) · S(r)⟩ ∝ e−r/ξ

(2.26)

Here, the angle brackets denote thermal averaging in time and across the sample and the
exponential decay is parameterized by a characteristic correlation length ξ. If the real-space
periodicity leading to the reflection varies throughout the sample, such as due to disorder,
the peak will broaden in the radial (Q̂) direction. On the other hand, for crystals with a
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measurable mosaicity, the peak shape in the azimuthal and polar angular directions (ϕ̂,ω̂)
will be convoluted with an angular probability distribution owing to the misalignment of
different crystallites within the sample.
Furthermore, the scattering function is always convoluted with the resolution function
⃗ is well-described
of the instrument. At GP-SANS the known resolution function at each Q
by a three-dimensional Gaussian distribution [85, 86]. The squared widths in each direction
(σQ,ϕ,ω ) are given by the equations:

2
σQ
=



kQ∆λ
√
4π 6

σϕ =

2
σQ
=



Q2 ∆λ
√
4π 6

2
+

k

p

k

!2
p
r12 + r22
l

r12 + r22
l

2
+
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(2.27)

!

!2
p
Q r12 + r22
l

(2.28)

(2.29)

Chapter 3
The Element Nd

3.1

Motivation

Frustrated spin-spin interactions are the key to realizing a vast array of novel physical
properties including spin liquids [87, 88], deconfined quasiparticles such as magnetic
monopoles [89], and novel types of magnetic order [90]. In this chapter we focus on magnetic
skyrmions, in which the interactions generate spin textures far larger than a single chemical
unit cell. A skyrmion [91] is a solitonic spin whirl, which has been observed to vary in size
from 1.9 nm [92] to 1 µm [93]. A defining feature of these structures are the topological
properties which not only serve as a source of phase stability but also give rise to emergent
electrodynamics which show promise for device applications [94].
Understanding the underlying spin-spin interactions driving spin texture formation is
an ongoing challenge for both theory and experiment. However, there have been recent
theoretical advances in understanding the stabilization of skyrmions. For instance, while
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canonical examples of skyrmion formation relied on a Dzyaloshinskii-Moriya (DM) exchange
interaction in non-centrosymmetric materials [91, 93–97], concepts for frustration stabilized
skyrmions in centrosymmetric materials have recently been established [27, 98–103]. The
unique demonstration of skyrmion formation is challenging, in part due to complexities
with domain effects and modelling of complex multi-Q magnetism. These two challenges
come to head in elemental Nd, which is known to contain competing magnetic phases but
also possesses the characteristics required to host frustration driven skyrmions. To better
refine theoretical models and assess the potential for Nd to host skyrmions, a more detailed
characterization of the spin textures and how they evolve with applied field is required. This
work reports progress in such an effort, and in particular examines the scattering data at
very low Q and reveals additional spin modulations indicating spin textures with length
scales of ≈5 nm.

3.2

Introduction for Nd

Neodymium crystallizes in a double hexagonal closed pack (DHCP) structure (space group
P 63 /mmc). The triangular nets formed by hexagonal planes of this crystal structure are
stacked in an ABAC stacking sequence with two distinct Nd sites as shown in the inset of
Fig. 3.1. The Nd sites in the A layers are typically referred to as cubic sites due to the
approximate local face centered cubic symmetry, whereas the Nd sites in the B and C layers
are typically referred to as hexagonal sites [104]. The symmetry elements of the cubic sites
include a center of inversion whereas inversion symmetry is absent for the hexagonal sites.
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Figure 3.1: Field-temperature phase diagram (µ0 H ∥ c). The dashed lines were determined
from magnetostriction and thermal expansion measurements [105]. The green diamonds are
determined from the SANS measurements reported here. The individual phases are labeled
by Roman numerals and are briefly described in the text. Phase I (not shown for clarity)
exists between 19.9 and 19.1 K. The inset shows the double hexagonal closed packed structure
of Nd (space group P 63 mmc (#194)) with lattice parameters a = 3.658 Å and c = 11.802
Å. The stacking sequence for this structure is ABAC. The two crystallographically distinct
Nd sites are indicated by gold (cubic sites in the A layers) and maroon (hexagonal sites in
the B and C layers).
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The magnetic properties of Nd have been generally discussed by considering the two Nd
sites as largely decoupled [104, 106].
The magnetic properties of Nd are complex and still incompletely understood.

In

the following, we provide a brief overview of the current understanding of the magnetic
properties of Nd∗ . Starting at 19.9 K, Nd undergoes a series of magnetic phase transitions
as temperature is lowered.

Below 19.9 K, the hexagonal sites order in a single-Q

antiferromagnetic structure [104, 106, 107] (phase I (not shown for clarity in Fig. 3.1)). The
next transition occurs at 19.1 K to a two-Q structure signified by the tangential splitting
of the magnetic Bragg peaks [108, 109] (phase II). The succeeding transition, which arises
from ordering of the cubic sites (phase III), takes place at 8.2 K. This phase is characterized
by the appearance of magnetic Bragg peaks along the ⟨1 0 0⟩ directions with |Q| = 0.3581
Å−1 (0.18 a∗ ) [104, 110]. The next transition occurs at 7.7 K (phase IV) with ambiguity
as to the extent to which this phase persists under applied field, a schematic of the known
modulation vectors is provided in Fig. 3.2. At 6.3 K a transition to a proposed four-Q
structure (phase V) resulting from the increased coupling between the hexagonal and cubic
sites [111] is characterized by the vectors (0.106 0.00), (0.116 0.000), (0.181 0.013), (0.184
0.021) appearing around the (0 0 3) lattice point [111], where Qx is along ⟨1 0 0⟩ directions
and Qy is perpendicular to ⟨1 0 0⟩ directions in the basal plane. In phases I-V, the moments
lie within the basal plane. Upon cooling below 6 K, the moments on the cubic site are no
longer confined to the basal plane even in zero field (phase VI) [112].

∗

Note there are small differences in the reported transition temperatures as well as thermal hysteresis, so
for the sake of consistency we use the values reported in [105].
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Figure 3.2: Schematic diagram showing the relationship between the newly observed peaks
at Q1 (blue) and the previously reported peaks at higher Qs as studied by conventional
neutron diffraction in higher Brillouin zones [106] in Phase IV. As reported in the literature,
the orange tangentially split ovals at Q ≈ 0.21Å−1 correspond to magnetic ordering of the
hexagonal Nd sites while the modulation vectors represented by the green circles (Q ≈
0.36Å−1 ) correspond to ordering of the cubic Nd sites [106]. The relative appearance of the
Q1 and the peaks from the hexagonal ordering in the SANS data is shown in Fig. 3.5(a).
Note the peaks correspond the ordering of the cubic sites are out of the region of reciprocal
space probed in the SANS measurements reported here.
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In addition to the long-range ordered phases previously reported, the low-temperature
phase has recently been proposed to exhibit properties of a self-induced spin glass [113].
Under applied magnetic fields, the phase diagram becomes considerably more complex and
depends on the direction of the applied field [105]. Prior neutron scattering studies of the
field-dependent magnetic properties have primarily focused on applied fields in the hexagonal
planes [114, 115] and have utilized conventional neutron diffraction methods rather than small
angle neutron scattering (SANS) measurements.
In this chapter, we use SANS measurements to examine the ordered spin configuration
in the element Nd. The key result presented here is the observation of additional magnetic
Bragg peaks in the phases below 8 K indicating spin textures with large length scales up to
6.3 nm. Between 5.9 and 7.6 K the new set of peaks is characterized by a modulation vector
of 0.06 a* (0.12 Å−1 ) and hence a characteristic length scale of 5.2 nm. Below 5.9 K an
additional set of peaks is observed, and at 2 K the modulation vectors are (Qx , Qy ) =
(0.0839, 0.0601), (0.1093, 0.0928), (0.1442, 0.0424) and symmetry related positions† .

The

results presented here show that the magnetic order in elemental Nd is more complex than
previously appreciated and that Nd offers an important platform for exploring how large scale
spin structures can emerge from interactions between localized moments and conduction
electrons.

†

Qx is along (100) and Qy is along (1̄20)

55

3.3

Experimental Details

Small angle neutron scattering measurements were performed GP-SANS beamline at the
High Flux Isotope Reactor (HFIR) at ORNL and the NG-7 SANS at the NIST center for
neutron research (NCNR). For the GP-SANS measurements, sample to detector distances
of 3.5 and 3.0 m were used with neutron wavelengths of 4.75 and 4 Å respectively. For these
measurements a sample aperture diameter of 10 mm, a collimation aperture with a 40 mm
diameter, and a 16.7 m aperture separation were used. To extract more precise correlation
lengths at 6.5 K, high resolution scans were performed with a sample to detector distance
of 3.56 m, a sample aperture with 8 mm diameter, and a collimation aperture with a 40
mm diameter. The apertures were separated by a distance of 12.93 m and wavelength of
4.75 Å was used. A wavelength spread ∆λ/λ = 0.132 was used in all of the GP-SANS
measurements [116, 117]. For the NG-7 SANS measurements, a sample to detector distance
of 1 m, λ= 5 and 6 Å, and ∆λ/λ = 0.136 were used. For these measurements, pieces cut
from the same single crystal were used. The single crystal was grown via the Bridgeman
technique by the material preparation center at Ames National Laboratory. The samples
were mounted with the H0L plane horizontal. Magnetic fields were applied with along the caxis with a horizontal superconducting magnet. A schematic diagram of experimental setup
is provided in Fig. 3.3.
Unless otherwise indicated, the measurement protocol for the SANS measurements
reported here is zero field cooling the sample and collecting data on warming.
measurements involving applied magnetic fields, samples were warmed to 25 K
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After

Figure 3.3: Schematic diagram of the experimental set up for the SANS measurements.
The magnetic field is applied along the [0 0 1] direction. The incoming neutron beam (ki )
is indicated by the yellow dashed line. For rocking curves the sample is rotated around the
[1̄ 2 0] direction, and for tilt scans around the [1 0 0] direction. The scattered neutrons (kf )
are then detected by a two dimensional detector bank.
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(TN = 19.9 K) before further measurements. For the analysis and data presented here, data
collected at 25 K has been used as the background and subtracted from the data.

3.3.1

Details from supplementary experiments from collaborators

Synchrotron X-ray measurements
Synchrotron X-ray diffraction measurements in a magnetic field were performed at the 6ID-C experimental station of the Advanced Photon Source (APS) by Dr. H. Miao and his
team. A single-crystal Nd sample was mounted at the tip of a He-4 flow cryostat (Variable
Temperature Insert, VTI) for measurements at low temperatures in such a way that its face
was parallel to the VTI axis to enable reflection geometry. The VTI was in turn inserted
into a split-pair, vertical-field superconducting magnet with a maximum field of 4.5 T. The
magnet was mounted on a two-circle horizontal diffractometer with a limited chi circle motion
of 3.4◦ . In this geometry, the magnetic field was parallel to sample surface. A Si (111) doublebounce monochromator is used to select a photon energy with a 0.01 % bandwidth. For the
diffraction experiment, 20 keV X-rays. The second crystal of monochromator was detuned
to suppress higher harmonic contamination. The horizontal size of the incident beam is
controlled by slits in front of the sample. A point detector (NaI-scintillator) was used for
recording the scattering intensity of charge Bragg peaks. The incident beam intensity was
measured with a N2 -gas filled ion chamber.
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Hall effect measurements
The Hall effect was measured in mechanically thinned samples of Nd by Dr. J. D. Thompson
and his team. Samples were mechanically thinned to 15 µm 225 µm. For these measurements,
the current was applied along the a-axis; the voltage was measured along the a* direction;
and the magnetic field was applied along the c-axis. Currents of 10 mA and 3.6 mA were
used for the 225 µm and 18 µm samples respectively.

Bulk magnetic susceptibility measurements
Temperature-dependent DC magnetization measurements were performed while cooling
with an applied field of 10 Oe along the c-direction by Dr. Andrew May. Furthermore,
temperature-dependent ac-susceptibility measurements were performed at zero applied field
at a frequency of 21 Hz.

3.4

Results and Discussion

An overview of the SANS data as function of temperature at zero magnetic field is displayed
in Fig. 3.4 with additional details provided in Figs. 3.5 and 3.6. As described further below,
the changes in the scattering pattern as a function of temperature are consistent with the
known phase diagram [105]. However, peaks corresponding to additional modulation vectors
are observed in phases IV, V, VI. Although the SANS data was collected on warming, we
start our discussion of the data at higher temperature where the magnetic order and the
corresponding SANS patterns are the least complex.
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Figure 3.4: (a)-(d) display SANS data at 2, 6.5, 7, and 8 K respectively with µ0 H = 0.
At 6.5 K (b) and 7 K (c) a set of peaks characterized by the modulation vector of 0.06
a* (0.12 Å−1 ) is observed. At 2 K, additional peaks are observed which can be indexed
by modulation vectors of (Qx , Qy ) =(0.0839 Å−1 , 0.0601 Å−1 ), (0.1093 Å−1 , 0.0928 Å−1 ),
(0.1442 Å−1 , 0.0424 Å−1 ). The data were collected to optimize scattering for Qx ≥ 0. A full
scattering pattern at 6.5 K is given in Fig. 3.5. The roman numerals indicate the phases as
labeled in Fig. 3.1. Qx is along (1 0 0) and Qy is along (-1 2 0).
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Figure 3.5: (a) SANS pattern collected at 6.5 K. Peaks at Q1 (inner set) and the set of
peaks corresponding to the ordering of the hexagonal sites (outer set) are observed. (b) shows
the temperature and field dependence of the scattering observed near Q ≈ 0 by integrating
the scattering bounded by concentric circles with radii 0.015 and 0.042 Å−1 . No significant
changes in the background scattering were observed for the values of T and µ0 H shown here.
Panel (c) shows the modulation of the radially integrated intensity Q ≈ 0 as a function of
the azimuthal angle (blue). The azimuthal angle is plotted in the counterclockwise direction
with the positive Qy axis as the starting point. The red curve consists of six Gaussians
constrained to the same width and a constant background. The six peaks are located ≈
60◦ apart, demonstrating that the low Q scattering conforms the the hexagonal symmetry
exhibited by the scattering at higher Q.
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Figure 3.6: (a) Temperature dependence of the peaks observed at Q1 (inner set) and
at Q ≈ 0.23 Å−1 (outer set) which are due to order of the hexagonal Nd sites. The data
were collected on warming. The data are shifted by 700 units along the vertical axis for
clarity with the 0.75 T data as the baseline at 700 units for both the inner and outer sets
of peaks. Note that the intensity of the outer set of peaks remains significant throughout
the temperature range shown here. (b) and (c) change in the Qy and Qx components of
the outer peaks with increasing temperature respectively. Qx(y) represents the position of
the outer peak along (100) ((1̄20)). The subscripts u and l correspond to each peak after
splitting. Panels (d) and (e) show the temperature dependence of the peak positions of the
inner peaks.
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At 8 K the SANS data are essentially featureless (Fig. 3.4(d)). This is consistent with
the expectations of previous work where both the cubic sites and the hexagonal sites are
already magnetically ordered, but with modulation vectors larger than observable in the
data presented in Fig. 3.4. In particular, at 8 K, the smallest modulation vectors previously
reported to characterize the spin configuration are 0.18 a* (0.358 Å−1 ) for the cubic sites and
0.12 a* (0.2387 Å−1 ) [106] for the hexagonal sites and hence magnetic Bragg peaks in this
temperature range lie outside of region of reciprocal space shown in Fig. 3.4(d). Figures 3.4(b)
and (c) show that at 6.5 and 7 K (phase IV) an additional set of peaks with a modulation
vector of 0.0607(4) a* (0.1207(8) Å−1 ) are observed and are henceforth referred to as Q1
peaks. This scattering is then associated with a real space length scale of 5.2 nm, which will
be discussed in additional detail below.
In phase IV, the ordered spin configuration has been previously described as a triple-Q
structure with two of the k-vectors (Q ≈ 0.12 a* (0.239 Å−1 )) related to ordering of the
hexagonal sites and the third (Q=0.18 a* (0.358 Å−1 )) related to cubic site ordering [106] (See
also Fig. 3.2). In Fig. 3.5(a), peaks corresponding to the hexagonal site order are observed as
the outer set of peaks characterized by a modulation vector of 0.120(5) a* (Qx =0.2391(5)
and Qy =0.071(1)) and peaks corresponding to the cubic order are outside of the Q-range
probed by our SANS measurements. The peaks due to hexagonal site order are weakly split
in the direction transverse to Q (the small Qy components given above) as expected based
on studies in higher zones around the Bragg points (001) and (100) [106]. In contrast, the
modulations characterizing the magnetic order of the cubic sites have not been reported to
result in the peak splitting at 7 K [106]. These observations can be utilized to infer the origin
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of the peaks at Q1 . Since there is not any discernible splitting of the Q1 peaks ( Fig. 3.7 for
a high resolution scan) this is strong evidence that the peaks do not originate from order on
the hexagonal sites, but rather stem from order on the cubic sites. Additionally, the splitting
of only one set of peaks also appears to rule out that the inner peaks represent a combination
of modulation vectors such as Qcub − Qhex which, although allowed for a multi-Q structure,
should inherit the double peak structure characteristic of the hexagonal site order.
Further support that the peaks at Q1 are not a consequence of the hexagonal site
order and hence originate from ordering of the cubic sites is provided by the temperature
dependence of the scattering of the Q1 peaks. As shown in Fig. 3.6, monitoring the intensity
of the Q1 peaks as function of temperature (Fig. 3.6(a)) shows that the scattering intensity
reaches its maximum at 6.2 K and there are no significant changes in the peak position
as function of temperature (Fig. 3.6(d) and (e)). This is in contrast to the behavior of the
peaks which originate with the ordering of the hexagonal sites of the Nd structure where
the peak position changes significantly in the same temperature range (Fig. 3.6(b) and (c)).
Additionally, the possibility of thermal hysteresis of the scattering at Q1 was studied (See
Fig. 3.8(a)). The results are consistent with previous reports that the phase transitions in
this temperature range exhibit thermal hysteresis [106, 118].
The relationship of the peaks at Q1 to the previously observed order of the cubic and
hexagonal sites has important implications on the overall nature of the magnetic order in
Nd. For a multi-Q magnetic structure such as that of phase IV [106] harmonic peaks which
are linear combinations of fundamental wave vectors can be observed. In phase IV, there
are peaks due to hexagonal site order and peaks due to cubic site order (see Fig. 3.2).
64

Figure 3.7: High resolution SANS data. To extract precise correlation lengths, high
resolution scans were performed on the right equatorial peak of the hexagonal scattering
pattern (Q1 modulations) appearing in Phase IV. The sector marked in white indicates the
region of interest used to extract correlation lengths using the procedure described below.
These high resolution scans do not evidence any peaks splitting.
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Figure 3.8: Panel (a) shows the intensity at Q1 as a function of temperature for cooling
(circles) and warming (diamonds) under zero applied field. Panel (b) shows the in-phase,
χ′ , (blue) and out of phase, χ′′ (red) A.C. susceptibility data collected on cooling with an
applied field of HAC = 2 Oe, frequency, f = 21 Hz, and HDC = 0 Oe. The vertical dotted lines
indicate anomalies in the first derivative of the in-phase component of the A.C. susceptibility
at T = 5.7(9) K, 6.6(6) K,and 8.1(0) K. Data was collected for a single crystal that was cut
from a larger crystal used for SANS, polished to clean the surface of oxide, wrapped in Ta
foil, and then annealed for 12h at 700C in a vacuum-sealed silica ampoule.
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One potential explanation of the peaks at Q1 is that they arise due to a linear combination
of the vectors characterizing hexagonal site order and/or cubic site order.

As already

mentioned, the temperature dependence of the peaks at Q1 and those due to hexagonal
site order is distinct, such that the peaks due to cubic site order (outside of the SANS
measurement window would also have to exhibit temperature dependence to compensate
that of the peaks at Q1 would not move as is observed experimentally [106]. This is contrary
to the observed temperature dependence of the peaks due to cubic site order [106]. Another
possibility is that Q1 = 13 Qcubic . Since the reported temperature dependence of the peaks
at Qcubic appears to be similarly weak this is a strong indication that the relationship is
indeed valid. The simultaneous presence of two modulation vectors would then indicate that
in Phase IV the cubic Nd sites exhibit multi-Q magnetic order. We further note that the
peaks at Q1 are absent above 7.6(1) K, whereas the order of the cubic site first occurs at
8.2 K [105, 106]. This indicates the modulation vector Q1 stems from a change in the spin
configuration of the cubic sites which introduces longer length scale modulations in phase
IV than in phase III.
Another interesting observation is that Fig. 3.5(b) shows that correlations around Q = 0
build at nearly the same time as the peaks at Q1 appear. The scattering around Q = 0 is
likely an indicator of ferromagnetic correlations and this conclusion is further corroborated
by a similar trend in the magnetization data (see Fig. 3.9). The fact that the scattering is
observable at finite Q implies a short correlation length, unlike other magnetic scattering in
the SANS data. However, estimating a reliable correlation length is not possible since the
majority of the scattering is obscured by the beam stop centered at Q = 0.
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Figure 3.9: Panel (a) shows the temperature dependence of the magnetization while field
cooling with a field of 10 Oe. A noticeable enhancement in the magnetization is observed
at temperatures below ≈ 8 K with anomalies in dM/dT occurring at 7.9(8), 6.7(6) K and
5.6(5) K. (b) dM/dT emphasises the aforementioned changes in the magnetic susceptibility.
Data was collected on the same sample as in Fig. 3.8.
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Given this, we also note the possibility that this scattering exists at finite Q, rather than
from Q = 0, can not be definitively excluded at this time. The field dependence of the
scattering around Q = 0 is shown in Fig. 3.5(b) indicating that the scattering decreases
with applied field. The technical limitations of detecting scattering around the direct beam
prevent determining whether or not the scattering is moving toward Q = 0 and out of the
detection window of the experiments or if the field causes other more subtle changes to the
spin configuration at the expense of Q = 0 scattering. The scattering itself possesses the
same hexagonal symmetry of the scattering as at larger Qs, as shown in Fig. 3.5(c) supporting
the notion that the scattering is an intrinsic effect.
The significant difference between the curves in Fig. 3.8(a) provides a clear indication of
the first order transition into phase IV as previously reported [106]. Additionally, as indicated
by the dashed lines in Fig. 3.8(b), the first derivative of the in-phase component of the AC
susceptibility exhibits extrema at 5.7(9) K, and 8.1(0) K. At 6.6(6) K, there is a zero crossing
of the first derivative as the gradient on the two sides are opposite in sign. As described in
the main text, the scattering integrated between 0.001 Å−1 and 0.056 Å−1 is strong in the
region where phase IV is observed.
To further explore the association of this scattering with Phase IV, bulk magnetometry
data is shown in Figs. 3.10 and 3.9. The data in Fig. 3.10 indicates an anomaly near µ0 H
= 0.9 T which is near the phase boundary determined from the neutron scattering data and
the previously reported magnetization data of [119] which exhibits an inflection point near
1 T.
Having established that the peaks at Q1 indicate a newly detected modulation vector
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Figure 3.10: The field dependence of the integrated intensity of the Q1 peaks (purple) and
the low-Q scattering integrated for 0.001 Å−1 ≤ Q ≤ 0.056 Å−1 (black) at 6.5 K (Phase IV).
The red curve shows the derivative of isothermal magnetization (dM/dH) measurements
performed at T = 6.6 K with increasing field applied along the c-axis. The (dM/dH) data
have an anomaly at 0.85 T that approximately coincides with the phase boundary determined
from the Q1 peaks at 1.1 T. Data was collected on the same sample as in Fig. 3.8.

70

characterizing phase IV and likely stem from the ordered spin configuration of the cubic sites,
we now examine the field dependence. Figure 3.11(a)-(c) show the response to a magnetic
field applied along the c-axis. Figure 3.11(d) shows the combined integrated intensity of
three of the peaks at Q1 as a function of applied field at 6.6 K. The scattering pattern
disappears at fields over 1 T. This field dependence is order parameter-like, indicating that
there is a previously unreported phase boundary at 1.0(1) T. Although, the phase above 1 T
is apparently the same as phase III, this is not conclusively demonstrated with the present
data. The outer set of peaks remain in the data above 1 T, but additional measurements are
required to determine the relationship between the phase above 1 T and phase III.
There are two important lengths scales for the peaks at Q1 : 1) the corresponding spatial
extent or size of the spin texture and 2) the range over which the spin texture is correlated. As
noted the length scale of the spin textures characterized by the peaks at Q1 is 5.2 nm (≈140
times larger than the in-plane lattice constant). The other key length scale is characterized
by the correlation length, ξ. In this case, correlation lengths corresponding to the three
spatial dimensions can be extracted (see Appendix A.2 for additional details). In a polar
coordinate system these are: radial, ξQ = 228 Å, azimuthal, ξϕ = 425 Å, and polar ξω =
1923 Å. For comparison, the correlation lengths extracted for the outer set of peaks is given
along with the correlation lengths for the scattering at Q1 in Table 3.1.
The two sets of correlation lengths are largely consistent, though the correlation lengths
for the peaks at Q1 are about a factor of 2 larger for the radial and azimuthal directions.
The relatively short radial correlation length–though still a factor of 4 larger than the
characteristic length scale–is considerably shorter than the other correlation lengths. This
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Figure 3.11: Field dependence of the scattering at Q1 . Panels (a)-(c) show the fielddependence (µ0 H||c) of the scattering at T = 6.5 K. The measurement protocol was zero
field cooling the sample from 25 K to 2 K and then warming under the specified field to
6.5 K. Panel (d) shows the field dependence of the peaks at Q1 at T = 6.6 K. For this
measurement, the sample was zero field cooled to 6.6 K.
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Table 3.1: Correlation lengths extracted as described in Section A.2. ξQ , ξϕ , and ξω indicate
the radial, azimuthal, and polar correlation lengths respectively.
ξQ (Å)

ξϕ (Å)

ξω (Å)

Q1

228

425

1923

Outer Peak

80

265

2173
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implies a degree of disorder involved with the primary wave-vector in the modulation, such
as may result from strong interactions with the lattice through mechanisms such as pinning.
Note that sample mosaic would more strongly affect the correlation lengths in the azimuthal
and polar directions rather than the radial correlation length.
An additional observation concerning the interaction of the magnetic properties with the
lattice comes from attempts to measure a topological Hall effect. To do this, we measured
the Hall effect in mechanically thinned samples of Nd (Fig. 3.12). Initially, we mechanically
thinned a sample to 15 µm with aim to fabricate a Hall bar using focused-ion-beam milling.
In this 15 µm sample, however, we observed that the magnetic transition near 1 T at 2 K
(Phase VI) was extremely broadened and occurred over a field range of 0.8 T (data not shown
here). We then measured a mechanically thinned 225 µm sample instead, which also showed
a broadened transition occurring over a field range of 0.4 T. No measurable signal for the
topological Hall effect was found in either sample. The appearance of the topological Hall
effect requires non-coplanar spin textures and its magnitude depends on several factors such
as the size of the spin texture and the coupling between the conduction electrons and spin
textures.
The lack of a topological Hall effect within our experimental resolution may then imply
an extremely weak Hall signal due to a non-coplanar spin texture, the sample properties are
sufficiently changed by the mechanical thinning process, or possibly that a more complex
spin texture is present that wouldn’t exhibit a topological Hall effect [120]. We also examined
the field dependence of the (2 2 0) structural Bragg peak with synchrotron X-ray diffraction
on a single crystal (see Fig. 3.13). These results demonstrate a significant
74

Figure 3.12: Hall effect measurements at 2 K. The plot shows there is a broadened anomaly
in the Hall signal in both samples corresponding to the phase transition near 1 T (see Fig. 3.1).
The samples have thicknesses of 225 µm (red) and 18 µm (blue). The transition is sharper
in the thicker sample. For the Hall measurements, the current was applied along the a-axis;
the voltage was measured along the a* direction; and the magnetic field was applied along
the c-axis. Currents of 10 mA and 3.6 mA were used for the 225 µm and 18 µm samples
respectively.
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Figure 3.13: Synchrotron X-ray diffraction data showing the response of the lattice to
applied magnetic fields. (a) Scattering angle (2θ) dependence of the (2 2 0) structural Bragg
peak at 7 and 25 K. The phase boundary identified by the SANS measurements near 1 T is
indicated by the dashed line. (b) Scans of the (2 2 0) structural Bragg peak at 0.2 and 1.2 T
at 7 K. (c) Scans of the (2 2 0) structural Bragg peak at 0.2 and 1.2 T at 25 K.
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response by the structural peak near the phase transition at 1 T in phase IV.
Perhaps the most interesting possible explanation of the SANS data is that the scattering
arises from the presence of a topologically nontrivial spin texture such as a skyrmion lattice
in Nd. As the scattering appears to originate from the order on the cubic sites which have
inversion symmetry this suggests that the mechanism is frustration driven rather than the
more commonly observed spin textures driven by a DM exchange interaction. Furthermore,
as the magnetic order is already multi-Q in Phase IV, the additional vector Q1 is also likely
the result of a multi-Q spin arrangement. In a metal such as Nd, the regions of high spin
susceptibility originate from the conduction electron mediated Ruderman-Kittel-KasuyaYosida (RKKY) interactions [121, 122] which determines the ordering wave vectors. The
understanding of the RKKY interactions requires knowledge of the Fermi surface as well as
the hybridization function between the localized spin and conduction electrons, which have
not yet been determined.
To proceed, we will propose possible magnetic interactions based on the experimental
observations. Such an approach will provide a theoretical description of the experiments and
will constrain future microscopic theories. Because the RKKY interactions are highly nonlocal in real space, it is more convenient to write the magnetic interactions in the momentum
space. For a spin-rotation invariant system, the Hamiltonian to the second order in spin S
is H2 =

P

Q

J2 (Q)S(Q) · S(−Q), subjected to the local constraint |S(r)| = S0 with S0 the

size of the magnetic moment. The ground state spin configuration of H2 is a magnetic spiral
with an ordering wavevector Qs minimizing J2 (Q). Multi-Q magnetic order is not favored
by H2 because of the violation of the constraint |S(r)| = S0 . This violation generates
77

S(Q) at higher order harmonics, Q = 2Qs , 3Qs , ..., which costs energy. Other magnetic
interactions such as easy axis anisotropy [99, 103, 123], compass interactions [124], four spin
interactions [102, 125] were demonstrated to stabilize multi-Q magnetic textures. The four
spin interaction is H4 =

P

Qi

J4 (Qi )[S(Q1 ) · S(Q2 )][S(Q3 ) · S(Q4 )], which arises at quadratic

order in the perturbation theory. The translational invariance imposes Q1 + Q2 + Q3 +
Q4 = 0. The appearance of the triangle lattice of spin texture (triple-Q order) indicates
a condensation of S(Qi ) at three Qi s with Q1 + Q2 + Q3 = 0. The triple-Q order is
favored when the four spin interaction is attractive, i.e. J4 (Qi ) < 0, and in the presence
of a uniform magnetization, S(Q = 0) ̸= 0. The existence of a uniform magnetization
component in the triple-Q magnetic texture at zero magnetic field in Nd (see Fig. 3.6(a))
suggests the importance of H4 for stabilizing the triple-Q magnetic texture. Despite the
above considerations, we stress the work presented here does not provide definitive evidence
for a topologically nontrivial spin texture such as a skyrmion. However, there is clearly a
need for further work to account for additional modulation vectors to explain the complex
magnetism exhibited by the element Nd.
A critical contributor to the magnetic order of Nd is the coupling between the local Nd
moments. For example such couplings have been examined by generalized susceptibility
calculations for heavy rare earth elements such as Gd, Dy, Er, and Lu [126, 127]. Here the
divergences/peaks in susceptibility is found to be due to Fermi surface nesting between
‘patches’ electronic states at the Fermi surface separated by a wave vector

which is

approximately equal to the magnetic ordering vector. For the above mentioned heavy rare
earth elements the is along the c* direction. But neodymium being a light rare earth
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element in double hexagonal structure, similar calculations have shown that the peaks in
electronic susceptibility do agree with the magnetic modulations of neodymium due the
orderings of the hexagonal peaks (≈ 0.13 r.l.u.) [128]. Our collaborator David Parker has
performed more modern calculations of the conduction electron susceptibility which gives
similar results: namely that there is a broad peak at a Qs corresponding to the ordering
wave vectors characterizing magnetic order in Nd. However, the wave vector dependent
susceptibility does not exhibit a fine structure corresponding to the observed wave vectors.

3.5

Conclusions and Future Work

We have studied the the magnetic order in the element Nd with SANS measurements.
These studies have revealed an additional set of modulation vectors. In particular, we have
demonstrated the appearance of a 0.06 a* (0.12 Å−1 ) modulation vector at zero magnetic
field between 5.9 and 7.6 K which appears to be due to the spin configuration of the Nd
atoms occupying the cubic sites of the DHCP structure.
By tracking the temperature and field behavior of the scattering at Q1 , we have
determined an additional phase boundary in neodymium at 1 T. An important feature of
findings is the presence of nanometer length scale spin textures ranging from 4.2 to 6.3 nm
which are likely stabilized by frustrated RKKY mediated spin-spin interactions. Our results
show that the already complex magnetic behavior of Nd is richer than previously appreciated
and additional investigations are likely to yield further insights into the fascinating behavior
of the element neodymium.
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In our SANS measurements, we also attempted in finding evidence whether the hexagonal
scattering pattern comprised by Q1 modulation vectors originate from a multi-q spin
structure. This was attempted in two ways. One being by looking for the presence of
harmonics such as Q11 + Q12 peaks where Q11 , and Q12 being different Q1 vectors in the
hexagonal pattern. And the second SANS attempt to explore the multi-q nature of the
hexagonal pattern was by applying a magnetic field in the plane of the hexagonal pattern.
In our first attempt we did not find conclusive evidence for harmonics. And in our second
attempt though the limitations of the experiments suggest that further measurements are
important to come to a final conclusion.
Another way to identify a topologically non-trivial spin texture is by topological Hall
effect contributions. Therefore we have tried measuring the Hall measurements with the
help of our collaborators at Los Alamos National Laboratory. And the result do not indicate
the presence of topological contributions to the Hall effect. Due to the metallic nature of Nd,
before the Hall measurements are performed, the samples were polished up to thicknesses
such as 18 µm. At such low thicknesses, and with thermal cycling samples tend to break.
Another observation of Nd was that when polishing, the resultant sample piece’s physical
properties deviating from the parent piece. Hence important future work here would be to
determine if it is possible to return the physical behavior of the samples to the bulk through
annealing or some other sample treatment so that confidence in Hall effect measurements
can be gained.
Given our understanding of the element neodymium one of the important SANS
measurements to be carried out in the future is to study the change in the intensity in
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the hexagonal pattern of Q1 peaks when a magnetic field applied in the ab-plane. Another
interesting proposal based in single crystal neutron diffraction is to try to solve the spin
structure for the Phase IV with the presence of Q1 modulations. Another complimentary
technique to study this hexagonal pattern is trough Lorentz microscopy, which would give
direct evidence of the multi-q nature of the hexagonal pattern.
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Chapter 4
N i1−xCoxBr2

4.1

Motivation

The motivation to study the doping series Ni1−x Cox Br2 also stems from our objective
to evaluate the possibility of hosting topologically non-trivial magnetic structures in
centrosymmetric systems. The work presented in this chapter is driven by recent theoretical
predictions showing the possibility of hosting magnetic vortex states in triangular layers
of magnetic ions with non-magnetic impurity doping and an applied magnetic field
perpendicular to the basal plane [100]. One of the major requirements for these predictions
is the presence of competing J1 and J3 exchange interactions (Fig. 4.1) in the system [100].
Therefore, the model Hamiltonian is in the form shown in Eqn. 4.1.

HN CB = −J1

X

Si · Sj + J3

⟨i,j⟩,i̸=j

X
⟨⟨i,j⟩⟩,i̸=j
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Si · Sj + H z

X
i

Siz

(4.1)

Figure 4.1: Panel (a) indicates J1 , J2 , J3 , first second and third neighbor exchange
interactions in a pristine triangular lattice. Panel (b) attempts to illustrate the braking of
the local exchange interactions at a non-magnetic doping site.
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According to Lin et al. [100], the magnetic ions at the immediate vicinity of the nonmagnetic impurity, the J1 interaction towards the impurity is lost due to the non-magnetic
nature of the impurity atom. As a result, the further neighbor interactions shape the
arrangement of the spins neighboring the impurity sites (Fig. 4.1). Thereby nucleating
magnetic vortices at each impurity site.
A substitutionional study using Co was initially motivated by Dr. David Parker’s firstprinciples calculations.

The compounds NiBr2 and CoBr2 exhibit easy-plane magnetic

anisotropy; therefore the spins are restricted to the ab-plane. Therefore, the system in
which we have explored the hosting of non-trivial spin textures is a modified version of the
model presented in Ref [100]. Yet the main ingredients required to host such vortex states
are still present: the triangular lattice, competing J1 -J3 interactions, and perturb the nearest
neighbor interactions via doping.

4.2

Introduction to NiBr2 and CoBr2

The compound NiBr2 crystallizes in the CdCl2 (R3m) crystal structure with ABCA
stacking of triangular nets of Ni2+ ions (Fig. 4.2). This compound undergoes an interlayer
antiferromagnetic ordering TN ≈ 48 K with ferromagnetically coupled intralayer spins, which
lies in the basal plane. Below TIC ≈ 20 K an incommensurate ordering along [110] was
observed where the the ordering vector increases to Q = [0.027, 0.027, 3/2] r.l.u. at T =
4.2 K [129, 130].
Strengths of the magnetic exchange interactions and single-ion anisotropy term of the
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Figure 4.2: (left) Crystal structure of NiBr2 . Note the ABCA stacking of the Ni2+
ions.(right) The triangular arrangement of the Ni2+ ions in the basal plane.
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governing spin Hamiltonian were estimated via inelastic neutron studies in the incommensurate phase [131–133]. NiBr2 , along with a few other transition metal dihalides, was studied
for its coupling of the magnetic and charge degrees of freedom below TIC resulting in a
ferroelectric polarization in the [11̄0] direction [134].
In CoBr2 , the hexagonal layers of Co2+ are similar in dimensions to the hexagonal nets
of Ni2+ ions in NiBr2 . However, the Co2+ layer stacking of AA in CoBr2 which is distinct
from the ABCA layer stacking in NiBr2 , therefore the length of the unit cell of the CoBr2 is
around a third of the unit cell length of NiBr2 along the c-axis. Another important detail of
NiBr2 and CoBr2 is that both of the materials have easy plane magnetic anisotropy, meaning
always the spins point within the basal plane with no magnetic moment component in the
our of plane direction.
Doped versions of NiBr2 also have been studied with chemical substitution at the Ni2+
sites, with Mn, Fe and Zn [131, 135, 136]. Based on the recent theoretical calculations
described in Sec. 4.1 there is a significant possibility that magnetic structure in Ni0.92 Zn0.08 Br2
would lead to a magnetic vortex state [100, 131].

For our purposes, B. K. Rai et al.

have grown cobalt doped NiBr2 and initial characterizations including bulk magnetometry
measurements and powder X-ray diffraction work also performed as reported in Ref. [137].
The compositional dependence of TN and TIC reported there is as shown in Fig. 4.3. Here for
Ni1−x Cox Br2 , the absence of TIC for x > 0.55 is observed. Also, a structural transition from
ABCA stacking order to AA stacking order is observed when reaching such doping levels.
Therefore, single-crystal neutron diffraction studies of Ni1−x Cox Br2 described in Sec. 4.3
were performed on compounds with doping concentrations x < 0.5.
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Figure 4.3: Panel (a) shows the change in the Néel incommensurate ordering temperature
as a function of cobalt doping reported in Ref. [137]. The magnetic field was applied along
c*. Panel (b) shows the room-temperature powder X-ray diffraction patterns for different
doping levels of Ni1−x Cox Br2 .
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4.3

Experimental Details (Neutron Diffraction)

Single-crystal neutron scattering measurements were performed at HB1 and WAND2
diffractometer at the High Flux Isotope Reactor (HFIR) and CORELLI at the Spallation
Neutron Source (SNS) at ORNL. The samples were set up with the HK0 plane in the
scattering plane. To measure the horizontal scattering at the (H K 0.5) plane at HB1,
the triple-axis spectrometer was configured into diffraction mode where a wavelength of
2.46 Å(13.5 meV) are used to observe scattering for compositions with x =0.2 and 0.3.
At WAND2 a wavelength of 1.5 Å(Ge 113) was used for the composition x = 0 and 0.45.
CORELLI a white neutron beam was used to measure the composition x=0.25.

4.4

Results

An overview of the scattering patterns appearing around (1 0 0.5) for doping concentrations
x= 0, 0.2, 0.25, 0.3 and 0.45 is shown in Fig. 4.4. Here the main observation is enhancing the
ring-like structure with increasing Co doping concentration. According to the theoretical
predictions made on doping of NiBr2 with non-magnetic impurity (Zn) doping, the
appearance of a ring-like magnetic structure factor is ascribed as a signature of the nucleation
of magnetic vortices at the doped sites (Fig. 4.5) [100, 131]. Even though our study is based
on a magnetic doping (Co), still we observe the emergence of a ring like scattering pattern.
The parent compound, NiBr2 shows a scattering pattern with six modulation vectors
with hexagonal symmetry. These six modulation vectors result from the domain averaging
of the three equivalent 1-q ordering in the basal plane along [1 1 0] and equivalent directions.
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Figure 4.4: (a)-(d) display the scattering extracted around (1 0 0.5) reciprocal lattice
point for the Ni1−x Cox Br2 for x = 0,0.2,0.25,0.3 and 0.45 ≈ 5 K. Here it is evident that with
increased Co doping an enhancement in the ring like scattering is observed. Also the radius
of the rings seemed not to be effected with doping. The scattering patterns for x= 0, and
0.45 are collected at WAND2 , x=0.2 and 0.3 HB1 at HFIR, ORNL and x=0.25 is collected
at CORELLI at SNS, ORNL. For the clarity of analysis and presentation, a paramagnetic
background has been subtracted from each plot.
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Figure 4.5: The plot shows the structure factor expected by an impurity driven vortex
state by S.Z. Lin (unpublished data).
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With the doping of Co at Ni sites, more diffuse ring-like scattering pattern appears, yet the
vestiges of the original six peaks is observable as texture on top of the ring-like scattering.
Therefore, the experimentally observed textured-ring like scattering is considered to be the
resultant of the above-described possible nucleation of vortex-like magnetic structures and
remaining some 1-q domains of NiBr2 .
To carefully examine the details of the scattering, first, the rings were sliced into radial
sections and fitted with a Gaussian function with constant background, as shown in Fig. 4.6.
Here the constant background corresponds to the incoherent scattering, and the integrated
area of the Gaussian corresponds to the coherent magnetic scattering of the ring. The bottom
row of Fig. 4.6 shows the results of such Gaussian fittings on slices of the magnetic ring.
Here the azimuthal angular integration is ±2.5◦ . By obtaining the area under the Gaussian
peak, the coherent scattering intensity at each azimuthal angle was calculated. Then, to
separate the uniform ring-like scattering from the texture of the scattering patterns, a fitting
functions with six Gaussians with constant backgrounds are fitted to the azimuthal intensity
plots created as described in the above paragraph. This azimuthal angular dependence of
the scattering intensity and the fits for x= 0.2, 0.25, 0.3, and 0.45 are as shown in Fig. 4.7.
The open blue circles represent the integrated scattering intensity of a given position of the
ring, the red curve represents the above-described fit while the solid green line shows the
level of the background term of the fitting.
The compositional dependence of the radius of the magnetic ring and the width is as
shown in Fig. 4.8. One of the critical observations here is that the doping concentration does
not affect the ring diameter and width. Here the lack of change in the ring diameter could
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Figure 4.6: The top row shows the ring-like scattering pattern to be quantified. Second
and third from the top rows show radial slices and the Gaussian with a constant background
fit for the slices of the ring showed in the top at 0◦ ,90◦ , 180◦ , 270◦ and 270◦ from [H 0 0]
direction. The bottom row shows the extracted peak height, constant background, width,
and the center of the fitted Gaussian as a function of the counter clockwise angle from [H 0 0].
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Figure 4.7: Top to bottom rows show scattering pattern for x=0.2, 0.25, 0.3, and 0.45
observed around T = 5 K respectively. The blue data points in each 1-D plot show the
integrated magnetic scattering mapped along the azimuthal direction of the ring in the
counter clockwise fashion starting from the [1 0 0] direction. The curves in red correspond to
fits with six Gasussians and a constant background. The green solid lines show the constant
background levels.
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Figure 4.8: The compositional dependence of the radius of the magnetic ring (black) and
the change in the radial width of it (blue). In both of these trends it is clearly observed that
the chemical substitution as minimal effects on the ring size and the radial width of the ring.
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be interpreted as our postulated magnetic object’s dimensions not being sensitive to the
doping. Also, the peak width not changing with doping shows that the average size of a
magnetic domain does not vary with composition. In the ratio between the modulated and
unmodulated intensity is observed with increasing doping as shown in Fig. 4.9 indicating
enhancement of the the ring-like intensity at the expense of the modulated intensity.
The Fig. 4.10 shows the temperature dependence, data fittings and the results for
Ni0.7 Co0.3 Br2 . The plot in the top row shows a compilation of a scan along [H 0 0] direction
performed across (1 0 0.5) reciprocal lattice point with the help of the HB-1 triple-axis
spectrometer. The second row shows a scan along [H00] direction across (1 0 0.5) when the
sample is in the ring-like incommensurate phase and the commensurate phase. To extract
the scattering information, such scans were fit by two or one Gaussians with a constant
background based on whether it is in the incommensurate or the commensurate phase.
The bottom two rows present the extracted information from such Gaussian fittings as
temperature dependence of peaks position, height, peak width, and area under the Gaussian
peaks. As observed with the parent NiBr2 , Ni0.7 Co0.3 Br2 also show incommensurate to
commensurate transition, but at a different TIC = 20 K.
At the same time, starting from the low-temperature phase, when increasing the
temperature, the diameter of the magnetic ring reduces to a point at the center of the ring,
which is (1 0 0.5) reciprocal lattice point, which is in common with the parent compound.
The widths of the peaks in the incommensurate phase tend to indicate slightly higher peak
widths indicating slightly smaller domain sizes in the incommensurate phase. But when the
height of the peaks, and area under the curves (intensities) are compared, the intensities
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Figure 4.9: The plot shows the compostional dependence of the ratio between the intensity
of the modulated component to the unmodulated component.
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Figure 4.10: Top row show the temperature dependence of a [H 0 0] scan across the
commensurate incommensurate transition temperature, where at temperatures above 2) K
show the commensurate phase and vise versa. Second from the top row shows a single and
two Gaussian fits with a constant background to extract the information in the commensurate
and the incommensurate peaks. The bottom two rows show the extracted values by such
fits shown in the row above.
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in the commensurate phase seem to be four times stronger than the intensity in the
incommensurate phase. This result is quite misleading because, in the incommensurate
phase, all magnetic intensity is concentrated around the (1 0 0.5) reciprocal lattice point. In
contrast, in the incommensurate phase, this intensity is spread around the ring, and we only
cover the intensities that intersect the [H 0 0] scan of the ring.

4.5

Discussion and Conclusions

Firstly, when considering the doping series, we do observe alternations in materials properties
with doping of cobalt as reported in Ref. [137].

As reported in Ref. [137] the room-

temperature PXRD patterns at different doping concentrations show diffraction peaks which
could be refined by a single space group (x < 0.56 CdCl2 structure x > 0.76 and CdI2 ) with
no peak splitting or extra peaks except for a possible immiscibility gap in the region from
x=0.56 to 0.76 doping where the phase corssover is observed. This behavior is consistent with
a single phase. Furthermore, Energy Dispersive X-ray Spectroscopy (EDXS) measurements
indicate homogeneity in doping and compositions with an uncertainty no more than 3.8 %
for x < 0.5. These results place a limit on two phase behavior of the Ni1−x Cox Br2 samples
studied here. We also note that most samples studied here are well away from the structural
cross over at x = 0.56. Another observation through PXRD patterns is the asymmetry
and peak broadening of (h 0 l ) type peaks while having less effects on the (h h l ) peaks in
the powder diffraction pattern. Such alternations in the peaks shape are consistent with
stacking disorder. Such behavior has been previously observed in other layered transition
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metal halides [138, 139]. As already noted, with increasing Co doping concentration we
observe a structural crossover from CdCl2 (ABC stacking) to CdI2 (AA stacking) structure
at x≈0.5. Importantly, until the structural cross over around x ≈

0.5, the change in

the lattice parameters is linear with the doping concentration. Therefore when selecting
samples for single crystal neutron diffraction measurements always compounds with doping
concentrations less than 0.5 were selected.
According to theory [100], doping Ni sites by non-magnetic impurities should give rise
to vortex states which will result a structure factor shown in Fig. 4.5. But structure factor
for Ni0.08 Zn0.92 Br2 , which was predicted as a candidate to host vortex states appears as
a textured ring; a ring of magnetic scattering onset of a six modulation peaks along the
{1 1 0} directions [131]. Although the predictions have been made for non-magnetic impurity
doping to a triangular magnetic lattice with easy axis anisotropy, we have studied a triangular
NiBr2 with a magnetic impurity Co, where both the parent and dopant exhibit easy-plane
anisotropy. Regardless of these deviations from the preferred initial conditions per the
theoretical model, the magnetic structure factors of the Zn and Co doped NiBr2 appear
to be similar. This similarity in the structure factors leads to several possibilities. One
possibility is, if the Zn doped NiBr2 hosts vortex lattices, Co doped NiBr2 also would host
vortex lattices. This may indicate that magnetic moment of Co doesn’t strongly effect the
physical behavior of the vortex lattice. Another possibility is that both structure factors
(due to Zn and Co doping) originate through disorder or stacking faults. As explained
in the previous paragraph, we do observe disorder in the form of stacking faults due to
he competition between the ABC stacking order in NiBr2 and AA stacking order in CoBr2 .
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Therefore further measurements and detailed modeling are necessary to differentiate between
those possibilities.
In terms of the compositional dependence the ring diameter and radial width of these
structure factors do not indicate a significant dependence on composition. If the number
of nucleation sites increases in a finite sample, the magnetic object’s dimensions should
decrease due to the increasing vortex population. Consequently, an increase in the radius
is expected with increasing doping concentration, which contrasts with the experimental
observations. Therefore it is safe to claim that the doping levels do not directly map into the
vortex population in the sample. Therefore, one plausible proposal is that doping Co tend
to selectively dope into Ni sites which are already in the vicinity of sites already doped by
Co, thus tending to form clusters of Co sites, thus avoiding the one-to-one correspondence
between doping concentration and the number of vortex nuclei. If proven true, such a
proposal also would explain the strengthening the cores of the already existing vortices,
which might be consequent to the enhancement in the unmodulated ring-like component
of the structure factor compared to the modulated component. Furthermore, the absence
of extra peaks in the room temperature PXRD studies for doping levels x, < 0.5 shows no
significant phase separation is found regardless the clustering of Co sites which occupy Ni
sites in NiBr2 in these single crystals [137]. However in order to validate such proposals
and to check for possible phase separation, local disorder, more single crystal and diffuse
neutron scattering measurements should be carried out on these samples. A complimentary
technique to check these possibilities is microscopy techniques. The insulating nature of these
compounds is an obstacle that may be possible to overcome by depositing a metallic thin
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film and studying the parent material’s magnetic properties via its coupling to the metallic
layer.
Another alternate route to understand the ring-like scattering is as a consequence of
frozen spin spirals propagating in random directions in the basal plane. Such a frozen spin
state will exhibit spin glass like behavior. To compare and contrast here we have selected
the spin glass materials Y2 Mo2 O7 . A classic measurement which could identify a spin glass
state is the bifurcation observed in zero field cooled and field cooled temperature dependent
magnetization measurements [140, 141]. Also for glassy compounds the field dependent
magnetization measurements would not be symmetric around the origin of the magnetization
(or magnetic susceptibility) axis [141]. In neutron scattering measurements such glassy states
would deviate from well defined peaks and attain broad peaks due to short-range correlations
and lack of long-range correlations (≈ 0.25 r.l.u.) [142, 143]. However in Ni1−x Cox Br2 we
do not observe any of the behavior in magnetization measurements [137]. Furthermore, in
neutron diffraction measurements,the radial cuts of the ring-like scattering patterns appear
to have well defined modulation vectors as well as peak widths (≈ 0.015 r.l.u.). Therefore,
we believe the spin states in Ni1−x Cox Br2 not to be a spin glass state.
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Chapter 5
Discovery of a Charge Density Wave
in ScV6Sn6

5.1

Introduction

Studying materials with triangular and hexagonal crystal symmetries is one of the primary
focuses of scientists due to the fascinating physical phenomena exhibited by such materials [5,
23, 144–146]. These properties of interest arise due to competing magnetic interactions [5,
23, 145] and correlated electronic behavior [144, 146], whereas some of the aforementioned
behavior could be explained via topology-based approaches [5, 23].

Of these crystal

structures, a highly studied family of materials are the ones which host kagome layers. Some
of the early interests on kagome materials was due to its ability to serve as a prototypical
system to investigate frustrated magnetic effects with antiferromagnetic nearest-neighbor
interactions [147]. The tight-binding calculations on kagome layers show the possibility
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of observing topological behaviors: Dirac points, saddle points, and flat bands in kagome
layers [148, 149]. Different phenomena are observed based on the band structure’s electron
filling, such as CDWs and spin density waves [150–167].
Recent literature reports on vanadium-based kagome layers host CDWs and superconductivity in the AV3 Sb5 family where A = K, Cs, and Rb [168–171]. One exciting fact about
these materials is that the Fermi energy falls within the vanadium bands. Furthermore,
the origin of these phenomena is explained as a consequence of the van Hove singularities
present at the Fermi level [44–47]. A new family of compounds that has recently captured the
attention for hosting kagome layers is the ‘166’ materials. This chapter reports our discovery
of a charge density wave in ScV6 Sn6 , one of the vanadium-based kagome compounds.
The 166 materials (RM6 X6 ) crystallize in MgFe6 Ge6 (P6mmm) crystal structure where
there are two kagome layers (M) per unit cell, as shown in Fig. 5.1. In the unit cell, the
kagome layers are separated by AX2 and X2 layers, which is different from other known
kagome compounds where only one vanadium kagome layer is present per unit cell. According
to the crystal structure information, there are unique sites for R and M, while X has three
different sites. In literature, 166 compounds gained attention with RMn6 (Sn/Ge)6 for its
magnetic properties [35]. Later on RV6 Sn6 compounds have gained attention where R mainly
was a rare earth atom such as Tb, Ho, Gd, or Y, for hosting vanadium kagome layers [172–
174]. In these compounds, similar to AV3 Sb5 compounds, the Fermi level falls within the
vanadium bands. Given the vanadium bands are positioned near the Fermi level, these
vanadium based 166 materials show some promise to exhibit different behaviors based on
chemical tuning.
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Figure 5.1: The top left and right structures show the side and the top view of 166
(ScV6 Sn6 ) crystal structure. The image on the bottom shows the kagome layers of the V
ions. The dotted line shows a single unit cell.
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Moreover, with our experience in 166 materials and the reports in the literature, this
family of materials shows relatively high susceptibility to chemical substitution at different
chemical positions in the formula unit [175, 176]. However, no reports of exotic phenomena
have been observed in vanadium-based 166 compounds compared to AV3 Sb5 s. Nevertheless,
here we are reporting a CDW observed in the compound ScV6 Sn6 below 92 K.

5.2

Methods

Single crystals of ScV6 Sn6 were grown from molten flux growth technique with extra Sn
flux. The initial atomic ratio were Sc:V:Sn = 1:6:60. Dendritic scandium metal (Alfa Aesar
99.9%), vanadium pieces (Alfa Aesar 99.8%), and Sn shot (Alfa Aesar 99.99+%) were inserted
into a 2 ml alumina Canfield crucible set [177]. Then the crucible assembly was sealed in a
silica tube under a low-pressure argon environment after flushing the tube for several times
to avoid oxygen and moisture contamination. Then the crucible setup sealed in the ampule
was heated up to 1150 °C and held at this temperature for 15 h in a box furnace. Then
the temperature was reduced to 780 °C at a cooling rate of 1 °C/h, which would lead to
nucleation and slow growth of the crystals. Subsequently, the grown single crystals were
separated from the excess Sn flux by centrifuging the ampules. After leaving the centrifuged
ampules to reach room temperature, the silica ampules were carefully broken open to retrieve
the single crystals. One other observation is that all vanadium was not fully dissolved in Sn
flux and crystals tend to grow on top of these residual vanadium slug pieces. The crystals
from the above-descried growth were tabular in shape with hexagonal facets. The dimensions
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of these facets typically range from 1-2 mm which are around 1 mm thick. In order to remove
remnant Sn and possible contaminations of VSn3 on the surfaces, the crystals were etched
in 10 wt% HCl.
Before further measurements, we also carried out room temperature powder X-ray
Diffraction (PXRD) and Energy Dispersive X-ray Spectroscopy measurements to confirm
whether we have grown the desired compound.

First, we ground acid-etched single

crystals to a fine powder and performed PXRD measurements with a Panalytical Empyrean
diffractometer with a Cu Kα source, as shown in Fig. 5.2. The refinements revealed that we
have grown ScV6 Sn6 in the proper space group (P 6/mmm ) with the lattice parameters of
a = 5.47497(8) Å, and c = 9.17660(14) Å). We observed Sn as an impurity phase, which is
about five percent of the weight of the powder sample. The EDXS measurements performed
on a polished surface (20 keV acceleration voltage) showed a stoichiometry of Sc : V : Sn =
1 : 6.21(7) : 6.22(11).
To study the resistivity of ScV6 Sn6 we have polished the samples to thicknesses 70100 microns in a geometry that current could be applied in the ab-plane while applying a
magnetic field in the c direction. Polishing the samples to such thicknesses helped measure
resistances with low noise and avoided possible Sn inclusions in the crystals. A four-probe
technique was used for resistivity measurements. The contacts were made by bonding 50micron gold wires to the sample with silver epoxy. Here the Quantum Design Physical
Property Measurement System (PPMS) was used to control field and temperature.The
electrical measurements were performed with an externally connected Keithley 2450 source
meter and 2182 nanovoltmeter controlled through LabView.
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Figure 5.2: Refined powder X-ray diffraction pattern obtained on ground ScV6 Sn6 crystals.
Red ticks indicate peaks from ScV6 Sn6 and black ticks beta-Sn (6 wt%).
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Magnetometry measurements were performed on a single crystal (acid-etched) with an
applied magnetic field in the ab-plane. The Vibrating Sample Magnetometer (VSM) option
of a Quantum Design MPMS 3 was used for the measurements. The crystal was mounted in
the VSM using a thin-walled plastic tube (drinking straw) to avoid high background levels.
Dr. Michael McGuire carried out Heat Capacity and low-temperature PXRD measurements at Oak Ridge National Laboratory (ORNL). For the heat capacity measurements, a
sample (7.95 mg) was mounted with Apiezon N-grease onto a heat capacity sample puck
and installed in a PPMS. The measurements were carried out from 2 to 200 K by applying
heat pulses to raise around sample temperature by 30 %. In calculating the heat capacity,
the time dependence of both heating and cooling curves is considered. At temperatures
near the transition, the cooling and heating curves were analyzed separately to find if any
thermal hysteresis exists at the transition. Low temperature PXRD measurements were
carried out using a Cu Kα source in a PANalytical X’pert Pro diffactometer with an Oxford
PheniX closed-cycle helium cryostat with the help of Dr. Michael McGuire. The temperature
dependence of lattice parameters was estimated from Rietveld fits. Low temperature PXRD
measurements were performed with a Cu Kα wavelength in a PANalytical X’pert Pro and
a PheniX closed-cycle helium cryostat for cooling purposes. The change on the lattice
parameters were later estimated by Rietveld refinements.
Dr. Madalynn Marshall and Dr. Huibo Cao from ORNL performed single-crystal X-ray
(SCXRD) and neutron diffraction (SCND) data collections, while Dr. William Meier and Dr.
Madalynn Marshall analyzed the SCXRD data. SCXRD data were gathered at 280 K and
50 K in a Rigaku XtaLAB PRO diffractometer with a Mo Kα wavelength. An Oxford N-HeliX
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cryocooler was used for cooling purposes. Peak indexing and integration were carried out
using Rigaku Oxford Diffraction CrysAlisPro [178] and structural refinements were performed
using JANA [179] refinement software. Through SCND measurements, temperature order
) peak at HB-3A DEMAD [180] at the High
parameter scans were performed on the ( 31 13 10
3
Flux Isotope Reactor, ORNL. Neutrons with a wavelength of 1.542 Å using a bent Si-220
monochromator [181] were used in this experiment while the sample was mounted in a closedcycle refrigerator (CCR) for temperature control.
In terms of electronic structure Dr. Rob Moore II and his team have measured the
electronic band structure via Angle Resolved Photo Emission Spectroscopy (ARPES). Here
the measurements were carried out at the Stanford Linear Accelerator Center (SLAC) after
cleaving the samples under ultra-vacuum environment. The band structure calculations
through density functional theory (DFT) are being calculated by Dr. Mina Yoon and her
team.

5.3

Results

Figure 5.3 shows low-temperature measurements characterizing ScV6 Sn6 revealing a phase
transition around 92 K. Such a transition has not been observed in its closely related
compound YV6 Sn6 . Magnetization measurements were performed by cooling (black) and
warming (red) at an applied magnetic field of 1 T in the ab-plane as shown in Fig. 5.3(a).
The scale of the magnetic susceptibility shows the non-magnetic nature of all three elements
in ScV6 Sn6 . Hence the magnetic susceptibility is mostly dominated by paramagnetic
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Figure 5.3: Low temperature properties of ScV6 Sn6 reveal a first-order phase transition
at 92 K. (a) temperature dependence of magnetic susceptibility, χm , on cooling (black) and
warming (red). (b) temperature dependence of resistivity, ρ, in the ab-plane measured on
cooling (black) and warming (red). (c) Specific heat capacity of ScV6 Sn6 , Cp averaging
warming and cooling parts of each pulse. The inset shows the data from the warming (red)
and cooling (black) sections of each heat pulse. (d) Relative change in ScV6 Sn6 lattice
parameters vs. temperature.
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contributions. The temperature dependence of the magnetic susceptibility (χm ) indicates
a weak Pauli paramagnetic behavior [182, 183].

Therefore, the drop in the magnetic

susceptibility could be related to a reduction or rearrangement of carrier densities at the
Fermi surface. The upturn of χm at lower temperatures is due to minor impurities from the
starting materials and materials preparation steps. Furthermore, a subtle thermal hysteresis
was observed at the 92 K transition.
The transition observed in χm is further confirmed by electrical resistivity measurements
as shown in Fig. 5.3(b). The decrease in the resistivity from 164 to 28 µΩ cm while cooling
from 300 K to 2 K shows the metallic nature of ScV6 Sn6 . At 92 K, a 35 % drop in resistivity
is also observed. Such behavior is not reported in any compounds of this family of materials
such as YV6 Sn6 , GdV6 Sn6 , HoV6 Sn6 , and TbV6 Sn6 [172, 174, 184]. When the resistivity of
ScV66 Sn6 compared to the above compounds, ScV66 Sn6 has the highest resistivity.
Unlike in CDWs originating from Peierels’s description, here in ScV6 Sn6 , the resistivity
decreases in the CDW phase.

This phenomenon could be explained as follows.

In a

material, the scattering of charge carriers is a significant contributor to the resistivity
of that material.

An increase in scattering would increase the resistivity.

Therefore,

the appearance of decreased resistivity in the CDW phase is due to the substantial
contributions of scattering in the high-temperature phase (> 92 K) due to electron and
phonon couplings.

Consequently, the CDW phase appears to exhibit lower resistivity.

However, in magnetization measurements, we observed a reduction of charge carriers at
the Fermi level. This phenomenon should contribute to increasing the resistivity in the
CDW phase. Still, the high-temperature phase exhibiting a higher resistivity than the CDW
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phase indicates the strength of scattering contributions. Resistivity measurements also show
thermal hysteresis at the 92 K transition.
The heat capacity measurements carried out by Dr. Michael McGuire indicate features in
agreement with the transitions observed in χm (T ) and ρ(T ) corresponding to a bulk phase
transition in ScV6 Sn6 . Figure 5.3(c) illustrates the specific heat capacity, Cp (T ) where a
sharp peak indicates the heat of transformation of the phase transition. Warming and
cooling measurement protocols (Fig. 5.3(c) inset) of this measurement have confirmed the
first-order nature just observed in χm (T ), ρ(T ). When these physical property measurements
are considered, we observe thermal hysteresis values within 0.3-1 K.
The above physical property measurements have established that ScV6 Sn6 undergoes
an electronic transition at 92 K. Now in order to investigate whether the crystal structure
responds to this electronic transition, we have performed low-temperature PXRD measurements as shown in Fig. 5.3(d) with the help of Dr. Michael McGuire. Here with the lowering
of temperature from 300 K to 20 K, the lattice parameter a contracts by 0.2 % with no
significant features in its temperature dependence. However, in contrast, at 92 K, the c
lattice parameter seems to increase by 0.04 %, thus indicating the coupling between the
crystal structure and the electronic structure.
We have established that the electronic phase transition observed at 92 K is coupled to the
crystal structure from low-temperature PXRD measurements. Naturally, as the next step,
we performed low-temperature single-crystal X-ray diffraction measurements with the help
of Dr. Huibo Cao and Dr. Madalynn Marshall. Figure 5.4 presents the diffracted intensity in
the HK0 and H0L plane at 280 and 50 K. Here in low-temperature diffraction patterns,
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Figure 5.4: The panels (a) and (b) shows the single crystal X-ray Bragg peaks observed
in the (H K 0) and (H 0 L) plane at 280 K. And panels (c) and (d) shows the Bragg peaks
observed in the (H K 0) and (H 0 L) plane at 50 K.Note the appearance of the [ 13 13 31 ] peaks in
the low temperature phase.
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the appearance of the satellite peaks could be noted. Those peaks are be indexed by a [ 13 13 31 ]
propagation vector. The emergence of such superlattice peaks indicates new periodicities
in the lattice, which are charge density waves. The new [ 13 13 13 ] modulation vectors in the
reciprocal space corresponds to a commensurate

√

3×

√

3 × 3 super-cell in the real space

(Fig. 5.5(a)-(b)). A temperature order parameter performed on [ 13 13 10
] through neutron
3
diffraction performed by Dr. Huibo Cao, Dr. Madalynn Marshall is shown in Fig. 5.6.
From the SCXRD refinements performed by Dr. William Meier and Dr. Madalynn
Marshall, it is found that the CDW phase is dominated by the P1 displacement mode in
the irreducible representation of P 6/mmm (notation from ISODISTORT and Amplimodes
applications) [185–188]. Another significant result from this refinement is the finding that
the Sc and Sn1 sites show the highest displacements up to 0.2 Å while vanadium shows weak
displacements from 0.004 to 0.023 Å. Here all displacements are almost along the c-axis. A
cross-section of the atomic arrangements in the CDW phase is as shown in Fig. 5.5(d).
Figure 5.7(a)-(b) shows the change in the Fermi surface at temperatures above and below
the charge ordering temperature. Here other than increased line widths at high temperatures,
rearrangement of the density of states is clearly observable. Figure 5.7(c)-(f) shows the
dispersion data gathered at different temperatures. When compared to low temperature (<
92 K) band dispersion plots, at high temperatures (> 92 K) a vanishing of a band is clearly
noticeable. We also observe slight shifts in energy and rearrangements of the bands with
changing temperature, which is expected when CDWs are formed. The high temperature
electronic structure calculations through DFT techniques are as shown in Fig. 5.8.
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Figure 5.5: Panels (a)-(b) shows the top and the side view of the unit cells of the hightemperature (P 6/mmm) and low-temperature (R32) structures respectively. The hightemperature unit cell is marked by the larger atoms for illustration purposes. Panel (c) shows
the distortions on the kagome layer at low- temperature. Atoms with different colors show
the symmetry lowered vanadium sites at in CDW phase. Panel (d) shows the modulation
of mainly the Sn1 (green) and Sc1 (purple) in the HHL plane. Note the different shades
of respective colors represent symmetry lowered sites due to the distortions to the crystal
lattice in the CDW phase.
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Figure 5.6: The red and blue curves show temperature order parameter curves collected
through neutron diffraction at HB3A neutron diffractometer at HFIR, ORNL on the [ 13 13 10
]
3
peak while warming and cooling respectively.
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Figure 5.7: This figure shows ARPES data gathered by Dr. Rob Moore II. Panel (a) and
(b) shows the Fermi surface of ScV6 Sn6 at 20 K and 123 K respectively. The red ellipses and
arrows show the comparable points between the two Fermi surfaces. Comparison between
the two plots allows to observe the rearrangements in the Fermi surface at temperatures
lower than the charge ordering temperature 92 K. Panels (c)-(f) shows the mapping of the
electronic band dispersion curves at 20, 65, 93, and 123 K. Through these plots we observe a
band which flattens near the Fermi surface (circled in red) appearing at temperatures lower
than 92 K. This band appearance at low temperatures might be related to the mechanism
which drives the CDW state.

117

Figure 5.8: The figure shows the high temperature band structure calculations from Dr.
Mina Yoon’s team. The panels (top-left, top-right and bottom) show the Sn, V, and Sc
contributions to the bands closer to the Fermi level. Firstly, in these plots saddle points in
bands structure around the M points near the Fermi level and a flat band around 0.2 eV
are visible. Secondly the panels show that the electronic bands surrounding the Fermi level
have higher contributions from V and Sn in contrast to Sc.
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In particular interest, this DFT study shows the bands closer to the Fermi level are mostly
dominated by V and Sn contributions (Fig. 5.8). Moreover, in these calculations saddle points
are observed in the vicinity of the Fermi surface while some flat bands are observed relatively
at a higher energy from the Fermi level where such placement of bands are similar to the
isovalent YV6 Sn6 [172].Although the DFT calculations do not yet completely explain the
ARPES data, still the study shows the overall nature of the electronic band structure.

5.4

Discussion and Conclusions

We have successfully synthesized ScV6 Sn6 , which hosts vanadium kagome layers. Through
low-temperature physical property measurements, we have revealed a first-order 92 K
transition in its electronic structure. SCXRD and SCNRD measurements, we have managed
to confirm the aforementioned electronic transition corresponds to a CDW phase with a
modulation vector [ 31 13 13 ].
Fermi surface mappings above and below the charge ordering temperature shows
rearrangements in the density of states at the Fermi level. Furthermore, by mapping the
electronic band dispersion curves at different temperatures, an appearance of an electron
like band at low temperatures was observed. One interesting feature of this band is that it
flattens around the Fermi level which might be related to the formation of the CDW state.
DFT calculation on ScV6 Sn6 shows the presence of saddle points at the M points in the
vicinity the Fermi level which helps forming CDWs. However, the ARPES data on ScV6 Sn6
is not yet conclusive on any particular mechanism which might be drive the CDW state.
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Additionally, the DFT calculations shows the presence of a flat band around 0.2 eV higher
than the Fermi level as well. Another important fact found in these calculations is that the
electronic bands around the Fermi level are dominated by V and Sn contributions compared
to contributions from Sc.
Given AV3 Sb5 compounds are known to host CDW while hosting vanadium kagome
layers, here we have compared and contrasted the CDW in ScV6 Sn6 to the CDWs in AV3 Sb5 .
The CDW in ScV6 Sn6 shows several similarities to the CDWs in AV3 Sb5 materials. Firstly,
in both compounds the V-V distances in the kagome layers are between 2.73 and 2.75 Å [168].
The Fermi level of AV3 Sb5 is located among the vanadium bands [45, 46, 168, 171, 189, 190],
just as reported in RV6 Sn6 (R =Y, Gd, Ho and Tb) compounds [172–174, 184] . Secondly, the
CDWs in CsV3 Sb5 compounds have shown similar influences on the physical properties such
as drops in both magnetic susceptibility and resistivity [171, 191, 192] which are similar to our
observations shown in Fig. 5.3, where such anomalies in physical properties are considered
signs of CDW formations in the electronic structure [50, 193–195].
The most significant difference we have found between the CDWs in ScV6 Sn6 and AV3 Sb5
is the modulation vector. The modulation wave vector we have observed in the CDW of
ScV6 Sn6 is [ 13 13 31 ]. However, the ordering vector of the CDWs in AV3 Sb5 compounds are
[ 12 21 12 ] or [ 12 21 14 ] [44, 46, 144, 171, 189, 191, 196, 197]. The next significant difference the CDW
ScV6 Sn6 to the CDW in CsV3 Sb5 is the atomic displacements. Our SCXRD refinements
estimate Sc and Sn1 to displace up to 0.16 Å along the c axis, and the vanadium atoms
appear to have a far weaker response displacing only 0.004-0.006 Å (mostly along c). In
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CsV3 Sb5 , the vanadium atoms are reported to displace in the ab-plane within 0.009-0.085 Å,
forming either the star of David or tri-hexagonal orderings [46].
Furthermore, RM 6 X 6 family comprises many members [198], which is an indication of
chemical tunability. Therefore, the next steps in investigating this CDW in ScV6 Sn6 would
be to study doped versions of ScV6 Sn6 , which might shed light on the origins of this charge
density wave.
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Chapter 6
Combined Conclusions
In this dissertation, my work has been experimentally studying how the concept of topology
applies to centrosymmetric materials. In Chapter 3, we have studied the element neodymium
to investigate the possibility of hosting magnetic skyrmions through small-angle neutron
scattering. In Chapter 4, we have checked the potential to host magnetic vortex states in
cobalt-doped NiBr2 through single-crystal neutron diffraction. In Chapter 5, we have gone
beyond studying the magnetic features and have found the presence of a charge density wave
in ScV6 Sn6 .
By studying the element neodymium through small-angle neutron diffraction, we
observed magnetic modulation vectors, which were not previously reported at temperatures
below 6 K (Phase VI) and between 6 and 7.8 K (Phase IV). Comparing the the magnitude
of these newly observed modulations, we found they are smaller than the smallest magnetic
vectors which were reported in the literature. In. particular to Phase (IV), the newly
observed magnetic modulations (Q1 = 0.0607(4) a* ) obey six-fold symmetry as well. By
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studying the temperature and field (along c*) dependence of the Q1 peaks, we managed to
reveal a phase boundary in the element neodymium which was not reported in the literature.
In our attempt to investigate the possibility of hosting magnetic vortex states in cobaltdoped NiBr2 , we have observed the appearance of a ring-like magnetic scattering with
increasing doping. According to theory, such a ring-like pattern would arise due to magnetic
vortices. However, prior to assigning this appearance of a ring-like scattering pattern solely to
the presence of magnetic vortex states, further investigations/simulations should be carried
out to rule out or quantify the contribution from any other alternative routes such as stacking
faults resulting in a ring-like scattering pattern.
Finally, we have managed to observe a charge density wave with a modulation vector of
[ 31

1 1
]
3 3

below 92 K in ScV6 Sn6 , which hosts vanadium kagome layers. We have managed to

grow ScV6 Sn6 single crystals for the first time through molten flux growth technique with
extra Sn. Magnetic susceptibility indicates the non-magnetic nature of all elements in this
compound. Both magnetic susceptibility and electrical resistivity measurements indicate a
transition into a CDW phase. Unlike in canonical charge density waves, the resistivity drops
when entering the charge density phase.
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U. K. Rössler, A. N. Bogdanov, and C. Pfleiderer, “Spontaneous skyrmion ground states
in magnetic metals”, en, Nature 442, 797–801 (2006).

12

S. Tewari, D. Belitz, and T. R. Kirkpatrick, “Blue quantum fog: chiral condensation in
quantum helimagnets”, en, Phys. Rev. Lett. 96, 047207 (2006).

13

F. D. Haldane, “Model for a quantum hall effect without landau levels: condensed-matter
realization of the “parity anomaly””, en, Phys. Rev. Lett. 61, 2015–2018 (1988).

14

K. v. Klitzing, G. Dorda, and M. Pepper, “New method for High-Accuracy determination
of the Fine-Structure constant based on quantized hall resistance”, Phys. Rev. Lett. 45,
494–497 (1980).

15

Y. Huang, W. Kang, X. Zhang, Y. Zhou, and W. Zhao, “Magnetic skyrmion-based synaptic
devices”, en, Nanotechnology 28, 08LT02 (2017).

16

K. Everschor-Sitte, J. Masell, R. M. Reeve, and M. Kläui, “Perspective: magnetic
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Appendix A
Additional details of the SANS
studies on the element neodymium

A.1

Temperature dependence of Phase VI

We now briefly discuss the scattering at low temperatures, where we observe a phase
boundary between the phase characterized by the peaks at Q1 (IV) and phases V and VI.
Figure 3.4(a) clearly show that several new peaks are evident at 2 K but that the peaks at Q1
are absent. The peaks at 2 K are indexed by (Qx , Qy ) =(0.0839 Å−1 , 0.0601 Å−1 ), (0.1093
Å−1 , 0.0928 Å−1 ), (0.1442 Å−1 , 0.0424 Å−1 ) and symmetry related positions as shown in
Fig. 3.4(a) (Recall: Qx is along (100) and Qy is along (1̄20)). The temperature dependence
of the intensity of the newly observed low angle peaks of phase VI is shown in the (see
Fig. A.1). The low temperature peaks disappear just as the peaks at Q1 begin to appear
with rising temperature.
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Figure A.1: Temperature dependence of the scattering at low temperature. The red
curve corresponds to peaks appearing in Phase VI as shown in Fig. 3.4(a) and the blue
curve for the Q1 modulations from Phase IV. The intensity of the red curve is the sum
of the integrated intensities of the peaks appearing at (Qx , Qy ) = (0.084(1), 0.059(1))
Å−1 ; (0.110(0), 0.093(9)) Å−1 ; (0.144(6), 0.041(8)) Å−1 as shown in Fig. 3.4(a). Near 6 K,
coexistence of the modulation vectors is evident. Data for both curves were collected while
warming.
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At 2 K (Phase VI) a complex scattering pattern is observed as shown in Fig. 3.4(a).
The complexity in the SANS pattern is in addition to the complexity observed previously
with conventional neutron diffraction measurements which observed a complex scattering
pattering at higher Qs [106]. The complexity of the scattering observed in Phase VI has been
explained as a consequence of the magnetic interactions between the cubic and hexagonal
orderings. This was reported to cause the ≈ 0.11 a∗ modulations corresponding to the
ordering of the hexagonal sites to longitudinally split into two modulations, and the ≈ 0.18
a∗ modulations corresponding to the ordering of the cubic sites to azimuthally split into
four modulations [106] around the (0 0 1) lattice point. Figure A.1 shows the temperature
dependence of the scattering pattern shown in Fig. 3.4(a) (characteristic of phase VI) at
zero applied magnetic field compared to scattering of the Q1 s which are shown in Fig. 3.4(b)
(characteristic of Phase IV). Phase V occurs between phases VI and IV, however there is
no discernible feature of the present data set of specifically characteristic of phase V. Near
the phase boundary, there is a narrow temperature interval where scattering from features
observed in phases VI and IV coexist, indicating the first order nature of this phase boundary
as indicated in Ref. [106]. This observation is also supported by the significant hysteresis
observed at the lower temperature phase boundary of Phase IV as shown in Fig. 3.8.

A.2

Correlation length extraction from the SANS
measurements in Phase IV

In our fits to experimental SANS data, we assume peak-widths dominated by exponential
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real-space correlations and by instrumental resolution. In this case, the peak-shape along
each direction follows a Voigt profile (f ), which is the convolution of the Lorentzian
correlation and Gaussian resolution components:

f (x; A, µ, σ, γ) = AReal(exp (

x − µ + iγ 2
x − µ + iγ 2
√
√
) Γ(−i(
) ))
σ 2
σ 2

(A.1)

Here Γ is the error function, σ is equal to the standard deviation of the Gaussian
(instrumental resolution) component in the Voigt function, and γ gives the half-width of
the Lorentzian component, which is inversely related to the correlation-length in our model:

ξ = 1/γ

(A.2)

By fitting the peak profiles with a Voigt function and fixing the Gaussian width to the
known value for the resolution function, we extracted magnetic correlation lengths for the
equatorial peaks at Q1 (inner peak) and peaks due to hexagonal site order (outer peak)
in our SANS measurement. The panels in Fig. A.2 show the variation of the integrated
intensity in each of three directions in a spherical coordinate system (radial, azimuthal, and
longitudinal/polar). The red curves show fits to Voigt profiles, with the fixed Gaussian
resolution component illustrated by the black curve. Along polar and azimuthal directions,
the data were fit in angular units but converted into reciprocal-space chord lengths for
the correlation calculation. Table A.1 lists the obtained width parameters and estimated
correlation lengths in each direction to the nearest Angstrom.
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Figure A.2: Fits to peaks at Q1 (top row) and peaks due to magnetic order of the hexagonal
sites (bottom row) to determine the spin-spin correlation lengths. The black lines indicate
the calculated instrumental resolution function as described in the text. The red lines are the
result of a fit of a Voigt function with the Gaussian component constrained to instrumental
resolution. The fitting parameters and correlation lengths are given in Table A.1.
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Table A.1: Fit parameters used in determining equatorial peak correlation lengths for
peaks at Q1 (Inner Peak) and peaks originating from magnetic order of the hexagonal Nd
sites (Outer Peak). The subscripts Q, ϕ, ω refer to fits along the corresponding polar
directions. d is the real-space distance associated with the peak-center and σ and γ are
the Gaussian and Lorentzian width parameters within the Voigt function. As described in
the text, σ is fixed to the resolution value for extraction of the correlation length. ξ is the
real-space correlation length for each direction obtained from γ.
d(Å)
γQ (Å−1 )
σQ (Å−1 )
ξQ (Å)
γϕ (◦ )
σϕ (◦ )
ξϕ (Å)
γω (◦ )
σ ω (◦ )
ξω (Å)

Inner Peak
49.09
0.004(3)
0.0035
228
1.(1)
0.2340
425
0.2(3)
0.1511
1923
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Outer Peak
25.75
0.01(2)
0.0067
80
0.8(8)
0.178
265
0.1(0)
0.287
2173
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