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We present results of three-dimensional (3D) simulations of magnetohydro-
dynamic (MHD) instabilities at the accretion disk-magnetosphere boundary in
accreting magnetized stars. The instability is Rayleigh-Taylor, and develops for
a fairly broad range of accretion rates and stellar rotation rates and magnetic
ﬁelds. It manifests itself in the form of tall, thin tongues of plasma that penetrate
the magnetosphere in the equatorial plane, instead of ﬂowing around the mag-
netosphere as in the canonical accretion picture. The shape and number of the
tongues changes with time on the inner-disk dynamical timescale. In contrast
with funnel ﬂows, which deposit matter mainly in the polar region, the tongues
deposit matter much closer to the stellar equator. The instability appears for
relatively small misalignment angles,  . 30, between the star’s rotation and
magnetic axes, and is associated with relatively high accretion rates.
We then calculate the photometric variability due to emission from the hot
spots that the accreting matter produces on the stellar surface. For neutron
stars, we take relativistic effects into account in calculating the observed energy
ﬂux. Our goal is to compare the features of the lightcurve during stable and
unstable accretion, and to look for possible quasi-periodic oscillations (QPOs),
which produce broad peaks in the Fourier power spectra of these objects. The
lightcurves during stable accretion show periodicity at the star’s frequency andsometimes twice that, due to the presence of two funnel streams that produce
antipodal hotspots near the magnetic poles. On the other hand, lightcurves
during unstable accretion are more chaotic due to the stochastic behaviour of
the tongues, and produce noisier power spectra. However, the power spectra
do show some signs of quasi-periodic variability. Most importantly, the rotation
frequency of the tongues and the resulting hotspots is close to the inner-disk or-
bital frequency, except in the most strongly unstable cases. There is therefore a
high probability of observing QPOs at that frequency in longer simulations. In
addition, the lightcurves in the unstable regime show periodicity at the star’s
rotation frequency in many of the cases investigated here, again except in the
most strongly unstable cases which lack funnel ﬂows and the resulting antipo-
dal hotspots. The noisier power spectra result in the fractional rms amplitudes
of the Fourier peaks being smaller.
Another interesting regime we investigate is the “Magnetic Boundary
Layer” regime, which occurs at small magnetospheric sizes. Unstable cases in
this regime show instability tongues that behave much more coherently; two di-
ametrically opposite tongues form and rotate synchronously at approximately
the angular velocity of the inner disk. The resulting hot spots produce high-
frequency QPOs. There is a deﬁnite correlation between the inner disk radius
and the QPO frequency: the frequency is higher when the magnetosphere is
smaller. When the magnetosphere is negligibly small, the disk interacts with
the star through an equatorial belt. We also show that variation of the accretion
rate leads to drift of the QPO peak.BIOGRAPHICAL SKETCH
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xiCHAPTER 1
INTRODUCTION
Accretion to magnetized stars occurs in different systems, including classical
T Tauri stars (CTTSs), which are the progenitors of solar-type stars (e.g., Hart-
mann 2009; Bouvier et al. 2007), in magnetized cataclysmic variables, which are
accreting white dwarfs (e.g., Warner 2003; Warner & Woudt 2002), and in mil-
lisecondpulsars, whichareweaklymagnetizedaccretingneutronstars(e.g.,van
der Klis 2000). The geometry of the accretion ﬂow around magnetized stars is a
problem of long-standing interest. It is an important factor in determining the
observed spectral and variability properties of the accreting system. An accre-
tion disk around a magnetized central object is truncated at the distance from
the central star where the magnetic energy density becomes comparable to the
matter energy density. Beyond that point, there are two ways in which the gas
can accrete to the star: (1) Through funnel streams, or magnetospheric accre-
tion (e.g., Ghosh & Lamb 1978, 1979); (2) Through plasma instabilities at the
disk-magnetosphere interface (e.g., Arons & Lea 1976a,b; Elsner & Lamb 1977).
The geometry of the matter ﬂow in these two regimes is expected to be very
different.
During magnetospheric accretion, the disk matter ﬂows around the star’s
magnetosphere and falls near the magnetic poles of the star. The plasma den-
sity in the magnetosphere is lower than that in the disk by a factor of  108. This
is the canonical accretion picture. However, plasma instabilities are expected
at the disk-magnetosphere boundary. (i) The Rayleigh-Taylor (RT), or inter-
change, instability occurs when one tries to support a heavy ﬂuid like water
over a lighter one like oil. Perturbations at the boundary between the two ﬂuids
1growunstably, producingﬁngersofeachﬂuidthatpenetrateintotheother, until
ﬁnally the heavier ﬂuid is at the bottom. A similar situation exists at the disk-
magnetosphere boundary: the high-density disk matter is supported against
gravity by the low-density magnetospheric plasma. (ii) The Kelvin-Helmholtz
(KH) instability occurs when there is a velocity shear in a ﬂuid, or as a special
case, when two ﬂuids in contact are in relative motion. Again, perturbations
at the interface grow unstably to produce tongues of each ﬂuid penetrating the
other. A familiar manifestation of this instability is the production of waves on a
body of water like a lake, due to movement of air over the water surface. Again,
a similar situation exists at the disk-magnetosphere boundary due to the discon-
tinuity in the angular velocity of the matter; the inner disk matter is expected to
rotateatthelocalKeplerianvelocity, whilethemagnetosphericplasmacorotates
with the star.
A number of theoretical analyses of such instabilities have been performed.
Arons & Lea (1976a,b) presented a detailed analysis of magnetospheric accre-
tion through the RT instability for a non-rotating star and a spherical accretion
geometry. Anzer (1969) and Anzer & Boerner (1980, 1983) have analyzed the RT
instability for solar prominences and the KH instability at the inner disk edge
respectively. Baan (1977, 1979) examined the role of the RT instability in X-ray
bursts. Lovelace & Scott (1981) investigated the interchange instability in a two-
dimensional accretion disk threaded by a vertical magnetic ﬁeld. Spruit & Taam
(1990) investigated the stability of a thin magnetized disk with a rigid rotation
proﬁle. They present a solution to one of the problems with the model of Ghosh
& Lamb (1979), namely that the incoming disk squeezes the magnetosphere in
the equatorial region, and it is energetically impossible for the inner disk mat-
ter to follow the resulting magnetospheric ﬁeld lines. The solution is that the
2matter at the inner disk edge can be unstable, causing it to move towards the
star across the ﬁeld lines, until it reaches ﬁeld lines that are energetically pos-
sible to follow. The RT instability in differentially rotating magnetized disks
was studied by Spruit et al. (1995) and Lubow & Spruit (1995). Li & Narayan
(2004) analyzed RT and KH instabilities at the disk-magnetosphere interface for
an inﬁnitely thick disk and a vertical magnetic ﬁeld.
Theoretical analysis, although useful in understanding the basic features of
the instabilities, is limited to the linear regime. To understand the behavior
of the instabilities in the nonlinear regime, numerical magnetohydrodynamic
(MHD) simulations are needed. While there have been some numerical studies
of such instabilities, they have so far been limited in one way or another, and
have mostly focused on the physical characteristics of the instabilities them-
selves, with relatively less attention being given to their effect on the nature
of the accretion ﬂow and the resulting observational signatures, and to their de-
pendenceonthephysicalparametersofaccretingsystems, liketheaccretionrate
and the star’s rotation rate and magnetic ﬁeld. Moreover, realistic accretion ge-
ometries can only be obtained from global three-dimensional (3D) simulations,
which have so far been lacking. 2D simulations have been performed by Wang
& Nepveu (1983); Wang & Robertson (1984, 1985); Kaisig et al. (1992). Rast¨ atter
& Schindler (1999a) performed 3D simulations in a patch which includes a
part of the magnetospheric boundary and the equatorial plane, using semian-
alytically derived initial conditions (Rastaetter & Neukirch 1997; Rast¨ atter &
Schindler 1999b). Stone & Gardiner (2007a,b) performed 3D simulations of the
magnetic RT instability in a shearing box for the idealized case of two invis-
cid, perfectly conducting ﬂuids of constant density separated by a contact dis-
continuity perpendicular to the effective gravity, with a uniform magnetic ﬁeld
3parallel to the interface.
Earlier, two- and three-dimensional simulations have shown accretion
through funnel streams (Romanova et al. 2002, 2003, 2004; Kulkarni & Ro-
manova 2005). In this work we show our results on accretion through the mag-
netic Rayleigh-Taylor, or interchange, instability in global 3D MHD simulations,
where the simulation region includes the disk and the whole magnetosphere of
the star. These results have been described in Kulkarni & Romanova (2008);
Romanova et al. (2008). We ﬁnd that the instabilities produce tongues of disk
matter that penetrate through the magnetosphere in the equatorial plane, de-
positing matter much further away from the magnetic poles than during stable
accretion1. In addition, the tongues do not corotate with the star; they rotate at
approximately the angular velocity of the inner disk. Finally, the tongues con-
stantly appear, grow and disappear, with each indiviual tongue lasting only a
few rotations of the star. The number of tongues at any given time is of the order
of a few. We perform detailed investigation of the parameter ranges that exhibit
the instabilities.
Having done that, we then proceed to examine the observable signatures of
the instabilities on the photometric variability of the accreting magnetized star
(Kulkarni & Romanova 2009). The emission from the accretion hot spots is mod-
ulated by the rotation of the star, producing a variation in the observed energy
ﬂux from the star with time. The lightcurves of many accreting systems show
periodicity at the star’s rotation frequency, indicating that the hot spots are at a
ﬁxed location on the star’s surface, due to which they rotate with the period of
the star as seen by an external observer. This is what is expected during magne-
1See animations at http://www.astro.cornell.edu/akshay/research.html and
http://www.astro.cornell.edu/romanova/qpo.htm
4tospheric accretion, and produces sharp peaks in the Fourier spectra (or power
spectra) of the lightcurves. However, many accreting systems also show fea-
tures that are not perfectly periodic. These quasi-periodic oscillations (QPOs)
appear as broad peaks in the power spectra of these systems. Yet other accret-
ing systems lack any periodicity altogether. In many cases no clear period is ob-
served, and high-frequency quasi-periodic oscillations (QPOs) with a frequency
corresponding to a fraction of the Keplerian frequency at the stellar surface are
seen instead. It is often the case that a second, lower frequency peak appears
and drifts in concert with the main frequency, forming two-peak QPOs. Such
high-frequency oscillations are observed in both accreting millisecond pulsars
(e.g., Wijnands & van der Klis 1998) and in dwarf novae, which are a sub-class
of cataclysmic variables (Woudt & Warner 2002; Warner & Woudt 2006). It has
been suggested that the high-frequency QPOs may be associated with accretion
to a star with a very weak magnetic ﬁeld, when some sort of weakly magne-
tized equatorial belt forms (Paczy´ nski 1978; Warner & Woudt 2002). Miller et al.
(1998) and Lamb & Miller (2001) suggested that the high-frequency QPOs in ac-
creting millisecond pulsars may result from rotation of clumps in the inner disk
around a weakly magnetized star. They suggested that some of the disk mat-
ter may penetrate through the magnetosphere until stopped, e.g., by radiation
pressure.
The reasons for these different types of behaviour are not yet perfectly clear.
The lack of periodicity in many CTTSs was thought to be due to the lack of a
dynamically important magnetic ﬁeld and the resultant lack of channeling of
the accreting matter onto preferred locations on the star’s surface. However, re-
cent observations have shown that that is not always the case (e.g., Donati et al.
2007). QPO models in neutron star systems usually attempt to look towards
5characteristic frequencies in the disk, and their beats with the stellar rotation
frequency, for explanations (van der Klis 2004). The variability characteristics
of dwarf novae, which are a sub-class of cataclysmic variables, show close simi-
larity to those of neutron stars (Warner et al. 2003). These observations hint at a
common explanation for the variability features in these systems, perhaps based
on the properties of the accretion ﬂow itself. That is what leads us to investigate
the effect of the accretion ﬂow on the variability.
The hot spots produced by the tongues exhibit similar behavior to the
tonguesthemselves; theyarenotﬁxedonthestar’ssurface, theyappearanddis-
appear on relatively short timescales, and they number a few at any given time.
This behavior is dramatically different from the stable accretion case. Therefore,
the lightcurves during unstable accretion can lack the clear periodicity seen in
the lightcurves during stable accretion (see, e.g., Poutanen & Gierli´ nski 2003;
Romanova et al. 2004; Kulkarni & Romanova 2005). Here we investigate this
behaviour in more detail in accreting magnetized stars, particularly millisecond
pulsars. Our goal is to look for signs of QPOs in the unstable regime.
When dealing with neutron stars, it is important to take relativistic ef-
fects into account, both during the MHD simulation and during calculation
of the lightcurves (Kulkarni & Romanova 2005). (1) In the MHD simulations,
we model general relativistic effects on accretion using the pseudo-Newtonian
Paczy´ nski-Wiita potential (Paczy´ nski & Wiita 1980) which reproduces some im-
portant features of the Schwarzschild geometry, like the positions of the inner-
most stable and marginally bound circular orbits. (2) When calculating the
lightcurve, the following four effects have to be considered. (i) General rela-
tivistic effects: Gravitational bending of light emitted by the star allows more of
6the star than the hemisphere facing the observer to be visible, and gravitational
redshift of the light decreases the total ﬂux observed. We use the Schwarzschild
metric to try to take these effects into account. (ii) Special relativistic effects: For
rapidly rotating stars like millisecond pulsars, the rotation of the star changes
the observed ﬂux through the twin special relativistic effects of Doppler shift
and relativistic beaming of the emitted radiation. Henceforth we refer to these
two effects collectively as the “Doppler effect.” (iii) Light travel time effects: The
time difference between light emitted from different points on the star reaching
the observer is important when the linear speed of the emitting region is com-
parable to the speed of light, and also when the emitting object is compact, and
causes distortion of the observed shape of the hot spots (the apparent position
of a point on the stellar surface can differ by as much as 10 from its actual po-
sition). (iv) Additionally, due to the high rotation speed, the Kerr metric would
be closer to the actual metric around the star than the Schwarzschild metric.
However we do not use the Kerr metric, since we ﬁnd from numerical integra-
tions that the frame dragging effects introduced by the Kerr metric are relatively
small (see also Braje et al. 2000).
Most of the calculations in this work are performed for the relativistic case
(accreting millisecond pulsars). However, we have performed some compar-
isons of the accretion process using the Paczy´ nski-Wiita potential with that us-
ing a Newtonian potential (Kulkarni & Romanova 2005). While there are some
quantitative differences, the qualitative picture is the same. We therefore ex-
pect the results in this work to be broadly applicable to all kinds of accreting
magnetized stars.
Finally, we investigate accretion to stars in the interesting regime of small
7magnetospheres, where the energy density of the disk matter dominates up to
very small distances from the star, or even up to the stellar surface, and the mag-
netosphere is small compared with the radius of the star (Romanova & Kulka-
rni 2009). We call the region around the star with the small magnetosphere the
Magnetic Boundary Layer (MBL), and consider different cases. We notice that
as for large magnetospheres, matter may accrete either in the stable (e.g., Ro-
manova et al. 2003, 2004) or unstable regime (Kulkarni & Romanova 2008, 2009;
Romanova et al. 2008). The most striking result is the fact that in the unstable
regime, an ordered structure of two tongues forms, and rotates with the angular
velocity of the inner disk, showing clear high-frequency QPO peaks associated
with this rotation. Unstable accretion with a preferred number of tongues as a
possible origin for QPOs has been discussed earlier by Li & Narayan (2004). In
the present research we have shown that an even more ordered situation is pos-
sible with small magnetospheres, where two ordered tongues rotate with the
frequency of the inner disk. Variation of the accretion rate leads to drifting of
this QPO frequency. Correlation between the frequency and accretion rate has
been observed in a number of accreting millisecond pulsars (e.g., van der Klis
2000).
We start out with a description of our model and numerical method in Chap-
ter 2. We then discuss the properties of the accretion ﬂow during unstable ac-
cretion in Chapter 3, and investigate in detail the dependence of the instability
on various parameters of our model. Chapter 4 continues with a discussion
of the effect of the Paczy´ nski-Wiita potential on the simulation results, and of
our lightcurve calculation method, which we then use in Chapter 5 to study the
variability properties of the unstable regime of accretion. Finally, Chapter 6 dis-
cusses another, possibly extreme, regime of unstable accretion which we call the
8“Magnetic Boundary Layer” regime, in which we see two diametrically oppo-
site tongues which survive for a long time.
9CHAPTER 2
MHD SIMULATION MODEL
The model we use is the same as in our earlier 3D MHD simulations
(Koldoba et al. 2002; Romanova et al. 2003, 2004; Kulkarni & Romanova 2008,
2009). The star has a magnetic ﬁeld, the axis of which makes an angle  with
the star’s rotation axis. The rotation axes of the star and the accretion disk are
aligned. There is a low-density corona around the star and the disk which also
rotates about the same axis. The equation of state of the plasma in the disk
and corona is that of an ideal gas, p = RT=M, and adiabatic, and p = kss
(where p, , T, s, M and  are the pressure, density, temperature, entropy per
unit mass, molecular weight and adiabatic constant of the plasma, R is the uni-
versalgasconstant, andks isalsoaconstant). Theplasmaistakentobeperfectly
conducting. To model stationary accretion, the disk is chosen to initially be in
a quasi-equilibrium state, where the gravitational, centrifugal and pressure gra-
dient forces are in balance (Romanova et al. 2002). We perform simulations for
both relativistic and non-relativistic stars. General relativistic effects, which are
important for neutron stars, are modelled using the Paczy´ nski-Wiita potential
(r) = GM=(r - rg) (Paczy´ nski & Wiita 1980), where M is the mass of the star
and rg  2GM=c2 is its Schwarzschild radius. This potential reproduces some
important features of the Schwarzschild spacetime, such as the positions of the
innermost stable and marginally bound circular orbits. Viscosity is modelled
using the -model (Shakura & Sunyaev 1973; Novikov & Thorne 1973), and
controls the accretion rate through the disk.
To model accretion, the ideal MHD equations are solved numerically in
three dimensions, using a Godunov-type numerical code, written in a “cubed-
10sphere”coordinatesystemrotatingwiththestar(Koldobaetal.2002;Romanova
et al. 2003). The boundary conditions at the star’s surface amount to assuming
that the infalling matter passes through the surface of the star. So the dynam-
ics of the matter after it falls on the star is ignored. The inward motion of the
accretion disk is found to be stopped by the star’s magnetosphere at the Alfv´ en
or magnetospheric radius, where the magnetic and matter energy densities be-
come equal. The subsequent evolution depends on the parameters of the model.
We start this chapter with a description of the MHD equations in x2.1, and
then discuss the numerical method we use to solve them in x2.2. We then give a
detailed description of the initial and boundary conditions used in our model in
x2.3 and x2.4. This is followed by a description of the grid in x2.5 and the code
and computing facilities used for this research in x2.6. Finally, we explain the
reference scales that we use to convert our equations into dimensionless form in
x2.7, and list in x2.8 the typical values of the parameters used in our simulations.
2.1 The MHD Equations
The magnetohydrodynamic (MHD) equations characterize the state of a sufﬁ-
ciently collisional plasma, which is what the accreting matter around magne-
tized stars is. The equations consist of the continuity equation which describes
the time evolution of the mass density , the equations of motion for the ve-
locity v, the law of conservation of energy which describes the evolution of the
pressure p, and the reduced form of the Maxwell equations for the magnetic
ﬁeld B which do not explicitly include the electric ﬁeld or displacement current.
These equations, combined with the equation of state, form a complete system
of equations.
11@
@t
+ r  (v) = 0, (2.1)


@
@t
+ v  r

v = -rp + g +
1
4
(r  B)  B + F
vis, (2.2)
@(s)
@t
+ r  (vs) = Q, (2.3)
@B
@t
+ r  (B  v) = mr
2B, (2.4)
r  B = 0. (2.5)
Here, g is the gravitational acceleration, Q is the Lagrangian change of entropy
per unit volume per unit time, and Fvis is the viscous force. For a perfectly
electrically conducting plasma, the magnetic diffusivity m = 0, giving us the
idealMHDequations. Tosimplifytheentropyequation, wesuggestthatviscous
heating of the plasma is roughly balanced by radiative cooling; that is, there is
no heat transfer into or out of any ﬂuid element, implying Q = 0.
These partial differential equations (PDEs) are generally impossible to solve
analytically without making some simplifying assumptions. To investigate re-
alistic physical systems, numerical solutions are needed. Those are also difﬁcult
to obtain, but a lot of effort has been devoted towards this problem in recent
years. For numerical solution, it is convenient to write equations 2.1–2.4 in the
conservative form
@U
@t
+ r  F = S, (2.6)
where U is one of the dynamical variables , v, S and B, and F and S are the
corresponding ﬂux and source respectively. This is referred to as the “conserva-
tive” form, since it expresses the fundamental conservation law of the quantity
associated with U. For example, for U = , the continuity equation (2.1) corre-
sponds to F = v, which is just the matter ﬂux, and S = 0; this just expresses
12the fact that any change of density in a given volume inside the ﬂuid must be
solely due to matter ﬂow through the boundary of the volume, since there are
no sources or sinks that create or destroy matter; in other words, the law of
conservation of mass. The MHD equations 2.1–2.4 in conservative form are
@
@t
+ r  (v) = 0, (2.7)
@(v)
@t
+ r  ˜ T = g, (2.8)
@(s)
@t
+ r  (vs) = 0, (2.9)
@B
@t
+ r  ˜ TB = 0, (2.10)
Equations 2.7–2.9 express the laws of conservation of mass, momentum and
energy respectively. Here ˜ Tij = vivj + pij + (B2ij=2 - BiBj)=4 + ˜ Tvisc
ij is the
momentum ﬂux density tensor and (˜ TB)ij = Bivj - viBj. The viscous part ˜ Tvisc
ij
of the momentum ﬂux density tensor has the general form
˜ T
visc
ij = -

@vi
@xj
+
@vj
@xi
-
2
3
ij
@vk
@xk

- ij
@vk
@xk
, (2.11)
where  and  are the coefﬁcients of viscosity. For an accretion disk, since the
matter ﬂow is dominantly azimuthal, we can simplify this expression consider-
ably (see Romanova et al. 2002). In order to do so, it is convenient to express
˜ Tvisc
ij in spherical polar coordinates. Note that @vi=@xj = (r 
 v)ij, where “
”
represents the dyadic or tensor product. Therefore, in a coordinate-independent
notation, we have
˜ T
visc = -

r 
 v + (r 
 v)
T
+ ˜ I

2
3
 - 

r  v, (2.12)
where ˜ Iij = ij is the identity matrix. In spherical polar coordinates, we then
have
r 
 v =

ˆ r
@
@r
+ ˆ 
1
r
@
@
+ ˆ 
1
rsin
@
@
 
ˆ rvr + ˆ v + ˆ v

. (2.13)
13Some algebra then gives
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
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(r
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(sin v) +
1
rsin
@v
@

. (2.14)
Next, we note that the plasma velocity is dominantly azimuthal everywhere
excluding the region near the star, so we ignore terms containing vr and v. The
velocity ﬁeld is also almost azimuthally symmetric (or axisymmetric), since the
non-axisymmetry due to the star’s misaligned magnetic ﬁeld is only important
in the region near the star. We therefore ignore terms containing @=@. We then
set v = r!sin, where ! is the local angular velocity about the z-axis (that
is, the rotation axis of the star and the disk). Finally, we express the dynamical
viscosity  in terms of the kinematic viscosity :  = . This gives us
˜ T
visc = -rsin
@!
@r
(ˆ r ˆ  + ˆ ˆ r) - sin
@!
@
(ˆ  ˆ  + ˆ ˆ ). (2.15)
We use the viscosity model of Shakura & Sunyaev (1973) with kinematic viscos-
ity coefﬁcient  = csh, where h is the scale height of the disk, cs = (p=)1=2 is
the sound speed, and  is a dimensionless parameter that is expected to be . 1.
The above argument leading to the simpliﬁcation of ˜ Tvisc is not valid near
the star, where the matter ﬂow is disrupted by the stellar magnetic ﬁeld. How-
ever, in that region, the forces due to the star’s magnetic ﬁeld and gravity are
14expected to be more important, and viscosity should play a relatively minor
role. Therefore, Equation 2.15 is a reasonable approximation in the entire phys-
ical domain.
The MHD equations 2.7–2.10 can be conveniently expressed in the form of a
single equation by deﬁning the eight-element column vectors U and S(U) and
the 8  3 matrix F(U) as follows:
U 
0
B B B B B B B
@

vT
s
BT
1
C C C C C C C
A
, F(U) 
0
B B B B B B B
@
v
˜ T
sv
˜ TB
1
C C C C C C C
A
, S(U) 
0
B B B B B B B
@
0
gT
0
0
1
C C C C C C C
A
, (2.16)
where v, B and g are row vectors, so that ﬁnally, we have,
@U
@t
+ r  F(U) = S(U). (2.17)
Two ﬁnal notes on this topic are: (1) We solve the MHD equations in a ref-
erence frame rotating with the star, with the z-axis aligned with the star’s ro-
tation axis (see, e.g. Koldoba et al. 2002; Romanova et al. 2004). Hence, to the
right hand side of Equation 2.8, and correspondingly to g in the expression for
S(U) in Equation 2.16, we have to add the centrifugal and Coriolis forces Fcent
and Fcor:
Fcent = -
  (
  r), Fcor = 2v  
, (2.18)
where 
 is the angular velocity vector of the star. Using the reference frame
rotating with the star has the advantage that we eliminate from the MHD equa-
tions large terms corresponding to the magnetic forces induced by rotation of
the strong ﬁeld. (2) The radial dependence of the stellar magnetic ﬁeld is very
strong, particularly near the star. For example, for a dipole ﬁeld, we have
15B  1=r3. Higher multipole moments fall off even faster with radius. This leads
to strong gradients of the magnetic ﬁeld, which reduces the accuracy of numer-
ical calculations. To avoid this difﬁculty we decompose the magnetic ﬁeld in
the simulation region into the “main” or stellar component B0, which is ﬁxed,
and the variable component B1 which is induced by currents in the simulation
region and is calculated in the equations (Tanaka 1994; Powell et al. 1999).
2.2 Numerical Solution: The Godunov Method
We now summarize the procedure of numerical solution of the MHD equations.
For a detailed description of numerical methods in hydrodynamics in general,
from where most of the following discussion is taken, see Toro (2009).
One of the common ways of solving Equation 2.17 numerically is to divide
the computational domain into a set of discrete grid cells. The simplest way of
discretizing a differential equation is to replace the derivatives by ﬁnite differ-
ences between neighboring grid cells. As an illustration, consider Equation 2.17
in a one-dimensional system with U = U(x,t). We could divide the compu-
tational domain x 2 [xL,xR] into m equally spaced grid cells, each of width
x = (xR - xL)=m. The x-coordinates of the centers of the grid cells would
then be xi = (i - 1)x + x=2, i = 1...m. The time coordinate t can be similarly
discretized; using a ﬁnite time step t, we have tn = nt (we discuss how t
is chosen later). The discretized dynamical quantities can then be deﬁned as
Un
i = U(xi,tn), and so on. Equation 2.6 can then be approximated numerically
as
U
n+1
i - Un
i
t
+
Fn
i+1(Un
i+1) - Fn
i (Un
i )
x
= S
n
i (U
n
i ). (2.19)
16Given the state Un of the system at a time tn, this equation allows us to calcu-
late the state Un+1 at a later time tn+1. This scheme of discretizing Equation 2.17
turns out to be unstable, however; the numerical solution diverges from the ac-
tual solution with time (see, e.g., Toro 2009, ch. 5 for a review). There are a
lot of numerical schemes which eliminate this problem. The one we use is the
Godunov method which, in addition to being stable, also captures shocks effec-
tively. This method is applied to equations without the source term, S(U) = 0;
we shall discuss how to include the source term later. The Godunov method
has three important components. (i) It uses a “conservative scheme”, deﬁned as
U
n+1
i - Un
i
t
+
Fn
i+1=2 - Fn
i-1=2
x
= 0, (2.20)
where Fi+1=2 is the ﬂux through the boundary between the i-th and (i + 1)-th
grid cells. (ii) It discretizes U(x,t) not by simply picking its value at the centers
of the grid cells, but by averaging it over each grid cell:
U
n
i =
1
x
Zxi+1=2
xi-1=2
U(x,tn)dx, (2.21)
giving a piecewise constant distribution for U. (iii) The last and most important
component of the Godunov scheme is to calculate the ﬂuxes F at the bound-
aries between the grid cells. This, again, is done not by simply interpolating the
values of F at the cell centers, but by noting that the piecewise constant distri-
bution of F essentially presents us with a Riemann problem at each boundary.
The Godunov scheme therefore boils down to solving the Riemann problem.
A Riemann problem is basically a conservation law of the form (2.17) (with-
out the source term S(U)) with piecewise constant initial data and a single dis-
continuity. For a one-dimensional system, it is deﬁned by the following partial
17differential equation (PDE) and initial condition (IC):
PDE :
@U
@t
+
@F
@x
= 0
IC : U(x,0) = U0(x) =
8
> <
> :
UL (x < 0),
UR (x > 0),
(2.22)
One can solve the Riemann problem numerically using one of the standard nu-
merical algorithms that go by the name of Riemann solvers (see, e.g., Toro 2009).
The method we use is similar to the eight-wave method used by Powell et al.
(1999), except that those authors evolve the energy instead of the entropy (cf.
Equation 2.3). At the boundaries between the grid cells, the Godunov scheme
calculates the ﬂux F(U) using the solution URiemann(xi+1=2,t)  Ui+1=2 to the
Riemann problem at xi+1=2: Fn
i+1=2 = F(Ui+1=2). So Equation 2.20 becomes
U
n+1
i = U
n
i -
t
x

F(Ui+1=2) - F(Ui-1=2)

. (2.23)
Inhigher-dimensionalsystems, Equation2.23isstillvalid. Onesimplyneeds
to calculate the intercell ﬂuxes through all the boundaries of each grid cell.
We now turn to the two points that we postponed the discussion of. One
concerns the choice of the time step t. It is clear that since we are approxi-
mating derivatives by ﬁnite differences, the smaller x and t are, the more
accurate the numerical solution will be. Making them too small, however, in-
creases the requirement on computational resources. Therefore, for a given grid
spacing x, we need to choose the largest time step that we can afford without
compromising accuracy. This time step is obtained as follows. The disconti-
nuity in U at each intercell boundary results in the production of waves that
travel away from the boundary in both directions in general. Each wave has a
characteristic speed of its own that is obtained from the solution of the Riemann
18problem. We then have to ensure that the waves from one boundary of a grid
cell do not reach the other boundary during the interval t. If the speed of the
fastest wave in the entire simulation region is Vmax, then we must have
t 6 C
x
Vmax
, 0 < C 6 1, (2.24)
where C is called the Courant number.
The other question is how to deal with conservation laws (2.17) that have a
nonzero source term S(U). This is done as follows (see Toro 2009, ch. 15 for a
proof). At each time step tn and for each grid cell xi, we split the problem into
two steps. In the ﬁrst step, we set the source term to zero, and use the Godunov
scheme to obtain an intermediate solution ¯ Un+1 at tn+1 as outlined above. We
then use this intermediate solution as an initial condition to solve the ordinary
differential equation
dU
dt
= S(U). (2.25)
This gives us the solution Un+1 at tn+1.
As a ﬁnal note, the Godunov scheme discussed above is accurate to ﬁrst
order in x and t. In our simulations we use a second-order scheme, but the
basic principle is the same.
In the next two sections we discuss the initial and boundary conditions that
we use in our model. They are also described in detail in Romanova et al. (2002)
and Ustyugova et al. (2006).
192.3 Initial Conditions
Our goal in this work is to observe steady accretion over a relatively long period
of time, as opposed to transient accretion processes. For this, the system needs
to be in a quasi-equilibrium state initially, because otherwise matter accretes
extremely rapidly to the star.
We choose an initial temperature for the disk and the corona. The density
 is then obtained from the pressure p through the ideal gas law, and the en-
tropy s from the density and pressure through the adiabatic equation of state
p = kss. The initial magnetic ﬁeld is completely determined by the multipole
moments of the star’s magnetic ﬁeld, which we choose as parameters. So the
only variables we need to determine now are the velocity and the pressure.
Since we need quasi-equilibrium initial conditions, we choose the initial ve-
locity in the disk to be nearly Keplerian. This is true for most accretion disks.
Now consider the initial inner radius rd of the accretion disk, which is a parame-
ter of our simulations. The region inside this radius, that is, the magnetosphere,
is ﬁlled with the low-density corona, and is therefore magnetically dominated,
and hence the corona in this region rotates rigidly with the star. This gives
rise to the problem that if the star’s rotation rate is different from the Keple-
rian rotation rate at the inner disk radius, then the velocity discontinuity at the
disk-magnetosphere boundary leads to the development of a large azimuthal
(toroidal) component of the magnetic ﬁeld, since the magnetic ﬁeld is frozen
into the plasma. This causes strong magnetic braking of the disk matter, lead-
ing to rapid accretion, which we are not interested in. To avoid this situation,
we choose the initial rotation rate of the star to be equal to the Keplerian rota-
20tion rate at the inner disk radius. During the early part of the simulation (the
ﬁrst few rotation periods of the star), we gradually change the star’s rotation
rate to the desired value. This trick helps avoid velocity discontinuities, and at
the same time, has little effect on later evolution of the disk. Similar considera-
tions apply to the corona above and below the disk. In order to avoid velocity
discontinuities with the disk, we choose the coronal velocity at a point (r,,)
to be the Keplerian velocity at the cylindrical radius R = rsin. So we choose
an angular velocity that depends on the cylindrical radius R everywhere,
!(r,) =
8
> <
> :
(kGM=r3
d)1=2 , R 6 rd
(kGM=R3)1=2 , R > rd,
(2.26)
and
v = (!ˆ z)  R  !  R. (2.27)
Here k is a number close to 1, which controls how close ! is to the Keplerian
value.
Now only the pressure needs to be determined. For quasi-equilibrium con-
ditions, we can set the time derivative in the Euler equation (2.2) to zero. Fur-
thermore, the term (r  B)  B=4  J  B=c also vanishes at time t = 0, since
the only magnetic ﬁeld at that time is the stellar magnetic ﬁeld, which is pro-
duced by currents in the star. Outside, therefore, the current is zero. The sum of
the remaining terms in the Euler equations (excluding the viscous force) must
be zero:
(v  r)v + rp= - g = 0. (2.28)
Another way of looking at this is that in a quasi-equilibrium state, the net force
at any point in the plasma must be zero in the local rest frame. We have three
forces at any point in the local rest frame: the gravitational, centrifugal and
21pressure gradient forces. So we must have
g + !
2R - rp= = 0. (2.29)
It is easy to see that the previous two equations are equivalent if we set
v = !  R in Equation 2.28. We have g = -r where  is the gravita-
tional potential. We can derive the centrifugal force from a centrifugal poten-
tial c(r) = -
Rr
-1 !2(r0)r0dr0. And since  is a function only of p, let us set
1= = df(p)=dp, where f(p) is some function of p. Then rp= = (df=dp)rp =
rf(p) = r(
R
dp=)  rF. A ﬁrst integral of the Euler equation is then
F +  + c = E, (2.30)
where E is a constant. Knowing the gravitational and centrifugal potentials
at each point, this allows us to calculate F. Next, we use the ideal gas law  =
p ¯ m=kT, where ¯ m = mH=2 is the mean molecular weight of the plasma, to obtain
F = (kT= ¯ m)logp. Thus, we have the pressure at each point. This completes the
calculation of the initial conditions.
While these initial conditions ensure a very smooth and gradual start, where
the disk matter accretes slowly inwards due to viscous stresses, they also dictate
a density distribution that does not correspond to that in an equilibrium viscous
disk (e.g. Shakura & Sunyaev 1973). That is why our disk starts reconstructing
itself on the viscous time-scale. Fortunately, matter from the inner parts of the
disk ﬂows inward for a long time, and the matter ﬂux increases with , though
the dependence is not linear (as one would expect from the theoretical predic-
tion for viscous disks). In addition, interaction of the disk with the external
magnetosphere leads to some magnetic braking, leading to an enhancement of
the accretion rate, which may be smaller or larger than the effect of the viscosity,
and also to oscillations of the matter ﬂux.
22One additional note is in order. As mentioned above, we choose the initial
temperatures Td and Tc of the disk and corona. We usually have Td = 0.01Tc in
most of our runs. Now consider the disk-corona boundary at the inner radius of
the disk. Since the pressure has to be continuous across the boundary for quasi-
equilibrium conditions, we must have pd = pc. The ideal gas law then gives
d=c = Tc=Td = 100. This density ratio is much smaller than in real systems,
where it is  108, but it is difﬁcult to simulate, because if we decrease the corona
density further, the speed of Alfv´ en waves in the corona, vA = B=
p
4, would
increase. The Courant condition (2.24) would then impose a very small time
step, leading to impractically long simulation times.
2.4 Boundary Conditions
For most of the dynamical variables, we use free boundary conditions. These
are analogousto theboundary conditionfor an oscillatingstring witha free end.
In our case, this corresponds to vanishing radial derivatives of the variables.
At the inner boundary (r = R), where R is the radius of the star, we
use free boundary conditions for the density, pressure, entropy, velocity (rel-
ative to the star’s surface velocity) and transverse component of the part of
the magnetic ﬁeld produced by the disk, B1: @=@r = 0, @p=@r = 0, @s=@r = 0,
@(v - 
  r)=@r = 0, @B1=@r = 0, @B1=@r = 0. The radial component of the
magnetic ﬁeld B1 satisﬁes @(r2B1r)=@r = 0; that is, we have a free boundary con-
dition on the magnetic ﬂux. The matter ﬂow is frozen to the strong magnetic
ﬁeld, so we impose (v - 
  r) k B.
At the outer boundary, free boundary conditions are taken for all variables
23with the additional condition that matter is not permitted to ﬂow in through the
outer corona boundary, or out through the outer disk boundary.
2.5 Grid
A special cubed-sphere grid (Koldoba et al. 2002) is used in 3D MHD simulations,
which has the advantages of both Cartesian and spherical coordinate systems,
but avoids the singularities along the spherical polar axis. The grid consists of
Nr concentric spheres whose radii form a geometric series. Each sphere is topo-
logically equivalent to the surface of a cube: it consists of six identical sectors
corresponding to the six sides of the cube, with an N  N grid of curvilinear
cartesian coordinates in each sector. Thus, the simulation region consists of six
blocks with Nr  N2 cells each.
Figure 2.1 shows the homogeneous cubed sphere grid (with all six blocks
identical). We can see that it has better resolution close to the star, which is an
additional advantage of this grid.
We also have the ability to deform the grid such that the four equatorial
blocks that contain the disk are compressed, giving them a higher resolution,
while the two polar blocks are expanded, giving them a relatively lower res-
olution (Figure 2.2). This allows us to perform simulations that require high
grid resolution in the disk, without increasing the demand on computational
resources.
24Figure 2.1: Sample homogeneous cubed sphere grid used in 3D simulations. For
illustration we choose a resolution of Nr  N2 = 24  112. Top panel: all sectors,
showing the structure of the grid on one of the spherical shells. Bottom panel:
cutaway view with two sectors, showing the radial structure.
Figure 2.2: Same as in Figure 2.1 for an inhomogeneous cubed sphere grid. The
equatorial blocks of the grid are compressed, giving them a higher spatial reso-
lution. Each of the six sectors has a resolution of Nr  N2 = 24  112.
2.6 Code and Computing Facilities
The code we use has been developed in our group and is massively parallelized.
For parallelization, it is natural to ﬁrst divide the simulation region into the
six cubed-sphere blocks. Then each block is divided into layers in the radial
direction. Each resulting sub-block is then handled by one processor, and we
usually use 48 - 96 processors per simulation run. Most of the results shown
in the work have been obtained on the NASA High-Performance Computing
25facilities, namely the clusters Pleiades, Columbia, Discover and Explore, and on
the “v2” and “v3” clusters at the Cornell Center for Advanced Computing.
2.7 Reference Values
We solve the MHD equations using dimensionless variables: distancee r = r=R0,
velocity e v = v=v0, timee t = t=P0, etc. The subscript “0” denotes a set of reference
(dimensional) values for variables, which are chosen as follows:
 length scale R0 = R=0.35, where R is the radius of the star;
 velocity v0 = (GM=R0)1=2, the Keplerian orbital velocity at r = R0;
 time scale P0 = 2R0=v0, the Keplerian orbital period at r = R0;
 angular velocity !0 = v0=R0;
 magnetic ﬁeld B0 = B0(R=R0)3, where B0 is the reference magnetic ﬁeld
on the surface of the star;
 dipole magnetic moment 0 = B0R3
0;
 density 0 = B2
0=v2
0;
 pressure p0 = 0v2
0;
 mass accretion rate ˙ M0 = 0v0R2
0;
 angular momentum ﬂux ˙ L0 = 0v2
0R3
0;
 energy per unit time ˙ E0 = 0v3
0R2
0 (the radiation ﬂux J is also in units of ˙ E0);
 temperature T0 = Rp0=0, where R is the gas constant;
 the effective blackbody temperature Teff,0 = (˙ E0=R2
0)1=4, where  is the
Stefan-Boltzmann constant.
26Table 2.1: Sample reference values for typical CTTSs, cataclysmic variables, and
millisecond pulsars. Dimensional values for variables can be obtained by mul-
tiplying the dimensionless values of variables shown in this work by these ref-
erence values.
CTTSs White dwarfs Neutron stars
M(M) 0.8 1 1.4
R 2R 5000 km 10 km
B0 (G) 103 106 109
R0 (cm) 4  1011 1.4  109 2.9  106
v0 (cm s-1) 1.6  107 3  108 8.1  109

0 (s-1) 4  10-5 0.2 2.8  103
P0
1.5  105 s
29 s 2.2 ms
1.8 days
B0 (G) 43 4.3  104 4.3  107
0 (g cm-3) 7  10-12 2  10-8 2.8  10-5
p0 (dy cm-2) 1.8  103 1.8  109 1.8  1015
˙ M0
(g s-1) 1.8  1019 1.2  1019 1.9  1018
(Myr-1) 2.8  10-7 1.9  10-7 2.9  10-8
˙ L0 (g cm2s-2) 1.15  1018 4.9  1036 4.5  1034
T0 (K) 1.6  106 5.6  108 3.9  1011
˙ E0 (erg s-1) 4.8  1033 1.2  1036 1.2  1038
Teff,0 (K) 4800 3.2  105 2.3  107
In the subsequent chapters and ﬁgures, we drop the tildes (). The values
shown for all quantities are the dimensionless ones unless otherwise noted. To
obtain the dimensional values of variables, one needs to multiply the dimen-
sionless values by the corresponding reference units. Our dimensionless sim-
ulations can be applied to different astrophysical objects simply by choosing
different scales. For convenience, we list the reference values for typical CTTSs,
cataclysmic variables and millisecond pulsars in Table 2.1.
272.8 Typical Parameter Values
We now give the typical (dimensionless) values that we use for some of the
model parameters. The outer radius of the simulation region is rout  12  35R.
The initial disk and corona densities are 1 and 0.01. The corotation radius is
varied between  1.5 - 3, which corresponds to P  1.8 - 5.2. The viscosity co-
efﬁcient , which controls the accretion rate through the disk, is varied between
0.02 and 0.3. The star’s magnetic ﬁeld is dipolar, with a dipole moment  rang-
ing from 0.1 to 2. The misalignment angle  between the star’s rotation and
magnetic axes ranges from 5 to 90. Simulations of accretion to stars with more
complex ﬁelds (Long et al. 2007, 2008; Long 2008) have shown interesting accre-
tion ﬂow and variability properties, but we only consider dipole ﬁelds in this
work.
28CHAPTER 3
ACCRETION TO MAGNETIZED STARS THROUGH THE MAGNETIC
RAYLEIGH-TAYLOR INSTABILITY
In this chapter we discuss accretion to magnetized stars through instabili-
ties at the disk-magnetosphere interface, focusing on the accretion process. We
discuss the observational effects of unstable accretion in Chapter 5. The results
shown in this chapter are also discussed in Kulkarni & Romanova (2008, here-
after KR08) and Romanova et al. (2008, hereafter RKL08). We start out by show-
ing the phenomenology of unstable accretion in x3.1, including the dependence
of the instability on various physical parameters such as the accretion rate, the
stellar magnetic ﬁeld strength, rotation rate and misalignment angle, and the
grid resolution. We then derive an empirical condition for the existence of the
instability in x3.4 from our simulation results, and then perform comparisons of
our simulation results with analytical stability criteria derived earlier by other
authors in x3.5. We conclude with some discussion of our results in x3.6.
3.1 Unstable Accretion Geometry
We chose the following parameters for our main case: dipole moment  = 2,
corresponding to an equatorial surface magnetic ﬁeld of B = 2, misalignment
angle  = 5, viscosity parameter  = 0.1, stellar rotation period P = 3, initial
disk radius = 2. The corotation radius, which is the radius at which the orbital
rotation rate of the disk matter equals the star’s rotation rate, is rcor = 2. The
cubed-sphere grid resolution in most of our cases is NrN2 = 72312 in each of
the six blocks of the grid (which is the resolution in all the ﬁgures in this chapter,
unless otherwise noted), and we have some runs at higher resolutions (100 
29Figure 3.1: Geometry of the accretion ﬂow around a star through instabilities
(top row), contrasted with a traditional funnel ﬂow (bottom row). A constant
densitysurfaceisshown. Thelinesaremagnetosphericmagneticﬁeldlines. The
translucent disc denotes the equatorial plane. The star’s rotation axis is in the z-
direction (see also http://astro.cornell.edu/us-rus/stereo.htm for animations).
(From KR08.)
412,144612,216912). The outer radius of our simulation region is rout  12 
35R in most runs, although we only show the region near the star in our plots.
GeneralrelativisticeffectsareapproximatedusingthePaczy´ nski-Wiitapotential
(Paczy´ nski & Wiita 1980) with a Schwarzschild radius of rg = 0.14 = 0.4R,
although as we shall see in Chapter 4, this does not have a signiﬁcant effect on
the accretion picture in a qualitative sense.
Figure 3.1 shows two views of the accretion ﬂow around the star through
instabilities (top row) and two views of a magnetospheric (funnel) ﬂow (bottom
row). The growth of unstable perturbations at the disk-magnetosphere bound-
30Figure 3.2: Left panel: A tongue of gas, shown by density contours in the equa-
torial plane, pushing aside magnetic ﬁeld lines on its way to the star. Note that
the “hole” in the magnetosphere is not artiﬁcially depicted – the ﬁeld lines start
out uniformly spaced on the star’s surface, and twist aside around the tongue.
Right panel: A constant density surface at the same instant of time as in the left
panel. The grid resolution is 144  612. (From KR08; see also RKL08.)
ary results in penetration of the magnetosphere by the disk matter, in the form
of tongues of gas travelling through the equatorial plane. Matter energy density
dominatesinsidethetongues. Whentheycomeclosertothestar, theyencounter
a stronger magnetic ﬁeld, which stops their equatorial motion. At this point the
tongues turn into miniature funnel-like ﬂows following the ﬁeld lines, which
gives them a characteristic wishbone shape. They deposit matter much closer
to the star’s equator than true funnel ﬂows do.
The tongues are tall and thin, as opposed to the funnels which are ﬂat and
wide. This is because the tongues penetrate the magnetosphere by prying the
ﬁeld lines aside (Figure 3.2), since this is energetically more favourable than
bending the ﬁeld lines inward. This is a standard feature of the interchange
instability — if a heavy ﬂuid is supported against gravity by a light ﬂuid, then
at the boundary between the ﬂuids, ﬂuid elements on either side displace those
on the other side. Since the magnetic ﬁeld is frozen into the matter, the ﬁeld
31lines are also pushed aside in the process. This interchange process continues,
producing ﬁngers of each ﬂuid penetrating into the other (see, e.g., Arons &
Lea 1976a,b; Wang & Robertson 1985). The tension of the magnetic ﬁeld lines
suppresses the interchange process in the direction parallel to the ﬁeld. This
increases the characteristic wavelength of deformation of the boundary in that
direction (Chandrasekhar 1961). Hence, the tongues are narrow in the direction
perpendicular to the ﬁeld, i.e., the azimuthal direction, and broader parallel to
the ﬁeld, i.e., the vertical direction (Stone & Gardiner 2007a,b).
Figure 3.2 shows that the magnetosphere of the star is strongly disturbed
by the penetrating tongues which push the ﬁeld lines aside. To conserve an-
gular momentum, the angular velocity of the gas in the tongues increases as it
moves inwards, making it rotate faster than the inner disk matter, causing the
tongues to curve to their right. This tongue shape allows tongues that move
faster to merge with more slowly moving tongues. As a result, the total num-
ber of tongues at any given time is of the order of a few (Romanova et al. 2008;
Kulkarni & Romanova 2008). Such merging of Rayleigh-Taylor ﬁngers has been
observed in earlier numerical simulations (Wang & Robertson 1985). The merg-
ing and subsequent growth of the tongues occurs on the inner-disk dynamical
timescale. The number of tongues we see is of the order of a few.
The matter in the tongues is accelerated by the gravitational ﬁeld of the star,
so that its velocity is higher near the star. The density and velocity distribution
in the tongues is similar to that in the funnel streams, as Figure 3.3 shows. It is
also seen that the funnels and tongues are not mutually exclusive. We discuss
this last point in more detail in subsection 3.2.1 and x3.4.
Figure 3.4 shows equatorial slices of the circumstellar region at various
32Figure 3.3: Cutaway view of the region around the star showing the matter
velocity proﬁle in the funnels and tongues, in a reference frame rotating with
the star. A constant density surface is shown, overlaid with velocity contours.

 and  are the star’s rotation and magnetic axes. (From KR08.)
Figure 3.4: Equatorial slices of the circumstellar region for our main case. The
colors represent plasma density contours, ranging from red (highest) to blue
(lowest). The black line is the  = 1 line. (From KR08.)
33Figure 3.5: Azimuthal plasma density distribution in the equatorial plane as a
function of time at various radii. The colors represent plasma density levels,
ranging from 0.01 (deep blue) to 1 (red). (From KR08.)
times. The density enhancements which result in the formation of the tongues
can be seen at the bases of the tongues. The number of tongues changes with
time of its own accord, without any artiﬁcally introduced perturbation.
To estimate the number and positions of the tongues at different times,
Kulkarni & Romanova (2008) introduced plots of the plasma density in the
equatorial plane along circles of radius R centered at the star, as a function of
time (Figure 3.5). The density enhancements show the positions of the tongues.
The dashed vertical lines show how many tongues cross a certain radius at a
speciﬁc time. The top panel shows the evolution of the tongues at R = 1.4.
This is close to the inner radius of the disk just before the start of the instability.
This is the place where the number of tongues is the largest (usually 4-7). The
34Figure 3.6: Hot spots on the star’s surface at various times for our main case.
The colors represent contours of the matter ﬂux onto the star’s surface, ranging
from 0.01 (deep blue) to 3 (red). (From KR08.)
tongues are dense at this radius. The middle panel shows that closer to the star,
at R = 1 there are usually 3-4 tongues, and their density is smaller. Even closer
to the star, at R = 0.6 (lower panel), the tongues become weaker and their num-
ber decreases to 1-3. This is because close to the star, many of the tongues leave
the equatorial plane and travel along the magnetic ﬁeld lines to the star.
This plot also shows us the azimuthal positions  of the tongues as a func-
tion of time, giving a rough idea of their angular velocity. The azimuthal po-
sition  is measured in the coordinate system rotating with the star. We can
see that the tongues move and change shape on the dynamical timescale in the
inner disk region. The number of tongues varies between about 2 and 7.
Figure 3.6 shows the hot spots on the star’s surface for our main case at dif-
ferent times. We see that the spots are different from pure funnel-ﬂow hot spots
(Romanova et al. 2004; Kulkarni & Romanova 2005), and are signiﬁcantly dif-
35Figure 3.7: Accretion ﬂow and corresponding lightcurves during funnel accre-
tion (left panel) and during accretion through instabilities (right panel). The
grid resolution is 144  612. (From KR08 and RKL08.)
ferent from the simple polar-cap shape that is frequently assumed. Each tongue
creates its own hot spots when it reaches the star’s surface. Therefore, the shape,
intensity, number and position of the spots change on the inner-disk dynamical
timescale. As noted earlier in this section, since the density and velocity of the
matter in the tongues is comparable to that in the funnel streams (Figure 3.3),
the energy ﬂux from the hot spots created by the tongues is also comparable to
that from funnel-stream hotspots in other, stable cases.
Although we discuss the effect of the instability on the photometric vari-
ability in Chapter 5, a foretaste of the effect is useful. Figure 3.7 compares
the typical lightcurves during accretion through funnels and through instabil-
ity. The lightcurve is usually very chaotic during accretion through instability,
and shows no obvious signs of periodicity. As we shall see, however, the an-
gular velocity of each tongue is relatively constant over its lifetime, and there-
fore, each tongue can be expected to contribute a ﬁnite train of oscillations to
36the lightcurve. Such wavetrains could produce quasi-periodic features in the
Fourier spectrum of the lightcurve (Bachetti & et al. 2009). Also, as mentioned
above, funnels and tongues coexist for certain ranges of parameter values. In
this intermediate regime, a mixed lightcurve with both periodic and chaotic
components is expected, and that is exactly what we shall see in Chapter 5.
3.2 Dependence of the Instability on Various Parameters
We now investigate the dependence of the instability on different parameters,
varying one parameter at a time and choosing the same values for the other
parameters as in the main case.
3.2.1 Dependence on the Accretion Rate
The accretion rate ˙ M in our code is regulated by the viscosity coefﬁcient  which
is proportional to the -parameter (Shakura & Sunyaev 1973). The radial veloc-
ity of inward ﬂow in the disk at a distance r from the star is vr  =r  csh=r,
where h is the thickness of the disk and cs is the sound speed. Thus the accre-
tionratethroughthediskisapproximatelyproportionalto: ˙ M  4rhvr  .
The accretion rate is also proportional to the ﬁducial density ˜  in the disk, but
we keep ˜  ﬁxed in all our runs (except in test runs that we describe at the end of
this subsection), giving us the same initial density distribution in all runs.
We performed simulations for a wide range of the parameter , from very
small to relatively large,  = 0.02,0.03,0.04,0.06,0.08,0.1,0.2,0.3 (Kulkarni &
Romanova 2008). We ﬁnd that at very small  (6 0.03), the instability does
37Figure 3.8: Plasma density distribution in the equatorial plane for different 
values. The colors represent plasma density contours, ranging from red (high-
est) to blue (lowest). The black line is the  = 1 line. (From KR08.)
not appear. At larger ’s, the instability appears, and when  is increased, the
instability starts earlier and more matter accretes through it. Figure 3.8 shows
equatorial slices of the plasma density distribution at different . One can see
that there are no tongues at  = 0.02. The tongues are quite weak at  = 0.04,
but much stronger at larger , when more matter comes to the inner region of
the disk, and the plasma density in the inner region of the disk is higher than
in the low- cases. This shows that increased accumulation of mass at the inner
edge of the disk leads to enhancement of the instability, producing tongues that
propagate deeper into the magnetosphere of the star. We should note that in
spite of different conditions at the inner region of the disk (much higher density
atlarger), thenumberandbehaviourofthetonguesisapproximatelythesame
in all cases.
Figure 3.9 shows the density distribution in the -
 plane. One can see that
at  = 0.02, the accretion is entirely through magnetospheric funnel streams.
38Figure 3.9: Density distribution in the  - 
 plane for different  values. The
colors represent plasma density contours, ranging from red (highest) to blue
(lowest). (From KR08.)
At  = 0.04 and  = 0.06, a signiﬁcant amount of matter accretes through
the funnel streams, though some accretes through instabilities. We call this the
intermediate regime of accretion. The bottom row shows the most unstable
cases, where most of the matter ﬂows through the tongues. For the unstable
cases, what we see inside the magnetosphere in this ﬁgure is cross sections of
the tongues.
The accretion rate onto the star’s surface is higher during accretion through
instability, as Figure 3.10 shows. We see that the accretion rate increases with
increasing . This is mainly due to increase in the amount of matter transported
inwards by the accretion disk. The higher accretion rate is accompanied by a
higher angular momentum ﬂux (Figure 3.11).
The position and number of the hot spots on the star’s surface varies with
time. To ﬁnd the average location of the spots, we calculated the matter ﬂux
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Figure 3.10: Variation of the accretion rate onto the star’s surface with time, for
different values of the -viscosity. (From KR08.)
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Figure 3.11: Variation with time of the angular momentum ﬂux onto the star
about the star’s rotational axis, for different values of the -viscosity. (From
KR08.)
integrated over magnetic longitude, ˙ M(m), as a function of magnetic lati-
tude m. ˙ M(m) is deﬁned such that the total accretion rate onto the star,
˙ M =
R ˙ M(m)dm. Figure 3.12 shows the evolution of ˙ M(m) with time. The
top panel shows that at large , when the instability is strong, the hot spots
are located at the mid-latitudes, being brightest at 35 < m < 65. The bottom
panel shows that at very small , when matter accretes through magnetospheric
funnels, the spots are located at much higher latitudes, 60 < m < 75. In the
intermediate case,  = 0.04 (middle panel) both types of accretion are present
and the plots reﬂect hot spots produced both by magnetospheric streams and
40Figure 3.12: Distribution of matter ﬂux ˙ M(m) onto the star’s surface integrated
over magnetic longitude, as a function of magnetic latitude m and time. The
colors represent contours of the integrated matter ﬂux, ranging from 1 (deep
blue) to 30 (red). (From KR08.)
by instabilities.
Figure 3.13 shows the m-dependence of ˙ M(m) at t = 25 for different .
The plot shows that at  = 0.02 and  = 0.03 the maximum of matter ﬂux is
located at m  70 with the half-width of the peak  75 - 65 = 10. For
 = 0.06 - 0.1, the maximum is at much lower latitudes, m  50 with half-
width  70 - 25 = 45. It is surprising to see that at the largest viscosity
coefﬁcients,  = 0.2 and 0.3, the hot spots do not move closer to equator, but
have a maximum at m  50, like for  = 0.1.
To eliminate the possibility that -viscosity is directly responsible for the
instability, we performed test simulation runs at ˜  = 2 and  = 0.02, and found
that the instability develops in this case, although, as noted earlier, the run at
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Figure 3.13: Dependence of the longitude-integrated matter ﬂux on the mag-
netic latitude at t = 25 for different . (From KR08.)
˜  = 1 and  = 0.02 is stable. Similarly, in a run with ˜  = 0.5 and  = 0.04, no
instability is observed, although for ˜  = 1 and  = 0.04, the instability exists.
This and a few other test runs have shown that it is really the matter ﬂux that is
responsible for the onset of the instability. This is a very important observation.
It shows that the viscosity coefﬁcient  itself, and the radial velocity, which is
determined by alpha, are not the direct causes of the instability.
This subsection shows that the accretion rate (controlled by ) is one of the
important factors determining whether the matter ﬂow is stable (with magne-
tospheric funnel ﬂows) or unstable, where most of the matter ﬂows through
equatorial instabilities.
3.2.2 Dependence on the Magnetic Field Strength and the
Star’s Rotation Rate
In qualitative terms, the instability depends on the effective gravitational force
(i.e., the difference between the gravitational and centrifugal forces) acting on
42Figure 3.14: Density distribution in the equatorial plane for different magnetic
moments . The colors represent plasma density contours, ranging from red
(highest) to blue (lowest). The black line is the  = 1 line. (From KR08.)
the inner disk matter. The star’s magnetosphere forces the matter at the inner
disk boundary to approximately corotate with the star. So if the magnetospheric
radius rm is signiﬁcantly smaller than the corotation radius rcor, then the inner
disk matter is appreciably slowed down by the magnetosphere, and the effec-
tive gravitational force is large. The effect of this most clearly seen when com-
paring runs with different magnetic ﬁelds or with different stellar rotation rates
(Kulkarni & Romanova 2008; see also Romanova et al. 2008).
First, starting from our main case, with parameters  = 0.1, ˜  = 1, P =
3, rcor = 2 and  = 5, we varied the magnetic moment  of the star. We
observed that the instability appears at a wide range of , from  = 0.2 to  = 8.
Figure 3.14 shows that the small , rm is very small, and also the typical mode
number m = 2. At very large  ( = 8), rm  1.8 - 2.2 becomes comparable
to rcor = 2, and the star is in the propeller regime, so that the effective gravity
is very small or even radially outwards, and is unable to drive the instability.
43Thus, increasing the magnetic ﬁeld leads to suppression of the instability by
decreasing the effective gravity.
In another set of runs, we started from our main case and ﬁxed  = 2 (which
ﬁxesrm), butvariedtherotationperiodP ofthestar. Weobservedthatatsmaller
P, the instability becomes weaker and is ﬁnally suppressed, again because de-
creasing the period decreases rcor, bringing it closer to rm, taking the star into
the propeller regime and reducing the effective gravity. We discuss the depen-
dence of the instability on the star’s magnetic ﬁeld and rotation rate in more
detail in x3.4.
3.2.3 Dependence on the Misalignment Angle
Figure 3.15 shows the equatorial matter ﬂow at various misalignment angles
, all other parameters being the same as in our main case. We ﬁnd that the
instability shuts off for  & 30 (Kulkarni & Romanova 2008). The reason for
this is that for large misalignment angles ( & 30), the magnetic poles are closer
to the disk plane. Therefore, the gravitational energy barrier that the gas in the
inner disk region has to overcome in order to form funnel ﬂows is reduced,
making funnel ﬂows energetically more favorable. The matter seen inside the
magnetosphere for  = 60 is part of the warped funnel stream that crosses the
disk plane. We also ﬁnd that for  = 30, the m = 2 mode (two tongues) usually
dominates. We discuss the dependence of the instability on the misalignment
angle in much more detail in Chapter 5.
Figure3.16showstheaccretionrate ˙ M()ontothestar’ssurfaceasafunction
of rotational latitude . We see that when the accretion is through instability
44Figure 3.15: Equatorial slices of the circumstellar region at various misalign-
ment angles. The colors represent plasma density contours, ranging from red
(highest) to blue (lowest). The black line is the  = 1 line. (From KR08.)
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Figure 3.16: Dependence of the longitude-integrated matter ﬂux ˙ M() on the
rotational latitude  at t=32 for different . (From KR08.)
( 6 30), most of the matter accretes onto the mid-latitude (  50) region of
the star, independent of the star’s misalignment angle.
45Figure 3.17: Equatorial slices of the circumstellar region at various grid resolu-
tions and times. The colors represent plasma density contours, ranging from
red (highest) to blue (lowest). The black line is the  = 1 line. The grid reso-
lutions are speciﬁed as Nr  N2, where Nr and N are the numbers of grid cells
in the radial and angular directions respectively in each of the six zones of the
cubed-sphere grid. (From KR08.)
3.2.4 Dependence on the Grid Resolution
We found that the azimuthal extent of each tongue is much larger than the size
of our grid cells. This indicates that the instability is not an artefact of the coarse-
ness of the grid. Nevertheless, to eliminate that possibility, we performed test
simulations at higher grid resolutions (Romanova et al. 2008; Kulkarni & Ro-
manova 2008). Figure 3.17 shows equatorial slices of the region near the star at
various grid resolutions. The instability exists at all the resolutions we tested,
including a test run at resolution 216  912 (not shown here). The number and
behaviour of the tongues is similar in all these cases. However, with the ﬁner
grid, the tongues are thinner on an average. The accretion rate onto the star at
the ﬁnest grid is about 20% larger than that with the coarsest grid, which may
be related to the smaller numerical diffusivity at ﬁner grids, and the resultant
better coupling between the outer magnetosphere and the disk, which leads to
stronger magnetic braking and a higher accretion rate.
463.3 Possible Perturbation Mechanisms
The Rayleigh-Taylor or Kelvin-Helmholtz instabilities will only manifest them-
selves in a potentially unstable layer between two liquids if some perturbation
of density, pressure or velocity occurs in the layer. There are different mech-
anisms of perturbation which are expected in real accretion disks. First of all,
the matter in the disk is never perfectly homogeneous, and natural density and
pressure inhomogeneities may act as perturbations. Also, if the magnetic and
rotational axes are not aligned, there will always be some density enhancement
near the disk foot-points of the funnel streams (Romanova et al. 2003, 2004).
This would be a constant source of inhomogeneity in the disk. Our simulations
have shown that even at small misalignment angles,   5, the misalignment
leads to an inhomogeneous density distribution in the disk, with two oppositely
oriented density enhancements or spiral waves. The effect is even stronger at
larger misalignment angles,   10 - 30. Another source of perturbation is
associated with the magnetic ﬁeld lines which are trapped inside the inner re-
gions of the disk and are azimuthally wrapped by the disk matter. This leads to
increase of magnetic energy in, and partial expulsion of matter from, some parts
of the disk, and thus to inhomogeneous distribution of matter. This mechanism
is expected to operate in real astronomical objects as well.
Concerningtheroleofthegrid, itisunlikely, asnotedabove, thatthediscrete
nature of the grid by itself leads to perturbations. But another perturbing ele-
ment is the boundary between the sectors of the cubed sphere grid. Four of these
boundaries cross the disk. They produce initial density and pressure perturba-
tions at the 5% level near the disk-magnetosphere boundary, and at even larger
levels at larger distances from the star, where the grid is coarser. At later times
47Figure 3.18: Equatorial slices of the circumstellar region at various times for our
main case, with an artiﬁcially introduced density enhancement at the inner edge
of the disk at t=0. The colors represent plasma density contours, ranging from
red (highest) to blue (lowest). The black line is the  = 1 line. (From KR08.)
these perturbations become less important. So at early times in the simulations,
thisboundary effectisthe mostimportantcontributor totheperturbations. That
is why we often see four tongues initially. However, at later times, we often ob-
serve anywhere between 2 and 7 tongues, which shows that there is no direct
inﬂuence of these boundaries on the perturbations at later times.
To check the importance of the boundaries between the grid sectors in the
generation of perturbations, we introduced a perturbation in the form of a den-
sity enhancement at the inner edge of the disk at the beginning of the simulation
(Kulkarni & Romanova 2008). At a certain location in the inner disk region, we
chose a sphere of diameter equal to the initial thickness of the disk, and in-
creased the plasma density in the sphere by a factor of 10. Figure 3.18 shows the
temporal evolution of the instability in this case. We see that the perturbation
generated by the blob leads to the formation of more than four tongues right
48from the beginning of the simulation. This shows that the initial perturbations
by the boundaries of the grid and by the blob lead to very similar subsequent
evolution with similar numbers of unstable tongues.
Another issue is whether the growth of the tongues is the effect of the nu-
merical diffusivity of the code. We do not think this is the case, since the tongue
growth occurs on the inner-disk dynamical timescale, which is much shorter
than the diffusive timescale at this distance. Also, the numerical diffusivity de-
creases when the grid resolution is increased, but the instability still exists at
higher resolutions.
3.4 Empirical Conditions for the Existence of the Instability
To investigate in more detail the parameter ranges over which the instability
appears, we performed multiple simulation runs for a variety of values of 
and P, for two values of the magnetic dipole moment,  = 2 and  = 0.5,
at misalignment angle  = 5 (Kulkarni & Romanova 2008; Romanova et al.
2008). Figure 3.19 shows the resulting regimes of stable and unstable accretion.
The top panel shows that, as noted before, a high accretion rate through the disk
and slow rotation of the star favour the instability. The bottom panel shows the
stable and unstable regimes in the ˙ M - P plane, where ˙ M is the accretion
rate onto the surface of the star. Here, the boundary between the regimes has a
much weaker dependence on the rotation period. This is probably because, as
mentioned in subsection 3.2.2, increasing the star’s rotation rate takes the star
closer to the propeller regime, lowering the disk density. The combination of
the reduced disk density and higher  possibly produces an almost constant
49accretion rate onto the star’s surface.
It is to be noted that, as described in subsection 3.2.1, the transition between
the stable and unstable regimes is not sharp. Near the boundary between the
stable and unstable regimes in the ˙ M-P plane, accretion through both tongues
and funnels is seen. This limits the accuracy of the position of the boundary
between the stable and unstable regions.
Decreasing the star’s magnetic ﬁeld increases the extent of the unstable re-
gion in Figure 3.19. This indicates that smaller accretion rates through the disk
are sufﬁcient to trigger the instability. The physical effect of changing the di-
mensionless magnetic moment  is to change the size of the magnetosphere.
For  = 2, the ratio of the magnetospheric radius to the stellar radius is between
4 and 5, and for  = 0.5, it is between 2 and 3.
Figure 3.19 is in dimensionless units, and therefore, as noted in x2.7, can be
used for a wide variety of physical situations with appropriately chosen refer-
ence values. As an illustration, we show here the critical value of the surface
accretion rate separating the stable and unstable regimes for  = 2, and the ref-
erence values of the star’s rotation period, for various physical systems. One
must be careful when using the reference values in Table 2.1, because a dimen-
sionless magnetic moment of  = 2 corresponds to a surface magnetic ﬁeld of
B = 2B0, where B0 is the reference value of the surface magnetic ﬁeld (this
might be clearer from the alternate deﬁnitions of the reference values in Chap-
ter 6). From the bottom panel of Figure 3.19, the dividing line between the stable
and unstable regimes for  = 2 is at ˙ Mcrit = 0.3 in dimensionless units, which
translates into the following values for classical T Tauri stars (CTTSs), white
dwarfs and neutron stars, where the star has mass M, radius R and surface
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Figure 3.19: Regimes of instability in the 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for the larger (smaller) dipole moment. The solid lines separate the unstable and
stable regions, which are above and below the lines respectively. (From KR08;
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magnetic ﬁeld B:
1. CTTSs:
˙ M,crit = 2.1  10
-8M yr
-1 

B
103 G
2 
R
2R
5=2 
M
0.8M
-1=2
(3.1)
P0 = 1.8 days

R
2R
3=2 
M
0.8M
-1=2
(3.2)
512. White dwarfs:
˙ M,crit = 1.4  10
-8M yr
-1 

B
106 G
2 
R
5000 km
5=2 
M
M
-1=2
(3.3)
P0 = 29 s

R
5000 km
3=2 
M
M
-1=2
(3.4)
3. Neutron stars:
˙ M,crit = 2.2  10
-9M yr
-1 

B
109 G
2 
R
10 km
5=2 
M
1.4M
-1=2
(3.5)
P0 = 2.2 ms

R
10 km
3=2 
M
1.4M
-1=2
(3.6)
This is useful because if the mass, radius and magnetic ﬁeld of the star and
the accretion rate are known from observations, one can use Equations 3.1–3.5 to
ﬁnd out if the star is expected to be in the stable or unstable regime of accretion,
a fact which is important for variability and spectral modelling. Conversely,
if the nature of the accretion ﬂow (stable or unstable) is well constrained by
observations, then equations 3.1–3.5 can be used to constrain the star’s magnetic
ﬁeld.
The above results have been obtained from simulations of relativistic stars
(usingthePaczy´ nski-Wiitapotential, asmentionedinChapter2), fortheﬁducial
neutron-star parameters shown in Table 2.1, which correspond to rg=R = 0.15.
However, simulations for non-relativistic stars have shown that the unstable
accretion has similar features, and a difference of about 20% in quantities such
as ˙ M, as we shall see in Chapter 4 (see also Kulkarni & Romanova 2005).
523.5 Comparisons with Analytical Stability Criteria
In the simple case of a high-density ﬂuid supported against gravity by a low-
density ﬂuid with a homogeneous magnetic ﬁeld, with a plane boundary be-
tween them, the development of the Rayleigh-Taylor and Kelvin-Helmholtz in-
stabilities in the direction perpendicular to the ﬁeld is not affected by the ﬁeld
— all perturbation modes are unstable (Chandrasekhar 1961). This would sug-
gest that for a star with a dipole ﬁeld, azimuthal perturbations at the inner disk
boundary should always be unstable. However, the inner disk usually has a
relatively strong azimuthal ﬁeld component B, which develops due to the dif-
ference between the rotation rate of the star and the Keplerian rotation speed at
the inner edge of the accretion disk. An azimuthal ﬁeld is expected to suppress
short wavelength perturbations, and this has been observed in earlier simula-
tions (Wang & Robertson 1984, 1985; Rast¨ atter & Schindler 1999a; Stone & Gar-
diner 2007a,b). The azimuthal ﬁeld is usually found to be about (5–30)% as
strong as the vertical magnetic ﬁeld in our simulations. Keeping this in mind,
broad conclusions about the instabilities can be drawn from the analytical re-
sults for simple cases like the one mentioned above. The Kelvin-Helmholtz in-
stability in the azimuthal direction is suppressed if
m(vd - vm)
2 6
B2

2
, (3.7)
(Chandrasekhar 1961, x106), where  and v are the plasma density and az-
imuthal velocity, and the subscripts d and m refer to the disk and the mag-
netosphere, and we have used d >> m. This inequality is applicable only
for a plane boundary between the ﬂuids, but is sufﬁcient for the rough esti-
mates we are performing here. Rough values of the above quantities from some
of our typical simulations, in dimensionless units, are as follows: m  0.01,
53vd - vm  0.1 and B  0.3. We thus see that the inequality (3.7) is easily
satisﬁed. The Kelvin-Helmholtz instability is completely suppressed.
Azimuthal perturbations with wavelength  are Rayleigh-Taylor unstable if
 >
B2

dgeff
, (3.8)
(Chandrasekhar 1961, x97), where geff  g-
2r is the effective gravitational ac-
celeration (g and geff are positive if the acceleration is radially inwards). In the
linear regime, the amplitudes of the azimuthal perturbation modes m are pro-
portional to eim. Then we have  = 2rm=m, where rm is the magnetospheric
radius. Thus, unstable modes are those that satisfy
m <
2rmdgeff
B2

. (3.9)
From our simulations, we have, roughly, rm  1.5, d  0.7, geff  0.1, B 
0.3, which gives m . 7, for both stable and unstable cases. Thus, this criterion
successfully predicts the suppression of high-m Rayleigh-Taylor modes, but not
the complete suppression of the instability in some cases. Clearly some other
mechanism not accounted for here is responsible for suppressing the instability.
One important factor missing from the above analysis is the effect of the radial
shear of the angular velocity, which can suppress the instability by smearing out
the perturbations. Spruit et al. (1995) have performed a more general analysis
of disk stability in the thin disk approximation, taking the velocity shear into
account. The disk has a surface density  and is threaded by a magnetic ﬁeld
with a vertical component Bz. Their criterion for the existence of the instability
is

2
B  geff
d
dr
ln
   

Bz
    > 2

r
d

dr
2
 
2

. (3.10)
In other words, =Bz should increase with r fast enough to overcome the sta-
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Figure 3.20: Various terms in the criterion (3.10) for our main case, with  = 0.1
(left column, unstable) and  = 0.02 (right column, stable). (From KR08.)
bilizing effect of the velocity shear. Figure 3.20 shows the relevant quantities
for this criterion, azimuthally averaged in the equatorial plane of the disk (see
also Kulkarni & Romanova 2008; Romanova et al. 2008). The left column shows
our main case, which has  = 0.1 and is unstable. The case in the right column
differs from the main case only in that it has  = 0.02 and is stable. The radial
extent shown spans the inner disk region. Note that for  = 0.1, since the accre-
tion rate through the disk is higher than for  = 0.02, the inner disk is closer to
the star. Due to this, the most signiﬁcant difference between the top two panels
is that the departure of the plasma orbital frequency from Keplerian in the inner
disk is larger for the  = 0.1 case. The other terms in the criterion (3.10) do
not differ signiﬁcantly between these two cases. As a result, 2
B is much larger
for  = 0.1 than for  = 0.02, as seen in the bottom two panels of the ﬁgure.
If one deﬁnes the transition region between the disk and the magnetosphere as
that over which the plasma density changes from d to m, then the bottom two
55r
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Figure 3.21: Various terms in the criterion (3.10) for our main case, with stellar
rotation period P = 11 (left column, unstable) and P = 3 (right column, stable).
(From KR08.)
panels show that for  = 0.1, 2
B > 2

 over almost the entire transition region,
predicting instability, while for  = 0.02, 2
B < 2

 over most of the transition
region, predicting stability. Themain driverfor the instability in the  = 0.1 case
is thus seen to be the stronger effective gravitational acceleration. However, it
is important to note the role that the shear term 2

 plays here: although it is
approximately the same in both cases, it is larger than 2
B for  = 0.02, which
suppresses the instability.
We performed a similar comparison for stars with different rotation periods
P. The right column of Figure 3.21 shows the same case as in the right column
of Figure 3.20, which has P = 3 and is stable, and the case in the left column
of Figure 3.21 differs from that in the right column only in that it has P = 11
and is unstable. This time, since  is the same in both cases, the accretion rate
56through the disk is also the same, and the inner disk region is similar in both
cases. The angular velocity 
 is almost constant in most of the transition region
in both cases. But in the P = 11 case, in the inner part of the transition region, 

drops off sharply towards the star as magnetic braking tries to force the plasma
to corotate with the star. This increases the shear term 2

 in this region. But
precisely because the plasma is slowed down, the effective gravity in the inner
transition region is higher, with the result that 2
B > 2

 over almost the entire
transition region, once again predicting instability. For the P = 3 case, once
again, the shear is almost the same as in the outer transition region for P = 11,
but the weaker effective gravity reduces 2
B to below 2

 over almost the entire
transition region, predicting stability. Thus, criterion (3.10) works very well for
these cases.
Li & Narayan (2004) have performed linear perturbation analysis on a cylin-
drically symmetric initial conﬁguration. This analysis is expected to be applica-
ble to the midplane of the disk. They derive analytical stability criteria for this
model in a few special cases. One of those cases is where the disk and magneto-
sphere have constant but different densities, and the angular velocity is constant
in the magnetosphere and has a jump at the magnetospheric radius rm. This
is the case that is most closely applicable to accretion ﬂows around magnetized
stars. The angular velocity proﬁle in the disk is assumed to be 
 = 
d(r=rm)-q,
with q = 0 or 2. Their criterion for instability is
2

(1 + )
 
m

2
eff,d - 
2
d

- (1 - )
 
m

2
eff,m + 
2
m

+(1 - 
2)[m(
d - 
m) + d + m]
2 > 0 (3.11)
57Here,
 =
d - m
d + m
, (3.12)


2
eff = geff=r, (3.13)
and the vorticity,
 =
1
2r
d
dr
(r
2
). (3.14)
The term on the ﬁrst line in criterion (3.11) is the Rayleigh-Taylor term, and the
one on the second line is the Kelvin-Helmholtz term. Since d >> m,   1,
and (3.11) becomes
m

2
eff,d - 
2
d > 0. (3.15)
The Kelvin-Helmholtz term is again seen to drop out. For unstable modes, we
then have,
m >
2
d

2
eff,d
 mcrit. (3.16)
We see that low vorticity and a high effective gravitational acceleration (mea-
sured by 
eff) are conducive to the development of the instability. Figure 3.22
shows the relevant quantities for this criterion in the inner-disk region for the
same two simulation runs as in Figure 3.20. The quantities are again in the equa-
torial plane, and azimuthally averaged. As noted earlier, the effective gravity is
stronger for  = 0.1. Also, the vorticity is seen to be slightly smaller. Although
this criterion does not work as well as criterion (3.10), mcrit has a deﬁnite ten-
dency to be smaller for  = 0.1.
3.6 Conclusions and Discussion
In this chapter we saw that accretion through instabilities at the disk-
magnetosphere interface is found to occur for a wide range of physical param-
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eters, as described in Kulkarni & Romanova (2008); Romanova et al. (2008). It
results in tall, thin tongues of gas penetrating the magnetosphere and travelling
in the equatorial plane. The tongues are very transient, and grow and rotate
around the star on the inner-disk dynamical timescale. The number of tongues
at a given time is of the order of a few, irrespective of the grid resolution. Near
the star, the tongues are threaded by the magnetic ﬁeld lines, and form minia-
ture funnel-like ﬂows, which gives them a characteristic wishbone shape. They
deposit matter much closer to the star’s equator than true funnel ﬂows do. Each
tongue produces its own hot spots on the star’s surface, and as a result, the hot
spots also change on the inner-disk dynamical timescale. Our simulations were
performed for stars with magnetospheric radius 2–5 times the radius of the star.
The instability is associated with high accretion rates, and coexists with fun-
nel ﬂows for a relatively broad range of accretion rates. The instability is ex-
pected to occur in most accreting systems for typical values of mass, radius,
surface magnetic ﬁelds and accretion rates.
59The instability is suppressed if the misalignment angle  between the star’s
rotation and magnetic axes is large ( & 30). For  . 30, when the accretion is
through instability, the rotational latitude at which most of the accreting matter
falls on the star is independent of the misalignment angle.
The number of tongues we see is of the order of a few. The natural ques-
tion that arises is whether this result is robust with respect to the grid resolu-
tion. From theory, we expect small-wavelength Rayleigh-Taylor modes to grow
faster, at least in the linear regime (e.g., Chandrasekhar 1961). Solar promi-
nences, which are also subject to the Rayleigh-Taylor instability (Anzer 1969),
have a high degree of ﬁlamentary structure. If the inner edge of the disk has a
similar structure, then increasing the grid resolution would resolve ever thinner
tongues, increasing their number. However, we think that this is not the case.
Wang & Robertson (1985) investigated the late stages of the Rayleigh-Taylor
instability with a plane boundary between the two ﬂuids, in two dimensions.
One of their important observations was that although short wavelength modes
initially grow faster, their growth is limited by viscous damping. Further evo-
lution is possible only towards larger spatial scales, which is accomplished by
the clumping together of the smaller wavelength structures. We see the same
behaviour in our simulations. Two other important stabilizing factors for the
Rayleigh-Taylor instability are the tension of the azimuthal magnetic ﬁeld and
the radial shear of the angular velocity. The azimuthal magnetic ﬁeld develops
because the stellar magnetic ﬁeld threads the disk, and is twisted by the inner-
disk plasma, which usually rotates faster than the star. The magnetic ﬁeld ten-
sion is expected to suppress short-wavelength perturbations (Chandrasekhar
1961), and this has been observed in earlier simulations (Wang & Robertson
1984, 1985; Rast¨ atter & Schindler 1999a; Stone & Gardiner 2007a,b). Our results
60conﬁrm these observations. The shear of the angular velocity also has a stabi-
lizing effect, since it tends to smear out the perturbations. These, we think, are
the reasons why we do not see a large number of tongues. As a ﬁnal note, the
number of grid cells spanning the width of a fully grown tongue in our highest
resolution runs is of the order of 10, which indicates that the grid is ﬁne enough
to resolve much thinner tongues than those we see.
Although the shear tends to suppress the Rayleigh-Taylor instability, if the
shear is large enough, one would expect the Kelvin-Helmholtz instability to de-
velop. However, the angular velocity proﬁle in the inner disk is generally close
to being ﬂat, since the stellar magnetic ﬁeld tries to force the inner-disk plasma
closer to corotation. Rough comparisons with the Kelvin-Helmholtz criterion
for a plane boundary between two ﬂuids (Chandrasekhar 1961) suggest that
the shear that we observe is not strong enough to overcome the stabilizing ef-
fect of the azimuthal magnetic ﬁeld, although it is strong enough to suppress
the Rayleigh-Taylor instability in some cases.
Analytical stability criteria have been derived by a number of authors. We
compared our simulations with two of them here. Spruit & Taam (1990) derived
a stability criterion for thin disks, which is found to work reasonably well. Li
& Narayan (2004) derived a stability criterion for a cylindrically symmetric ini-
tial equilibrium, which is expected to be applicable in the disk midplane. This
criterion works only approximately. This is possibly because the particular an-
gular velocity proﬁles considered by those authors, and the assumption of a
sharp magnetospheric boundary, which are necessary for analytical tractabil-
ity, do not approximate the conditions in realistic disks as closely as one would
wish.
61One of the most interesting observational consequences of accretion through
instabilities is the effect on the variability, which we investigate in detail in
Chapter 5 (see also Kulkarni & Romanova 2009). Light curves associated with
accretion through funnel streams show clear periodicity, but those associated
with accretion through tongues often do not. This of relevance to young stars,
whose light curves often lack clear periodicity (e.g., Herbst et al. 2000, 2002).
Such light curves would not preclude the existence of an ordered stellar mag-
neticﬁeldifaccretionthroughinstabilitiesweretakenintoaccount. Ontheother
hand, we see that the tongues usually rotate around the star at the angular ve-
locity of the inner radius of the disk, so if they survive long enough (of the order
of a few rotations), then the oscillatory wavetrains contributed by the tongues
to the lightcurves might produce quasi-periodic oscillations at the frequency
of the inner disk (Kulkarni & Romanova 2009; Bachetti & et al. 2009). These
QPOs may be important for understanding Type II (accretion-driven) bursts in
LMXBs. Comptonization of photons by high-energy electrons may lead to only
a small departure of the lightcurve from the thermal ones obtained using the ap-
proximationofisotropicblack-bodyradiation(Poutanen&Gierli´ nski2003), and
hence, the QPO features may survive comptonization (see, however, Titarchuk
et al. 2007). From a different perspective, the instability found in our simula-
tions may be related to the unstable “corotation” mode found by Lovelace &
Romanova (2007) near the disk/magnetosphere boundary by a linear WKB sta-
bility analysis.
Due to the stochastic nature of the tongues, it is possible for periods of such
quasi-periodic oscillations to alternate with periods of no detectable pulsations.
Also, for accretion rates near the critical accretion rate associated with the in-
stability, accretion through both tongues and funnels is observed. This raises
62the possibility of changes in the accretion rate leading to switching between
funnel- and tongue-dominated accretion. These phenomena might be related
to the intermittent pulsations observed in some LMXBs (see, e.g., Kaaret et al.
2006; Altamirano et al. 2008; Casella et al. 2008; Galloway et al. 2007; Gavriil
et al. 2007).
The other aspect of variability is spectral variability of CTTSs. The spectral
line proﬁles are dependent upon the density and velocity of the accretion ﬂow
(see, e.g., Symington et al. 2005; Kurosawa et al. 2006), and will therefore be
affected by instabilities. Recently spectral lines were calculated for CTTSs based
on our 3D MHD model of stable accretion through funnel streams using a 3D
radiative transfer code (Kurosawa et al. 2008). We plan to undertake similar
studies for accretion through instabilities.
In the case of young stars surrounded with gas/dust disks where planets
are forming and migrating inward, the tongues may support inward migration,
so that the magnetospheric gap, which halts migration (see, e.g., Lin et al. 1996;
Romanova & Lovelace 2006; Papaloizou 2007), may form only in the state of
stable accretion.
Our next job is to examine the effect of the instability on the photomet-
ric variability of the accreting system. Calculating the variability curves, or
lightcurves, of accreting neutron stars is non-trivial, however, since relativis-
tic effects need to be taken into account. In the next chapter, we shall see how
this is done. We shall also see that the Paczy´ nski-Wiita potential, which we use
to approximate general relativistic effects, does not introduce any qualitative
changes in the accretion picture. We therefore expect the results of this chapter
to be applicable to both relativistic and non-relativistic systems.
63CHAPTER 4
RELATIVISTIC EFFECTS ON THE MHD SIMULATIONS AND
LIGHTCURVES
Accretion to magnetized stars and the resultant variability due to hot spots
on the star’s surface were studied by Romanova et al. (2004). Accreting neutron
star systems have the additional requirement that relativistic effects need to be
taken into account, both in the MHD simulations and in the lightcurve calcula-
tions. This chapter shows how we do this. Also, we have mentioned in x2.7 that
our simulations are applicable to a large range of physical systems by simply
changing the reference values. The natural question that arises is if the relativis-
tic effects are signiﬁcant enough to limit the range of applicability of a particular
simulation. We therefore start by examining the effect of relativity on the MHD
simulation results in x4.1. We then analytically derive the effects of relativity
on the lightcurves in x4.2, and apply the results to lightcurves from simple syn-
thetic spots (x 4.3) and realistic spots from the MHD simulations (x 4.4). We
make some concluding remarks in x4.5. The results shown in this chapter are
described in Kulkarni & Romanova (2005, hereafter KR05).
4.1 MHD Simulations: Relativistic Effects
We model general relativistic effects on accretion by using the pseudo-
Newtonian Paczy´ nski-Wiita (PW) potential (Paczy´ nski & Wiita 1980), (r) =
-GM=(r - rg), where M is the mass of the star and rg = 2GM=c2 is its
Schwarzschild radius.
We used the following parameters in the simulations shown in this chapter.
64The surface magnetic ﬁeld of the star is 5  108 G. The star’s Schwarzschild
radius is rg = 4.15 km = 4.15  105 cm, or 0.145 in dimensionless units. The
viscosity -parameter is 0.04. The grid resolution was Nr  N2 = 65  312,
which corresponds to an outer disk radius of  8.7, or about 25 stellar radii.
These parameters, as it turns out, result in stable accretion.
We use modiﬁed initial conditions that use the PW potential instead of the
Newtonian one in Equation 2.30. The initial values of physical variables in the
disk do not change signiﬁcantly due to use of the PW potential. We ﬁnd, as
described in Kulkarni & Romanova (2005), that the shapes of the funnel streams
and hot spots are similar to those in earlier simulations for more slowly rotating
stars, and in simulations with the Newtonian potential (Romanova et al. 2002,
2004). This is an important result — it implies that the results obtained from
MHD simulations using the PW potential must be applicable, at least in a broad
sense, to non-relativistic systems as well. Thus, although the results for the
instabilities presented in Chapter 3 were for neutron stars, we can expect similar
behaviorinlesscompactobjectslikewhitedwarfsandclassicalTTauristars. We
also ﬁnd that the velocity of the infalling matter near the surface of the star is
higher in the “PW” case than in the “non-PW” case. This is expected because
the PW potential is stronger than the Newtonian one.
The accretion rate is higher in the PW case than in the non-PW case, as Fig-
ure 4.1 shows. This is again expected because the PW potential is stronger. This
will lead to faster depletion of the inner disk matter. If angular momentum is
efﬁciently transported outward, e.g., by the magneto-rotational instability (see,
e.g., Hawley & Krolik 2001), then the inﬂuence of the PW potential will eventu-
ally be felt in the outer disk regions, and enhanced accretion could be sustained
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Figure 4.1: Mass accretion rates for a 3-ms pulsar with (solid lines) and without
(dotted lines) the Paczy´ nski-Wiita potential, for different misalignment angles.
(From KR05.)
for a longer time.
The top row of Figure 4.2 shows the ﬂow of matter around a star with
P = 3 ms in the PW case. The ﬂow is similar to that in the non-PW cases shown
in Romanova et al. (2002) and Romanova et al. (2004). The next two rows show
the hot spots formed on the surface of the star, without and with the PW poten-
tial. The colors represent distribution of the ﬂux emitted from the star’s surface,
which is calculated by assuming that the entire kinetic and thermal energy of
the matter falling onto the star’s surface is converted into blackbody radiation,
which is emitted isotropically. The emitted ﬂux is therefore simply the radial
component of the energy ﬂux of the accreting matter:
FE = vr

v2
2
+ w

, (4.1)
where w is the enthalpy per unit mass. For an ideal gas, w = p=( - 1),
where  is the adiabatic index. We see that the position and shape of the hot
spots depends on the misalignment angle, but does not signiﬁcantly depend on
the presence of the PW potential. The hot spots are bow shaped (bar-shaped)
for small (large) misalignment angles. The emitted ﬂux is highest at the center
of the spots, and decreases outwards. Note that the hot spots are not usually
centered at the magnetic poles. In fact, they do not even fall on the magnetic
66Figure 4.2: Top row: Matter ﬂow around a star with P = 3ms in the “PW” case for
different misalignment angles. The red lines are sample magnetic ﬁeld lines and
the white lines are sample streamlines of matter ﬂow. Second row: Distribution
of emitted ﬂux on the star’s surface, without using the PW potential. Third
row: Distribution of emitted ﬂux on the star’s surface, using the PW potential.
Bottom row: Distribution of emitted ﬂux on a sphere of radius 15 km, using the
PW potential. (From KR05.)
67poles in most cases. We see that the emitted ﬂux is higher in the PW case, which
is expected because the PW potential is stronger than the Newtonian one.
To get an idea of the conditions at the surface of a larger neutron star with the
same mass, rotation period and magnetic dipole moment, in a similar situation,
we can look at the surface of a sphere of radius 15 km concentric with the star in
our simulations. This approach is valid because changing the star’s radius does
not change the accretion ﬂow around the star, since the PW potential depends
only on the star’s Schwarzschild radius. The bottom row of Figure 4.2 shows the
hot spots on such a sphere. We see that, other conditions remaining the same, a
larger star has much fainter hot spots, which is again to be expected because the
accreting matter has a lower velocity at the surface of the larger star. The ﬂux
distribution in the hotspots is very similar, however.
For 3-ms pulsars, the typical values of physical quantities observed in our
simulations after 4-6 rotations of the star are as follows: The surface magnetic
ﬁeld does not change in our model, and hence is  5108 G. The mass accretion
rate to the star  1017 g s-1  10-10M yr-1. The total power emitted from the
star, after correcting for gravitational redshift,  1036 erg s-1. In the hot spots,
the matter density  10-5 g cm-3. The speed of the inﬂowing matter  2 1010
cm s-1. The effective blackbody temperature of the hot spots  1.6  107 K. The
matter pressure  1014 dynes cm-2. The Mach number  1-6 in the PW case and
 0.8 - 3 in the non-PW case. The surface distributions of the density, pressure,
velocity and temperature closely follow that of the emitted ﬂux.
684.2 Calculation of the Variability Curves
Having obtained the distribution of emitted ﬂux on the star’s surface, we can
calculate the ﬂux received by an observer. Without including the relativistic and
light-travel-time effects, the observed ﬂux at a large distance D from the star is
proportional to
F =
Z
cos >0
dS IE(R, )cos , (4.2)
where dS is an element of area of the star’s surface at a position R, and IE(R, )
is the intensity of radiation emitted by dS at an angle   with respect to the local
radial direction (Figure 4.3a). We have ignored the overall factor of 1=D2 in
the ﬂux. When calculating this numerically, the integral becomes a sum over
grid elements. We now consider the gravitational and rotational effects one by
one (see also Kulkarni & Romanova 2005). These calculations have been done
by earlier authors (see, e.g., Poutanen & Gierli´ nski 2003; Viironen & Poutanen
2004), but we present them here for the sake of completeness and for discussing
slight differences in approach.
4.2.1 General Relativistic Effects
When taking general relativistic effects into account, two approaches are possi-
ble towards calculating the observed ﬂux. In the traditional ray tracing method
(see, e.g., Braje, Romani & Rauch 2000; Bhattacharyya et al. 2005), one traces
light rays backwards from the observer’s image plane to the star’s surface, by
numerically integrating the geodesic equations. The ﬂux emitted from the point
where a light ray meets the star will then determine the intensity of that ray.
This can be called an “observer-centered” approach. For our purposes, how-
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Figure 4.3: Path of light emitted by a compact object: (a) neglecting light bend-
ing, and (b) including light bending. (From KR05.)
ever, it is more convenient to take a “grid-centered” approach, since our MHD
simulations give us the hot spot data on a grid, and it is more convenient to cal-
culate the contribution of each grid element to the observed ﬂux, and then sum
over all grid elements, as stated above. So we use the following approach (see,
e.g., Beloborodov 2002).
Because of light bending, the light from point B in Figure 4.3b needs to be
70emitted at an angle  such that after bending, it travels towards the observer,
that is, it travels at an angle   with respect to the original radial direction. To
calculate the observed ﬂux we need a relation between   and . We use the
Schwarzschild metric. From the geodesic equations, we then have (see, e.g.,
Misner et al. 1973; Pechenick et al. 1983)
  =
Z1
R
dr
r2

1
b2 -
1
r2

1 -
rg
r
-1=2
, (4.3)
where r is the radial Schwarzschild coordinate, R and rg are the star’s radius
and Schwarzschild radius respectively, and b is the impact parameter. Using
the four-velocity of a photon at the point of emission, we can relate b to  to
get (see, e.g., Beloborodov 2002) b = R(1 - rg=R)-1=2 sin. We now have the
desired relation between   and . The integration in Equation 4.3 cannot be
done analytically, but is relatively easy to do numerically. However, the prob-
lem in our case is a more difﬁcult one, because in the grid-centered approach we
know   for each grid element, and we have to solve Equation 4.3 for . Com-
putationally, this is very difﬁcult to do exactly. So we use the cosine relation, an
approximate relation (due to Beloborodov 2002), which has the advantages of
being very simple to use and highly accurate:
1 - cos  (1 - cos )

1 -
rg
R

. (4.4)
In that case the observed ﬂux is given by (Beloborodov 2002)
F =

1 -
rg
R
2 Z
cos>0
dS IE(R,)cos. (4.5)
So the angle   in Equation 4.2 is replaced by , and we get a prefactor of (1 -
rg=R)2 due to gravitational redshift.
An interesting consequence of light bending is that the observer can see
some radiation from the far side of the star (see, e.g., Beloborodov 2002). In
71particular, both the antipodal hot spots of pulsars can be seen simultaneously in
some cases.
4.2.2 Doppler Effect
The above discussion is valid if IE(R,) is the intensity in a reference frame
which is at rest with respect to the observer. However, our MHD simulations
calculate the intensity in a reference frame which is rotating with the star. We
need to relate the intensities in these two frames. We use the invariance of
I=3 along a ray of light, where I is the speciﬁc intensity, or the intensity per
unit frequency range. Then for a ray emitted from a point on the star which
is moving with a velocity v = c and Lorentz factor L = (1 - 2)-1=2, we
have1 I = I0
0=3
L(1 - )3, since  and 0 are related by the Doppler formula
0 = L(1 - ). Here  = cos, where  is the angle, as measured in the un-
primed frame, between the direction of emission of the light and the direction
of motion of the emitting surface element of the star. The direction of emis-
sion of light is given by Equation 4.4. Integrating over frequency, we then have
I = I0=4
L(1 - )4. Thus in Equation 4.5 for the observed ﬂux, we pick up an
extra factor of 1=4
L(1 - )4. Also, the areas of the hot spots as measured by
photon beams in the two frames are related by dS0 = L(1-)dS (Terrell 1959).
This is a consequence of the projected area dScos being a Lorentz invariant.
So the ﬂux is now given by (see Kulkarni & Romanova 2005)
F =

1 -
rg
R
2 Z
cos>0
dS
0 1
5
L(1 - )5I
0
E(R
0,
0)cos. (4.6)
1Notation in this subsection: Unprimed quantities are those measured in a frame at rest (with
respect to the observer) at the star’s surface. Primed quantities are those measured in a frame
rotating with the star.
724.2.3 Light Travel Time Effects
Now we shall take into account the fact that light from different parts of the
star takes different amounts of time to reach the observer. We need to use the
general relativistic expression for the light travel time, since we are dealing with
a compact object. We again use the Schwarzschild metric. Using the geodesic
equations, the time difference between light emitted from points A and B in
Figure 4.3b reaching the observer is (assuming D  R)
t(b) =
1
c
Z1
R
dr

1 -
rg
r


1 -
b2
r2

1 -
rg
r
-1=2
- 1

. (4.7)
We then need to ﬁnd the apparent position of each grid element at a given time.
At the time when the point A in Figure 4.3b will appear to be at the center of
the observer’s image, the point B will appear to be not where it is shown in the
ﬁgure, but where it was a time t ago, where t must satisfy
t(bt) = t. (4.8)
Here bt is the impact parameter for light emitted from point B a time t ago.
This determines the apparent position of grid element B at the time when grid
element A is at the position shown in Figure 4.3b.
In the observer-centered approach, one needs to solve Equation 4.7, which is
relatively easy to do numerically. However in the grid-centered approach, one
has to solve Equation 4.8 which, after substituting for t(bt) from Equation 4.7,
becomes an integral equation which cannot be solved analytically, and is very
difﬁcult to solve numerically. So, following Beloborodov (2002), we expand the
integrand in Equation 4.7 in powers of x = (1-cos ) = (1-cos)=(1-rg=R)
and then perform the integration. We keep as many terms as are needed for
73sufﬁcient accuracy (accuracy can be checked by comparing the values obtained
from the series with those obtained by integrating Equation 4.7 numerically).
The resulting equation, although still implicit in t, is much easier to solve nu-
merically. We can now calculate the apparent position of any grid point at any
time, and then compute the ﬂux as given by Equation 4.6 by summing over all
grid elements.
4.2.4 Frame Dragging Effects
The neutron stars considered in our simulations have R = 10 km and M =
1.4M. The fastest rotators we considered have P = 3 ms. For these parameters,
we tried to ﬁnd out the signiﬁcance of frame dragging by numerically evaluat-
ing frame dragging corrections to the path of light in the equatorial plane of the
star, using the Kerr metric. We found that corrections to the angle  (Figure 4.3b)
are at most  4. Corrections to the time delay t (Equation 4.7) are of the order
of a few percent, which is not large considering the fact that the effect of time
delay on the variability curve is itself quite small, as we shall see in x4.4. The
gravitational redshift factor has corrections of . 1%. We thus expect the errors
introduced by ignoring frame dragging to be much smaller than those intro-
duced by the assumptions in our variability model (which we discuss in section
5). This, together with the fact that frame dragging effects are very difﬁcult to
take into account numerically, is why we do not do so. Variability curves have
been calculated by earlier authors taking these effects into account (Braje et al.
2000), and they found that the curves do not change signiﬁcantly due to these
effects.
744.3 Examples with Simple Synthetic Spots
We now show some examples of the relativistic effects on the lightcurves. To
simplify things, we also assume that the spots radiate isotropically. Therefore,
in Equation 4.6, we have I0
E(R0,0)  I0
E(R0) = F0
E(R0)=, where F0
E is the ﬂux
emitted from the star’s surface. For the realistic spot shapes obtained from the
MHD simulations, F0
E is given by Equation 4.1. However, we start out by look-
ing at the lightcurves from spots with simple geometries.
4.3.1 Point Spot
It is clear from the foregoing discussion that general relativistic effects become
strongerwithincreasingrg, andDopplerandtimedelayeffectsbecomestronger
with increasing rotation speed of the star. To see clearly the effect of all these
effects on the light curve, it is useful to consider the simple case of a point
spot shown in Figure 4.4 (Kulkarni & Romanova 2005). We have only one spot,
which is on the rotational equator of the star, and the observer is in the equa-
torial plane of the star. When no effects are included, the light curve is simply
a half-sinusoid (due to the cos  factor in Equation 4.2 with a maximum when
the spot is at point C, and minima when the spot is on the far side of the star
(Figure 4.5). The points labeling the curve correspond to the spot being at the
respective points in Figure 4.4. Let us now look at all the effects separately.
Time delay. Referring to Figure 4.4, the light from, say, point B, takes longer
to reach the observer than that from point C. So in the light curve, B shifts to
B’, and so on. Due to this, the light curve gets distorted as shown. The peak
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Figure 4.4: Geometry for the case of a single point spot on the equator with the
observer in the equatorial plane. (From KR05.)
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Figure 4.5: Schematic light curve for the case shown in Figure 4.4 with and
without including time delay, over a period of 1 rotation of the star. The ﬂux
has arbitrary units. (From KR05.)
position of the time-delay curve is arbitrary, because the choice of the reference
point for the time delay (point C in this case) is arbitrary. So time delay “bends
peaks to the left”. Note that in any case, no shift in peak position is observable,
since the observer sees only one light curve, the one including all effects. We
discuss the shifts here merely to understand our results the better.
Doppler. In the above case, the observed ﬂux from a certain point is deter-
mined only by the cos  factor in Equation 4.2.When we include the Doppler ef-
fect, relativistic beaming comes into the picture. In our simple case, beaming of
radiation towards the observer is maximum at point E, while cos  is maximum
at point C. So the peak occurs at some intermediate point D. The Doppler effect
76thus shifts the peak of the light curve. The intensity of the peak also increases
dramatically, because thespot hasa signiﬁcant velocity along theobserver’s line
of sight at that point. For other geometries where the spot always moves almost
perpendicular to the line of sight, beaming reduces the peak intensity.
General relativity. Without general relativistic effects, the visible portion
of the star is determined by cos  > 0. When we include general relativistic
effects, this condition changes to cos > 0, with  given by Equation 4.4. Since
cos > cos , this condition implies that more than half of the stellar surface is
visible to the observer at any time. For certain geometries and with antipodal
hot spots, this makes both the spots visible simultaneously. In such a case, if
the spots are identical, the observed ﬂux is almost constant for the duration for
which both spots are visible (see Beloborodov 2002, for a detailed discussion).
Even when only one spot is visible, the reduced modulation of the ﬂux (due
to cos > cos ) ﬂattens the light curve. The peak position does not change,
however, since the peak occurs when cos is maximum, which is when cos  is
maximum. Gravitationalredshiftdecreasesthetotalobservedﬂux, exceptwhen
both the antipodal spots are simultaneously visible, in which case the observed
ﬂux can increase.
4.3.2 Gaussian Spots
To illustrate the above effects, we show some variability curves for spots with a
gaussian ﬂux distribution, maximum at the center and tapering outwards. We
consider a hypothetical neutron star with R = 10 km and M = 1.4M. To
bring out clearly the effects of rotation, we choose a very small rotation period
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Figure 4.6: Examples of relativistic and light-travel-time effects on the light
curves for gaussian spots. Dotted curves do not include any effects, dashed
curves include only GR effects, dash-dotted curves include GR and Doppler ef-
fects, and solid curves include all effects. The ﬂuxes are normalized. (From
KR05.)
P = 0.5 ms. The spots have a width of 10. Figure 4.6 shows some variabil-
ity curves for different misalignment angles  and observer inclination angles
i. (The inclination angle is the angle between the observer’s direction and the
star’s rotation axis.) We show the curves over one rotation period of the star
since, because of the assumptions in our variability model, the curves are per-
fectly periodic with a period equal to the star’s spin period. Without including
any effects, the light curve has one or two peaks depending on whether one or
boththehotspotsareseenduringonerotationperiod(seeRomanovaetal.2004,
for a detailed discussion). General relativistic effects reduce the pulse fraction
and, in the cases where both hot spots are simultaneously visible for some time,
78completely ﬂatten the light curve for that duration. The time delay effect is seen
to distort the light curves. We also see that the Doppler and time delay effects
increase the pulse fraction. These two effects are strongest when the hot spots
are moving almost directly towards or away from the observer, which happens
at large inclination angles.
4.4 Variability Curves for Realistic Spots
We now turn our attention to the realistic spots obtained from the 3D MHD
simulations. To calculate the variability curves, we make the following assump-
tions as mentioned before: only radiation from the hot spots contributes to the
light curve; when the infalling matter falls on the star, its entire kinetic and
thermal energy is converted into radiation, which is emitted isotropically; the
emitted radiation does not interact with the accreting matter (Romanova et al.
2004; Kulkarni & Romanova 2005). Also, recall that the hot spots keep chang-
ing, but only slightly, with time. So to model the lightcurves, we choose the hot
spots at a certain time, and then assume those hot spots to be unchanging.
Also, as mentioned at the beginning of this chapter, we only consider stable
accretion in this chapter. This makes it easier to see the relativistic effects on the
lightcurves.
Figure 4.7 shows the variability curves for the realistic spots in the PW case.
The neutron star has P = 3 ms. We see that general relativistic effects are the
strongest. Even at such a large rotation speed, the effects of rotation are rela-
tively small, which justiﬁes neglecting frame dragging effects.
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Figure 4.7: Examples of relativistic and light-travel-time effects on the light
curves of 3-ms pulsars for realistic spots in the PW case. The line patterns mean
the same as in Figure 4.6. (From KR05.)
For clarity, Figure 4.8 shows the ﬁnal light curves (solid lines) after including
all effects, for different misalignment and inclination angles. The curves are
almost sinusoidal for small inclination angles when Doppler and time-delay
distortionsarerelativelyweaker, anddeviatenoticeablyfromasinusoidalshape
for larger inclination angles. The pulse fractions depend on the misalignment
and inclination angles and the shape of the hot spots. In most cases the pulse
fractions are seen to be quite large compared to the observed values of a few
percent for real stars. We see small pulse fractions in our simulations when the
misalignment angle or the inclination angle is of the order of a few degrees. The
most probable reason then for the small pulse fractions of real pulsars is that
they have misalignment angles of the order of a few degrees. Another possible
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Figure 4.8: Final light curves, including all effects (solid lines), with best-ﬁt
gaussian-spot lightcurves (dashed lines), for realistic spots in the PW case for
3-ms pulsars. The pulse fractions are 2% and 8% respectively for the top two
panels,  25-30 % for the middle two, and  35-40 % for the bottom two. (From
KR05.)
explanationisthatscatteringofthehotspotradiationbythesurroundingmatter
reduces the amplitude of oscillations (Brainerd & Lamb 1987).
We compared the lightcurves from realistic spots with those from gaussian
ones (dashed lines in Figure 4.8). We noted that the hot spots for the  = 30
case are the most amenable to approximation by gaussian spots. So we approx-
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Figure 4.9: (a) Comparison of PW (solid line) and non-PW (dashed line)
lightcurves, including all effects. (b) Comparison of lightcurves for 3-ms (solid
line) and 5-ms (dashed line) pulsars, including all effects. (From KR05.)
imated them with gaussian spots of the same width (34 in this case). The hot
spots for the  = 60 and  = 90 cases depart signiﬁcantly from a round shape,
but we tried approximating them with gaussian spots of the same width as for
the  = 30 case. The gaussian spots are centered at the magnetic poles in each
case. Their intensity in each case was chosen such that the total ﬂux from the
star as seen by a distant observer looking at the spot from directly above the
magnetic pole would be the same as that in the case of the realistic spots. We
also set the two antipodal hot spots to be identical. The lightcurves thus ob-
tained are also shown in Figure 4.8. The fractional r.m.s. errors are < 5% for
small (. 60) inclination angles and are  5-10 % for large (& 60) inclination an-
gles. The two main reasons for gaussian spots not reproducing the lightcurves
perfectly are that the shapes of the realistic hot spots are more complicated than
gaussian, and that the two antipodal hot spots are not usually identical.
Figure 4.9a compares the variability curves for two identical geometries in
the PW and non-PW cases. The hot spots, and hence the variability curves, have
similar shapes in the two cases. We found that the ﬂux in the PW case is a few
82Figure 4.10: Observed stellar image, without including any effects (left panel)
and including general relativistic effects (right panel). Note the apparent en-
largement of the stellar image and the simultaneous visibility of both antipodal
hot spots because of general relativistic effects. (From KR05.)
times higher than that in the non-PW case in general, as expected from the hot
spots shown in Figure 4.2. However, the pulse fractions turned out to be smaller
in the PW case.
We also compared the variability curves of 3-ms and 5-ms neutron stars for
two identical geometries. The results are shown in Figure 4.9b. The shapes of
the hot spots and curves are again similar in these two cases. Both the average
ﬂux and pulse fraction are higher for the 3-ms star.
We plotted the observed stellar image for our ﬁducial 3-ms pulsar in the
PW case with and without general relativistic effects, for  = 90 and i = 15,
shown in Figure 4.10. We see that both the antipodal hot spots are visible simul-
taneously in this case. Figure 4.3b shows that due to bending of light, the star
should look larger than it actually is, which is also seen here. We do not take the
Doppler and time delay effects into account in these images, since those effects
are not noticeable in the images.
834.5 Conclusions
We modeled the lightcurves of accreting millisecond pulsars using hot spots
obtained in full 3D MHD simulations done using the Paczy´ nski-Wiita potential,
for 3 ms and 5 ms-period pulsars (Kulkarni & Romanova 2005). We found that
the main effect of the Paczy´ nski-Wiita potential is to increase the accretion rate and
theemittedﬂuxby 30%-50%fortypicalneutronstarparameters. Qualitatively,
though, the PW potential does not change the accretion picture. The variability
curves in our model are strongly affected by general relativistic effects, and to
a lesser extent by Doppler, time-delay and frame dragging effects. General rel-
ativistic effects decrease the pulse fraction, while Doppler and light-travel-time
effects increase it and distort the light curve. The amount by which the pulse
fraction changes, and the distortion of the light curve, depend on the hot spots’
position and shape, which are determined by the misalignment angle, and on
the observer inclination angle. The small pulse fractions observed in real pul-
sars suggests that they might have small misalignment angles, of the order of a
few degrees.
We compared the lightcurves from the realistic hot spots that we obtained
from our MHD simulations with those from simple hot spots with a gaussian
ﬂux distribution centered at the magnetic poles. We found that the gaussian-
spot lightcurves differ from the realistic-spot lightcurves by < 10%, and that
therefore gaussian spots are a reasonable approximation for the realistic ones.
We plan to investigate in the future how the size and intensity of these equiv-
alent gaussian spots depend on physical parameters pertaining to the star and
the disk.
84Numerical variability models, along with analytical models, are important
tools for studying periodic and quasi-periodic oscillations from X-ray pulsars.
In the region near the star, hot spots, funnel streams and features in the accretion
disk like density waves could be responsible for producing these oscillations.
Our 3D simulations are useful for studying these features. However, a more
accurate model of the variability curves, which takes into account emission and
absorption of radiation by the accreting matter, and temporal changes in the
hot spots, is needed to determine the role of these features in producing the
oscillations. Also, oneofthemajorsimpliﬁcationsinourmodelisthatweignore
the dynamics of the matter after it falls on the star’s surface. This is not a good
assumption for millisecond pulsars, where thermonuclear burning of the matter
falling on the stellar surface is a possibility (Joss & Li 1980; Bildsten & Brown
1997; Bhattacharyya et al. 2005), which could change the dynamics of the matter
ﬂow and magnetic ﬁeld around the star, especially since the magnetic ﬁeld is
relatively weak. In that case, the hot spots would serve to give an idea of the
place where matter would accumulate and thermonuclear burning could start.
In the next chapter we shall use this variability analysis to calculate
lightcurves of accreting magnetized stars during unstable accretion.
85CHAPTER 5
VARIABILITY AND POSSIBLE QPOS DURING UNSTABLE ACCRETION
We are now ready to synthesize the analyses of Chapters 3 and 4 to calcu-
late the variability proﬁles of unstably accreting magnetized stars. The results
of this work are described in Kulkarni & Romanova (2009, hereafter KR09). The
lightcurves we calculate in this chapter include relativistic effects, and are there-
fore applicable only to neutron stars. However, our main goal here is to ﬁnd a
possible mechanism for production of quasi-periodic oscillations (QPOs). We
shall see that the important ingredient that might be expected to be responsible
for QPO production is the stochastic behavior of the tongues of unstable accre-
tion and the resulting hot spots, and we expect this behavior to be similar in
both relativistic and non-relativistic systems (since, as discussed in Chapter 4,
the Paczy´ nski-Wiita potential only introduces quantitative changes in the accre-
tion ﬂow). Therefore, the main conclusions of this chapter are expected to apply
to all types of accreting magnetized systems.
Before performing the variability analysis, one more thing needs to be done.
Figure 5.1 shows the hotspot lightcurve from one of our simulations. Periodic
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Figure 5.1: Hotspot lightcurve from one of our simulations (solid line), the
slowly varying background ﬂux (dashed line), the difference (dotted line), and
the approximate steady-state ﬂux (solid horizontal line). (From KR09.)
86variabilityisclearlyseensuperposedonaslowlyvaryingbackground. Thevari-
ation of this background depends on the long-term behaviour of the disk in our
simulations. However, this is not of interest for the short-term variability con-
sidered in the present work. We therefore smooth the lightcurve to obtain the
background and subtract it from the lightcurve before analyzing the variability.
This makes the short-term variability much clearer. In all subsequent ﬁgures,
we show only the subtracted lightcurves. We estimate the pulsed fraction of the
emission using an approximate value for the background lightcurve ﬂux in the
steady state.
As always, we show dimensionless values for all quantities. To convert them
into physical units, they need to be multiplied by the reference values listed in
Table 2.1. In particular, the values of time are in units of the Keplerian period
P0 at r = R0 = 3R, and not of the stellar rotation period, since we consider stars
with different rotation rates. The observer inclination angle varies from 0 at the
north rotational pole of the star to 90 in the equatorial plane.
Westartoutbycomparingthevariabilityfeaturesduringstableandunstable
accretion in x5.1 and x5.2. In x5.3 and x5.4, we go on to examine the evolution of
the variability features as we move successively deeper into the unstable regime
by changing the accretion rate and the star’s rotation rate. We then discuss
signs of QPO-like behaviour in x5.5, and move on to study the dependence of
the variability features on the misalignment angle in x5.6. Finally, in x5.8 we
summarize the results of this chapter and discuss the implications of this work
87for observations of accreting millisecond pulsars.
5.1 Variability During Stable Accretion
In the stable regime, the funnels produce two antipodal hotspots near the star’s
magnetic poles. The funnels are steady, and therefore the hotspots are almost
ﬁxed on the star’s surface (Romanova et al. 2004; Kulkarni & Romanova 2005).
Depending on the misalignment and inclination angles, either one or both an-
tipodal hotspots can be seen by the observer during each rotation of the star.
Correspondingly, the power spectrum shows peaks at either , 2 or both
(Kulkarni & Romanova 2009). Figure 5.2 shows the lightcurve and its Fourier
and wavelet1 spectra for one of our stable accretion cases, which has the follow-
ing parameters: misalignment angle  = 15, viscosity parameter  = 0.02, stel-
lar rotation period P = 2.0 and stellar magnetic dipole moment  = 1. The ob-
server inclination angle is i = 15. We use grid resolutions of NrN2 = 72312
and 120  512 in the simulations shown in this chapter. In this case, as the
star rotates, only the northern hotspot is visible to the observer. So the hotspot
lightcurve is modulated at the star’s rotation frequency. As the wavelet shows,
there is no drift in the pulsation frequency. The fractional rms amplitudes are
small because the hotspots are near the rotational axis, and also due to general
relativistic effects, as noted in Chapter 4 (see also Beloborodov 2002; Poutanen
& Gierli´ nski 2003; Kulkarni & Romanova 2005).
1Since the wavelet transform uses a window of width t centred at time t to calculate the
time-dependent frequency spectrum of the lightcurve from time t1 to time t2, it is necessary to
have t1 + t=2 . t . t2 - t=2. This results in a portion of the wavelet plot being cut off. The
width t is inversely related to the frequency, so lower frequencies are more strongly affected
by this restriction.
88Figure 5.2: Stable accretion case which has the following parameters: viscosity
parameter = 0.02, misalignmentangle = 15, stellarrotationperiod P = 2.0,
stellar magnetic moment  = 1. The observer inclination angle is i = 15. Top
left: Constant plasma density surface showing matter ﬂow around star, and
magnetospheric magnetic ﬁeld lines. Bottom left: Northern hotspot, as seen
from above the magnetic pole, showing the emitted ﬂux. Right column: Hotspot
lightcurve (normalized) and its Fourier (normalized) and wavelet spectra. The
colours in the hotspot and wavelet plots range from white (low) through blue
to red (high). The numbers inside the Fourier and wavelet plots are values of
=, and the percentages are fractional rms amplitudes. (From KR09.)
Figure 5.3 shows another stable accretion case, with  = 30 and i = 45
(second column). For this accretion geometry, the frequencies  and 2 are
both visible. If the inclination angle i = 90, only 2 is seen (Figure 5.3, third
column).
One thing that needs to be noted, though, is that even in this relatively sim-
ple accretion geometry, it is not always straightforward to guess if the power
spectrum will have peaks at  or 2. Firstly, the hot spots are not exactly at
the magnetic poles; rather, they are banana-shaped and surround the pole. Sec-
ondly, in neutron stars, due to gravitational bending of light, more than half the
89Figure 5.3: Similar plot to Figure 5.2 for a stable accretion case which has the
following parameters:  = 0.02,  = 30, P = 2.0,  = 1. The observer inclina-
tion angle is i = 45 and i = 90 in the second and third columns respectively.
(From KR09.)
Figure 5.4: Hotspots around the north and south magnetic poles for the unstable
case in Figure 5.5 (discussed in x5.2). (From KR09.)
star’ssurfaceisvisible, causingthehotspotonthefarsideofthestartobevisible
either for some or all stellar rotation phases (Figure 4.10; see also Beloborodov
2002; Poutanen & Gierli´ nski 2003; Kulkarni & Romanova 2005). Thirdly, the two
antipodal hotspots are not always identical (Figure 5.4; identical spots would
have appeared as mirror images of each other here), in which case the funda-
mental frequency is  and not 2, even at high observer inclination angles.
90Figure 5.5: Similar plot to Figure 5.2 for an unstable case, which has the follow-
ing parameters:  = 0.02,  = 5, P = 2.0,  = 1. The observer inclination angle
is i = 45. The matter ﬂow in the top left panel is shown by density contours on
two vertical slices passing through the origin. (From KR09.)
5.2 Variability During Unstable Accretion
As we move into the unstable regime, we start seeing accretion through both
funnels and tongues. The hotspots become more chaotic (Figure 5.5). The fun-
nel component of the hotspots still produces a peak at the star’s rotation fre-
quency in the lightcurve, but it is not as steady as in the stable case (Kulkarni &
Romanova 2009). The power spectrum shows additional peaks produced by the
tongue component of the hotspots. These frequencies appear only sporadically,
though, as the wavelet shows. This is because of the stochastic nature of the
tongues.
Deeper in the unstable regime (Figure 5.6), the hotspots are created entirely
by tongues. Therefore, their shape, intensity, number and position changes on
the inner-disk dynamical timescale. The star’s rotation frequency is absent from
91Figure5.6: SimilarplottoFigure5.2forastronglyunstableaccretioncase, which
has the following parameters:  = 0.2,  = 5, P = 2.8,  = 2. The observer
inclination angle is i = 45. (From KR09.)
the power spectrum, and the Fourier and wavelet spectra are very chaotic. An
important exception to this are cases with small magnetospheres, which show
clear QPO features (Romanova & Kulkarni 2009).
5.3 Dependence of the Variability on the Accretion Rate
The accretion rate is one of the most important factors determining the accretion
stability — high accretion rates favour the instability (Kulkarni & Romanova
2008). This can be crudely understood as follows (for a more detailed discus-
sion, see Kulkarni & Romanova 2008 and, e.g., Spruit et al. 1995; Li & Narayan
2004 for instability criteria). The matter at the inner disk boundary is strongly
braked by the stellar magnetic ﬁeld and is brought closer to corotation with the
star. The effective gravitational acceleration, which is the difference between the
92Figure 5.7: Equatorial (top row) and vertical (bottom row) slices showing the
density distribution for various values of . The colours range from white (low)
through blue to red (high). The black line denotes where the matter and mag-
netic energy densities are roughly equal. (From KR09.)
gravitational and centrifugal accelerations, is one of the important parameters
which decide if the accretion is stable — a stronger effective gravitational ac-
celeration is favourable for the Rayleigh-Taylor instability. This acceleration is
determined by how far the inner-disk angular velocity is from being Keplerian.
When the accretion rate increases, the inner edge of the accretion disk moves in-
ward, and the inner-disk matter becomes more strongly sub-Keplerian, increas-
ing the effective gravitational acceleration and causing the instability to become
stronger.
The most obvious way of controlling the accretion rate is through the disk
density, but in our simulations, it is more convenient to vary the viscosity pa-
rameter  instead. We keep the dimensionless density ﬁxed at d = 1 in all
our simulations. Increasing  increases the accretion rate, bringing the inner
edge of the accretion disk inwards, as reﬂected by compression of the magne-
tosphere (Figure 5.7, bottom row). However, increasing the density also makes
93the instability stronger (Kulkarni & Romanova 2008, x3.1). Thus, the reason the
instability becomes stronger with increasing  is not the higher viscosity itself,
but the higher accretion rate and the smaller resultant magnetospheric radius.
Therefore, to investigate the dependence of the instability and variability on
the accretion rate, we vary , keeping the other parameters ﬁxed at the follow-
ing values: misalignment angle  = 5, stellar rotation period P = 2.8 and
stellar magnetic moment  = 2. Figure 5.8 shows the wavelet and Fourier spec-
tra for these cases (see also Kulkarni & Romanova 2009). At  = 0.02 the ac-
cretion is stable, and the lightcurve has a peak at the star’s rotation frequency
(the peak at half that frequency is due to wandering of the hotspot itself, and
is a separate issue). As we move on to  = 0.03, we start getting closer to the
unstable regime. The wavelet spectrum shows the peak at the star’s rotation
frequency beginning to waver. This wavering is due to slight wandering of the
funnel stream induced by the instability, although the instability is not strong
enough to produce tongues at this stage. At  = 0.04 the accretion is unsta-
ble, and the peak near the star’s rotation frequency is not steady; it is seen to
drift between = = 0.7 and = = 1.3. The Fourier spectrum still shows a
peak at = = 1.0, but it is much broader and the spectrum has much more
noise than in the stable accretion cases. Notice that the hotspot in this case
has a banana-shaped portion produced by the funnels, and features protruding
from the banana, which are created by tongues. The tongues, and hence these
protrusions, rotate faster than the star, producing the high-frequency peaks at
= = 2.5 - 2.7 seen in the wavelet. There are two prominent protrusions, and
they survive for a long time, rotating with an almost constant frequency. This is
therefore a strong candidate for obtaining QPOs. We discuss this in more detail
in x5.5.
94Figure 5.8: Wavelet and Fourier spectra and hotspots for cases that differ only
in the accretion rate, controlled by the -viscosity parameter. In all these cases,
 = 5, P = 2.8 and  = 2. The observer inclination angle is i = 45. The
numbers in the wavelet and Fourier plots are values of =. The colours in the
hotspot and wavelet plots range from white (low) through blue to red (high).
(From KR09.)
95As we move to higher accretion rates, we see that the noise in the Fourier
spectra continues to increase, and hints of peaks at other frequencies start ap-
pearing. Note, however, that even though these cases are unstable, there is
a reasonably clear peak at the star’s rotation frequency, since accretion occurs
through both funnels and tongues. It is only when we reach the strongly unsta-
ble case with  = 0.2 that the accretion occurs solely through tongues, and the
star’s rotation frequency disappears from the Fourier spectrum, which is domi-
nated by other frequencies. At  = 0.3, it is difﬁcult to discern any peaks in the
Fourier spectrum. Observationally, this would correspond to lack of pulsations.
We discuss the implications of this in x5.8.
5.4 More Sample Cases
Figure 5.9 shows some more cases with interesting spectral behaviour, for mis-
alignment angle  = 5. The important thing to keep in mind here is that one of
the important factors determing whether the instability exists is the difference
between stellar rotation frequency and the Keplerian frequency at the inner disk
radius, as mentioned in the previous section. Thus, increasing the rotation pe-
riod is favourable for the instability.
The most interesting of the cases in Figure 5.9 is the one in the top row, which
has the same parameters as in our main case (Figure 5.8,  = 0.1), except for a
very small magnetospheric radius (rm=R = 2). The accretion is strongly unsta-
ble, occurring solely through tongues, and since the inner-disk orbital frequency
is higher, the tongues rotate at a much higher frequency than in the main case.
This produces peaks at very high frequencies in the power spectrum. The in-
96Figure 5.9: Wavelet and Fourier spectra and hotspots for various cases, showing
QPO-like features. The observer inclination angle is i = 45. The numbers in
the wavelet and Fourier plots are values of =. The hotspots are all shown
pole-on, except for the one in the top row, where the line of sight is in the plane
of the rotational equator. The colours in the hotspot and wavelet plots range
from white (low) through blue to red (high). (From KR09.)
97Figure 5.10: Motion of the tongues for a case with  = 0.2, which has a small
magnetosphere. Constant density surfaces and magnetic ﬁeld lines are shown.
(From KR09.)
teresting thing about unstable cases with weak magnetic ﬁelds is that the be-
haviour of the tongues is noticeably different. There are usually two tongues,
and they rotate almost rigidly with an almost constant angular velocity (Fig-
ure 5.10), producing clear and steady QPOs. It must be pointed out, however,
that the matter in the tongues does not rotate rigidly — it is only the pattern
of gas ﬂow that does. We discuss accretion to small magnetospheres elsewhere
(Romanova & Kulkarni 2009).
The second row of Figure 5.9 shows another unstable case with two tongues
that persist for a long time, rotating faster than the star with an almost constant
angular velocity, like in the case with  = 0.04 described in x5.3. This is another
strong candidate for obtaining QPOs.
The third row of Figure 5.9 shows an interesting phenomenon — the insta-
bility exists only between t = 7 and t = 14. It is only during this period that
the star’s rotation frequency is absent from the wavelet spectrum. This may
98be relevant for the intermittency of pulsations from some accreting millisecond
pulsars: changes in the accretion rate can cause the accretion to switch between
being stable and unstable, causing the star’s rotation frequency to alternately
appear and disappear from the lightcurve power spectra. We discuss this in
x5.8.
The wavelet plot in the ﬁfth row shows an interesting feature: the existence
of two relatively long-lived frequencies in addition to the stellar frequency. If
they remain steady over longer periods of time, they can be expected to produce
quasi-periodic oscillations.
The sixth and seventh rows show that even for relatively low values of the
accretion rate, determined by , if the star rotates slowly, the instability can
be strong enough that the star’s rotation period is completely absent from the
lightcurve power spectrum.
5.5 Search for Explanation of Frequencies and Possible QPOs
We try to ﬁnd an explanation for the various frequencies that appear during
unstable accretion shown in the preceding sections, by tracking the motion of
the hotspots on the star’s surface. The hotspots produced by the tongues rotate
approximately around the star’s magnetic pole, so we choose a ring on the star’s
surface centered at the magnetic pole which contains the hotspots (Figure 5.11).
Then we integrate over the latitude  the ﬂux emitted from this ring, at each
azimuthal position  along the ring and each instant of time t, in a reference
frame rotating with the star. This integrated ﬂux is shown in Figure 5.12 for the
cases with different values of the -viscosity shown in Figure 5.8. The streaks
99Figure 5.11: Setup for tracking the hotspot motion. The ﬂux emitted from within
the ring (bounded by the two circles and centered at the magnetic pole ) is in-
tegrated over the latitude , at each longitude  and each instant of time, giving
the azimuthal position of each hotspot as a function of time. Zero longitude is
deﬁned as the direction away from the rotation axis 
. (From KR09.)
marked by solid lines in this plot are produced by the hotspots, and the slopes of
the streaksgive the angularfrequency of rotationof the spots. We therefore refer
to these plots as “spot-omega” plots (Kulkarni & Romanova 2009; Romanova &
Kulkarni 2009).The dashed lines indicate the continuation of the solid lines from
 = 0 when they reach  = 360. The pair of numbers adjacent to each solid line
denote the spot rotation frequency in units of the stellar rotation frequency (i.e.,
=), and the number of rotations performed by the spot during its lifetime,
as seen by an external observer. The cases in which funnels are present show
horizontal bands that simply indicate that the hotspots produced by the funnels
stay at a ﬁxed location on the star’s surface, due to which they have = = 1
as seen by an external observer. These spots generally last the entire duration
of the simulations; the number of rotations performed by them is therefore not
shown. The other spots are produced by tongues, and rotate at approximately
the orbital frequency of the inner-disk matter, which in turn depends on the
Keplerian frequency at the inner disk radius. The angular frequencies of the
spots may therefore be expected to change on long timescales if there are secular
changes in the inner disk radius.
100Figure 5.12: “Spot-omega” plots to track hotspot motion. The normalized
hotspot ﬂux as a function of the magnetic longitude  and time is shown for
the cases with different  in Figure 5.8, which have  = 5, P = 2.8 and  = 2.
The ﬁrst of each pair of numbers inside the plots is the value of = for the
hotspot, and the second is the number of rotations performed by the spot dur-
ing its lifetime, as seen by an external observer. The colours range from white
(low) through blue to red (high). (From KR09.)
101There is some agreement between the frequencies obtained from the spot-
omega plots and those from the fourier and wavelet plots. For example, the
spot-omega plot for  = 0.04 shows =  1.3, which is close to some of the
frequencies in the corresponding wavelet plot, and is also seen in the fourier
plot, albeit not very distinctly. The spot-omega plot for the  = 0.08 case shows
a range of frequencies between 1.2 and 1.6, which is consistent with the peaks
seen in the fourier plot at that range of frequencies. The agreement, however,
is not very encouraging. There are several possible reasons for this: (1) The
hotspots produced by the tongues appear and disappear sporadically, and are
relatively short-lived; as the spot-omega plots show, each spot only completes
of the order of a few rotations around the star (as seen by an external observer).
(2) Different spots separated either spatially or temporally are not perfectly cor-
related with regard to their location, again as shown by the spot-omega plots;
the individual streaks in those plots show little correlation in location and du-
ration. (3) The shape and brightness of the spots constantly changes. This is
also seen from the spot-omega plots; the width and brightness of each streak
varies as we move along the streak. (4) The angular velocity of the tongues,
and therefore of the spots, is not constant; different tongues in the spot-omega
plots have different angular velocities, and occasionally we even see a sudden
jump in the frequency (e.g., for  = 0.3 at t = 12.5). Due to these factors, the
spots do not produce a coherent modulation of the observed ﬂux. In fact, lack of
coherent modulation, which consists of effects like rapid amplitude and phase
changes, or “jumps” in the lightcurve, could produce short-duration peaks in
the wavelet, which would appear in the Fourier spectra if the duration of the
lightcurves is short, as in our simulations ( 10 stellar rotation periods).
However, we believe that there is still a lot of hope of seeing the spot-omega
102frequenciesinthe lightcurves. Themainculprit fortheabsenceofthese frequen-
cies from the fourier and wavelet plots seems to be the short duration of our
lightcurves combined with the lack of coherent modulation mentioned above.
Since the tongues have a ﬁnite lifetime, their contribution to the lightcurve con-
sists of wavetrains with random phase, amplitude and duration, and it is dif-
ﬁcult to extract the frequencies of these wavetrains if the lightcurves are a few
tens of stellar rotation periods long. However, the amplitude and duration dis-
tribution of these wavetrains is not very broad. Experiments with much longer,
artiﬁcially generated lightcurves consisting of such wavetrains show clear pres-
ence of QPOs (Bachetti & et al. 2009), due to the fact that in the fourier domain,
the peaks due to deﬁnite signals grow faster than the noise when the length of
the lightcurve increases. One encouraging fact about the spot-omega plots is
that although the individual tongues are short-lived, the tongue frequency is
relatively well-deﬁned for a given set of parameters; the spread is generally not
very large, except in the most strongly unstable cases ( > 0.2). This strongly
increases the chances of obtaining QPOs from longer lightcurves. The spread in
the hotspot frequency may contribute to the width of the QPO peak. The center
of the peak would be determined by the center of this frequency distribution,
which, as mentioned above, is very close to the inner disk frequency. We may
therefore expect QPOs close to the inner disk frequency, except perhaps in the
most strongly unstable cases.
Another interesting question concerns the signiﬁcance of the frequencies in
the fourier and wavelet plots. As mentioned earlier, a signiﬁcant portion of
them probably amount to nothing more than noise. However, it is possible that
the hotspot shape and brightness changes have some quasi-periodicity that is
difﬁcult to detect using the spot-omega plots. The spot-omega plots do show
103some signs of this: the tongue spots are usually brighter around  = 0, that is,
when the hotspots, rotating around the magnetic pole, come close to the disk.
This might produce some of the peaks in the wavelet and fourier plots. The
other peaks would be expected to contribute to broadband noise in the power
spectrum, the effect of which would a smaller relative amplitude of the peak at
the star’s rotation frequency than in the stable case. It is difﬁcult to ascertain
this without longer lightcurves.
It is also very interesting to observe the effect of increasing accretion rate
(via increasing ) on the tongue frequencies in the spot-omega plots. The most
important effect is that the frequencies show an increasing trend. This is due to
the fact that the disk comes in closer and the inner-disk orbital frequency, which
determines the tongue frequency, increases. We also see signs of the tongue be-
haviour becoming more chaotic; the tongue lifetimes become shorter (although
this is not a very clear trend), and the frequency spread increases. These two
effects would be responsible for decreasing the strength of the QPO peak. Thus,
is reasonable to expect that the most strongly unstable cases ( > 0.2) would not
show any QPOs. The lightcurve power spectra in these cases would completely
lack pulsations.
For stars with much smaller magnetospheres than those considered here,
we ﬁnd a different regime of accretion which we call the “magnetic boundary
layer regime,” in which the behaviour of the tongues is much more coherent,
producing well-deﬁned peaks in the Fourier and wavelet spectra. We discuss
this regime in detail in Chapter 6 (see also Romanova & Kulkarni 2009).
104Figure 5.13: Left panel: Cutaway view of the accretion ﬂow in an unstable case
with  = 30. Right panel: Accretion ﬂow in an unstable case with  = 60.
(From KR09.)
5.6 Dependence of the Instability on the Misalignment Angle
So far we have considered cases with a small misalignment angle,  = 5. For
higher  the accretion geometry is slightly different even in the stable accretion
regime, due to the stronger non-axisymmetry. The funnel ﬂows are closer to the
equatorial plane and produce elongated, rather than banana-shaped, hotspots
(Romanova et al. 2004; Kulkarni & Romanova 2005). It is therefore interesting
to explore the effect of  on the unstable accretion geometry. At high misalign-
ment angles ( & 25), the funnels are always present (Kulkarni & Romanova
2009). In this situation, in the unstable cases, the tongues have low density,
and are restricted to being under the edges of the funnels, due to which the
funnels appear to be “connected”, as Figure 5.13 shows. This connection ap-
pears and disappears stochastically. As we attempt to move into the strongly
unstable regime (by either increasing the accretion rate or decreasing the star’s
rotation rate), the connecting tongues increase in density and become perma-
nent. The magnetic ﬁeld lines near the edges of the funnels are pried apart by
these tongues and stay in that conﬁguration, creating a new equilibrium conﬁg-
uration with a stable accretion ﬂow, albeit partially inside the magnetosphere.
105Figure 5.14: Wavelet and Fourier spectra and hotspots for cases that differ only
in the misalignment angle . In all these cases,  = 0.1, P = 2.8 and  = 2. The
observer inclination angle is i = 45. The numbers in the wavelet and Fourier
plots are values of =. The colours in the hotspot and wavelet plots range
from white (low) through blue to red (high). (From KR09.)
To explore the effect of  on the variability properties, we ﬁrst vary  keep-
ing the other parameters ﬁxed at the following values: viscosity parameter
 = 0.1, stellar rotation period P = 2.8 and stellar magnetic moment  = 2.
Figure 5.14 shows the effect on the power spectrum of increasing , which is
similar to decreasing the accretion rate. For the parameters chosen here, fun-
nels are present for all values of . For small , the peak at the star’s rotation
frequency is visible, but the power spectrum is noisy due to the presence of
the tongues. As we go to higher , the motion of the instability tongues is az-
imuthally restricted as mentioned above. The hotspots are therefore more or
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Figure 5.15: The regimes in which the lightcurve shows the star’s rotation pe-
riod, as a function of the misalignment angle  (in degrees) and rotation period
P, for  = 0.02 and  = 1. The circles and triangles represent simulation runs
that have lightcurves with and without the star’s rotation period respectively.
(From KR09.)
less ﬁxed on the star’s surface, and so the stellar rotation frequency becomes
clearer in the lightcurve.
Notice the high harmonic content of the power spectrum for  = 60. This
is probably due to the fact since the misalignment angle is large, the hotspot
(which is close to the magnetic pole) is close to the rotational equator, and
therefore has a higher linear velocity, as seen by an external observer, than for
smaller misalignment angles. The distortion of the lightcurve away from a sinu-
soidal shape due to the Doppler effect is therefore stronger (see, e.g., Poutanen
& Gierli´ nski 2003; Kulkarni & Romanova 2005).
From the point of view of observations, it is interesting to know whether or
not the lightcurves show periodicity at the star’s rotation frequency. In order
to examine in detail the parameter ranges for which they do, we performed a
range of simulation runs for different values of the misalignment angle  and
the stellar rotation period P. We chose the stellar magnetic moment to be  = 1
and the viscosity parameter to be  = 0.02 in all these runs. Figure 5.15 shows
the results. The lightcurve lacks periodicity at the star’s rotation period only
107below a critical misalignment angle crit which depends on the rotation rate.
We see that for P . 2.2, crit < 0; the star’s period is visible for all misalign-
ment angles. As we decrease the star’s rotation rate, the difference between
the star’s rotation rate and the Keplerian frequency at the inner disk radius in-
creases, causing stronger magnetic braking of the matter. Hence, the effective
gravitational acceleration at the inner disk edge increases, causing the instabil-
ity to become stronger, and crit to increase. However, when crit reaches
 25, it stops rising. For larger misalignment angles than this, the funnels are
always present, and their contribution to the hotspots gives rise to variability at
the star’s rotation frequency.
5.7 Dependence of Results on Model Parameters
One question that remains concerns the dependence of the results described
above on the viscosity parameter  and the grid resolution. The effect of these
parameters on the behaviour of the tongues has been discused in detail in
(Kulkarni & Romanova 2008). To summarize, one of the important factors that
determine the appearance of the instability is the balance between the gravita-
tional and centrifugal forces at the inner disk boundary, which in turn depends
on the accretion rate and the stellar rotation rate and magnetic ﬁeld. The viscos-
ity parameter comes into play only insofar as it determines the accretion rate,
and does not impact the variability properties directly. To check this, we chose
a case with a small value of  where the accretion was stable, and increased the
density in the disk, to ﬁnd that the accretion became unstable (Kulkarni & Ro-
manova 2008, x3.1). Similarly, from the last two rows of Figure 5.9 we see that
in spite of the relatively low values of , the instability exists and is so strong
108that there is no accretion through funnels, as evidenced by the absence of the
star’s rotation frequency from the power spectra. Thus, it is the accretion rate,
and not the viscosity, which is important for determining the properties of the
instability. The viscosity coefﬁcient does, however, impact the radial velocity
of the accreting matter; the effect, if any, of this on the instability needs to be
explored. As far as the dependence on the grid resolution is concerned, the
important thing to note is that the aspects of the tongue dynamics which deter-
mine the variability properties are the number and rotation rate of the tongues,
and to a lesser degree, the location on the star where the tongues deposit matter.
These properties are found to be independent of the grid resolution (Kulkarni
& Romanova 2008, x3.4).
5.8 Conclusions and Discussion
The main results of this chapter, described in Kulkarni & Romanova (2009), are
the following:
1. For small misalignment angles between the rotation and magnetic axes
of the star, the tongues that penetrate the magnetosphere during unstable
accretion, and the resulting hotspots on the star’s surface, have an orbital
frequency close to that of the inner-disk in most cases. We therefore ex-
pect to obtain quasi-periodic oscillations (QPOs) at the inner-disk orbital
frequency in a wide range of unstably accreting systems. As we move
deeper into the unstable regime, the tongue behaviour becomes more and
more chaotic, and we may expect the QPOs to become weaker and gradu-
ally disappear.
1092. There is signiﬁcant accretion through antipodal funnels even during un-
stable accretion for a broad range of parameter values. The lightcurves
therefore show periodicity at the stellar rotation frequency or twice that,
depending on the misalignment angle and the viewing geometry, as in
cases with stable accretion.
3. For large misalignment angles, the accretion funnels are always present,
and the tongue motion is restricted, due to which the power spectra al-
ways show the star’s rotation frequency.
 At small misalignment angles ( . 25) and magnetospheric sizes of
a few stellar radii, the hotspots due to the tongues exhibit stochastic
behaviour, and thus contribute only noise to the power spectra on the
timescales explored here. The important thing, however, is that the ro-
tation frequency of the tongues and the resulting hotspots stays relatively
steady at a value close to the inner-disk orbital frequency, even in the non-
linear regime of the instability, except in the most strongly unstable cases.
This could produce QPOs in the power spectra at frequencies close to the
inner-disk orbital frequency. Longer lightcurves are needed to verify this.
The stochastic behaviour of the tongues may contribute to low-frequency
broadband noise in the power spectra (see, e.g., Burderi et al. 1997). We
see some signs of this in our power spectra; the noise amplitude is lower
at high frequencies in most cases. At the same time, due to the presence of
the funnels, the star’s frequency is expected to appear in the power spectra
in most unstable cases.
There exists a strongly unstable regime of accretion, however, in which
the funnels are absent, and the lightcurves do not show periodicity at the
110star’s rotation frequency; moreover, the tongue behaviour is more chaotic,
making the presence of QPOs much less likely. These cases may corre-
spond to accreting neutron stars without any pulsations. Since unstable
accretion occurs at relatively high accretion rates (x5.3; also Kulkarni &
Romanova 2008), the above results have a few implications: (1) If the ac-
cretion rate is close to the boundary between stable and unstable regimes,
slight changes in the accretion rate can cause the accretion to episodically
switch between being stable and unstable, causing corresponding appear-
ance and disappearance of pulsations (x5.4). This might be a possible ex-
planation for the behaviour of intermittent pulsars (e.g., Altamirano et al.
2008; Casella et al. 2008). One of the attractive features of this idea comes
from the fact that during stable accretion, the azimuthal location of fun-
nels with respect to the star is ﬁxed, even across periods of unstable accre-
tion. The pulsations in intermittent pulsars would therefore be expected
to be coherent in phase across periods of lack of pulsations. This “phase
memory” has been observed in the intermittent pulsars mentioned above.
(2) Lack of pulsations does not imply that the magnetic ﬁeld is dynami-
cally unimportant. The most strongly unstable cases shown in this work
lack pulsations in their lightcurves, but have distinct magnetospheres that
strongly affect the matter ﬂow around the star. The magnetic moment in
these cases is stronger by a factor of  20 than in cases that show ﬁeld
burial, discussed in Romanova & Kulkarni (2009). Field burial is an argu-
ment that is often advanced as an explanation for the paucity of accreting
millisecond pulsars. The unstable regime complements this argument by
providing another way for pulsations to be absent.
 At large misalignment angles ( & 25), funnels are always present, and
111the motion of the tongues is azimuthally restricted to being close to the
edges of the funnels. The hotspots are therefore approximately ﬁxed on
the star’s surface, due to which the lightcurves always show the stellar
rotation frequency, even during strongly unstable accretion.
Although this work focuses on neutron stars, we expect the above conclu-
sions to be applicable to other types of accreting magnetized stars in a broad
sense. One thing needs to be noted, however: the magnetospheres in all the
simulations presented here are a few stellar radii in size. For much smaller
magnetospheres, the variability is very different (Romanova & Kulkarni 2009).
In the stable regime, the funnels show signiﬁcant wandering, due to which the
star’s rotation frequency is absent from the lightcurve power spectra. In the un-
stable regime, the tongues are much more coherent, producing distinct peaks in
the power spectra. We shall look at this regime in the next chapter.
112CHAPTER 6
THE MAGNETIC BOUNDARY LAYER REGIME
As mentioned at the end of the previous chapter, the accretion ﬂow is no-
ticeably different when the magnetosphere is very small (extending out to . R
from the star’s surface). The important result of our investigation of this regime
is that even magnetospheres that extend only a small fraction of the stellar ra-
dius outside the star’s surface can disrupt the disk and channel the accreting
matter either to the polar regions of the star in the case of stable accretion, or
through equatorial tongues during unstable accretion. The other interesting
outcome is that the tongues behave in a very coherent manner compared with
unstable accretion with larger magnetospheres. We take a look at these results
in this chapter. This regime of accretion is intermediate between the magneto-
spheric accretion regimes considered in the previous chapters and the boundary
layer regime where the stellar magnetic ﬁeld is too small for a magnetosphere to
exist, and the disk reaches all the way to the star’s surface. We therefore call this
new regime the “Magnetic Boundary Layer (MBL)” regime of accretion. The
results for this regime are described in Romanova & Kulkarni (2009, hereafter
RK09).
In x6.1 we discuss a possible classiﬁcation scheme for magnetic boundary
layers. In x6.2 we describe the reference values used in this chapter, which are
deﬁned slightly differently from those in the previous chapters. In x6.3 we con-
sider MBLs during stable accretion. In x6.4 we describe MBLs and formation of
QPOs in the unstable regime. We present our conclusions and some discussion
113in x6.5.
6.1 Classiﬁcation of Boundary Layers
In accreting magnetized stars the disk is stopped by the stellar magnetosphere
at the magnetospheric, or truncation, radius (e.g., Elsner & Lamb 1977):
rm = kA(GM)
-1=7 ˙ M
-2=7
4=7, (6.1)
where M and  are the mass and magnetic moment of the star, ˙ M is the accre-
tion rate through the disk, and the coefﬁcient kA is of the order of unity (e.g.,
Long et al. 2005; Bessolaz et al. 2008). The magnetospheric radius may be small
if the magnetic moment of the star  is small, or if the accretion rate is high. At
a given magnetic moment of the star, variation of the accretion rate will lead to
expansion or compression of the magnetosphere, and so at very high accretion
rates the magnetosphere may be completely buried by accreting matter (e.g.,
Cumming et al. 2001; Lovelace et al. 2005), while at very low accretion rates it
strongly expands, and different types of accretion are expected at different ˙ M
(e.g., Romanova et al. 2008). An important parameter of the problem is the size
of the magnetosphere in units of the stellar radius, rm=R. Depending on this
parameter we can deﬁne three types of boundary layers (BLs):
1. Hydrodynamic BL. If the ratio rm=R << 1, then the magnetic ﬁeld does
not inﬂuence the dynamics of matter ﬂow in the vicinity of the star, and
a purely hydrodynamic boundary layer is expected where the magnetic
ﬁeld can be neglected. In this case the disk matter comes to the surface of
the star and interacts with the star in the equatorial zone (e.g., Lynden-Bell
& Pringle 1974; Pringle 1981; Popham & Narayan 1995). Such interaction
114leads to release of a signiﬁcant amount of energy at the surface of the star,
about a half of the gravitational energy, ˙ LBL  0.5GM ˙ M=R. Interaction
through such a hydrodynamic boundary layer is expected in many non-
magnetic white dwarfs and neutron stars and in cases where accretion
rate is so high that the magnetic ﬁeld is buried by the accreting matter. It
has been noted that the boundary layer matter will not interact with the
star as a thin layer, but will spread to higher latitudes along the surface of
the star due to matter pressure (Ferland et al. 1982). This effect has been
calculated by Inogamov & Sunyaev (1999) and Piro & Bildsten (2004) and
has recently been observed in axisymmetric hydrodynamic simulations by
Fisker & Balsara (2005). Much less work has been done for analysis of the
magnetic boundary layers (MBL).
2. MBL Without a Magnetospheric Gap. If the magnetospheric radius is com-
parable to the stellar radius, rm=R  1, then the magnetosphere can-
not stop the disk, and the disk interacts with the stellar surface. In this
case the magnetic ﬁeld may be somewhat enhanced in the accretion disk
due to wrapping of the magnetic ﬁeld lines by the disk matter. Prelimi-
nary simulations have shown that interesting phenomena may happen at
the disk-magnetosphere boundary, such as interaction through a Kelvin-
Helmholtz-type instability.
3. Magnetic Boundary Layer (MBL) With Magnetospheric Gap. If the magneto-
sphere is only slightly larger than the radius of the star, rm=R > 1, then it
stops the disk at a small distance from the star. The simulations described
in this chapter show that in this case, accretion may be either in the stable
regime producing funnel streams, or in the unstable regime where most
of the matter accretes through instabilities (Kulkarni & Romanova 2008;
115Romanova et al. 2008). We ﬁnd that an unusual type of MBL forms in the
unstable regime with two ordered streams rotating in the equatorial plane
at approximately the angular velocity of the disk. These streams may be
responsible for high-frequency QPOs.
6.2 Reference Values
In this chapter it is more convenient to recast the reference values used in our
model (cf. x2.7) in a slightly different way. The starting point of this change is
the star’s magnetic dipole moment  = 0, where 0 and  are the reference
and dimensionless values of the magnetic moment respectively. In the previous
chapters, we ﬁxed the reference value 0. Changing the dimensionless parame-
ter  was therefore equivalent to changing the physical (dimensional) value of
the stellar magnetic ﬁeld, and consequently the magnetospheric radius, while
keeping the accretion rate almost constant. In this chapter, however, it is more
convenient to keep the star’s magnetic ﬁeld ﬁxed. We therefore keep  ﬁxed,
and express all the other reference values in terms of , instead of 0 (or equiv-
alently B0) as we did before. The new deﬁnitions of the reference values then
are,
 length scale R0 = R=0.35, where R is the radius of the star;
 velocity v0 = (GM=R0)1=2, the Keplerian orbital velocity at r = R0;
 time scale P0 = 2R0=v0, the Keplerian orbital period at r = R0;
 angular velocity !0 = v0=R0;
 dipole magnetic moment 0 = =;
116 magnetic ﬁeld B0 = 0=R3
0 = =R3
0;
 density 0 = B2
0=v2
0 = 2
=2R6
0v2
0;
 pressure p0 = 0v2
0 = 2
=2R6
0;
 mass accretion rate ˙ M0 = 0v0R2
0 = 2
=2R4
0v0.
Thus, the effect of changing the dimensionless quantity  is to change the ac-
cretion rate (through its dimensionless value) while keeping the stellar mag-
netic ﬁeld ﬁxed; consequently,  is again responsible for changing the magne-
tospheric radius, as before. The only difference is that changes in the magneto-
spheric radius are now interpreted as a change in the accretion rate rather than
the star’s magnetic ﬁeld. The dimensional accretion rate is then given by
˙ Mdim =
 ˙ M
2

2

(GM)1=2(R=0.35)7=2 =
 ˙ M
2

B2
R5=2
 (0.35)7=2
(GM)1=2 , (6.2)
where B = =R3
 is the star’s surface magnetic ﬁeld (at the magnetic equator).
One can see that at ﬁxed parameters of the star (M,R,B), the accretion rate de-
pends on the ratio ˙ M=2. Table 6.1 shows the reference values of the quantities
used in this chapter. As regards the grid resolution, simulations of accretion to
stars with small magnetospheres require a ﬁner grid compared with the larger
magnetosphere cases discussed in the previous chapters. We therefore use a
grid resolution of Nr  N2 = 100  412 (in each of the 6 blocks of the cubed
sphere) for most of our cases, and Nr  N2 = 130  612 for the smallest magne-
tospheres.
117Table 6.1: Sample reference values of the dynamical quantities for different
types of stars. We choose the mass, radius and magnetic ﬁeld of the star, and
deﬁne the other variables in terms of these three quantities. Note that the fre-
quency 0 is the Keplerian frequency at radius R0.
CTTSs White dwarfs Neutron stars
M(M) 0.8 1 1.4
R 2R 5000 km 10 km
 (Gcm3) 2.7  1036 1.2  1032 1.0  1027
B (G) 103 106 3  108
R0 (cm) 4  1011 1.4  109 2.9  106
v0 (cm s-1) 1.6  107 3  108 8.1  109
!0 (s-1) 4  10-5 0.21 2.8  103
0 0.55 day-1 3.2  10-2 Hz 4.5  102 Hz
P0 1.8 days 29 s 2.2 ms
˙ M02 (Myr-1) 2.8  10-7 1.9  10-7 6.5  10-8
6.3 Accretion in the Stable Regime
Below we describe the results of simulations of stable accretion to stars with
small magnetospheres  = 0.08 - 0.2 (Romanova & Kulkarni 2009).
As we have seen in Chapters 3 and 5 (see also Kulkarni & Romanova 2008,
2009), the boundary between the stable and unstable regimes depends on a
number of factors, such as the accretion rate (determined by the viscosity pa-
rameter ), the rotation period of the star P, and the misalignment angle  of
the dipole. If a star with a small misalignment angle,  < 5, rotates slowly (that
is, the disk rotates much faster than the star), then the accretion has a tendency
to be unstable irrespective of . We choose the angular velocity of the star to
be ! = 0.354 (corresponding to a corotation radius of rcor = 2). To stabilize
accretion we choose  = 15. We also use  = 0.04. In the description of the
results we measure time in units of the Keplerian rotation period at r = 1. We
consider two main cases, one with  = 0.2 which has a small magnetosphere,
118Figure 6.1: Stable accretion to a star with a small magnetosphere, where the
magnetic moment of the star is  = 0.2 and is misaligned relative to the rota-
tional axis 
 at  = 15. Left panel: Density distribution and sample magnetic
ﬁeld lines in the xz ( - 
) plane. Right panel: The same, but in the xy (equato-
rial) plane. The dimensionless density varies between 0.8 (red) and 0.006 (blue).
(From RK09.)
and the other with  = 0.08 which has a tiny magnetosphere.
Figure 6.1 shows an example of accretion to a star with  = 0.2. A small mag-
netosphere forms, in which the magnetic ﬁeld of the dipole dominates. The po-
sition of the inner disk edge is determined by the balance between the magnetic
and kinetic matter pressure. Matter is lifted above the magnetosphere form-
ing two funnel streams, and accretes to the surface of the star forming two hot
spots. The hot spots show the distribution of the total energy ﬂux on the surface
of the star, as in the previous chapters (see Romanova et al. 2004; Kulkarni &
Romanova 2005, for details).
The hot spots have a preferred position, although in case of small misalign-
ment angles the funnel streams are dragged by the rapidly rotating disk and
may rotate faster than the star. Such spot rotation has been observed in ear-
lier simulations (Romanova et al. 2003, 2006). In the opposite situation when
the star spins fast, both funnels and spots may rotate slower than the star (e.g.
Romanova et al. 2002). Faster or slower rotation of spots may lead to a QPO fea-
ture with frequency higher or lower than the stellar frequency (Romanova et al.
1192006). It has been suggested that at small misalignment angles, the spots may
wander around the magnetic poles, possibly causing intermittency in some mil-
lisecond pulsars (Lamb et al. 2008a,b) (see also Altamirano et al. 2008; Casella
et al. 2008). On the other hand, if the misalignment angle of the dipole is not
very small, then such faster or slower spot motions become less signiﬁcant. The
spots acquire a preferred place on the surface of the star and corotate with the
star (see also Romanova et al. 2003, 2006; Kulkarni & Romanova 2005). The
 = 15 caseliesinbetweenthesetwoextremes: ontheonehand, thediskdrags
the funnel around the weak magnetosphere in spite of the relatively high mis-
alignment angle, and frame-by-frame analysis shows that the spots often move
faster than the star. On the other hand, the hot spots spend a somewhat longer
time in the  - 
 plane compared with other positions, and are also brighter
when they are in this preferred position, due to which we observe a deﬁnite
peak associated with star’s spin in the Fourier spectrum. Longer simulation
runs are probably required to see the QPO peak associated with the rotation of
the spots.
Figure 6.2 shows an example of accretion to a star with a tiny magnetosphere,
 = 0.08. It is amazing that in this case too, the magnetosphere channels the ac-
creting matter, forming tiny funnel streams hitting the surface of the star. Den-
sity waves form in the equatorial plane of the disk. Sometimes density ﬂuctua-
tions in the accreting matter push the disk to the stellar surface. However, later
the magnetosphere is restored again. The hot spots have a preferred position
but they often rotate faster than the star as a result of the difference in angu-
lar velocities between the disk and the star. In this case again, a QPO at the
stellar frequency is expected, and also a QPO corresponding to the frequency
at the inner edge of the disk and beats between these two frequencies. Longer
120Figure 6.2: Stable accretion to a star with a very small (tiny) magnetosphere
( = 0.08) with  = 15 ( = 0.04). Top two rows: Density distribution and
sample magnetic ﬁeld lines in the xz ( - 
) plane and the xy- (equatorial)
plane in a coordinate system rotating with the star. The density varies between
1.4 (red) and 0.006 (blue). Bottom row: Distribution of the energy ﬂux of matter
onto the star’s surface (pole-on), varying between 0.4 (red) and 0.0009 (blue).
The time T is measured in units of T = 1=16P0, where P0 is the Keplerian
period at r = 1. (From RK09.)
simulation runs are required to extract these frequencies.
The main result of this section is that even small and tiny magnetospheres
disrupt the disk and channel matter to the star, forming hot spots. It is also
important to note that the high-frequency QPO associated with rotation of the
inner edge of the disk is expected. Signs of faster rotation of the spot are clearly
observed. Drifting of the high-frequency QPO is expected if the inner radius
of the disk varies as a result of variation of the accretion rate. Future (longer)
121simulations will help obtain different frequencies.
6.4 Accretion in the Unstable Regime: A New Type of Bound-
ary Layer and QPOs
Now we take a star with a small misalignment angle,  = 5, and investigate
accretion in the unstable regime (see also Romanova & Kulkarni 2009).
6.4.1 Formation of Two Symmetric Streams and Spots
First we choose a small magnetosphere with magnetic moment  = 0.2. We
take the viscosity coefﬁcient  = 0.1 in all runs below. The star rotates with an-
gular velocity ! = 0.354 (corresponding to rcor = 2). We observe that the
instability starts, and matter penetrates through the equatorial region of the
magnetosphere through a number of tongues. Later, however, two diametri-
cally opposite symmetric tongues form and rotate synchronously with angular
velocity approximately equal to the angular velocity in the inner region of the
accretion disk, that is, much faster than the star. These tongues produce two hot
spots at the star’s equator which move faster than the star. The tongues deposit
a signiﬁcant amount of energy onto the surface of the star. Part of this is the
gravitational energy associated with acceleration of matter towards the star. We
take this energy into account while plotting hot spots. In addition, there is en-
ergy released due to friction between the surface of the slowly rotating star and
the foot-points of the rapidly rotating tongue.
122Figure 6.3: Snapshots of MBL accretion through the synchronized instability
tongues in the case of a relatively large magnetosphere ( = 0.2). The time in-
terval shown is a small portion of the simulation; the tongue pattern is steady
for the entire duration of the simulation. Top row: A surface of constant density
(0.4) and sample magnetic ﬁeld lines. Middle row: Density distribution and sam-
ple magnetic ﬁeld lines in the xy-plane. The density varies from 6.7 (red) to 0.01
(blue). Bottom row: Energy ﬂux onto the star’s surface, ranging from 3.4 (red) to
0.008 (blue). The ﬁgures are shown in a coordinate system rotating with the star.
The time T is measured in periods of Keplerian rotation at r = 1. (From RK09.)
Figure 6.3 shows snapshots of rotation of the tongues, slices in the equato-
rial plane and hot spots (energy ﬂux) on the star’s surface. The slices show that
the magnetosphere has a strongly modiﬁed shape, particularly in those places
where the tongues reach the surface of the star. They push the magnetosphere
to the surface of the star and when the tongue moves, the magnetosphere re-
emerges, while the tongue pushes another part of the magnetosphere to the sur-
face of the star. Two strong hot spots form close to equatorial region. Sometimes
123they are not symmetric because the tongues push the magnetosphere more to
one side than another. Some matter accretes to the poles through weak funnel
streams. It is interesting that the polar spots also rotate with the angular veloc-
ity of the tongues. Thus, in the case of a small magnetosphere we observe a new
phenomenon - a modiﬁed boundary layer, where the funnel streams and hot spots
move with the angular velocity of the disk — much faster than the star. This
is a new type of boundary layer where the disk matter interacts with the star
through unusual symmetric tongues. Rotation of the hot spots along the sur-
face of the star is expected to give strong QPO peaks at twice the frequency of
the inner disk, due to the presence of the two almost identical antipodal spots.
To check this phenomenon, we performed a set of simulation runs at a vari-
ety of stellar magnetic moments:  = 0.16,  = 0.15,  = 0.12,  = 0.1, keeping
all the other parameters ﬁxed (Romanova & Kulkarni 2009). We observed that
similar symmetric streams form and rotate around the star. However, at smaller
 the disk stops closer to the star. In the case of  = 0.1, only a tiny magne-
tosphere forms with tiny streams (see Figure 6.4). The bottom panels of the
Figure 6.4 show the density distribution in the hot spots instead of the emitted
ﬂux, because it is expected that energy would be released mainly due to fric-
tion between the tongues and the surface of the star, which we do not calculate
in this work. In spite of the fact that the tongues are very small, there is still
energy associated with gravitational acceleration of matter in the tongues and
the corresponding heating of the stellar surface. The hot spots associated with
gravitational acceleration are located in the regions of highest density and oc-
cupy a much smaller area than the spots shown in Figure 6.4. At the end of the
 = 0.1 simulation run the accretion rate increased, the disk reached the surface
of the star and started interacting with the star’s surface through an equatorial
124Figure 6.4: Top row: A surface of constant density (0.47 in dimensionless units)
and sample magnetic ﬁeld lines in the case of a tiny magnetosphere,  = 0.1.
Middle row: xy-slice showing the density distribution and sample magnetic ﬁeld
lines. Bottom row: density distribution on the surface of the star, ranging from
3.8 (red) to 0.01 (blue). The ﬁgures are shown in a coordinate system rotating
with the star. The time T is measured in periods of Keplerian rotation at r = 1.
(From RK09.)
belt (see x4.3).
We also performed exploratory simulations of accretion to stars with larger
magnetospheres,  = 0.5 and observed that in many cases accretion through
two or one ordered tongues dominates. We varied the parameter  (which reg-
ulates the accretion rate) and rotation rate of the star and obtained tongues and
hot spots with different levels of order. In some cases two identical, diametri-
cally opposite streams dominate accretion during the whole simulation run. In
other cases only one stream dominates while the other is weaker, and therefore
only one hot spot will determine the frequency observed in the light curve. In
yet another type of case, multiple tongues are observed (Kulkarni & Romanova
1252008, 2009, like in cases of large magnetospheres, e.g.), but one or two tongues
are stronger than others, and can give rise to a QPO peak. Below we include
the  = 0.5 case as an example of accretion to slightly larger magnetospheres.
This case links the very small magnetospheres considered in this chapter with
the much larger ones considered in Kulkarni & Romanova (2009), where QPOs
of similar origin are observed at some sets of parameters.
6.4.2 Frequency Analysis
We performed frequency analysis for all the above cases. First we perform
what we call the spot-omega analysis (Kulkarni & Romanova 2009; Romanova
& Kulkarni 2009), which we ﬁnd to be the most informative for analysis of our
simulations. Namely, we plot the equatorial distribution of the emitted energy
ﬂux at different moments of time (see Figure 6.5, left column). We obtain diago-
nal lines which show that the spots have a deﬁnite order in their rotation along
the star’s equator. The slopes of these lines are proportional to the angular ve-
locity of the spots. We obtained a number of almost parallel lines which reﬂect
multiple rotations of a single spot with approximately the same angular veloc-
ity. We performed this spot-omega analysis for all cases. Figure 6.5 shows the
spot-omega diagrams for the same time interval. One can see that at smaller ,
the lines are steeper because the inner disk is closer to the star and the rotation
of the streams/spots is faster. Near the lines we show the rotation frequencies
of the corresponding spots in units of the stellar rotation frequency. Note that in
the case of the smallest magnetosphere ( = 0.1), the streams become very small
and the spots associated with the energy ﬂux due to gravitational acceleration
becomes weak. In this case we plot the distribution of the density along the
126Figure 6.5: Frequency analysis for runs with different magnetospheric sizes. Left
column: Spot-omega analysis showing the emitted energy ﬂux distribution in
the equatorial plane at different times. The ﬂux varies from 3.4 (red) to 0.008
(blue). The lines reﬂect the motion of individual spots on the stellar surface. The
slope of the lines is proportional to the angular velocity of the hot spots. Right
two columns: Wavelet and Fourier spectra of the light curves from the hot spots
obtained at an observer inclination angle of i = 90 (i.e., when the observer is
in the equatorial plane). The arrows show the frequency corresponding to the
presenceof tworotatingspots. In thebottomrow thelinesshowthe distribution
of the density, and not the ﬂux, in the spots, and the density varies between
3.8 (red) and 0.01 (blue). In this case the lightcurve for which the wavelet and
Fourier spectra are shown is calculated assuming that the emission of the star is
proportional to the density. (From RK09.)
127equator. Closer to the end of this simulation run, the disk comes to the surface
of the star, and the streams (and ordered lines) disappear (see bottom left panel
of Figure 6.5). In the case of the largest magnetosphere,  = 0.5, the spot-omega
diagram shows a little less order because the magnetosphere is stronger and the
rotation of the tongues is less synchronized.
Next we performed wavelet analysis of the light-curves from hot spots. In
the cases with  = 0.5,0.2,0.15 and 0.12, the light-curve is calculated with the
suggestion, as before, that all the gravitational and thermal energy of the matter
falling onto the star is converted into thermal energy, which is radiated isotrop-
ically. The light from the surface of the star is integrated in the direction of the
observer, whose line of sight makes an angle of i = 90 with the rotational axis
of the star (see Romanova et al. 2004; Kulkarni & Romanova 2005, for details). In
the case with  = 0.1, it is expected that energy is released mainly due to friction
between the rapidly moving streams and the star. Calculation of the radiation
from such friction is beyond of the scope of this work. As a ﬁrst approxima-
tion we suggest that the emitted ﬂux is proportional to the matter density at the
star’s surface. Figure 6.5 shows wavelet spectra for all these cases1. These plots
exclude early times, when the streams have yet to reach the star’s surface. One
can see that in each case several frequencies are observed. Comparisons of the
wavelet frequencies with the spot-omega frequencies (left panels) show that one
of the frequencies is approximately twice as high as the frequency of the single
spots shown in the spot-omega diagram, and hence corresponds to the motion
of two spots along the surface of the star.
1Remember that, since the wavelet transform uses a window of width t centered at time
t to calculate the time-dependent frequency spectrum of the lightcurve from time t1 to time t2,
it is necessary to have t1 + t=2 . t . t2 - t=2. This results in a portion of the wavelet plot
being cut off. The width t is inversely related to the frequency, so lower frequencies are more
strongly affected by this restriction.
128We also performed Fourier analysis of the light-curves. For this analysis
we chose only those time intervals during which steady rotation of the spots
was observed. In the case with  = 0.1, we also excluded the late times after
the spots disappear and the boundary layer forms. The Fourier spectra show
similarpeaksasthewaveletplots. Ineachoftheseplots, thepeakcorresponding
to rotation of two spots is most important. Thus we get approximate agreement
between the high-frequency QPOs obtained in all three methods of frequency
analysis.
There are also lower-frequency peaks observed in both the wavelet and
Fourier plots. These frequencies may either reﬂect the shape of the spots, or
be beat frequencies (see also Smith et al. 1995; Psaltis et al. 1998). We do not see
the star’s rotation frequency itself. However, it is possible that our simulations
are not long enough for the wavelet analysis to capture possible QPOs associ-
ated with the slowly rotating star. On the other hand, the spot-omega diagrams
do not show signs of stellar rotation, so it is possible that the corresponding
QPO is very weak.
Note that spiral density waves often form in the disk (Figure 6.4, middle
panels; see also Romanova & Kulkarni 2009). The density waves tend to be
stationary in the coordinate system rotating with a star, that is, they are gener-
ated by the inclination of the dipole. The rotating tongues disrupt the inner part
of this pattern, but the external pattern approximately corotates with the star
(see Figure 6.4). The ﬁgure also shows that sample magnetic ﬁeld lines starting
out equidistantly from the star’s surface also accumulate in the density waves.
Note that these density waves are similar in shape to those suggested by Miller
et al. (1998), except that here the streams are guided by magnetic ﬁelds instead
129Figure 6.6: Same plot as in Figure 6.4 but closer to the end of the run when the
disk approaches the star. The surface shown in the top panels has a density of
0.43. In the bottom panels the density varies between 2.6 (red) and 0.007 (blue).
The ﬁgures are shown in a coordinate system rotating with the star. The time T
is measured in periods of Keplerian rotation at r = 1. (From RK09.)
of being produced by radiation drag.
6.4.3 Interaction through the Boundary Layer
Closer to the end of the simulation run with the smallest magnetosphere ( =
0.1), the accretion rate increased and the disk matter started interacting with the
surface of the star along a belt-like path (see Figure 6.6). Later, the belt became
wider, and an unusual pattern formed, connected with some instability. This is
probably the Kelvin-Helmholtz instability which develops between the slowly
rotating stellar surface and magnetosphere on the one hand, and the much more
rapidly rotating disk, which is expected to rotate at a frequency disk  8 at
130Figure 6.7: Enlarged view of two snapshots from Figure 6.6, showing a surface
of constant density (0.43) and sample magnetic ﬁeld lines. The top and bottom
rows show views from different directions. One can see that matter is lifted
along the surface of the star to larger latitudes. In the case when the disk comes
to the surface of the star, a new instability appears at the disk-star boundary,
which is probably of the Kelvin-Helmholtz type. (From RK09.)
the surface of the star, on the other (Romanova & Kulkarni 2009).
We should note that in all cases, when the modiﬁed tongue or a boundary
layer reaches the surface of the star, it spreads to higher latitudes as predicted
by Inogamov & Sunyaev (1999) (see also Piro & Bildsten 2004; Fisker & Balsara
2005). Figure 6.7 shows such spreading and also a closer view of the unsta-
ble boundary layer on the star’s surface. During such close contact between the
disk and the star, energy is expected to be released mainly from friction between
the disk matter and the stellar surface, like in the usual hydrodynamic bound-
ary layer. Compared with all the cases in the previous sections, no energy is
associated with the matter falling onto the star’s surface. Such boundary layers
require special investigation. Note that even in the case with no magnetosphere,
a weak magnetic ﬁeld threads the disk, and magnetic ﬁeld lines are wrapped in
the inner parts of the disk.
At later times, when the disk comes closer to the star, the magnetic ﬁeld lines
131trapped in the equatorial region are pushed closer to the star or buried. Note
that at the same time the ﬁeld lines above and below the disk are not buried
(see also Figure 6.7). It might be necessary to reconsider the process of ﬁeld
burial by a thin disk through a boundary layer, taking into account the fact that
a signiﬁcant amount of magnetic ﬂux may inﬂate into the corona and stay there.
6.4.4 Example: Application to Accreting Millisecond Pulsars
Here we show a sample application of our simulations to accreting millisecond
pulsars (see also Romanova & Kulkarni 2009). We take a neutron star with mass
M = 1.4M, radius R = 10 km and surface magnetic ﬁeld B = 3108 G. The
corresponding reference values are in Table 6.1. We convert the dimensionless
results obtained in x4.1 and x4.2 into dimensional values. The dimensionless
stellar angular velocity is ! = 0.354. The corresponding dimensional angular
velocity is !dim = !!0 = 1002 s-1, dimensional period is Pdim = 2=!dim =
6.3 ms, and the dimensional frequency is dim = 159 Hz. The time T used in
the ﬁgures has the reference value P0 = 2.2 ms which is the Keplerian rotation
period at r = 1 (= 3R = 30 km). The spot-omega diagrams in Figure 6.5
(left panels) show the frequencies associated with the rotation of one spot for
different values of . In the case of the larger magnetosphere ( = 0.2) the
frequency is 1spot  3.4 = 541 Hz. Since there are two antipodal hot spots,
we expect the observer to see twice that frequency, 2spots  1082 Hz. In the
case with  = 0.15, the disk is closer to the star and the frequencies are 1spot 
4.5  715 Hz and 2spots  1430 Hz. For  = 0.12 the frequencies are 1spot 
5.3 = 843 Hz and 2spots  1686 Hz. And for  = 0.1 the frequencies are
1spot  6.2 = 986 Hz and 2spots  1972 Hz. The frequencies are quite high
132Table 6.2: Values of the quantities described in subsection 6.4.4 as a function of
the magnetospheric size parameter .
 0.5 0.2 0.16 0.15 0.12 0.1
˙ M=2 0.88 3.0 4.1 4.4 5.5 6
˙ M (10-9 Myr-1) 1.9 6.6 9.0 9.7 12 13
1spot (Hz) 350 541 670 715 843 986
2spot (Hz) 700 1082 1340 1430 1686 1972
because the disk is close to the surface of the star. In simulations with a larger
magnetosphere,  = 0.5, we obtain lower frequencies, 1spot  2.2 = 350 Hz
and 2spots  700 Hz.
In application to neutron stars, Equation 6.2 can be re-written as:
˙ Mdim = 2.6  10
-9
 ˙ M
2

B
3  108G
2 
M
1.4M
-1
2 
R
106cm
 5
2 ˙ M
yr
. (6.3)
One can see that the accretion rate depends on the dimensionless parameter
˙ M=2. Table 6.2 shows that the ratio ˙ M=2 systematically increases with de-
creasing , and so do the accretion rate and the frequencies 1spot and 2spots.
So, the cases with different  considered above correspond to different accre-
tion rates where, depending on accretion rate, the frequency drifts between
2spots  700 Hz when the accretion rate is lower and the magnetosphere is
larger, and 2spots  1972 Hz when the accretion rate is higher and the mag-
netosphere is very small. The ratio of these two frequencies is 2.8 and can be
smaller or possibly larger depending on the variation of the accretion rate, and
is close to the observed drifts of the main high-frequency QPO in, e.g., millisec-
ond pulsars (van der Klis 2000) and dwarf novae (Warner & Woudt 2006).
Only if the two hotspots are antipodal and identical, do we expect 1spot to
be absent from the power spectrum. This is true for the small magnetosphere
( 6 0.2) cases. In the large magnetosphere ( = 0.5) case, we see that the
133spots are not identical; one spot is often much larger than the other, and hence
the frequency 1spot may dominate. If the magnetic ﬁeld of the star is not an
ideal dipole ﬁeld (that is, if it is a slightly misplaced dipole, or a more complex
ﬁeld, e.g., Long et al. 2007, 2008) then the symmetry breaks and one spot will
be always larger than the others, and the lower frequency 1spot will dominate.
Then we expected the frequency to drift between 350 Hz and 990 Hz.
Simulations of stars with larger magnetospheric sizes,  & 0.5, usually show
much more chaotic behavior in the unstable regime, as we saw in Chapter 5
(see also Kulkarni & Romanova 2008, 2009; Romanova et al. 2008). In spite of
stochastic accretion in the unstable regime, the spots on the surface of the star
show a component which rotates with the angular velocity of the inner disk
(Kulkarni & Romanova 2009). This component analyzed through rotation of
spots (like in the left column of Figure 6.5) shows clear indication of lines asso-
ciated with motion of different temporary spots with angular velocity approx-
imately equal to the angular velocity of the inner disk (Kulkarni & Romanova
2008). This frequency component is weaker than the stochastic components as-
sociated with unstable accretion. However, in longer simulation runs this QPO
peak associated with the inner disk frequency may by ampliﬁed with time and
may become signiﬁcant, because the high-amplitude stochastic components are
relatively incoherent and their frequencies constantly drift.
Although we consider accretion to a relatively slowly rotating star, similar
MBLs and QPOs are expected for more rapidly rotating stars.
1346.4.5 Disk Oscillations
NotethatsomepeaksobservedinthewaveletsandFourierspectramaybeasso-
ciated with the disk-star interaction. An accretion disk can have different modes
of oscillation. These include bending oscillations of the inner disk driven by the
star’s rotating misaligned dipole ﬁeld (e.g., Lai & Zhang 2008) and radial oscil-
lations of the inner disk (e.g., Alpar & Psaltis 2008; Lovelace & Romanova 2007;
Lovelace et al. 2009; Erkut et al. 2008). The bending oscillations lead to the for-
mation of an m = 1 mode spiral wave rotating with the frequency of the star. In
our simulations we do see traces of bending waves. The radial oscillations can
arise from a linear Rossby wave instability (RWI) where the angular frequency
of the oscillations (with mode number m = 1) is less than the peak in the an-
gular velocity in the inner disk, 
max (Lovelace & Romanova 2007; Lovelace
et al. 2009). This mode is radially trapped in a narrow region inside the radius
at which 
max occurs. The beat between this mode and the stellar rotation fre-
quency may lead to the coupled twin peak QPOs observed in some millisecond
pulsars (e.g., van der Klis 2006).
We now derive from our simulations the radius at which the disk angular
velocity matches that of the spot. Figure 6.8 shows this analysis for cases with
different . First, we plot the radial dependence of the angular velocity in the
disk at sample times (Figure 6.8, top row). Then we take the angular velocity
of the spot from the spot-omega diagram (Figure 6.5, left column) and ﬁnd the
point (marked by a red dot in Figure 6.8) where angular velocity of the spot
equals that in the disk. Next, we plot the radial dependence of angular veloc-
ity (Figure 6.8, middle row) and density (bottom row) at the same moment of
time. The dash-dotted circle in the plots is the line on which the angular veloc-
135Figure 6.8: Top row: Radial dependence of the disk angular velocity at the same
moment of time as the corresponding panels in the bottom two rows (thick blue
line), and at a different moment of time (black line). The red spot marks the
point where the angular velocity matches that of the spots. Middle row: Angular
velocity distribution. The background shows the angular velocity, while the
thick red line shows the kinetic plasma parameter 1 = 1, and the black dash-
dot circle shows where the angular velocity equals that of the spot. Bottom row:
Same, but for the density distribution. (From RK09.)
ity equals that of the spot. One can see that in all cases the rotational velocity of
the spot corresponds to the inner edge of the disk. It corresponds to a distance
only slightly larger than the Alfv´ en surface (red line), where the kinetic plasma
parameter 1 = (p+v2)=(B2=8) = 1. Note that the magnetosphere is strongly
non-axisymmetric, and therefore the 
 distribution in the disk varies with time.
Different oscillation modes in the disk may inﬂuence the position or bright-
136ness variation of the spots on the surface of the star. We do observe some fre-
quencies in the power spectra of the light-curves, but at present we are not sure
that the observed frequencies reﬂect disk oscillations. Future (longer) simula-
tion runs may help reveal such a possibility. On the other hand, disk oscillations
can be investigated directly from the simulations. We plan to do this in the fu-
ture.
Figure 6.5 shows that there are several peaks observed in the wavelet and
Fourier spectra. We know the origin of only one of them, associated with ro-
tation of the unstable tongues. Other peaks may be associated with disk os-
cillations or with beat frequencies between the disk and the star. However, at
present our runs are not long enough to establish the origin of these peaks.
6.5 Conclusions
We considered accretion to slowly rotating stars with small and tiny magne-
tospheres in the stable and unstable regimes (see also Romanova & Kulkarni
2009). We conclude that:
1. In the stable regime, a small magnetospheric cavity and tiny funnel streams
form, producing hot spots on the star’s surface which tend to be in a preferred
position determined by the dipole inclination (we had example runs for  =
15). In this case the frequency of the star is expected to dominate. However,
the rapidly rotating disk has a tendency to “drag” the funnel stream to faster
rotation, due to which parts of the hot spots often rotate much faster than the
star. At lower  this effect becomes even more signiﬁcant, and the spots may
137rotate faster than the star for a long time, leading to QPOs (see also Romanova
et al. 2004; Bachetti & et al. 2009), or slower than the star, leading to matter
accreting through a trailing funnel (e.g., Romanova et al. 2002), producing a
lower-frequency QPO.
2. In the unstable regime we observed that matter accretes through two or-
dered streams which rotate with the angular velocity of the inner disk, that
is, much faster than the star. They hit the surface of the star forming two an-
tipodal hot spots. Rotation of these spots along the surface of the star leads
to high-frequency QPOs at the inner-disk frequency, or more often, twice that
frequency. Such persistent streams/spots have been observed at a variety of pa-
rameters and are seen to be quite long-lived. Coherent rotation of this kind has
been observed for small magnetospheres. For large magnetospheres we ﬁnd
that the spots are much more chaotic in the sense that they form at different
parts of the star (Romanova et al. 2008; Kulkarni & Romanova 2008). In inter-
mediate cases we observed that one or two ordered streams may form, which
are less ordered than in the cases of small magnetospheres, but still may give
QPO peaks (Kulkarni & Romanova 2009). On the other hand, the accretion may
be stochastic, but one or two streams may be stronger than the others, and the
hot spots associated with these streams may lead to QPOs.
3. Correlation is observed between the size of the magnetosphere and the
QPO frequency: the frequency is higher at smaller magnetospheric sizes. We
expect that secular variation of the accretion rate will lead to drifting of the
QPO frequency. Correlation between the frequency and the accretion rate has
been observed in a number of accreting millisecond pulsars (e.g., van der Klis
2000).
4. We were able to model a wide range of QPO frequencies. In application
138to millisecond pulsars the frequency associated with rotation of one spot varies
between 1spot = 350 Hz and 990 Hz. In cases of small magnetospheres, the
two spots are very similar in brightness, and the expected frequencies are twice
as high. Only if the two spots are antipodal and identical, do we expect 1spot
to be absent from the power spectrum. This is true for the small magnetosphere
( 6 0.2) cases. In the large magnetosphere (=0.5) case, we expect to see 1spot.
The most striking result of this chapter is the discovery of a new regime of
unstable accretion which shows clear high-frequency QPO peaks.
139CHAPTER 7
CONCLUSIONS AND DISCUSSION
7.1 Summary of Results
The main results of this work are that unstable accretion is expected to be fairly
common, and to have signiﬁcant observational effects. Instabilities therefore
need to be taken into account when interpreting observations of any accreting
magnetized star.
1. AccretionthroughtheRayleigh-Taylorinstabilityatthedisk-magnetosphere
interface, resulting in penetration of accreting matter through the magne-
tosphere, is expected to occur in a wide range of accreting systems, if the
misalignmentanglebetweenthestar’srotationandmagneticaxesissmall,
 . 30. It is associated with moderate to high accretion rates, and coex-
ists with funnel ﬂows for a relatively broad range of accretion rates. The
instability is expected to occur in most accreting systems for typical values
of mass, radius, surface magnetic ﬁelds and accretion rates.
2. The tongues are very transient, but their rotation rate is relatively steady,
except in the most strongly unstable cases, and is consistent with the an-
gular velocities in the inner disk region. Therefore, over long periods
(thousands of stellar rotations), one can expect quasi-periodic oscillations
(QPOs) in the light curves at the tongue rotation frequency.
3. Since the QPO frequency is determined by the inner disk frequency, in-
creasing the accretion rate in our simulations increases the QPO frequency,
which is exactly what is observed in accreting neutron star systems.
1404. There is signiﬁcant accretion through antipodal funnels even during un-
stable accretion for a broad range of parameter values. The lightcurves
therefore show periodicity at the stellar rotation frequency or twice that,
depending on the misalignment angle and the viewing geometry, as in
cases with stable accretion.
5. There exists a regime of accretion to stars with small magnetospheres,
which we refer to as the “Magnetic Boundary Layer” regime. During un-
stable accretion in this regime, there are usually two diametrically oppo-
site tongues, and they are much more steady and long-lived. We obtain
clear QPOs in this case.
6. For large misalignment angles ( & 25) between the star’s rotation and
magnetic axes, the accretion funnels are always present, and the tongue
motion is restricted, due to which the power spectra always show the
star’s rotation frequency.
As mentioned above, unstable accretion results in a completely different ac-
cretiongeometry. Assuch, ithassigniﬁcantimplicationsformanyobservational
features of accreting magnetized stars.
1. Unstable accretion could be a viable explanation for the QPOs observed in
light curves of accreting millisecond pulsars (see, e.g., van der Klis 2000,
for a review).
2. The light curves of young stars often lack clear periodicity (e.g., Herbst
et al. 2000, 2002). Such light curves would not preclude the existence of an
ordered stellar magnetic ﬁeld if accretion through instabilities were taken
into account. The observations of young stars typically extend over only a
141few stellar rotations, so the QPOs mentioned above would not be expected
to be seen.
3. If the accretion rate is close to the boundary between stable and unsta-
ble regimes, slight changes in the accretion rate can cause the accretion
to episodically switch between being stable and unstable, causing corre-
sponding appearance and disappearance of pulsations (x5.4). This might
be a possible explanation for the behaviour of intermittent pulsars (e.g.,
Altamirano et al. 2008; Casella et al. 2008).
4. Lack of pulsations does not imply that the magnetic ﬁeld is dynami-
cally unimportant. The most strongly unstable cases shown in this work
lack pulsations in their lightcurves, but have distinct magnetospheres that
strongly affect the matter ﬂow around the star. The magnetic moment in
these cases is stronger by a factor of  20 than in cases that show ﬁeld
burial, discussed in Romanova & Kulkarni (2009). Field burial is an argu-
ment that is often advanced as an explanation for the paucity of accreting
millisecond pulsars. The unstable regime complements this argument by
providing another way for pulsations to be absent.
5. Instabilities would also affect the spectral variability of CTTSs, since the
spectral line proﬁles are dependent upon the density and velocity of the
accretion ﬂow (see, e.g., Symington et al. 2005; Kurosawa et al. 2006).
6. In the case of young stars surrounded with gas/dust disks where planets
are forming and migrating inward, the tongues may support inward mi-
gration, so that the magnetospheric gap, which halts migration (see, e.g.,
Lin et al. 1996; Romanova & Lovelace 2006; Papaloizou 2007), may form
only in the state of stable accretion.
1427.2 Future Work
Below, ne mention some of the things that were beyond the scope of this work,
but would be interesting to study in the future.
1. We have found direct evidence of QPOs only in the Magnetic Boundary
Layer regime. In the regime of larger magnetospheres, longer runs would
be needed to obtain deﬁnite QPOs. This would enable us to ensure that
the QPO analysis by tracking the hot spot motion on the stellar surface is
indeed robust.
2. It would be interesting to investigate in more detail the parameter ranges
at which the instability appears. The dependence on the accretion rate is
a phenomenological result, the physical meaning of which is not perfectly
clear. It might be helpful to explore the dependence of the instability on
the stellar and inner-disk rotation rates, since the difference between the
gravitational and centrifugal forces, which is determined by the difference
between the stellar and inner-disk angular velocities, is an important fac-
tor in the instability criterion.
3. Spectral line proﬁles would be different during accretion through insta-
bility, and therefore, line proﬁle calculations including radiative transfer
would be an important next step.
4. In this work we have used dipole magnetic ﬁelds. The magnetic ﬁelds in
many classical T Tauri stars, however, are more complicated (e.g., Donati
et al. 2007). It would be interesting to examine the behavior of the insta-
bility and the variability features for such ﬁelds.
5. Another interesting thing to compare the spin-up or spin-down torques
143during unstable accretion with those during stable accretion. Preliminary
analysis shows that the torques are higher, even when the effect of the
higher accretion rate during unstable accretion has been accounted for.
However, more careful analysis of this is needed.
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