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Abstract
Emergency departments are characterized by the need for quick diagnosis under pressure. To select the most appropriate 
treatment, a series of rules to support decision-making has been offered by scientific societies. The effectiveness of these rules 
affects the appropriateness of treatment and the hospitalization of patients. Analyzing a sample of 1844 patients and focus-
ing on the decision to hospitalize a patient after a syncope event to prevent severe short-term outcomes, this work proposes 
a new algorithm based on neural networks. Artificial neural networks are a non-parametric technique with the well-known 
ability to generalize behaviors, and they can thus predict severe short-term outcomes with pre-selected levels of sensitivity 
and specificity. This innovative technique can outperform the traditional models, since it does not require a specific functional 
form, i.e., the data are not supposed to be distributed following a specific design. Based on our results, the innovative model 
can predict hospitalization with a sensitivity of 100% and a specificity of 79%, significantly increasing the appropriateness 
of medical treatment and, as a result, hospital efficiency. According to Garson’s Indexes, the most significant variables are 
exertion, the absence of symptoms, and the patient’s gender. On the contrary, cardio-vascular history, hypertension, and age 
have the lowest impact on the determination of the subject’s health status. The main application of this new technology is the 
adoption of smart solutions (e.g., a mobile app) to customize the stratification of patients admitted to emergency departments 
(ED)s after a syncope event. Indeed, the adoption of these smart solutions gives the opportunity to customize risk stratifica-
tion according to the specific clinical case (i.e., the patient’s health status) and the physician’s decision-making process (i.e., 
the desired levels of sensitivity and specificity). Moreover, a decision-making process based on these smart solutions might 
ensure a more effective use of available resources, improving the management of syncope patients and reducing the cost of 
inappropriate treatment and hospitalization.
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(ERs)
Introduction
The emergency department (ED) is a key component of hos-
pital activities, supplying health treatment and services to 
patients. The physicians’ activities involve making a rapid 
provisional diagnosis, and choosing the most appropriate 
treatment. To help physicians to carry out a rational evalua-
tion in a stressful environment, a series of support decision-
making rules have been offered by scientific societies. This 
decision-making process might have a significant economic 
impact [1–3], and a trade-off between efficiency and effec-
tiveness might arise [4]. On one hand, physicians may be 
more interested in stratifying patients based on the type of 
classification chosen (i.e., expected levels of true positives 
and false negatives). In other words, sensitivity should drive 
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the setting of every stratification rule, properly supporting 
the decision-making process in EDs [5]. On the other hand, 
the hospital management may be more interested in misclas-
sification (i.e., expected levels of true negatives and false 
positives), which can affect the appropriateness of treat-
ment and the hospitalization of patients, thus conditioning 
hospital efficiency [6, 7]. Moreover, the appropriateness of 
treatment has a large impact upon the quality of hospitals 
as perceived and assessed by patients and policy makers 
[8–10]. This is even more relevant if we consider the current 
period of global austerity and widespread spending cuts in 
the healthcare sector [11], which might lead hospital manag-
ers to adopt innovative solutions to face budget constraints 
[12–14].
In this work, the authors focus on a specific type of deci-
sion-making problem, i.e., whether to hospitalize a patient 
after a syncope event, to prevent subsequent severe short-
term outcomes [15–17]. Several rules have been proposed 
to support physicians’ decision-making in this context, such 
as the San Francisco Syncope Rule (SFSR) [18] and that 
of Osservatorio Epidemiologico sulla Sincope del Lazio 
(OESIL) [19]. The OESIL risk score is the simple arith-
metic sum of the number of independent end-point predic-
tors found for every single patient. This score is timesaving, 
because it can be easily calculated during triaging in EDs. 
The SFSR is structured as a kind of decision tree, with a 
series of questions about the clinical condition of the patient, 
and, at the end of the process, the physician is able to stratify 
the risk of short-term severe outcomes. Table 1 offers an 
overview of these rules, highlighting the adopted variables 
and their functioning.
Using multivariate logistic regression models, several 
studies have sought to validate these scores, resulting in 
different sensitivity and specificity values according to the 
selected sample of observations. Considering the SFSR, 
two studies have been conducted on the same sample (i.e., 
684 patients), but assessing different variables as predic-
tors of serious events after syncope. In detail, the former 
obtains a sensitivity of 96% (confidence interval 92–100%) 
and a specificity of 62% (CI 58–66%) [20], while the latter 
achieves an apparent improvement in performance, i.e., a 
sensitivity of 86% (CI 71–94%) and a specificity of 70% (CI 
66–74%) [21]. According to the results collected in another 
study on the same sample of patients, the OESIL score 
shows a sensitivity of 88% (CI 70–98%) and a specificity 
of 60% (CI 55–64%), while the SFSR has a sensitivity of 
81% (CI 61–93%) and a specificity of 63% (CI 58–67%) in 
predicting adverse outcomes within 10 days [22].
The current literature proposes an alternative approach 
to the classic multivariate logistic regression models: artifi-
cial neural networks (ANNs). This innovative technique can 
outperform the traditional models, since it does not require a 
specific functional form, i.e., the data are not supposed to be 
distributed following a specific design. Indeed, multivariate 
logistic regression models require specific functional forms 
(i.e., parametric models), which might significantly affect 
the final results [4, 15]. In other words, neural networks can 
outperform the classic models, since they can adapt to the 
initial data sample, showing greater generalization ability.
Against this background, the main goal of our study is 
to propose a new algorithm based on artificial neural net-
works (ANNs), which, compared to the traditional logistic 
regression models, is able to stratify the risk of severe out-
comes after a syncope spell with greater accuracy [20–22]. 
More precisely, we have elaborated an innovative algorithm 
through which the physician can select the expected levels 
of sensitivity and specificity (e.g., sensitivity of 100% and 
specificity of 79%). Based on this, the model then estimates 
the weights of the different variables, making it possible to 
predict severe short-term outcomes after a syncope event 
with the expected level of accuracy.
Data and methodology
Data
The data used in the analysis are taken from three differ-
ent studies, providing information about 1844 patients for 
our case study on the stratification of severe short-term 
outcomes [20, 23, 24]. These outcomes include death, the 
need for major therapeutic procedures (i.e., cardiopulmonary 
resuscitation, pacemaker or implantable cardio-verter–defi-
brillator insertion, intensive-care unit admittance, and acute 
antidysrhythmic therapy), and early (within 10 days) read-
mission to hospital due to similar symptoms. In particular, 
according to our data sources, major therapeutic procedures 
refer to those procedures undertaken after the ED patient is 
hospitalized or discharged. Table 2 shows key information 
Table 1  Variables and functioning of the main stratification rules 
adopted in EDs [19]
Rule Variables Functioning
SFSR Congestive heart failure, 
history of:
Hematocrit < 30%
ECG, abnormal
Shortness of breath
Systolic blood pressure at 
triage < 90 mmHg
Patient at high risk if 
a single variable is 
present
OESIL History of cardio-vascu-
lar disease
Abnormal ECG
Age > 65 years
Absence of prodromal 
symptoms
Single factor counts as 1
Sum ≤ 1 (low risk)
Sum > 1 (high risk)
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about the above studies and some preliminary descriptive 
statistics of the sample of patients.
The information included in the whole database refers to 
physical and biological characteristics of the patients (e.g., 
gender, age, syncope during exertion, trauma following syn-
cope, abnormal electrocardiography, history of cardio-vas-
cular disease, history of cerebro-vascular disease, absence of 
prodrome before syncope, and previous history of syncope). 
Nevertheless, not all the variables were available for all the 
patients, and, after the data sets were merged, total obser-
vations decreased to 1825. To reduce potential weakness 
of representation, a bootstrap procedure was applied to the 
initial sample [25, 26]. Table 3 presents detailed descrip-
tive statistics of the selected sample of patients, showing the 
available variables according to gender and age. As stated 
in the current literature [23], these variables are statisti-
cally significant risk factors for severe short-term outcomes 
(within 10 days).
In this work, we focus on the above factors, comparing 
different stratification rules adopted by physicians in EDs 
with the innovative methodology, i.e., ANNs.
Artificial neural networks (ANNs) as new 
stratification rule
Artificial neural networks (ANNs) are complex models 
organized in layers (multilayer) formed by neurons (also 
called perceptrons) interconnected via synapses (weights). 
Due to their well-known ability to generalize behaviors [27], 
ANNs have been successfully applied to many fields, such 
as urinary tract infections and celiac disease [28, 29], acute 
myocardial infarction and hemodynamic changes [30, 31], 
as well as in EDs to stratify patients [4, 15, 32–34].
As highlighted in Fig. 1, the first layer is called “input 
layer”, and it is composed of a number of neurons (or nodes) 
equal to that of the variables analyzed (in our specific case, 
as many neurons as the available pieces of information on 
the patients). The last layer is the “output layer”, from which 
the result of model is derived. The number of nodes in this 
layer depends on the type of answer expected. Typically, 
there is only one neuron, because the result is expressed in 
dichotomous form. Between the input layer and the output 
layer, there are hidden layers, which can be more than one. 
Table 2  Descriptive statistics of 
the selected sample of patients 
according to the data sources
Source No. of patients Female (%) Male (%) Total (%) Severe short-
term outcomes 
(%)
First study [20] 684 21.85 15.24 37.09 37.16
Second study [23] 695 21.10 16.59 37.69 20.18
Third study [24] 465 11.50 13.72 25.22 42.66
Total 1844 54.45 45.55 100.00 100.00
Table 3  Descriptive statistics of 
the available variables Variables Female Male
< 65 (%) > 65 (%) < 65 (%) > 65 (%)
Syncope during exertion 4.03 4.41 4.07 5.63
Trauma following syncope 15.25 20.11 17.89 21.00
Abnormal electrocardiography 10.38 43.10 21.14 51.73
History of cerebro-vascular disease 6.36 36.21 13.82 48.70
History of cardio-vascular disease 5.93 33.91 14.09 43.94
Absence of symptoms 31.57 30.84 27.10 35.06
Hypertension 11.02 55.94 21.95 49.57
History of syncope 43.64 37.16 37.13 36.15
Severe short-term outcomes 3.18 13.41 7.59 20.35
Fig. 1  Feed-forward MultiLayer Perceptron framework [45]
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The literature suggests that a single hidden layer can approx-
imate any functional form [31, 35]. The number of neurons 
in the hidden layers must be found empirically [36, 37], 
although some authors have tried to define specific rules. For 
instance, some researchers suggest using the formula (2i + 1) 
where i =1, …, I represents the number of variables consid-
ered [38–40]. A better performing and less time-consuming 
criterion has been validated, and it uses the proportion 0.75i 
[41, 42]. The links between the layers are the “synapses”, 
mathematically called weights, which collect information 
about the relationships between the input variables and 
the expected outputs. These relationships are formalized 
through functions that are, in the majority of cases, non-
linear (e.g., logsigmoidal, tansigmoidal, hardlim, and so on). 
The activation functions used in this model are linear from 
the input layer to the hidden one, and tansigmoidal from the 
hidden layer to the output one.1 The relationships between 
the layers are collected in weight matrixes, and their analy-
sis makes it possible to evaluate the contribution of each 
piece of information to the definition of the expected out-
puts [39, 43]. The MultiLayer Perceptron (MLP) network is 
represented in Fig. 1, and its links are feed-forward, because 
the connections come from the input layer to the hidden 
one and from the hidden layer to the output one. Backward 
or recursive relationships are not considered in this frame-
work. The feed-forward MultiLayer Perceptron works with 
a supervised learning technique through a back-propagation 
algorithm. Note that there are some network frameworks that 
use an unsupervised procedure, i.e., Self-Organizing Map or 
Kohonen networks [44].
Figure 2 shows how supervised learning works with the 
back-propagation algorithm. The initial sample is divided 
into two sub-samples: the training sample and the validation 
sample. In the first phase, only elements from the training 
sample are introduced into the model, and, through the back-
propagation algorithm, the network attempts to minimize the 
mean-square output error over the entire training set. The 
ANN computes weights matrixes until a predefined error 
threshold is reached. In this step, the model is fed informa-
tion about the patients, but also about the “target”, i.e., their 
health status (severe short-/long-term outcomes). This stage 
is very important, because the ANN learns from the data, 
and collects, within weight matrixes, information about the 
relationships between the variables. It clearly emerges that 
dividing the initial sample into training and validation is 
critical: the training set must represent all possible types of 
patients with their specific characteristics. In our case, two 
proportions are set: 4/5 in the training sample and 1/5 in 
the validation one (first case); 9/10 in the training sample; 
1/10 in the validation one (second case). Once the weights 
and ANN framework are defined (i.e., type of activation 
functions between layers; number of hidden layers and their 
nodes; other technical parameters, such as the search func-
tion for the optimal gradient, etc.), these parameters are 
applied to the validation sample, which is introduced into the 
ANN without any information on severe short-/long-term 
outcomes. The ANN applies the framework to the new data 
to evaluate results and the ability of the model to provide 
correct classification.
In our model, information about the patients is introduced 
into the input layer with the aim of obtaining an outcome for 
each patient, indicating whether severe short- or long-term 
outcomes are likely (1 if they are; 0 if not).
Sensitivity–specificity search algorithm
According to the current literature [5], sensitivity is defined 
as true positives/(true positives + false negatives), whereas 
specificity as true negatives/(true negatives + false posi-
tives). The positive predictive value is defined as true posi-
tives/(true positives + false positives), whereas the negative 
predictive value is defined as true negatives/(true nega-
tives + false negatives). When initiating the algorithm, physi-
cians can set the desired values of sensitivity and specificity. 
In this manner, the complex model trains itself, and obtains 
parameters based on the expected performance, while, up to 
now, model performance has been measured considering the 
instances of correct classification [6]. This approach meets 
the physicians’ expectations, since, by means of the algo-
rithm presented here, the model parameters are estimated 
starting from preset sensitivity and specificity values. In 
detail, the authors have chosen to set sensitivity at 90% and 
specificity at 85%, with a validation sample of 1/10, and 
sensitivity at 100% and specificity at 80%, with a validation 
sample of 1/5.
With the purpose of finding the best results in terms 
of errors, the first version of the algorithm [45] has been 
Fig. 2  Supervised learning of MLP with back-propagation algorithm 
[45]
1 The tansigmoidal function has a logsigmoidal form with a codo-
main range from − 1 to + 1.
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changed to attain the optimal threshold that minimizes 
errors, and allows sensitivity and specificity values to 
converge toward those chosen by the physicians. Specifi-
cally, a threshold vector, ranging from 0 to 1 with a step 
of 0.001, has been defined, and the model results (i.e., true 
positive, false negative, false positive, true negative, sen-
sitivity, and specificity) have been computed for each ele-
ment of this threshold. Then, the empirical values of sen-
sitivity and specificity have been compared to the expected 
ones. The following sensitivity vector  (diff_sensi,1, where 
i represents the value of the tested threshold) shows an 
example of the difference in absolute value between the 
expected value and the empirical one. The same vector 
has been calculated for specificity. This indicates a sort of 
“error” of the result compared to the expected value, so the 
algorithm computes the minimum value of this vector and 
memorizes its position, i.e., the corresponding threshold:
It is clear that the optimum threshold for sensitivity is 
often not the same as that for specificity, so the fundamen-
tal question is: how can the optimum threshold be chosen? 
As a first step, the algorithm computes the mean value for 
each observation (i.e., patient) of the variables diff_sens 
and diff_spec. In formal terms, we have:
The lower level of the vector  diff_meani,1 identifies the 
best joint values of sensitivity and specificity, and their 
linked threshold.
Once the optimum value of the threshold is established, 
the neural network model runs as explained in the above 
section, and following the optimization algorithm previ-
ously proposed [45], considering a single threshold value 
and computing neural weight matrixes. Concerning com-
putational issues, a bootstrap procedure is used in this 
study to improve the robustness of estimates. Moreover, 
since, in the training phase, ANN weights are randomly 
(1)diff_sensi,1 =
⎡
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set every time, an algorithm allows us to run the ANN for 
a defined number of times (i.e., replications).
The algorithm presented here runs in the training phase 
and yields network parameters ensuring levels of sensitivity 
and specificity defined at the beginning of the computation.
Thus, when a physician introduces new patient data into 
the model, the answer obtained about a potential future 
negative event is specifically based on set levels of sensi-
tivity and specificity.
Applicability of the innovative technology to EDs
The main application of this new technology is the adop-
tion of smart solutions (e.g., a mobile app) to customize 
the stratification of patients admitted to EDs after a syn-
cope event. On one hand, clinical information about the 
patients is collected during triage and then processed by 
the algorithm based on ANNs to support the decision-
making process regarding hospitalization and specialist 
investigations. On the other hand, physicians can use a 
dedicated mobile app to stratify the patients based on their 
clinical records, collected during triage, and preset the 
levels of sensitivity and specificity. The adoption of these 
smart solutions gives the opportunity to customize risk 
stratification according to the specific clinical case (i.e., 
the patient’s health status) and the physician’s decision-
making process (i.e., the desired levels of sensitivity and 
specificity). Obviously, by implementing new algorithms 
in different contexts (e.g., to stratify chest pain linked to 
suspected cardiac problems), this app can be extended to 
the stratification of other risks to comprehensively support 
clinical decision-making in EDs. Finally, direct collection 
of data about incoming patients during triage makes it 
possible to gather new evidence to refine the algorithm, 
so that updated versions of our innovative technology 
will become ever more effective at every access. In other 
words, we can provide an effective learning decision-mak-
ing system for EDs.
The implementation of this solution would require a 
framework based on the Internet of Things (IoT) for the 
exchange of information among healthcare actors in hos-
pitals (i.e., triage personnel and physicians). A web-based 
dashboard and a decision-making support system based 
on ANNs would display the results of the customized risk 
stratification. From a technical point of view, the proposed 
algorithm is built and tested using Matlab code, which can 
then be converted into the C programming language and 
integrated into iOS and Android apps. Alternatively, we 
might develop the algorithm in R-stats, writing the app in 
Java or Python.
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Results
Table 4 presents comparative results in terms of sensitivity, 
specificity, number of total errors (TEs), and percentage of 
total errors (% TEs). The comparison is made between the 
proposed innovative model (i.e., ANN), and the approaches 
currently adopted (i.e., OESIL and SFSR), using the same 
sample of patients (considering both validation sub-samples, 
i.e., 1/5 and 1/10) and the available variables. In particular, 
the authors have calculated the performance indexes on the 
patients of the ANN validation sample. Only in the case of 
the SFSR, the scores are not available for all the subjects of 
the validation sample, so the number of patients does not 
correspond.
In terms of sensitivity, the ANN presents significantly 
higher values for both cases of validation (i.e., 93% and 
100%), while, as for specificity, the ANN still performs well. 
These results are clearly due to the sensitivity–specificity 
algorithm, that is to say, the opportunity for physicians to 
set performance levels which that might be able to meet their 
expectations (i.e., minimize the number of false negatives). 
Looking at total errors, the ANN displays a lower percent-
age compared to the OESIL and SFSR methods when the 
validation is 1/5 of the whole sample, whereas the number 
of total errors is at its lowest when the proportion is 1/10. 
Obviously, these results are very sensitive to the size and 
quality of the data used in the training set. Indeed, when a 
smaller validation sample is considered, the performance 
of all the scores increases (i.e., proportion of the validation 
sample equal to 1/10).
In addition, Table 4 presents the values of the area under 
the curve (AUC), considering indexes and different valida-
tion proportions. These values indicate the area under the 
ROC (receiver-operating characteristics) curve, which rep-
resents the relation between specificity and 1 − sensitivity. 
In Fig. 3, the ROC curves are presented for both the ANN 
and the OESIL scores. The ROC curves are displayed in the 
same figures, distinguished only by the different validation 
proportion; instead, the SFSR is shown in separate graphs 
due to the different sample size (i.e., 495 instead of 1825). 
Note that the graphs are not strictly continuous curves but 
piecewise linear curves, since the outputs are dichotomous 
variables.
The last two rows of Table 4 report the negative like-
lihood ratio (LR −), i.e., the ratio between (1 − sensitiv-
ity)/specificity, and the positive likelihood ratio (LR +), 
obtained comparing sensitivity and (1 − specificity) [46, 47]. 
According to the current literature, a taxonomy of LR − and 
LR + identifies the predictive ability of the model [48, 49]. 
Considering the negative likelihood ratio, the lower the 
value, the more useful the model is. In particular, for results 
between 0.1 and 0.2, the test is moderately useful. Opposite 
considerations are drawn when taking LR + into account as, 
in this case, performance must exceed the unit value (i.e., 
1 − “indifference cut-off”). In detail, results between 2 and 
5 are only occasionally useful [48, 49]. To sum up, results 
in which LR + is greater than 1 are likely to yield the correct 
diagnosis; indeed, the bigger the number, the more convinc-
ingly the result points to a certain diagnosis [48]. Results of 
LR—varying between 0 and 1—do not support the diagnosis 
of interest; the closer LR is to 0, the less likely the disease. 
When the result is 1, the test is useless.
This study also looks at Garson’s Indexes, deriving from 
the analysis of the weight matrixes of the ANN (results 
shown in Table  5). Through an analysis of the weight 
matrixes obtained by running the neural network, a weight 
percentage is estimated for each variable included in the 
definition of the output (the healthy status). In detail, the 
most significant items (not in a statistical sense) are exertion, 
the absence of symptoms, and the patient’s gender. On the 
contrary, cardio-vascular history, hypertension, and age are 
the variables with the lowest impact on the determination of 
Table 4  Results on validation 
sample comparing ANN, 
OESIL, and SFSR
ANN OESIL SFSR
1/5 1/10 1/5 1/10 1/5 1/10
Tot. subjects 1825 1825 1825 1825 492 492
No. training sample 1460 1642 1460 1642 240 348
No. validation sample 365 183 365 183 252 144
Sensitivity 93% 100% 76% 81% 83% 88%
CI (95%) 80–98% 83–100% 60–88% 58–95% 61–95% 62–98%
Specificity 67% 79% 67% 77% 69% 76%
CI (95%) 61–72% 72–85% 62–72% 70–83% 63–75% 67–83%
Total errors (TEs) 109 34 116 41 74 33
(%) TEs 29.86% 18.58% 31.78% 22.40% 29.37% 22.92%
AUC 0.798 0.895 0.714 0.791 0.76 0.816
Likelihood ratio (LR −) 0.109 0 0.362 0.247 0.25 0.165
Likelihood ratio (LR +) 2.81 4.76 2.31 3.54 2.7 3.61
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the subject’s health status. These weights can be regarded 
as an indication of how much each variable contributes to 
determining severe outcomes.
Limits
Some limitations of this study should be acknowledged. 
First, the database used was compiled for different purposes 
several years ago (i.e., 2004 and 2008) and it includes dif-
ferent end points and clinical variables. Moreover, there is 
heterogeneity in health system organizations, data collection 
methods, and ECG interpretation. For this reason, although 
our data are encouraging, the use of ANNs would require 
more investigation before they can be extensively applied 
in clinical practice. Further studies, comparing ANNs with 
Fig. 3  ROC curves
Table 5  Garson’s indexes for the ANN
Variables Weights (Gar-
son’s Index) 
(%)
Sex 15.89
Age 5.53
Syncope during exertion 18.15
Trauma following syncope 13.04
Abnormal electrocardiography 6.40
History of cerebro-vascular disease 8.74
History of cardio-vascular disease 3.03
Absence of symptoms 17.97
Hypertension 4.92
History of syncope 6.35
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both existing risk stratification tools and clinical judgment, 
are needed to detect any potential hidden weaknesses of this 
innovative technique [15].
Conclusions
The need to classify patients is a critical issue and complex 
systems can be a useful methodology [50, 51]. This is even 
more important in the healthcare sector and, particularly, in 
EDs. The primary goal of physicians working in these units 
is to discriminate between individuals at low risk, who can 
be safely discharged, and patients at high risk, who require 
prompt hospitalization to be monitored and given appropri-
ate treatment [4, 15–17]. Considering patients in emergency 
departments after a syncope event, this work proposes a com-
parative analysis between the stratification rules currently used 
(which are based on multivariate logistic regression models) 
and artificial neural networks (ANNs), highlighting differences 
in the correct classification of severe outcomes at 10 days 
(from the index event). According to our results, there are good 
opportunities to successfully implement alternative risk strati-
fication tools based on ANNs, adopting smart solutions (e.g., a 
mobile app) to customize the stratification of patients admitted 
to emergency departments after a syncope event. The adop-
tion of these smart solutions would make it possible to cus-
tomize the stratification risk according to the specific clinical 
case and the physician’s decision-making process. Obviously, 
these opportunities may have significant impacts in terms of 
appropriateness of treatment and, consequently, in terms of 
hospital management and costs. Indeed, the correct classifica-
tion of patients is fundamental for subsequent hospital admis-
sion and medical treatment. A decision-making process based 
on ANNs might represent an improvement for the healthcare 
sector, ameliorating the management and rate of admission to 
emergency departments of syncope patients, reducing the cost 
of inappropriate treatments and hospitalization, and ensuring 
a more effective use of resources.
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