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This paper addresses the robustness characteristics of the fuzzy inference mechanism in
terms of maximum deviation of the fuzzy and crisp output as a result of the deviation of
the input membership grades. A formulation that introduces several parameters into the fuzzy
reasoning process provides a suitable means to adjust the robustness of the inference engine.
The eﬀect of each of these parameters is investigated and speciﬁc guidelines for assigning their
range are developed to achieve maximum robustness. The maximum possible robustness is
achieved by reducing the sensitivity of the inference mechanism to input variation to a satis-
factory level. This feature will improve the generalization capability of fuzzy-logic models as
illustrated with a well-known example from the literature.
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to changes in the real system. Hence, unwanted jumps are not expected from the
model unless there exits a cause such as a meaningful variation in the input signal.
This issue is most critical for models that are constructed merely from the input–out-
put data, through a black-box approach [2], for instance. The reason is that in the
black-box approach, the model is built from a supposedly comprehensive, yet lim-
ited, set of input–output data, the training set.
Thus, a model generalization is reasonable only when for input points close to the
training data, the output of the model is also close to the corresponding output of the
training data. We call this characteristic of the model marginal continuity. Generally,
this feature could also be considered as a robustness property in the sense that the
output is not too sensitive to unwanted variations of the input, and hence, it is robust
against input noise and uncertainty [5]. The reader can ﬁnd a comprehensive over-
view of black-box modeling approaches in [3].
In the context of fuzzy theory, a fuzzy-logic model of a system is a linguistic pres-
entation of the input–output space partitions, usually in the form of IF-THEN rules
that can be computed to produce the output from the input by means of a fuzzy rea-
soning mechanism. The fuzzy-logic model of a system with r input variables and a
single output variable can be represented by n rules as follows:
IF x1 is B11 AND x2 is B12 AND . . . xr is B1r THEN y is D1
ALSO
. . .
IF x1 is Bn1 AND x2 is Bn2 AND . . . xr is Bnr THEN y is Dn
ð1Þ
where x = [x1,x2, . . . ,xr] is the vector of the signiﬁcant input parameters, r is the
number of antecedents, n is the number of rules, y is the model output, Bij
(i = 1, . . . ,n, j = 1, . . . , r) and Di (i = 1, . . . ,n) are fuzzy sets of the universes of dis-
course X1, . . . ,Xr and Y, respectively.
The issue of robustness in this case is closely related to the way the inference en-
gine operates: aggregating the IF-part membership function (AND connective), per-
forming implication of the rules (IF-THEN connective), aggregating the rules
(ALSO connective), and ﬁnally transforming the inferred output from a membership
function to a single crisp value. In [4,5], a parameterized formulation of the fuzzy
reasoning process was introduced. This parameterized formulation has a closed form
and it can be exploited to investigate the robustness characteristics of the fuzzy infer-
ence mechanism. This is the main focus of the paper.2. The parameterized reasoning mechanism
A fuzzy inference formulation introduced in this section implements a parametric
formulation of triangular norm (t-norm) and conorm (t-conorm) operators [6] for
computing various steps of the reasoning process. The formulation generates a fuzzy
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description of the reasoning formulation is given below.
For the crisp input vector x ¼ ðx1; x2; . . . ; xr Þ, the fuzzy output of the system in
(1) is obtained as:
EðyÞ ¼ bF LðyÞ þ ð1 bÞFMðyÞ; ð2Þ
where Eq. (2) is a linear combination of two extreme reasoning approaches, Mam-
danis (FM) and Logical (FL), that are formulated as follows:
FMðy;BijÞ ¼ Spð#1ðyÞ; #2ðyÞ; . . . ; #nðyÞÞ; ð3Þ
F Lðy;BijÞ ¼ 1 Spðw1ðyÞ;w2ðyÞ; . . . ;wnðyÞÞ; ð4Þ
where
#iðyÞ ¼ T pðsi;DiðyÞÞ; ð5Þ
wiðyÞ ¼ T pðsi; 1 DiðyÞÞ: ð6Þ
The parameter si, called the ‘‘rule degree of ﬁring’’, is the aggregation of the input
membership grades in each rule and is computed as:
siðxÞ ¼ T qðBi1ðx1Þ;Bi2ðx2Þ; . . . ;Birðxr ÞÞ:; i ¼ 1; 2; . . . ; n: ð7Þ
In Eqs. (3) and (4), Sp is the n-ary t-conorm operator computed as [7]:


































The operator Tv (v = p,q) in Eqs. (5) and (7) is the n-ary t-norm operator that is cal-
culated as:
T vða1; a2; . . . ; anÞ ¼ 1 Svðð1 a1Þ; ð1 a2Þ; . . . ; ð1 anÞÞ: ð9Þ
The parametric form of the triangular operators in (8) and (9), cover a wide range of
individual set operators from Zadehs to drastic operators [9]. This results in a ﬂex-
ible inference mechanism that can be adjusted over the inﬁnite continuous variation
of parameters.







½EðyÞa dy 0 6 a 61: ð10Þ
In the above reasoning formulation (i.e., Eqs. (8) and (10)), four reasoning parame-
ters p, q, a, and b are introduced whose variation will cause a continuous range of
variation for the crisp output. Consequently, unlike traditional approach of selecting
32 W.W. Melek, A.A. Goldenberg / Internat. J. Approx. Reason. 39 (2005) 29–47the inference mechanism a priori, the optimum reasoning mechanism would be iden-
tiﬁed for the system by adjusting the above parameters, based on the training data.3. Mathematical preliminaries
The concept of the ‘‘modulus of continuity’’ [1] is often applied to measuring the
variation of a function as a result of the change of its independent variables. For a
real function g that belongs to the family of continuous functions c(X) deﬁned over a
real interval X = [a,b], the modulus of continuity is deﬁned as follows [9]:
cgðhÞ ¼ max
x;d
j gðxþ dÞ  gðxÞ j ð11Þ
for each x 2 X and jdj 6 h where 0 6 h 6 (b  a).
Fig. 1 illustrates the above deﬁnition. Depending on the distance h, the value of cg
varies from zero (for h = 0) to a maximum value when h is equal to the entire range,
i.e., (h = b  a). The value of cg indicates how sharply the function g varies within its
range. The deﬁnition of the modulus of continuity can be extended to the multi-var-
iable real functions g(x1,x2, . . . ,xr) as follows:
cgðh1; h2; . . . ; hrÞ ¼ max
x;d
j gðx1 þ d1; x2 þ d2; . . . ; xr þ drÞ  gðx1; x2; . . . ; xrÞ j
ð12Þ
for each x = (x1,x2, . . . ,xr) 2 X and jdkj 6 hk, where X is the hyper-parallelepiped de-
ﬁned in the r-dimensional sub-space {[a1,b1], [a2,b2], . . . , [ar,br]}, and 0 6 hk 6
(bk  ak), k = 1,2, . . . , r.
It is possible to simplify the deﬁnition in Eq. (12) to a single-variable real function
cg(h) if we choose:
h ¼ maxðh1; h2; . . . ; hrÞ: ð13ÞFig. 1. The modulus of continuity of the function g.
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cgðhÞ ¼ max
x;d
j gðx1 þ d1; x2 þ d2; . . . ; xr þ drÞ  gðx1; x2; . . . ; xrÞ j ð14Þ
for each x 2 X and jdkj 6 hk; k = 1,2, . . . , r.
The output of a system is a function of its input, and hence the modulus of con-
tinuity would be an appropriate index to indicate the variation of the system output.
In a fuzzy-logic model, the values of the input variables are ﬁrst mapped to their
membership spaces, a procedure called fuzziﬁcation. As a result, for a fuzzy model,
it is not the value of the input but its grade of membership to the input clusters that
matters. Therefore, mathematically, the output of the fuzzy model is primarily a
function of the input membership grades. This would not cause a signiﬁcant diﬀer-
ence as long as the input membership functions are smooth enough, i.e., a slight devi-
ation of the input variables leads to a slight deviation of the input membership
grades. This condition is perfectly fulﬁlled for most of the membership function fam-
ilies generally used, such as the trapezoidal. Fig. 2 shows how one can translate the
deviation of the input variable xj to the deviation of its corresponding membership
grade Bij in the ith rule. Further, the primary interest is in the fuzzy output that is
inferred from a set of rules having some input observations. For a set of crisp input
values x ¼ ðx1; x2; . . . ; xr Þ, the fuzzy output is a membership function E(y) deﬁned
over the output real axisR. Therefore, the output variation for a speciﬁed crisp input
vector is a function deﬁned over the output space as illustrated in Fig. 3. Since the
maximum deviation is of interest, the variation of the fuzzy output can be expressed
as follows:
eðBij; dijÞ ¼ max
y
j Eðy;Bij þ dijÞ  Eðy;BijÞ j; y 2 R; ð15Þ
where e(Bij,dij) is a real function of the input membership grades Bij(xj) and the devi-
ation dij, and e(Bij,dij) vary between 0 and 1. We can now deﬁne the modulus of con-
tinuity of the function e as:Fig. 2. The deviation of the membership functions.
Fig. 3. The deviation of the fuzzy output and the illustration of the function e.
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Bij ;dij
j eðBij; dijÞ j ð16Þ
for each Bij 2 [0,1] and
j ðBijðxjÞ þ dÞ  BijðxjÞj ¼ jdijj 6 hF; ð17Þ
where 0 6 hF 6 1 and i = 1,2, . . . ,n, j = 1,2, . . . , r.4. Marginal continuity of the fuzzy output
In this section, a mathematical formulation that describes the relation between the
maximum deviation of the input membership grades and the maximum deviation of
the fuzzy output is developed. The appropriate values of the parameters p and q in
Eqs. (8) and (9) are then derived via speciﬁc mathematical formulation.
As a starting point, we redeﬁne the function e in Eq. (15) as follows:
eðBij; dijÞ ¼ max
y
j b½F Lðy;Bij þ dijÞ  F Lðy;BijÞ
þ ð1 bÞ½FMðy;Bij þ dijÞ  FMðy;BijÞ j : ð18Þ
An upper bound of the function e can be readily obtained as
eðBij; dijÞ 6 bðmax
y
j F Lðy;Bij þ dijÞ  F Lðy;BijÞ jÞ
þ ð1 bÞðmax
y
j FMðy;Bij þ dijÞ  FMðy;BijÞ jÞ; ð19Þ
where
FMðy;Bij þ dijÞ ¼ Spð e#1ðyÞ; e#2ðyÞ; . . . ; e#nðyÞÞ; ð20Þ
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and
e#iðyÞ ¼ T pðesi;DiðyÞÞ; ð22Þ
ewiðyÞ ¼ T pðesi; 1 DiðyÞÞ: ð23Þ
The deviated degree-of-ﬁring ~si, is the result of deviations in the input membership
grades at each rule, and can be deﬁned by a deviation d^i from its nominal value si.
Hence,
esi ¼ si þ d^i ¼ T qðBi1ðx1Þ þ di1;Bi2ðx2Þ þ di2; . . . ;Birðxr Þ þ dirÞ; ð24Þ
where jdijj 6 hF, and d^i is also bounded by a certain value, i.e.,
j esi  sij ¼ jd^ij 6 hF i ¼ 1; 2; . . . ; n: ð25Þ
A relationship between hF and the maximum deviation of the rule degree-of-ﬁring
will be established in Theorem 2. We ﬁrst present Theorem 1 followed by Theorem
2 to relate the upper bound of inequality (19) to the maximum deviation of the input
membership grade hF.
Proposition 1. For real continuous functions #1(y),#2(y), . . . ,#n(y) defined in the real
interval [0,1], the following inequality holds for all y 2 R and pP 1:
j Spð e#1; e#2; . . . ; e#nÞ  Spð#1; #2; . . . ; #nÞ j
6 Spðj e#1  #1 j; j e#2  #2 j; . . . ; j e#n  #n jÞ; ð26Þ
where e#i ¼ #i þ D#i; 0 6 #i, e#i 6 1 (i = 1,2, . . . , n), and Sp is the parameterized t-
conorm operator defined in Eq. (8). The proof of the above theorem is provided in
Appendix A.Theorem 1. Having the functions e#iðyÞ, ewiðyÞ, #i(y), and wi(y) as defined in Eqs. (22),
(23), (5) and (6) respectively, the following inequalities hold for all y 2 R:
j e#iðyÞ  #iðyÞ j6 hs; ð27Þ
j ewiðyÞ  wiðyÞ j6 hs; i ¼ 1; 2; . . . ; n: ð28ÞProof. Using Eqs. (5) and (21), the left-hand side of inequality (27) can be expanded
as:j e#iðyÞ  #iðyÞ j¼j T pðesi;DiÞ  T pðsi;DiÞ j :
By using De Morgan law for dual t-norm and t-conorm operators [7], the above
equation can be rewritten as:
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or
j e#iðyÞ  #iðyÞj ¼ jSpð1 si; 1 DiÞ  Spð1 esi; 1 DiÞ j
and based on Proposition 1:
j e#iðyÞ  #iðyÞj 6 Spðj esi  si j; 0Þ ¼ j esi  si j :
And from Eq. (25),
j e#iðyÞ  #iðyÞj 6 hs:
The same proof can be given for Eq. (28). h
For a multi-input (r input variables) single-output fuzzy system that is expressed
by n IF-THEN fuzzy rules, we use the results obtained in Proposition 1 and Theorem
1 to introduce the following theorem that relates the modulus of continuity of the




ðeðBij; dijÞÞ 6 Spðhs; hs; . . . ; hsÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n times
p P 1; ð29Þ
where hs, the maximum deviation of the rule degree-of-firing, has the following upper
bound:
hs 6 Sq ðhF; hF; . . . ; hFÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
r times
qP 1 ð30Þ
and p and q are the rule and input aggregation parameters used in Eqs. (3), (4) and (7),
respectively.Proof. The monotonicity property of t-conorm operators states that:
ð8i 2 f1; 2; . . . ; ng : ai 6 a0iÞ ) Snða1; a2; . . . ; anÞ 6 Snða01; a02; . . . ; a0nÞ: ð31Þ
From Theorem 1 and the above monotonicity property,
Spðj e#1  #1 j; j e#2  #2 j; . . . ; j e#n  #n jÞ 6 Spðhs; hs; . . . ; hsÞn times: ð32Þ
And hence, from Theorem 1 and Eqs. (3) and (20):
j FMðy;Bij þ dijÞ  FMðy;BijÞj 6 Spðhs; hs; . . . ; hsÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n times
8y 2 R: ð33Þ
Likewise, from Theorem 1, and Eqs. (3) and (21)
j F Lðy;Bij þ dijÞ  F Lðy;BijÞj 6 Spðhs; hs; . . . ; hsÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n times
8y 2 R: ð34Þ
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y






j F Lðy;Bij þ dijÞ  F Lðy;BijÞj 6 Spðhs; hs; . . . ; hsÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n times
: ð36Þ
By multiplying inequalities (35) and (36) by (1  b) and (b), respectively, and sum-
ming up the results, and from inequality (19):
eðBij; dijÞ 6 Sp ðhs; hs; . . . ; hsÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n times
ð37Þ
for all Bij and dij (i = 1,2, . . . ,n, j = 1,2, . . . , r), and hence,
cE ¼ max
Bij ;dij
ðeðBij; dijÞÞ 6 Sp ðhs; hs; . . . ; hsÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n times
:
The next part of the proof is to relate hF to hs. From Eqs. (7), (24) and (25):
hs P jT qðBi1ðx1Þ þ di1;Bi2ðx2Þ þ di2; . . . ;Birðxr Þ þ dirÞ
 T qðBi1ðx1Þ;Bi2ðx2Þ; . . . ;Birðxr ÞÞ j : ð38Þ
A proper value for hs is when all the membership grades in each rule i have the maxi-
mum deviation, i.e.,
hs ¼ jT qðBi1ðx1Þ þ hF;Bi2ðx2Þ þ hF; . . . ;Birðxr Þ þ hFÞ
 T qðBi1ðx1Þ;Bi2ðx2Þ; . . . ;Birðxr ÞÞ j : ð39Þ
By using the De Morgan law for dual t-norm and t-conorm operators that states:
T qðBi1;Bi2; . . . ;BirÞ ¼ 1 Sqð1 Bi1; 1 Bi2; . . . ; 1 BirÞ: ð40Þ
Eq. (39) can be rewritten as:
hs ¼ jSqð1 ðBi1ðx1Þ þ hFÞ; . . . ; 1 ðBirðxr Þ þ hFÞÞ
 Sqð1 Bi1ðx1Þ; . . . ; 1 Birðxr ÞÞ j : ð41Þ
And, from Theorem 1,
jhsj 6 SqðhF; hF; . . . ; hFÞ:
Inequalities (29) and (30) contain parametric t-conorm operators Sp and Sq that
bring the parameters p and q into the formulation. In fuzzy-logic modeling, the
intention is to allow the maximum possible deviation of the input membership
grades such that the maximum deviation of the fuzzy output over y 2 R does not
exceed a certain amount cE. Hence, one has to obtain the resultant input deviation
through the following equation:
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r times








Eq. (42) indicates that for a constant cE, hF is a monotonic function of p and q.
Thus, by increasing p and q, the allowable input deviation increases. Therefore,
the sensitivity of the model reduces. At the limits, when both p and q are at inﬁn-
ity, i.e., using the max operator, the maximum allowable deviation of the input
membership grades will reach cE. Such a conclusion is consistent with the results
in [10].
From the above analysis, one would be able to increase the robustness of the sys-
tem by reducing the sensitivity of the inference mechanism to input variation to a
satisfactory level. Let us assume we do not want the fuzzy output to have a maxi-
mum deviation more than cE if the deviation of the input membership grades is less
than (hF)min. This can be achieved by assigning lower bounds for p and q. In this
way, we adjust the sensitivity of the inference mechanism to the deviation of the in-
put membership grades. In summary, hF has an upper bound equal to cE that occurs
when p and q approach inﬁnity. The minimum hF is set, and then the lower bounds
of p and q are obtained from Eq. (42), given a speciﬁed modulus of continuity of the
fuzzy output.5. Marginal continuity of the crisp output
The concept of marginal continuity is extended to the crisp output. The defuzzi-
ﬁed output for the range y 2 [y0,y1] is computed according to Eq. (10). The maxi-
mum deviation of the crisp output as (we use the notation  to denote for the
deviation of the crisp output):
cc P max½y0;y1
j ey   y j : ð43Þ
The domain of defuzziﬁcation parameter a should be selected so that it guarantees
that the deviation of the crisp output never exceeds the speciﬁed value cc.6. Assignment of the robustness parameters
The last part of the marginal continuity analysis is the selection of appropriate
values of cE, cc and the minimum deviation of the input grade from the training data
set. The value of cc can be set as a small percentage of the entire range of the crisp
output, depending on the system. For assigning a suitable value of cE, we ﬁrst calcu-
late the following mutual ratio for all data points:
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i;j
j ðBkklðxkl Þ  BlklðxllÞÞ j
j yk  yl j ; ð44Þ
where i = 1,2, . . . ,n; j = 1,2, . . . , r; k, l = 1,2, . . . ,N, N is the number of data in the
training set, n is the number of rules, and r is the number of input variables. The ratio
tkl represents the mutual jump in the data, in a sense that a lower ratio illustrates a
higher jump in the crisp output with less change in the input membership grades.
Therefore, the minimum of tkl can be a suitable index for calculating the maximum
deviation of the input membership grades. As soon as one assigns a value for the
maximum deviation of the crisp output, i.e., cc, the maximum deviation of the input
membership grades that could occur in the data is set to be:
ðhFÞmax ¼ cc minðtklÞ: ð45Þ
From Eq. (42), knowing that cE is always larger or equal to the maximum input devi-
ation hF, one can assign:
cE ¼ ðhFÞmax ¼ cc minðtklÞ: ð46Þ
In order to eliminate the noise eﬀect in the above calculation, we consider the values
of tkl within the range of 25–75% of its entire domain for computing (46). The min-
imum of hF is selected as a percentage of its maximum value, and depending on the
data can be assigned as 20–50% of (hF)max.7. A case study
Consider the following nonlinear function with two inputs x1 and x2 and a single
output y:
y ¼ ð1þ x21 þ x1:52 Þ2; 1 6 x1; x2 6 5: ð47Þ
The system is illustrated in Fig. 4. In [11], a fuzzy-logic model has been generated for
this system from 50 input–output training samples. In [11], the parameters of the fuz-
zy logic model such as optimum number of rules, the input–output membership
functions and the inference parameters are obtained without considering the robust-
ness characteristic of the model. The initial input–output membership functions and
the optimum number of rules are ﬁrst obtained by fuzzy partitioning the output and
input space. Next, the inference parameters are found and then ﬁne-tuned with the
membership functions through an iterative tuning process, based on minimizing a
performance index PI that presents the overall error of the calculated output y* from





ðyi  yi Þ2: ð48Þ
The proposed methodology for achieving the desired robustness is applied to the
same training set as in [11], starting with the same initial input–output membership
Fig. 4. The deterministic function of the case study [11].
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ject to the robustness conditions proposed in this paper for some new data, called
testing data that have not been used in the model generation process. The parameter
cc is assigned to be 5% of the range of the training data. The following values were
obtained from the data, as discussed in Section 6:
cc ¼ 0:3750; ðtklÞmin ¼ 0:0897; cE ¼ 0:0336:
Eq. (42) was used to determine the relation between the maximum input membership
function deviation, hF, and parameters p and q. The variation of hF with parameters
p and q for the training data is shown in Fig. 5. The minimum value for hF is selected
as 45% of cE = (hF)max, i.e., equal to 0.015. The intersection of a plane with this
height and the surface is also shown in Fig. 5. The portion of the surface below
the plane corresponds to the values of p and q that may cause maximum deviation
of the fuzzy output equal to cE or more by a variation of input membership grades
less than the assigned value of (hF)min, hence making the model too sensitive. Fig. 6
shows the top view of Fig. 5. Points on the intersection curve can assign the lower
bounds of p and q. Obviously; there is more than one set of solutions. Some other
criteria could be provided to give a preference to one point of this curve, and this
issue is still under investigation. One choice would be to select pmin and qmin corre-
sponding to point X, the closest point of the intersection curve to the origin, as
shown in Fig. 6. Hence,
pmin ¼ 3:0; qmin ¼ 3:6:
Fig. 5. Variation of maximum input deviation with p and q.
Fig. 6. Selection of the lower bounds of p and q.
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Condition (43) with the assigned value of cc is the criterion. The right-hand side
Fig. 7. Variation of the deviation in the crisp output with parameter a.
42 W.W. Melek, A.A. Goldenberg / Internat. J. Approx. Reason. 39 (2005) 29–47of this inequality is calculated for the training data and diﬀerent values of a. The
deviated output corresponds to the deviation of the input membership grades equal
to (hF)min, with the inference parameters pmin and qmin. Fig. 7 shows the maximumFig. 8. The fuzzy logic model of the nonlinear function build using Sugeno output clustering [11].
Fig. 9. The robust fuzzy logic model of the nonlinear function.
Table 1
Comparison between the performance index of the robust model and the original model
Data Robust model Sugeno model
The training set 0.0162 0.009
Testing set 1 0.0425 0.0493
Testing set 2 0.0669 0.0883
W.W. Melek, A.A. Goldenberg / Internat. J. Approx. Reason. 39 (2005) 29–47 43deviation of the crisp output for diﬀerent values of the parameter a. As illustrated in
the ﬁgure, the acceptable range for a corresponding to deviations less than cc is
a 2 [0.89,1) for this example.
By having suitable ranges for inference parameters, the optimization and tuning
process was performed to minimize the performance index in (48), as discussed in
detail in [11]. The values of the inference parameters of the parametric engine in Sec-
tion 2 are identiﬁed as: p = 23, q = 2.4, b = 0.05, and a = 32. Figs. 8 and 9 illustrate
the original model from [11] and the new model, which takes robustness into consid-
eration, respectively. Table 1 compares the values of PI in Eq. (48) for the original
fuzzy model of Fig. 8, and the robust fuzzy model of Fig. 9. For both testing sets,
the PI of the new model is less than the original model, illustrating the generalization
feature of such model. This suggests that the overall prediction capability of the new
model has been enhanced. The tradeoﬀ however, is that the new model has a slightly
higher error for the training set than the actual model due to the limitations on the
inference parameters required to ensure the generalization feature.
44 W.W. Melek, A.A. Goldenberg / Internat. J. Approx. Reason. 39 (2005) 29–478. Conclusions
In the traditional approach of fuzzy-logic modeling and control, the inference
mechanism is selected a priori from a limited collection of heuristic formulations.
However, a parameterized formulation of fuzzy reasoning can cover most of the
known inference parameters. By having such ﬂexibility in the reasoning process,
one relevant question would be whether sensitivity and robustness characteristics
of the inference engine and hence the generalization capability of the fuzzy model
can be improved. An answer was given in this paper by deﬁning bounds on the infer-
ence parameters to allow maximum input deviation without exceeding the output
deviation beyond the desirable level. An example illustrated the potential of the pro-
posed technique to enhance the generalization capability of the fuzzy model of
a nonlinear function.Appendix A.
Proof of Theorem 1. First consider the case where n = 2, i.e.,
j Spð e#1; e#2Þ  Spð#1; #2Þ j6 Spðj e#1  #1 j; j e#2  #2 jÞ: ðA1Þ
(a) p = 1: the inequality (A1) transforms into
j ð e#1 þ e#2  e#1 e#2Þ  ð#1 þ #2  #1#2Þ j
6j e#1  #1 j þ j e#2  #2 j  j e#1  #1 jj e#2  #2 j : ðA2Þ
One can see that
ð e#1 þ e#2  e#1 e#2Þ  ð#1 þ #2  #1#2Þ
¼ ð e#1  #1Þð1 e#2Þ  ð e#2  #2Þð1 #1Þ: ðA3Þ
Here, (1 e#2) and (1  #1) are nonnegative. First assume that ( e#1  #1) and
( e#2  #2) have the same sign. In this case, assume both ( e#1  #1) and ( e#2  #2)
are positive, without loss of generality. Then,
ð e#1 þ e#2  e#1 e#2Þ  ð#1 þ #2  #1#2Þ
¼ ð e#1  #1Þð1 e#2Þ  ð e#2  #2Þð1 #1Þ
¼ j e#1  #1 j þ j e#2  #2 j  j e#1  #1 j e#2 j e#2  #2 j #1
6 j e#1  #1 j þ j e#2  #2 j  j e#1  #1 j e#2
6 j e#1  #1 j þ j e#2  #2 j  j e#1  #1 j ð e#2  #2Þ
6 j e#1  #1 j þ j e#2  #2 j  j e#1  #1 jj e#2  #2 j : ðA4Þ
Now assume that ( e#1  #1) and ( e#2  #2) have the opposite signs. In this case
j ð e#1 þ e#2  e#1 e#2Þ  ð#1 þ #2  #1#2Þ j
¼ ðj e#1  #1 j ð1 e#2Þ j e#2  #2 j ð1 #1ÞÞ: ðA5Þ
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j ð e#1 þ e#2  e#1 e#2Þ  ð#1 þ #2  #1#2Þ j
¼ þðj e#1  #1 j ð1 e#2Þ j e#2  #2 j ð1 #1ÞÞ: ðA6Þ
If e#2 P #2, then
j e#1  #1 j ð1 e#2Þ j e#2  #2 j ð1 #1Þ
¼ j e#1  #1 j þ j e#2  #2 j  j e#1  #1 j e#2 j e#2  #2 j ð2 #1Þ
6 j e#1  #1 j þ j e#2  #2 j  j e#1  #1 j e#2
6 j e#1  #1 j þ j e#2  #2 j  j e#1  #1 j ð e#2  #2Þ
6 j e#1  #1 j þ j e#2  #2 j  j e#1  #1 jj e#2  #2 j : ðA7Þ
If e#2 < #2, then we must have e#1 P #1 since the signs of ð e#1  #1Þ and ð e#2  #2Þ are
opposite. Then
j e#1  #1 j ð1 e#2Þ j e#2  #2 j ð1 #1Þ
¼ j e#1  #1 j þ j e#2  #2 j  j e#1  #1 j e#2 j e#2  #2 j ð2 #1Þ
6 j e#1  #1 j þ j e#2  #2 j  j e#2  #2 j ð2 #1Þ
6 j e#1  #1 j þ j e#2  #2 j  j e#2  #2 j ð e#1  #1Þ
6 j e#1  #1 j þ j e#2  #2 j  j e#2  #2 jj e#1  #1 j : ðA8Þ
The other case where
j ð e#1 þ e#2  e#1 e#2Þ  ð#1 þ #2  #1#2Þ j
¼ ðj e#1  #1 j ð1 e#2Þ j e#2  #2 j ð1 #1ÞÞ ðA9Þ
can be proven similarly.
(b) p!1: the inequality in A1 transforms to:
j maxyð e#1; e#2Þ maxyð#1; #2Þ j|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
LðyÞ
6 maxyðj e#1; #1 j; j e#2  #2 jÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
HðyÞ
: ðA10Þ
For every y 2 R, the function L(y) must be one of the following four possibilities:
(i) j e#1  #1 j,
(ii) j e#1  #2 j,
(iii) j e#2  #1 j,
(iv) j e#2  #2 j,
For cases (i) and (iv), obviously:
LðyÞ 6 max
y
ðj e#1  #1 j; j e#2  #2 jÞ ¼ RðyÞ: ðA11Þ
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e#1 P #1 and e#2 P #2: ðA12Þ
Now, if LðyÞ ¼j e#1  #2 j6j e#1  #1 j then
LðyÞ 6 max
y
ðj e#1  #1 j; j e#2  #2 jÞ ¼ RðyÞ ðA13Þ
and if LðyÞ ¼j e#1  #2 j>j e#1  #1 j then we must have
e#1 P #1 and e#2 P #2 ðA14Þ
then from (A12) and (A14), both e#1 and e#2 must be less than #2, and hence,
LðyÞ ¼j e#1  #2 j<j e#2  #2 j6 max
y
ðj e#1  #1 j; j e#2  #2 jÞ ¼ RðyÞ: ðA15Þ
For case (iii), it follows by hypothesis that:
e#1 6 e#2 and #1 P #2: ðA16Þ
Now, if LðyÞ ¼j e#2  #1 j6j e#2  #2 j then
LðyÞ 6 max
y
ðj e#1  #1 j; j e#2  #2 jÞ ¼ RðyÞ ðA17Þ
and if LðyÞ ¼j e#1  #2 j>j e#1  #1 j then we must have
#1 > e#2 and #2 6 e#1 ðA18Þ
then from (A16) and (A18), both e#1 and e#2 must be less than #1, and hence,
LðyÞ ¼j e#2  #1 j<j e#1  #1 j6 max
y
ðj e#1  #1 j; j e#2  #2 jÞ ¼ RðyÞ: ðA19Þ
(c) 1 < p <1: For every real value of y, it was noted in [5] that the LHS and the RHS
functions of inequality (A1) do not intersect for all p 2 [1,1), and since (A1) holds
for the two ends of the domain, the inequality is valid for all values of p.
Next, for n > 2, due to associativity property of t-conorms [7]:
j Spð e#1; . . . ; e#nÞ  Spð#1; . . . ; #nÞ j ¼ j Sp½Spð e#1; . . . ; e#n1Þ; ~f r
 Sp½Spð#1; . . . ; #n1Þ; #n j
6 Spðj Spð e#1; ; . . . ; e#n1Þ
 Spð#1; . . . ; #n1Þ j; j e#n  #n jÞ: ðA20Þ
Likewise, we can write:
j Spð e#1; . . . ; e#n1Þ  Spð#1; . . . ; #n1Þ j
¼ j Sp½Spð e#1; . . . ; e#n2Þ; e#n1  Sp½Spð#1; . . . ; #n2Þ; #n1 j
6 Spðj Spð e#1; . . . ; e#n2Þ  Spð#1; . . . ; #n2Þ j; j e#n1  #n1 jÞ: ðA21Þ
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j Spð e#1; . . . ; e#nÞ  Spð#1; . . . ; #nÞ j SpðSpðj Spð e#1; . . . ; e#n2Þ
 Spð e#1; . . . ; e#n2Þ j; j e#n1  #n1 jÞ; j e#n  #n jÞ
¼ Spðj Spð e#1; . . . ; e#n2Þ  Spð#1; . . . ; #n2Þ j; j e#n1  #n1 j; j e#n  #n jÞ:
ðA22Þ
Following the same procedure, we conclude:
j Spð e#1; e#2; . . . ; e#nÞ  Spð#1; #2; . . . ; #nÞ j
6 Spðj e#1  #1 j; j e#2  #2 j; . . . ; j e#n  #n jÞ: ðA23ÞReferences
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