Abstract-An adaptive transversal equalizer based on the least-mean-square (LMS) algorithm, operating in an environment with a temporally correlated interference, can exhibit better steady-state mean-square-error (MSE) performance than the corresponding Wiener filter. This phenomenon is a result of the nonlinear nature of the LMS algorithm and is obscured by traditional analysis approaches that utilize the independence assumption (current filter weight vector assumed to be statistically independent of the current data vector). To analyze this equalizer problem, we use a transfer function approach to develop approximate analytical expressions of the LMS MSE for sinusoidal and autoregressive interference processes. We demonstrate that the degree to which LMS may outperform the corresponding Wiener filter is dependent on system parameters such as signal-to-noise ratio (SNR), signal-to-interference ratio (SIR), equalizer length, and the step-size parameter.
derived using the independence assumption generally have agreed closely with experimental results for a variety of adaptive filter applications such as the adaptive line enhancer and the adaptive noise canceler [4] , [7] [8] [9] [10] when the LMS step-size parameter has a "small value" [4] , [5] . Mazo also has justified the independence assumption for the equalizer application for a small step-size parameter [11] .
However, it has recently been reported that an LMSimplemented adaptive equalizer operating with a temporally correlated interferer can produce better probability-of-error performance than the corresponding Wiener filter [12] . Subsequent simulations have revealed the unexpected result that with the proper choice of the step-size parameter, the nonlinear nature of the LMS algorithm can be exploited to generate MSE that is less than the Wiener MSE. This effect occurs if the interferer bandwidth is much less than the bandwidths of the communication signal and additive noise process, resulting in strong coupling between the LMS weight vector and the input reference data. As a result, an analysis of this problem cannot invoke the independence assumption.
Recently, approaches have been proposed to analyze the LMS algorithm without using the independence assumption. Douglas [13] has presented an exact expectation approach that results in a set of linear equations for predicting LMS performance. However, for filter lengths applicable to this equalizer problem, the number of equations becomes computationally burdensome. Haykin [6, App. I] and Butterweck [14] have proposed a method that uses a power series expansion of the LMS weights. The mathematics are made tractable by making a small step-size parameter assumption. This approach reveals structure in the statistical characteristics of the LMS algorithm that is not observed when the independence assumption is used. However, the simplifying assumptions inherent in this approach are invalid for values of the step-size parameter that produces the most pronounced nonlinear characteristics of the LMS algorithm.
To analyze this behavior, we utilize the transfer function approach first presented by Glover [15] for adaptive noise canceling of sinusoidal interferences and later generalized by Clarkson and White [16] to include deterministic interferences of arbitrary periodic nature and interferences that are stochastic. We present an analysis approach that generates an approximate expression of the steady-state MSE for the LMS algorithm and demonstrate how it can be modified to include the normalized LMS algorithm (NLMS). We specifically analyze equalizer performance for interference that is sinusoidal and an autoregressive process of order one [AR (1) ]. For the sinusoidal interference scenario, our results illustrate the relationship between the performance improvement of the 1053-587X/99$10.00 © 1999 IEEE LMS algorithm and system parameters such as signal-to-noise ratio (SNR), equalizer length, and the step-size parameter. We use this expression of MSE to determine the optimum step-size parameter that maximizes the performance improvement. We analyze the AR(1) interference scenario in a similar fashion, except in this case, the equalizer is implemented with the NLMS algorithm.
In Section II, we describe the equalizer problem and introduce notation. In Section III, we present the general transfer function approach for approximating the MSE of the LMS and NLMS algorithms. Section IV contains the specific solutions for the sinusoidal interference and the AR(1) interference. We also include some numerical examples. We make some concluding remarks in Section V.
II. EQUALIZER PROBLEM
Lower-case bold letters represent vectors, upper-case bold letters represent matrices, and all other data quantities are scalars. In general, the data are complex. Fig. 1 represents the baseband adaptive equalizer structure to be analyzed. For the sake of brevity, we present only the analysis of a finite, symmetric, two-sided equalizer, even though the nonlinear effects occur in one-sided equalizers as well. Vector quantities such as the reference data vector are represented as (1) where number of precursor and postcursor taps; time index; transpose. The total number of taps is given by . can be decomposed into a sum of three statistically independent components as (2) where communication signal vector; interference vector; noise vector. The scalar is the sample of the reference process residing at the center tap of the transversal filter at time index . All processes are modeled as wide sense stationary, with zero mean. Because the bandwidth of the interference process is assumed to be more narrow than the bandwidth of the noise process, the interference and noise terms are separated in (2) .
The communication signal and the noise process are modeled as white (samples are mutually independent). In this scenario, the equalizer is not being used to compensate for channel-induced distortion of the communication signal but is only being used to mitigate the effects of the additive narrowband interference [2] , [3] . We make this assumption for the purpose of simplifying the presentation, because the narrowband interference is the cause of the nonlinear phenomenon of the LMS algorithm. This behavior also is observed when has a nonwhite spectrum. Moreover, including the effects of a dispersive communication channel into the analysis is possible.
The output of the adaptive filter is given by the inner product of the filter weights and the data vector as (3) where denotes Hermitian transpose. is sent through a decision device to estimate , which is the communication symbol currently at the center tap.
During the convergence phase of the adaptive algorithm, the equalizer is in the training mode, in which the desired or primary input is the error-free training sequence . During the communication phase, the equalizer is in the decision-directed mode, in which the output of the decision device is used as . The weights of the equalizer are adapted by the complex LMS algorithm, which uses the error sequence to adjust the weights as [4] (4) where is the step-size parameter, , and denotes complex conjugation. Defining the correlation matrix and the 1 crosscorrelation vector as and (5) the Wiener filter weights and associated MSE are given by [6, ch. 5] and (6) where , and is the communication signal power. Using the statistical assumptions on the components of and assuming that the desired signal is equal to the communication signal , i.e., there are no decision errors, can be shown to be [3] (7)
where the -element is the only nonzero term. Equation (7) is strictly true only during the training phase of the equalizer operation. However, we also assume that there are no decision errors when the equalizer is in the decisiondirected mode. This simplifying assumption is commonly made in equalizer performance studies [17, pp. 593-598] and, generally, is required because little is known about the joint distribution of the feedback errors [18] . This assumption usually is tested against Monte Carlo simulations to determine when decision feedback errors create serious discrepancy with theory.
The equalizer problem consists of determining the minimum mean-square estimate of the communication symbol
. If is estimated only by a function of the reference data vector , the general optimum estimate which minimizes MSE is given by [19, pp. 412-413 ] (8) and the optimum linear estimate is given by the Wiener filter output (9) If the data are all Gaussian distributed with zero mean (including the communication signal), then the Wiener filter is the optimum MSE estimator.
However, this fact does not preclude the LMS algorithm from generating an estimate with less MSE, even under the physically unrealistic assumption that the communication signal is Gaussian. The LMS estimate of not only is a function of the current reference vector , but because of the recursive nature of the update equation of (4), it is a function of past reference data , as well. More importantly, it uses previously detected samples of the communication signal , , which enter in through the error term. The Wiener estimate is only a function of the cross-correlation between the communication signal and the reference data. The LMS estimator can be written abstractly as (10) Therefore, the LMS estimate of is a function of much more information than that used by the Wiener filter of (9) .
In fact, this information commonly is used in a decisionfeedback equalizer structure consisting of a feedforward transversal filter that processes the reference data with a decision-feedback filter that processes the previously detected communication symbols [17, pp. 593-598] . The purpose of the feedback filter is to remove any residual intersymbol interference caused by previously transmitted symbols. However, the transversal equalizer of Fig. 1 implemented with the LMS algorithm is not equivalent to the decision-feedback equalizer because they process the information differently.
As another method to compare with the LMS estimator, we consider a decision-feedback equalizer consisting of a feedforward filter with precursor and postcursor taps as in the transversal equalizer of Fig. 1 , with an additional -tap feedback filter in which the previously-detected symbols are explicitly incorporated. This estimator can be written as (11) where (12) represents the feedforward taps and the feedback taps. When the feedforward and feedback weights are jointly optimized according to the minimum MSE criterion and there are no decision errors, the Wiener filter weights are given by [1] and (13) where (14) The associated MSE defined by is (15) Even though the LMS estimator of (10) and the Wiener estimator with decision feedback of (11) strictly do not use the same information, it is instructive to compare their performance to determine how effectively the LMS algorithm uses previously detected symbols to enhance performance over the Wiener estimator of (9).
III. TRANSFER FUNCTION APPROACH
We begin by using the standard method of decomposing the LMS filter weights into a sum of the time-invariant Wiener filter and a time-varying misadjustment component as [7] (16)
We start filtering at time index and assume that . This is equivalent to initializing the LMS algorithm with the Wiener filter. Using (3), the output can be decomposed as (17) where is the output of the Wiener filter, and is the output of the misadjustment filter. Using (4), we get the recursive equation for the misadjustment filter (18) Then, the output process can be written as (19) while the error process satisfies the recursive difference equation (20) Equation (20) is a th-order recursive difference equation. Because the coefficients are stochastic, this equation is difficult to solve analytically. However, for wide sense stationary processes whose second-order moments can be estimated with time averages, and for large enough filter length ( ), Clarkson and White [16] propose using the approximation (21) where is the autocorrelation function of the reference process . Equation (20) then is approximated by a standard difference equation with constant coefficients as (22) where (23) is the residual Wiener error process with power . We then interpret the steady-state LMS error as the output of a time invariant linear system with transfer function given by [16] 
with (25) driven by the wide sense stationary Wiener error process . The discrete power spectrum of the error process is (26)
The discrete power spectrum of the Wiener error process is derived using (2) and (23) and is given by (27) where , , and are the discrete power spectra of the communication signal, the interference process, and the noise process, respectively, and is the transfer function of the Wiener filter. Again, we assume that even if the equalizer is in the decision-directed mode, there are no decision errors. Then, the approximation of the steady-state MSE of the LMS algorithm is the power of the error process given by
The transfer function approach allows for the communication signal and the noise process to have arbitrary spectral properties. As a consequence, this approach accommodates analysis of the more general problem in which the dispersive nature of the communication channel induces temporal correlation in the signal . Therefore, it is possible for channel equalization to be incorporated in a straightforward manner. The Wiener filter would have to be calculated accordingly. In particular, the cross correlation vector of (7) would no longer be valid in general. However, because we are restricting the analysis to white processes, in (27), we replace and with the respective signal and noise powers and . This transfer function approach can also be applied to the NLMS algorithm [6, pp. 432-437] . We use the NLMS version in which the weights are adapted as (29) Using (21) The decomposition of the LMS filter weights of (16) into the Wiener and misadjustment components is an important aspect of the transfer function approach considered in this paper and is a fundamental difference with the method of [16] . Conventional analysis of the LMS algorithm interprets the misadjustment filter as the cause of excess MSE. In contrast, for the equalizer scenario considered in this paper, the contribution of to the composite LMS filter of (16) can result in MSE, which is less than that of the Wiener filter alone. The significance of to this effect was first demonstrated in [12] . This is a nonlinear phenomenon because the misadjustment weights are dependent on the reference as well as the desired input data. In addition, by analytically initializing the LMS algorithm with the Wiener weights, we mitigate transient effects associated with initial convergence, thereby improving the accuracy of the difference equation of (22) in approximating the steady-state behavior of the exact equation in (20) . Although some transient effects remain, especially if the LMS time-invariant steady-state weight vector component is not well represented by the Wiener filter, the decomposition of (16) has resulted in theoretical MSE calculations that adequately model actual LMS performance.
IV. EXAMPLES
We apply the results of the previous section to two interference scenarios. First, we derive the estimate of the LMS MSE for a complex sinusoidal interference and determine the optimum step-size parameter that results in minimum MSE. Then, we do the same for an AR(1) interference process, except in this case, the equalizer is implemented with the NLMS algorithm. Both interference scenarios can be interpreted as mathematical abstractions of a physical environment in which a high-data-rate communication signal is corrupted by a signal of much narrower bandwidth. We also include some numerical examples.
A. Sinusoidal Interference
In this scenario, the interference vector is given as shown in (32), shown at the bottom of the page, where is the offset frequency of the interference, and is a random phase uniformly distributed between and . The correlation matrix of the reference vector is given by (33) where is the identity matrix. Then, using (6) and (7) We cannot directly apply (27) and (28) because the discrete power spectrum of a sinusoidal process is not defined. However, we can work in the frequency domain by applying the change of variable to (26)-(28) and using the fact that the power spectral density of the interference process is , where is the Dirac delta. Then, we get (38) and (39) The sinusoidal interference does not contribute directly to the MSE because has a zero at . The frequency response of the Wiener filter is (40) Applying (38) and (40) to (39), the integral can be solved exactly. The steady-state LMS MSE is then given by (41) where (42) and . This condition on the variable is required to make the filter stable, although it may not be adequate to ensure stability of the LMS algorithm.
Next, we use (41) to find the step-size parameter that results in the least MSE. Because is the only term in (41) that depends on , we take its derivative with respect to and determine that the that minimizes this function is the zero of the -order polynomial (43) which is real and satisfies . We make the additional approximation that the equalizer length is large enough such that we can neglect the two highest order components of this polynomial and approximate it with the remaining quadratic equation. Then, the optimum step-size parameter that satisfies the stability condition can be written explicitly as (44)
B. AR(1) Interference
In this scenario, the interference is generated by sending a complex, circular white Gaussian process through a filter with transfer function (45) The power of the Gaussian driving process is . The autocorrelation function of the complex output AR (1) process is (46) with discrete power spectrum (47) The adaptive equalizer is implemented with the NLMS algorithm because it is more likely to be stable in a region of the step-size parameter , where the performance improvement over the Wiener filter is most pronounced because it tends to average out short-term power fluctuations of the finite bandwidth AR(1) process and avoid possible gradient noise amplification [6, pp. 432-433] . (32) The correlation matrix of the reference vector is written as (48) where is the correlation matrix of the AR(1) interference process. An approximation of the Wiener filter is derived in the Appendix and is given by (49) where (50) and . Using (6) and (7), the MSE of the Wiener filter is approximated by To ensure stability of the system , we require .
We finally need the transfer function of the Wiener filter. To simplify the presentation, we assume that is large enough such that all terms in the transfer function multiplied by th powers of or higher are neglected. Then, we get (55) We then have the necessary components to apply (26) and (27) to (28). Although it is straightforward to solve (28) using the method of residues, it is cumbersome, and the general solution is quite complex. We therefore present solutions for three specific environments.
With a change of variables, it can be shown that we can set without loss of generality. The poles of the integrand of (28) that are inside the unit circle are at , , and . Then, for , SNR equal to 25 dB (SNR ), signal-to-interference ratio (SIR) equal to 20 dB (SIR ), and , the steady-state NLMS MSE is given in (56), shown at the bottom of the page. As in the sinusoidal case, we find an that minimizes this function. The only optimum that meets the stability condition is . Using (54), we get . In addition, because the transfer function of (53) and the approximate Wiener transfer function of (55) are independent of the equalizer length , the theoretical expressions of the NLMS MSE and the associated optimum NLMS step-size parameter also are independent of the equalizer length.
For SNR 15 dB and SIR 20 dB, the steady-state NLMS MSE is given as in (57), shown at the bottom of the page, with . In addition, for SNR 10 dB and SIR 10 dB, the steady-state NLMS MSE is given as in (58), shown at the bottom of the page, with .
C. Numerical Examples
To demonstrate the validity of these results, we present some numerical examples. We begin with the sinusoidal interference case. The theoretical MSE of the Wiener filter calculated using (35) and the analytical approximation of the LMS MSE determined from (41) are compared with the estimated LMS MSE derived experimentally by averaging over 50 realizations of the random processes. The communication signal is simulated as a quadrature phase shift keyed (QPSK) signal in which the mutually independent in-phase and quadrature components take values 1 and 1 with equal probability ( ). Fig. 2 is a plot of MSE as a function of the step-size parameter for equalizer tap length , SNR 25 dB, and SIR 20 dB. The estimated steady-state LMS MSE obtained during the training phase and the MSE obtained during the decision-directed mode are plotted. Clearly, the MSE performance improvement of the LMS algorithm over the Wiener filter can be significant with the proper choice of . Additionally, close agreement with theory is observed. The optimum choice of determined from (44) is , which also agrees with the figure and matches to eight significant digits the optimum stepsize parameter calculated by including the two highest order terms in (43). Fig. 2 also is interesting because it contradicts conventional wisdom in adaptive filter theory in which a smaller step-size parameter is associated with less MSE. This is not the case for . However, as expected, the LMS MSE performance approaches that of the Wiener filter as . Fig. 3 is a plot of MSE as a function of the equalizer length for SNR 25 dB and SIR 20 dB. The optimum LMS step-size parameter is used. In addition, the MSE of the Wiener filter with a decision feedback filter is included. It is determined numerically using (15) . The LMS algorithm exhibits less MSE than the corresponding Wiener filter and quickly approaches the performance of the Wiener filter with the decision feedback component as increases, as surmised in Section II. In addition, because the approximation of (21) becomes better as increases, close agreement between experiment and theory is observed for large .
MSE as a function of SNR is shown in Fig. 4 . The number of taps is , and SIR 20 dB. Again, the stepsize parameter is . This figure demonstrates that for high SNR, the Wiener filter with decision feedback is able to cancel the interference without causing much distortion in the Fig. 3 . LMS MSE as a function of equalizer length L for a sinusoidal interference using optimum step-size parameter opt, SNR = 25 dB, and SIR = 020 dB. Fig. 4 . LMS MSE as a function of SNR for a sinusoidal interference using optimum step-size parameter opt , L = 51, and SIR = 020 dB.
communication signal and will outperform the feedforward transversal equalizer implemented with the LMS algorithm.
We next examine the AR(1) interference case when the equalizer is implemented with the NLMS algorithm. Fig. 5 is a plot of MSE as a function of for the same environment used to generate Fig. 2 . The Wiener MSE is calculated using (51), and the theoretical NLMS MSE results are determined using (56). We clearly see the degradation due to the finite bandwidth effects of the AR(1) process over the sinusoidal interference results of Fig. 2 . Due to the emphasis placed on new data by a large value of , the equalizer in decision-directed mode becomes unreliable for large . The experimental MSE deviates from theory because the assumption made in the analysis that is violated in this region of . In addition, the optimum is seen to be approximately 0.8, as determined from (56). (1) interference using optimum step-size parameteropt, SNR = 25 dB, and SIR = 020 dB. Fig. 6 is a plot of MSE as a function of for the environment used to generate Fig. 3 . The NLMS algorithm is implemented with the optimum step-size parameter. It is evident that the theoretical approximation is good for . In addition, as determined from theory, MSE performance is relatively independent of for the AR(1) interference. Fig. 7 is a plot of MSE as a function of generated using (57) for the scenario identical to that of Fig. 5 , except with SNR 15 dB. The MSE performance improvement of NLMS over the Wiener filter for this lower SNR case is not as dramatic as that depicted in Fig. 5. Finally, Fig. 8 represents the case for SNR 10 dB with a much higher SIR of 10 dB using (58). Here, NLMS is seen to behave more in line with the conventional interpretation of adaptive filter performance. After an initial slight drop, the NLMS MSE increases as a function of . There also tends to be less agreement with theory as increases. However, this region of is of little practical importance because feedback error causes the equalizer in decision-directed mode to diverge.
V. CONCLUSIONS
The primary purpose of this paper is to demonstrate that an adaptive equalizer implemented with the LMS algorithm can have better narrowband interference canceling capabilities and exhibit better steady-state MSE performance than the corresponding Wiener filter. The LMS algorithm achieves this improvement in performance by effectively incorporating information not explicitly used by the Wiener filter. This phenomenon is approximated analytically without invoking the independence assumption by using a transfer function approach. This method uses only second-order moments of the processes and is independent of the underlying probability distributions. Although we have confined the presentation to an LMS-implemented adaptive equalizer structure, similar effects have been observed recently in other applications of (60) adaptive filtering in which analytical measures derived using the independence assumption do not adequately quantify actual LMS performance such as in adaptive noise canceling [20] and adaptive system identification with temporally correlated additive noise [21] .
APPENDIX WIENER FILTER WITH AR(1) INTERFERENCE
To derive the Wiener filter for the AR(1) interference scenario, we assume that the number of taps is large enough such that the Toeplitz matrix of (48) can be diagonalized approximately as (59) where is the unitary matrix with th-row given as in (60), shown at the top of the page [22, pp. 141-145] , and is the -diagonal matrix with elements given by
Then, using (6) and (7) 
