Alignment of sequences is an important routine in various areas of science, notably molecular biology. Multiple sequence alignment is a computationally hard optimization problem which involves the consideration of different possible alignments in order to find an optimal one, given a measure of goodness of alignments. Dynamic programming algorithms are generally well-suited for the search of optimal alignments, but are constrained by unwieldy space requirements for large numbers of sequences. Carrillo and Lipman devised a method that helps to reduce the search space for an optimal alignment under a sum-of-pairs measure using bounds on the scores of its pairwise projections. In this paper we generalize Carrillo and Lipman bounds and demonstrate a novel approach for finding optimal sum-of-pairs multiple alignments that allows incremental pruning of the optimal alignment search space. This approach can result in a drastic pruning of the final search space polytope (where we search for the optimal alignment) when compared to Carrillo and Lipman's approach and hence allows many runs that are not feasible with the original method.
Introduction
Simultaneous alignment of multiple sequences is a difficult problem of great importance in computational molecular biology. Multiple alignments are used in various application areas that include molecular modelling, protein structure-function analysis, sequence fragment assembly, evolutionary phylogenetic study, database search, and primer design amongst others (Needleman and Wunsch, 1970; Murata et al., 1985; Thompson et al., 1994) . With these motivations, automated multiple alignment tools have long been a topic of elaborate research.
Dynamic programming has been widely used to solve the optimization problem of aligning sequences (Needleman and Wunsch, 1970; Murata et al., 1985) . However dynamic programming's asymptotic complexity increases exponentially with the dimension (O(n 2 2 n l n ) for the sequence alignment problem, where l is the mean length of n sequences to be compared under a sum-of-pairs measure). The multiple sequence alignment problem using various criteria of optimality has been shown to be NP-Hard (Wang and Jiang, 1994; Just, 2001) . As a result many tools and methods use approximate algorithms that trade-off optimality with the speed (Thompson et al., 1994; Notredame et al., 2000; Hughey and Krogh, 1996) .
There are few tools and methods that construct an optimal alignment using sum-of-pairs cost criterion Gupta et al., 1995; Kececioglu, 1993; Stoye et al., 1997; Reinert et al., 1997 Reinert et al., , 2000 Althaus et al., 2002) . Most of these tools implement the method similar to the one designed by Carrillo and Lipman that considerably restricts the size of exploration space in which the optimal solution can be searched (Carrillo and Lipman, 1988) . The central idea of Carrillo and Lipman approach is that every multiple alignment imposes a pairwise alignment on any sequence pair.
While treating the alignment of n sequences as a path in n-dimensional lattice, this imposed alignment on each pair can be viewed as a projected path in two-dimensional space. It is then possible to find bounds on the cost of projection of the optimal path. In practice, however, it has been observed that these bounds are over-estimated. Hence tools such as MSA ) implement a heuristic variant of Carrillo and Lipman's algorithm, using tighter bounds than the guaranteed ones, that does not ensure a mathematical optimum (Notredame, 2002) .
Major advances in the the search for optimal alignments and the reduction of the exploration space include the following: Altschul and Lipman (1989) propose a different cost model (alignments scored as the cost of an evolutionary tree) instead of the standard sum-of-pairs cost scheme. Gupta et al. (1995) show an efficient implementation of lattice exploration using a variant of Dijkstra's single-source shortest paths. Gusfield (1993) gives a bounded-error approximation method for sumof-pairs sequence alignment which can be used as an alternative lower bound on the cost of an optimal alignment. Stoye et al. (1997) ; Stoye (1998) show a divide and conquer algorithm (DCA) which slices the input sequences into subsets of segments small enough to enable a massive speed-up on the regular approaches using heuristic bounds. Lermen and Reinert (2000) implement the A * algorithm (goal-directed unidirectional search) that speeds up the shortest path computation by transforming the edge weights without losing the optimality of the shortest path. Reinert et al. (2000) combines the divide and conquer technique (Stoye et al., 1997) with the efficient bounding strategies in Lermen and Reinert (2000) . Kececioglu (1993) introduces the maximum weight trace problem (which contains as a special case the minimum sum-of-pairs alignment problem) and proposes a branch and bound algorithm for it. Reinert et al. (1997) show a branch-and-cut algorithm for an integer linear programming (ILP) formulation of the maximum weight trace problem. Althaus et al. (2002) propose a general ILP formulation of multiple sequence alignment problem using arbitrary gap costs and describe a branch-and-cut method to find optimal alignments.
A severe constraint in the implementation of Carrillo and Lipman's approach is the space usage which is the result of exaggerated nature of the bounds (Gupta et al., 1995) . The core of this paper is a novel method that successfully reduces the space usage when compared to Carrillo and Lipman's method. We formulate the sequence alignment problem as one which maximizes the score of an alignment under a sum-of-pairs measure. In our approach, the improvement in space usage is derived from the generalization of constraints on the score of projections of optimal multiple alignments of n sequences into some k-space, k < n. We show in this paper a novel method for constructing optimal multiple alignments using the incremental use of these generalized Carrillo and Lipman constraints.
The results show a drastic pruning of the search space for optimal alignments. This space reduction that we have achieved allows the calculation of optimal alignments for data sets that were previously infeasible with the original Carrillo and Lipman method.
The outline of this paper is as follows. Section 2 describes the basic notations used in this paper and defines the problem of sequence comparison. Section 3 provides a brief review of Carrillo and Lipman's approach to constrain the search space of an optimal multiple alignment based on the scores of its pairwise projections. Section 4 generalizes Carrillo and Lipman's method for any k-space projections.
Section 5 establishes the mathematical basis of space improvements of our incremental method and describes with an example the construction of optimal alignment using our approach. Section 6 explains various materials and methods used to undertake this work. Section 7 gives the experimental results of various comparisons between our Incremental approach and Carrillo and Lipman's method on real data sets of protein sequences from HOMSTRAD and BALIBASE. We conclude this paper with a short discussion.
Basic Definitions and The Problem of Sequence Comparison
Suppose that the alphabet ℵ is a finite set of t symbols (20 amino acid single letter codes in case of
A sequence of length k is a set of symbols of the form,
where for each j=1, · · · , k, n j is a natural number such that α nj is a symbol from ℵ.
An alignment of set of sequences S 1 , · · · , S n is another set of sequences, S 1 , · · · , S n , such that each sequence S i is obtained from S i by inserting gap symbols ('-') in positions where some of the other sequences have a non-gap symbols that satisfies the following conditions:
1. If the lengths of S 1 , · · · , S n is k 1 , · · · , k n respectively, each sequence in the set S 1 , · · · , S n has the same length, l, such that max(
2. Ignoring the gap symbols, every S i is precisely the string S i .
An illustration of a possible alignment of three sequences S 1 = CYRWT, S 2 = ECHYR, and S 3 = YRIW is shown in Figure 1 , where the symbols of these sequences follow the single letter code convention for representing amino acid residues.
Given a scoring function f : ℵ × ℵ → and gap penalty function G, the problem of sequence comparison is to find an optimal way to align a set of sequences such that the total measure of score of the alignment (sum of scoring function over the aligned pairs of symbols from ℵ, minus the sum of the penalties for gaps given by gap penalty function) is maximized. In this work we use the linear gap penalty function G = λg in a sum-of-pairs measure where λ is the gap length and g is the per-symbol gap cost.
Any given set of n sequences S 1 , · · · , S n having lengths k 1 , · · · , k n respectively can be associated with a lattice, L(S 1 , · · · , S n ) in n-dimensional space (from here on, referred as n-space). This lattice consists of k 1 × · · · × k n n-space cells. Each cell corresponds to a group of n symbols, where each symbol belongs to a different sequence. The cell corresponding to the first symbol of each of the sequences is called the source and the cell corresponding to the last symbol of the sequences is called sink. Both source and sink together are referred in this paper as end corners.
The alignment of set of sequences S 1 , · · · , S n can be associated with a path γ(S 1 , · · · , S n ) from source to sink in the lattice, L(S 1 , · · · , S n ). (see Figure 1 ) Figure 1 For the alignment shown in Figure 1 the path encoded using the cell indices with source 0, 0, 0 and sink 5, 5, 4 is defined by the trace left by the traversal through the following edges: 0, 0, 0 → 0, 1, 0 → 1, 2, 0 → 1, 3, 0 → 2, 4, 1 → 3, 5, 2 → 3, 5, 3 → 4, 5, 4 → 5, 5, 4 .
Let the measure of score of any given path γ be denoted by ζ(γ). There exists at least one optimal path, γ o (S 1 , · · · , S n ), such that the measure ζ attains the maximum value for γ o .
Dynamic programming is popularly used to find the optimal paths (Needleman and Wunsch, 1970; Murata et al., 1985) . Each cell in the dynamic programming lattice L(S 1 , · · · , S n ) has an associated score which indicates the best path from that cell to the source. The score to each cell is derived from its immediately preceding cells in its neighborhood. The central idea of this method is to recursively find all optimal paths to the source for all these cells in L. The lattice can be filled from source to sink in row-major, column-major or anti-diagonal way. Each cell also holds a pointer to mark the preceding cell that contributed to its optimal path to enable a trace back of the optimal path from sink to source through these pointers. The computations in this standard dynamic programming model
The projection of a n-space path γ in the lattice
, · · · , n} is defined as the path associated with the imposed alignment of γ in the sub-space, L i1,··· ,i k . The projected path is denoted by ← − γ i1,··· ,i k . Figure 2 shows the projections (and the imposed alignments) of the path shown in Figure 1 into subspaces associated with each of its sequence pair. Figure 2 Sum-of-pairs Alignment (SP-alignment) is a multiple alignment in which the measure of score of a path is equal to the sum of scores of all its projected pairwise paths:
The score of any pairwise path γ ij corresponding to the some alignment of the sequences S i and S j is calculated as follows:
where |γ ij | is the length of the path γ ij , S i , S j are aligned sequences corresponding to that path with S i (k) and S j (k) representing the k th column of the alignment.
3 Review of Carrillo and Lipman's Algorithm.
In the context of SP-alignments, Carrillo and Lipman designed a method for determining the optimal path γ o (S 1 , · · · , S n ) for n > 2 with significantly fewer computations (Carrillo and Lipman, 1988 ).
Carrillo and Lipman's method is based on a basic observation that the score of projection of an optimal multiple alignment into any of its sequence pairs must be at most as great as the score of pairwise alignment between those two sequences .
Let γ h (S 1 , · · · , S n ) be a known heuristic path in n-space and π o ij be the optimal alignment of any pair of sequences S i and S j , ∀ 1 ≤ i < j ≤ n, Carrillo and Lipman showed that,
Rearranging terms we get,
where,
is the sum of the scores of all projected heuristic alignments, and
is the sum of all pairwise optimal alignments.
scores of projection into any pair of sequences S i and S j is at least L − U + ζ(π o ij ). Then, ∃ a n-space polytope, X cl ⊆ L where,
such that only the paths in X cl are possible candidates to be an optimal path, γ o .
whose end corners (source and sink) are traversed by some path of score at least
Y ij contains all paths in X ij and the set
To determine the region Y ij ⊂ L ij , we need to find the best path through each of the cells in L ij .
To enable this computation, a dynamic programming algorithm is applied in both source-to-sink and sink-to-source directions. Given both these computations, for any cell C, we now have the optimal path from C-to-source (due to source-to-sink computations), and the optimal path from C-to-sink (due to sink-to-source computations). Therefore, this enables us to compute the score of the optimal path through each of the cells in
lengths of the sequences S 1 , · · · , S n (Carrillo and Lipman, 1988) . As an illustration of the notion of bounded space Y ij , we present an example. Consider the following three sequences: S 1 = PCVCGGQ, S 2 = MPRVCVCGQ, and S 3 = DVCVC. Figure 3 shows the matrices associated with each sequence pair ({S 1 , S 2 }, {S 1 , S 3 }, and {S 2 , S 3 }). The value in each cell of the matrices represents the score of the optimal path between the end corners passing through that cell. The shaded areas (Y 12 , Y 13 , and Y 12 respectively) guarantee to contain the respective projections of optimal path, γ o (S 1 , S 2 , S 3 ). Figure 3 Using the above reasoning Carrillo and Lipman proved that it suffices to consider only a subspace Y cl (a n-space polytope) to restrict the search for the optimal path and hence it is unnecessary to apply the dynamic programming method on the whole lattice L(S 1 , · · · , S n ). The computational requirement of Carrillo and Lipman's algorithm is a function of the size of the subspace Y cl in the lattice L(S 1 , · · · , S n ) plus the number of computations necessary to generate it (Carrillo and Lipman, 1988) . Note that the Carrillo-Lipman bound is tightest when γ h = γ o .
The Carrillo and Lipman's algorithm for finding SP-alignments can be broadly summarized as follows:
1. Find bounds on the score of projection of optimal alignment onto each of its sequence pairs.
2. Use these constraints to restrict the size of the dynamic programming lattice.
3. Find the optimal alignment in the restricted space 4 The generalization of Carrillo and Lipman constraints on multiple alignments.
Carrillo and Lipman's approach can be generalized to find the constraints on optimal multiple alignment using bounds on the scores of its projections into any k-space (2 ≤ k < n).
Theorem 4.1. The search of a n-space optimal path can be constrained using the scores of its k-space projections for any 2 ≤ k < n.
Proof. By the definition of optimality,
Let ← − γ i1,··· ,i k be the projection of any path, γ(S 1 , · · · , S n ) into a k-space corresponding to the sequences
denote an optimal path in a k-space lattice determined by the sequences
Rearranging terms in the above inequality we get,
Then ∃ a n-space polytope X gcl ⊆ L, where,
such that only the paths in X gcl are possible candidates to be an optimal path, γ o .
whose end corners are traversed by some path of score at least
contains all paths in X gcl .
For any k > 2, the direct computation of π o i1,··· ,i k is highly expensive. In the next section we demonstrate a method in which this optimal path can be calculated in the restricted space given by earlier projections.
The Incremental Approach
The key idea of our approach is to incrementally compute optimal sequences π o i1,...,i k for each dimension k from 2 to n and apply the generalized Carrillo and Lipman pruning outlined in Observation 4.2 at each dimension. By computing only within the intersections of the previously pruned spaces this approach reduces the time and space requirements significantly.
The algorithm works as follows. We first compute π o i1i2 and Y i1i2 for 1 ≤ i 1 < i 2 ≤ n as usual. Let
Now we iterate k from 2 to n. In the k th iteration. For each 1 ≤ j 1 < · · · < j k+1 ≤ n we calculate for all 1 ≤ j 1 < · · · < j k+1 ≤ n we can calculate U k+1 and then calculate Y j1,...,j k+1 (the application of generalized Carrillo and Lipman pruning from Observation 4.2).
For each 1 ≤ j 1 < · · · < j k+1 ≤ n we calculate
The process continues until we calculate π o 1,...,n . Figure 4 In the conventional Carrillo and Lipman's algorithm the multiple alignment is constrained based on the score of pairwise projections. In our approach, however, the pruning is done gradually on each increasing dimension from pairwise to triplets to quads to quints, and so on. For example, let S 1 , S 2 , S 3 , S 4 , S 5 be any five sequences whose optimal alignment is to be determined. We begin our approach by finding the bounds on projections of the optimal alignment into all of its 5 C 2 pairs of se-
The original Carrillo-Lipman method proceeds from here to find a polytope of paths in 5-space constrained by the above pairwise bounds. Instead, the incremental approach explores the regions in the next dimension (3-space) such that all paths in it satisfy the constraints on their corresponding pairwise projections. We find 5 C 3 such regions associated with each of the triplets:
In the context of a particular three dimensional region L 123 = L(S 1 , S 2 , S 3 ) we obtain the 3-space polytope Φ 123 ⊂ L 123 as the intersection of Y 12 , Y 13 and Y 23 (appropriately reverse projected). This polytope, Φ 123 will contain the projection of the optimal path
. Φ 123 also contains paths that are possible candidates for the optimal path in (
(see Lemma 5.1 below).
The optimal paths of all possible triplets are explored using this method. For each i 1 < i 2 < i 3 | i 1 , i 2 , i 3 ∈ {1, 2, 3, 4, 5}, Φ i1i2i3 is then further pruned (see Theorem 5.1 below) by eliminating any path in this space which is less than
), where L 3 and U 3 are defined as in Theorem 4.1 above. This gives Γ i1i2i3 . This results in the bounds on projection of optimal alignment γ o (S 1 , S 2 , S 3 , S 4 , S 5 ) on all its triplets.
Using these triplet bounds we obtain the 4-space regions associated with the quadruplets:
, 4, 5}, we find the 4-space polytopes Φ i1i2i3i4 in the same manner as in the case of triplets. We then explore this space and calculate the optimal quadruple paths, π o i1i2i3i4 .
Using the scores of optimal quadruple paths we prune every Φ i1i2i3i4 by eliminating those paths that are less than
These quadruplet spaces Γ i1i2i3i4 are then finally used to find the 5-space polytope, Φ 12345 ⊂ L(S 1 , S 2 , S 3 , S 4 , S 5 ) which contains all paths that are possible candidates for the optimal path, γ o (S 1 , S 2 , S 3 , S 4 , S 5 ).
The exploration will lead to the calculation of optimal multiple alignment of S 1 , S 2 , S 3 , S 4 , S 5 .
The correctness of the approach follows from the results below. We show that the pruning that is done at lower dimensions never removes an optimal sequence for any higher dimensions. We then show by induction that an optimal path (for any set of dimensions) is never pruned.
Proof. We make use of the generalized Carrillo and Lipman bounds pruning, assuming that h 1 , . . . , h l are the only dimensions in the problem, and show that the pruning with more dimensions is weaker.
..,i k is the space that contains only paths at least of score
If the only dimensions in the original problem were h 1 , . . . , h l then we could apply generalized 
Hence we need to prove that
But by the definition of optimality of π
) and hence the result holds.
Theorem 5.1. For each 2 ≤ k ≤ l and 1 ≤ h 1 < · · · < h l ≤ n and 1 ≤ i 1 < · · · < i k ≤ n where
. . , h l } we have that the optimal path π o h1,...,h l is in the reverse projection of Γ i1,...,i k to the space L(S h1 , . . . , S h l ).
Proof. The proof is by induction on k. The base case when k = 2 follows directly from Lemma 5.1
Let us consider the case when k = k + 1 > 2. By induction, for each 1 
Materials and Methods
All the programs developed for this work were implemented using standard C. Separate programs were developed to implement both Carrillo and Lipman's approach and the Incremental approach.
To construct fast heuristic alignments a program was developed that implements the progressive pairwise approach for constructing multiple sequence alignments using Unweighted Pair Group using Arithmetic Mean(UPGMA) clustering (Sneath and Sokal, 1973) to build a guide tree along which the final heuristic alignment is forced. While developing the programs we ensured the use of similar data structures and programming logic so that comparisons between Carrillo and Lipman's method 13 and the Incremental method have merit. The source code of our implemention can be obtained from http://www.cs.mu.oz.au/~arun/msa-incr.html.
Real sequence data sets were used to compare the performance of both the methods. The short amino acid sequences were extracted from HOMSTRAD (Mizuguchi et al., 1998) , the database of protein structure alignments for homologous families. Also, the entire reference 1 set from BAL-IBASE (Thompson et al., 1999 ) is used in this work.
The Blosum62 (Henikoff and Henikoff, 1992) substitution scoring matrix and a gap penalty of −5 are used as alignment parameters for results in Tables 1-4 . To show the variability of space and time usages of both the approaches as a function of alignment parameters, an in-house substitution matrix (created from 400 families of HOMSTRAD structural alignments) with a gap penalty of -9 was used to align the same data sets used in Tables 1-3 
Experimental Results
In this section we undertake various comparisons of the performance of Carrillo and Lipman's Approach with our Incremental Approach. The comparisons between these approaches were made using the follows metrics:
• Peak Space Usage (PSU): In both these approaches the maximum space requirement is a linear function of the number of cells that are needed to be held in the programs data structures to enable an exploration. Also, the data structures used in both these programs are linearly related to the dimension of an exploration. Therefore, for the Carrillo and Lipman's approach Peak Space Usage is calculated as:
In the Incremental approach the explorations are done repeatedly within every level of the increment. Hence the Peak Space Usage is measured as:
Peak Space Usage= max J⊆{1,...,n} |Φ J | × |J| that is the maximum size of Φ for some index set J multiplied by the dimension |J| of that index set.
• Total Operations (TOps): The execution time is dominated by the calculation of optimal paths C-to-sink and C-to-source to enable pruning. We use this to define the "total operations" measure of computational complexity.
For Carrillo and Lipman's approach the estimate of total operations is measured as:
For the Incremental approach this is measured as:
Note that neither measures the operations for the original Carrillo and Lipman pruning.
• Time: This metric measures the wall clock time of executions of both the methods in seconds.
• Accuracy(Acc): This measure gives the relatedness of the alignments with respect to the database alignment. The overall accuracy of a multiple alignment is calculated as the mean of accuracy of all possible non-redundant sequence pairs in a multiple alignment. The pairwise accuracy is the percentage of correctly aligned residues with respect to the a database alignment. Note that the two methods always calculate the same accuracy. They are actually not guaranteed to give the same alignment since there may be more than one optimal, but this never occurs in our experiments. The data sets follow the HOMSTRAD nomenclature. We also show the number of sequences in each data set in parentheses. Note that same alignment parameters (Blosum62 substitution matrix with gap penalty of -5) and heuristic alignment were used for all experiments. Results in Table 1 clearly show a approximately 4× reduction in the Peak Space Usage using the Incremental approach, and an approximately 2× reduction in the total operations and total execution time.
Both the original Carrillo and Lipman method and our incremental approach are improved if a better heuristic is used. In the next experiment we use the optimal answer as the heuristic input to the algorithms. The results are shown in Table 2 . In these experiments sometimes Carrillo and Lipman's approach ran out of memory in the construction of Y cl and hence we cannot get an accurate gauge of Peak Space Usage and Total Operations, so all the entries are marked as -. From the results it is clear that the incremental approach gains even more benefit from a better heuristic, with a order of magnitude reduction in space requirements, and approximately 3× reduction in operations and approximately 2× reduction in execution time. Here the improvement in execution time is less than that for total operations as input/output becomes a significant proportion of the execution time. We shall see in the next experiment how we can generate a very good heuristic answer rapidly for use by our incremental approach.
In practice, to be able to achieve simultaneous alignment of many sequences Carrillo and Lipman's approach is used with bounds tighter than the guaranteed ones Gupta et al., 1995) . We can apply the same idea to the incremental approach, using bounds tighter than the guaranteed ones at each step. In the following experiment we used both methods with a bound L k −U k defined as −50 − 10 × (k − 2) rather than using the calculated values. This bound is generous in the sense that the value calculated is optimal for all data sets where we know the optimal value (those in Table 2 ). However it should be noted that the choice of such a definition for the heuristic bound for very divergent sequences can result in the method missing the optimal alignment. Pre-calculated heuristic bounds based on sequence divergence, composition, dimension of alignment could be used to serve as a good definition. Table 3 Although the heuristic incremental approach is not guaranteed to find the optimal solution, we are unaware of any cases where it failed to find the optimal. We can combine the heuristic incremental approach with the complete incremental approach by using the answer from the heuristic incremental approach as the heuristic input to the complete incremental approach. For example we can prove the optimal answer to bowman using 16 seconds to generate the optimal using the heuristic incremental approach, plus 96 seconds to prove its optimality using the complete incremental approach.
We also ran the heuristic versions of both Carrillo and Lipman as well as the Incremental approach on BALIBASE reference 1 benchmarks consisting of 81 datasets that are known to contain alignments of divergent sequences. Table 4 shows these results. The gain using the Incremental approach is clearly apparent from these results, more than an order of magnitude improvement in space requirements, and significant gains in execution time.
The space and time usages of both the approaches is largely dependent on the scoring function.
To demonstrate this variability of space and time usages we undertook the comparisons between the approaches using an in-house scoring matrix. The results of the comparisons are available at:
http://www.cs.mu.oz.au/~arun/INCR_APPROACH/tables_5_6_7.pdf
Changing the scoring function resulted in the runs of many data sets to fail using Carrillo and Lipman's method while Incremental approach performed better across all the comparisons.
Discussion
In this paper we demonstrate an approach for calculating optimal SP-alignments using linear gap penalties, where for any pair of sequences a fixed penalty is applied whenever a gap symbol in one sequence is aligned with a non-gap symbol in another. In general, affine gap penalties have been shown to be more accurate than linear gap penalties (Altschul and Erickson, 1986) . In the affine gap scheme, for any pair of sequences, gaps are variably penalized proportional to the length of continuous runs of gap symbols in one sequence aligned to non-gap symbols in another. For any such continuous run of gap symbols, the penalty is of the form G : g o + λg, where λ is the gap length, g o is the penalty for initiating a gap and g is the regular per-symbol penalty. However, implementing a dynamic programming algorithm using affine gap penalties is more memory intensive than that of linear gaps.
Due to the non-additive nature of affine gap alignments and the impracticality of implementing them using a single dynamic programming lattice (where at every cell in the lattice all possible gap-lengths should be exhaustively tried), a common practice is to use multiple "help-lattices," each help-lattice corresponds to a particular type of alignment column and has its corresponding update rules (Gusfield, 1997) . The help-lattices can then be used additively to determine the optimal alignment using affine gaps. See Gusfield (1997) for details.
In theory, both Carrillo and Lipman's method as well as the incremental algorithm discussed in this paper can be extended to affine gap penalties in a sum-of-pairs measure. However, in practice there are few problems in this extension. First, the number of help-lattices grow exponentially with the number of sequences as O(2 n ) and hence the demand of space quickly becomes unacceptable. Even if this is overlooked, under a sum-of-pairs scoring function, it is not possible to determine whether or not a column of alignment in its pairwise (and hence subsequent) projections initiates a gap without probing the information of arbitrary number of previous columns. The later problem is common also to the "natural" gap penalties discussed in Altschul (1989) where, for a pairwise alignment, the natural gap penalty is calculated by charging a constant penalty for every continuous run of gap symbols in one sequence aligned to non-gap symbols in another. Altschul (1989) overcomes the problem of natural gap penalties by compromising with a slightly altered definition which he calls "quasi-natural" gap penalties where only the preceding column completely determines the number of gaps the current column of alignment introduces. The implementation of MSA (Gupta et al., 1995) with space-time improvements and accommodating affine gap penalties also compromises in the same way by relying on the previous column to completely determine the gap initiation structure of any given column of alignment. Let us call this "quasi-affine"gap penalties. Following the proof sketch of Theorem 4.1 we can show that
where, ζ q is the scoring function using quasi-affine gap penalties in a sum-of-pairs measure,
Hence it is possible to prove optimality using quasi-affine gap penalties for both Carrillo and
Lipman's method as well the incremental approach.
There are a number of subtleties and problems in actually extending the implementation to use quasi-affine penalties. First, the projection used in such an approach cannot remove all gap columns since this changes the quasi-affine penalty function and the theoretical results will fail to hold. For example the three pairwise projections of the alignment shown in Figure 1 would be
as opposed to those shown in Figure 2 . With linear (and affine and natural) gap penalties the gap-gap alignments have no score, this is no longer the case with quasi-affine (or quasi-natural) gap penalties.
Second, the calculation of the shadows Y ij (and their multidimensional counterparts Γ i1...i k ) is more complicated since the optimal path through each cell C is not simply determined by summing the optimal C-to-source path with an optimal C-to-sink path. Third, the calculation of optimal solutions using quasi-affine penalties is expensive so in practice an approximation is used. If we do not require provably optimal alignments, then we can ignore the above problems. In practice we would expect that the overly generous nature of the generalized Carrillo and Lipman bound would still lead to optimal alignments being found.
Conclusions
We present an approach for calculating optimal sum-of-pairs multiple alignments using incremental Carrillo-Lipman bounds. Our experimental results demonstrate a drastic reduction in the exploration space for optimal alignments compared to the conventional approach. This improvement allows many runs that were unsuccessful using the original method. The incremental method can also be used heuristically by tightening the bounds artificially on every increment. This heuristic method is faster and more space efficient than using an heuristic version of Carrillo and Lipman bounds, an approach used for example in tools such as MSA .
The architecture of the incremental approach lends itself to straightforward parallelization over symmetric multiprocessors using shared memory. At every different level, the nodes shown in Figure 4 are independent and hence can be calculated in parallel. This could further substantially reduce the total time of execution. We have also discussed the extension of gap scoring scheme from linear to quasi-affine. Future directions for investigation include the use of a tree model for scoring multiple alignments, use of sequence weighting and enabling quasi-affine gap penalties to increase the accuracy of this approach while combining it with divide-and-conquer technique to enable the simultaneous alignments of large protein sequences in reasonably fast time.
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