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Resumo
ATLAS e´ um dos quatro detectores principais de part´ıculas instalados no ace-
larador LHC. Foi projetado e constru´ıdo para estudar coliso˜es prota˜o-prota˜o e co-
liso˜es entre io˜es pesados. E´ um detector de part´ıculas que tem como objectivo geral
a procura de novas part´ıculas relacionadas com o mecanismo de quebra espontaˆnea
de simetria e investigar teorias para ale´m do Modelo Padra˜o. Uma pec¸a essen-
cial para as medidas do programa de f´ısica de ATLAS e´ a determinac¸a˜o precisa da
luminosidade integrada,
∫ Ldt, onde L e´ a luminosidade instantaˆnea.
O trabalho apresentado nesta tese foi realizado no aˆmbito do Grupo Portugueˆs
de ATLAS e dentro da colaborac¸a˜o com o Grupo de Trabalho de ALFA. Esta tese
descreve o trabalho realizado para projetar, construir e testar um sistema de oito
detectores para medir a dispersa˜o ela´stica de proto˜es a aˆngulos muito pequenos
(3.5µrad), atingindo a regia˜o de interfereˆncia coulombiana e, desta forma, permitir
a medic¸a˜o da luminosidade absoluta utilizando a sec¸a˜o eficaz eletromagne´tica. Com
este sistema de detectores, chamado ALFA, a sigla para Luminosity Absolute For
ATLAS, esperamos alcanc¸ar uma precisa˜o na medic¸a˜o de luminosidade de cerca de
97%.
O ALFA e´ um detector de trac¸os de fibra o´pticas cintilantes que detecta part´ıculas
que atravessam o detector e induzem o processo de cintilac¸a˜o. As fibras o´pticas,
necessa´rias para a construc¸a˜o do detector, foram polidas e aluminizadas numa das
faces laterais para melhorar o rendimento de colecc¸a˜o de luz de cintilac¸a˜o. Du-
rante esta fase eu contribu´ı para o controle de qualidade (CQ) das fibras cintilantes
classificando-as em termos de rendimento de colecc¸a˜o de luz para disponibilizar essa
informac¸a˜o durante a colagem das fibras no detector. Apo´s o CQ e a separac¸a˜o das
fibras o´pticas foi obtido um RMS < 5%.
Depois da constuc¸a˜o, os detectores ALFA foram sujeitos a testes com feixes de
part´ıculas de altas energias. Foi usado um detector de sil´ıcio, chamado EUDET,
para determinar a resoluc¸a˜o espacial dos detectores ALFA. Nos testes com feixe a
minha contibuic¸a˜o em 2009 foi na ana´lise dos dados e em 2010 a realizac¸a˜o do teste e
a ana´lise de dados. Na ana´lise de 2009, reconstru´ı trac¸os no telesco´pio EUDET que
foram usados em estudos posteriores pela colaborac¸a˜o ALFA, estudei o desempenho
do telesco´pio EUDET e testei o seu alinhamento interno. Foi obtida uma resoluc¸a˜o
espacial de 3− 4 µm para o telesco´pio EUDET na posic¸a˜o do ALFA e aproximada-
mente um trac¸o por evento, condic¸o˜es optimas para o estudo do desempanho do
detector ALFA. Em 2010 a minha contribuic¸a˜o para ana´lise foi focada no desem-
penho do detector ALFA, nomeadamente no estudo da eficieˆncia de cada camada,
na multiplicidade de hits por camada, no varrimento de paraˆmetros do MAPMT,
no estudo da contribuic¸a˜o do ru´ıdo para o sinal em cada camada e na resoluc¸a˜o
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espacial. Foi encontrada uma eficieˆncia de 93%, uma multiplicidade perto de um
(1) e um ru´ıdo na ordem de 0.3%. Foi obtida uma resoluc¸a˜o espacial de ∼ 23 µm
utilizando o me´todo stand-alone, que e´ melhor que a resoluc¸a˜o minima requerida
(30 µm).
Palavras Chave: ATLAS, ALFA, luminosidade, fibra o´ptica, resoluc¸a˜o, multi-
plicidade, eficieˆncia.
Abstract
ATLAS is one of the four independent particle detectors designed and built to
exploit the proton-proton and heavy ions collisions physics at the LHC. It is a gen-
eral purpose particle detector mainly designed to search for new particles related to
the symmetry breaking mechanism and to investigate theories beyond the SM. An
essential ingredient to the measurements of the ATLAS physics program is the accu-
rate determination of the integrated luminosity,
∫ Ldt, where L is the instantaneous
luminosity.
The work presented in this thesis was done in the framework of the Portuguese
ATLAS Group and within its collaboration with the ATLAS ALFA Working Group.
It outlines the work done to design, build and test a system of eight position sensi-
tive detectors to measure the elastically scattered protons down to very small angles
(3.5µrad), reaching the Coulomb interference region and in this way geting an abso-
lute calibration of the luminosity using the computable electromagnetic cross section.
With this system of detectors, called ALFA, the acronym for Absolute Luminosity
For ATLAS, we expect to achieve a precision in the luminosity measurement of
around 97%.
The ALFA is a tracking detector based in scintillating optical fiber which detects
particles through the scintillation process. The optical fibers needed for the detector
construction were polished and aluminized at one of the fibers end to improve the
light yield. During this phase I contribute to the optical and visual Quality Control
(QC) of the scintillating fibers classifying them in terms of light yield for information
during the gluing of the fibers in the detector. In this task and after separation of
the fibers a displacement in RMS was < 5%.
After ALFA detector construction and before its installation in the LHC tunnel
the detector was submitted to test beam to study its performance with the held
of a silicon tracking detector, named EUDET, with a better spatial resolution. I
contributed in 2009 test beam analysis and in the 2010 test beam campaign and
analysis. In the 2009 test beam analysis I reconstructed track with EUDET telescope
that were used in later studies by the ALFA Collaboration, studied the EUDET
performance and tested the EUDET internal alignment. From the studies a spatial
resolution of 3− 4 µm at ALFA position and a track multiplicity near one (1) was
obtained which is suitable to study ALFA. The 2010 test beam analysis was focussed
in the ALFA detector performance with the study of the layer efficiency, layer hit
multiplicity, MAPMT parameter scan, noise contribution to the layer signal and
spatial resolution. This study reveal an efficiency of 93% and a multiplicity close
to one (1) with a noise of order of 0.3%. A spatial resolution of ∼ 23 µm using a
stand-alone method was obtained that is better than 30 µm, the minimum resolution
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required.
Key Words: ATLAS, ALFA, luminosity, optical fibre, resolution, multiplicity,
efficiency.
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Chapter 1
INTRODUCTION
The Large Hadron Collider (LHC) is operational since 20 November 2009 at
CERN, European Council for Nuclear Research. In 2010 run, the machine pro-
duced proton-proton collisions at a centre-of-mass energy of
√
S = 7 TeV with an
instantaneous luminosity of L = 2.1× 1032 cm−2s−1, allowing to accumulate 45 pb−1
of data and to ”rediscover” the Standard Model (SM) of particle physics in this
initial period of data taking. In 2011 year, the LHC continued to oprerate at 7 TeV,
and the instantaneous luminosity was raised to L = 3.31 × 1033 cm−2s−1, allowing
to accumulate 4.10 fb−1 of data by the end of September 2011.
Collisions between lead ions were also delivered by the machine at the end of 2010,
during the month of November, with a pernucleon center-of-mass energy 2.76 TeV,
allowing to probe the existence of an evanescent hot, dense state, with temperatures
exceeding 2×1012 K, were the relevant degrees of freedom are not hadrons but quarks
and gluons.
However, the collider was designed to be capable of running at a designed en-
ergy
√
S of 14 TeV and to deliver a peak luminosity L = 1034 cm−2s−1, for proton
collisions.
ATLAS is one of the four independent particle detectors designed and built to
exploit the proton-proton and heavy ions collisions physics at the LHC. It is a gen-
eral purpose particle detector mainly designed to search for new particles related to
the symmetry breaking mechanism and to investigate theories beyond the SM. An
essential ingredient to the measurements of the ATLAS physics program is the accu-
rate determination of the integrated luminosity,
∫ Ldt, where L is the instantaneous
luminosity.
ATLAS uses different methods to get an accurate estimate of the luminosity.
On 2010 and 2011 the luminosity was determined from counting rates measured by
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several subdetectors such as LUCID, each one associated with one or more luminosity
algorithms [2]. These detectors have been calibrated with the use of the van der Meer
beam-separation method, where the two beams are scanned against each other in
the horizontal and vertical planes to measure their overlap function.
This Master Thesis outlines the work done to design, build and test a system
of eight position sensitive detectors to measure the elastically scattered protons
down to very small angles (3.5µrad), reaching the Coulomb interference region and
in this way geting an absolute calibration of the luminosity using the computable
electromagnetic cross section [3]. With this system of detectors, called ALFA, the
acronym for Absolute Luminosity For ATLAS, we expect to achieve a precision in
the luminosity measurement of around 3%. On the 2010 run, the precision was of
11% [2] and on the 2011 run the precision was of 3.7% due to improvements done
on the ATLAS luminosity monitors during the winter shut down [4].
The work presented here was done in the framework of the Portuguese ATLAS
Group and within its collaboration with the ATLAS ALFA Working Group. The
Thesis is organized in as following: Chapter 2 is a short introduction to the LHC
and the main detectors in the LHC ring, with emphasis on the ATLAS detector;
Chapter 3 is devoted to the methods available to estimate the luminosity; Chapter 4
is a brief description of the detectors ALFA system; Chapter 5 describes the quality
control of the scintillating fibers used in the ALFA position sensitive detectors; the
tests performed on ALFA with high energy beams and the results obtained are
presented in Chapter 6; finally, Chapter 7 and Chapter 8 give the results from
the two different test beam campaigns. My personal contribution was given to the
quality control of fibers and to the two test beam campaigns.
Part of the results presented in the Thesis are published in an ATLAS internal
note [5]. Another document is being prepared with the 2010 ALFA test beam results.
Chapter 2
THE ATLAS EXPERIMENT AT THE LHC
The european organization CERN is a centre for scientific research in physics,
seeking answers to the fundamental questions about the Universe. Was founded in
1954 by 12 european countries: Belgium, Denmark, France, the Federal Republic of
Germany, Greece, Italy, the Netherlands, Norway, Sweden, Switzerland, the United
Kingdom, and Yugoslavia. Portugal became a member state in 1986. The centre
is located near Geneva on the Swiss-French border and the Large Hadron Collider
(LHC) is part of the CERN’s complex of particles accelerators.
2.1 The Large Hadron Collider
The LHC [6] is the most powerful accelerator constructed until now. The accel-
erator is housed in the tunnel of the former LEP accelerator, over the Swiss-French
border at a depth ranging from 50 to 175 meters underground and has nearly 27 km
of perimeter (4.3 km radius).
The LHC was designed to embark a new era of discovery at a high-energy frontier.
With the LHC it will be possible to collide protons with an energy in the cetre-of-
mass of the collision of
√
s = 14 TeV and a peak luminosity of L = 1034 cm−2s−1. The
two counter-circulating beams cross at four designated intersection points, where
four different experiments are installed. The LHC experiments will adress questions
such as what gives matter its mass, what the invisible 96% of the Universe is made
of, why nature prefers matter to antimatter and how matter evolved from the first
instants of the Universes existence. The four LHC experiments are:
• ALICE (A Large Ion Collider Experiment) [7] – the LHC collides also lead
ions that generate temperatures 100 000 times hotter than those in the heart
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of the Sun. Under these conditions physicists hope to create a state of matter
called quark-gluon plasma, which probably existed just after the Big Bang.
The ALICE collaboration studies the quark-gluon plasma as it expands and
cools, observing the formation of particles that constitute the matter of the
Universe, as we know today.
• LHCb (Large Hadron Collider beauty) [8] – the collaboration seeks to under-
stand why nature seems to prefer matter to antimatter, studying the particles
that are bound states of bottom (or beauty) quarks.
• CMS (Compact Muon Solenoide) [9] – this experiment uses a general-purpose
detector to investigate a wide range of physics, including the search for the
Higgs boson and theories beyond the Standard Model (supersymmetry, extra
dimensions, etc.)
• ATLAS (A Toroidal LHC ApparatuS) [10] – this experiment has the same
scientific goals of CMS and uses a general-purpose detector, with different
technical solutions and design. Both CMS and ATLAS study the quark-gluon
plasma and the β-physics, although they were designed for pp physics.
The LHC is operational since 20 November 2009 and had reach a centre-of-mass
energy of
√
s = 7 TeV in March 2010 for two proton beams moving in opposite
directions at nearly the speed of light. On the 2010 run the energy was fixed at√
s = 7 TeV and it will remain this value possible until the end of the year 2012. An
instantaneous luminosity of L = 3.31 × 1033 cm−2s−1 was reached in the 2011 run,
by accelerating up to 1380 bunches per beam, with each bunch containing about
up to 1.3 × 1011 protons, with a time between the collisions of 50 ns. A schematic
diagram of the CERN site showing the LHC and some of its other accelerators is
shown in Figure 2.1.
2.2 The ATLAS Detector
The ATLAS detector, shown schematically in Figure 2.2, is one of the great
achievements in engineering and experimental physics. The detector has a cylin-
drical shape centred in the beam pipe, with a length of 44 m and a radius of 12.5 m.
Since different types of particles interact differently with matter, ATLAS consists of
several subdetector systems.
Starting from the inner to the outer, ATLAS consists of an Inner Detector de-
signed to reconstruct tracks and decay vertices with high efficiency, to measure
charges and transverse momentum of charged particles, a Calorimeter System to
measure the energy of the incoming particles and perform the identification of elec-
trons, photons and hadrons, and finally, at the outermost, a Muon Spectrometer for
identification, tracking and measuring the charge and momentum of the muons. Two
different magnetic field systems bend the trajectory of charged particles providing
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Figure 2.1: Complex of accelerators at CERN: LHC - Large Hadron Collider; SPS - Su-
per Proton Synchrotron; AD - Antiproton Decelerator; PSB - Proton Syn-
chrotron Booster; PS - Proton Synchrotron; LINAC - Linear Accelerator;
LEIR - Low Energy Ion Ring; CNGS - CERN Neutrinos to Gran Sasso.
Figure 2.2: General overview of the ATLAS detector.
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the inner detector and the muon spectrometer the ability for particle identifications
and momentum measurements. These subdetectors are briefly described in the fol-
lowing subsections. Each subdetector is mechanically divided into three parts: the
central part of the cylinder called ‘barrel region’ and two ‘end-cap regions’. The
barrel has usually a cylindrical form, while the end-cap region consists of one or
more discs which close the barrel region from both ends.
2.2.1 Magnetic System
The ATLAS superconducting magnet system is an unusual arrangement of two
different components (Figure 2.3): a central solenoid surrouding the inner detector
and providing a field strength of 2 T at the interaction point, and a combination
of three large air toroids (one barrel and two end-caps) arranged with an eight fold
azimuthal symmetry around the calorimeters. The peak field provided by the toroid
coils is 4.1 T.
Figure 2.3: Schematic representation of the ATLAS magnetic systems: the central
solenoid, the barrel toroid and the end-cap toroid.
Since the central solenoid surrounds the inner detector and is inside the calorimeter
system, it was optimised to provide the inner detector with a strong magnetic field
to bend the path of the charged particles, and to keep the material thickness in front
of the calorimeters as low as possible. The central solenoid has only 4.5 cm thickness
and the superconducting magnets are cooled down to 4.5 K in a cryostat, which is
shared with the liquid-argon (LAr) calorimeter to minimise the usage of material.
The magnetic lines of the outermost magnets are toroidal and perpendicular to
the magnetic field of the central solenoid system. The outermost magnetic field is
created by eight superconducting coils in the barrel and by two toroids with eight
coils in the end-cap region. The toroid system is inside the muon system and is used
to bend the trajectory of muons. The inner radius of the system in the barrel region
is 5 m, the outer radius is 10.7 m. These large extensions of the toroid system allow
a track measurement with a long lever arm and hence improve the precision of the
momentum measurement. The magnetic coils are not placed in iron, which would
2.2. The ATLAS Detector 7
increase the magnetic field strength, but are surrounded by air to minimise multiple
scattering effects. For this reason, the toroid system is also called air-core toroid
system and the ATLAS detector has a very large volume.
2.2.2 Inner Detector
The Inner Detector shown in Figure 2.4 is the closest subdetector to the interaction
point, and is contained within the cylindrical envelope surrounded by the central
solenoid magnet. It has a total diameter of 2.1 m and a length of 6.2 m. Its primary
goal is the hermetic and precise reconstruction of the trajectories of charged particles.
Knowing the trajectory and the magnetic field, one can calculate the charge, the
initial momentum, the direction of flight and the impact parameter of the particle.
Figure 2.4: Inner Detector layout. From the inner to the outer radius: the pixel detector,
the semiconductor tracker (SCT) and the transition radiation tracker (TRT).
The inner detector consists of an arrangement of three subdetectors, which rep-
resent three complementary technologies: a discrete high resolution silicon pixel
detector closest to the interaction point, followed by a silicon microstrip detector
(SCT), and the outermost straw tube tracker (TRT). The combination of these
technologies allows the inner detector to reconstruct tracks in the high-multiplicity
high-frequency LHC environment.
Silicon Pixel Detector
The Pixel Detector is the innermost part of the inner detector. The active material
of this subdetector is silicon, structured in rectangular cells (pixels) with 50 µm ×
400 µm. Charged particles which pass through silicon produce electron-hole pairs. A
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bias voltage applied to each cell causes the electrons and holes to drift to the readout
side of the cell. The cells are placed in three cylindrical layers at 50.5 mm, 88.5 mm
and 122.5 mm from the center of the beam pipe. In total there are 80 million pixels
that cover the three layers and contribute for tracking with three points.
Silicon Strip Detector
The ATLAS semiconductor tracker (SCT) is the middle component of the inner
detector. It is made of four double layers of silicon strips in the barrel region,
positioned at 299 mm, 371 mm, 443 mm and 514 mm from the center of the beam
pipe, and nine double disks of silicon strips in each of the end-caps, between radii
of 300 and 510 mm. In total there are 6.2 × 106 readout channels covering a total
area of 60 m2.
Transition Radiation Tracker
The outermost component of the inner detector is the Transition Radiation Tracker
(TRT), based on the use of drift (straw) tube detectors, which can operate at the
LHC highest rates due to their small diameter and the isolation of the sense wire
within individual gas volumes. Drift tubes of 2 mm radius, arranged in three bar-
rel layers and two sets of independent end-cap wheels on each side, are the basic
TRT detector elements. The straws anodes are 31 µm diameter tungsten (99.95%)
wires planted with 0.5− 0.7 µm gold, and the tubes are filled with a gas mixture of
70% xenon (Xe), 27% carbon dioxide (CO2) and 3% oxygen (O2) with 5− 10 mbar
over-pressure. Charged particles, which traverse trough the tube, lead to a ionisa-
tion of the gas mixture. Electron identification capability is added by employing
Xe gas to detect transition radiation photons (TR) created in the radiator material
(polypropylene) between the straws.
The TRT contains up to 73 layers of straws interleaved with polypropylene fibres
(barrel) and 160 planes of straws interleaved with polypropylene foils (end-cap).
The fibers and foils provide TR for electron identification. The barrel has a total of
50× 103 straws and the end-caps a total of 245× 103 straws.
2.2.3 Calorimeters
The ATLAS calorimetric system (Figure 2.5) measures the energy and position
of charged and neutral incoming particles by sampling the energy deposited in the
various calorimeters. Each one of these detectors consists of metal absorber plates
and sensing elements. Interactions in the absorbers transform the incident particle
energy into a shower of particles that are detected by the sensing elements. In the
inner sections of the calorimetric system, named the electromagnetic calorimeter,
the sensing element is liquid argon. The showers in the argon liberate electrons that
are collected and recorded. In the outer sections, the sensors are tiles of scintillating
plastic. The showers cause the plastic to emit light which is detected and recorded.
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The overall ATLAS calorimetric system is hermetic and thick enough to stop all the
particles except muons and neutrinos.
The calorimetric system is used to identify photons, electrons and jets with ener-
gies from 10 GeV to 1 TeV, and measures missing transverse energy.
Figure 2.5: Calorimetric system layout: the main barrel electromagnetic and hadronic
calorimeters; the end-caps electromagnetic and hadronic calorimeters; and
the special forward calorimeter, resistant to hard radiation directly coming
from the proton beam.
Electromagnetic calorimeter
The electromagnetic calorimeter makes use of the interaction of electrons and
photons with matter. The dominant process in the interaction of electrons with
matter at high energies E  mec2 is bremsstrahlung, which leads to the production
of an additional photon. The photons at energies above 5 MeV produce electron
pairs via pair production. This leads to a cascade of electrons and photons.
The electromagnetic calorimeter is a lead/liquid-argon sampling detector, con-
tained in a cylinder with an outer radius of 2.25 m and extendes longitudinally to
±6.65 m along the beam axis. Comprises a barrel (LAr) closed by two end-caps
(EMEC). Both the LAr and the EMEC are complemented with presampler detec-
tors to evaluate the amount of energy loss in the material in front of the calorimeters.
These presampler are thin layers of liquid argon equipped with readout electrodes
but no absorber that provide shower sampling. Moreover, the central solenoid and
the electromagnetic calorimeter share a common vacuum vessel, thereby eliminating
two vacuum walls.
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Hadronic calorimeter
The hadronic calorimeter is responsible by the identification, reconstruction and
energy measurement of particle jets, which result from the hadronisation of quarks
and gluons, and the measurement of the missing transverse energy in the event.
The major difference of the hadronic calorimeter to the electromagnetic is that the
hadronic showers, which are started by hadrons, are produced via strong interac-
tions. The incoming hadrons interact with the atomic nuclei and produce further
neutrons, protons and primarily pions, which themselves start interacting with fur-
ther nuclei. The decay of neutral pions into photons induces also an electromagnetic
shower, which accompanies the hadronic counterpart.
The hadronic calorimeter is positioned around the electromagnetic calorimeter
from the radius 2.28 to 4.25 m. The central hadronic calorimeter has a cylindrical
structure called TileCal due to the use of scintillating plastic tiles as sensing element.
The TileCal is divided into three parts: the central barrel with 5.8 m long and two
extended barrels with 2.6 m in length. Steel plates are used as absorber material
and also as return yoke for the solenoid magnetic field. Light signals proportional
to the energy of the incoming particles are produced in the scintillating tiles.
The hadronic calorimeter is extended by the end-cap part of the hadronic calorime-
ter (HEC), a copper/liquid-argon detector, and the forward calorimeter (FCal), a
copper-tungsten/liquid-argon detector.
2.2.4 Muon Spectrometer
Muons with energy above 6 GeV are the only particles which pass the inner
detector and the calorimeters with little perturbation from their passage.
The purpose of the muon spectrometer, shown in Figure 2.6, is not only the
identification of muons, achieved by lining up the hits in the detection elements,
but also a precise standalone triggering of single muons and measurement of the
final state muons transverse momenta up to 1 TeV. The spectrometer was designed
to be the most hermetic system as possible. The magnetic deflection of the muon
trajectories is provided by the toroidal magnetic field.
The relatively low magnetic field strength that can be reached is bypassed by the
combination of four different detection elements, so-called muon chambers, made of
thousands of metal tubes equipped with a central wire and filled with gas. As a muon
passes through these tubes, ionises the gas. An applied potential difference between
wire and tube leads to an electric field, which lets the ions and electrons drift to the
sides and centre of the tube. By measuring the time it takes for these charges to
drift from the starting point, the drift-time, one can determine the position of the
muon as it passes through.
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Figure 2.6: The muon spectrometer, the largest subdetector in the ATLAS detector, has
four detection elements called muon chambers: thin-gap chambers (TGC);
cathode strip chambers (CSC); resistive-plate chambers (RPC); and moni-
tored drift tubes (MDT).
The four types of muon chambers are:
• Precision chambers for a precise muon tracking:
– the monitored drift tube chambers (MDT) are the core of the muon spec-
trometer, placed in the three barrel shells and also in the four end-cap
wheels;
– since a relative large background rate is expected in the very forward re-
gion, chambers with finer granularity and less occupancy are used. Cath-
ode strip chamber (CSC) detectors replace the MDT ones in a small
end-cap region around the beam pipe, to cope the high particles multi-
plicities.
• Fast trigger chambers
– resistive plate chambers (RPC) are used in the barrel for triggering due
to good spatial and time resolution as well adequate rate capability;
– thin gap chamber (TGC) detectors were selected for triggering because
they provide good time resolution and high rate capability, their spatial
resolution is determined by the readout channel granularity, which can
be adjusted to the needs by wire ganging.
12 2. THE ATLAS EXPERIMENT AT THE LHC
2.2.5 Forward Detectors of ATLAS
There are three ATLAS forward detectors [11] named LUCID, ZDC and ALFA
placed closer the beam pipe and at 17 m, 140 m and 240 m from the interaction
point (IP) respectively. These detectors are rather small when compared with the
other ATLAS detectors and are located in a forward region near the beam pipe
as seen in Figure 2.7. They are used to measure the luminosity. These forward
detectors are introduced in the following sections.
Figure 2.7: The ATLAS forward detectors: LUCID at 17 m from the interaction point,
ZDC at 140 m and ALFA at 240 m
LUCID
The LUCID (Luminosity Cherenkov Integrating Detector) is located at ±17 m
from the interaction point and closely surrounds the beam pipe. The LUCID consists
of 20 aluminium tubes filled with C4F10. Each tube has 1.5 m long with 15 mm of
diameter.
When a charged particle passes through the gas in the tube, Cherenkov light
is emitted. The light travels inside the tube and is collected by PMTs directly
mounted in the aluminium tube. Figure 2.8 shows a LUCID unit with the tubes
visible. The number of Cherenkov photons is directly proportional to the path
of the charged particle in the gas. LUCID geometry helps to reduce the signal
produced by secondary particles because in contrast with primary particles from
the pp interactions, secondary particles hit the tubes with larger angles resulting in
shorter paths and consequently less Cherenkov light.
LUCID is a relative luminosity monitor and it has to be calibrated using external
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luminosity data. The most accurate calibration data will be determined by ALFA
using measurements of elastic scattering in the Coulomb interference region.
Figure 2.8: Photograph of the LUCID detector.
ZDC
The ZDC (Zero Degree Calorimeter) is located at the point where the two LHC
beam pipes merge into one, at 140 m from the interaction point (IP). The ZDC is
installed inside the TAN (Target Absorber for Neutrals). The goal of TAN is to
absorb the high-energy neutral particles from the beam pipe. Figure 2.9 shows the
TAN and four ZDC modules that a ZDC is composed. One of the modules is an
electromagnetic calorimeter and the other three are hadronic. They use tungsten
plates parallels to the beam as absorber and quartz rods as active material. The
created showers produce Cherenkov light that is collected by multianode PMTs. Its
main purpose is to detect forward neutrons, observe the decaying of pi0 and η, and
also locates the IP with a coincidence by the ZDCs on both sides of the IP.
ALFA system
The ALFA (Absolute Luminosity For ATLAS) system will measure the elastic
scattering at small angles. The goal is to determine the absolute luminosity in
the Coulomb interference region. The luminosity measurement will be present in
Chapter 3 and the ALFA detector in Chapter 4.
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Figure 2.9: Schematic view of the ZDC modules inside the TAN.
Chapter 3
LUMINOSITY
The luminosity L of a collider is a measurement of the rate at which particles
collide. It is directly related to the intensity of the particle circulating beams and
to the size of a spot onto which the beams are focused.
The event rate dN/dt of a certain physics process is given by multiplying lumi-
nosity by the cross section σ of the process,
dN
dt
= Lσ, (3.1)
neglecting the detector efficiency.
This equation allows us to understand the importance of an accurate determi-
nation of the absolute value of the delivered luminosity (absolute luminosity). A
precise measurement of the luminosity is essential for an accurate determination of
cross sections. The uncertainty on the delivered luminosity is often one of the dom-
inant systematic uncertainties. Figure 3.1 illustrates the impact of the luminosity
in the determination of the Higgs cross section. Searches of new physics also rely on
accurate information about the deivered luminosity to evaluate background levels
and determine sensitivity to physics beyond the Standard Model of particle physics.
Also important is to monitor the luminosity evolution during data taking to assure
good quality beams and good quality collisions, minoring beam noise and collisions
pileup. For this purpose it is enough to measure the relative value of the luminosity
(relative luminosity).
The ATLAS experiment has different methods to measure luminosity. This chap-
ter describes briefly the methods used for an accurate determination of the absolute
luminosity, which is the main purpose of the ALFA detector system.
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Figure 3.1: Relative accuracy in the measurement of the Higgs production cross section,
for an integrated luminosity of 300 fb−1. The dominant systematic uncer-
tainty is the accuracy in the integrated luminosity. The open symbols are
for an accuracy of 10% and the closed symbols for an accuracy of 5% [1].
During 2010 and 2011 the general method for calibrating the ATLAS luminos-
ity was based on dedicated van der Meer scans, also called beam-separation or lu-
minosity scans. With this method a relative uncertainty of δL/L = ±3.7% was
obtained [4].
The goal of the ALFA detector system is to measure the absolute luminosity with
an accuracy better than 97%.
3.1 Absolute Luminosity Measurement
The list of methods presented here to determine the absolute luminosity is not
exhaustive, but summarises the most relevant methods.
Beam Parameters
Luminosity reflects the quality of the collisions between the circulating bunches of
protons. One can use directly the parameters of the beam to measure the absolute
luminosity. Assuming that the bunches which collide are identical and that their
transversal dimensions (profiles) are gaussian, then for a frontal collision one can
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write the delivered luminosity like
L0 = n1n2frkb
4piσxσy
(3.2)
where n1 and n2 are the bunch populations (protons per bunch) in beam 1 and beam
2 respectively (together forming the bunch charge product), fr the LHC revolution
frequency, σx and σy the beam profiles, and kb the number of bunches circulating
in the machine. The nominal parameters for the LHC collision optics give L =
1.2× 1034 cm−2s−1.
However, Equation 3.12 is quite simplified. There are important effects to account:
the crossing angle between the beams; the collisions may not be frontal; variations
in the transverse and logitudinal dimensions of the beams at the interaction point
(hourglass effect); and non-gaussian beam profiles. One should take into account all
of these effects, since they reduce the luminosity. These effects should be determined
in runs dedicated to luminosity calibration measurements.
For instance, the crossing angle between beams reduces the luminosity by a factor
Fc, which can be written [12] as
L = L0Fc with F0 = 1√
1 +
(
σx,y
σs
tan(φ
2
)
)2 1√
1 +
(
σs
σx,y
tan(φ
2
)
)2 . (3.3)
For small crossing angles φ and when the beam profiles σx,y are negligible compared
to the logitudinal dimension σs, the equation can be simplified
Fc ' 1√
1 +
(
σs
σx,y
· φ
2
)2 . (3.4)
One can interpret this factor as a purely geometrical correction and define a beam
effective dimension
σeff = σx,y
√
1 +
(
σs
σx,y
· φ
2
)2
. (3.5)
The nominal LHC parameters, shown in Table 3.1, give Fc = 0.835. This is the
most important effect of luminosity reduction.
Until now the collisions have been considered frontal, but let us consider a vertical
displacement between the two beams. If the bunch 1 is displaced by a distance d1
with respect to the center of the collision and bunch 2 by d2, then the luminosity is
now given in a presence of a crossing angle φ by
L = L0FcW exp
(
B2
A
)
, (3.6)
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Parameter Units Injection Collision
Energy [GeV] 450 7000
Luminosity [cm−2s−1] 1034
# Bunches 2808
Time between bunches [ns] 24.95
# Protons per bunch 1.15× 1011
Beam current [A] 0.582
Transversal emittance normalised [µmrad] 3.5 3.75
Longitudinal emittance [eVs] 1.0 2.5
Bunch length [ns] 1.7 1.0
Energy dispersion [10−3] 1.9 0.45
Table 3.1: The LHC nominal parameters.
where A, B and W are given by
A =
sin2(φ/2)
σ2x,y
+
cos2(φ/2)
σ2s
, B =
(d2 − d1) sin(φ/2)
2σ2x,y
, (3.7)
and
W = exp
(
−(d2 − d1)
2
4σ2x,y
)
. (3.8)
The parameter W can be interpreted as the influence of a bunch vertical displace-
ment and the term exp(B2/A) as the combination between the crossing angle and
the vertical displacement. For d2− d1 = 0.1σy and neglecting the crossing angle one
has W = 0.9975.
The variation of the luminosity as a function of a vertical displacement δy can be
written as
L
L0 = exp
(
− δ
2
y
4σ2y
)
. (3.9)
In a van der Meer scan, the beams are separated by steps of a known distance
δx,y which allows a direct measurement of the reduction factor W and of the beam
profiles (σx,y), using Equation 3.8. Combining this with an external measurement of
the bunch charge production n1n2 provides a direct determination of the luminosity
when the beams are unseparated.
Elastic Scattering at Small Angles
The rate of elastic scattering Relas = dNelas/dt and the inelastic rate Rinel =
dNinel/dt are related with the luminosity and the total proton-proton cross section
σtot by the following relation
σtotL = Relas +Rinel. (3.10)
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In an elastic scattering the two protons exchange a squared quadrimomentum
vector t. Their trajectories are deflected by an angle θ in the diffusion plane. If the
protons have an initial momentum equal to p = p1 = p2 the squared quadrimomen-
tum can be written as
t = (p1 − p3)2 = (p2 − p4)2 = −2p2(1− cos(θ)) ' −p2θ2. (3.11)
where p3 and p4 are the momentum of the outgoing protons.
The optical theorem states that the total cross section is related to the elastic
differential cross section extrapolated to small momentum transfers t. By mea-
suring the total interaction rate Rtot and the elastic rate in the forward direction
[dRelas/dt]t=0 simultaneously, both the luminosity and the total cross section can be
determined. This method requires a precise measurement of the inelastic rate with
good coverage in rapidity. The rapidity range of ATLAS is somewhat limited in this
context and the method can not be used.
A different approach is to measure elastic scattering down to such small t-values
that cross section becomes sensitive to the electromegnetic amplitude, this is to the
Coulomb interference region [2]. In this case, both luminosity and cross section can
be determined without a measurement of the inelastic rate. This method was used
previously by the UA4 Collaboration at CERN SPS where a precision of 3% on the
absolute luminosity measurement was achieved. The same method is proposed for
ATLAS, and the measurement will be done by the ALFA detector system.
The rate of elastic scattering at small t-values can be written as
dNelas
dt
= Lpi|fC + fN |2 ' Lpi| − 2α|t|+ σtot
4pi
(i+ ρ) exp(−b|t|
2
)|2, (3.12)
where the ρ-parameter is defined as the ratio between the real and the imaginary
parts of the forward elastic scattering amplitude extrapolated to zero momentum
transfer
ρ =
Re[felas(t→ 0)]
Im[felas(t→ 0)] . (3.13)
Predictions of the ρ-parameter at LHC energies give values in the range 0.13-
0.14, and assuming an error of ±0.02 implies an uncertainty less than 0.5% in the
luminosity from the uncertainty of ρ.
The first term of Equation 3.12 corresponds to the Coulomb and the second to
the strong interaction amplitude. The Equation 3.12 was simplified: the proton
form factor and other corrections were excluded. Figure 3.2 illustrates the different
contributions to the elastic cross section given by Equation 3.12. At the nominal
energy of the LHC (7 TeV), the strong amplitude is expected to be equal to the
electromagnetic amplitude for |t| = 0.00065 GeV2, which corresponds to a scattering
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angle of 3.5 µrad. Therefore, reach the Coulomb interference region is a challenging
task. To indicate the scale of difficulty: at the SPS collider the Coulomb region
was reached at scattering angles of 120 µrad. This large difference is mainly due
to the energy because the total cross section increases with energy. The need to
such small scattering angles imposes very stringent requirements on the beam optics
and the beam conditions, as well on the ALFA detector system. The luminosity
measurement with ALFA will be done in dedicated special runs. One expects to
obtain a precision of a few % in the luminosity measurement.
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Figure 3.2: Elastic cross section as function of t for a possible set of parameters at
LHC energies. The Coulomb interference region is illustrated for ρ = 0 and
ρ = 0.15. The strong interaction contribution is illustrated for α = 0
Chapter 4
THE ALFA DETECTOR
The term ALFA can be ambiguous since it can be used to refer to the detector
itself, to the station where the two detectors are housed, or to the system of eight
detectors. To clarify the language one uses ALFA detector to reference the detector
itself; ALFA station for the Roman Pots and the auxiliary mechanics and vacuum,
etc.; and the ALFA system for the complete set of four stations and eight detectors
(two detectors per station).
The ALFA detector is a track detector made of layers of scintillating optical fibers
as active material. It was built to measure the absolute luminosity of ATLAS with a
much higher precision by measuring tracks very close to the beam, in the millimeter
range. It is a forward detector installed in the LHC tunnel 240 m away from the
ATLAS interaction point (IP).
ALFA system consists of four detectors stations, two in each side of the IP sep-
arated by 4 m, and each station has two ALFA detectors. Each ALFA detector is
inside of one Roman Pots that will protect it from the LHC high vacuum with a
secondary safety vacuum. Figure 4.1 shows two stations in the LHC tunnel.
4.1 Detector requirements
There are requirements that the ALFA detector has to attend to make a reliable
absolute luminosity measurement [3]. One of the critical parameter is the dead
space at the detector edge. The detector has to go very close to the beam (1−
2 mm), maximizing the acceptance for small −t values. In addition the thickness of
the window that separates the detector from the ultra high vacuum (∼ 10−11 mbar)
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Figure 4.1: View of the two ALFA stations inside the LHC tunnel.
of the LHC beam pipe has to be considered. To minimize that thickness the detector
has to work in a secondary safety vacuum.
The spatial resolution of the detector has to be significantly smaller than the
spot size of the beam at the detector position. With a spot size of 130 µm, a spatial
resolution of about 30 µm is considered adequate.
The proximity to the beam implies that the detector will be expose to a significant
radiation dose. Besides the contribution dose from interactions at the interaction
point the halo dose contribution dominates completely. A detector with a total
radiation hardness up to 100 Gy/yr is sufficient.
For detectors and electronics operating close to the beam the electromagnetic
radiation from the circulating bunches induces pick-up noise. It is required a de-
tector with a low sensitive to the electromagnetic radiation or an electromagnetic
shielding has to be installed.
Capabilities to deal with MHz rates would be sufficient. Timing resolution
should be sufficient to identify the bunch crossing uniquely, and a resolution of 5 ns
should be more than sufficient.
Detectors with a silicon base have a higher spatial resolution than detectors with
scintillating optical fibers. The disadvantages of the silicon base detectors are the
high noise induced by the electromagnetic radiation and the existence of a high
dead space in the edge that correspond to the chip edge. Having a smaller spatial
resolution the scintillating optical fibers based detector have no dead space at the
edge and the required electronic is outside the beam pipe due to the conducting
nature of the optical fibers. Those are the reason why the ALFA is a scintillating
optical fibers based detector.
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4.2 The Detector
The ALFA detector [3] [13] can be divided in several components. The main de-
tector where the tracks are formed, the overlap detector used for alignment purposes,
the trigger scintillators used to define the active detector area, the MultiAnode Pho-
toMultiplier Tubes (MAPMTs) used to collect the signal from the optical fibers,
the electronics that handles and converts the signal and the data store components.
Figure 4.2 shows the ALFA detector mounted in a support structure that olds the op-
tical components dedicated to the particle detection (Figure 4.3a) and the MAPMTs
connecting them through scintillating optical fibers bunches (Figures 4.3b).
Figure 4.2: Photograph of the ALFA 1 detector.
4.2.1 Scintillating optical fibers
The scintillating optical fibers are the active material used by the ALFA detec-
tor. The fibers are made by Kuraray Co LTD (Tokyo, Japan). They are square
(0.5× 0.5 mm2), 50 cm long and single cladding fibers with a polystyrene core and
PMMA cladding. A detailed study and quality control of these fibers is presented
in Chapter 5.
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(a) (b)
Figure 4.3: ALFA sensitive components: the main detector, overlap detector and trigger
scintillators in a). In b) is the ALFA detector structure with few layers
of the main detector and in the base of the structure are the MAPMTs.
The combination of the main detector layers produces an active area with
diamond shape mark as red in the picture.
4.2.2 Main detector
The main detector is built of 10 planes where each plane has two layers with 64
scintillating optical fibers each giving a total of 20 layer with 1280 optical fibers.
Each detector plane is made of two layers of fibers arranged in UV geometry under
an angle of 90◦ and glued together in a titanium substrate (Figure 4.4a). To avoid
cross-talk between fibers the optical fibers body is covered with an aluminum film
with 100 nm thickness, and the top opposite to the MAPMT is also aluminized
creating a mirror that increases the light yield. In Figure 4.4b it is possible to see
that to be near the beam some fibers were cut in 45◦. There are 24 fibers with 90◦
cut and 40 with 45◦ cut. The fibers with 45◦ cut lost the aluminum mirror when
machined.
The position hit is given by the pixel made by the layer U and the layer V (fig-
ure 4.5). The tracking principle seen in this figure is that a particle, witch travels
through the ALFA detector, leaves a hit in each plane of the detector being possible
to form a track.
The resolution of one plane can be calculated as σ = d√
12
where d is the pixel
size (side). For the ALFA optical fibers the pixel is 500 µm that corresponds to
a resolution of 144 µm for one plane. To improve the resolution the ALFA main
detector has 10 planes, staggered by 1
10
of the fiber side (Figure 4.6a). This staggering
gives a resolution of 14.4 µm.
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(a) (b)
Figure 4.4: Photograph a) and schematic view b) of one main detector plane with the
optical fibers glued in the titanium where 40 of the 64 fibers have a 45◦ cut.
The main detector limits is marked in a) with a red diamond shape.
Figure 4.5: Principle of a scintillating fiber detector with 4 planes in UV geometry
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(a) (b)
Figure 4.6: Photograph a) of the main detector layers from a top view where are visible
the 45◦ cut and the staggering. Schematic b) of the ALFA layers staggering
to improve the track resolution with an example of a track detection.
4.2.3 Overlap detectors
The LHC beam spot at the location of the ALFA tracking station can vary by a
couple of millimeters. The horizontal relative displacement of the two main detectors
can be corrected through the collected data. A symmetric vertical displacement of
the upper and lower ALFA detectors relative to their default position can however
not be derived from the data.
The overlap detectors are designed to measure only the vertical coordinate by
detecting particles in the beam halo region. The detectors consist of scintillating
optical fibers, from the same type and size as the main detector, mounted horizon-
tally as seen in Figures 4.7a and 4.7b. There are three planes with 30 fibers each,
vertically staggered by 166 and 333 µm that give an expected resolution of 8 µm.
Covering an active area of 6× 15 mm2 the overlap detectors are mounted below or
above the main detector at a fixed position.
4.2.4 Trigger scintillators
The dedicated sensitive zone of the main detector and the overlap detectors are
defined by the trigger scintillator tiles. The ALFA main detector is equipped with
two trigger scintillator tiles counters and the overlap detector with one. These
triggers exclude signals that appears outside the trigger zone because particles from
the beam halo could interact with the optical fibers in the region that is used just
to transport the signal to the MAPMT. Figure 4.8 shows the triggers scintillators
with the corresponded optical fibers that are not coating. The trigger plates are
made of fast plastic scintillator of 3 mm thickness. The light produced in the
trigger scintillators is guided into single channel photomultipliers (Section 4.2.6).
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(a) (b)
Figure 4.7: Schematic view a) of a full detector assembly with the overlap detectors
(ODs) in blue. The measures are in mm and the circle represents the beam
tube with a diameter of 50 mm. In b) is a photograph where is visible the
overlap detectors fibers and also the main trigger scintillator.
The trigger system with two separate scintillator tiles make a local coincidence that
avoid false hits.
Figure 4.8: View of trigger scintillators from the overlap detector (OD) and main detec-
tor (MD) with the dedicated optical fibers. In this photograph the overlap
detectors were removed.
4.2.5 MAPMTs
To convert the light from the scintillating optical fibers into an electrical signal
the MAPMTs (MultiAnode PhotoMultiplier Tubes) have to satisfied some require-
ments. For the ALFA detector they have, among others characteristics, a high
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quantum efficiency (26% in the peak), capability to detect single photons, fast sig-
nal characteristics (1 ns) to allow unambiguous identification of LHC bunches and
high gain (106) in order to allow the use of simple read-out electronics.
The chosen MAPMT is a Hamamatsu R7600-00-M64 with a square shape and
64 channels that are visible from Figure 4.9a where each channel is 2.2 mm2 and
separated from then by 0.3 mm. Each layer of the ALFA main detector corresponds
to one MAPMT and each fiber is glued to a single channel with the help of one
connector that separates the fibers by 2.3 mm. The cross talk between the MAPMT
channels is of 2%. To avoid the stagger of this two cross talk types there was
implemented a mapping in the fiber connectors so no neighbour fibers are neighbours
on the fiber connector. For this MAPMT each channel can be read separately with a
variable gain from channel to channel with a factor of about 2-3. There was made a
costume board that divides the high voltage for each 12 dynodes, read the electrical
signal and set-up the gain.
(a) MAPMT (b) Trigger PMT
Figure 4.9: MAPMT a) used for the main and overlap detectors optical fibers and the
trigger PMT b) used for the trigger scintillator optical fibers.
4.2.6 Trigger PMTs
To convert the signal from the trigger tiles fibers there is no need to know which
fibers gives signal. For the trigger system two types of single PMT channel are used,
Hamamatsu R7400P (Figure 4.9b) for the overlap triggers and Hamamatsu R9880U-
110 for the main trigger. Bout PMTs have a circular window with a diameter of
8 mm, a gain of ∼ 106 and they are not a single photon counter. Hamamatsu
R7400P has a quantum efficiency of 26% and a rise time of 0.78 ns. The Hamamatsu
R9880U-110 has a quantum efficiency of 35% and a rise time of 0.57 ns. The reason
for different PMTs is that the overlap triggers do not need an efficiency of ∼ 100%
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4.2.7 Electronics
The ALFA readout and control electronics components have to obey the require-
ments of high speed (5 ns), reliability and robustness, integration and compactness,
negligible cross-talk between channels, easy change of configuration and radiation
tolerance. This section is focused in the electronic immediately after the MAPMTs
because it is related whit a part of the analysis that will be described in section 8.5.
The PMT Frontend (Figure 4.10), PMF, is mounted on each MAPMT and is
divided in 3 parts. A voltage divider for the MAPMTs gives a voltage of −900 V
with a current of 360 µA, a passive board that routs the signals from the central
pins of the MAPMT to the other part, the active board. The active board has two
components, a FPGA and a MultiAnode ReadOut Chip, MAROC.
Figure 4.10: Photograph of the full PMF mounted on the pins of the MAPMT.
The MAROC has been designed for ALFA and its layout can be seen in Figure
4.11. The analog signals that arrive from the MAPMT (1) are individually pre-
amplified (2) and split into a digital readout patch (9) and a charge readout patch
(3). The digital readout is the main readout, the signal is shaped (10) and sent to a
discriminator (11) to be compared to the threshold (12). The discriminating value
is the same for all channels, for that reason it is important to optimize individually
the gain of the MAPMTs channels. Depending on the signal be under or over the
threshold, the output (13) is 0 or 1. The charge readout is used for calibration of
the MAPMT gain. The signals are sent to a slow shaper (4) and a Sample and Hold
(5), which measures the baseline and the charge and store them in capacitors. The
output signals passes to a multiplexer (6) or to an Analog Digital Converter, ADC
(7). The output from the multiplexer (8) is used because in the motherboard there
are better ADCs despite the original plan that was to use the MAROC ADC.
The motherboard collects the data from the 23 PMFs and sends it to the DAQ
system. The PMFs from the main detector and overlap detector are triggered by
the motherboard if the motherboard receives the trigger from the trigger mezzanine
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that is a daughterboard which is connected to the two PMFs from the trigger PMTs.
Figure 4.11: Schematic view of the MAROC chip.
4.3 ALFA station
One ALFA station has two detectors with its respective Roman Pot as can be seen
in Figure 4.13. The Roman Pot unit was designed to approach tracking detectors
very close to the beam from booth sides. The Roman Pot unit has two pots that
can be seen in Figure 4.12. The interior of the Pot will be in a secondary vacuum
to minimize the deformation induced by the LCH primary vacuum. Each Pot will
contain one ALFA detector and it will approach the detector as close as possible to
the beam respecting the limit of ∼ 1 mm . To minimize the distance between the
beam and the detector the thickness of the window is only 150 µm and the Pot walls
are 2 mm thick.
The two detectors will approach the beam from the bottom and top with indepen-
dent movement to the nominal position through a high precision screw movement
done by a step motor. When the ALFA is not working the detector is located in the
retracted position far from the beam to avoid damage by radiation. In the working
position the motors have to compensate the force done by a spring mechanism that
in case of an accident works as a safety mechanism (Figure 4.14). In the Figure 4.15
there is a schematic of the ALFA station installed in one of the two LHC beam
pipes.
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Figure 4.12: View of the Pots that will contain one ALFA detector each.
Figure 4.13: View of the ALFA detector assembly with the Roman Pot.
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Figure 4.14: Schematic of the working and retracted ALFA position.
Figure 4.15: Schematic of a ALFA station in the LHC tunnel.
Chapter 5
QUALITY CONTROL OF THE ALFA
SCINTILLATING OPTICAL FIBERS
The 40 000 ALFA scintillating optical fibers were submitted to a treatment to op-
timise the optical performance. The Quality Control (QC) is a process that involves
a series of steps to ensure a certain quality of the optical properties of the fibers and
to select and group them into levels of quality.
The preparation of the optical fibers included the polishing at both ends of the
fibers and aluminization of the top opposite to the Photo Multiplier Tube (PMT).
The apparatus for the QC of the optical fibers was named fibrometer and was de-
signed and constructed for the QC of Wave Length Shifting (WLS) fibers [14] for
the calorimeter TileCal of ATLAS and STIC the luminosity monitor of DELPHI
experiment [15]. For the characterization of the scintillating ALFA fibers a UV LED
replaces the original light source consisting on a 90Sr and a TileCal scintillator [16].
5.1 The optical fibers
An optical fibre is a light guide that conducts light from the extremity where is
collected or the place where is produced to the opposite extremity through total
internal reflection. The light propagation on an optical fibre obeys to the well know
laws of geometric optics. If the incident angle at each reflection on the fibre internal
surface is superior at an angle, designated critical angle (θc), exist total internal
reflection. When the incident angle is inferior to the critical angle appears the
refraction component that decreases the transmitted light intensity. The critical
angle is obtained from a relation between the two materials that form an optical
fiber. The core and cladding are made of different density materials that form a
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Figure 5.1: Light propagation inside an optical fiber. For this type of optical fiber the
(θc) is 69.6
◦.
frontier that difficult the light propagation between the materials and causes the
light to be reflected or refracted.
In the Figure 5.1 is represented the standard transmission mechanism of an optical
fiber with a single cladding. With this mechanism the trapping efficiency is 4.2%
but with double cladding the efficiency is higher having 50% more light yield. The
problem with the double cladding optical fibers is that they have less active area
and the objective is to obtain the maximum detector area covered with active area.
The 50 cm optical fibers used in the ALFA detector are SCSF-78, S-type sin-
gle cladding with a square shape (0.5 × 0.5 mm2) from Kuraray Co LTD (Tokyo,
Japan). The core is made of doped polystyrene (PS) and the cladding of poly-
methylmethacrylate (PMMA) as seen in Figure 5.2. The cladding represents 2% of
the fibers thickness (T = 2% of S) that gives approximately 10 µm. These scin-
tillating optical fibers are sensitive to charge particles that pass through the core.
The core gets excited with the particle and return to the initial state emitting light.
The emission spectrum for the scintillating fibers has a maximum at 350 nm (for
the SCSF-78 type).
Figure 5.2: Drawing of a square optical fiber.
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5.2 Preparation of the optical fibers
For the optical characterization and for the aluminization of the 40 000 fibers it is
necessary to polish both ends of the fibers. Given the large quantity of fibers, these
operations are made with many fibers at the same time. The first step is to prepare
bundles of fibers that require special packing tools. The sequence of operations is
packing the fibers, polishing, aluminizing and QC for acceptance. In Figure 5.3 it
is shown a packing tool for the optical fibers. Theses tools allow packing a different
number of fibers in a square shape. Each of these groups is called ROD.
Figure 5.3: ROD packing tool with 900 optical fibers.
For the cutting and polishing was used a milling machine (Figure 5.4a) which has
two diamonds knives, one on each end of the tool, with different attack angles, one
cuts and the other polishes. This process is very critical, not just the machine blades
have to be sharp but the velocity has to be the correct one. If the velocity is too
high the temperature rise and the optical fibers melt gluing together. If the velocity
is too low there will be more imperfections in the cutting and polishing. Between
the polishing and the aluminizing, quality control of the surface is made by high-
resolution photography of the fibers surface. In Figure 5.6a it is shown the surface
of a ROD of fibers after polishing has been made. There are some irregularities on
the package of the fibers due to imperfections in the support tool and also because
the fibers are not absolutely square and this propagates to all fibers of the ROD. If
the imperfections on the surface of the fibers are too deep the re-polishing must be
made in order to get a good surface for ulterior aluminization.
5.3 Aluminization
After the polishing is completed the fibers go to the aluminizing machine in order
to be aluminized on one top [16]. A dedicated machine, of magnetron sputtering
type used for aluminization of the TILECAL/ATLAS (Figure 5.4b) was also used to
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(a) Milling machine (b) Sputtering machine
Figure 5.4: In a) is the milling machine used to polish the optical fibers top and in b)
is sputtering machine used to deposit an aluminum film.
aluminise the scintillating optical fibers. The aluminium target is 99.999% pure Al.
Once the ROD with the fibers is placed inside the vacuum chamber the aluminizing
steps are: start the pump for vacuum; after vacuum is achieved introduce argon;
start the high voltage source. Inside the chamber a cold plasma is created. From
the target small aluminium amounts are remove by the plasma and an aluminium
film starts to form in the fibers surface. The result of aluminizing the fibers at the
top is shown in Figure 5.6b where a 100 nm mirror film is formed.
The fibers body were aluminized on CERN installations using the vaporisation
process called. The goal was to cover the entire fibers with an uniform Al film to
avoid the cross-talk between fibers. The vaporization process consists on a tungsten
resistance covered with Al inside a vacuum chamber. When a current passes by the
resistance it releases Al atoms. The Al atoms will be deposit into the chamber walls
but also in the fibers. Figure 5.5 shows the inside of the chamber that is open.
5.4 Visual Quality Control of the aluminium mir-
ror
The visual quality control is an important step in the QC because it can identify
causes of anomalies that appears during the QC process and can influence the final
results. Before one top end of the scintillating optical fibers is aluminized they are
packed and polished as described in Section 5.2. The results of this process in the
fibers top can be seen in the Figure 5.6a where some scratches in the top surface of
the ROD are visible. Those scratches came from the milling machine and are very
difficult to avoid them. When the aluminization is made the scratches become more
visible (Figure 5.6b).
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Figure 5.5: Body aluminization machine.
(a) Without aluminum film (b) Whit Aluminum film
Figure 5.6: ROD 8 after packing and polishing the 225 optical fibers a) and the same
ROD after aluminization b).
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The results for a single optical fiber can be seen in Figures 5.7a and 5.7b. In
Figure 5.7a some irregularities that are just dust from handling are visible. In the
same picture is possible to see that the aluminum film appears to be uniform through
the entire optical fiber top surface. Besides the scratches in Figure 5.7b there is also
some excess of aluminum in the fiber side near the cladding. Figure 5.8a shows that
the aluminum do not glue very well to cladding as the core. Most of the light travels
through the core and not through the cladding but still is one possible explanation for
differences in the light yield. Before the vaporization process described in Section 5.3
the optical fibers body do not have scratches and imperfections as shows Figure 5.8b.
(a) Side view (x100) (b) Top view (x100)
Figure 5.7: Side view a) and top view b) of the top optical fiber from the rod after the
aluminum film been placed.
(a) Top view (x200) (b) Side view (x100)
Figure 5.8: View a) of the optical fiber top where the aluminum is missing from the
cladding (x200) and view b) of the body surface of an optical fiber before
the aluminum film be placed (x100)
5.5 Optical Quality Control
The optical quality control has the objective to find the parameters of the op-
tical fibers which are the light output, I(d), the attenuation length, Lat, and the
reflectivity, R. These parameters will be defined ahead in this chapter.
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5.5.1 Experimental setup - fibrometer
The fibrometer is a dispositive used for the QC of WLS optical fibers for the Tilecal
/ ATLAS detector and it consists in a XY table that can accommodated 33 optical
fibers, one light source, one PMT model MI9813B that is read by a picoamperometer
model Keithey 485 and a DAQ unit with LabVIEW (Figures 5.9 and 5.10).
Figure 5.9: Schematic view of the side a) and top b) of the fibrometer. The source in
the scheme has a scintillator and it was used for the WLS optical fibers. For
the scintillator fibers the light source is a LED coupled to the source holder.
The light source is an UV LED from Nichia Corporation, Japan. This LED has a
nominal wavelength of 380 nm and a maximum voltage DV of 4V. In the Figure 5.11
is the LED spectrum made with Hamamatsu a spectrometer.
The optical fibers are accommodated in the 33 existent grooves in the plate sup-
ported by the XY table. The distance between grooves is 3mm for the fibers under
test. One of the 33 optical fibers is located in the central position having 5 mm
between the other fibers. This is the plate reference optical fiber that is measured
in all runs for monitoring purpose. Outside the table is another optical fiber that
is the fixed reference optical fiber. For the QC of scintillating fibers, a 2 m round
scintillating optical fiber is used. In the Figures 5.12 and 5.13 it is possible to see
the fibers positions in the plate.
This device allows a transversal scan along X with a precision of 25 µm and
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Figure 5.10: Photograph of the fibrometer interior. When the QC procedure starts the
fibrometer is closed to seal from the the exterior light.
Figure 5.11: UV LED spectrum.
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Figure 5.12: Transversal scheme of the fibrometer. It is shown the fibers position in the
fibers holder grooves and also the fixed optical fiber reference. To avoid
cross-talck between the optical fibers one groove between fibers is empty
meaning that the distance between neighbours is 6 mm.
Figure 5.13: Photograph of the fibrometer interior where is visible the fibers holder
grooves and also the position of the optical fibers reference.
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a longitudinal along Y with a precision of 1 mm. The transversal movement is
made by the supporting table which contains the plate where the optical fibers are.
Moving the UV LED along each optical fiber does the longitudinal movement. The
LED is aligned with the PMT window and for that reason the positioning of each
fiber in front of the PMT is achieved through the transversal movement of the table
controlled by a stepper motor.
From the placement of slits in front of the PMT entrance the light can be limited
which gives the possibility to analyze several optical fibers. In this QC we use 17
grooves (17 optical fibers) in each run where the central optical fiber is the plate
reference. During the process there is a transversal scan (in X) that is made to
define the fibers positions on the table. Figure 5.14 shows the result of one of those
transversal scans through the XY table. The maximums intensities correspond to
the place where the fibers are located.
Figure 5.14: Transversal scan used to find the fibers positions.
5.5.2 System upgrade for the ALFA scintillating optical fibers
quality control
For each QC run, 16 optical fibers are measured in 40 positions along the fibers
length and for each position 3 measurements are made. This gives a total of 1920
measurements just for the optical fibers under test. The routines and data manip-
ulation in the QC using the fibrometer are complex, precise and repetitive, and for
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that reasons it was obvious that an automatic measurement was necessary. The au-
tomation required the control of the XY table motors, the PMT read-out from the
picoamperometer, the data manipulation and data display. For this the LabVIEW
was the programming language chosen through a DAQ unit (GPIB-USB).
The need for a better system with a more reliable hardware and software reached
to a change in the LabVIEW version. After years of QC for the TileCal WLS
optical fibers with the same system the ALFA fibers were measured with the same
fibrometer but a new computer and an upgrade from LabVIEW 2 to LabVIEW 6.1
was made.
The jump between these two versions required, not only the knowledge of program-
ming language but also a deep knowledge of the system itself, the QC procedures and
goals. In the end the system should work as before and, when possible, improved.
In a global perspective the hard core of the QC procedures with this fibrometer
stays the same. The changes implemented were in the field of configuration, moni-
toring and data save. It becomes more flexible to adapt the measurement procedure
to different optical fibers characteristics, it permits the first online analysis during
the measurements by monitoring the optical fibers behavior and intervene if nec-
essary, it makes some first steps of the analysis and it organises the saved data by
fibers type.
5.5.3 Optical fibers parameters
The optical fiber response I(d) is obtained by moving the UV LED along each
fiber. For the scintillating optical fiber the LED is moving by steps of 1 cm along
the longitudinal position. In Figure 5.15 it is possible to observe a typical I(d)
response for an optical fiber with and without the Al mirror. The fiber response
depends on the optical fiber type, the fiber length, the distance between LED and
PMT and the existence or not of the Al mirror.
The light output response of these fibers can be approach by two exponentials
such as:
I = I01e
− d
Lat1 + I02e
− d
Lat2 (5.1)
This is made for the two regions of interest, between 10 and 24 cm and between
25 and 48 cm where I0 is the light response at d = 0 or a value taken as origin. For
optical fibers with Al mirror on the top opposite to the PMT the expression will be:
I = I01e
− d
Lat1 + I02e
− d
Lat2 +R
(
I01e
− 2L−d
Lat1 + I02e
− 2L−d
Lat2
)
(5.2)
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Figure 5.15: Scan of two optical fibers with and without Al film.
Where L is the optical fibers length and R is the reflectivity coefficient of the
Al mirror. A simple factor not dependent on the parameterization that is used to
characterize the quality of the Al mirror is the gain G(d) calculated near the Al
mirror. The gain G is given by:
G(d) =
I(d)Al
I(d)nAl
− 1 (5.3)
Where I(d)Al is the light output with the aluminum film and I(d)nAl without the
film mirror. From Figure 5.16 it is clearly visible that the light output is higher with
an optical fiber that has the aluminum on top. In this case the gain is of ∼ 70%.
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Figure 5.16: Light yield of rod 15 and rod 17 at I47.
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5.5.4 Metrology
The QC is a task that requires to follow a procedure very straight. The objective
is to perform the QC in to a number of optical fibers under the same conditions.
After the optical fibers preparation and aluminization as seen in Section 5.2 the
ROD is unpacked separating the peripheral optical fibers from the middle. Results
as shown in Figure 5.17 reveals that peripheral optical fibers have lower light yield
than the optical fibers from the middle. The reason for this fact can be derived by
the pressure of the packing is higher for the peripheral fibers. The pressure applied
on the fibers can originate defects that act as an obstacle to light.
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Figure 5.17: Comparison between light yield from middle and peripheral optical fibers
at I47.
The QC is done using the fibrometer (Section 5.5.1). The plate with 16 optical
fibers is placed inside the fibrometer with the top free of aluminum in front of the
PMT. All fibers are at the same distance from the PMT with the help of a dedicated
tool. When the plate is inside the fibrometer and it is closed there is necessary to
wait some time for the PMT and temperature to stabilize.
The fibrometer is initialized with scans having 1 cm of step through the optical
fiber length and data is stored for later analysis. Finished the measurement by the
fibrometer all variables are verified if they are inside the normal values with the help
of the final report on paper and digital. The measurements are then repeated to
ensure that no fluctuations on the system occurred. This process is repeated four
times for each ROD. Each ROD have ∼ 900 optical fibers and ∼ 8% of the fibers
are submitted to the QC.
In the oﬄine analysis only selected runs with a good behavior, meaning with the
references variables inside the pre-defined values. The LED position at 47 mm from
the PMT (3 mm from the Al mirror) is the chosen position to compare the light yield
because it is a position close to the aluminum mirror. The important parameter in
the ROD is the mean RMS and light yield of all runs for the I47.
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5.5.5 Results
During the period of QC the fixed reference fiber was monitored with the mea-
surement on each run. The importance of this monitoring is high because the values
of Lat, I30 and I0 were used to normalize the response of the optical fibers under
test. Those parameters did not stay unchanged during the period of the QC but,
as shown in Figure 5.18, the light yield of the plate reference optical fiber stays the
same. This indicates that the normalization take care of external variables such as
the temperature, light source and PMT aging, etc.
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Figure 5.18: I23 and I47 behavior of the plate reference optical fiber during the QC.
Figure 5.19 shows the light yield values for 16 optical fibers of the run #2782
from the ROD 32 at 47 cm from the PMT with a RMS of ∼ 5%. Figure 5.20
shows the mean light yield values for each ROD at 47 cm from the PMT for the
46 RODs measured. It is visible in the plot that the optical fibers do not have the
same light yield during the whole QC. RODs 13 to 34 are a group of fibers that
came from Kuraray at the same time. The peripherical fibers from the last three
RODs marked with a circle have less light yield then the rest. This can be explained
by the peripherical position inside the ROD that receives more stress by packing
and polishing and it provokes more damage in the fibers, as mentioned before. The
RODs with less light yield will have a 45◦ cut in the optical fibers where the Al
mirror is removed to the main detector construction. One goal is that the layers of
scintillating optical fibers do not have fibers with very different light yield.
The QC measurements were not made during an uninterrupted period of time
because of fibers necessity during ALFA detector building phase. So there is not
guarantees that the optical fibers sensed by Kuraray have exactly the same propri-
eties. The normalization to the reference fiber exclude external influence during the
QC measurements so the explanation for the differences in the light yield can be only
from the optical fibers itself, the aluminisation process, the packing or polishing.
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Scintillating optical fibers for tracking should give a light yield sufficient to identify
hits in each fiber, that in terms of absolute value, i.e, number of photoelectrons at
the end of the photoelectronics chain of the order of one photoelectron. The light
yield of the fibers inside a ROD and after separation of the scintillating fibers the
displacement in RMS was < 5% and considering all the fibers the global RMS was
of ≤ 10%.
At the beginning of the preparation and QC the fibers were classified in light yield
by RODs and sent to CERN with identification labels. During the construction of the
detectors this task was relaxed because it was very difficult to keep this information
during the gluing of the fibers.
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Figure 5.19: I47 RMS of one run with the 16 optical fibers.
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Figure 5.20: Light yield values for all RODs at I47. At A starts the new software. The
circle is from peripherical fibers. The system was for 3 and 4 months (B
and D). The cathode from the sputtering machine was replaced at C.
Chapter 6
TEST BEAM
In this section it will be presented the 2010 test beam procedures in the SPS
test beam line using the EUDET telescope. Although I was not present and for
completeness I will summarise the results from 2009 test beam.
In the summer of 2009 the tests were performed with a Roman Pot station using
two ALFA detectors (ALFA 1 as the upper pot and ALFA 2 as the lower pot). The
goal of the tests were to verify the performance of the full scale detector with especial
attention to the overlap detectors.
In the summer of 2010 the tests were performed with a Roman Pot station using 7
ALFA detectors (ALFA 1, 3, 4, 5. 6, 7 and 8). The goal was to verify the performance
of all detectors before their installation in the LHC tunnel in the beginning of 2011,
as it happend.
6.1 The EUDET telescope
The EUDET [17] was born in the context of improvement the R&D infrastructures
for the future international linear collider [18]. This project is partially funded by
the European union as a so-called ”Integrated Infrastructure Initiative” within the
6th Framework Programme for Research and Technological Development.
The EUDET telescope was developed to be use in R&D applications with the so
called devices-under-test (DUTs) and with a wide range of energy beam conditions
(> 100 GeV to 1−6 GeV ). This telescope is capable of a good hit position resolution
(σ < 3 µm) and a reasonably fast readout rate (in the kHz range).
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The EUDET project was planned in two stages. Using a well established CMOS
pixel technology in the first stage it was produced a demonstrator telescope that
did not reach the full requirements. In the final stage the new and final sensor
Mimosa26 was installed and the final EUDET detector was ready for the 2009 test
beam campaign.
6.1.1 Experimental Setup
The EUDET telescope consists of two arms with three sensors each kept at a
stable temperature below 20◦C by a cooling system. The two arms are installed in
a structure that allows the arms position to be adapted depending on the DUT size.
A photograph of the EUDET telescope together with an installed DUT placed in
between the two telescope arms is shown in Figure 6.1.
The sensors are read-out by dedicated boards that transfer the data to a computer
where the data acquisition software is running. A trigger system that includes four
scintillators plates connected to photomultipliers tubes allows to trigger when charge
particles pass through the telescope.
Figure 6.1: EUDET telescope setup.
6.1.2 The sensors
The chip for the EUDET telescope is a monolithic active pixel sensor (MAPS),
in particular the Mimosa26 [19] included in the Mimosa series developed at IPHC
institute in Strasbourg, France. The chip architecture is based on the Mimosa22 chip
and on a prototype circuit named SUZE01 that performs integrated zero suppression.
The chip contains a sensor matrix with 1152 columns of 576 pixels and 18.4 µm pitch
which gives a size of 21× 10.6 mm2.
In the EUDET telescope the track multiplicity per frame is less than 5 hits per
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image. The high readout frequency is done by reading pixel columns in parallel, row
by row. The pixels are read out at 80 MHz, resulting in a 112 µs integration time.
Each pixel includes an amplification and Correlated Double Sampling (CDS) and
each end of column has a discriminator. The signals, that are converted to a digital
form using a ADC, goes through the zero suppression circuits. The digital signals
are processed in parallel on 18 banks and then stored in a memory row by row.
6.2 Test beam set-up
The test beam set-up used in 2009 and 2010 are very similar and it is shown
in Figure 6.2. The beam enters the area from the left, passes through EUDET
(Section 6.1), ALFA (Chapter 4) and then the hole in the veto counter. The veto
counter was used to suppress events with an upstream shower development. The
ALFA detectors were inside the Romam Pots (Section 4.3) and supported by a full
ALFA station as will be in the LHC tunnel. The ALFA station is too big to be in
between the EUDET arms and for that reason was chosen to go with this set-up.
Figure 6.2: The 2009 test beam set-up.
The EUDET telescope has a smaller active area than the surface of the detector
ALFA. To allow that all detector surface is scanned a 2D movement perpendicular
to the beam was added. Figure 6.4a shows how the movement is made by the
use of screws and the adjustments were measured with a digital sliding calibre and
two-directional water level.
During the test beams all data from EUDET and ALFA was recorded with a
DAQ system. It was possible to move the Roman Pots, approaching and departing
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Figure 6.3: Schematic of the 2009 test beam set-up (not at scale) with EUDET telescope
and two ALFA detectors (1 and 2). In this schematic the ALFA detector is
composed by the main detector (MD), overlap detector (OD) and dedicated
triggers (MDT and ODT). In each EUDET telescope arm the sensors are
separated by 100 mm). The distance between arms is 461.8 mm and between
EUDET and ALFA is ∼ 540 mm.
(a) 2D movement (b) DCS
Figure 6.4: Base of the ALFA station a) equipped with 2D movement system. DCS
print screen b) just to exemplify.
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the two detectors in the station with the help of motors. To change the functional
parameters of the MAPMTs, as the thermo (threshold), gain and HV was used the
DCS (Detector Control System) panel that can be seen in Figure 6.4b. The DCS
was available for the 2010 test beam and is a close version to the one that will be
used to operate the ALFA detector in the LHC tunnel.
6.2.1 Trigger
Figure 6.5 shows the trigger logic used in both test beams. The trigger from
EUDET came from the 4 scintillator plates, one in each side of the two boxes.The
trigger from EUDET telescope is active when all those 4 plates have signal. The
ALFA trigger is more complicated because there are two detectors, top and bottom,
and the trigger can be activated by the main detector or the overlap detector from
one of those two detectors. In the ALFA case the trigger signal is given by the two
scintillator plates that define the sensitive area of the main and overlap detector. If
there has signal on the two scintillator plates from the overlap or main detector the
ALFA trigger is active.
The global trigger is made with ALFA, EUDET and the veto counter. In the
general case the trigger is active when ALFA, EUDET and veto counter have signal.
The veto counter works as a denial function where the signal is on when no hit is
detected, selecting all track that pass through the veto counter hole.
6.3 Beam profile
The beam used on the test beams is produced by the SPS accelerator, 450 GeV
of protons collide with a Beryllium (4Be) target at 532 m from the test area. The
use of the 4Be gives little multiple scattering and produce 120 GeV beam with pion
and parasitic muons (50% µ+ + 50% pi+) .
Figures 6.6 and 6.7 show the beam profile used on the test beams. Those profiles
were obtained by scintillators SCIN8 at 513 m or SCIN7 at 475 m along the beam
line by counting the particle hits in the horizontal and vertical coordinates. The
horizontal beam profile has a deviation of 1 cm from the center. By changing the
current of the magnet TRM06 from 25 A to −25 A (0.2 mm/A) the beam become
centered at 0.
6.3.1 2009 test beam measurements
The first round of measurements is focus in 5 positions (Figure 6.8a) where a high
statistics was obtained and a parameter scan was made. The second round was
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Figure 6.5: Trigger logic for 2009 test beam.
Figure 6.6: Horizontal beam profile.
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Figure 6.7: Vertical beam profile.
dedicated to the main detector edge where a edge scan was made with and without
ALFA triggers in different runs for the 3 positions (Figure 6.8b). The third round
of measurements (Figure 6.8c) was dedicated to a full scan of each detector with
the standard parameter (gain = 16, thermo = 7 and HV = 900) and a parameter
scan at the center of each detector (gain = 12, 16, 24 and equalized, thermo = 6
to 12 and HV = 800, 850, 900, 950V). The fourth and last round of measurements
(Figure 6.8d) was done to check vacuum effects.
(a) First round (b) Second round (c) Third round (d) Forth round
Figure 6.8: Rounds of test beam measurements.
6.3.2 2010 test beam measurements
The measurement program for 2010 test beam was similar to the year before. All
detectors have a parameter scan at the center of the main detector, a high statistic
runs in both main detector edges, main detector edges plus overlap detectors, a
change of the beam profile a shower event simulation with muons and tomography
runs (Figure 6.9). Preform vacuum tests were not made..
56 6. TEST BEAM
Figure 6.9: Hit map for the full pot in several position scan (2010 test beam).
In the Table 6.1 are presented the ALFA detectors positions (Dettop or Detlow)
inside the respective Roman Pot (RPtop or RPlow) station.
# Set # Station RPtop Dettop RPlow Detlow
1 A7R1 A07 ALFA5 A08 ALFA6
2 B7R1 A06 ALFA7 A05 ALFA4
3 A7R1 A09 ALFA3 A04 ALFA8
4 B7R1 A01 ALFA1 A05 ALFA4
Table 6.1: ALFA detectors positions inside the Roman Pot station.
6.3.3 Quality control plots
During the test beam some oﬄine analysis was made to ensure the well operation
of the test beam components. Two quality control plots are presented in Figures 6.10
and 6.11.
The first plot shows the hit map of two runs in ALFA detector and it is useful
to see the beam profile and the position where the scan is made. If there is some
change on the beam position or profile the run can be stopped and restart after
adjustments. The second shows the correlation of ALFA and EUDET data. The
two top plots are the correlation in X for the top and bottom pots. The two bottom
plots are the correlation in Y for the top and bottom pots. It is important that the
correlation data is preserved to ensure that the track reconstructed by EUDET is
the same from ALFA. The straight line shows that the correlation exists.
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(a) Beam located in the over-
lap detector
(b) Beam located in the cen-
ter of the main detector
Figure 6.10: Hit map for the full pot (2010 test beam).
Figure 6.11: Correlation plot between EUDET and ALFA (2010 test beam).
Chapter 7
ANALYSIS OF THE 2009 TEST BEAM
The principal contribution of my work to the 2009 test beam analysis was to
investigate if the EUDET telescope was a reliable tool to study the ALFA detector
and to reconstruct tracks that will be used in others studies for the ALFA community.
Using ROOT software as a tool of data analysis the goal was to reconstruct tracks
with the intersection and slope parameters, calculate the respective residuals and test
the EUDET internal alignment. Through this processing it was important to analyse
the data send by EUDET and to understand the EUDET telescope performance.
7.1 Data processing
The EUDET telescope data were processed by EUDET collaboration in four
phases. The first two shown problems with the sensors positions and track effi-
ciency. In this chapter the data analysed are from the last two phases, the third and
the fourth phases where the sensors positions are the correct.
The third phase consists of 55 runs from run #7801 to #7924. This data pro-
cessing from EUDET collaboration used one complex alignment algorithm. One
of the tasks is to test the alignment with other algorithm (Section 7.4). We know
that data processing #3 was unfinished and data processing #4 was considered as
complete and used for analysis. Meanwhile some analysis and processing tools that
were made for processing #3 data were incorporated in the analysis of processing
#4 data. The Chi-square filter (Section 7.2) and the alignment test (Section 7.4)
are dedicated to the processing #3.
When a charge particle pass through one EUDET sensor it generates, in principle,
one signal in one pixel of the sensor. If the collected charge is higher than the noise,
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then the signal corresponds to one hit in the position where the pixel is. In reality
there can exist more than one signal from the same particle and correspondently
more than one hit in what is called a cluster. The cluster is a group of hits from the
same particle in a close neighbourhood and the mass center of that cluster is the
calculated position of the hit. What is accessible for analysis is the position of the
calculated hit from the cluster.
The track reconstruction was conducted in several modules: the clustering to find
the cluster in a group of hits, the filtering to select a valid cluster, the hitmaker that
calculates the hit position of the cluster, the alignment module to align the detector
sensors and the fitting where the track is found. The processing scheme can been
seen in Figure 7.1.
In this phase 72 runs were processed from run #7769 to #7987. Some of these
runs were also processed by the third phase and for that reason it will be interesting
to see the differences between the two processing’s. For comparison purposes the
used run is the #7881.
Figure 7.1: Scheme of the reconstruction chain for the EUDET telescope.
7.2 Chi-square filter
One of the analysis first steps is to plot the hit distribution of each sensor. Fig-
ure 7.2 shows the hit distribution for the sensor #3 that is the first sensor of the
second arm box. It is visible the presence of large pixels that are activated more
than is expected. The origin of these large pixels can be due to electronic noise or
an unfinished data processing. Each sensor has a different noise pattern that is not
similar for different runs and for that is highly unlike that these large pixels give
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origin to a valid track. So if the tracks associated to these pixels are not good tracks
then the correspondent chi-square values are high.
Figure 7.2: Hit mapping of sensor #3 for the run #7881 of processing #3 without the
chi-square filter.
χ2 =
n∑
i
(
xmeasuredi − xexpectedi
)2
NDF
(7.1)
Using the chi-square ( Equation 7.1) where xexpected is given by the track fit and
NDF is the Number of Degrees Freedom it is possible to quantify how good the
track is. Figure 7.3 shows the chi-square distribution in X. The majority of tracks
or entries have a chi-square near to zero and the number of tracks gets lower as the
chi-square is higher.
Applying one chi-square cut is not an easy task because some valid tracks may be
excluded if the cut is too high and if the cut is too low some noise can be selected.
With the help of Figure 7.3 it is possible to ensure that one chi-square cut at 3×10−4
leaves most of the good tracks selected. Figure 7.4 is the result from that cut and
is visible that the large pixels have been excluded.
Motivated by large pixels founded in processing #3, when plotting the hit position,
the same process was used for the processing #4. In this case large pixels were not
visible, the signal appears to be clean and there were not significant differences when
the chi-square filter was applied to the hit distribution. A comparison between the
number of hits before and after the chi-square filter gives a difference less than 1%.
This means that almost all tracks are good tracks and that the chi-square filter has
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Figure 7.3: Chi-square distribution from Figure 7.2.
Figure 7.4: Hit mapping of sensor #3 for the run #7881 of processing #3 with the
chi-square filter.
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not the same weight as in the processing #3. For consistency purposes the chi-square
filter will be applied to all runs.
7.3 Data analysis
Besides the visual analysis of the hits distribution in each sensor others three tests
were made with the EUDET data. In this data one event is the recorded data when
the telescope has one trigger. The event could have one or more entries that are
composed by the hits coordinates for each sensor. Those hits are used to reconstruct
a track so each entry is a reconstructed track. The occupancy defined as the number
of entries with hits for each sensor, the activity or the number of hits in each track
and the multiplicity that gives the number of tracks identified in each event. In this
chapter is presented the data analysis results for the data processing #4.
7.3.1 Occupancy
The occupancy, for each sensor, is given by the number entries with hits in the
run divided by the total number of entries (Equation 7.2).
occupancy of sensor i =
(
Nentries with hits
Ntotal entries
)
sensor i
(7.2)
Figure 7.5 shows the occupancy for the chosen run for individual tests, in this
case the run #7881. It is clear that the best sensor is the sensor #2 with occupancy
higher than 82% and the worst is the sensor #0 with near 71% of occupancy. This
means that sensor #2 was activated 82% to produce tracks.
Looking to the group of the 72 runs (Figure 7.6) it is possible to conclude that the
behaviour observed in run #7881 is the typical behaviour for the runs. Considering
all sensors, the occupancy range is between 70 and 85% approximately. Comparing
with processing #3 (∼ 45 to 75%) the occupancy range is higher and with smaller
spread which indicates that the EUDET cluster and hit processing #3 has not
working properly.
7.3.2 Activity
The activity gives the number of hits that form one track. The activity is defined
in Equation 7.3 and is given by the number of sensors which were activated for each
track or entry, divided by the total number of entries.
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Figure 7.5: Occupancy distribution for run #7881 of processing #4.
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Figure 7.6: Occupancy distribution for all runs of the processing #4.
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activity =
Nn sensors with chits
Ntotal entries
(7.3)
One track is valid if at least 3 hits in the telescope were identified. For this reason
the histogram of Figure 7.7 does not show entries for 1 and 2. In processing #3
most of the tracks are formed by 3 hits, very few with 4 hits and tracks with 5 hits
almost do not exist. In processing #4 there are a more significant contribution by
tracks with 4 and 5 hits.
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Figure 7.7: Activity distribution for run #7881 of processing #4.
The distribution for the run #7881 is also similar for all the analysed runs as seen
is Figure 7.8. In fact and when the chi-square filter is applied this distribution stays
unchanged.
7.3.3 Multiplicity
Track multiplicity gives the number of tracks per event (Equation 7.4). As it is
known one event can have a series of entries and these entries can be related to a
good or bad track.
multiplicity =
Nn tracks
Nevents
(7.4)
Figure 7.9 shows that most events have only one track and also that 2, 3, 4, and
5 tracks per event are not very common. That general behaviour is the same for
all the runs (Figure 7.10). In processing run #3 without the chi-square filter 2, 3,
4, and 5 tracks per event were very common. With the chi-square filter there are
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no significant changes concerning track multiplicity between processing #3 and #4.
Most of events have only one track. It seems that the chi-square filter in processing
#3 manage to correct what was unfinished by EUDET collaboration processing.
It is important to note that there are some events without tracks. This occurred
when the trigger is activated by ALFA and EUDET and the EUDET telescope
could not form a track, meaning that there were not at least three hits for the track
reconstruction.
7.3.4 Tracking
To study ALFA spatial resolution with the EUDET telescope it is necessary to
form a track, calculate the track parameters and extrapolate the track to the ALFA
detector. These slopes and interceptions parameters are obtained by a linear fit to
the hits positions.
Figures 7.11a and 7.11b show the slopes distribution in X and Y for the run #7881
fitted to a Gaussian distribution. The interception parameter is the position given
by the linear fit in the XY plane of the sensor #0 that is the reference sensor where
Z = 0. Figures 7.12a and 7.12b show the distribution for the two axis. The slope
distribution is centred in a low value because the EUDET telescope is aligned with
the beam. The misalignment is of ∼ 10−3 mm for the two axis but negative in X and
positive in Y. Because the slope is very low for X and Y the hit distributions for all
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Figure 7.9: Multiplicity distribution for run #7881 of processing #4.
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Figure 7.11: Slope distribution in X and Y axis for run #7881.
sensors are similar and the same for the interception parameter. These distributions
are in agreement with the results shown in Figure 7.4 where the beam profile is
visible.
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Figure 7.12: Interception distribution in X and Y axis for run #7881.
7.3.5 Residuals
The residuals are the difference between the measured hits positions and the
positions obtained by the track fit for each sensor. The sensor under study is removed
from the track reconstruction which implies that at least four sensors (including the
sensor under study) have hits to form a good track. Tracks where only three sensors
have hits are not good tracks because when the layer under study is removed there
are only two sensors to reconstruct a track. This means that the fraction of tracks
that are not good for the reconstruction is near 50% due to the activity distribution
displayed in Figure 7.7. From the residuals it is possible to estimate the EUDET
telescope spatial resolution and alignment. For those reasons the obtained residuals
are one of the most important information for data analysis.
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Figure 7.13: Residuals distribution in X for sensor #2 from run #7881 of processing #4.
Figure 7.13 shows the residual distribution in X for sensor #2. The distribution
is symmetrical and centered at 0 which is an indication of a good alignment. Fig-
ure 7.14 shows the RMS distribution in the X coordinate for the 5 working sensors
of the EUDET telescope for the runs of processing #4. The distribution in Y is
similar to the X where each sensor has different RMS having sensor #2 the better
resolution and sensor #4 the worse.
Not all sensor have the same behavior as shown in Figure 7.13 and that is the
case of sensor #3 (Figure 7.16a) where the residual distribution is asymmetric and
has long tails. For the processing #3 the residual distribution is also asymmetric,
having long tails and not centered at 0 but in this cases the similarities are worse
than in processing #4. From that distribution we can assume that the sensors are
not aligned but it was necessary to check it with an additional internal EUDET
alignment.
7.3.6 Spatial Resolution
The residuals distribution gives the total spatial resolution (σ2meas ' 4 µm) which
is the combination between the device under test (σDUT ) and the telescope (σtel)
spatial resolution (Equation 7.5).
σ2meas = σ
2
DUT + σ
2
tel (7.5)
The EUDET telescope resolution can be determined with Equation 7.6 assum-
ing that all sensors have the same intrinsic resolution (σsensor) and k is given by
Equation 7.7 which is the geometrical scaling factor related to the sensors positions.
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Figure 7.14: RMS distribution in X for all sensors and all runs of processing#4.
σ2tel = k σ
2
sensor (7.6)
k =
∑n
i z
2
i
n
∑n
i z
2
i − (
∑n
i zi)
2 (7.7)
The variable zi is the sensors position relatively to the reference sensor which in
this case is the DUT position at z = 0.
The intrinsic resolution (σsensor) of each sensor can be determined using the Equa-
tion 7.8.
σ2sensor =
σ2meas
1 + k
(7.8)
The σmeas is calculated by fitting the residual distribution in each sensor. In
Table 7.1 is presented the geometrical factor (k), combined resolution (σmeas), sensor
resolution (σsensor) and telescope resolution (σtel) obtained with the different sensor
working as DUT.
Figure 7.15 shows the resolution distribution for the five active sensors during the
test beam and the position of the sensors relatively to the first sensor (sensor #0).
It is clear that the best resolution can obtained when the DUT is located between
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the two arms of the telescope (between 200 and 661.8 mm). With a DUT in the
position of sensor #2 and considering a sensors intrinsic resolution ∼ 3.7 µm the
EUDET telescope resolution is ∼ 2 µm.
The ALFA detector is not between the two telescope arms because is too big.
Assuming ALFA as a DUT at 500 mm from the last sensor the resolution of the
EUDET telescope is ∼ 4.8 µm using Equations 7.6 and 7.7. In this case all the five
EUDET sensors are active and contribute to the track reconstruction.
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Figure 7.15: Distribution of the σmeas in each sensor for the run #7881 obtained by
fitting the residuals distribution. The sensors are positioned respectively
at 0, 100, 200, 661.8 and 761.8 mm with the sensor #0 as reference.
DUT k σmeas(µm) σsensor(µm) σtel(µm)
sensor #0 0.820 4.961 3.677 3.330
sensor #1 0.484 4.161 3.415 2.377
sensor #2 0.323 3.930 3.417 1.941
sensor #3 0.701 4.977 3.816 3.195
sensor #4 1.309 5.732 3.772 4.315
Table 7.1: Table with the k geometrical factor, combined resolution (σmeas), sensor res-
olution (σsensor) and telescope resolution (σtel) obtained with the different
sensor working as device under test (DUT).
7.4 Additional internal EUDET alignment
The additional internal EUDET alignment is a simple test of the alignment al-
ready made by EUDET collaboration. If the additional alignment produces residuals
with a better RMS and a symmetric distribution with smaller tails then the initial
alignment was not sufficient. Otherwise if no significant changes can be observed
then the initial internal EUDET alignment is sufficient.
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From the residual distribution in Figure 7.13 only a better RMS can be expected
with the additional alignment because the distribution is already symmetric and
centered in 0. Not all residuals distribution have the this same behavior, for example
the sensor #3 of the same run has the distribution seen in Figure 7.16a and is a
good subject for the additional alignment study.
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Figure 7.16: Residuals distribution in sensor #3 for (a) without sensor #3 contribution
to the track reconstruction and (b) with the sensor #3 contribution to the
track reconstruction.
7.4.1 Alignment model
The alignment model follows three steps. In the first step the sensor #0 is taken
as reference and it assumes tracks with slopes equal to zero as a boundary condition.
This is not far from the truth because it assumes that the beam particles travel in
strait line parallel to the Z direction.
x = mxz + bx; mx = 0 (7.9)
y = myz + by; my = 0 (7.10)
The second step performs a translation in X and Y of the others sensors (having
sensor #0 as reference) and a rotation in plane XOY following the matrix presented
in Equation 7.11.
 x′iy′i
z′i
 =
 cos(φ) −sin(φ) (δx · cos(φ)− δy · sin(φ))sin(φ) cos(φ) (δx · sin(φ) + δy · cos(φ))
0 0 1
 xiyi
zi
 (7.11)
The translation in X and Y and the rotation in plane XOY are respectively δx, δy
and φ. To find those variables a chi-square minimization test was performed using
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the TMinuit code that is a function included in the ROOT program. The chi-square
test is shown in Equation 7.12 where x′i and y
′
i are the final coordinates of the hit
after the translation and rotation, xrefi and y
ref
i are the reference hit positions of
the sensor #0 and xi and yi are positions of the hit in other sensor. The TMinuit
function will give values to the parameters in order to minimize the chi-square.
χ2 =
n∑
i

(
x′i − xrefi
)2
(xrefi − xi)2
+
(
y′i − yrefi
)2
(yrefi − yi)2
 (7.12)
7.4.2 Additional alignment study
The additional internal EUDET alignment for the processing #3 presents an
improvement in the residual distribution but the tracks obtained by this process
could have errors beyond the alignment and for that reason an additional alignment
is not sufficient. For processing #4 the results from the additional internal EUDET
alignment were not conclusive. The residuals do not improve significantly so a study
of the alignment had to be made again.
Initially the study started with tools optimized for processing #3 data and then
used in processing #4. Most tracks have 3 hits from different sensors and excluding
the sensor under study for the track reconstruction it generates a more significant
statistic error. Figure 7.16b shows the distribution when the sensor #3 contributes
to the track reconstruction. The tracks were constructed in two EUDET telescope
arms or just in one arm when all hits were in the first arm. Those tracks form three
groups that are divided in function of the clusters position. One group having tracks
with three clusters in the first arm, other with two clusters in the first and one in
the second arm (2+1) and other with one cluster in the first and two in the second
arm (1+2). To see if the alignment produces different results for each group the
groups have to be analysed separately.
The ALFA detector is close to the second arm so the group with the three clusters
in the first arm hardly produces a good track and also the short proximity of the
clusters make it difficult to do the alignment so this group is excluded from the
study. The others two groups (1+2 and 2+1) have at least one cluster near the
ALFA detector and the clusters positions are not so close to each other.
Figure 7.17 gives the data processing scheme for the alignment study. The align-
ment is made after the chi-square cut and before the tracking. To test if the addi-
tional alignment is efficient the chi-square was changed from 3 × 10−4 to 3 × 10−3
selecting tracks from the long tail of the chi-square distribution displayed in Fig-
ure 7.3. The two groups are separated after the obtained residuals results.
The results shown in Figures 7.18a and 7.18b are from group 2+1 and sensor
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Figure 7.17: Scheme of the data processing sequence for the alignment study.
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Figure 7.18: Residuals distribution in sensor 3 for tracks with two hits on the first arm
and one hit on the second arm before (a) and after (b) the alignment.
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#3 and represent the distribution before and after the additional alignment. The
symmetry improves but the RMS in some cases is worst, however the improvements
are not very significant. The behaviour with group 1+2 is similar so there is no
significant improvement with the additional alignment. So this additional internal
EUDET alignment is excluded from the processing sequence.
Chapter 8
ANALYSIS OF THE 2010 TEST BEAM
From the 2009 test beam analysis it was possible to see that the EUDET telescope
is an appropriated tool for the study of ALFA detector with a spatial resolution of
3 µm. In the test beam 2010 analysis the EUDET tracking processing was included
in the initial processing data.
The new goal in 2010 was the study of the hit multiplicity and the layer efficiency of
the ALFA detector for all 20 layers. This study is divided in two parts, the parameter
scan and the analysis of the ALFA detector performance in different positions of the
main detector. The parameter scan is made on the detector center where the HV,
Thermo and Gain are changed to observe the response in hit multiplicity and layer
efficiency. The remaining studies consist of the measurements of the hit multiplicity
and layer efficiency in different region of the ALFA main detector.
8.1 Hit multiplicity
The main detector is made of 10 planes of 2 layers each in an UV geometry
(Figure 4.5). The hit contribution of each layer for the track reconstruction is a
cluster formed by one or more hits. The number of hits that form the cluster is the
hit multiplicity and is defined as the number of existing hits in the layer for each
event. To get a good statistic the hit multiplicity is calculated for all valid events in
one run. The hit multiplicity is finally defined as the total hits in the layer divided
by the total number of events.
hit multiplicity =
total # of hits in the layer
total events
(8.1)
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Note that not all hits and events are accepted for the hit multiplicity calculation.
There are hits originated by noise and tracks that do not pass the criteria for a good
track. More details about applied cuts will be discussed in Section 8.3. In an ideal
situation one particle should leave a luminosity signal in a single optical fiber for
each layer. The expected value for the hit multiplicity should be very close to 1 but
there is noise contribution and cross talk between optical fibers and PMT channels
giving a multiplicity higher than 1.
8.2 Layer efficiency
The efficiency is the capability that each layer has to detect a particle. It is defined
as the number of events with the layer active divided by the total number of events.
The layer is considered as active when exists at least one hit in the proximity of the
position where the track is formed.
layer efficiency =
# of events with the layer active
total events
(8.2)
In an ideal case all layers detect the particle and the track formed is a contribution
of all layers which should give a layer efficiency of 1 for each layer. However the layer
efficiency is lower than 1 due to contributions of signal losses, inactive zones (between
fibers) and also the efficiency of the scintillating process (∼ 98%).
8.3 Hit selection
The objective is to study the hit multiplicity and layer efficiency when a track is
formed. The hits have to come from track hits and the respective neighbourhood
excluding all noise hits. So, to achieve this goal a selection of hits was necessary.
The most simple way to reconstruct the track is to consider that the track slope
and the staggering between planes is zero. This is a good approximation because the
slopes are in order of ±1×10−3 (Section 7.3.4) and the staggering of 50 µm between
planes is 10% of the optical fiber thickness. With the ALFA detector is impossible
to measure the slope because the planes are very close so these two approximations
can be compensated with the number of neighbours that are accepted. The track
is reconstructed by calculating the average of the reconstructed hit positions of
all layers. These reconstructed hits were obtained in the initial ALFA tracking
processing software and are the position of the cluster of hits in each layer.
To calculate the expected hit position in one layer the track reconstruction was
made without the layer under study. Figure 8.1 shows the distribution of the dif-
ference between the hit position calculated by the reconstructed track and the hit
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position in the layer. Most hits are located in the position where the track was
reconstructed ± one optical fiber. The acceptance area is shown in Figures 8.2a
and 8.2b where hits in two fibers difference or less are accepted.
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Figure 8.1: Differences between the calculated hit from the reconstructed track and the
hit position for the layers U (left). The zoom in for the same distribution
(right).
Looking more closely to the distribution of the differences there are two peaks
around -8 and 8 fibers distance. This can be due to the cross talk not between
neighbours fibers in the layer but between neighbours in the MAPMT channels or
in the MAROC chip.
The second selection criteria accepts only events where the track has at least five
active planes meaning that the layers U and V from the same plane have at least one
hit after passed the first selection. The effects of these selections on the obtained
values of hit multiplicity and layer efficiency will be of ∼ 16% and ∼ 1% respectively.
8.4 Different region of the detector
During the test beam the beam was centered in different areas of the detector
as was shown in Figure 6.9. To study the detector response in different areas the
selected areas should have a high number of optical fibers. Figure 8.3b shows the
selected areas and fibers that have hits in the different positions for layer U and V.
Figure 8.4 shows the layer efficiency distribution for ALFA 4 in position 2. The
efficiency values are between 90 and 95% and the average is 93.74%. ALFA 6 present
a problem in layer 13 (Figure 8.5) that has a lower efficiency and it affects the global
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(a) each layer (b) UV area
Figure 8.2: a) In red is the optical fiber where hit is calculated with the track and in
blue are the fibers where hits are accepted making an acceptance area for
each layer of the blue plus red. b) The acceptance area of one plane is in
green.
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Figure 8.3: a) Detector regions used for layer efficiency and hit multiplicity calculus. b)
Fibers with hits for each detector position.
efficiency of the detector. Position 3 has a lower efficiency than position 2 and this
means that the efficiency in ALFA 6 is dependent of the area where the beam is
in the detector. A look into layer 13 hit distribution (Figure 8.6) reveals that are
channels that do not work. The difference between efficiency in position 2 and 3
can be explaneed by the range of active fibers because in position 3 the beam was
centered in the channels that were not active as opposed to position 2.
The ALFA 6 detector reveals a dependence of the layer efficiency in the difference
areas of the detector. When we taken look to the plot from Figure 8.7, where
all mean layer efficiencies are displayed, the efficiency is very stable (∼ 93%) for
all positions except for ALFA6 position 3. This means that there is no damaged
channels and the efficiency is stable and not dependent of the detector hit area.
The damaged channels seen in the study of layer efficiency also influence the hit
multiplicity. Figure 8.8 shows the layer 13 with a hit multiplicity very low which
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Figure 8.4: Layer efficiency for ALFA 4 in position 2.
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Figure 8.5: Layer efficiency for ALFA 6 in (a) position 2 and (b) position 3
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Figure 8.6: Layer hit distribution for layer 13 in ALFA 6 for position 3.
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influences the mean hit multiplicity of the detector at position 3.
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Figure 8.7: Mean layer efficiency for all positions and all ALFA detectors.
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Figure 8.8: Layer efficiency for ALFA 6 in position 3.
The plot with all mean hit multiplicity for all detectors (Figure 8.9) shows that
for position 2 the multiplicity is higher than for the other positions (∼ 1.24).
8.5 Parameter scan
The parameter scan was made in the central position of each ALFA detector (po-
sition 2 from the previous study). It consists in maintaining two of three standard
parameters fixed (High Voltage (Section 8.5.3) , Gain (Section 8.5.2) and Thermo
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Figure 8.9: Layer multiplicity for all positions and all ALFA detectors.
(Section 8.5.1)). The objective was to observe the detector behavior when the func-
tional parameters change with the final goal of optimize the gain, high voltage of
the MAPMTs and the threshold of the MAPMTs readout in order to achieve the
best perform in layer hit multiplicity and layer efficiency.
8.5.1 Thermo
The thermo is a relation between the threshold and the signal filter level. For
example thermo 1 = threshold 256, thermo 2 = threshold 512, thermo n = n ×
256. The threshold is defined in DAC (Digital Analog Converter) channels which
correspond to a voltage in mV range.
For this study the HV was set at 900V, Gain as equalized (equal to 16) and the
thermo was changed. If the thermo is too low the noise or background signal becomes
more frequent and the efficiency and hit multiplicity is higher. When the thermo
becomes higher the noise and background signal is less frequent and the signal is
dominant. There is a level where the threshold is too high and almost no signal is
measured. This can be seen in Figure 8.10 where a level between thermo 6 and 9
can be observed.
8.5.2 Gain
The gain is a factor that is applied to the MAPMT incoming signal. In the case
of the gain equalized the gain factor is 16. For this study the thermo is fixed at 7,
the HV equal to 900 V and the layer efficiency and hit multiplicity is measured for
several values of the gain.
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Figure 8.10: Layer efficiency (left) and layer hit multiplicity (right) for all ALFA de-
tectors as function of the thermo.
When the gain increases more signals pass the threshold level so the hit multiplic-
ity should be higher and the same is observed for the layer efficiency (Figure 8.11).
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Figure 8.11: Layer efficiency (left) and layer hit multiplicity (right) for all ALFA de-
tectors as function of the gain.
8.5.3 HV
A new set of measurements was done maintaining the thermo at 7 and all gains
equalized and changing the HV from 800 to 1000V.
The results (Figure 8.12) show that the layer efficiency increases with the HV
never reaching the 100% and the hit multiplicity increases with the HV, slowly
between 800 and 900V and fast for higher HV.)
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Figure 8.12: Layer efficiency (left) and layer hit multiplicity (right) for all ALFA de-
tectors as function of the HV.
8.6 Noise fraction
Noise is an unwanted perturbation to a signal. In this case the noise is a group of
hits that have a random distribution around the reconstructed track. One noise hit
can be produced by different sources in the sensitive part of the ALFA detector. The
objective in this work is not to identify and quantify all noise contributions from the
different sources but to estimate a global contribution and try to understand what
types of sources can be present.
The beam is made of a mixture of particles that will interact with the optical fibers
of the detector but also with other components responsible for the detector structure
and protection not necessary optical. From these interactions secondary particles
that are not capable of producing tracks can produce noise signals. There are con-
tributions to the global noise that do not have a random distribution: the cross-talk
between two neighbours fibers and the cross-talk between MAPMT channels.
One way to estimate the noise contribution is to considered the hit multiplicity
(Section 8.1) and layer efficiency (Section 8.2). Considering an efficiency of 0.93 in a
multiplicity of 1.15 implies that 0.22 hits come from a noise contribution. Dividing
by the number of fibers in the layers gives a fraction of ∼ 0.3%. Equation 8.3 gives
the expected noise for one layer of the ALFA detector.
expected noise =
hit multiplicity − layer efficiency
# fibers in the layers
(8.3)
For these work two methods to determine the noise contribution were used. Sec-
tions 8.6.1 and 8.6.2 are dedicated to these methods using the standard parameters
Thermo=7, Gain=equalized and HV=900V and the central area of the detector.
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(a) method 1 (b) method 2
Figure 8.13: The two pictures show the acceptance region (blue) for the noise contribu-
tion determination in the two methods. In red is the optical fiber where
hit is calculated with the track (a) The acceptance region is the exclusion
region in the layer efficiency determination. (b) The acceptance area of one
plane is moved to a distance from the reconstructed track.
8.6.1 Noise - method 1
The determinations of layer efficiency and layer hit multiplicity were made using
an acceptance region of hits with a width of 5 fibers. The remaining 59 fibers can be
called the rejection region. When one is interested in the noise contribution, the 59
fibers are the acceptance region (Figure 8.13a) for method 1. The noise contribution
is determined as a layer efficiency in the region of the remaining 59 fibers.
noisemethod1 =
efficiency in detecting noise hits
# fibers in the layers
(8.4)
The noise distribution for ALFA detector layers can be seen in Figure 8.14. The
distribution between layers ranges from 0.20 to 0.35% without huge differences be-
tween layers. The same behavior can be seen in the distribution between ALFA
detectors (Figure 8.16) and also the noise obtained with method 1 is similar to the
expected.
8.6.2 Noise - method 2
Method 2 uses an acceptance area of the same size used in the efficiency and
multiplicity measurements (5 fibers) but the location of that area can be changed
depending on the distance to the reconstructed track. The goal is to determine the
efficiency of the acceptance area in detecting noise hits.
A 20 fibers distance from the reconstructed track was chosen in order to avoid
the cross talk between fibers in the layer and MAPMT. The obtained noise distri-
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Figure 8.14: Noise distribution for ALFA 5 layers using method 1.
bution in ALFA detector layers using method 2 can be seen in Figure 8.15. The
distribution between layers ranges from 0.5% with large differences between layers
when compared with the method 1.
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Figure 8.15: Noise distribution for ALFA 5 layers using method 2.
For all the ALFA detectors in study the noise distribution using method 2 gives
worst results than method 1 results much more similar to the expected (Figure 8.16).
Moving the acceptance area to other relative distances the noise contribution
changes as seen in Figure 8.17. The noise can be 6% near the reconstructed track
and decreases almost to 0% when going far from the reconstructed track. The
dispersion of the noise contribution for each layer presents the same behavior.
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From Figure 8.1 it is clear that the noise contribution is dependent on the distance
from the reconstructed track. The number of hits near the track is higher than far
from it so choosing the area for the noise determination is very critical.
One difference between the two methods is that they can select different noise
sources. Method 1 excludes cross talk between the neighbours fibers in the layer but
not between fibers neighbours in the MAPMT channels or in the MAROC chip. It
gives a global measure of the noise. Method 2 gives the possibility to study noise
contributions from different sources. By knowing the fibers mapping in the MAPMT
and in the MAROC chip it is possible to know the contribution of each cross talk
type. Also by selecting fibers that were not hit in the run it is possible to measure
the electronic noise.
8.7 Spatial Resolution
In order not to limit the precision on the luminosity measurement the design goal
was a resolution of about 30 µm or less to obtain the requirement (Section 4.1).
With the test beam and using EUDET telescope it is possible to determine the
ALFA resolution by looking into the residuals of the two track detectors. However
working with only ALFA data it is possible to determine resolution by making a
stand-alone study [20].
In this study the detector is divided in two in order to use the first half (H1)
with 5 planes (layers 1 to 10) to study the second half (H2) with the others 5 planes
(layers 11 to 20) as seen in Figure 8.18. The goal is to form individuals tracks with
the two half’s and calculate the residuals for the two coordinates (xH1 − xH2) and
(yH1 − yH2).
Figure 8.18: View of the 20 layers of ALFA detector divided in two half’s (H1 and H2).
The spatial resolution of one complete ALFA detector (σALFA) is obtained by
calculating the resolution of one half (σH1) and estimate the geometrical imperfection
of the detector (σgeo) (Equation 8.5). The resolution of half detector is obtained by
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σH1 = σH2 =
σ12√
2
where σ12 comes from the residuals distribution. The contribution
of geometrical imperfections to the resolution estimation is based on Monte Carlo
(MC) simulations and for ALFA detector is σgeo ∼ 14 µm. So, the spatial resolution
is given by equation 8.5
σALFA =
σH1 	 σgeo
2
⊕ σgeo =
√
σ2H1 + 3 · σ2geo
2
(8.5)
For this study only one run from ALFA 5 was used with the standard parameters
and the beam at the detector center but the minimum planes hit per half detector
is now 3.
Two methods to calculate the resolution were used. First method (method 1)
converts initially the hit on the fibers in XYZ coordinates and the second method
(method 2) correlates the hit from U and V layers separately and in the final step
converts in XYZ coordinates. Figure 8.19 shows an event converted to a 3D repre-
sentation through the complete ALFA detector with the 10 planes and Figure 8.20
show a event in the U layers of the detector. These two methods will be discussed
in detail in Sections 8.7.1 and 8.7.2.
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Figure 8.19: On the right there is a 3D representation of one event using method 1 of
resolution determination and on the left is the event XY projection.
8.7.1 Resolution - method 1
Figure 8.19 is obtained by method 1 converting all planes hits in XYZ coordinates
with a pixel size of (0.5mm× 0.5mm).
To convert one hit of one plane into a Cartesian system it is need a geometry
file that allows the conversion. This file has the straight line equation parameters
(y = mx + b) for each fiber on each layer. The slope (m) parameter is close to -1
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Figure 8.20: On the right there is a representation of one event in the layers U type using
method 2 of resolution determination and on the left is the event projection
in the interception axis.
for type U layers and +1 for V layers because in the construction the fibers are in a
45◦ angle in the Y axis. In the same plane yU = yV and xU = xV , so it is possible
to extract x and y while z is a fixed position for each plane in the geometry file.
After converting the pixel in a three dimension representation, it is made a hit
projection in the XY plane for each half detector. Figure 8.21 shows the projection
where the maximum in X and Y axis correspond to the final x and y by fitting the
distribution for each axis.
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Figure 8.21: On the right there is a representation of one event in 3D for the two half’s
using method 1 of resolution determination and on the left is the event
projection in XY.
The residual distribution can be seen on Figure 8.22 where one gaussian fit was
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made on the peak region to obtain the σ12 needed for the resolution calculus. The
obtained resolution for half detector is 22 µm for the X coordinate and 57 µm for
Y. There are some imperfections when this method is used. The reconstructed pixel
is rotated by 45◦ and it can help to explain the difference between the resolution
for the two coordinates. To form a pixel in each plane means that the two layers
have to be active. As it was seen in Section 8.4 the layer efficiency is lower than 1
meaning that if one layer is inactive the other do not contribute to the track and
the information is lost.
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Figure 8.22: On the left is the residual distribution for the X coordinate using method
1 and on the right is the same for the y coordinate
8.7.2 Resolution - method 2
Figure 8.20 is obtained by method 2 without converting the planes hits in XYZ
coordinates. The two types of layers (U and V) are analyzed separately and all
layers that were active contribute to the track reconstruction. The correlation of
the hits on the fibers in order to reconstruct a track is from the interception (b)
parameter in the geometrical file. Each hit is plotted with a 0.5 mm width and
a projection in the interception axis is made. Figure 8.23 shows the hits and the
projection where a gaussian fit helps to find the maximum position when there is
more then one maximum in the same peak. With the maximum interception of each
layer type and considering the slope (mU = −1 and mV = 1) the conversion in XYZ
coordinates can be done.
The residual distribution of method 2 shows two peaks smaller than the principal
peak (Figure 8.24) at the same distance from it. The reason for this can be seen in
Figure 8.25 where one half detector can not distinguish just one track and identify
the first as the principal track given a difference of approximately one fiber. For the
residual distribution it is only important the central peak that gives a resolution for
half detector of 40 µm for the X coordinate and 41 µm for Y. This method seems
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Figure 8.23: On the right there is a representation of one event for the two half’s in the
layers U type using method 2 of resolution determination and on the left is
the event projection in the interception axis.
to be the best method to determine the resolution, so applying the Equation ?? the
resolution is ∼ 23 µm.
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Figure 8.24: On the left is the residual distribution for the X coordinate using method
2 and on the right is the same for the y coordinate
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Figure 8.25: On the right there is a representation of one event for the two half’s in the
layers U type using method 2 of resolution determination and on the left is
the event projection in the interception axis where the two half’s identify
deferents tracks.
Chapter 9
CONCLUSION
In this work was presented the scintillating optical fibers preparation, the QC of
the fibers and also the performance study of the ALFA detectors under test beam
environment. In what concerns the scintillating optical fibers we have prepared
(polished and aluminized) in Lisbon more than 40 000 optical fibers. The aluminium
mirror on one of the optical fiber end guarantees a light yield gain of 70%. From
this control the light yield between RODs of fibers has a RMS ∼ 10% and inside a
ROD is less than 7% as required. The RODs with less light yield were selected to
be part of the main detector fibers which had a 45◦ cut on the aluminium top.
The scintillating optical fibers were used in the ALFA detector construction and
before the installation in the LHC tunnel a tests beam were made to study the
detector performance using EUDET telescope with a better resolution. From the
2009 test beam analysis we can conclude that the EUDET sensors have different
occupancies and most events have only one (1) track detected by mostly three or
four sensors. The alignment done by EUDET collaboration seems to be effective. A
spatial resolution of 3 − 4 µm for each EUDET sensor and ∼ 5 µm with EUDET
telescope at ALFA position was obtained which is suitable to study ALFA resolution.
In the 2010 test beam analysis the EUDET tracking information obtained before
was included into the initial EUDET processing. For this reason a different study
was made based only in ALFA data of several detectors (ALFA 1, 3, 4, 5, 6, 7 and
8). It was obtained a layer efficiency and hit multiplicity for four different detector
zones finding an efficiency of ∼ 93% and a multiplicity of ∼ 1.10 except on position
2 (detector bottom near the edge). Changing the MAPMT parameters (thermo,
gain and HV) in order to obtained values for the layer efficiency and layer hit mul-
tiplicity closer to 1 we could conclude that the suitable values for the parameters
are: thermo=7, gain=16 and HV 900 V . In order to determine the layer efficiency a
study of the noise for each layer was made using two methods. Method 1 seems to
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be closer to the expected noise but method 2 gives the opportunity to study different
sources of noise such as the cross-talk. As result the noise contribution founded is
of order of ∼ 0.3%.
ALFA spation resolution can be measured without EUDET telescope by using a
stand-alone method dividing the detector in two half’s and studying one half with
the other. In this case two methods were also used with different results. Method 1
that converts initially the hits in XYZ coordinates presents different resolution for
X and Y coordinate. This method has been excluded because some of the layers
with hits did not contribute to reconstruct the track. Method 2 converts the hit
in XYZ only at the end calculating first each layer type (U and V) contribution.
From method 2 a resolution of ∼ 23 µm is obtained that is better than 30 µm, the
minimum resolution required for ALFA.
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