Primal-Dual Rates and Certificates by Dünner, Celestine et al.
Primal-Dual Rates and Certificates
Celestine Du¨nner CDU@ZURICH.IBM.COM
IBM Research, Zu¨rich, Switzerland
Simone Forte FORTESIMONE90@GMAIL.COM
ETH Zu¨rich, Switzerland
Martin Taka´cˇ TAKAC.MT@GMAIL.COM
Lehigh University, USA
Martin Jaggi JAGGIM@INF.ETHZ.CH
ETH Zu¨rich, Switzerland
Abstract
We propose an algorithm-independent frame-
work to equip existing optimization methods
with primal-dual certificates. Such certificates
and corresponding rate of convergence guaran-
tees are important for practitioners to diagnose
progress, in particular in machine learning appli-
cations.
We obtain new primal-dual convergence rates,
e.g., for the Lasso as well as many L1, Elas-
tic Net, group Lasso and TV-regularized prob-
lems. The theory applies to any norm-regularized
generalized linear model. Our approach pro-
vides efficiently computable duality gaps which
are globally defined, without modifying the orig-
inal problems in the region of interest.
1. Introduction
The massive growth of available data has moved data anal-
ysis and machine learning to center stage in many indus-
trial as well as scientific fields, ranging from web and sen-
sor data to astronomy, health science, and countless other
applications. With the increasing size of datasets, machine
learning methods are limited by the scalability of the under-
lying optimization algorithms to train these models, which
has spurred significant research interest in recent years.
However, practitioners face a significant problem arising
with the larger model complexity in large-scale machine
learning and in particular deep-learning methods - it is in-
creasingly hard to diagnose if the optimization algorithm
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used for training works well or not. With the optimization
algorithms also becoming more complex (e.g., in a dis-
tributed setting), it can often be very hard to pin down if
bad performance of a predictive model either comes from
slow optimization, or from poor modeling choices. In this
light, easily verifiable guarantees for the quality of an op-
timization algorithm are very useful — note that the op-
timum solution of the problem is unknown in most cases.
For convex optimization problems, a primal-dual gap can
serve as such a certificate. If available, the gap also serves
as a useful stopping criterion for the optimizer.
So far, the majority of popular optimization algorithms for
learning applications comes without a notion of primal-
dual gap. In this paper, we aim to change this for a relevant
class of machine learning problems. We propose a primal-
dual framework which is algorithm-independent, and al-
lows to equip existing algorithms with additional primal-
dual certificates as an add-on.
Our approach is motivated by the recent analysis of SDCA
(Shalev-Shwartz & Zhang, 2013). We extend their set-
ting to the significantly larger class of convex optimization
problems of the form
min
α∈Rn
f(Aα) + g(α)
for a given matrix A ∈ Rd×n, f being smooth, and g be-
ing a general convex function. This problem class includes
the most prominent regression and classification methods
as well as generalized linear models. We will formalize the
setting in more details in Section 3, and highlight the as-
sociated dual problem, which has the same structure. An
overview over some popular examples that can be formu-
lated in this setting either as primal or dual problem is given
in Table 1.
Contributions. The main contributions in this work can be
summarized as follows:
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• Our new primal-dual framework is algorithm-
independent, that is it allows users to equip existing
algorithms with primal-dual certificates and conver-
gence rates.
• We introduce a new Lipschitzing trick allowing du-
ality gaps (and thus accuracy certificates) which are
globally defined, for a large class of convex problems
which did not have this property so far. Our approach
does not modify the original problems in the region of
interest. In contrast to existing methods adding a small
strongly-convex (L2) term as, e.g., in (Shalev-Shwartz
& Zhang, 2014; Zhang & Lin, 2015), our approach
leaves both the algorithms and the optima unaffected.
• Compared with the well-known duality setting of
SDCA (Shalev-Shwartz & Zhang, 2013; 2014) which
is restricted to strongly convex regularizers and finite
sum optimization problems, our framework encom-
passes a significantly larger class of problems. We ob-
tain new primal-dual convergence rates, e.g., for the
Lasso as well as many L1, Elastic Net, group Lasso
and TV-regularized problems. The theory applies to
any norm-regularized generalized linear model.
• Existing primal-dual guarantees for the class of ERM
problems with Lipschitz loss from (Shalev-Shwartz &
Zhang, 2013) (e.g., SVM) are valid only for an “av-
erage” iteration. We show that the same rate of con-
vergence can be achieved, e.g., for accelerated SDCA,
but without the necessity of computing an average it-
erate.
• Our primal-dual theory captures a more precise notion
of data-dependency compared with existing results
(which relied on per-coordinate information only). To
be precise, our shown convergence rate for the gen-
eral algorithms is dependent on the spectral norm of
the data, see also (Taka´cˇ et al., 2013; 2015).
2. Related Work
Linearized ADMM solvers. For the problem structure
of our interest here, one of the most natural algorithms is
the splitting method known as the Chambolle-Pock algo-
rithm (also known as Primal-Dual Hybrid Gradient, Arrow-
Hurwicz method, or linearized ADMM) (Chambolle &
Pock, 2010). While this algorithm can give rise to a duality
gap, it is significantly less general compared to our frame-
work. In each iteration, it requires a complete solution of
the proximal operators of both f and g, which can be com-
putationally expensive. Its convergence rate is sensitive to
the used step-size (Goldstein et al., 2015). Our framework
is not algorithm-specific, and holds for arbitrary iterate se-
quences. More recently, the SPDC method (Zhang & Lin,
2015) was proposed as a coordinate-wise variant of (Cham-
bolle & Pock, 2010), but only for strongly convex g.
Stochastic coordinate solvers. Coordinate descent/ascent
methods have become state-of-the-art for many machine
learning problems (Hsieh et al., 2008; Friedman et al.,
2010). In recent years, theoretical convergence rate guar-
antees have been developed for the primal-only setting,
e.g., by (Nesterov, 2012; Richta´rik & Taka´cˇ, 2014), as
well as more recently also for primal-dual guarantees, see,
e.g., (Lacoste-Julien et al., 2013; Shalev-Shwartz & Zhang,
2013; 2014). The influential Stochastic1 Dual Coordi-
nate Ascent (SDCA) framework (Shalev-Shwartz & Zhang,
2013) was motivated by the L2-regularized SVM, where
coordinate descent is very efficient on the dual SVM for-
mulation, with every iteration only requiring access to a
single datapoint (i.e. a column of the matrix A in our
setup). In contrast to primal stochastic gradient descent
(SGD) methods, the SDCA algorithm family is often pre-
ferred as it is free of learning-rate parameters, and has a
fast linear (geometric) convergence rate. SDCA and recent
extensions (Taka´cˇ et al., 2013; Shalev-Shwartz & Zhang,
2014; Qu et al., 2014; Shalev-Shwartz, 2015; Zhang & Lin,
2015) require g to be strongly convex.
Under the weaker assumption of weak strong convexity
(Necoara, 2015), a linear rate for the primal-dual conver-
gence of SDCA was recently shown by (Ma et al., 2015b).
In the Lasso literature, a similar trend in terms of solvers
has been observed recently, but with the roles of primal and
dual problems reversed. For those problems, coordinate
descent algorithms on the primal formulation have become
the state-of-the-art, as in GLMNET (Friedman et al., 2010)
and extensions (Shalev-Shwartz & Tewari, 2011; Yuan
et al., 2012; 2010). Despite the prototypes of both problem
types—SVM for the L2-regularized case and Lasso for the
L1-regularized case—being closely related (Jaggi, 2014),
we are not aware of existing primal-dual guarantees for co-
ordinate descent on unmodified L1-regularized problems.
Comparison to smoothing techniques. Existing tech-
niques for bringing L1-regularized and related problems
into a primal-dual setting compatible with SDCA do rely
on the classical Nesterov-smoothing approach - By adding
a small amount of L2 to the part g, the objective be-
comes strongly convex; see, e.g., (Nesterov, 2005; 2012;
Tran-Dinh & Cevher, 2014; Richta´rik & Taka´cˇ, 2014;
Shalev-Shwartz & Zhang, 2014). However, the appropriate
strength of smoothing is difficult to tune. It will depend on
the accuracy level, and will influence the chosen algorithm,
as it will change the iterates, the resulting convergence rate
as well as the tightness of the resulting duality gaps. The
line of work of Tran-Dinh & Cevher (2014; 2015) provides
duality gaps for smoothed problems and rates for proxi-
mally tractable objectives (Tran-Dinh & Cevher, 2015) and
1Here ’stochastic’ refers to randomized selection of the active
coordinate.
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Table 1. Primal-dual convergence rates of general algorithms applied to (A), for some machine learning and signal processing problems
which are examples of our optimization problem formulations (A) and (B). Note that several can be mapped to either (A) or (B). λ > 0
is a regularization parameter specified by the user. We will discuss the most prominent examples in more detail in Sections 5.2 and 6.
Problem f/f∗ g/g∗ Convergence
Regularizer L1 (A) f = `(Aα) g = λ‖α‖1 Thm 6, Cor 10
Elastic Net (A) f = `(Aα) g = λ
(
η
2‖α‖22 + (1−η)‖α‖1
)
Thm 2,8, Cor 11
(B) f∗= λ
(
η
2‖w‖22 + (1−η)‖w‖1
)
g∗ = `(−A>w) Thm 2,8, Cor 11
L2 (A) f = `(Aα) g = λ2 ‖α‖22 Thm 2,8
(B) f∗ = λ2 ‖w‖22 g∗ = `(−A>w) Thm 2,8
Fused Lasso (A) f = `(Aα) g = λ‖Mα‖1 Thm 6
Group Lasso (A) f = `(Aα) g = λ
∑
k ‖αGk‖2, {Gk} part. of {1..n} Thm 6
SVM (hinge loss) (A) f = λ2 ‖Aα‖22 g =
∑
i−yiαi s.t. yiαi ∈ [0, 1] Thm 4,9
Loss ` Logistic Regression `LR(z) := 1m
∑m
j=1 log(1+exp(−yjzj)) for z = Aα or z = −A>w
Least Squares `LS(z) := 12‖z− b‖22 for z = Aα or z = −A>w
also objectives with efficient Fenchel-type operator (Yurt-
sever et al., 2015). In contrast, our approach preserves all
solutions of the original L1-optimization — it leaves the it-
erate sequences of existing algorithms unchanged, which is
desirable in practice, and allows the reusability of existing
solvers. We do not assume proximal or Fenchel tractability.
Distributed algorithms. For L1-problems exceeding the
memory capacity of a single computer, a communication-
efficient distributed scheme leveraging this Lipschitzing
trick is presented in (Smith et al., 2015; Forte, 2015).
3. Setup and Primal-Dual Structure
In this paper, we consider optimization problems of the fol-
lowing primal-dual structure. As we will see, the relation-
ship between primal and dual objectives has many benefits,
including computation of the duality gap, which allows us
to have certificates for the approximation quality.
We consider the following pair of optimization problems,
which are dual2 to each other:
min
α∈Rn
[
D(α) := f(Aα) + g(α)
]
, (A)
min
w∈Rd
[
P(w) := f∗(w) + g∗(−A>w)
]
. (B)
The two problems are associated to a given data matrix
A ∈ Rd×n, and the functions f : Rd → R and g : Rn → R
are allowed to be arbitrary closed convex functions. Here
α ∈ Rn and w ∈ Rd are the respective variable vectors.
The relation of (A) and (B) is called Fenchel-Rockafellar
Duality where the functions f∗, g∗ in formulation (B) are
defined as the convex conjugates3 of their corresponding
counterparts f, g in (A). The two main powerful features of
this general duality structure are first that it includes many
more machine learning methods than more traditional du-
2For a self-contained derivation see Appendix C.
3The conjugate is defined as h∗(v) := supu∈Rd v
>u−h(u).
ality notions, and secondly that the two problems are fully
symmetric, when changing respective roles of f and g. In
typical machine learning problems, the two parts typically
play the roles of a data-fit (or loss) term as well as a regu-
larization term. As we will see later, those two roles can be
swapped, depending on the application.
Optimality Conditions. The first-order optimality condi-
tions for our pair of vectors w ∈ Rd,α ∈ Rn in prob-
lems (A) and (B) are given as
w ∈ ∂f(Aα) , (1a)
Aα ∈ ∂f∗(w) , (1b)
−A>w ∈ ∂g(α) , (2a)
α ∈ ∂g∗(−A>w) (2b)
see, e.g. (Bauschke & Combettes, 2011, Proposition
19.18). The stated optimality conditions are equivalent
to α,w being a saddle-point of the Lagrangian, which is
given as L(α,w) = f∗(w) − 〈Aα,w〉 − g(α) if α ∈
dom(g) and w ∈ dom(f∗).
Duality Gap. From the definition of the dual problems in
terms of the convex conjugates, we always have P(w) ≥
P(w?) ≥ −D(α?) ≥ −D(α), giving rise to the definition
of the general duality gap G(w,α) := P(w)− (−D(α)).
For differentiable f , the duality gap can be used more con-
veniently: Given α ∈ Rn s.t. Aα ∈ dom(f) in the context
of (A), a corresponding variable vector w ∈ Rd for prob-
lem (B) is given by the first-order optimality condition (1a)
as
w = w(α) := ∇f(Aα) . (3)
Under strong duality, we have P(w?) = −D(α?) and
w(α?) = w?, where α? is an optimal solution of (A).
This implies that the suboptimality P(w(α)) − P(w?) is
always bounded above by the simpler duality gap function
G(α):=P(w(α))−(−D(α))≥ P(w(α))− P(w?) (4)
which hence acts as a certificate of the approximation qual-
ity of the variable vector α.
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4. Primal-Dual Guarantees for Any
Algorithm Solving (A)
In this section we state an important lemma, which will
later allow us to transform a suboptimality guarantee of
any algorithm into a duality gap guarantee, for optimiza-
tion problems of the form specified in the previous section.
Lemma 1. Consider an optimization problem of the
form (A). Let f be 1/β-smooth w.r.t. a norm ‖.‖f and let g
be µ-strongly convex with convexity parameter µ ≥ 0 w.r.t.
a norm ‖.‖g . The general convex case µ = 0 is explicitly
allowed, but only if g has bounded support.
Then, for any α ∈ dom(D) and any s ∈ [0, 1], it holds that
D(α)−D(α?) ≥ sG(α) (5)
+ s
2
2
(µ(1−s)
s ‖u−α‖2g − 1β ‖A(u−α)‖2f
)
,
where G(α) is the gap function defined in (4) and
u ∈ ∂g∗(−A>w(α)). (6)
We note that the improvement bound here bears similarity
to the proof of (Bach, 2015, Prop 4.2) for the case of an ex-
tended Frank-Wolfe algorithm. In contrast, our result here
is algorithm-independent, and leads to tighter results due to
the more careful choice of u, as we’ll see in the following.
4.1. Linear Convergence Rates
In this section we assume that we are using an arbitrary
optimization algorithm applied to problem (A). It is as-
sumed that the algorithm produces a sequence of (possi-
bly random) iterates {α(t)}∞t=0 such that there exists C ∈
(0, 1], D ≥ 0 such that
E[D(α(t))−D(α?)] ≤ (1− C)t D. (7)
In the next two theorems, we define σ :=(
maxα 6=0 ‖Aα‖f/‖α‖g
)2
, i.e., the squared spectral
norm of the matrix A in the Euclidean norm case.
4.1.1. CASE I. STRONGLY CONVEX g
Let us assume g is µ-strongly convex (µ > 0) (equivalently,
its conjugate g∗ has Lipschitz continuous gradient with a
constant 1/µ). The following theorem provides a linear
convergence guarantee for any algorithm with given linear
convergence rate for the suboptimality D(α)−D(α?).
Theorem 2. Assume the function f is 1/β-smooth w.r.t. a
norm ‖.‖f and g is µ-strongly convex w.r.t. a norm ‖.‖g .
Suppose we are using a linearly convergent algorithm as
specified in (7). Then, for any
t ≥ T := 1C log
D(σβ+µ)
µ (8)
it holds that E[G(α(t))] ≤ .
From (7) we can obtain that after 1C log
D
 iterations, we
would have a pointα(t) such thatE[D(α(t))−D(α?)] ≤ .
Hence, comparing with (8) only few more iterations are
needed to get the guarantees for the duality gap. The
rate (7) is achieved by most of the first order algorithms,
including proximal gradient descent (Nesterov, 2013) or
SDCA (Richta´rik & Taka´cˇ, 2014) with C ∼ µ or accel-
erated SDCA (Lin et al., 2014) with C ∼ √µ.
4.1.2. CASE II. GENERAL CONVEX g (OF BOUNDED
SUPPORT)
In this section we will assume that g∗ is Lipschitz (in con-
trast to smooth as in Theorem 2) and show that the linear
convergence rate is preserved.
Theorem 3. Assume that the function f is 1/β-smooth
w.r.t. a norm ‖.‖, g∗ is L-Lipschitz continuous w.r.t the
dual norm ‖.‖∗, and we are using a linearly convergent al-
gorithm (7). Then, for any
t ≥ T := 1C log 2Dmax{1,2σL
2/β}
 (9)
it holds that E[G(α(t))] ≤ .
In (Wang & Lin, 2014), it was proven that feasible descent
methods when applied to the dual of an SVM do improve
the objective geometrically as in (7). Later, (Ma et al.,
2015b) extended this to stochastic coordinate feasible de-
scent algorithms (including SDCA). Using our new Theo-
rem 3, we can therefore extend their results to linear con-
vergence for the duality gap for the SVM application.
4.2. Sub-Linear Convergence Rates
In this case we will focus only on general L-Lipschitz con-
tinuous functions g∗ (if g is strongly convex, then many
existing algorithms are available and converge with a lin-
ear rate).
We will assume that we are applying some (possi-
bly randomized) algorithm on optimization problem (A)
which produces a sequence (of possibly random) iterates
{α(t)}∞t=0 such that
E[D(α(t))−D(α?)] ≤ CD(t) , (10)
where D(t) is a function wich has usually a linear or
quadratic growth (i.e. D(t) ∼ O(t) or D(t) ∼ O(t2)).
The following theorem will allow to equip existing algo-
rithms with sub-linear convergence in suboptimality, as
specified in (10), with duality gap convergence guarantees.
Theorem 4. Assume the function f is 1/β-smooth w.r.t. the
norm ‖.‖, g∗ is L-Lipschitz continuous, w.r.t. the dual norm
‖.‖∗, and we are using a sub-linearly convergent algorithm
as quantified by (10). Then, for any t ≥ 0 such that
D(t) ≥ max{ 2CβσL2 , 2CσL
2
β2 }, (11)
it holds that E[G(α(t))] ≤ .
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Let us comment on Theorem 4 stated above. If D(t) ∼
O(t) then this shows a rate ofO(−2). We note two impor-
tant facts:
1. The guarantee holds for the duality gap of the iterate
α(t) and not for some averaged solution.
2. For the SVM case, this rate is consistent with the result
of (Hush et al., 2006). Our result is much more gen-
eral as it holds for any L-Lipschitz continuous convex
function g∗ and any β-strongly convex f∗.
Let us make one more important remark. In (Shalev-
Shwartz & Zhang, 2013) the authors showed that SDCA
(when applied on L-Lipschitz continuous g∗) has D(t) ∼
O(t) and they also showed that an averaged solution (over
few last iterates) needs onlyO(−1) iterations to have dual-
ity gap ≤ . However, as a direct consequence of our The-
orem 4 we can show, e.g., that FISTA (Beck & Teboulle,
2009) (aka. accelerated gradient descent algorithm) or AP-
PROX (Fercoq & Richta´rik, 2015)4 (a.k.a. accelerated co-
ordinate descent algorithm) will need O(−1) iterations to
produce an iterate α such that G(α) ≤ . Indeed, e.g., for
APPROX, the functionD(t) = ((t−1)τ+2n)2 (where τ is
the size of a mini-batch) and C is a constant which depends
on α(0) and α? and τ . Hence, to obtain an iterate α(t) such
that E[G(α(t))] ≤  it is sufficient to choose τ ≥ 1 such
that t
(11)
≥ 1− 2nτ + max{ 1τ
√
2Cβ
σL2 ,
L
τ
√
2Cσ
β } is satisfied.
5. Extending Duality to Non-Lipschitz
Functions
5.1. Lipschitzing Trick
In this section we present a trick that allows to general-
ize our results of the previous section from Lipschitz func-
tions g∗ to non-Lipschitz functions. The approach we pro-
pose, which we call the Lipschitzing trick, will make a con-
vex function Lipschitz on the entire domainRd, by modify-
ing its conjugate dual to have bounded support. Formally,
the modification is as follows: Let B ⊂ Rd be some closed,
bounded convex set. We modify g : Rn → R by restricting
its support to the set B, i.e.
g¯(α) :=
{
g(α) if α ∈ B
+∞ otherwise . (12)
By definition, this function has bounded support, and
hence, by Lemma 5, its conjugate function g¯∗ is Lipschitz
continuous.
Motivation. We will apply this trick to the part g of op-
timization problems of the form (A) (such that g∗ will be-
come Lipschitz). We want that this modification to have no
impact on the outcome of any optimization algorithm run-
4APPROX requires g being separable.
g(α)
α−B B
g∗(u)
u
()∗−→
Figure 1. Illustration Lipschitzing trick for the scalar function
g(α) = | · | with B = {x : |x| ≤ B}.
ning on (A). Instead, this trick should only affect conver-
gence theory in that it allows us to present a strong primal-
dual rate. In the following, we will discuss how this can
indeed be achieved by imposing only very weak assump-
tions on the original problem (A).
The modification is based on the following duality of Lips-
chitzness and bounded support, as given in Lemma 5 below,
which is a generalization of (Rockafellar, 1997, Corollary
13.3.3). We need the following definition:
Definition 1 (B-Bounded Support). A function g : Rd →
R has B-bounded support if its effective domain is
bounded by B w.r.t. a norm ‖.‖, i.e.,
g(u) < +∞ ⇒ ‖u‖ ≤ B . (13)
Lemma 5 (Duality between Lipschitzness and L-Bounded
Support). Given a proper convex function g, it holds that g
has L-bounded support w.r.t. the norm ‖.‖ if and only if g∗
is L-Lipschitz w.r.t. the dual norm ‖.‖∗.
The following Theorem 6 generalizes our previous conver-
gence results, which were restricted to Lipschitz g∗.
Theorem 6. For an arbitrary optimization algorithm run-
ning on problem (A), let α(t) denote its iterate sequence.
Assume there is some closed convex set B containing all
these iterates. Then, the same optimization algorithm run
on the modified problem — given by Lipschitzing of g∗ us-
ing B — would produce exactly the same iterate sequence.
Furthermore, Theorem 3 as well as Theorem 4 give primal-
dual convergence guarantees for this algorithm (for L such
that B is L-bounded).
Corollary 7. Assume the objective of optimization prob-
lem (A) has bounded level sets. For α(t) being the iterate
sequence of a monotone optimization algorithm on prob-
lem (A) we denote δt := D(α(t)) and let Bt be the δt-level
set of D. Write Bt > 0 for a value such that Bt is Bt-
bounded w.r.t. the norm ‖.‖. Then, at any state t of the
algorithm, the set Bt contains all future iterates and Theo-
rem 6 applies for L := Bt.
5.2. Norm-Regularized Problems
We now focus on some applications. First, we demonstrate
how the Lipschitzing trick can be applied to find primal-
dual convergence rates for problems regularized by an ar-
bitrary norm. We discuss in particular the Lasso problem
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and show how the suboptimality bound can be evaluated
in practice. In a second part, we discuss the Elastic Net
regularizer and show how it fits into our framework.
We consider a special structure of problem (A), namely
min
α∈Rn
f(Aα) + λ ‖α‖ . (14)
where f is some convex non-negative smooth loss function
regularized by any norm ‖.‖. We choose B to be the ‖.‖-
norm ball of radiusB, such that ‖α‖ < B for every iterate.
The size, B, of this ball can be controled by the amount
of regularization λ. Using the Lipschitzing trick with this
B, the convergence guarantees of Theorem 6 apply to the
general class of norm regularized problems.
Note that for any monotone algorithm (initialized at 0) ap-
plied to (14) we have ‖α‖ ≤ 1λf(0) for every iterate.
Furthermore, at every iterate α we can bound ‖α+‖ ≤
1
λ (f(Aα) + λ ‖α‖) for every future iterate α+. Hence,
B := 1λf(0) is a safe choice, e.g. B :=
1
2λ‖b‖22 for least
squares loss andB := mλ log(2) for logistic regression loss.
Duality Gap. For any problem of the form (14) we can
now determine the duality gap. We apply the Lipschitzing
trick to g(α) := λ‖α‖ as in (12), then the convex conju-
gate of g¯ is
g¯∗(u) =
{
0 ‖u‖∗ ≤ λ
max
α:α∈B
u>α− λ‖α‖ else . (15)
where ‖.‖∗ denotes the dual norm of ‖.‖. Hence, using the
primal-dual mapping w(α) := ∇f(Aα) we can write the
duality gap of the modified problem as
G¯(α) = 〈w(α), Aα〉+ λ‖α‖+ g¯∗(−A>w(α)) (16)
Note that the computation of the modified duality gap
G¯(α) is not harder than the computation of the original
gap G(α) - it requires one pass over the data, assuming the
choice of a suitable set B in (15). Furthermore, note that
in contrast to the unmodified duality gap G(α), which is
only defined on the set
{
α : ‖A>w(α)‖∗ ≤ λ
}
, our new
gap G¯(α) is defined on the entire space Rd.
As an alternative, (Mairal, 2010, Sec. 1.4.1 and App. D.2)
has defined a different duality gap by shrinking the dual w
variable until it becomes feasible in ‖A>w‖∗ ≤ λ.
5.2.1. L1-REGULARIZED PROBLEMS
The results from the previous section can be ported to the
important special case of L1-regularization:
min
α∈Rn
f(Aα) + λ ‖α‖1 . (17)
We choose B to be the L1-norm ball of radius B and then
apply the Lipschitzing trick with B to the regularization
term in (17). An illustration of this modification as well as
the impact on its dual are illustrated in Figure 1. Hence, our
theory (Theorem 6) gives primal-dual convergence guaran-
tees for any algorithm applied to the Lasso problem (17).
Furthermore, if the algorithm is monotone (initialized at
α := 0) we know that B is 1λf(0)-bounded.
Duality Gap. The duality gap (16) for the modified Lasso
problem can be computed at every iterate α as
G¯(α) = 〈w, Aα〉+B [‖A>w‖∞ − λ]+ +λ‖α‖1 (18)
for w = w(α). For the derivation, see Appendix I.1.
5.2.2. GROUP LASSO, FUSED LASSO AND TV-NORM
Our algorithm-independent, primal-dual convergence guar-
antees and certificates presented so far are not restricted to
Lp-regularized problems, but do in fact directly apply to
many more general structured regularizers, some of them
shown in see Table 1. This includes group Lasso (L1/L2)
and other norms inducing structured sparsity (Bach et al.,
2012), as well as other penalties such as e.g. the fused
Lasso g(α) := λ‖Mα‖1. The total variation denoising
problem is obtained for suitable choice of the matrix M .
5.2.3. ELASTIC NET REGULARIZED PROBLEMS
The second application we will discuss is Elastic Net regu-
larization
min
α∈Rn
`(Aα) + λ
(η
2
‖α‖22 + (1− η)‖α‖1
)
, (19)
for fixed trade-off parameter η ∈ (0, 1].
Our framework allows two different ways to solve prob-
lem (19): Either mapping it to formulation (A) (for `=f
smooth) as in row 2 of Table 1, or to (B) (for general `) as
in row 3 of Table 1. In both scenarios, Theorem 2 gives
us a fast linear convergence guarantee for the duality gap,
if ` is smooth. The other theorems apply accordingly for
general ` when the problem is mapped to (B).
Whether the choice of a dual or primal optimizer will be
more beneficial in practice depends on the case, and will
be discussed in more detail for coordinate descent methods
in Section 6.
Duality Gap. For the Elastic Net problem (19) mapped
to (A), we can compute the duality gap (4) as follows:
G(α) = 〈w, Aα〉+ 12ηλ
n∑
i=1
[∣∣A>:iw∣∣− (1− η)λ]2+
+ λ
(
η
2‖α‖22 + (1− η)‖α‖1
)
with w = w(α) = ∇`(Aα), see Appendix I.2.
Remark 1. As η → 0 we approach the pure L1-case and
this gap blows up as G(α) → ∞. Comparing this to (18),
we see that the Lipschitzing trick allows to get certificates
even in cases where the duality gap of the unmodified prob-
lem is infinity.
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6. Coordinate Descent Algorithms
We now focus on a very important class of algorithms, that
is coordinate descent methods. In this section, we show
how our theory implies much more general primal-dual
convergence guarantees for coordinate descent algorithms.
Partially Separable Problems. A widely used subclass of
optimization problems arises when one part of the objective
becomes separable. Formally, this is expressed as g(α) =∑n
i=1 gi(αi) for univariate functions gi : R → R for i ∈
[n]. Nicely in this case, the conjugate of g also separates
as g∗(y) =
∑
i g
∗
i (yi). Therefore, the two optimization
problems (A) and (B) write as
D(α) := f(Aα) +∑i gi(αi) (SA)
P(w) := f∗(w) +∑i g∗i (−A >:i w) , (SB)
where A:i ∈ Rd denotes the i-th column of A.
The Algorithm. We consider the coordinate descent al-
gorithm described in Algorithm 1. Initialize α(0) = 0 and
then, at each iteration, sample and update a random coordi-
nate i ∈ [n] of the parameter vector α to iteratively mini-
mize (SA). Finally, after T iterations output α¯, the average
vector over the latest T − T0 iterates. The parameter T0 is
some positive number smaller than T .
Algorithm 1 Coordinate Descent on D(α)
1: Input: Data matrix A.
Starting point α(0) := 0 ∈ Rn, w(0) = w(α(0)).
2: for t = 1, 2, . . . T do
3: Pick i ∈ [n] randomly
4: Find ∆αi minimizing D(α(t−1) + ei∆αi)
5: α(t) ← α(t−1) + ∆αiei
6: w(t) ← w(α(t))
7: end for
8: Let α¯ = 1T−T0
∑T−1
t=T0
α(t)
As we will show in the following section, coordinate de-
scent on D(α) is not only an efficient optimizer of the ob-
jective D(α), but also provably reduces the duality gap.
Therefore, the same algorithm will simultaneously opti-
mize the dual objective P(w).
6.1. Primal-Dual Analysis for Coordinate Descent
We first show linear primal-dual convergence rate of Al-
gorithm 1 applied to (SA) for strongly convex gi. Later,
we will generalize this result to also apply to the setting
of general Lipschitz gi. This generalization together with
the Lipschitzing trick will allow us to derive primal-dual
convergence guarantees of coordinate descent for a much
broader class of problems, including the Lasso problem.
For the following theorems we assume that the columns of
the data matrix A are scaled such that ‖A:i‖ ≤ R for all
i ∈ [n] and ‖Aj:‖ ≤ P for all j ∈ [d], for some norm ‖.‖.
Theorem 8. Consider Algorithm 1 applied to (SA). As-
sume f is a 1/β-smooth function w.r.t. the norm ‖.‖. Then,
if gi is µ-strongly convex for all i, it suffices to have a total
number of iterations of
T ≥
(
n+ nR
2
µβ
)
log
([
n+ nR
2
µβ
]

(0)
D

)
to get E[G(α(T ))] ≤ . Moreover, to obtain an expected
duality gap of E[G(α¯)] ≤  it suffices to have T > T0 with
T0 ≥
(
n+ nR
2
µβ
)
log
([
n+ nR
2
µβ
]

(0)
D
(T−T0)
)
where (0)D is the initial suboptimality in D(α).
Theorem 8 allows us to upper bound the duality gap, and
hence the suboptimality, for every iterate α(T ), as well as
the average α¯ returned by Algorithm 1. In the following we
generalize this result to apply to L-Lipschitz functions gi.
Theorem 9. Consider Algorithm 1 applied to (SA). As-
sume f is a 1/β-smooth function w.r.t. the norm ‖.‖. Then,
if g∗i is L-Lipschitz for all i, it suffices to have a total num-
ber of iterations of
T ≥ max
{
0, n log

(0)
D β
2L2R2n
}
+ n+ 20n
2L2R2
β
to get E[G(α¯)] ≤ . Moreover, when t ≥ T0 with
T0 = max
{
0, n log

(0)
D β
2L2R2n
}
+ 16n
2L2R2
β
we have the suboptimality bound of E[D(α(t))−D(α?)] ≤
/2, where (0)D is the initial suboptimality.
Remark 2. Theorem 9 shows that for Lipschitz g∗i , Algo-
rithm 1 has O(−1) convergence in the suboptimality and
O(−1) convergence in G(α¯). Comparing this result to
Theorem 4 which suggests O(−2) convergence in G(α)
for O(−1) convergent algorithms, we see that averaging
the parameter vector crucially improves convergence in the
case of non-smooth f .
Remark 3. Note that our Algorithm 1 recovers the widely
used SDCA setting (Shalev-Shwartz & Zhang, 2013) as a
special case, when we choose f∗ := λ2 ‖.‖22 in (SB). Fur-
thermore, their convergence results for SDCA are consis-
tent with our results and can be recovered as a special case
of our analysis. See Corollaries 16, 18, 19 in Appendix J.
6.2. Application to L1 and Elastic Net Regularized
Problems
We now apply Algorithm 1 to the L1-regularized problems,
as well as Elastic Net regularized problems. We state im-
proved primal-dual convergence rates which are more tai-
lored to the coordinate-wise setting.
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Coordinate Descent on L1-Regularized Problems. In
contrast to the general analysis of L1-regularized prob-
lems in Section 5.2.1, we can now exploit separability
of g(α) := λ‖α‖1 and apply the Lipschitzing trick
coordinate-wise, choosing B := {α : |α| ≤ B} ⊂ R. This
results in the following stronger convergence results:
Corollary 10. We can use the Lipschitzing trick together
with Theorem 9 to derive a primal-dual convergence result
for the Lasso problem (17). We find that the g∗i are B-
Lipschitz after applying the Lipschitzing trick to every gi,
and hence the total number of iterations needed on the
Lasso problem to get a duality gap of E[G(α¯)] ≤  is
T ≥ max
{
0, n log
β
(0)
D
2B2R2n
}
+ n+ 20n
2B2R2
β
Remark 4. We specify the different parameters of Corol-
lary 10 for least squares loss as well as the logistic regres-
sion loss (defined in Table 1). Both are 1-smooth (f∗ is
1-strongly convex) and we have β := 1. The initial subop-
timality (0)D can be upper bounded by
1
2‖b‖22 for the former
and by m log(2) for the latter. For B we choose 1λf(0).
Coordinate Descent on Elastic Net Regularized Prob-
lems. In Section 5.2.3 we discussed how the Elastic Net
problem in (19) can be mapped to our setup. In the first
scenario (row 2, Table 1) we note that the resulting prob-
lem is partially separable and an instance of (SA).
In the second scenario we map (19) to (B) (row 3, Table 1).
Assuming that the loss function ` is separable, this problem
is an instance of (SB). The convergence guarantees when
applying Algorithm 1 on the primal or on the dual are sum-
marized in Corollary 11.
Corollary 11. Consider Algorithm 1 for an Elastic Net
regularized problem (19), running on either the primal or
the dual formulation. Then, to obtain a duality gap of
E[G(α(T ))] ≤ , it suffices to have a total of
T ≥ (n+ nR2ληζ ) log([n+ nR
2
ληζ ]

(0)
D
 )
iterations for coordinate descent on the primal (19) and
T ≥ (d+ dP 2ληζ ) log([d+ dP
2
ληζ ]

(0)
D
 )
for coordinate descent on the dual of (19).
According to Corollary 11, the convergence rate is com-
parable for both scenarios. The constants however depend
on the data matrix A – for d  n the primal version is
beneficial, whereas for n d the dual version is leading.
7. Numerical Experiments
Here we illustrate the usefulness of our framework by
showcasing it for two important applications, each one
showing two algorithm examples for optimizing (A).
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Figure 2. Comparison of CD with its accelerated variant – AP-
PROX on Lasso and SVM problems.
Lasso. The top row of Figure 2 shows the primal-dual con-
vergence of Algorithm 1 (CD) as well as the accelerated
variant of CD (APPROX, Fercoq & Richta´rik (2015)), both
applied to the Lasso problem (A). We have applies the Lip-
schitzing trick as described in Section 5.1. This makes sure
thatw(α) will be always feasible for the modified dual (B),
and hence the duality gap can be evaluated.
SVM. It was shown in (Shalev-Shwartz & Zhang, 2013)
that if CD (SDCA) is run on the dual SVM formulation,
and we consider an ”average” solution (over last few iter-
ates), then the duality gap evaluated at averaged iterates has
a sub-linear convergence rateO(1/t). As a consequence of
Theorem 4, we have that the APPROX algorithm (Fercoq
& Richta´rik, 2015) will provide the same sub-linear con-
vergence in duality gap, but holding for the iterates them-
selves, not only for an average. On the bottom row of Fig-
ure 2 we compare CD with its accelerated variant on two
benchmark datasets.5 We have chosen λ = 1/n.
8. Conclusions
We have presented a general framework allowing to equip
existing optimization algorithms with primal-dual certifi-
cates. For future research, it will be interesting to study
more applications and algorithms fitting into the studied
problem structure, including more cases of structured spar-
sity, and generalizations to matrix problems.
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Appendix
A. Basic Definitions
Definition 2 (L-Lipschitz Continuity). A function h : Rd → R is L-Lipschitz continuous w.r.t. a norm ‖.‖ if ∀a,b ∈ Rd,
we have
|h(a)− h(b)| ≤ L‖a− b‖ . (20)
Definition’ 1 (B-Bounded Support). A function h : Rd → R has B-bounded support if its effective domain is bounded by
B w.r.t. a norm ‖.‖, i.e.,
h(u) < +∞ ⇒ ‖u‖ ≤ L . (21)
Definition 3. The δ-level set of a function h : Rd → R is defined as L(δ) := {x : h(x) ≤ δ}.
Definition 4 (L-Smoothness). A function h : Rd → R is called L-smooth w.r.t. a norm ‖.‖, for L > 0, if it is differentiable
and its derivative is L-Lipschitz continuous w.r.t. ‖.‖, or equivalently
h(u) ≤ h(w) + 〈∇h(w),u−w〉+ L
2
‖u−w‖2 ∀u,w ∈ Rd . (22)
Definition 5 (µ-Strong Convexity). A function h : Rd → R is called µ-strongly convex w.r.t. a norm ‖.‖, for µ ≥ 0, if
h(u) ≥ h(w) + 〈∇h(w),u−w〉+ µ
2
‖u−w‖2 ∀u,w ∈ Rd . (23)
And analogously if the same holds for all subgradients, in the case of a general closed convex function h.
B. Convex Conjugates
We recall some basic properties of convex conjugates, which we use in the paper.
The convex conjugate of a function f : Rd → R is defined as
f∗(v) := sup
u∈Rd
v>u− f(u) . (24)
Some useful properties, see (Boyd & Vandenberghe, 2004, Section 3.3.2):
• Double conjugate: (f∗)∗ = f if f is closed and convex.
• Value Scaling: (for α > 0) f(v) = αg(v) ⇒ f∗(w) = αg∗(w/α) .
• Argument Scaling: (for α 6= 0) f(v) = g(αv) ⇒ f∗(w) = g∗(w/α) .
• Conjugate of a separable sum: f(v) = ∑i φi(vi) ⇒ f∗(w) = ∑i φ∗i (wi) .
Lemma’ 5 (Duality between Lipschitzness and L-Bounded Support. A generalization of (Rockafellar, 1997, Corollary
13.3.3)). Given a proper convex function g, it holds that g has L-bounded support w.r.t. the norm ‖.‖ if and only if g∗ is
L-Lipschitz w.r.t. the dual norm ‖.‖∗.
Lemma 12 (Duality between Smoothness and Strong Convexity, (Kakade et al., 2009, Theorem 6)). Given a closed convex
function f , it holds that f is µ-strongly convex w.r.t. the norm ‖.‖ if and only if f∗ is (1/µ)-smooth w.r.t. the dual norm ‖.‖∗.
Lemma 13 (Conjugates of Indicator Functions and Norms).
i) The conjugate of the indicator function ιC of a set C ⊂ Rn (not necessarily convex) is the support function of the set
C, that is
ι∗C(x) = sup
s∈C
〈s,x〉
ii) The conjugate of a norm is the indicator function of the unit ball of the dual norm.
Proof. (Boyd & Vandenberghe, 2004, Examples 3.24 and 3.26)
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C. Primal-Dual Relationship
The relation of the primal and dual problems (A) and (B) is a special case of the concept of Fenchel Duality. Using the
combination with the linear mapA as in our case, the relationship is called Fenchel-Rockafellar Duality, see, e.g., (Borwein
& Zhu, 2005, Theorem 4.4.2) or (Bauschke & Combettes, 2011, Proposition 15.18).
For completeness, we here illustrate this correspondence with a self-contained derivation of the duality.
Starting with the formulation (A), we introduce a helper variable v ∈ Rd. The optimization problem (A) becomes:
min
α∈Rn
f(v) + g(α) such that v = Aα . (25)
Introducing dual variables w = [w1, . . . , wd], the Lagrangian is given by:
L(α,v;w) := f(v) + g(α) +w> (Aα− v) .
The dual problem follows by taking the infimum with respect to α and v:
inf
α,v
L(w,α,v) = inf
v
{
f(v)−w>v}+ inf
α
{
g(α) +w>Aα
}
= − sup
v
{
w>v − f(v)}− sup
α
{
(−w>A)α− g(α)}
= −f∗(w)− g∗(−A>w) . (26)
We change signs and turn the maximization of the dual problem (26) into a minimization and thus we arrive at the dual
formulation (B) as claimed:
min
w∈Rd
[
P(w) := f∗(w) + g∗(−A>w)
]
.
D. Proof of Lemma 1
The proof is partially motivated by proofs in (Ma et al., 2015a; Shalev-Shwartz & Zhang, 2013) but come with some crucial
unique steps and tricks.
Proof of Lemma 1. We have
D(α)−D(α?) = D(α)−min
δα
D(α + ∆α)
= max
δα
(
g(α)− g(α + ∆α) + f(Aα)− f(A(α + ∆α))
)
= max
s∈[0,1]
(
g(α)− g(α + s(u−α)) + f(Aα)− f(A(α + s(u−α)))
)
≥ g(α)− g(α + s(u−α)) + f(Aα)− f(A(α + s(u−α)). (27)
Here we have chosen ∆α := s(u−α) with u defined as in (6) and some s ∈ [0, 1]. Note that for u to be well defined, i.e.,
the subgradient in (6) not to be empty, we need the domain of g∗ to be the whole space. For µ > 0 this is given by strong
convexity of g, while for µ = 0 this follows from the bounded support assumption on g. (For the duality of Lipschitzness
and bounded support, see our Lemma 5).
Now, we can use the fact, that function f : Rd → R has Lipschitz continuous gradient w.r.t. some norm ‖.‖f , with constant
1/β, to obtain
D(α)−D(α?)
(27)
≥ g(α)− g(α + s(u−α)) + f(Aα)− f(Aα)− 〈∇f(Aα), As(u−α)〉 − 1
2β
‖As(u−α)‖2f
= g(α)− g(α + s(u−α))− 〈∇f(Aα), As(u−α)〉 − 1
2β
‖As(u−α)‖2f . (28)
Now, we will use a strong convexity property of a function g w.r.t. ‖.‖g to obtain
D(α)−D(α?)
(28)
≥ s
(
g(α)− g(u)− 〈∇f(Aα), A(u−α)〉
)
︸ ︷︷ ︸
Λ
+
s2
2
(µ(1− s)
s
‖u−α‖2g −
1
β
‖A(u−α)‖2f
)
. (29)
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Now let us examine the relation of the equation above with duality gap. Therefore we use the definition of the optimization
problems (A) and (B), and the definition of the convex conjugates to write the duality gap as:
G(α) = P(w(α))− (−D(α)) = g∗(−A>w(α)) + g(α) + f∗(w(α)) + f(Aα)
= g∗(−A>w(α)) + g(α) + f∗(∇f(Aα)) + f(Aα)
= g∗(−A>w(α)) + g(α) + 〈w(α), Aα〉 . (30)
where we have used the mapping w(α) = ∇f(Aα).
Now, let us analyze the expression Λ from (29). We have
Λ = g(α) + 〈w(α), Aα〉 − g(u)− 〈w(α), Au〉 . (31)
Now, using the convex conjugate maximal property and (6) we have
g(u) =
〈
u,−A>w(α)〉− g∗(−A>w(α)). (32)
Plugging (32), (30) and (31) into (29) gives us
D(α)−D(α?) ≥ sG(α) + s
2
2
(µ(1− s)
s
‖u−α‖2g −
1
β
‖A(u−α)‖2f
)
.
and (5) follows.
E. Proof of Theorem 2
Proof. Let us upper bound the second term in (5) as given in the main Lemma 1. Recall the definition of the data complexity
parameter σ :=
(
maxα 6=0 ‖Aα‖f/‖α‖g
)2
. We have
µ(1−s)
s ‖u−α‖2g − 1β ‖A(u−α)‖2f ≥
[
µ(1−s)
s −
σ
β
]
‖u−α‖2g.
Now, if we choose s = µσ
β+µ
then this term vanishes, and therefore
µ
µ+ σβ
E[G(α(t))]
(5)
≤ E[D(α(t))−D(α?)]
(7)
≤ (1− C)t D.
After multiplying the equation above by
σ
β+µ
µ and requiring RHS to be ≤  we will get
σ
β + µ
µ
(1− C)tD ≤ ,
t ≥
log µD(σβ+µ)
log(1− C)
and our claimed convergence bound (8) follows.
F. Proof of Theorem 3
Proof. From Lemma 1 and the definition of σ we have that
sE[G(α(t))]
(5)
≤ E[D(α(t))−D(α?) + s22β ‖A(u−α)‖2f ] (7)≤ (1− C)t D + σβ s22 E[‖u−α‖2g] . (33)
Now using Lemma 5, because g∗ is L-Lipschitz w.r.t. the norm ‖.‖∗, we have that g is L-bounded w.r.t. the norm
‖.‖ = ‖.‖g = ‖.‖f and hence for α ∈ dom(g) we obtain ‖α‖ < L. From the standard characterization of Lipschitzness
as by bounded subgradient norm (see e.g. (Shalev-Shwartz, 2011, Lemma 2.6) or other references) we have for any
u ∈ ∂g∗(x) that ‖u‖ ≤ L, and hence for any u,α we must have ‖u−α‖2 ≤ 2L2 by the triangle inequality.
Therefore we conclude that
E[G(α(t))]
(33)
≤ 1
s
(1− C)tD + sσ
β
L2. (34)
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Now, let us choose s¯ = min{1, β2σL2 }. To have the RHS of (34) ≤ 2 it is enough to choose
t ≥ T = log(s¯

2D )
(1− C)
and the claimed convergence bound (9) follows.
G. Proof of Theorem 4
Proof. Using Lemma 1 and the bound ‖u−α‖2 ≤ 2L2 derived in the previous section, we have that
E[G(α(t))]
(5)
≤ 1
s
E[D(α(t))−D(α?)] + s
2
σ
β
L2
(10)
≤ 1
s
C
D(t)
+
s
2
σ
β
L2. (35)
Now, by choosing s =
√
C
D(t)
2β
σL2
(11)∈ [0, 1] we obtain that
E[G(α(t))]
(35)
≤
√
2CσL2
βD(t)
. (36)
We see that the assumption (11) guarantees that the RHS of the above inequality becomes ≤ , as claimed.
We note that in the special case of constrained optimization, motivated by the Frank-Wolfe algorithm, (Lacoste-Julien &
Jaggi, 2015, Theorem 2) has shown another algorithm-independent bound for the convergence in duality gap, also requiring
order of 1/2 steps to reach accuracy . On the other hand, for the algorithm-specific result by (Bach, 2015, Prop 4.2) for
the case of an extended Frank-Wolfe algorithm, 1/ steps are shown to be sufficient.
H. Proof of Lemma 5
Lemma 5 generalizes the result of (Rockafellar, 1997, Corollary 13.3.3) from the L2-norm to a general norm ‖.‖. It can be
equivalently formulated as follows:
Lemma 14. Let f : Rn → R be a proper convex function. In order that dom(f∗) be L-bounded w.r.t ‖.‖∗ (a real number
L ≥ 0), it is necessary and sufficient that f be finite everywhere and that
|f(z)− f(x)| ≤ L‖z− x‖ ∀x, z
Proof. We follow the line of proof in (Rockafellar, 1997).
It can be assumed that f is closed, as f and its closure cl(f) have the same conjugate, and the Lipschitz condition is
satisfied by f if and only if it is satisfied by cl(f). Note that from (Rockafellar, 1997, Theorem 13.3) we know
f0+(y) := sup
x∈dom(f)
f(x+ y)− f(x) (37)
is the support function of dom(f∗). Further, from (Rockafellar, 1997, Theorem 10.5) we know: dom(f∗) is bounded if
and only if f0+ is finite everywhere. In more detail, the Lipschitz condition on f , choosing z = x + y, is equivalent to
having
f(x+ y)− f(x) ≤ L‖y‖, ∀x,y
and by definition (37) of f0+ this is equivalent to
f0+(y) ≤ L‖y‖, ∀y
Note that g(y) := L‖y‖ is a finite positively homogenous convex function, we know by (Rockafellar, 1997, Corollary
13.2.2) that it is the support function of a non-empty bounded convex set. Call this set S. We will later show that S = LB
where B is the ‖.‖∗-norm ball. Hence f0+(y) ≤ g means cl(dom f∗) ⊂ S, as f0+ is the support function of dom(f∗).
And this shows that the Lipschitz condition holds for some L if and only if x? ∈ S ∀x? ∈ dom(f∗) and hence ‖x?‖∗ ≤ L
and f∗ is L-bounded for every x? ∈ dom(f∗).
It remains to show that g = L‖y‖ is the support function of S = LB: The support function of a set C is defined as
δC(y) := sup
x∈C
〈y,x〉.
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By the definition of the dual norm we find
L‖y‖ = L max
x:‖x‖∗≤1
〈y,x〉 = max
x:‖x‖∗≤L
〈y,x〉
and hence g is the support function of the set S := {x : ‖x‖∗ ≤ L} = LB.
I. Duality Gaps
I.1. Duality Gap for Lasso (Using Lipschitzing)
Consider the Lasso problem given in (17), which we directly map to our primal optimization problem (A). We use the
L1-norm ball of radius B to apply the Lipschitzing trick, i.e. B := {x : ‖x‖1 ≤ B} and modify the L1 norm term
g(α) := λ‖α‖1 as suggested in (12). The convex conjugate hence becomes:
g¯∗(u) = B [‖u‖∞ − λ]+ (38)
and using the optimality condition (1a) the gap follows immediately as
G¯(α) = f(Aα) + f∗(w(α)) +B
[‖A>w(α)‖∞ − λ]+ + λ‖α‖1
= 〈∇f(Aα), Aα〉+B [‖A>w(α)‖∞ − λ]+ + λ‖α‖1
where we used the first-order optimality f∗(w(α)) = 〈w(α), Aα〉 − f(Aα) by definition of w(α).
Proof. From (15) we know
g¯∗(u) =
0 ‖u‖∞ ≤ λmax
α:‖α‖1≤B
u>α− λ‖α‖1 else . (39)
It remains to consider the non zero part, where ‖u‖∞ > λ. Lets consider the optimization
max
α:‖α‖1≤B
u>α− λ‖α‖1.
Assume the largest element of u is at index i and we know [u]i > λ, hence the maximizing α in {α : ‖α‖1 ≤ B} is the
vector with a single entry of value B at position i, and (38) follows.
I.2. Duality Gap for Elastic Net Regularized Problems
Consider the Elastic Net regularized problem formulation (19). The conjugate dual of the Elastic Net regularizer is given
in Lemma 20. We first map (19) to (A), as suggested in row 2 of Table 1. Then its dual counterpart (B) is given by:
P(w) = `∗(w) + 12ηλ
n∑
i=1
([∣∣A>:iw∣∣− (1− η)λ]+)2 .
In light of the optimality condition (1a) we now use the definition of the primal-dual correspondence w(α) = ∇`(Aα),
and hence obtain
G(α) = (Aα)>∇`(Aα) + 12ηλ
n∑
i=1
([∣∣A>:iw∣∣− (1− η)λ]+)2 + λ(η2‖α‖22 + (1− η)‖α‖1) .
Note that when alternatively mapping (19) to (B) (as suggested in row 3 of Table 1) instead of (A), the duality gap function
will be similarly structured, but in that case the variable mapping w(α) will be defined using the gradient of the Elastic
Net penalty, instead of `.
J. Convergence Results for Coordinate Descent
For the proof of Theorem 8 and 9 and we will need the following Lemma, which we will prove below in Section J.3. This
lemma allows us to lower bound the expected per-step improvement in terms of D for coordinate descent algorithms on D.
Lemma 15. Consider problem formulation (SB) and (SA). Let f be 1/β-smooth w.r.t. a norm ‖.‖. Further, let gi be
µ-strongly convex with convexity parameter µ ≥ 0 ∀i ∈ [n]. For the case µ = 0 we need the additional assumption of gi
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having bounded support. Then for any iteration t and any s ∈ [0, 1], it holds that
E[D(α(t−1))−D(α(t))] ≥ s
n
G(αt−1)− s
2F (t)
2
, (40)
where
F (t) :=
1
n
n∑
i=1
(
1
β
‖A:i‖2 − (1− s)µ
s
)
E
[(
u
(t−1)
i − α(t−1)i
)2]
, (41)
and u(t−1)i ∈ ∂g∗i (−A>:iw(α(t−1))). The expectations are with respect to the random choice of coordinate i in step t.
J.1. Proof of Theorem 8
For the following, we again assume that the columns of the data matrix A are scaled such that ‖A:i‖ ≤ R for all i ∈ [n]
and ‖Aj:‖ ≤ P for all j ∈ [d] and some norm ‖.‖.
Theorem’ 8. Consider Algorithm 1 applied to (SA). Assume f is a 1/β-smooth function w.r.t. the norm ‖.‖. Then, if gi is
µ-strongly convex for all i, it suffices to have a total number of iterations of
T ≥
(
n+ nR
2
µβ
)
log
([
n+ nR
2
µβ
]

(0)
D

)
to get E[G(α(T ))] ≤ . Moreover, to obtain an expected duality gap of E[G(α¯)] ≤  it suffices to have T > T0 with
T0 ≥
(
n+ nR
2
µβ
)
log
([
n+ nR
2
µβ
]

(0)
D
(T−T0)
)
where (0)D is the initial suboptimality in D(α).
Proof. The proof of this theorem is motivated by proofs in (Shalev-Shwartz & Zhang, 2013) but generalizing their result
in (Shalev-Shwartz & Zhang, 2013, Theorem 5). To prove Theorem 8 we apply Lemma 15 with s = µβR2+µβ ∈ [0, 1]. This
choice of s implies F (t) ≤ 0 ∀t as defined in (41). Hence,
E
[D(α(t−1))−D(α(t))] ≥ s
n
G(α(t−1)) =
s
n
P(w(t−1)) +D(α(t−1)).
Here expectations are over the choice of coordinate i in step t, conditioned on the past state at t − 1. Let (t)D denote the
suboptimality (t)D := D(α
(t))−D(α?). As (t−1)D ≤ P (w(t−1)) +D(α(t−1)) and D(α(t−1))−D(α(t)) = (t−1)D − (t)D ,
we obtain
E[(t)D ] ≤
(
1− s
n
)

(t−1)
D ≤
(
1− s
n
)t

(0)
D ≤ exp(−st/n)(0)D ≤ exp
(
− µβt
n(R2 + µβ)
)

(0)
D .
To finally upper bound the expected suboptimality as E[(t)D ] ≤ D we need
t ≥
(
nR2
µβ
+ n
)
log
(

(0)
D
D
)
.
And towards obtaining small duality gap as well, we observe that at all times
E[G(α(t−1))] ≤ n
s
E[(t−1)D − (t)D ] ≤
n
s
E[(t−1)D ] . (42)
Hence with  ≥ nsE[(t)D ] we must have a duality gap smaller than . Therefore we require
t ≥
(
nR2
µβ
+ n
)
log
((
n+
nR2
µβ
)
0D

)
.
This proves the first part of Theorem 8 and the second part follows immediately if we sum (42) over t = T0, ..., T − 1.
Remark 5. From Theorem 8 it follows that for T = 2T0 and T0 ≥ n+ nR2µβ we need
T ≥ 2
(
n+
nR2
µβ
)
log
(

(0)
D

)
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Recovering SDCA as a Special Case.
Corollary 16. We recover Theorem 5 of (Shalev-Shwartz & Zhang, 2013) as a special case of our Theorem 8. We consider
their optimization objectives, namely
P(w) := 1
n
n∑
i=1
Φi(x
>
i w) +
λ
2
‖w‖2 (43)
D(α) := −
 1
n
n∑
i=1
−Φ∗i (−αi)−
λ
2
∥∥∥∥∥ 1λn
n∑
i=1
αixi
∥∥∥∥∥
2
 . (44)
where xi are the columns of the data matrix X . We assume that Φ∗i (α) is γ-strongly convex for i ∈ [n]. We scale the
columns of X such that ‖xi‖ ≤ 1. Hence, we find that
T0 ≥
(
n+
1
γλ
)
log
([
n+
1
γλ
]
1
(T − T0)
)
iterations are sufficient to obtain a duality gap of E[P(w¯)− (−D(α¯))] ≤ .
Proof. We consider (43) and (44) as a special case of the separable problems (SA) and (SB). We set gi(α) := 1nΦ
∗
i (−α)
and f∗(w) := λ2 ‖w‖2. In this case µ := 1nγ and β := λ. Defining A := 1nX and using the assumption ‖xi‖ ≤ 1 we have
R := 1n and using Φi(0) ≤ 1 we have (0)D ≤ 1and applying Theorem 8 to this setting concludes the proof.
J.2. Proof of Theorem 9
This theorem generalizes the results of (Shalev-Shwartz & Zhang, 2013, Theorem 2).
Theorem’ 9. Consider Algorithm 1 applied to (SA). Assume f is a 1/β-smooth function w.r.t. the norm ‖.‖. Then, if g∗i is
L-Lipschitz for all i, it suffices to have a total number of iterations of
T ≥ max
{
0, n log

(0)
D β
2L2R2n
}
+ n+
20n2L2R2
β
to get E[G(α¯)] ≤ . Moreover, when t ≥ T0 with
T0 = max
{
0, n log

(0)
D β
2L2R2n
}
+
16n2L2R2
β
we have the suboptimality bound of E[D(α(t))−D(α?)] ≤ /2, where (0)D is the initial suboptimality.
We rely on the following Lemma:
Lemma 17. Suppose that for all i, g∗i is L-Lipschitz. Let F (t) be as defined in Lemma 15 (with µ = 0) and assume
‖A:i‖ ≤ R ∀i. Then, F (t) ≤ 4L2β R2 ∀t.
Proof. We apply the duality of Lipschitzness and bounded support (Lemma 5) to the case of univariate functions gi. The
assumption of g∗i being L-Lipschitz therefore gives that gi has L-bounded support, and so |αi| ≤ L for αi as defined
in (41).
Furthermore for ui, by the equivalence of Lipschitzness and bounded subgradient (see e.g. (Shalev-Shwartz, 2011, Lemma
2.6)) we have |ui| ≤ L and thus, |αi − ui|2 ≤ 4L2. Together with ‖A:i‖ ≤ R the claimed bound on F (t) follows.
Remark 6. In the case of Lasso we have gi(αi) = λ|αi|. Using the Lipschitzing trick, we replace gi(·) by
g¯i(α) =
{
λ|α| : α ∈ [−B,B]
+∞ : otherwise,
which has B-bounded support. Hence, its conjugate
g¯∗(x) =
{
0 : x ∈ [−λ, λ]
B(|x| − λ) : otherwise,
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is B-Lipschitz and Lemma 5 and Lemma 17 apply with L := B.
Proof of Theorem 9. Now, to prove Theorem 9, let F = maxt F (t) and recall that by Lemma 17 we can upper bound F
by 4L
2
β R
2.
Furthermore, our main Lemma 15 on the improvement per step tells us that
E
[D(α(t−1))−D(α(t))] ≥ s
n
G(α(t−1))− s
2
2
F, (45)
With (t)D = D(α
(t))−D(α?) ≤ G(α(t)) and D(α(t))−D(α(t−1)) = (t−1)D − (t)D , this implies
E
[

(t−1)
D − (t)D
] ≥ s
n

(t−1)
D −
s2F
2

(t−1)
D − E[(t)D ] ≥
s
n

(t−1)
D −
s2F
2
E[(t)D ] ≤
(
1− s
n
)

(t−1)
D +
s2F
2
Expectations again only being over the choice of i in steps t. We next show that this inequality can be used to bound the
suboptimality as
E[(t)D ] ≤
2Fn2
2n+ t− t0 (46)
for t ≥ t0 = max
{
0, n log
(
2
(0)
D
Fn
)}
. Indeed, let us choose s := 1. Then at t = t0, we have
E[(t)D ] ≤
(
1− 1
n
)t

(0)
D +
t−1∑
i=0
(
1− 1
n
)i
F
2
≤
(
1− 1
n
)t

(0)
D +
1
1− (1− 1/n)
F
2
≤ e−t/n(0)D +
nF
2
≤ Fn
For t > t0 we use an inductive argument. Suppose the claim holds for t− 1, therefore
E[(t)D ] ≤
(
1− s
n
)
E[(t−1)D ] +
s2F
2
≤
(
1− s
n
) 2Fn2
2n+ (t− 1)− t0 +
s2F
2
choosing s = 2n2n+t−1−t0 ∈ [0, 1] yields
E[(t)D ] ≤
(
1− 2
2n+ t− 1− t0
)
2Fn2
2n+ (t− 1)− t0 +
(
2n
2n+ t− 1− t0
)2
F
2
=
(
1− 2
2n+ t− 1− t0
)
2Fn2
2n+ (t− 1)− t0 +
(
1
2n+ t− 1− t0
)
2Fn2
2n+ t− 1− t0
=
(
1− 1
2n+ t− 1− t0
)
2Fn2
2n+ (t− 1)− t0
=
2Fn2
(2n+ t− 1− t0)
2n+ t− 2− t0
2n+ t− 1− t0
≤ 2Fn
2
(2n+ t− t0)
This proves the bound (46) on the suboptimality. To get a result on the duality gap we sum (45) over the interval t =
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T0 + 1, ..., T and obtain
E[D(α(T0))−D(α(T ))] ≥ s
n
E
[
T∑
t=T0+1
P (w(t−1)) +D(α(t−1))
]
− (T − T0)s
2
2
F,
and rearranging terms we get
E
[
1
T − T0
T∑
t=T0+1
P (w(t−1)) +D(α(t−1))
]
≤ n
s(T − T0)E[D(α
(T0))−D(α(T ))] + sn
2
F,
Now if we choose w¯, α¯ to be the average vectors over t ∈ {T0 + 1, T}, then the above implies
E[G(α¯)] = E [P (w¯) +D(α¯)] ≤ n
s(T − T0)E[D(α
(T0))−D(α(T ))] + sn
2
F,
If T ≥ n+ T0 and T0 ≥ t0, we can set s = n/(T − T0) and combining this with (46) we obtain
E[G(α¯)] = ≤ E[D(α(T0))−D(α(T ))] + Fn
2
2(T − T0)
≤ E[D(α(T0))−D(α?)] + Fn
2
2(T − T0)
≤ 2Fn
2
2n+ t− t0 +
Fn2
2(T − T0)
A sufficient condition to upper bound the duality gap by  is that T0 ≥ 4Fn2 − 2n + t0 and T ≥ T0 + Fn
2
 which also
implies E[D(α(T0)) − D(α?)] ≤ /2. Since we further require T0 ≥ t0 and T − T0 ≥ n, the overall number of required
iterations has to satisfy
T0 ≥ max
{
t0,
4Fn2

− 2n+ t0
}
and T − T0 ≥ max
{
n,
Fn2

}
Using Lemma 17 we can bound the total number of required iterations to reach a duality gap of  by
T ≥ T0 + n+ n
2

4L2R2
β
≥ t0 + 4n
2

4L2R2
β
+ n+
n2

4L2R2
β
≥ max
{
0, n log
( (0)D β
2nR2L2
)}
+ n+
20n2L2R2
β
which concludes the proof of Theorem 9.
Recovering SDCA as a Special Case.
Corollary 18. We recover Theorem 2 of (Shalev-Shwartz & Zhang, 2013) as a special case of our Theorem 9. We consider
the optimization objectives in (43) and (44). We assume that Φi(α) is M -Lipschitz for i ∈ [n] and Φi(0) ≤ 1. We scale
the columns of X such that ‖xi‖ ≤ 1. Hence, we find that
T ≥ T0 + n+ 4M
2
λ
≥ max{0, n log(0.5nλM−2)}+ n+ 20M
2
λ
iterations are sufficient to obtain a duality gap of E[G(α¯)] ≤ .
Proof. We consider (43) and (44) as a special case (SB) and (SA). We set gi(α) := 1nΦ
∗
i (−α) and f∗(w) := λ2 ‖w‖2.
Hence, g∗i (w
>ai) = 1nΦi(−nw>ai) is M -Lipschitz and we set L := M and β := λ. We further use Lemma (Shalev-
Shwartz & Zhang, 2013, Lemma 20) with Φi(0) ≤ 1 to bound the primal suboptimality as (0)D ≤ 1. Finally, by the
assumption ‖xi‖ ≤ 1 and the definition A := 1nX we have R := 1n and applying Theorem 9 to this setting concludes the
proof.
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J.3. Proof of Lemma 15
Proof. The proof of Lemma 15 is motivated by the proof of (Shalev-Shwartz & Zhang, 2013, Lemma 19) but we adapt it
to apply to a much more general setting. First note that the one step improvement in the dual objective can be written as
D(α(t−1))−D(α(t)) =
n∑
i=1
gi(α
(t−1)
i ) + f(Aα
(t−1))−
[
n∑
i=1
gi(α
(t)
i ) + f(Aα
(t))
]
Note that in a single step of SDCA α(t−1) → α(t) only one dual coordinate is changed. Without loss of generality we
assume this coordinate to be i. Writing v(α) = Aα, we find
D(α(t−1))−D(α(t)) =
[
gi(α
(t−1)
i ) + f(v(α
(t−1)))
]
︸ ︷︷ ︸
(Γ)
−
[
gi(α
(t)
i ) + f(v(α
(t)))
]
︸ ︷︷ ︸
(Λ)
.
In the following, let us denote the columns of the matrix A by ai for i ∈ [n] for reasons of readability. Then, by definition
of the update we have for all s ∈ [0, 1]:
(Λ) = gi(α
(t)
i ) + f(v(α
(t)))
= min
∆αi
[
gi(α
(t−1)
i + ∆αi) + f(v(α
(t−1) + ei∆αi))
]
= min
∆αi
[
gi(α
(t−1)
i + ∆αi) + f
(
v(α(t−1)) + ai∆αi
)]
≤
[
gi(α
(t−1)
i + s(u
(t−1)
i − α(t−1)i )) + f
(
v(α(t−1)) + ais(u
(t−1)
i − α(t−1)i )
)]
where we chose ∆αi = s(u
(t−1)
i − α(t−1)i ) with −u(t−1)i ∈ ∂g∗i (a>i w(t−1)) for s ∈ [0, 1]. As in Section D, in order for u
to be well-defined, we again need the assumption on g to be strongly convex (µ > 0), or to have bounded support.
Using µ-strong convexity of gi, namely
gi(α
(t−1)
i + s(u
(t−1)
i − α(t−1)i )) = gi(su(t−1)i + (1− s)α(t−1)i )
≤ sgi(u(t−1)i ) + (1− s)gi(α(t−1)i )− µ2 s(1− s)(u(t−1)i − α(t−1)i )2,
and 1β -smoothness of f
f(v(α(t−1))+s(u(t−1)i −α(t−1)i )ai) ≤ f(v(α(t−1)))+
〈∇f(v(α(t−1))), s(u(t−1)i −α(t−1)i )ai〉+ 12β∥∥s(u(t−1)i −α(t−1)i )ai∥∥2
we find that
(Λ) ≤
[
sgi(u
(t−1)
i ) + (1− s)gi(α(t−1)i )− µ2 s(1− s)(u(t−1)i − α(t−1)i )2
]
+
[
f(v(α(t−1))) + 〈∇f(v(α(t−1))), s(u(t−1)i − α(t−1)i )ai〉+ 12β
∥∥s(u(t−1)i − α(t−1)i )ai∥∥2] .
We further note that from the optimality condition (1a) we have w(α) = ∇f(v(α)) and rearranging terms yields:
(Λ) ≤ sgi(u(t−1)i )− sgi(α(t−1)i )− µ2 s(1− s)(u(t−1)i − α(t−1)i )2
+ gi(α
(t−1)
i ) + f(v(α
(t−1)))︸ ︷︷ ︸
(Γ)
+s(u
(t−1)
i − α(t−1)i )a>i w(α(t−1)) + 12β ‖s(u(t−1)i − α(t−1)i )ai‖2.
Using this inequality to bound D(α(t−1))−D(α(t)) = (Γ)− (Λ) yields:
D(α(t−1))−D(α(t)) ≥ −sgi(u(t−1)i ) + sgi(α(t−1)i )− su(t−1)i a>i w(α(t−1)) + sα(t−1)i a>i w(α(t−1))
+µ2 s(1− s)(u(t−1)i − α(t−1)i )2 − 12β ‖s(u(t−1)i − α(t−1)i )ai‖2.
(i)
≥ s
[
g∗i (−a>i w(α(t−1))) + gi(α(t−1)i ) + α(t−1)i a>i w(α(t−1)) (47)
+µ2 (1− s)(u(t−1)i − α(t−1)i )2 − s2β ‖(u(t−1)i − α(t−1)i )ai‖2
]
.
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Note that for (i) we used the optimality condition (2b) which translates to u ∈ ∂g∗(−a>i w) and yields g(u) = −ua>i w−
g∗(−a>i w). Similarly, by again exploiting the primal-dual optimality condition we have f∗(∇f(v)) = v>∇f(v)− f(v)
and hence we can write the duality gap as:
G(α) = P(w)− (−D(α)) =
n∑
i=1
g∗i (−a>i w) + f∗(w)−
[
−
n∑
i=1
gi(αi)− f(Aα)
]
=
n∑
i=1
[
g∗i (−a>i w) + gi(αi)
]
+ f∗(w) + f(Aα)
=
n∑
i=1
[
g∗i (−a>i w) + gi(αi)
]
+ (Aα)>w
=
n∑
i=1
[
g∗i (−a>i w) + gi(αi) + αia>i w
]
using this we can write the expectation of (47) with respect to i as
E
[
D(α(t−1))−D(α(t))
]
≥ s
(
1
n
G(α(t−1))
)
− s
2
2
[
1
n
n∑
i=1
E
[(
u
(t−1)
i − α(t−1)i
)2]( 1
β
‖ai‖2 − (1− s)µ
s
)]
︸ ︷︷ ︸
F (t)
.
And we have obtained that
E
[
D(α(t−1))−D(α(t))
]
≥ s
n
G(α(t−1))− s
2
2
F (t).
For the expectation being over the choice of coordinate i in step t.
Corollary 19. We recover Lemma 19 of (Shalev-Shwartz & Zhang, 2013) as a special case of our Lemma 15. We consider
their pair of primal and dual optimization objectives, (43) and (44) where xi are the columns of the data matrix X .
Assume that Φ∗i is γ-strongly convex for i ∈ [n], where we allow γ = 0. Then, for any t, any s ∈ [0, 1] and −uˆ(t−1)i ∈
∂Φi(x
>
i w(α
(t−1))) we have
E[−D(α(t))− (−D(α(t−1)))] (48)
≥ s
n
E[P(θt−1)− (−D(αt−1))]−
( s
n
)2 Fˆ (t)
2λ
,
where
Fˆ (t) :=
1
n
n∑
i=1
(
‖xi‖2 − γ(1− s)λn
s
)
(49)
· E
[(
uˆ
(t−1)
i − α(t−1)i
)2]
,
Proof. We set gi(α) := 1nΦ
∗
i (−α) and f∗(w) := λ2 ‖w‖2. From the definition of strong convexity it immediately follows
that µ = γn and β = λ. As our algorithm works for any data matrix A, we choose A :=
1
nX and scale the input vectors xi,
i.e. ai = xin before we feed ai into the algorithm. To conclude the proof we apply Lemma 15 to this setting and observe
that
g∗i (w
>ai) = 1nΦi(−nw>ai) = 1nΦi(−w>xi). (50)
which yields uˆ(t−1)i = −nu(t−1)i . Further note that the conjugate of f∗ is given by f(v) = λ2
∥∥v
λ
∥∥2 and this leads to the
dual-to-primal mapping
w = ∇f(v(α)) = 1
λ
v(α) =
1
λ
n∑
i=1
aiαi =
1
λn
n∑
i=1
xiαi.
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K. Some Useful Pairs of Conjugate Functions
Elastic Net.
Lemma 20 (Conjugate of the Elastic Net Regularizer, see e.g. (Smith et al., 2015)). For η ∈ (0, 1], the Elastic Net function
gi(α) :=
η
2α
2 + (1− η)|α| has the convex conjugate
g∗i (x) :=
1
2η
([|x| − (1− η)]
+
)2
,
where [.]+ is the positive part operator, [s]+ = s for s > 0, and zero otherwise. Furthermore, this g∗i is 1/η-smooth.
Proof. We start by applying the definition of convex conjugate, that is:
`(x) = maxα∈R
[
xα− ηα22 − (1− η)|α|
]
.
We now distinguish two cases for the optimal: α? ≥ 0, α? < 0. For the first case we get that
`(x) = maxα∈R
[
xα− ηα22 − (1− η)α
]
.
Setting the derivative to 0 we get α? = x−(1−η)η . To satisfy α
? ≥ 0, we must have x ≥ 1− η. Replacing with α? we thus
get:
`(x) = α?(x− 12ηα? − (1− η)) = α?
(
x− 12 (x− (1− η))− (1− η)
)
=
1
2α
? (x− (1− η)) = 12η (x− (1− η))2 .
Similarly we can show that for x ≤ −(1− η)
`(x) = 12η (x+ (1− η))2 .
Finally, by the fact that `(.) is convex, always positive, and `(−(1− η)) = `(1− η) = 0, it follows that `(x) = 0 for every
x ∈ [−(1− η), 1− η].
For the smoothness properties, we consider the derivative of this function `(x) and see that `(x) is smooth, i.e. has
Lipschitz continuous gradient with constant 1/η, assuming η > 0. Alternatively, use Lemma 12 for the given strongly
convex function gi.
Group Lasso. The group Lasso regularizer is a norm on Rn, and is defined as
g(α) = λ
∑
k
‖αGk‖2,
for a fixed partition of the indices into disjoint groups, {1..n} = ⊎k Gk. Here αGk ∈ R|g| denotes the part of the vector α
with indices in the group g ⊆ [n]. Its dual norm is maxg∈G ‖α(g)‖2. Therefore, by Lemma 13, we obtain the conjugate
g∗(y) = ι{y | maxg∈G ‖α(g)‖2≤λ}(y)
See, e.g. (Boyd & Vandenberghe, 2004, Example 3.26).
Logistic Loss.
Lemma 21 (Conjugate and Smoothness of the Logistic Loss). The logistic classifier loss function f is given as
f(Aα) :=
d∑
j=1
log (1 + exp (−bjy>j α)) ,
Its conjugate f∗ is given as:
f∗(w) :=
d∑
j=1
(
(1 + wjbj) log (1 + wjbj)− wjbj log (−wjbj)
)
, (51)
with the box constraint −wjbj ∈ [0, 1].
Furthermore, f∗(w) is 1-strongly convex over its domain if the labels satisfy bj ∈ [−1, 1].
Proof. See e.g. (Smith et al., 2015) or (Shalev-Shwartz & Zhang, 2013).
Primal-Dual Rates and Certificates
L. More Numerical Experiments
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