We propose an accurate multivariate channel model for nonlinear fiber-optic systems. For the first time we prove capacity to be monotonically increasing with signal power in the presence of both signal-signal and signal-noise interactions.
Introduction
Understanding the true capacity limits of the fiber channel is crucial for the efficient design of future optical communication systems. At the same time, existing channel models [1] [2] [3] [4] [5] were proved to be too pessimistic [6] . Most of them are based on averaging the signal distortions along the transmission, that can be treated as an infinite memory approximation, and consider the signal interactions as an effective circular Gaussian noise (GN). This leads to an information loss and a degraded lower capacity bound in the highly nonlinear regime. Although, a number of deterministic distortion compensation algorithms have been developed [7, 8] , they achieve only a minor improvement on capacity lower bound, which diminishes to zero at high signal powers. This is because these approximations are based on assuming Gaussian input pdf, which is non-optimal for nonlinear channel [6] . Therefore, accurate treatment of the signal evolution along the transmission link and optimization are highly required.
In this paper, we develop an accurate discrete-time multivariate channel model with finite memory which accounts for signal-signal and signal-noise interactions. An important property of the model is that it provides an analytical description of the memory effects that characterize nonlinear interference, thus it is applicable for any modulation format and pulse shape. The proposed model enables derivation of the conditional pdf and optimization of the mutual information functional. Moreover, we derive novel monotonically increasing with signal power lower bounds and the corresponding input distribution is found.
Model
We consider signal propagation governed by the well known nonlinear Schrödinger equation (NLSE). At the transmitter, the signal is modulated using a the time-varying pulse waveform f (t). At the receiver, the signal undergoes matched filtering, dispersion compensation and sampling. Here we employ multiple scale analysis over small parameters: ε = L d /L nl (with dispersion length L d and nonlinearity length L nl ) and noise ρ = N/S (which is reversed square root of the signal-to-noise-ratio (SNR) in the corresponding linear system). In the main order we have a linear channel with the AWGN noise term ζ k characterized by the correlation ζ k , ζ * m = δ km . The discrete-time perturbative multivariate channel model has the form Y = X + ρMζ + ρLζ * , which for k-th time slot has a form
here C mn=−∞..∞ = dξ C mn represents coupling coefficients and Ψ s (ξ ) denotes the signal power profile, whereas other notations are the second-order dispersion β 2 , symbol period T , and the dimensionless coordinate ξ = z/L d .
Capacity Bounds
We compare achievable data rates for distortion uncompensated transmission in Fig. 1a) : GN-based prediction [3] deviation from Gaussian circularity makes the GN approach too pessimistic. In contrast, our approach is accurate in all cases. This is further illustrated in Fig. 1b) where phase, amplitude and total power distortions are compared with numerical results. In case of compensated deterministic distortions, previous lower bound [9] is in agreement with the lower bound I S−N 0 (based on the model of Eq.1) obtained by using Gaussian distribution as input pdf, where statistics of signal-noise interference were approximated by the circular normal distribution N S−N = 3S 2 NC nl with Fig.1c ). However, optimizing the input distribution for an accurate conditional pdf, which accurately describes signal interference, can provide higher transmission rate. To achieve this we derived a multivariate conditional pdf that takes into account memory effects as defined by channel model of Eq. 1. This allows to model non-circular behaviour of signal distortions that contains precise information about intersymbol and signal-noise interference. Optimizing analytically the input distribution for S C . The resulting plateau lower bound proves that capacity does not decrease with the growing signal power. Previous bound with lower plateau level for uncompensated signal-signal distributions without taking into account signal-noise interference was received in [6] . By further numerical optimization we received monotonically increasing lower bound I S−N 2 , see solid curves in Fig.1c ).
Conclusions
We proposed a general finite memory multivariate channel model for describing nonlinear inter-symbol interfering effects in fibre optic communication channels. We derived the first monotonically increasing with signal power lower capacity bound for the fiber-optic channel by taking into account signal-signal and signal-noise interference.
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