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We study the electronic thermal drag in two different Coulomb-coupled systems, the first one
composed of two Coulomb blockaded metallic islands and the second one consisting of two parallel
quantum wires. The two conductors of each system are electrically isolated and placed in the two
circuits (the drive and the drag) of a four-electrode setup. The systems are biased, either by a
temperature ∆T or a voltage V difference, on the drive circuit, while no biases are present on
the drag circuit. In the case of a pair of metallic islands we use a master equation approach to
determine the general properties of the dragged heat current I
(h)
drag, accounting also for co-tunneling
contributions and the presence of large biases. Analytic results are obtained in the sequential
tunneling regime for small biases, finding, in particular, that I
(h)
drag is quadratic in ∆T or V and non-
monotonous as a function of the inter-island coupling. Finally, by replacing one of the electrodes in
the drag circuit with a superconductor, we find that heat can be extracted from the other normal
electrode. In the case of the two interacting quantum wires, using the Luttinger liquid theory
and the bosonization technique, we derive an analytic expression for the thermal trans-resistivity
ρ
(h)
12 , in the weak-coupling limit and at low temperatures. ρ
(h)
12 turns out to be proportional to
the electrical trans-resistivity, in such a way that their ratio (a kind of Wiedemann-Franz law) is
proportional to T 3. We find that ρ
(h)
12 is proportional to T for low temperatures and decreases like
1/T for intermediate temperatures or like 1/T 3 for high temperatures. We complete our analyses
by performing numerical simulations that confirm the above results and allow to access the strong
coupling regime.
I. INTRODUCTION
Two electrically isolated conductors placed close to-
gether can still be coupled via the Coulomb interaction.
As a result, when a bias is only applied to one conduc-
tor, electronic currents can be generated in the unbiased
one in such a way that a charge current is dragged in
this second conductor. This phenomenon, the Coulomb
drag, arises because the carriers in the two conductors
are subject to a “mutual friction”, i.e. to scattering pro-
cesses mediated by the Coulomb interaction between the
two conductors, and can exchange momentum and/or en-
ergy. The phenomenon of drag, first proposed in 1977 by
Pogrebinskii1 in layered conductors, has so far been stud-
ied in a large variety of systems and it is still the subject
of an intense research activity (see Ref. 2 for a recent
review).
So far most of the attention has been devoted to the
effect of drag on the charge current. In the case of cou-
pled quantum wires the various mechanisms contribut-
ing to the drag were derived in Refs. 3,4. They orig-
inate from the forward scattering (which is a process
with small momentum transfer) or from the backward
scattering (where particles are scattered from one end
of the Fermi sphere to the other). Drag measurements
in quantum wires have been performed and the predic-
tions made in Refs. 3,4 have been tested, for example,
in Refs. 5–7. More recently, the drag of charge between
zero-dimensional systems have been theoretically consid-
ered for single-level Quantum Dots (QDs) in Refs. 8–11.
Experimental investigations in systems composed of two
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FIG. 1: Sketch of Coulomb-coupled systems, which consists of
an upper (drive) biased circuit, and a lower (drag) unbiased
circuit. The conductors are represented as grey rectangles
and are attached to two leads each. The two conductors are
coupled only through the Coulomb interaction. As indicated
by the black arrows, the sign of charge and heat currents is
positive when they enter an electrode.
capacitively coupled QDs are reported in Ref. 12 (empha-
sizing the importance of co-tunneling processes11) and in
Refs. 13,14 for the case of graphene-based QDs. The drag
of charge in coupled double QDs systems has been also
experimentally addressed in Ref. 15. In addition, energy
harvesting from thermal and voltage fluctuations in cou-
pled QDs systems attached to three terminals has been
considered theoretically16–20 and experimentally21–24.
Another consequence of the Coulomb coupling between
two nearby conductors is the fact that a flow of heat
can also be induced in the unbiased conductor. This
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2phenomenon, which is distinguished from the drag of
charge that is constrained by the charge conservation
within individual conductors, has been hardly considered
in the literature so far25. In the case of metallic islands,
heat currents can be induced in the unbiased circuit as
a result of energy transfer, through the capacitive cou-
pling, from the upper island. Such energy transfer has
been recently considered for the implementation of a heat
diode26, of a minimal self-contained quantum refrigera-
tion machine27, of a three-terminal QD refrigerator28, of
an autonomous Maxwell demon29, of a Szilard engine30,
of a nanoscale thermocouple heat engine25, and for the
study of a correlation-induced in SINIS refrigerator31. In
this paper we will investigate another important case of
this kind, thermal drag.
The setup we consider is represented in Fig. 1. Two
mesoscopic conductors, represented by grey rectangles,
are coupled through Coulomb interactions, but cannot
exchange electrons. One conductor is contained in the
upper (drive) circuit, which is either voltage or thermal
biased, while the other conductor is part of the lower
(drag) circuit, which is unbiased. As specified in Fig. 1,
the left (right) electrode in the drive circuit is kept at
a voltage ±V/2 and temperature T ± ∆T/2, while the
electrodes in the drag circuit are kept at the same tem-
perature T and at zero voltage. Our goal is to study
the general properties of the heat currents flowing in the
drag circuit, I
(h)
L2 and I
(h)
R2 , as a result of energy trans-
fer between upper and lower circuits, due to Coulomb
interaction.
We define the drag currents as
I
(c/h)
drag =
I
(c/h)
L2 − I(c/h)R2
2
, (1)
where I
(c)
L2 and I
(c)
R2 are charge currents in the drag circuit.
Notice that the charge current is conserved separately on
the upper and lower circuit (I
(c)
L1 + I
(c)
R1 = 0 and I
(c)
L2 +
I
(c)
R2 = 0, respectively). We will focus on the following
two cases:
i) A pair of capacitively-coupled metallic islands in
the Coulomb blockade regime
ii) Two parallel, one-channel, quantum wires.
In order to present a more general scenario of the physics
of thermal drag in electronic conductors, we choose these
two systems since they represent two drastically different
physical situations. In particular, while in the quantum
wire case the two coupled wires exchange both energy
and momentum, in the metallic island case only the for-
mer can be transferred. Regarding system i), we study
the general properties of the dragged heat using a master
equation approach up to second order tunnelling events
(co-tunneling)32. We find that the dragged heat cur-
rent I
(h)
drag is finite, even in the cases where the dragged
charge vanishes (i. e. when the island-electrode couplings
are energy-independent). We study the behavior of the
dragged heat current, driven by either a voltage bias V
or a thermal bias ∆T , as a function of the various param-
eters characterizing the system, such as the gate voltages
and the capacitive coupling CI between the islands. We
find, in particular, that I
(h)
drag exhibits a maximum as a
function of CI. By expanding the dragged heat current
for small values of V or ∆T , we find analytic expressions
for I
(h)
drag which result quadratic in V or ∆T . We find,
moreover, that co-tunneling events yield an important
impact on the dragged heat current, though not chang-
ing the quadratic dependence on V or ∆T . Finally, we
find that the behavior of the dragged heat current can
change qualitatively if one replaces one of the electrodes
in the drag circuit with a superconductor. More pre-
cisely, under appropriate conditions we find that heat
can be extracted from the normal electrode in the drag
circuit (I
(h)
L2 < 0). Additionally, the superconductor al-
lows a finite dragged charge current whose sign can be
controlled by the gate voltages.
As far as system ii) is concerned, we carry out an anal-
ysis of the system composed of two parallel interacting
quantum wires in the low temperature regime, where the
bosonization theory applies. We assume homogeneous
intra-wire interaction and inter-wire interaction occur-
ring over a length much smaller than the total length
of the wires. Here we derive an analytic formula, using
the bosonization technique in the weak-coupling limit,
for the thermal trans-resistivity ρ
(h)
12 , which quantifies
the drag of heat (at open circuit) in response to a small
temperature difference in the drive circuit. By compar-
ing ρ
(h)
12 with the electric trans-resistivity ρ
(c)
12 , we estab-
lish a sort of Wiedemann-Franz law for drag for which
ρ
(c)
12 /ρ
(h)
12 ∝ T 3, where T is the reference temperature.
This generalizes to drag currents a well known relation
for drive currents33. Moreover, we identify two charac-
teristic temperature scales: T0, which is associated to the
characteristic wavevector of the coupling, and T1 (with
T1 < T0), which is associated to the difference between
the Luttinger velocities of the two quantum wires. We
find that the thermal trans-resistivity is linear in T for
T  T1, decreases like 1/T for T1  T  T0, and is
proportional to 1/T 3 for T0  T . Finally, we comple-
ment our analysis by performing numerical simulations,
We use a computational protocol that rely on the ma-
trix product states (MPS) formalism34–36 and allows to
access the strong coupling and high temperature regime,
while validating the weak coupling results.
The paper is organized as follows: In the next Section
we will discuss the case i) in which the thermal drag
occurs in the case of two coupled metallic islands. We will
consider the contribution to the drag due to sequential
tunneling and co-tunneling. In Section III we move to
consider the second setup of two-coupled quantum wires.
3II. CAPACITIVELY-COUPLED METALLIC
ISLANDS
The first system considered, depicted in Fig. 2, consists
of two metallic islands (labeled 1 and 2), each one tunnel-
coupled to two electrodes and capacitively-coupled to a
gate kept at a voltage Vgi, with i = 1, 2. Cα is the capac-
itance and Rα is the resistance associated to the tunnel
junction between lead α =Li, Ri and the island i, while
Cgi is the capacitance associated to the gate. The two
metallic islands (assumed to be at equilibrium tempera-
ture T ) are coupled through a capacitance CI, which does
not allow electron transfer. We assume that all capaci-
tances are small so that the charging energies relevant
for transport (see below) are the largest energy scales in
the system and the islands are in the Coulomb block-
ade regime. Single electron tunneling processes in each
metallic island, thus, are associated to an increase or de-
crease in the electrostatic energy of the system, which is
given by
U(n1, n2) = EC,1 (n1 − nx1)2 + EC,2 (n2 − nx2)2 +
+EI (n1 − nx1) (n2 − nx2) .
(2)
Here n1 and n2 represent the number of electrons present
on island 1 and 2, respectively. EC,i = e
2/(2Ci) is the
charging energy of island i (where Ci = CLi+CRi+Cgi+
CI,i, with C
−1
I,1 = C˜
−1
2 + C
−1
I , C
−1
I,2 = C˜
−1
1 + C
−1
I and
C˜i = CLi +CRi +Cgi) and EI is the inter-island interac-
tion energy given by EI = e
2(C˜1+C˜2+C˜1C˜2/CI)
−1. The
symbols nx1 and nx2 represent the “external charges” de-
termined by the gate potentials, Vg1 and Vg2 respectively,
and dependent on the voltage bias V as
nx1 =
V/2 CL1 − V/2 CR1 + Vg1Cg1
e
(3)
and
nx2 =
Vg2Cg2
e
. (4)
For the sake of simplicity, we will assume that Cg1 =
Cg2 ≡ Cg and that all the capacitances relative to the
tunnel junctions are equal, namely CL1 = CR1 = CL2 =
CR2, so that C1 = C2 ≡ C and we can define the charging
energy EC = e
2/(2C). Note that nx1 becomes indepen-
dent of V and takes the same form as nx2.
CI
1
2
CR1CL1
CR2CL2
Cg1
Cg2
R1L1
R2L2
Vg1
Vg2
FIG. 2: Sketch of the first system under consideration com-
posed of two capacitively-coupled metallic islands labeled by
1 (in the drive circuit) and 2 (in the drag circuit). L1, L2, R1
and R2 labels the four electrodes which are tunnel-coupled to
the islands.
Charge I
(c)
α and heat I
(h)
α currents can be expressed in
terms of the probability for the occupation of the islands,
and the transition rates for electrons to be exchanged be-
tween the islands and an electrodes. The actual expres-
sions for the currents depend on whether one has to ac-
count for only first order tunneling processes (sequential
tunneling regime) or second order processes have to be
considered too (co-tunneling). The probability p(n1, n2)
for the occupation of island 1 with n1 electrons and island
2 with n2 electrons is determined through a set of mas-
ter equations (see App. A) which accounts for all possible
tunneling processes in the system.
A. Sequential tunneling regime
Within the sequential tunneling regime, we have that
the charge and heat currents in the lower circuit take the
form
I(c/h)α = Q
(c/h)
[
Γ
(c/h)
α,2 (n1, n2) p(n1, n2) + Γ
(c/h)
α,2 (n1 + 1, n2) p(n1 + 1, n2)− Γ(c/h)2,α (n1, n2) p(n1, n2 + 1)
−Γ(c/h)2,α (n1 + 1, n2) p(n1 + 1, n2 + 1)
]
,
(5)
respectively, where α = L2, R2 and Q(c) = e, Q(h) = 1.
We have assumed small temperatures and biases so that
only four charge states contribute to transport, namely
(n1, n2), (n1 + 1, n2), (n1, n2 + 1) and (n1 + 1, n2 + 1). In
4Eq. (5), Γ
(c/h)
α,i (n1, n2) is the particle/heat transition rate
for an electron to reach island i from lead α [with the
island initially in the state (n1, n2)], and Γ
(c/h)
i,α (n1, n2)
is the particle/heat transition rate for an electron leav-
ing island i to reach lead α [with the island in the final
state (n1, n2)]. As long as the energy-dependence of the
lead-island couplings37 can be disregarded (see Sec. II C,
where this assumption will be lifted), the particle and
heat transition rates can be written as
Γ
(c/h)
α,i (n1, n2) =
1
e2RαF
(c/h)
αi [δUi(n1, n2)− eVα], (6)
and
Γ
(c/h)
i,α (n1, n2) =
1
e2RαG
(c/h)
iα [δUi(n1, n2)− eVα]. (7)
In Eqs. (6) and (7) the functions F
(c/h)
αi and G
(c/h)
iα are
defined as
F
(c/h)
αi (E) =
∫ +∞
−∞
d z(c/h)fα()[1− fi(− E)], (8)
G
(c/h)
iα (E) =
∫ +∞
−∞
d z(c/h)fi(− E)[1− fα()], (9)
where fk() = (1 + e
/kBTk)−1 is the Fermi distribution
at temperature Tk, and z
(c) = 1, z(h) = . The two
quantities
δU1(n1, n2) = U(n1 + 1, n2)− U(n1, n2)
δU2(n1, n2) = U(n1, n2 + 1)− U(n1, n2) (10)
represent the jumps in the electrostatic energy related
to the transitions [note that they appear in Eqs. (8-9)
as chemical potentials of the islands]. In the case where
all temperatures are equal to T , Eqs. (6) and (7) for the
charge reduce to
Γ
(c)
α,2(n1, n2) =
1
e2Rα
δU2(n1, n2)
exp
[
δU2(n1,n2)
kBT
]
− 1
, (11)
and
Γ
(c)
2,α(n1, n2) =
1
e2Rα
−δU2(n1, n2)
exp
[
−δU2(n1,n2)
kBT
]
− 1
. (12)
The assumption of energy-independent couplings al-
lows us to make general statements thanks to the fact
that the currents I
(c/h)
α are proportional to 1/Rα. In the
lower circuit, in particular, the proportionality constants
are equal for the two leads (i. e., I
(c)
L2RL2 = I(c)R2RR2 and
I
(h)
L2 RL2 = I(h)R2RR2) since no biases are applied. As far
as charge is concerned, current conservation in the lower
circuit (I
(c)
L2 +I
(c)
R2 = 0) implies that the individual charge
currents in the lower circuit vanish identically, and there-
fore I
(c)
drag is zero even in the case of asymmetric barriers
(RL2 6= RR2). On the other hand, no conservation holds
for the heat currents38 in the lower circuit so that the two
heat currents, I
(h)
L2 and I
(h)
R2 , are in general non-vanishing.
In particular, for symmetry reasons they are equal when
RL2 = RR2, and therefore I(h)drag is finite only in the case
of asymmetric barriers. The presence of heat currents
in the lower circuit is a result of the energy transferred
from the upper circuit, thanks to the capacitive coupling.
Indeed, as detailed in the following, this energy transfer
occurs through the dependence of δU2, which controls the
transition rates for the lower island, on the charge state
of the upper island n1, see Eq. (10).
For the sake of definiteness, let us assume that the rele-
vant charge states are (0, 0), (0, 1), (1, 0) and (1, 1). Thus
the jumps in electrostatic energy related to the currents
in the lower island are
δU2(0, 0) = EC(1− 2nx2)− EInx1, (13)
for the case where the upper island is empty, and
δU2(1, 0) = EC(1− 2nx2) + EI(1− nx1), (14)
for the case where the upper island is occupied. Equa-
tions (13) and (14) express the fact that the position of
the two chemical potentials δU2(0, 0) and δU2(1, 0) of the
lower island, with respect to common equilibrium electro-
chemical potential of the lower leads (set to zero), is ex-
pressed in terms of nx1 and nx2. When nx1 = nx2 = 1/2
we obtain δU2(0, 0) = −EI/2 and δU2(1, 0) = +EI/2.
The energy scheme for the lower island is represented in
Fig. 3a) for the former case and in panel Fig. 3b) for
the latter case. If we assume a small temperature T , an
electron can jump on the island from one of the elec-
trodes only when the upper island is empty, since the
corresponding chemical potential δU2(0, 0) is below the
electrochemical potential of the leads, see panel a). Such
an electron can jump out of the island only when the
upper island gets occupied, since the chemical potential
δU2(1, 0) is now greater than zero. This sequence of pro-
cesses allows the heat currents I
(h)
L2 and I
(h)
R2 to be finite
as long as the interaction energy EI 6= 0. Such heat cur-
rents can be modulated by varying nx1 and nx2, which
produces a rigid shift of the position of the two chemi-
cal potentials δU2(0, 0) and δU2(1, 0), see Eqs. (13) and
(14). Note that the difference δU2(1, 0)− δU2(0, 0) = EI,
independently of nx1 and nx2.
5IE
1 1n =
2(0,0)Uδ
a)
2 (1,0)Uδ
b)1 0n =
FIG. 3: Energies scheme for the lower, drag, circuit. Green
rectangles represent the tunnel barriers. Grey areas represent
the Fermi distribution functions of the leads, whose common
equilibrium electrochemical potential, set to zero, is indicated
by a dashed line. Thick horizontal black lines indicate the
position of the chemical potential of the island for nx1 =
nx2 = 1/2. a) The upper island is empty and the chemical
potential is δU2(0, 0): electrons can jump on the island. b)
The upper island is occupied and the chemical potential is
δU2(1, 0): electrons can jump out of the island.
Analytic, even though cumbersome, expressions for the
heat currents could be derived in the limit of small biases
V and ∆T . Interestingly, heat currents turn out to be
second order in V and ∆T (note that the heat currents
in the upper circuit are first order in V and ∆T ). In
particular, when nx1 = nx2 = 1/2, the dragged heat
current takes the simple form
I
(h)
drag =
ξR‖
16R
[
1
RL2 −
1
RR2
]
csch ξ [ξcschξ − sech ξ]V 2,
(15)
when ∆T = 0 and expanding in V/EC , while
I
(h)
drag =
ξR‖
6e2R
[
1
RL2 −
1
RR2
]
csch ξ
[
2ξ
(
pi2
4
+ ξ2
)
csch ξ −
(
pi2
2
+ 3ξ2
)
sech ξ
]
(kB∆T/2)
2, (16)
when V = 0 and expanding in ∆T/T (only the leading
terms in kB∆T/EC are retained)
39. In Eqs. (15) and
(16) we have defined ξ = EI/(4kBT ) and
R‖ =
(
2
R +
1
RL2 +
1
RR2
)−1
, (17)
and assumed RL1 = RR1 = R. Eqs. (15) and (16)
show that the dragged heat current is finite only when
the interaction energy EI 6= 0 and depends on EI only
through the ratio EI/(kBT ) (this is true only when
nx1 = nx2 = 1/2). Moreover, we mention that in the
presence of both voltage and thermal biases the contri-
bution to the dragged heat current is proportional to the
product V∆T and exhibits the same qualitative behav-
ior as for the voltage or thermal bias only case. For
nx1 = nx2 = 1/2 such contribution vanishes. More man-
ageable expressions can be obtained by further expanding
in powers of the interaction energy EI, namely we get
I
(h)
drag =
[
1
RL2 −
1
RR2
] R‖ξ2
48R V
2, (18)
when ∆T = 0, and
I
(h)
drag =
[
1
RL2 −
1
RR2
] (
pi2 − 6)R‖ξ2
36e2R (kB∆T/2)
2
(19)
when V = 0. Note that both expressions are second order
in EI.
Let us now concentrate on the dependence of the
dragged heat current I
(h)
drag on the external charges, i. e.
on the gate voltages, and show numerical results for
the asymmetric barriers case specified by RR2 = 10RQ,
RL2 = 5RQ (RQ = e2/h is the resistance quantum),
while setting kBT = 0.05EC , R = RL1 = RR1 = 10RQ,
and EI = 0.4EC . In Fig. 4 we plot the dragged heat cur-
rent as a function of nx2 (determined by the gate voltage
acting on island 2) for three different fixed values of nx1.
The black curves accounts for sequential tunneling pro-
cesses only (solid nx1 = 0.5, dashed nx1 = 0.4 and dotted
nx1 = 0.6), while the red solid curve accounts also for co-
tunneling contributions (see below). In Fig. 4a) and 4b)
the currents are, respectively, a result of a voltage bias
V (with ∆T = 0) or a thermal bias ∆T (with V = 0).
Fig. 4a) shows that when nx1 = 1/2, solid curve,
I
(h)
drag exhibits a peak at nx2 = 1/2, while the peak is
shifted to a larger (smaller) value of nx2 when nx1 = 0.4
(nx1 = 0.6). This effect can be understood by noticing
that the dragged heat current is expected to be maxi-
mal when the two chemical potentials of the lower island
δU2(1, 0) and δU2(0, 0) are equidistant with respect to
the equilibrium electrochemical potential set by the elec-
trodes [see Fig. 3]. In this case, in fact, the heat tran-
sition rate for an electron to enter the island from the
left lead (non-vanishing only if n1 = 0) is equal to the
heat transition rate for an electron to leave the island to
go to the left lead (non-vanishing only if n1 = 1). By
departing from the equidistant configuration, one of the
two rates gets suppressed resulting in a suppression of
the heat current40. For nx1 = 1/2 the equidistant con-
figuration occurs when nx2 = 1/2, while when nx1 = 0.4
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FIG. 4: Dragged heat currents plotted as functions of nx2
for different values of nx1. The results accounting for se-
quential tunneling only are plotted in black, while results in-
cluding co-tunneling contributions are plotted in red. RL1 =
RR1 = RL2 = 5RQ, RR2 = 10RQ, kBT = 0.05EC , and
EI = 0.4EC . (a) ∆T = 0 and V = 0.08EC/e; (b) V = 0 and
∆T = 0.08EC/kB . The solid curves have been multiplied by
a factor 1/20 in panel (a) and by a factor 1/4 in panel (b).
The heat current is given in units of I
(h)
0 = e
2/(4C2R).
(nx1 = 0.6) the equidistant configuration occurs when
nx2 = 0.5+0.05EI/EC > 1/2 (nx2 = 0.5−0.05EI/EC <
1/2). Notice that the value of I
(h)
drag is over one order of
magnitude bigger in the case nx1 = 1/2, with respect to
the cases nx1 = 0.4 and nx1 = 0.6. The reason for this
behavior is related to the fact that in the former case the
heat current in the drive circuit (and therefore the energy
transferred in the lower circuit) is maximum.
We checked that the position and the shape of the
peaks does not change by varying the value of V , while
the maximum value increases with it. On the contrary, an
increase in the temperature T produces a proportional in-
crease in the width of the peaks (∆nx2 ' 2kBT/EC), on
the one hand, and a decrease in the separation between
the peaks at nx2 = 0.4 and at nx2 = 0.6, on the other.
Thus, temperature seems to have a less intuitive effect
on the dragged heat current. Remarkably, the width of
the peaks is virtually independent of EI. In Fig. 4b) we
show plots of the dragged heat current in the presence
of a thermal bias in the drive circuit. The behavior of
I
(h)
drag in this case is similar to the one in the presence
of a voltage bias, with the following little differences: i)
the value of the heat current for the cases nx1 = 0.4 and
nx1 = 0.6 is not dramatically suppressed with respect to
the nx1 = 1/2 case (a factor 4 with respect to a factor
20); ii) the shift in the positions of the peaks for the cases
nx1 = 0.4 and nx1 = 0.6 is smaller with respect to the
voltage-bias case.
Let us now concentrate on the role of EI on the dragged
heat current. Notice that the interaction energy can be
expressed as
EI = EC
2
1 + C˜CI
, (20)
where C˜ ≡ C˜1 = C˜2, and that it is bounded by the
inequality EI ≤ 2EC . In Fig. 5, I(h)drag is plotted as
a function of EI for the voltage bias case (dashed red
line) and for the thermal bias case (solid black line) for
nx1 = nx2 = 1/2. As a general feature, we note that the
dragged heat current is maximal for intermediate values
of EI. This agrees with the fact that, on the one hand,
I
(h)
drag must decrease for large values of EI as a consequence
of the fact that the probability p(1, 1), thus the occur-
rence of the process depicted in Fig. 3(b), gets suppressed
(indeed, EI represents the inter-island Coulomb repulsion
which hinders the occupation of the lower island when
the upper island is occupied). On the other hand, I
(h)
drag
vanishes for EI = 0 due to the absence of electrostatic
coupling. In Fig. 5, while the thick lines are numerical
results, the thin lines are the analytical solutions for small
voltage and temperature biases, Eqs. (15) and (16). It
worthwhile stressing that while the red curves coincide,
the black curves closely match only for EI < 0.2EC and
thereafter depart significantly. This is due to the fact
that, despite kB∆T is small with respect to EC , kB∆T
is larger than kBT and Eq. (16) does not hold. Neverthe-
less, the position of the maxima EmaxI are well predicted
by the analytical expressions, Eqs. (15) and (16), even
for larger values of ∆T and V . The solution of a tran-
scendent equation yield EmaxI ' 5.5kBT , for the voltage
bias case, and EmaxI ' 8.5kBT , for thermal bias case.
Finally, unlike Eqs. (15) and (16), we notice that I
(h)
drag at
nx1 = nx2 = 1/2 for large enough V and ∆T depends on
EI not only through the ratio EI/(kBT ).
We conclude this section by comparing the heat cur-
rent in the drive circuit, for example I
(h)
R1 , with the one in
the drag circuit, for example I
(h)
R2 . In the case of a ther-
mal bias, it turns out that I
(h)
R2 < I
(h)
R1 , as expected from
the fact that I
(h)
R1 is linear in ∆T , while I
(h)
R2 is quadratic
in ∆T (at least for small values of ∆T ). In the voltage-
bias case, surprisingly, we find that I
(h)
R2 is larger than I
(h)
R1
for large enough interaction energy, as shown in Fig. 6,
where the crossing occurs at EcrossI ' 0.4EC . More pre-
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FIG. 5: Dragged heat current (sequential tunneling only)
plotted as a function of EI for the case V = 0.08EC and
∆T = 0 (red lines) the case ∆T = 0.08EC and V = 0
(black lines) for nx1 = nx2 = 1/2. Thin black and red
curves are plots of the analytic expressions Eqs. (15) and
(16), respectively. The other parameters are chosen as fol-
lows: RL1 = RR1 = RL2 = 5RQ, RR2 = 10RQ, and
kBT = 0.05EC .
cisely, the value of EcrossI decreases linearly by decreasing
T , thereafter saturating, for small T , to a finite value of
EcrossI ∼ eV , i. e. very close to the applied voltage.
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FIG. 6: Heat currents I
(h)
R1 (solid black curve) and I
(h)
R2 (dashed
red curve) plotted as a function of EI for the case ∆T = 0
and accounting for sequential tunneling only. The other pa-
rameters are chosen as follows: RL1 = RL2 = RR1 = RR2 =
10RQ, nx1 = nx2 = 1/2, V = 0.08EC/e, and kBT = 0.05EC .
B. Co-tunnelling contributions
When the barriers’ resistances do not largely exceed
the resistance quantum RQ and temperatures are low, it
is important to account for second-order tunneling events
(co-tunneling contributions). Given the large number of
electrons in the islands, we will only consider inelastic
co-tunneling. Co-tunneling contributions affect the ex-
pressions of the currents (5), see App. C, and the master
equations, see App. A, by introducing additional terms.
These are related to the co-tunneling particle and heat
transition rates involving an electron entering or leaving
island 1 through the upper leads and a second electron
entering or leaving island 2 through the lower leads (see
App. B). In the present situation, where there are no volt-
age and temperature biases applied to the drag (lower)
circuit, the number of processes that contributes to the
current in L2 (R2) is limited to the ones that involve
a tunneling event between island 2 and its lead L2 (R2)
and all possible tunneling events between island 1 and its
leads L1 and R1 (see App. C for the expression of the cur-
rent I
(h)
R2 ). We were able to obtain analytical expressions
for charge and heat currents only in the voltage-biased
case.
Due to the energy-independence of lead-island cou-
plings, also in the presence of co-tunneling contributions
the currents I
(c/h)
α remain proportional to 1/Rα in such
a way that the charge currents in the drag circuit van-
ish also in the case of asymmetric barriers (RL2 6= RR2).
On the contrary, the dragged heat currents, which are
non-zero even for sequential tunneling, can give rise to
quantitatively important changes (when resistances are
small and temperatures are low). As shown in Fig. 4
(red curves), co-tunneling gives rise to a broadening and
lowering of the peaks with respect to the sequential tun-
neling only case (solid black curves), both in the voltage
and thermal bias cases.
In Fig. 7, I
(h)
drag is plotted as a function of V , for
∆T = 0, in a wide range of voltages up to 0.4EC . The
solid black curve accounts for sequential tunneling only,
while the red dashed curve includes co-tunneling events.
Fig. 7 shows that co-tunneling events produce an increase
of the dragged heat current for values of V in the lower
range and a decrease in the upper range. This reflects
the fact that, for low voltages, co-tunneling contribu-
tions becomes dominant since the Coulomb gap does not
allow for first order transport processes (sequential tun-
neling)9,12. Finally, we numerically check that, for small
voltage and temperature biases, I
(h)
drag remains quadratic
in V and ∆T even when co-tunneling contributions are
important. For the specific choice of parameters used in
Fig. 7, we get that I
(h)
drag remains proportional to V
2 up
to V ∼ 0.05EC/e, when sequential tunneling only is ac-
counted for, while up to V ∼ 0.1EC/e, when co-tunneling
is also included.
C. Superconducting electrode
In this section we assume that one of the electrodes
in the drag circuit (the right-hand one, R2, for definite-
ness) is superconducting. This case is interesting since
the transition rates cannot be written as in Eqs. (6) and
(7). Indeed, the particle transition rates Γ
(c)
R2,2(n1, n2)
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FIG. 7: Dragged heat current I
(h)
drag plotted as a function of
V accounting for sequential tunneling only (solid black line)
and including co-tunneling contributions (dashed red line) for
∆T = 0 and nx1 = nx2 = 0.478. The other parameters are
chosen as follows: RL1 = RR1 = RL2 = 2RQ, RR2 = 4RQ,
EI = 0.1EC and kBT = 0.01EC .
can be written as41
Γ
(c)
R2,2(n1, n2) =
4pi
~
∫
d
∫
d′ |t()|2 ρR2()ρ2(′)fR2()
× [1− f2(′)] δ [′ − + δU2(n1, n2)] , (21)
where ρR2() [ρ2()] is the density of states (DOS) of the
superconducting lead R2 (island 2) and t() is the tun-
neling matrix element of the junction (the heat transition
rates are defined analogously). The DOS of the electrode
R2 is given by
ρR2() = ρ
nor
R2 Θ [|| −∆]
||
(2 −∆2)1/2
, (22)
where ρnorR2 is the DOS of the electrode in the normal
state, Θ is the Heaviside step function, and ∆ is the su-
perconducting gap. We assume that ∆  EC , so that
Andreev reflection is largely suppressed41, and RnorR2 
RQ, so that sequential tunneling of quasi-particles be-
comes the dominant process. RnorR2 is defined as the nor-
mal state tunnel resistance of the junction R2, namely
1
RnorR2
=
4pie2
~
ρ2 ρ
nor
R2 |t|2 , (23)
since the tunneling matrix element is energy-
independent. Notice that Eq. (21) reduces to Eq. (6)
when the energy-dependence of the tunneling matrix
elements and of the DOS of lead and island can be
disregarded.
As shown in Fig. 8(a), the heat currents in the drag
circuit (due to a voltage bias in the drive circuit) plotted
as a function of nx2, with nx1 = 1/2, exhibit a qualita-
tively different behavior when compared with the energy-
independent case. Namely, I
(h)
R2 [dashed red curve in
Fig. 8(a)] is not a bell-shape function, but rather presents
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FIG. 8: Heat (a) and charge (b) drag currents versus nx2
for fixed nx1 = 1/2 in the case where R2 is a superconducting
electrode. The other parameters are chosen as follows: RL1 =
RR1 = RR2 = R = 5RQ, RL2 = 200RQ, EI = 0.3EC , kBT =
0.05EC , ∆ = 0.4EC . The charge current is given in units
of I
(c)
0 = e/(2CR). Charge drag current (b) is obtained by
applying a thermal bias kB∆T = 0.08EC , whereas the heat
drag current (a) is obtained by applying a voltage bias ∆V =
0.08EC/e.
two maxima, symmetric with respect to nx2 = 1/2, sep-
arated by a shallow dip. This behaviour is a result of the
peculiar energy-dependence of the DOS of the supercon-
ductor, which presents a gap around the equilibrium elec-
trochemical potential and narrow peaks at  = ±∆ [see
Eq. (22)]. The former, on the one hand, suppresses the
transfer of quasi-particles in and out of the right electrode
R2 when nx2 ' 1/2, see Fig. 9(a), thus producing a dip
in I
(h)
R2 . The narrow peaks, on the other hand, promote
such transfer when nx2 = 1/2−∆/(2EC)+EI/(4EC), i. e.
when nx2 is such that δU2(0, 0) [δU2(1, 0)] is close to ∓∆
[see the sketch in Fig. 9(c)], inducing an enhancement of
the heat flow into the electrode R2.
Let us now consider the behavior of I
(h)
L2 , represented
by the solid black curve in Fig. 8(a). Remarkably, I
(h)
L2
takes negative values for nx2 ' 0.6 and nx2 ' 0.4, which
means that heat is extracted from reservoir L2. We
observe that such heat extraction is related (occurring
9roughly at the same values of nx2) to the peaks in the
heat current entering R2. One could intuitively imagine
that the heat extracted from L2 results from a “compen-
sation” of the enhanced heat flow entering R2. We point
out that heat extraction occurs only when three condi-
tions are met, namely when kBT < EI, EI ≈ ∆ and RL2
is larger than the other tunnel resistances.
Furthermore, we find that the superconducting elec-
trode R2 allows a finite thermoelectric drag of charge
current. Fig. 8(b) shows the dragged charge thermocur-
rent (i. e. due to a thermal bias in the drive circuit)
plotted as a functions of nx2, for a fixed nx1 = 1/2. The
dragged charge thermocurrent, on the one hand, vanishes
at nx2 = 1/2 because of the symmetric energy configu-
ration [see Fig. 9(a)]. For nx2 < 1/2, however, the two
chemical potentials shift up [see Fig. 9(c))] so that the up
most one matches the peak of the DOS of the supercon-
ductor, thus favouring a charge current flowing towards
the right, i. e. I
(c)
R2 becomes positive. For nx2 > 1/2,
an analogous argument holds for which the transfer of
holes towards the right is favoured when the down most
chemical potential matches the peak of the DOS of the
superconductor [see Fig. 9(b)], so that I
(c)
R2 takes negative
values.
We remark that the necessity for energy-dependent
lead-island couplings in the drag circuit, in order to ob-
tain a drag of charge, was discussed for single-level QD-
based Coulomb-coupled systems in Refs. 9, 11, 12, 13 and
14, in the presence of a voltage bias. Energy-dependent
couplings were introduced through the dependence on the
charge state of the QDs of the transition rates between
leads and QD, in Refs. 9 and 12, and through the linear
energy dependence of the DOS of graphene in Refs. 13
and 14. These mechanisms, however, are not realistic for
metallic islands.
Finally, we wish to mention that, in the limit of small
biases, both I
(c)
drag and I
(h)
drag are second order in V or
∆T , independently of the values of nx1 and nx2 (anal-
ogously to what found in Ref. 9 and 11 for the drag of
charge in the biased-voltage case of QD-based systems).
We checked that first order contributions in V or ∆T
appear when an additional superconducting electrode is
included in the drive circuit, i. e. when energy-dependent
lead-island couplings are present in the drive circuit as
well as in the drag circuit (analogously to what found in
Ref. 9 for the drag of charge in the biased-voltage case
of QD-based systems). Furthermore, the heat currents
in the drag circuit are proportional to V or ∆T when
energy-dependent couplings are present at least in the
drive circuit.
IE
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FIG. 9: Sketch of the energies in the presence of a supercon-
ducting electrode on R2, for nx1 = 1/2. The red line repre-
sent the superconducting DOS, with a gap equal to ∆ cen-
tered at the equilibrium electrochemical potential of the elec-
trodes (dashed thin line). Blue lines represent the two chem-
ical potentials of the lower island, δU2(1, 0) and δU2(0, 0).
Such chemical potentials, according to Eqs. (13) and (14),
are symmetric with respect to the electrochemical potential
of the electrodes when nx2 = 0.5 [(panel a)], shift downwards
[(panel b)] when nx2 > 0.5, and shift upwards [(panel c)] when
nx2 < 0.5.
III. COULOMB-COUPLED QUANTUM WIRES
 
𝐿𝐼 
𝐿 
𝑈12 
FIG. 10: Sketch of the two Coulomb-coupled quantum wires
of length L. The region where the inter-wire interaction is
present is LI (with LI  L) long.
In this section we consider the mesoscopic system con-
sisting of two parallel 1D quantum wires (QW) of length
L interacting in a region of length LI  L, see Fig. 10,
oriented along the x-direction. The total Hamiltonian of
the system can be written as
H =
∫
dxH1(x) +
∫
dxH2(x) +Hint (24)
where Hi(x) is the Hamiltonian density of the wire i =
1, 2. At low temperatures (T  TF , where TF is the
Fermi temperature), a QW can be described through the
Luttinger liquid Hamiltonian, whose density is
Hi(x) = vi
2
[
gPi(x)
2 +
1
g
(∂xφi(x))
2
]
, (25)
where vi and gi, respectively, are the Luttinger ve-
locity and interaction parameter (gi ≷ 1 for attrac-
tive/repulsive intra-wire interaction), while φi and Pi are
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canonically conjugated bosonic fields that describe the
electronic excitations near the Fermi surface. Details of
the bosonization formalism can be found, for example, in
Ref. 42. The coupling between the QWs is
Hint =
∫
dxdy U12(x− y)ρ1(x)ρ2(y), (26)
where ρ1/2 is the density in QW 1/2 and U12 is the inter-
wire Coulomb coupling. U12 is assumed to be relevant
only in the interaction region of size LI.
In the case of the Coulomb drag, the total Hamiltonian
commutes with the charge on each wire, so that there
cannot be an electric current between the two wires. This
is not the case for the thermal drag, since the coupling
does not conserve the energy on each wire and enables
an inter-wire energy transfer. In general, there will be a
heat current flowing between the two wires unless they
have equal energy. In addition, if there is a temperature
difference between the extremes of wire 1, there will be a
drag heat current flowing in wire 2 as well as a drive cur-
rent in wire 1. Since there can be heat transfer between
the two wires, the thermal currents at the two extremes
of a wire may be different.
We identify with I
(c/h)
α the charge/heat current evalu-
ated at the extremes of the QW, i.e. very far from the
region of interaction. We calculate them through the con-
tinuity equations expressing the conservation of particle
and energy, respectively given by
∂xI
c
α + e∂tρα = 0 (27)
and
∂xI
h
α + ∂tHα = 0. (28)
In addition to the drag current, Eq. (1), we define the
longitudinal currents in the drive circuit as43
I
(c/h)
‖ =
I
(c/h)
R1 − I(c/h)L1
2
. (29)
By combining the continuity equations with the
Schro¨dinger equation, under the assumption that the re-
gion of interaction is much smaller than the size L of
the QWs (and does not scale with L), we can write the
dragged and longitudinal currents in the bosonized form
as
I
(h)
drag = −
v22
2
1
L
∫
dx{∂xφ2(x), P2(x)} (30)
and
I
(h)
‖ = −
v21
2
1
L
∫
dx{∂xφ1(x), P1(x)}, (31)
respectively.
In the linear response regime, we can describe the heat
transport using the resistivity matrix [ρ(h)] through the
expression (∇T1
∇T2
)
= −[ρ(h)]
(
I
(h)
‖
I
(h)
drag
)
, (32)
where ∇Ti is the temperature gradient in QW i and
[ρ(h)] = −
(
ρ
(h)
11 −ρ(h)12
−ρ(h)21 ρ(h)22
)
. (33)
In particular, the trans-resistivity is defined as ρ
(h)
12 ≡
∇T1
I
(h)
drag
when I
(h)
‖ = 0. We calculate ρ
(h)
12 by generalising
the Kubo formula to the conductivity matrix (the in-
verse of [ρ(h)]) and then applying the memory function
formalism44 obtaining
ρ
(h)
12 = −
9
pi2
L
∞∫
0
dt
1/kBT∫
0
dβ′
〈I˙(h)drag(−t)I˙(h)‖ (iβ′)〉
v1v2k5BT
4
. (34)
Note that usually the Kubo formula for the conductiv-
ity involves the expectation value of two currents. When
we invert it to find the resistivity, therefore, we “pay
the price” of having an expectation value of two current
derivatives. However, this actually simplifies the calcula-
tions, since for weak coupling we expand such derivatives
in powers of U12 and find that the leading order for ρ
(h)
12
is quadratic. Using Eqs. (26), (30), (31), (34) and
I˙
(h)
‖,drag = i
∫
dxdy U12(x− y)[ρ1(x)ρ2(y), I(h)‖,drag], (35)
we switch to the Fourier space and find
ρ
(h)
12 =
∫
k,ω>0
dkdω
9v1v2k
2U212(k)
2pi4k5BT
4
A1(k, ω)A2(k, ω)
sinh2(ω/2T )
,
(36)
where
Ai(k, ω) =
1
2
∫
dxdt e−ikx+iωt〈[ρi(x, t), ρi(0, 0)]〉 (37)
is the spectral function of wire i.
Let us discuss the physical meaning of Eq. (36). The
trans-resistivity is quadratic in U12 in the limit of weak
coupling and it is also proportional to an integral over
frequencies of the density-density correlation functions of
the two wires, evaluated at equilibrium for U12 = 0. The
integral is weighted by an hyperbolic sine squared, which
reflects the bosonic character of the excitations carry-
ing the thermal current. As we will discuss below, the
dominant contribution to the trans-resistivity is positive:
this is not surprising since the moving carriers in wire 2
tend to drag the carriers in wire 1 along their direction of
motion. To keep them at rest a thermal gradient whose
direction is the same of I
(h)
drag must be applied to wire 1.
We notice that Eq. (36) is identical to the formula for
the electrical trans-resistivity3,44, except for the factor
in front of the integral. Indeed, the electrical trans-
resistivity ρ
(c)
12 (defined as Eapp/I(c)drag at I(c)|| = 0, with
Eapp being the electric field applied to the drive wire) is
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given by
ρ
(c)
12 =
∫
k,ω>0
dkdω
k2U212(k)
2pi2e2n1n2T
A1(k, ω)A2(k, ω)
sinh2(ω/2T )
(38)
so that one obtains
ρ
(c)
12
ρ
(h)
12
=
pi2
9
k5BT
3
e2n1n2v1v2
. (39)
This represents a Wiedemann-Franz-like law for drag,
which, remarkably, states that the ratio of electrical to
thermal trans-resistivity is proportional to T 3, in con-
trast to the ordinary Wiedemann-Franz law for drive
currents33 which exhibits a ratio proportional to T . This
result may be a consequence of the linear spectrum ap-
proximation made in the limit of low temperatures: in
this limit the thermal current is linear in k, exactly as
the electric current.
For the sake of definiteness, we will now assume that
the inter-wire coupling has the following specific form,
U12(k) = U12(0)e
−k/k0 . (40)
Although the quantitative behaviour of the thermal
trans-resistivity depends on this choice, we expect the
qualitative features to be far more general. The rele-
vant temperature scales are: i) T0 = vF k0/kB , associ-
ated to the typical wavevector scale k0 over which the
coupling U12(k) decays (k0 is very small for long range
interactions, while approaches infinity for point-like in-
teractions); ii) T1 = kF δv/kB , associated to the differ-
ence between the Luttinger velocities of the two wires
δv = v2 − v1, assumed to be small, so that T1  T0. In
the definition of T0, we have used the average Fermi ve-
locity vF = vg, where v = (v1+v2)/2 and g = (g1+g2)/2.
Ai(k, ω) has two contributions: one coming from the
forward scattering (in which a small momentum transfer
near the Fermi surface occurs) and one originating from
the back scattering, involving a momentum transfer be-
tween the opposite sides of the Fermi surface. The second
contribution is negligible for T  TF and it is not taken
into account any further. For well defined excitation we
would have Ai(k, ω) ∼ δ(ω − vik). However, we need to
consider the finite lifetime of these excitations, such that
Ai has a certain width and it is given by
Ai(k, ω) ∼ δω
(ω − vik)2 + δω2 , (41)
where δω is a quantity related to the band dispersion
curvature and to the thermal broadening of excitations3.
A1 and A2 are peaked at different positions (v1k and v2k,
respectively), so that their overlap is determined by T1.
In fact, the smaller T1 is, the larger the overlap and ρ
(h)
12
are. We follow a procedure similar to the one outlined in
Ref. [3] to calculate the integral in Eq. (36) and find that
ρ
(h)
12 ∼ T for T  T1, ρ(h)12 ∼ 1/T for T1  T  T0 and
ρ
(h)
12 ∼ 1/T 3 for T0  T . As a result, the trans-resistivity
presents a peak for intermediate temperatures and goes
to zero for low and high T . This is shown in Fig. 11,
where the normalized thermal trans-resistivity is plotted
as a function of temperature T for various values of g and
fixed T1 = 0.2T0 (top panel) and for various values of T1
and fixed g = 1 (bottom panel). In particular, Fig. 11
(top panel) shows that ρ
(h)
12 gets suppressed for stronger
repulsive interaction (or smaller g). For completeness,
we report in Fig. 12 the 3D plot of the normalized ρ
(h)
12
as a function of T and the ratio T1/T0. We stress that
ρ
(h)
12 turns out to be proportional to U(0)
2, the strength
of inter-wire coupling at k = 0. Finally, by defining the
trans-conductivity as σ
(h)
21 ≡ −J (h)drag/∇T1 (at ∇T2 = 0)
we find that σ
(h)
21 ∝ T 2ρ(h)12 , so that its peak is shifted to
larger T compared to the peak of ρ
(h)
12 .
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FIG. 11: (Color online). Plot of ρ
(h)
12 /ρ
(0)
12 for various values
of g and fixed T1/T0 = 0.2 (top panel), and for various values
of T1 and fixed g = 1 (bottom panel). We have defined ρ
(0)
12 ≡
mU2(0)/(vF k
2
BT0).
A. Numerical simulations
In this section, we complement our analytical study
with numerical computations. Namely we model each
12
FIG. 12: 3D plot of ρ
(h)
12 /ρ
(0)
12 as a function of T/T0 and T1/T0
for g = 1.
FIG. 13: Diagram of the discrete system used with next neigh-
bor hopping (J ) and interaction (J∆) terms.
quantum wire with a discrete chain of spinless electrons
(Fig. 13) and employ a protocol based on the matrix
product states (MPS) formalism36 to simulate the time
evolution of our system out of equilibrium. When a tem-
perature gradient is present, the current reaches a non
equilibrium steady state after a transient phase34,35. We
study the system at temperatures comparable with the
Fermi energy and focus on the dependence on the inter-
wire interaction, exploring the regime of strong couplings.
The Hamiltonian of the electrons chain is related
to the spin 1/2 XXZ model by a Wigner-Jordan
transformation42. The kinetic (Hkin) and interaction
(Hint) terms are modelled in a simple way, using a next
neighbour hopping and a next neighbour interaction as
follows
Hkin = −J
2
∑
i
(
a†i+1ai + a
†
iai+1
)
, (42)
Hint = J∆
∑
i
(
a†i+1ai+1 −
1
2
)(
a†iai −
1
2
)
. (43)
Here i = 1, ..., N labels the electron sites, while a†i (ai)
create (annihilate) an electron on site i. The hopping
parameter J has the dimensions of an energy and is
related to the Fermi velocity of the system. The next
neighbor interaction depends on the densities of the two
neighboring sites and its strength is tuned by the dimen-
sionless parameter ∆, which determines the phase of the
system. In fact, for ∆ < −1 the chain is in a ferro-
magnetic ordered phase, while ∆ > 1 corresponds to an
antiferromagnetic one. For |∆| < 1 the Hamiltonian de-
scribes a system of interacting electrons with either re-
pulsive (∆ > 0) or attractive (∆ < 0) interaction. At
low temperatures Eqs. (42-43) describe a Luttinger liq-
FIG. 14: Schematic picture of the thermal state of the system
for t ≤ 0 (top panel) and of the time evolution of the system
for t > 0 (bottom panel). In the upper panel, for each half
of the wire the inverse temperature is shown. In the lower
panel, the coupling region is coloured in blue and the drive
and drag currents are shown.
uid and there are precise relations between J and ∆ and
the Luttinger parameters v and g42.
Once the Hamiltonian for one wire is defined, we just
need to consider two of them and model the inter-wire
interaction as a local coupling. More precisely, we as-
sume that the inter-wire interaction is proportional to
the densities and non-zero only for corresponding sites
on the two QWs, i. e.
H12 =
∑
i
Ui
(
a†i,1ai,1 −
1
2
)(
a†i,2ai,2 −
1
2
)
, (44)
where Ui represents the interwire coupling. For the sake
of simplicity, we choose Ui = U for the two couples of
central sites and Ui = 0 otherwise. Therefore, the total
Hamiltonian H is simply the sum H = Hkin,1 +Hint,1 +
Hkin,2 +Hint,2 +H12.
The MPS formalism enables to perform a time evolu-
tion (both real and imaginary) of the system, thus allow-
ing to assign a certain temperature to the system and a
temperature gradient to the drive QW by evolving them
into the appropriate thermal state. The real time evolu-
tion then allows to reach the steady state. The detailed
protocol used in the computations follows two main steps
(see Fig. 14):
• The system is assigned into its thermal state us-
ing an imaginary time evolution. This evolution is
carried out without considering the inter-wire cou-
pling and removing the next neighbor interaction
between the central couples of sites, so that the
wires are effectively split into halves. The left half
of the drive wire is evolved into a state with inverse
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temperature βL, while the right half is evolved up
to a different βR (it is the crudest yet simplest way
to create a temperature difference). In the drag
chain, we chose the left and right half to have the
same inverse temperature (βL + βR)/2. For each
half of the wires we use the corresponding Hamil-
tonian to perform the imaginary time evolution.
• At t = 0 the next neighbors interaction between the
central sites is switched on, connecting the halves
of the two wires, and we also turn on the inter-wire
coupling. For t > 0 the system is now evolved in
real time using the complete hamiltonian H. After
a transient phase, the system and the drag current
reach a stationary state.
In the numerical simulations we can tune the following
parameters: U , ∆, N , βL and βR. Because of computa-
tional time constraints, we choose the number of sites to
be N = 20 (we check that this value is high enough to en-
sure that the finite size effects are not important). Notice
that on the relevant time scales, the energy of the sites
at the edges of the wires does not change appreciably,
meaning that the system has not thermalized yet. Since
we can not choose small values of temperature, as the
computational time would be too long, we select values
of βL and βR of order J−1. The simulations are run with
various values of ∆ in the range −1 < ∆ < 1, though we
observe that the differences are mostly quantitative and
thus focus mainly on the free electrons case (∆ = 0). The
heat currents I
(h)
L2 and I
(h)
R2 are calculated as discrete time
derivatives of the energy in the left/right half of the drag
wire. By observing the time-dependent behavior of the
drag current I
(h)
drag, its stationary value can be extracted
within a proper time-window (see App. D for details).
We now focus on the dependence on U of the stationary
I
(h)
drag, which we plot in Fig. 15 for ∆ = 0, βL = 0.5J−1,
βR = 0.75J−1 and positive values of U (inversion sym-
metry holds when changing the sign of U). We notice
that the behavior of the drag current is quadratic in U
for weak couplings up to U ∼ 0.5J . The data points from
the numerical simulation (represented as black squares in
Fig. 15) are fitted with a parabola (dotted red line) and
with a polynomial curve of the form aU2 + bU4 (blue
solid line). We find that the quartic correction is neg-
ative (i. e. b < 0) and it is in very good agreement
with the numerical data up to U ∼ J . Notice that the
results of the simulations extend the U2-dependence of
I
(h)
drag, found in the previous section for low temperatures
and weak coupling, to a larger temperature range.
IV. CONCLUSIONS
In summary, in this paper we have studied the phe-
nomenon of electronic thermal drag in two different se-
tups, namely for capacitively-coupled metallic islands
and for parallel quantum wires. In the metallic island
FIG. 15: Plot of the stationary value of I
(h)
drag as a function of
U for ∆ = 0, βL = 0.5J−1 and βR = 0.75J−1. The square
points represent the data from the simulations, the blue solid
line (aU2 + bU4) fits all the points, while the red dotted line
(parabola) misses the last two points (for U & 0.5J ).
case, using the master equation approach we have studied
both the sequential and the co-tunneling contributions to
thermal drag in the presence of either a voltage bias or
a temperature bias. In the sequential tunneling regime
we have obtained analytical results for small biases, find-
ing, in particular, that I
(h)
drag is quadratic in ∆T or V and
non-monotonous as a function the coupling between the
islands (inter-island repulsion). We have found that such
behavior holds even when co-tunneling processes are in-
cluded. Finally, we have explored the consequences of
energy-dependent island-electrode coupling by replacing
one of the electrodes in the drag circuit with a super-
conductor. Apart from allowing a finite dragged charge
current, we have found that the presence of the supercon-
ducting electrode can cause the extraction of heat from
the remaining normal electrode in the drag circuit.
In the case of the two interacting parallel quantum
wires, we have derived an analytic expression for the ther-
mal trans-resistivity ρ
(h)
12 , using the Luttinger liquid the-
ory and the bosonization technique, in the weak-coupling
limit and at low temperatures. We have found that
ρ
(h)
12 turns out to be proportional to the electric trans-
resistivity ρ
(c)
12 , in such a way that their ratio is pro-
portional to T 3 and obeys a sort of Wiedemann-Franz
law for drag. Furthermore, we have analyzed the be-
havior of the thermal trans-resistivity in the temperature
ranges defined by two temperature scales which naturally
emerge: T0, associated to the characteristic wave-vector
of the coupling, and T1 (with T1 < T0), associated to
the difference between the Luttinger velocities of the two
wires. We have found that ρ
(h)
12 behaves linearly in T for
T  T1, decreases like 1/T for T1  T  T0 or like
1/T 3 for T0  T , and presents a peak in between these
regimes. Finally, we have performed numerical simula-
tions that allowed to confirm our analytical results in the
weak-coupling regime and to access the strong-coupling
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regime. We have showed that, in the latter case, ρ
(h)
12
acquires a quartic correction in the inter-wire coupling
which adds up to the quadratic behavior characteristic
of the weak-coupling regime.
As argued in the following, both setups are experi-
mentally feasible with current technology. In the case
of metallic islands, the Coulomb coupling between two
such islands has been realised by placing close together
two single electron transistors, while making sure that no
electron transfer occurs between them, see for example
Refs. 29 and 45. On the other hand, Coulomb coupling
between a pair of quantum wires was realised already
in Refs. 5 and 46 for the measurement of the Coulomb
drag (more experimental literature can be found in the
review Ref. 2). In both cases, heat currents can be de-
termined by making use of heat budget models which
account for all possible heat exchanges between the sys-
tems and their environment. See, for example, Ref. 47
for the case of metallic islands, and Ref. 48, for the case
of quantum wires (multiwalled nanotubes).
We believe that the results obtained in this paper can
be also relevant for the implementation of non-local ther-
mal machines. Indeed, the four-terminal system depicted
in Fig. 1 can be operated as a non-local heat engine where
the temperature difference between the two upper reser-
voirs can be used to extract work from the lower cir-
cuit. Likewise, a non-local refrigerator uses the work per-
formed on the upper circuit to cool one of the lower reser-
voirs. Autonomous refrigerators, where heat is provided
instead of work in the upper circuit, can also be envisaged
(see Refs. 20 and 49). Moreover, the four-terminal setup
can be operated as a thermal gating system, similarly to
the three-terminal setups of Refs. 22 and 50, where the
heat or charge flow in the upper circuit is controlled by
changing the temperature of the reservoirs in the lower
circuit.
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Appendix A: Master equations for two capacitively-coupled islands
The expressions for the master equations which involve all possible sequential and co-tunneling particle transition
rates are
−
∑
αν
[
Γ
(c)
ν,1(n1, n2) + Γ
(c)
α,2(n1, n2) + γ
(c)
αν (n1, n2)
]
× p(n1, n2) +
∑
ν
Γ
(c)
1,ν(n1, n2)× p(n1 + 1, n2)
+
∑
α
Γ
(c)
2,α(n1, n2)× p(n1, n2 + 1) +
∑
αν
γ(c)αν (n1 + 1, n2 + 1)× p(n1 + 1, n2 + 1) = 0,∑
ν
Γ
(c)
ν,1(n1, n2)× p(n1, n2)−
∑
αν
[
Γ
(c)
1,ν(n1, n2) + Γ
(c)
α,2(n1 + 1, n2) + γ
(c)
αν (n1 + 1, n2)
]
× p(n1 + 1, n2)
+
∑
αν
γ(c)αν (n1, n2 + 1)× p(n1, n2 + 1) +
∑
α
Γ
(c)
2,α(n1 + 1, n2)× p(n1 + 1, n2 + 1) = 0,∑
α
Γ
(c)
α,2(n1, n2)× p(n1, n2) +
∑
αν
γ(c)αν (n1 + 1, n2)× p(n1 + 1, n2) +
∑
ν
Γ
(c)
1,ν(n1, n2 + 1)× p(n1 + 1, n2 + 1)
−
∑
αν
[
Γ
(c)
2,α(n1, n2) + Γ
(c)
ν,1(n1, n2 + 1) + γ
(c)
αν (n1, n2 + 1)
]
× p(n1, n2 + 1) = 0,∑
αν
γ(c)αν (n1, n2)× p(n1, n2) +
∑
α
Γ
(c)
α,2(n1 + 1, n2)× p(n1 + 1, n2) +
∑
ν
Γ
(c)
ν,1(n1, n2 + 1)× p(n1, n2 + 1)
−
∑
αν
[
Γ
(c)
2,α(n1 + 1, n2) + Γ
(c)
1,ν(n1, n2 + 1) + γ
(c)
αν (n1 + 1, n2 + 1)
]
× p(n1 + 1, n2 + 1) = 0, (A1)
where p(ni, nj) gives the occupation probability for the states (ni, nj), α = {L2,R2} and ν = {L1,R1}. The
sequential tunneling rates Γ
(c)
α,ν(n1, n2) are given by Eqs. (6) and (7) whereas the co-tunneling rates γ
(c)
αν (n1, n2) are
given in Appendix B. From the conservation of probability, i.e.
p(n1, n2) + p(n1 + 1, n2) + p(n1, n2 + 1) + p(n1 + 1, n2 + 1) = 1,
the master equations can be solved to obtain the probabilities in terms of transition rates.
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Appendix B: Charge and heat transition rates for co-tunneling
Assuming small biases and low temperature, only four states for the occupation of the islands need to be taken into
account. When the initial state is (n1, n2), such transition rates are associated to an electron reaching island 2 from
lead α =L2, R2 and another electron reaching island 1 from lead ν = L1, R1 and can be written as
γ(c/h)αν (n1, n2) =
1
e2Rα
1
e2RνH
(c/h)
n1,n2 (δU2, δU1 − eVν , δU1 + δU2 + EI − eVν) , (B1)
where,
H(c/h)n1,n2 (E1, E2, E3) =
~
2pi
∫ ∞
−∞
dξF
(c/h)
α2 (−ξ)F (c)ν1 (ξ + E3)
∣∣∣∣ 1ξ + E1 − iη − 1ξ + E3 − E2 − iη
∣∣∣∣2 (B2)
is a function whose first and second arguments represent the intermediate energy states due to tunneling in island 2
and island 1, respectively, while the third argument represents the total change in energy of the cotunnelling process.
Similarly, when the initial state is (n1 + 1, n2 + 1), the transition rates are associated to an electron reaching island 2
from lead α =L2, R2 and another electron reaching island 1 from lead ν =L1, R1 and can be written as
γ(c/h)αν (n1 + 1, n2 + 1) =
1
e2Rα
1
e2RνH
(c/h)
n1+1,n2+1
(−δU2 − EI ,−δU1 − EI + eVν ,−δU1 − δU2 − EI + eVν) . (B3)
H
(c/h)
n1+1,n2+1
(E1, E2, E3) =
~
2pi
∫ ∞
−∞
dξ G
(c/h)
2α (ξ)G
(c)
1ν (−ξ − E3)
∣∣∣∣ 1ξ + E1 − iη − 1ξ + E3 − E2 − iη
∣∣∣∣2 (B4)
Analogously, the expressions relative the remaining initial states (n1 + 1, n2) and (n1, n2 + 1) can be written as
γ(c/h)αν (n1 + 1, n2) =
1
e2Rα
1
e2RνH
(c/h)
n1+1,n2
(δU2 + EI ,−δU1 + eVν ,−δU1 + δU2 + eVν) (B5)
and
γ(c/h)αν (n1, n2 + 1) =
1
e2Rα
1
e2RνH
(c/h)
n1,n2+1
(−δU2, δU1 + EI − eVν , δU1 − δU2 − eVν) , (B6)
respectively, where
H
(c/h)
n1+1,n2
(E1, E2, E3) =
~
2pi
∫ ∞
−∞
dξF
(c/h)
α2 (−ξ)G(c)1ν (−ξ − E3)
∣∣∣∣ 1ξ + E1 − iη − 1ξ + E3 − E2 − iη
∣∣∣∣2 . (B7)
H
(c/h)
n1,n2+1
(E1, E2, E3) =
~
2pi
∫ ∞
−∞
dξG
(c/h)
2α (ξ)F
(c)
ν1 (ξ + E3)
∣∣∣∣ 1ξ + E1 − iη − 1ξ + E3 − E2 − iη
∣∣∣∣2 . (B8)
We could compute the integrals in Eqs. (B2) and (B7) exactly at first order in ∆T and for arbitrary V using the
standard approaches11,26,51 (see App. C). Note, in particular, that the master equations are affected by the co-
tunneling processes that involve electrodes on different circuites, since they change the occupations of the islands (see
App. A).
1. Derivation
The co-tunneling rate in its most general form when one electron enters island 1 and another electron leaves island
2 can be written as:
γ(c)αν =
~
2pie4RαRν
∫
dEαdEνdEs1dEs2fν(Eν) (1− fα(Eα)) f2(Es2) (1− f1(Es1))∣∣∣∣ 1E+ + Es1 − Eν + 1E− + Eα − Es2
∣∣∣∣2 δ (Eα − Eν + Es1 − Es2 + ∆E)
=
~
2pie4RαRν
∫
dξαdξνF
(c)
ν1 (−ξν)G(c)2α(ξα)
∣∣∣∣ 1E+ + ξν + 1E− + ξα
∣∣∣∣2 δ (ξα + ξν + ∆E) (B9)
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where, Ej , j = {α, ν, si} refers to the energy states of the corresponding leads and islands; ∆E is the total energy
change in the co-tunneling process which can be written in terms of change in electrostatic energy and potential bias.
Since the temperature of both of the islands is same, the above expression for co-tunneling rate is equally applicable for
co-tunneling involving only one island. Also, G
(c)
2α is the sequential tunneling rate corresponding to the α
th reservoir
given by Eq. (9).
Case 1: ∆T = 0
When ∆T = 0, we can use the following simplification;
G
(c)
2α(−E) = F (c)ν1 (E) = F (E)
On using above identity and applying delta function in one of the integral, Eq. (B9) reduces to;
γ(c)αν =
~
2pie4RαRν
∫
dF (−)F (+ ∆E)
∣∣∣∣ 1+ E1 − iη − 1+ E2 − iη
∣∣∣∣2 (B10)
where, E1 = E
+; E2 = −E− + ∆E and η → 0 is applied to regularize the divergent integral in Eq. (B9). All the
co-tunneling rates involving either two islands or one island can be written in this form with corresponding E1, E2
and resistances involved. The regularization method, described in ref.11,51, involves the removal of divergent terms
using the sequential transition rates.
Using n(E) = 1/
(
eE/kBT − 1), we get
F (−)F (+ ∆E) = − (+ ∆E) [n(+ ∆E)− n()]n(∆E),
n(E) =
1
eE/kBT − 1 = −
1
2
[
1− iCot
(
iE
2kBT
)]
.
Using the identity,
ψ (1− z)− ψ (z) = piCot(piz),
we obtain:
n(+ ∆E)− n() = i
2pi
[
ψ
(
1−
(
iβ(+ ∆E)
2pi
))
− ψ
(
1− iβ
2pi
)
− ψ
(
iβ(+ ∆E)
2pi
)
+ ψ
(
iβ
2pi
)]
. (B11)
Representing,
ψ−(′) = ψ
(
1− iβ
′
2pi
)
ψ+(′) = ψ
(
iβ′
2pi
)
,
we may write the co-tunneling rate in complex form as:
γ(c)αν = κ
∫ ∞
−∞
dz g(z)
[
ψ−(z + ∆E)− ψ−(z) + ψ+(z)− ψ+(z + ∆E)] ∣∣∣∣ 1z + E1 − iη − 1z + E2 − iη
∣∣∣∣2 (B12)
where g(z) = z(z + ∆E) and κ = −i~n(∆E)4pi2e4RαRν . With,
I−(E1, E2) = κ
∫ ∞
−∞
dz g(z)∆ψ−(z)
(E2 − E1)2[
(z + E1)
2
+ η2
] [
(z + E2)
2
+ η2
] (B13)
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and,
I+(E1, E2) = κ
∫ ∞
−∞
dz g(z)∆ψ+(z)
(E2 − E1)2[
(z + E1)
2
+ η2
] [
(z + E2)
2
+ η2
] (B14)
where,
∆ψ±(−Ei) = ψ±(∆E − Ei)− ψ±(−Ei)
the co-tunneling rate can be written in compact form as;
γ(c)αν = I
−(E1, E2)− I+(E1, E2). (B15)
1. Calculation of the Residues
To solve the integral in Eq. (B12), we break it into ψ+ and ψ− terms in Eq. (B13) and Eq. (B14) to have poles
due to the digamma functions only either on upper half or lower half of complex plane. Now, to evaluate I−, we close
our contour in upper complex plane using an infinite radius semi-circle so that we have no poles from ψ− inside the
contour. Hence, the only pole enclosed by the contour is given by;
z = −Ei + iη
The residue for above poles can be calculated to obtain;
a
(i)
−1(I
−) =
αg(iη − Ei)∆ψ− (−Ei + iη) (Ej − Ei)
2iη (Ej − Ei + 2iη) (B16)
Similarly, to evaluate I+, we close our contour in the lower complex plane so that we have no poles from ψ+ inside
the contour. Hence, the only pole enclosed by the contour is given by;
z = −Ei − iη
The residue for above pole can be calculated to obtain;
a
(i)
−1(I
+) =
αg(iη − Ei)∆ψ+ (−Ei − iη) (Ej − Ei)
−2iη (Ej − Ei − 2iη) (B17)
2. Calculation of I(E1, E2)
The integral in Eq. (B13) can be written as sum of residues as;
I−(E1, E2) =
piκ
η
∑
ij
[
g (−Ei + iη) ∆ψ− (−Ei + iη) (Ej − Ei)
(Ej − Ei + 2iη)
]
(B18)
We Taylor expand in η, the term inside the square bracket of Eq. (B18). We keep only the first order term in η (which
eventually is independent of η as observed from Eq. (B18)) and we remove the zeroth order term which diverges when
η → 0. We get:
I− (E1, E2) = 2piiκ
∑
ij
[
g(−Ei)
Ei − Ej ∆ψ
−(−Ei) + 1
2
g′(−Ei)∆ψ−(−Ei)− iβ
4pi
g(−Ei)∆ψ−1 (−Ei)
]
(B19)
where;
∆ψ±1 (−Ei) = ψ±1 (∆E − Ei)− ψ±1 (−Ei)
and ψ1 represents the first derivative of ψ. Next, we will solve integral (B14) using similar approach. We obtain
I+ (E1, E2) = −2piiκ
∑
ij
[
g(−Ei)
Ei − Ej ∆ψ
+(−Ei) + 1
2
g′(−Ei)∆ψ+(−Ei)− iβ
4pi
g(−Ei)∆ψ+1 (−Ei)
]
(B20)
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3. Contribution from the semi-circle arcs
To calculate the contribution form the semi-circle arcs, we consider the case for z →∞. We use following asymptotic
expansion for the digamma function
ψ(z)
∣∣∣
z→∞
≈ ln(z)− 1
2z
+O(z−2). (B21)
Using Eq. (B21), we obtain
∆ψ+() = ψ+(+ ∆E)− ψ+() = ψ
(
iβ
2pi
(+ ∆E)
)
− ψ
(
iβ
2pi

)
≈ ∆E

+O(−2)
∆ψ−() = ψ−(+ ∆E)− ψ−() = ψ
(
1− iβ
2pi
(+ ∆E)
)
− ψ
(
1− iβ
2pi

)
≈ ∆E

+O(−2)
and, ∣∣∣∣ 1z + E1 − iη − 1z + E2 − iη
∣∣∣∣2
z→∞
∼ |z|−4 .
By simple power counting, we find
γ(c)αν (arc) ∼
∫ pi
−pi
dθR ·R−1 ·R−4 · g(R)f(iθ) ∼ KR−4g(R)
where, in this case g(R) ∼ R2 which implies the semi-circle arc does not contribute. In general, there is no
contribution from the semi-circle arcs if g(R) ∼ Rn with n < 4.
Final solution for the co-tunneling rate (∆T = 0 case)
Including all the contributions the co-tunneling rate in the Eq. (B9) can be written as;
γ(c)αν = 2piiκ
∑
i,j=1,2
[−iβ
4pi
g(−Ei)
[
∆ψ−1 (−Ei)−∆ψ+1 (−Ei)
]
+
[
1
2
g′(−Ei) + g(−Ei)
Ei − Ej
] [
∆ψ+(−Ei) + ∆ψ−(−Ei)
]]
.
(B22)
2. Co-tunneling energy rates (∆T = 0 case)
The co-tunneling energy rate for a process when an electron tunnels from α into island 2 and at the same time an
electron leaves island 1 is given below. In this process, energy flows out of the reservoir α.
γ(h)αν (out) =
~
2pie4RαRν
∫
dEαdEνdEs1dEs2 Eα fα(Eα) (1− fν(Eν)) f(Es1) (1− f(Es2)∣∣∣∣ 1E+ + Es2 − Eα + 1E− + Eν − Es1
∣∣∣∣2 δ (Eν − Eα + Es2 − Es1 + ∆E)
=
~
2pie4RαRν
∫
dξαdξνF
(h)
α2 (−ξα)G(c)1ν (ξν)
∣∣∣∣ 1E+ + ξα + 1E− + ξν
∣∣∣∣2 δ (ξν + ξα + ∆E) (B23)
But, when ∆T = 0, F
(h)
αi (∆E) =
1
2∆E F
(c)
αi (∆E). Doing some algebra, we obtain for the co-tunneling energy rates
the same expression as for the co-tunneling charge rates ( see Eq. (B22)) with the function ‘g’ defined differently as,
γ(h)αν (out) = γ
(c)
αν
[
g() = −1
2
(+ ∆E)
]
(B24)
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Similarly, lets define the co-tunneling energy rate for the electrons entering into the reservoir α;
γ(h)αν (in) =
~
2pie4RαRν
∫
dEαdEνdEs1dEs2 Eα fν(Eν) (1− fα(Eα)) f(Es2) (1− f(Es1)∣∣∣∣ 1E+ + Es1 − Eν + 1E− + Eα − Es2
∣∣∣∣2 δ (Eα − Eν + Es1 − Es2 + ∆E)
(B25)
We obtain similar co-tunneling rates as in Eq.(B24) but with different expression for g() given by
γ(h)αν (in) = γ
(c)
αν
[
g() = −1
2
(+ ∆E)(+ ∆E)
]
(B26)
All other co-tunneling energy rates can be written in the form of Eq. (B24) and Eq. (B26) with suitable modification
for energy parameters and resistances involved.
Co-tunneling rates ∆T 6= 0
In the presence of both thermal and potential bias, we cannot solve the integrals involved in the co-tunneling rates
analytically. Although, we can still write the co-tunneling rates in the compact form using Eq. (B2) and Eq. (B7).
In this section, we will suggest a proper regularization method for integrals in Eq. (B2) and Eq. (B7) and simplify it
to a form which can be easily integrated numerically. We have;
H(c/h)n1,n2 (E1, E2, E3) =
~
2pi
∫ ∞
−∞
dξF
(c/h)
α2 (−ξ)F (c)ν1 (ξ + E3)
∣∣∣∣ 1ξ + E1 − iη − 1ξ + E3 − E2 − iη
∣∣∣∣2 (B27)
Simplifying the term in square modulus, we obtain:
H(c/h)n1,n2 (E1, E2, E3) =
~
2pi
[ ∫
dξ
F
(c/h)
α2 (−ξ)F (c)ν1 (ξ + E3)
(ξ + E1)
2
+ η2
+
∫
dξ
F
(c/h)
α2 (−ξ)F (c)ν1 (ξ + E3)
(ξ + E3 − E2)2 + η2
− 2
∫
dξ F
(c/h)
α2 (−ξ)F (c)ν1 (ξ + E3)
[
(ξ + E1) (ξ + E3 − E2) + η2
][
(ξ + E1)
2
+ η2
] [
(ξ + E3 − E2)2 + η2
]] (B28)
Now, lets transform the first two terms in Eq. (B28) such that ξ → z−E1 for the first term and ξ → z−E3 +E2 for
the second term.
H(c/h)n1,n2 (E1, E2, E3) =
~
2pi
[ ∫
dz
F
(c/h)
α2 (−z + E1)F (c)ν1 (z + E3 − E1)
z2 + η2
+
∫
dξ
F
(c/h)
α2 (−z + E3 − E2)F (c)ν1 (z + E2)
z2 + η2
− 2
∫
dξ F
(c/h)
α2 (−ξ)F (c)ν1 (ξ + E3)
[
(ξ + E1) (ξ + E3 − E2) + η2
][
(ξ + E1)
2
+ η2
] [
(ξ + E3 − E2)2 + η2
]] (B29)
We use the approach in reference51 to regularize the integral, i.e.
lim
η→0
∫
dz
g(z − Ei)
z2 + η2
−→
∫
dz
g(z − Ei)− g(−Ei)
z2
.
So, when η → 0,
H(c/h)n1,n2 (E1, E2, E3) =
~
2pi
[ ∫
dz
F
(c/h)
α2 (−z + E1)F (c)ν1 (z + E3 − E1)− F (c/h)α2 (E1)F (c)ν1 (E3 − E1)
z2
+
∫
dz
F
(c/h)
α2 (−z + E3 − E2)F (c)ν1 (z + E2)− F (c/h)α2 (E3 − E2)F (c)ν1 (E2)
z2
− 2
∫
dξ F
(c/h)
α2 (−ξ)F (c)ν1 (ξ + E3)
[(ξ + E1) (ξ + E3 − E2)][
(ξ + E1)
2
] [
(ξ + E3 − E2)2
]] (B30)
The integrals in Eq. (B30) are properly regularized and can be numerically evaluated for the case of both thermal
and potential bias.
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Appendix C: Charge and heat current in the co-tunneling regime
The expression for charge and heat currents flowing towards the right reservoir in contact with island 2 is given by
I
(c/h)
R2 = Q
(c/h)
[[
γ
(c/h)
L1R2(n1, n2 + 1) + γ
(c/h)
R1R2(n1, n2 + 1) + Γ
(c/h)
2,R2 (n1, n2)
]
p(n1, n2 + 1)
+
[
γ
(c/h)
L1R2(n1 + 1, n2 + 1) + γ
(c/h)
R1R2(n1 + 1, n2 + 1) + Γ
(c/h)
2,R2 (n1 + 1, n2)
]
p(n1 + 1, n2 + 1)
−
[
γ
(c/h)
L1R2(n1, n2) + γ
(c/h)
R1R2(n1, n2) + Γ
(c/h)
R2,2 (n1, n2)
]
p(n1, n2)
−
[
γ
(c/h)
L1R2(n1 + 1, n2) + γ
(c/h)
R1R2(n1 + 1, n2) + Γ
(c/h)
R2,2 (n1 + 1, n2)
]
p(n1 + 1, n2)
]
, (C1)
where Q(c) = e and Q(h) = 1. I
(c/h)
L2 can be written anagously. Eq. (C1) can be broken down into the one containing
only sequential tunneling rates and another one containing only the co-tunneling rates.
FIG. 16: Plot of the time-dependent I
(h)
drag(t) calculated for
βL = 0.5J−1, βR = 0.75J−1, ∆ = 0 and U = 0.3J (solid
line) or U = 0.2J (dashed line). The stationary state values
of Ihdrag are marked in green.
Appendix D: Time-dependent drag heat current in
quantum wires
The time-dependence of the drag current I
(h)
drag, in the
case of two parallel quantum wires, is numerically simu-
lated by using the protocol detailed in Sec. III A. The re-
sulting drag current I
(h)
drag is plotted as a function of time
in Fig. 16 for ∆ = 0 and two values of inter-wire cou-
pling, namely U = 0.3J and U = 0.2J , respectively. We
observe that the time-dependent current presents a nega-
tive peak, followed by a positive peak thereafter reaching
the stationary plateau value. The transient time (which
is of order ∼ J ) loosely depend on ∆, but does not ap-
pear to depend on U or on the temperature. We are
not interested in this transient behavior, though, which
actually depends on the initial conditions. We instead
focus on the stationary value of I
(h)
drag, which we calculate
by taking the average of the current over the plateau,
marked in green in Fig. 16.
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