Preferential attachment -where new nodes are added and attached to existing nodes with probability proportional to the existing nodes' degree -has become the standard growth model for scale-free networks, where the asymptotic probability of a node having degree k is proportional to k −γ . However, the motivation for this model is entirely ad hoc. We use exact likelihood arguments and show that the optimal way to build a scale-free network is to preferentially attach to low degree nodes. Asymptotically, the optimal strategy is to attach the new node to one of the nodes of degree k (in a network with N nodes) with probability proportional to 1 N +ζ(γ)(k+1) γ . The algorithm we propose to do this can be employed to generate optimally scale-free networks (maximum likelihood realisations) as well as a random sampling of the space of all scale-free networks with a given degree exponent γ. While we focus on scale free networks, these methods can be applied to a graph with arbitrary degree distribution.
not generate random representative realisations from the set of all scale-free graphs [3, 4] .
In [5] we propose a Monte-Carlo Markov Chain framework which does just this and hence show that many of the properties attributed to scale-free networks in general are actually more properly dependent on the growth model, preferential attachment, or the constraint of a minimum degree m. The algorithm in [5] is not a growth model -rather it is capable of generating random representative members from a class of graphs defined by only their degree.
In this current paper we ask: what is the best way to arrive at a scale-free network via a growth process? The surprising result is that preferential attachment , as stated in [2] , is not the right answer. Moreover, the best way of growing a scale-free network is to preferentially connect to low-degree nodes. However, because of the far greater (expected) prevalence of low degree nodes, when we frame our results in a manner similar to the original preferential attachment model, we find that nodes with degree k are chosen with probability proportional to k γ N 2 (when k N ): a far stronger trend than posited in [2], and one that explicitly incorporates the target node degree.
We emphasise that our result does not diminish the remarkable result that preferential attachment will naturally lead to a scale-free graph (in our algorithm the target node degree distribution is explicitly given a priori). However, our work does show that preferential attachment is not the only way, or even the best way, to generate such graphs. Moreover, our algorithm incorporates the scale exponent γ explicitly and hence allows one to grow a scale-free graph of arbitrary exponent -indeed the algorithm can easily be modified to grow networks of an arbitrary degree distribution.
Let G N be a graph of N nodes. Let n(k) denote the number of nodes in G N with k links, and hence N = k n k and n(G N ) = [n 1 , n 2 , . . . , n k , . . . , n N ] is the histogram of degree distribution. One usually reads that a scale-free network is defined to be a graph for which the probability of a node having degree k is given by
The denominator ζ(γ) is the Riemann Zeta function and provides the necessary normalisation. Clearly, this equality can only hold asymptotically and for real networks small-variation is, presumably, permissible. The problem we address here is the following. Starting from some seed graph G s of s nodes we wish to add nodes so that
We do this with a series of moves -adding both nodes and edges -in such a way that we produce graphs that are increasingly likely to satisfy Eq (2). For a graph G N with histogram n(G N ) the likelihood of it conforming to a degree distribution p k is given by the multinomial distribution
We now seek a sequence of moves yielding a sequence of graphs G with increasing P (G).
Each move can either add a new node with one edge, or add another edge from the last added node to the rest of the graph. That is, we are adding a series of nodes with a variable number of links. To conform with the rationale behind existing growth models we only propose moves which are modifications to the last node added, and its connections. In other words, we add nodes one at a time. Each node is connected to some variable number of other nodes and henceforth those links are not modified further (the more general, and computationally complex, scheme detailed in [5] allows for arbitrary rewiring). In the current work, we concentrate on only two possible moves -sufficient to model the process of building a graph via node addition.
The first move we consider is the addition of one node of degree one. By adding a new node with one link we move from G N to G N +1 and the marginal payoff in doing so is given by
Where n k are the terms in the new histogram n(G N +1 ) after the addition of one node and one link. The only difference between the histograms n(G N +1 ) and n(G N ) is that G N +1 has an additional node with one link (the last node added) and that link connects to a node formerly of degree k. Hence
The second move we consider is the addition of another edge from the last added node to the rest of the graph. Suppose that the last node added to the graph already has j links (initially, of course, j = 1). Then, a marginally more complicated counting argument to that given above yields:
Note that the two cases |k − j| = 1 are needed to ensure that only the correct ratios appear in the result.
Equations (4) and (5) are now sufficient to define two network growth algorithmsone a random process, and one a greedy optimisation. We start with a seed network G s and then at each step we compute Q node (k) and Q edge−j (k) as given above. From among these 2N marginal payoffs we select the maximum Q * (k) > 1 and adopt the specified move -either adding a link or a new node. Following this procedure will yield what we will call the optimal scale-free network (for a given γ and G s ) [6] . Alternatively, we may seek random realisations by treating each Q * (k) > 0 as being proportional to the probability of accepting that particular move and by selecting among the possibilities randomly. This yields a random scale-free network (for given γ). It turns out, as one would expect, that the choice of G s is not important, provided it is small and connected.
For illustration, in Fig. 1 we show representative realisations of the optimal scale-free network for γ between 1.5 and 4.0 (and N = 10
3 ). Note that γ is the degree distribution exponent prescribed by the algorithm described above, it is not necessarily the actual exponent of the degree distribution of a particular realisation of that algorithm. For comparison,
in Fig. 2 we plot exactly this quantity -the maximum likelihood estimate of the exponent of the degree distribution of particular network realisations, as a function of the prescribed value of γ. What we observe is an excellent agreement between the target (prescribed)
γ and the actual realisationsγ, for γ > 2. For γ < 2 we observe a linear relationship.
The deviation between the values generated by the optimal algorithm and by the random counter-part is small.
Asymptotically, we may suppose (assuming that the algorithm works) that n k → N p k and hence n k ≈ N ζ(γ) k −γ . Substituting this and (1) into (4) and (5) gives
and
Hence, we see that the maximal likelihood scale-free network is obtained by observing that the probability of attaching a node to a link of degree k is proportional to However, before comparing (8) to preferential attachment we must note that (8) is the probability of attaching to one of the nodes of degree k -asymptotically we expect there to be
such nodes. The original preferential attachment model of [2] says that the probability of attaching to a node, if that node has degree k is proportional to k. Our maximum likelihood algorithm approach says that the best thing to do is to assign a node of degree k probability we generate optimal and random realisation of our scale-free network growth algorithm. For each network we compute its degree distribution and fit a scale-
Here,γ is the maximum likelihood estimate of the scale-free exponent from the sample degree distribution. We plot γ againstγ for both optimal (red) and random (blue -slightly larger variance at extrema) realisations with N = 5 × 10 3 nodes.
proportional to
For k N this is proportional to k γ N 2 and as k → N this probability is approximately k k+1 γ → 1. Figure 3 illustrates these properties. So, once again, we have preferential attachment to high degree nodes -but the rate at which one forms such attachment follows an increasing power law, dependent on the desired exponent γ.
We now define a third network growth algorithm. Notice that the difference between (4-5) and (6-7) is that the former incorporates deviation from the target degree distribution p k as a sequence of ratios of the form n k p k . The later formulation just assigns links proportional to (9). Hence, we now define a third implementation of our growth algorithm: randomly select nodes according to the distributions (6-7) and iterate. This algorithm generates what we refer to as asymptotically scale-free networks.
In Fig. 4 we compute the usually quoted properties of scale-free networks, for realisations of out algorithms. What we observe is a systematic dependence of these properties (assortativity, clustering and path-length) on exponent γ. Moreover, we would suppose that the range of behaviours indicated by these networks is far wider than what one would observe with straight-forward preferential attachment. Finally, in Fig. 5 , we illustrate a realisation of the asymptotically scale-free scheme. The properties of this networks, visualised in this figure, indicate that which the asymptotic analysis described above is a useful characterisation of the underlying network growth process, this particular algorithm is perhaps little more of a curiousity.
The three algorithms we present here provide techniques to obtain random realisation of networks consistent with a particular growth process. It has been argued that growing a network inherently biases the random sampling of the wider space of all networks consistent with a given degree distribution [3] . While, in [5] we address the issue of random realisations from the space of all graphs defined by a particular degree distribution, in this paper we propose a more narrowly defined growth algorithm. By so doing, we demonstrate that the direct preferential attachment algorithm [2] is not the best way to generate, via growth, graphs consistent with a particular power-law degree distribution. In a sense, this extends the arguments of [3] -not only is random growth biasing ones selection from the space of all graphs (in [7, 8] and elsewhere, the biases introduced with preferential attachment have previously been extensively discussed), preferential attachment is a bias selection from the with large γ is evident from the mean shortest path-length, while global clustering coefficient drops to zero at γ ≈ 2.2. Interestingly, assortativity remains negative, peaking with a value of 0 at γ ≈ 2 and then declines rapidly. In (d) we compare the degree distribution (on log-log scales) for network constructed with Barabási-Albert preferential attachment (blue), the optimal scheme (red) and a random realisation (yellow).
space of randomly grown scale-free networks.
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