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Abstract— A major disadvantage of feedforward neural
networks is still the difficulty to gain insight into their inter-
nal functionality. This is much less the case for, e.g., nets that
are trained unsupervised, such as Kohonen’s self-organizing
feature maps (SOMs). These offer a direct view into the
stored knowledge, as their internal knowledge is stored in
the same format as the input data that was used for training
or is used for evaluation. This paper discusses a mathemat-
ical transformation of a feed-forward network into a SOM-
like structure such that its internal knowledge can be visu-
ally interpreted. This is particularly applicable to networks
trained in the general classification problem domain.
Keywords— Neural networks, rule extraction, self-
organizing maps, feature maps, character recognition.
I. INTRODUCTION
Since the early development of artificial neural net-
works, but especially in the past 10 years, researchers have
tried to analyze them to provide insight into their behavior.
For certain applications and in certain problem domains
this has been successful. In particular in decision making
systems and other systems that can easily be expressed in
sets of rules, great advances have been made by the devel-
opment of so-called rule extraction methods [1]. Neural
network systems with relatively few inputs can sometimes
be analyzed by means of a sensitivity analysis [2], which
is a nonparametric statistical analysis technique.
However, most neural network systems are so high-
dimensional that an extracted rule base would become
too large to be easily interpreted, or so nonlinear that
a sensitivity analysis would only be valid for a small
part of the input space. For this reason, we propose
domain-specific neural network analysis methods that uti-
lize domain-specific base functions [6] that are easy to in-
terpret by the user and that can even be used to optimize
neural network systems. An analysis in terms of base func-
tions may also make clear how to (re)construct a superior
system using those base functions, thus using the neural
network as a construction advisor.
In this paper we will describe the analysis of feedfor-
ward neural networks in the application field of classifi-
cation problems, by translating the trained network into a
feature map such as used in self-organizing feature maps
(SOMs). The structural composition by a set of basic func-
tions that have a known translation into the functionality
of a SOM, allows transforming the overall structure into a
feature map. The gained benefit is the transparency of the
stored knowledge from the resulting SOM.
II. ANALYSIS OF NEURAL NETWORKS
In general, artificial neural networks with unsupervised
training merely reorganize the input space, so analyzing
them after training becomes fairly simple: an investigation
into the reorganized input space reveals how the network
has restructured the input space.
Analyzing neural networks trained under supervision is
far more complicated, for input and output spaces are usu-
ally in different domains (e.g., a character recognition sys-
tem has an image as input, and a character class as output),
whereas in the unsupervised case, input and output spaces
are basically the same, although they are organized in dif-
ferent ways.
The idea of describing a trained neural network in terms
of basic domain-specific functions was introduced and pre-
sented in earlier publications [6], [7]. For many problems
in certain domains, such as linguistics and decision theory,
the common, domain-dependent base functions could be
chosen to be if–then rules or decision trees, in which case
the analysis reduces to rule extraction. Table I lists a few
more problem domains where neural networks have been
successfully applied. For each of these domains, candidate
base functions are presented.
For one such domain, i.e., digital image processing, we
have shown [5] how our analytical method can overcome
the impracticality of more common knowledge extraction
methods. The neural network edge detector was described
as a set of gradient filter components, giving easy insight
into the behavior of the neural network as an edge detector,
and allowing simple comparison with other edge detectors
which can in the same way be described in terms of gradi-
ent filter components.
TABLE I
Some application domains with potential base functions.
application domain potential base functions
signal processing (1-D) basic operational filters
digital image
processing (2-D) differential operators
general
classification problems
feature map prototypes
(compare Kohonen’s self-
organizing feature map)
if-then rules (fuzzy or not)
decision theory (i.e., rule extraction as a special
case of the proposed method)
control theory basic control operators
In general, the analysis consists in describing the inter-
nal functionality of the neural network in terms of basic
domain functions, functions that can be considered basic in
the application domain of the neural network. This means
that users who may not be familiar with artificial neural
networks, but who are familiar with basic functions that
are often used in their problem domain, can gain insight in
the way the neural network solves their problem. For such
users, this is often an important factor in deciding to apply
artificial neural networks to a problem that may be difficult
to solve otherwise.
We have shown that, for the 2-D image processing do-
main, it is feasible to translate trained feed-forward neural
networks into sets of differential operators of various or-
ders and with various angles of operation [8]. Such opera-
tors can in turn be readily identified in a SOM. This signif-
icantly improves the comprehension of the knowledge that
is stored in the networks.
In the general domain of classification problems, the
prototyping of the classes in the input space can be re-
garded as a suitable basic function. Such a prototyp-
ing is characteristic for self-organizing maps, where pro-
totypes are mapped onto a topology-preserving feature
map. So, if one would translate a feed-forward network
into a SOM-like network, a comprehensible description of
the neural network’s functionality would be accomplished.
Though the transformation is not straightforward, it holds
the promise to be computable in limited time, where the
alternative of straight rule extraction falls short.
III. FEEDFORWARD NEURAL NETWORKS
Feedforward–error-back-propagation neural networks
[3] are the most commonly used neural networks that are
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Fig. 1
EXAMPLE OF A FULLY LAYER-TO-LAYER-CONNECTED
FEEDFORWARD NEURAL NETWORK.
trained with supervised learning methods. They consist of
several layers of neurons, as illustrated in Figure 1. Ac-
tually, the first layer, or input layer, does not contain any
neurons, but merely distributes the input signals to the first
layer that does consist of neurons, the first hidden layer.
The output signals from the first hidden layer are then for-
warded to the next layer, and so on. The final hidden
layer’s output signals are passed on to the output layer,
which, after processing its input signals, produces the out-
put of the network.
The feedforward neural network shown in Figure 1 has
three inputs, two hidden layers with two and three neurons
respectively, and one output. The threshold unit and its
connections to all neurons are not shown in the figure. For
clarity, the superscript P in the signal names representing
the pattern offered to the network is not shown either. In
general, feedforward neural networks consist of the fol-
lowing layers:
the input layer, layer 0, consisting of N0 inputs x Pi , with
i = 1, . . . , N0 and P being the pattern that is currently
offered to the network. The input signals are then dis-
tributed as o0i P from the input layer to the next layer,
the first hidden layer, layer 1, consisting of N1 hidden
neurons. The outputs oP0i , i = 1, . . . , N1, of these neu-
rons are connected to the inputs of the next layer,
...
the kth hidden layer, layer k, consisting of Nk hidden
neurons, k = 1, . . . , K − 1, where K is the number of
neuron layers. In a fully layer-to-layer-connected net-
work, each neuron in this layer has Nk−1 inputs, k =
1, . . . , K −1. The input signals oPk−1, j , j = 1, . . . , Nk−1
to this layer are distributed along the connections from
the previous layer; input signal oPk−1, j , j = 1, . . . , Nk−1
traveling along the connection between unit j in the
previous layer and unit i in the present layer is multi-
plied by the connection weight wki j , k = 1, . . . , K − 1,
i = 1, . . . , Nk , j = 1, . . . , Nk−1. The weighted sum of
input to neuron i is then processed by the neuron’s acti-
vation function fki and the resulting output signal oPki of
this neuron, along with the output signals from the other
neurons in this layer, is forwarded to the next layer,
...
the last hidden layer, layer K − 1, consisting of NK−1
hidden neurons. The output signals oPK−1,i , i =
1, . . . , NK−1, from this layer are forwarded to the final
layer,
the output layer, layer K , consisting of NK output neu-
rons. The output signals oPK i , i = 1, . . . , NK , from
this layer are also the outputs y Pi , of the whole network,
when pattern P is offered to the network.
Every layer k, except the output layer, furthermore con-
tains a threshold unit, which has a constant output oPk0 =
−1, k = 0, . . . , K − 1, that is connected via connection
weights wk+1,i,0, k = 0, . . . , K − 1, to neurons i in the
subsequent layer k + 1.
Thus, a hidden neuron i in layer k has a total of
nk−1(+1) inputs oPk−1, j , a total of nk + 1 weights wki j , and
one output oPki . An output neuron i in layer K has a total
of nK−1(+1) inputs oPK−1, j , a total of nK +1 weights wK i j ,
and one output oPK i = y Pi , which is also one of the outputs
of the network as a whole.
The output of a neuron i in layer k is calculated with an
activation function fki . Often, the same activation is used
for all neurons in the entire network, or at least in all neu-
rons within the same layer, but this is not a requirement. Its
shape usually varies from threshold functions (Figure 2)
and piecewise linear functions (Figure 3) to smooth non-
linear functions such as the logarithmic sigmoid function
shown in Figure 4, which is most frequently used as acti-
vation function.
IV. A CLASSIFICATION TASK
In order to illustrate our analysis method applied to a
neural network classifier, we have trained a feedforward
neural network for the classification of a set of characters
from the Latin alphabet. The set that we used is available
from the Matlab1 Neural Network Toolbox. It is shown in
Figure 5.
The feedforward back-propagation network that we
used had 35 inputs, fully connected to one hidden layer
containing 10 hidden neurons, which were again fully con-
nected to the output layer holding 26 output neurons. The
1 c©The Mathworks, Inc.
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A THRESHOLD ACTIVATION FUNCTION.
0
0.5
1
-1 -0.5 0 0.5 1
x
f(x)
Fig. 3
A PIECEWISE LINEAR ACTIVATION FUNCTION.
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Fig. 4
A SIGMOID ACTIVATION FUNCTION, f (x) = 11+e−x .
Fig. 5
A SET OF TWENTY-SIX 5 × 7 CHARACTERS.
neurons in the hidden and output layers all used the loga-
rithmic sigmoid shown in Figure 4 as their activation func-
tion. During training, clean as well as noisy images were
offered to the network inputs, and for each character im-
age, the target vector for the output layer contained a one
for the output neuron corresponding to the position of the
character in the alphabet and zeros otherwise. After train-
ing, all training patterns were correctly classified by the
network.
V. DETERMINING PROTOTYPES
One of the graphical representation methods occasion-
ally seen in literature is basically a graphical representa-
tion of the synaptic weights of the network, in particular
those between the input and hidden layers. This is usually
based on the idea that character features are stored in the
network’s synaptic weights and that these features can be
identified by visual inspection of the weights, ordered in
the same way as the input vectors. We can also do this for
our network, resulting in the “feature map” presented in
Figure 6. This figure shows the synaptic weights in ma-
trix form for all ten hidden neurons, as well as the synaptic
weights between the hidden and output layers, organized
per hidden unit.
Unfortunately, the visualization of the synaptic weights
in the way shown in Figure 6 does not give insight into the
knowledge stored in the network. Therefore, we propose
to determine feature vectors, or prototypes, from the neural
network. In this sense, we analyze the neural network in
terms of basic domain-dependent functions, which in this
case we choose to be class prototypes.
Fig. 6
GRAPHICAL REPRESENTATION OF THE SYNAPTIC WEIGHTS
INTO (top) AND FROM (bottom) THE HIDDEN NODES.
Whereas determining prototypes from a Kohonen self-
organizing map is easily achieved by directly reading the
feature vectors stored in the neurons, this is not straight-
forward when dealing with feedforward networks. We will
now describe the method we used to determine prototypes
in two main steps.
A. Determining Internal Prototypes
Suppose we want to determine a prototype for class C ,
being the class for the letter “C”. We know that the ideal
output of the network is then
y = (0, 0, 1, 0, 0, 0, . . . , 0, 0, 0, 0). (1)
From Section III, we also know that the network output is
given by
y = f (W2o1) or yi = f (
∑
j
w2i j o1 j ), (2)
with activation function
f (x) = 1
1 + e−x . (3)
In order to ensure ideal classification of the prototype
for the third class, C , we must maximize f (∑ j w2i j o1 j )
for i = 3 and minimize the same for i = 3. With (3), this
would mean that we are looking for
∑
j w2i j o1 j → ∞ and∑
j w2i j o1 j → −∞, respectively. This is not realizable,
as the o1 j are bounded between 0 and 1.
However, what we can do is the following. We can
define an internal prototype phC for class C by defining
phCi = 1 if w2Ci > 0 and phCi = 0 otherwise. This hid-
den layer output prototype will ensure maximum output
for output class C and hopefully minimum output for all
other classes.
Fig. 7
PROTOTYPES OF ALL 26 CLASSES.
B. Determining Class Prototypes
The next step is to name the internal prototype phC the
ideal hidden layer output for class C . Preliminary experi-
ments have resulted in the following recipe for determining
the final prototype pC for class C :
pC = (K1 − phC)phCBW1 − phC(1 − phC)BW1, (4)
where K1 is the number of hidden neurons and BW1 is a
Boolean variable with value 1 for those j for which w1i j <
0 and with value 0 for all other j .
VI. RESULTS
Applied to all classes of our feedforward network, we
get the resulting prototypes shown in Figure 7. Even
though the similarities with the original training patterns
are weak (yet still visible, e.g., at classes “K”, “O”, “U”
or “X”), the network classifies 24 out of the 26 prototypes
correctly (most of them with confidence over 90%) when
offered to the network. The misclassifications occur with
the derived prototype of a “B”, which is misclassified as a
“Q” and the derived prototype of a “W”, which is misclas-
sified as a “G”.
The inaccuracy of the derived prototypes is partially
caused by the noninvertability of the network function due
to the bounds on the neuron outputs. For a small network
as the one in our experiments, a more accurate internal pro-
totyping can be achieved by calculating the network output
over the whole range of possible hidden layer outputs, only
allowing the hidden layer outputs to be either 1 or 0. For a
network with 10 hidden neurons, this means an evaluation
Fig. 8
IMPROVED PROTOTYPES OF ALL 26 CLASSES.
of 210 = 1024 cases, which is still feasible. The internal
prototypes can then be determined by choosing the hidden
layer outputs with the highest distinction in the network
output, i.e., for which the difference between the output
value for the target class and the highest output value for
any other class is maximal.
The new internal prototypes can then again be used for
the derivation of the final prototypes, using (4). The graph-
ical result (Figure 8) is similar to that of Figure 7, but the
network performance when the new prototypes are offered
to the neural network has improved. All 26 prototypes are
now correctly classified by the network. It is expected that
more improvements in our prototype method are possible.
This will require more research.
VII. CONCLUSIONS AND RECOMMENDATIONS
We have trained neural networks to classify characters
and analyzed them in terms of class prototypes. From the
results displayed and described in the previous sections it
is clear that it is indeed feasible to describe the trained neu-
ral networks in terms of basic functions from the classifica-
tion domain, although improvements can still be expected.
The description with class prototypes gives an impres-
sion of the class knowledge stored in the synaptic weights
of the neural network as a classifier, even though the pro-
totypes seem not very likely as input patterns for this par-
ticular classification problem.
In general, the analysis method that we have developed
consists in describing the internal functionality of the neu-
ral network in terms of basic domain functions, functions
that can be considered basic in the application domain of
the neural network. This means that users who may not be
familiar with artificial neural networks, but who are famil-
iar with basic functions that are often used in their prob-
lem domain, can gain insight in the way the neural network
solves their problem. For such users, this is often an impor-
tant factor in deciding to apply artificial neural networks to
a problem that may be difficult to solve otherwise.
To improve the algorithms for the extraction of proto-
types from trained feedforward neural network classifiers,
and to enhance the interpretation of the derived prototypes,
we recommend a deeper investigation. Other explorations
could also be recommended, such as the investigating the
possibility of translating self-organizing maps into feed-
forward networks, for example for hardware considera-
tions.
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