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ABSTRACT

NUMERICAL MODELING OF FRICTION STIR WELDING:
A COMPARISON OF ALEGRA AND FORGE3

Alma H. Oliphant
Department of Mechanical Engineering
Master of Science

The objective of this research was to evaluate the capabilities of ALEGRA, a Sandia
National Labs hydrocode, and Forge3, a Transvalor S.A. product, to accurately model the
Friction Stir Welding Process. ALEGRA and Forge3 are discussed in light of the inherent
challenges of modeling Friction Stir Welding, and a rotational boundary condition is added
to ALEGRA. Results are presented from Friction Stir Welding modeling outputs from both
ALEGRA and Forge3. ALEGRA is shown to be incapable of modeling the Friction Stir
Welding process, in large part due to its focus on shock propagation, which causes extremely
small time steps. Forge3 is shown capable of modeling of the FSW plunge process in a
transient manner, but overestimates the temperature profiles 90% to 100% in comparison to
experimentally measured values. It appears that the adiabatic boundary condition is the
source of much of the error. It is recommended that future work focus on improving
estimates of the boundary conditions utilized in the Forge3 model.

ACKNOWLEDGMENTS

I wish to thank everyone who persisted in the challenge of this research along with me. To
Dr. Carl Sorensen, who provided numerous hours of invaluable council and direction. To
Dr. Mike Miles, who offered his undivided attention and support throughout the whole
process. To Dr. Tracy Nelson, who provided this research opportunity. And most of all I
wish to acknowledge my loving wife, Jennifer, for her ever-present support and devotion.

Table of Contents
1.

Introduction .................................................................................................................................1
1.1

Friction Stir Welding .........................................................................................................1

1.2

Numerical Modeling ..........................................................................................................2

1.2.1

Basics of Numerical Modeling.....................................................................................3

1.2.2

Lagrangian and Eulerian Techniques .........................................................................6

1.3
2.

3.

Thesis Statement ................................................................................................................8

Background ..................................................................................................................................9
2.1

Three Dimensional Models ............................................................................................10

2.2

Weld Material Models......................................................................................................10

2.3

Symmetry, and Non-Thermo-mechanical Approaches..............................................11

2.4

Two-Dimensional Models ..............................................................................................12

2.5

Transient FSW Models....................................................................................................12

2.6

Microstructure Focused Models ....................................................................................13

Analysis Codes and Capabilities..............................................................................................15
3.1

ALEGRA ..........................................................................................................................16

3.1.1

Preprocessing ...............................................................................................................18

3.1.2

Post-processing............................................................................................................19
vii

3.1.3
3.2

4.

5.

ALEGRA and FSW.................................................................................................... 20
Forge3................................................................................................................................ 22

3.2.1

Integration approach .................................................................................................. 23

3.2.2

Pre and Post Processing............................................................................................. 23

3.2.3

Lagrangian Remeshing ............................................................................................... 24

3.2.4

Elastic-Viscoplastic, and Viscoplastic Models ........................................................ 25

3.2.5

Forge3 and FSW.......................................................................................................... 25

Research Method ...................................................................................................................... 29
4.1

The ALEGRA FSW Model ........................................................................................... 30

4.2

The Forge3 FSW Model ................................................................................................. 33

4.3

Experimental Plunge Test .............................................................................................. 36

Results and Discussion of Results.......................................................................................... 39
5.1

The ALEGRA Rotational Boundary Condition ......................................................... 39

5.2

The ALEGRA Time Step............................................................................................... 40

5.3

ALEGRA ALE and Non-Orthogonal Boundaries .................................................... 43

5.4

ALEGRA Frictional Contact......................................................................................... 44

5.5

A Completely Eulerian ALEGRA Computation........................................................ 46

5.6

Summary of the ALEGRA Results............................................................................... 48

5.7

Results of FSW model in Forge3 .................................................................................. 50

5.8

Limitations of Forge3...................................................................................................... 74

5.9

Summary of the Forge3 Model...................................................................................... 76
viii

6.

Conclusions and Recommendations ......................................................................................79
6.1

Conclusions and Recommendations from the ALEGRA Model.............................79

6.2

Conclusions and Recommendations from the Forge3 Model ..................................80

6.3

Recommendations for Future Research .......................................................................81

Works Cited ........................................................................................................................................83
Appendix A.

ALEGRA Users Information ..............................................................89

Appendix B.

The Modified ALEGRA Code .............................................................95

Appendix C.

Forge3 Input and Output Files ......................................................... 101

Appendix D.

An example ALEGRA input file...................................................... 103

Appendix E.

The Rotational Boundary Condition C++ Code ............................ 107

ix

x

List of Figures
Figure 1—Friction Stir Welding: the plunge, initial heat generation, and the traverse
[1] ..............................................................................................................................................1
Figure 2—Eulerian and Lagrangian approaches to numerical modeling. Notice the
material moves through the Eulerian mesh, and distorts the Lagrangian
mesh..........................................................................................................................................6
Figure 3—A preprocessing view of the FSW model in Forge3. Notice the
tetrahedral mesh elements and the representation of a cylindrical mesh region
around the modeled FSW tool. ..........................................................................................24
Figure 4—A drawing of the FSW tool geometry used in the modeling process, all
dimensions in millimeters....................................................................................................29
Figure 5—An exploded view of the final iteration of the FSW geometry modeled in
ALEGRA. Note the weld material is contoured to match the tool. The thin
block, a block of air, was placed in the geometry to capture the flash material
as it passes the tool. ..............................................................................................................32
Figure 6—A view of the Lagrangian sensors placed in the Forge3 weld model
material. All dimensions are in millimeters. Positions 1 thru 6 are labeled
increasing radii from the pin center. ..................................................................................34
Figure 7—The Norton-Hoff viscoplastic material model with the Hansel and Spittel
flow criteria for AL 7075 and AL6061. .............................................................................35
Figure 8—A view of the experimental plunge, just prior to the test. Notice the
thermocouple wires extending out from the bottom of the block. ..............................36
Figure 9—A drawing of the Al 7075 block with thermocouple holes used in the
experimental procedure, all dimensions in millimeters. ..................................................37
Figure 10—A drawing of the FSW tool geometry used in the experimental procedure,
all dimensions in millimeters. Notice the holes placed in the material to
allow for the insertion of thermocouples..........................................................................38
Figure 11—A tapered cone used in ALEGRA to evaluate the rotational condition.
The rotational boundary condition was applied to each node in the domain,
xi

and rotated about the “z” axis. Shown on the right is the velocity in the
vertical direction. .................................................................................................................. 39
Figure 12—A 3D round bar extrusion modeled in ALEGRA to evaluate the timestep issue. The die is represented by the “T” shaped material, the extrusion
material is represented by the block on the right, and the extrusion region
(highlighted in the left image) is modeled as a circular hole. The whole
domain is axisymmetric about the bottom horizontal line. ........................................... 40
Figure 13—Time Step Study. As the ratio of the density to rotational velocity
decreases, the time step value increases. ........................................................................... 41
Figure 14—The XY plane stress in a cube of CP copper, rotated about its central
axis, at 600 RPM. The stress value shown at the left is 12.5e+18 MPa, well
above the yield point of the material. The largest non-yield stress value
within the material was 12.0e+1 MPa. Notice, as the problem progressed,
the material plastically deformed, shown at the right. .................................................... 42
Figure 15—A two-dimensional slice of the FSW process modeled with an ALE
formulation, modeled with a prescribed rotational boundary surface
representing the tool. Time progresses in the image from left to right, with
the final time of 0.3159 milliseconds................................................................................. 43
Figure 16—Example ALEGRA FSW results showing any contact condition. Here
the weld material has been removed from view to allow the reader to view
the tool distortion. The image on the left is at t=6.0 microseconds the image
on the right is at t=61.23 microseconds. .......................................................................... 44
Figure 17—Lagrangian and smoothed Eulerian contact interface. The image on the
left has been cut perpendicular to the axial direction to show the interaction
of the pin and weld material. The image on the right has been modified to
show only the FSW tool...................................................................................................... 44
Figure 18—A two-dimensional slice of the von-Mises Stress distribution during the
FSW process at t=3.535 ms, modeled with a prescribed rotational boundary
surface representing the tool. ............................................................................................. 46
Figure 19—A two-dimensional slice of the temperature distribution during the FSW
process show in Figure 18 at t=3.535 ms, modeled with a prescribed
rotational boundary surface representing the tool........................................................... 47
Figure 20—A cutaway view of the stress distribution of an Eulerian attempt to
model FSW with a prescribed rotational condition on the surface
representing the tool. Total time elapsed 1.37 ms.......................................................... 48
Figure 21—A cutaway view of the temperature distribution of the model shown in
Figure 20 at a total time of 1.37 ms................................................................................... 48
Figure 22—The tool position in the Forge3 model with respect to time. ................................ 50
xii

Figure 23—Axial Force and Tool position with respect to time. ...............................................51
Figure 24—A plot of the machine input Z position in comparison to the actual tool
Z position. Notice the straight line nature of the machine input, compared
to the non-linear nature of the actual tool position.........................................................52
Figure 25—A close-up view of the extruded material down the center hole of the
experimental plunge. ............................................................................................................52
Figure 26—A cut plane view of the Forge3 model of the temperature profiles at
4.273 seconds, and 5.440 seconds. Temperature range: 20-513 deg C........................54
Figure 27—A cut plane view of the Forge3 model of the temperature profiles at 6
seconds. The tool has been removed to allow the reader to view the
shoulder temperatures. Temperature range: 20-590 deg C. ..........................................54
Figure 28—A cross section of a 7075 plunge sample, showing thermocouple
locations 3 on the right, and 6 on the left. The lower image has been
modified to enhance the mechanically and thermally affected areas. ...........................55
Figure 29—Temperature histories calculated with Forge3 at the six thermocouple
locations. ................................................................................................................................56
Figure 30—A plot of three averaged temperature histories during the experimental 6
second plunge at various radii from the pin center. The error bars shown
represent one standard deviation above and below the data point...............................56
Figure 31—A semi-log plot of a Fourier Analysis of the Forge3 temperature data. ...............57
Figure 32— Computed temperature profiles recorded at various time increments. ...............60
Figure 33—Experimental temperature profiles recorded at various time increments.............60
Figure 34—Averaged temperatures from three tests, recorded at the tip of the pin,
the root of the pin, and the edge of the shoulder during the plunge sequence.
The error bars shown represent one standard deviation above and below the
data point. ..............................................................................................................................61
Figure 35—A view of the experimental and Forge3 model isotherms. .....................................63
Figure 36—A comparison of the Forge3 and Experimental axial load. ....................................65
Figure 37—The Plastic Deformation and Frictional Energy inputs recorded during
the Forge3 computation. .....................................................................................................66
Figure 38—The Plastic Deformation and Frictional power inputs recorded during
the Forge3 computation. .....................................................................................................66

xiii

Figure 39—A average of the total measured input power from three experimental
plunge tests. The input energy has been calculated and added to the plot.
The error bars represent one standard deviation above and below the data
point. ...................................................................................................................................... 67
Figure 40—An illustration of the integration method used to calculate the input
energy into the FSW tool. ................................................................................................... 68
Figure 41—The estimated input energy into the tool, compared with the total energy
recorded during the experimental plunge test.................................................................. 69
Figure 42—An illustration of the isotherms, and tool geometry used in the radiation
calculation.............................................................................................................................. 70
Figure 43—The estimated radiation energy transfer from the weld material and tool
surfaces during the experimental plunge. ......................................................................... 71
Figure 44—A comparison of the experimentally measured and Forge3 computed
temperature histories of the at location 1. ........................................................................ 72
Figure 45—A comparison of the Experimental input energy and the Forge3
recorded energy, plotted with the experimental axial force. .......................................... 73
Figure 46—An cut plane view of the erroneous solution produced by Forge3
without time step control. Notice the low temperatures, and the weld
material cavity beneath the tool. ........................................................................................ 74
Figure 47—A cut away view of the same time increment with differing time steps.
From left to right the time step values are: 0.16, 0.01, 0.001 seconds. Notice
the differing temperatures, and differing material deformation. ................................... 75
Figure 48—The FSW results of the domain modeled in Forge3 on the IBM SP2,
AIX (left) and the Dell workstation (right). The AIX solution was run on
four processors. Notice the missing domain in the AIX image................................... 76
Figure 49—A vector representation of the physics used to modify the ALEGRA
code. ....................................................................................................................................... 97

xiv

1. Introduction
1.1 Friction Stir Welding
Friction Stir Welding, a relatively new welding process, was developed in 1991 at The
Welding Institute near Cambridge, England. In this process parts are mated together, rigidly
fixtured, and joined in solid-state by forcing a rotating tool into the joint, and traversing that
tool along the joint. (See Figure 1) This process creates weldments with properties
comparable to the base metal, and in most cases superior to traditional fusion welding
techniques.

Figure 1—Friction Stir Welding: the plunge, initial heat generation, and the traverse [1]

During the Friction Stir Welding (FSW) process, the forging forces under the tool plastically
deform the material, “stirring” the material around the tool pin and against the tool shoulder,
thus joining the mated parts together. This process induces large shear forces in the
plastically deforming material, raising the temperature of the material to approximately 80%
of the melting temperature. Therefore, the FSW process is a coupled thermo-mechanical
1

solid-state process. This process presents a formidable challenge to researchers attempting
to characterize this event through various modeling techniques.

1.2 Numerical Modeling
Most problems governed by differential equations can be solved by approximating the
problem with a numerical method, and formulating a solution based on that method.
Simplistically, numerical modeling is the division of a geometrical domain into a finite
number of nodal points and elemental volumes, the approximation of the governing
boundary physics affecting each nodal point and its neighboring points, and the solution of
the system of equations resulting from this approximation.

The modeling method an analyst may choose depends greatly on the definition of the
problem. If a problem can be quantified mathematically, someone somewhere has
numerically modeled a solution. However, inherent errors in the solution, the selection of
simplifying assumptions, and the implementation of boundary conditions requires a
foundation of experience and knowledge by the analyst. Numerical modeling applications
might include, but are not limited to, the modeling of fluid motion, heat transfer,
deformation of solids, coupled mechanical/chemical/electrical/thermal, wave formation and
propagation, as well as macro or microscopic modeling. Each of these problem areas also
has multiple solution methods.

The challenge of selecting an appropriate numerical solution method starts with a definition
of the problem. Static structures, for example, experience stress distributions throughout
their members under normal loading conditions. An analyst seeking to characterize these
2

stress distributions might choose a linear finite element method, a popular and generic
choice in modern industry.

The Friction Stir Welding process incorporates a challenging set of physical phenomena.
These phenomena include: very large non-linear material deformations, highly temperature
dependent material properties, and thermal heating from coupled frictional and mechanical
shear deformation. Therefore, a careful study of numerical modeling approaches must be
conducted to properly select the appropriate method of analysis.

1.2.1 Basics of Numerical Modeling
There are three primary approaches to numerical modeling. The Finite Element, Finite
Difference, and Finite Volume approaches all present modeling strengths and weaknesses to
the analyst.

Finite Element Method. The Finite Element (FE) approach is a widely popular choice due to
its generic formulation, a technique that lends itself to commercial code production. The
nodal points and elemental volumes are generically formulated to accommodate a wide range
of problems. Integration of the governing differential equations is usually accomplished by a
fully algebraic approach called Gaussian Quadrature. This integration approach, coupled
with generic nodal and elemental volumes lends itself to generalized code production. The
FE approach can be used for irrotational material advection, thermal diffusion, small and
large displacements of solid materials, electricity and magnetism, and wave propagation.

3

KU = F

(1)

The basic equation of the Finite Element method is shown here in Equation 1, where K is a
rank two stiffness matrix dependent on the problem definition and material properties, U is
the resultant displacement vector, and F is a vector of known boundary conditions.[2] The
FE approach is usually not the method of choice for analysts numerically modeling fluid
flow problems, a regime usually suited for the Finite Difference or Finite Volume
approaches.

The Finite Difference Method. The Finite Difference approach is frequently included in analyses
that involve time dependent results, and also in numerical solutions that require problemspecific attention. The FD approach, unlike the FE approach, is one that is usually
specifically formulated for a distinct family of numerical problems. This requires the analyst
to intimately understand the finite difference approximation of the governing differential
equations utilized in his or her approach.

u t +1, k −

ν ∆t
2 ∆x

2

(u

t +1, k +1

− 2u t +1, k + u t +1,k −1 ) = u t , k +

ν ∆t
2 ∆x 2

(u

t , k +1

− 2u t ,k + u t ,k −1 )

(2)

The Crank-Nicolson scheme, shown in Equation 2 in one dimension, is an example of a FD
approximation. Here u is the variable of interest, ν is a constant, t is time, and x and k are
space.[3] This FD method has been further refined to include a class of fluid dynamic
problems, commonly referred to as the Finite Volume method.
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The Finite Volume Method. The Finite Volume approach is a popular choice of formulation
for the advection and diffusion of heat and material. The FV approach usually considered a
subset of the Finite Difference method. Scientists studying flow phenomenon such as
aerodynamics and hydrodynamics may choose this approach. Compressible and
incompressible fluid flow regimes are examples of problems that might be modeled in a FV
approach. Equation 3, below, is an example of a steady-state finite volume approximation
for incompressible convection/ diffusion in one dimension, where u is the variable of
interest, v is velocity, λ and ρ are constant, x and k are space.[4]

⎛ λ
⎛ λ
⎛ λ
ρv
ρv ⎞
ρv ⎞
ρv ⎞
λ
⎜⎜
+
+ k +1 − k −1 ⎟⎟u k = ⎜⎜
− k +1 ⎟⎟u k +1 + ⎜⎜
+ k −1 ⎟⎟u k −1
2
2 ⎠
2 ⎠
2 ⎠
⎝ ∆x k +1 ∆x k −1
⎝ ∆x k +1
⎝ ∆x k −1

(3)

This equation, Equation 3, is in reality a specialized version of the Crank-Nicolson scheme
shown in Equation 2, applied specifically to incompressible, steady-state convection and
diffusion.

The selection of one or more of these modeling approaches largely depends of the analysis
problem. Each of these numerical techniques have been exhaustively studied and
characterized. One can read from decades of findings published on the results of various
numerical methods, or combinations of methods for specific applications.

5

1.2.2 Lagrangian and Eulerian Techniques
The Finite Element, Finite Difference, and Finite Volume numerical modeling approaches
fall into two main categories or techniques, namely Lagrangian and Eulerian. In a
Lagrangian approach the domain is divided into nodal points and elements that distort and
travel with the deforming material. In an Eulerian formulation of a numerical problem, the
domain is again divided into nodal points and elements, with these points and elements
remaining constant during the analysis. Thus, the deforming material flows through the
domain. (See Figure 2.)

Initial State

Eulerian

Lagrangian

Figure 2—Eulerian and Lagrangian approaches to numerical modeling. Notice the material
moves through the Eulerian mesh, and distorts the Lagrangian mesh.

The Lagrangian Approach. Both methods provide benefits and introduce challenges. The
Lagrangian formulation tends to return highly accurate results, void of numerical dispersion,
or the creation of false data. However, Lagrangian schemes only work well for low
deformation problems. (High deformation problems tend to invert and tangle the meshed
domain.) Therefore, if a researcher desires to use a Lagrangian scheme for high deformation
problems, he must, as the problem progresses, employ a method of remapping, or
6

remeshing his domain and transferring the material deformation information to the new
domain.

The Eulerian Approach. Eulerian approaches bypass this challenge of the Lagrangian schemes
by simply keeping the meshed domain constant, and allowing the material to flow through
the mesh. Thus, Eulerian formulations handle high deformation of materials quite easily.
Challenging the user, however, is the presence of numerical dispersion. (Refining the mesh
size sufficiently to remove the problem, or implementing a second order accurate solution
reduces the effects of numerical dispersion.)

The ALE Approach. Coupling the two approaches seems to be the most viable option for
modeling events that require zones of high material deformation, while other areas of the
problem tend to remain in a semi-stationary fashion. There is a recently growing approach
to modeling that combines the Lagrangian and Eulerian methods into a single numerical
approach, the Arbitrary Lagrangian Eulerian (ALE) method. In this approach, a modeler
specifies a set of metrics that informs the analysis code when to use a Lagrangian approach,
or an Eulerian approach. These metrics may include element volume, skew, temperature, or
other similar properties.

Previous Friction Stir Welding researchers have applied various combinations of the Finite
Element, Finite Difference, and Finite Volume approaches to model the FSW process.
These approaches have been implemented in Lagrangian, Eulerian, and ALE formulations,
each with strengths and weaknesses. Several researchers have approached the process with a
fully three dimensional domain, while others have elected to focus on a two dimensional
7

simplification of the geometry. Each of these modeling attempts incorporates simplifying
assumptions for the weld material, the frictional contact interface, and the geometry.
Therefore, the principal motivation for this research was to capture the Friction Stir Welding
process as accurately as possible by reducing the number of simplifying assumptions utilized
in the modeling process.

1.3 Thesis Statement
This research focused on the application of two well established industrial codes, ALEGRA
and Forge3, for numerical modeling of Friction Stir Welding. Both of these codes excel in
various areas of modeling. ALEGRA utilizes the Arbitrary Lagrangian Eulerian (ALE)
approach to modeling, while Forge3 focuses on the Lagrangian scheme, relying on the
complete remeshing of the domain to handle high deformation events. The author
examined the viability of both codes to produce an experimentally validated, fully transient
model of Friction Stir Welding. The objective of this research was to evaluate the
capabilities of ALEGRA and Forge3 to model the Friction Stir Welding Process in
Aluminum 7075-T6.

Performance of the analysis codes was determined by:
1. Ability to capture the involved physics such as tool forces and weld material
temperatures, and material flow.
2. Computational time required to complete the analysis
3. Ease of modifications to the input parameters
4. Accuracy of the output.

8

2. Background
What does an analysis code need to incorporate to fully simulate the Friction Stir Welding
process? Previous work in the field of Friction Stir Welding has shown the process to be a
formidable modeling challenge. Several assumptions can be made to reduce the complexity
of the problem; however, this effectively reduces the accuracy of the solution. Some of the
physics challenging the analyst include:

1. The frictional contact between the tool and the work piece
2. The transient nature of the weld
3. The heat generation induced by the shearing material
4. The temperature and strain rate dependency of the material model
5. The inclusion of the threaded tool geometry
6. The lack of symmetry due to combined rotational and translational motion

These inherent physical challenges posed to each FSW analyst have prompted various
approaches and techniques.
Several researchers have reduced the complexity of this problem by including simplifying
assumptions in their model, effectively studying general trends of FSW. These assumptions
range from two dimensional geometry, to non-mechanical heat sources representing the tool,
as well as assumptions for the material models, and the frictional boundary. Many have
studied steady state effects, while others have researched time dependent results.
9

2.1 Three Dimensional Models
Three dimensional models of the FSW process tend to produce the most promising and
insightful results. Askari et al used CTH, a Sandia National Labs produced hydrocode, to
capture the coupling between tool geometry, heat generation, and plastic flow of the material
in their three dimensional model. The weld material is treated in solid phase, with the plastic
deformation approximated by a viscoplastic (Johnson-Cook) material model.[5] Bendzsak et
al also model the FSW process in three dimensions, however they assume the material to be
a fluid, with a viscosity equal to that of the material at the eutectic temperature. This
viscosity was experimentally determined by equating input spindle torque through several
experimental tests.[6,7] Colegrove et al, and Ulysee, similar to the Bendzak model, utilized a
fluid material representation in their three-dimensional FSW model.[8,9] Each of these
approaches attempted to tackle the fundamental challenge of FSW modeling: the threedimensional nature of the process. However, assumptions implemented in each of these
models, such as fluid material models, and frictional boundary assumptions leave room for
improvement.

2.2 Weld Material Models
Along with the three-dimensional nature of the FSW process, the weld material model has
been an area of great interest in the industry. Some researchers, like Askari et al, argue that
the material must be treated as a solid, while others like Bendzsak, argue that a fluid model
with effective viscosities for the weld material are adequate to capture the material
behavior.[5-7] Ulysse also utilizes the viscous fluid approach, modeling the material as an
incompressible fluid.[9] Colegrove et al, Seidel and Reynolds, and Langerman and Kvalvik
10

are also researchers utilizing a fluid modeling approach to the weld material.[8,10,11] While
the application of a highly viscous fluid material model does present a tempting avenue of
FSW modeling, the behavior of a fluid under shear deformation is fundamentally removed
from the response of a solid material, and does not correctly capture the elastic-plastic
response of the material. Fluid material models applied to a solid state problem such as
FSW reduces the accuracy of the solution.

2.3 Symmetry, and Non‐Thermo‐Mechanical
Approaches
Several authors have modeled the tool as a non-mechanical moving heat source, in an effort
to remove the thermo-mechanical and weld material modeling challenges. These authors
tend to focus on capturing residual stresses, and exploit the weld line as a symmetry
boundary. Chen and Kovacevic utilized the commercial code ANSYS, modeling the FSW
tool as a prescribed non-mechanical heat input. They used a weld-line symmetric approach
to further simplify the model.[12] Chao et al, and Shi et al also used this non-mechanical,
weld-line symmetric approach with the product ABAQUS.[13,14] Khandkar and Kahn
assumed that 98% of the heat generation takes place at the shoulder/weld material interface,
and modeled the tool as a moving heat source, in a similar manner to Chen, Chao, and
Shi.[15] Khandkar and Reynolds is another example of this weld-line symmetry approach,
modeling the FSW process with a non-mechanical moving heat source.[16] Each of these
researchers focused their efforts on non-mechanical models, seeking a fundamental
understanding of the microstructure, and the accompanying post-weld residual stresses. The
removal of the thermo-mechanical effects of the FSW tooling does effectively remove the
modeling challenge of the high material deformation present in the FSW process, but in
11

doing so, the analyst must sacrifice the insight one would gain with a fully thermomechanical numerical model.

2.4 Two‐Dimensional Models
The reduction of the FSW problem to a two-dimensional plane has allowed the industry to
fundamentally understand the FSW process. Each researcher modeling in two-dimensions
approached the problem in essentially a similar manner. These researchers include McClure
et al, Seidel and Reynolds, and Xu and Deng.[17,10,18] Each of these researchers chose to
model a two-dimensional slice, perpendicular to the tool, far below the shoulder of the FSW
tool. These models effectively studying the planar flow of the material, however, they lack
the ability to capture the three-dimensional nature of the FSW weld material.

2.5 Transient FSW Models
Fully transient models of the FSW process are few and far between. The challenge of
capturing the weld formation, the weld process, and the extraction is a pot-of-gold for the
industry. Approximations of the frictional boundary, the material flow properties, and the
heat flow characteristics make these models difficult to produce. However, that is not to say
that some researchers have not recorded promising results. Dong et al model the transient
FSW process in three dimensions, focusing on the initial weld formation.[19] Song and
Kovacevic also modeled the transient FSW process in three-dimensions, assuming the tool
as a heat generation input equal to experimentally determined values.[20] Assumptions
utilized in both of these models (Dong’s fluid material models, Song’s prescribed heat inputs)
effectively reduce the complexity of the problem, and the accuracy of the solution.
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2.6 Microstructure Focused Models
Researchers of the FSW process have also focused on the microstructure characteristics of
the weld material. The microstructure of the weld material can be used to determine the
future performance properties of the weld. Xu and Deng utilized ABAQUS with a
prescribed heat input to determine the microstructure formation of the weld material.[18]
Frigaard et al also modeled the FSW process with the purpose of examining the resulting
microstructure.[21] Russell and Shercliff, and Heurtier et al focus on the optimization of the
final microstructure in the FSW joint.[22,23] Each of these researchers results were
reviewed to fundamentally understand the challenges of FSW modeling. The final
microstructure of the weld was not an area of consideration in this research.

Each of the authors have attempted to characterize the Friction Stir Welding event through
various numerical modeling techniques. Several have included two dimensional or symmetry
assumptions in their models, while others have characterized the weld material as a viscous
fluid. Still others have removed the mechanical deformation effects of the FSW tool,
applying a representative heat input. From the fully three dimensional, to the two
dimensional planar, each of these authors has applied assumptions that effectively reduce the
complexity of the model. However, this reduction of complexity comes at the cost of
accuracy.
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3. Analysis Codes and Capabilities
A proper analysis code applied to the Friction Stir Welding process should remove any
unnecessary assumptions, and capture the inherent physics of the process. Thus, a list of
requirements for a viable FSW analysis code includes the following:

1. Rotational Boundary Condition
•

The code must have a method of rotating the tool at a prescribed angular
velocity.

2. Frictional Contact Algorithms.
•

To capture the frictional contact and heat generation between the tool and
the work piece, the analysis code must employ frictional contact algorithms.

3. Support very high levels of deformation
•

Because of the nature of FSW, the code must employ some method of
handling high deformations and high deformation rates.

4. Elastic-Plastic or Elastic-Viscoplastic Material Models
•

This requirement comes from the desire to model the FSW event as a solidstate model, rather than a viscous fluid.

5. Support for complex geometry
•

It is desirable to model FSW tools that incorporate threaded pin designs, and
thus complex geometry.
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These requirements constitute the minimum attributes required of an analysis code applied
to the Friction Stir Welding process. ALEGRA and Forge3 present these capabilities to the
FSW analyst.

3.1 ALEGRA
The ALEGRA (Arbitrary-Lagrangian-Eulerian General Research Applications) code is
defined as a “hydrocode,” or a code focused on large-deformation and shock propagation.
In 1990, an effort was launched at Sandia National Laboratories to develop a code that
combined the modeling features of Eulerian shock codes, such as CTH, with the improved
numerical accuracy of Lagrangian structural analysis codes like PRONTO. ALEGRA, the
product of this effort, uses an Arbitrary Lagrangian-Eulerian (ALE) formulation on an
unstructured mesh. ALEGRA is the child program of both CTH and PRONTO.[39]

All three mesh types, Lagrangian, Eulerian, and ALE may coexist in the same problem in
ALEGRA. A user can employ Eulerian algorithms in one part of the mesh to model large
deformation flows, Lagrangian algorithms to model small deformation structural response,
and ALE algorithms to follow material motion near Lagrangian flow fields. The user
designates this behavior in the input file based on metrics such as element volume, skew, and
temperature.

At the user’s disposal is a large and growing database of material models. Analytic equations
of state such as ideal gas are available for simple materials, while more complex models are
available for advanced modeling. Material models include solid, liquid, vapor, tensile, liquidvapor, and solid-liquid phases as well as the melt transition and solid-solid phase changes.
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ALEGRA uses a finite-element numerical formulation in space, and a finite-difference
numerical formulation in time. It uses second-order accurate advection algorithms to
calculate fluxes between cells when the mesh is not Lagrangian.

Arbitrary connectivity finite-element meshes is utilized to further generalize the code. (An
arbitrary number of elements can share a common node.) This allows the analyst to develop
very complex, body-fitted meshes. Two-dimensional rectangular and cylindrical meshes are
constructed from quadrilaterals. The three dimensional rectangular meshes are constructed
from hexahedra. Two-dimensional, quadrilateral shell elements are also available for threedimensional calculations.

ALEGRA is also designed to run on massively parallel computers. The complex, arbitrary
connectivity meshes are decomposed and divided into submeshes. Each submesh is
assigned to a single processor in a parallel environment. The boundary elements of the
submeshes are duplicated and the information is passed in parallel to the available
computing resources.[39]

ALEGRA was researched heavily to determine the characteristics of the code, and the
viability to model the FSW process. Several high material deformation results were reviewed.
Hertel et al discuss the ins and outs of the CTH family of codes, the parent code of
ALEGRA. These authors describe the abilities of CTH to capture high deformation
events.[24] Dykhuizen et al modeled the impact of copper spheres on a steel plate using
CTH.[25] Wilson et al discusses their comparison of CTH to an ALE code for low velocity
impacts, concluding that the ALE method is more accurate for low velocity events.[26]
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Peery et al discuss the ideas of the ALE approach to modeling, one evolutionary step further
than the CTH code.[27] The capabilities of ALEGRA to model high deformation events as
described by each of these authors incited great interest in the modeling of FSW in
ALEGRA.

The frictional conditions and high material deformation of the FSW process also shows
similar behavior to several other author’s research. Chhabildas et al modeled a “5 gallon
bucket” after a ballistic impact, capturing the high material deformation.[28] Summers et al
discussed the abilities of ALEGRA to more effectively model penetration events, as
compared to CTH, with the built in adaptive meshing algorithms.[29] Silling also provided
detailed analysis of his Eulerian frictional contact algorithm.[30] This researcher gained
confidence in the high deformation modeling capabilities, the ALE formulation, and the
frictional interface algorithms of ALEGRA from the review of each of these publications.
The FSW process possesses some similarities to behaviors detailed by each of these authors.

3.1.1 Preprocessing
Preprocessing for ALEGRA usually includes the creation and division of a given geometry
into nodes and elements, and the labeling of various nodesets and sidesets. These nodesets
and sidesets are used to apply initial conditions, and boundary conditions for the analysis
phase. (A nodeset is simply a group of nodes, and a sideset is a group of nodes and their
associated elemental faces.) Several preprocessing programs are available to prepare the
geometry for ALEGRA, however, this author recommends the program Cubit for the
preprocessing phase.
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Cubit. Cubit is the Sandia National Laboratories produced program that is utilized for most
of the preprocessing needs of the national laboratories. Cubit is a solid model based
preprocessor that meshes volumes and surfaces for finite element analysis. An analyst has
the option to interface with Cubit by command line, or GUI. The required “Genesis” file
format for ALEGRA is supported by Cubit.

Genesis and Exodus II File Format. The Genesis and Exodus II file formats are simply the
National Laboratories standardized method of defining nodal positions, mesh conductivity,
and, boundary sets. (These boundary sets are called nodesets and sidesets.) This file format
is usually in binary form, but can be translated to text form for review.

3.1.2 Post‐Processing
The post-processing industry has developed into a highly specialized research field.
Numerous companies and millions of dollars have been focused on the development of
visualization techniques to please the eye and the user. This FSW research did not focus
heavily on post-processing techniques an outputs, however, this is an important step of
numerical analysis.

BLOT. The program BLOT was used to analyze the results from each ALEGRA simulation.
BLOT is a Sandia National Laboratories produced program for the post-processing of finite
element analyses output in the Exodus database format. BLOT is the native post-processor
distributed with the Access library, the required library of C and Fortran programs that
supports ALEGRA. BLOT is command line driven. Each command is entered into the
command window, and the results are displayed in the adjacent graphics window.[40]
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Some effort has been made at Sandia National Laboratories to use commercial products for
visualization/post-processing purposes. Mustafa was written at SNL based on the
commercial graphics library produced by AVS Express. Ensight, a Computational
Engineering International (CEI) product, has also been utilized for high end visualization
projects involving ALEGRA analyses. Both of these programs are available to ALEGRA
users.

3.1.3 ALEGRA and FSW
ALEGRA presents an attractive set of capabilities for the FSW analyst. The requirements of
a FSW analysis code listed in section 1.3 on page 15 include: a rotational boundary condition,
frictional contact algorithms, support for high deformation, elastic-plastic material models,
and support for complex geometry. Each of these tools are included in the out-of-the-box
product, except one: the rotational boundary condition.

Rotational Boundary Condition. Because ALEGRA is focused on short interval, nanosecond
events, the programmers did not see a need for a three dimensional prescribed rotational
boundary condition.[43] However, initial angular and tangential conditions, as well as
prescribed two dimensional tangential boundary conditions do exist in the standard
ALEGRA release. Therefore, using the angular and tangential initial and boundary
conditions as a template, a prescribed rotational boundary condition can be programmed
into the code.
Frictional Contact Algorithms. ALEGRA excels in Lagrangian frictional contact computations.
The ACME library of contact algorithms is invoked from the “global contact” keyword
placed in the input file. This contact can then be characterized by the analyst as frictionless,
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tied, welded, pressure dependent, or velocity dependent. This frictional contact provides a
useful analysis avenue for Friction Stir Welding.

Support for High Material Deformation. The ALE and Eulerian formulations of an analysis in
ALEGRA present the ability to capture the large material deformations of the weld, while
still maintaining the integrity of the analysis. The FSW process inherently has “Eulerian”
flow regimes near the weld tool, and stationary “Lagrangian” zones away from the weld zone.

Elastic-Plastic or Elastic-Viscoplastic Material Models. The material database included with the
ALEGRA code provides an array of material models to the FSW analyst. Material models
from simple ideal gas to complex chemical burn models are available for use. The ability to
couple several material models is also available in ALEGRA. Therefore a FSW modeler may
choose to use a Von-Mises yield model to capture the elastic effects of the process, while
utilizing the Johnson-Cook viscoplastic model, shown here in Equation 4, to capture the
temperature and strain rate dependent plasticity. This viscoplastic model is defined as

[

]

σ y = A + B(ε p ) [1 + C ln(max(0.002, ε& p ))][1 − θ hm ]
N

θ hm =

T − Tr
TM − Tr

(4)

where σ y is the yield stress, A, B, C, N, and m are material dependent constants, ε& p is the
time derivative of the plastic strain, Tr is the room temperature, TM is the material melting
temperature.[41] Several other yield and plasticity models are available and detailed in the
ALEGRA users manual.
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Support for Complex Geometry. The utilization of tetrahedral elements in ALEGRA presents
the ability to model the effects of the threaded pin in FSW. This complex geometry also can
be modeled with the body-fitted mesh option in ALEGRA.

Parallel Computing Environment. Another attractive tool ALEGRA presents to the analyst is it’s
ability to divide the analysis problem easily into small sub-analyses for parallel computing.
This ability shortens the computational time needed for analysis.

ALEGRA, a Sandia National Labs hydrocode, contains the required tools necessary for the
capture of the FSW physics. Each of the capabilities listed in section 1.3 on page 15, minus
the implementation of a rotational boundary condition, is contained in ALEGRA. From the
ACME frictional contact algorithms, to the included elastic-plastic material models,
ALEGRA contains the ability to model the FSW process with a minimal set simplifying
assumptions.

3.2 Forge3
Forge3 is the analysis product of Transvalor S.A., a French computer aided engineering
company specializing in modeling and analysis of high deformation forming processes.
Their products, Forge2 and Forge3, provide two and three-dimensional analysis capabilities
to customers seeking solutions to high material deformation events.
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3.2.1 Integration Approach
Forge3 provides the analyst transient analysis capabilities, utilizing the Finite Element
method for spatial integration, and a variety of methods for time integration. The time
integration can be tied directly to the average strain increment as the problem progresses, or
the temperature variation as the problem progresses. The analyst also has the ability to
utilize a constant time step based on Equation 5. This constant time step is defined by

∆t =

3 Ho
∆ε
2 vo

(5)

where ∆t is the time step in seconds, Ho is the initial distance of total deformation, vo is the
initial velocity, and ∆ε is the average strain increment. Each of these time integration
schemes default to the explicit time integration provided in the standard release of Forge3.
However, even with the ability to select a specific time integration scheme for each analysis,
the solution can become unstable. Therefore, a Runge-Kutta time integration scheme is also
available to the analyst to stabilize the time integration during challenging modeling
applications.

3.2.2 Pre and Post‐Processing
GLview and GLpost. The analyst is provided the pre and post processing programs GLview
and GLpost with the out-of-the-box Forge3 product. These codes are developed by
Ceetron A.S.A. in conjunction with Transvalor. The GLview GUI interface allows the
analyst to import STL geometry, mesh surfaces and volumes, attach boundary conditions,
and manipulate execution parameters for Forge3. GLpost offers the ability to post process
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Forge3 solutions, create animations, trace material flow, and visually understand the analysis
solution. Both of these products are very user-friendly, and take little time to master.

3.2.3 Lagrangian Remeshing
Forge3 handles large deformation events with the inclusion of an automatic Lagrangian,
tetrahedral remeshing scheme. This allows the analyst to simulate high deformation events
in a Lagrangian formulation. During the analysis, a user defined remesh increment triggers
the computational process to completely remesh the geometric domain, and transfer the
simulation information from the old grid to the new. This allows the product, Forge3, to
capture and simulate frictional boundary conditions, allowing the material to plastically
deform, and maintain the integrity of the Lagrangian scheme.

Figure 3—A preprocessing view of the FSW model in Forge3. Notice the tetrahedral mesh
elements and the representation of a cylindrical mesh region around the modeled FSW tool.

The analyst is given the ability to optimize zones of mesh behavior, or to refine the mesh
size in geometric areas of interest. For example, to simulate the FSW process and analyst
may wish to refine the mesh size near the pin as shown in Figure 3. Here the cylindrical
zone centered around the pin has been attached to the tool, and will travel with the tool as it
plunges into the work piece material.
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3.2.4 Elastic‐Viscoplastic, and Viscoplastic Models
Forge3 utilizes viscoplastic and elastic viscoplastic material models to simulate material
response in high deformation events. Both of these material models are available for a wide
array of included database materials from soft aluminums to hardened tool steels. One
common material model utilized by Forge3 is the viscoplastic Norton-Hoff model with the
Hansel and Spittel flow criteria. This model, Equation 6, includes strain rate, and
temperature dependent material response.

σ f = Ae m T T m ε m e m
1

9

2

4

ε

(1 + ε )m T e m ε ε& m ε& m T
5

7

3

8

(6)

Here σf is the flow stress, ε is the equivalent deformation, ε& is the equivalent deformation
rate, T is temperature, and A, m1 through m9 are material constants. [42]

Forge3 provides the ability to choose from the large database of material models, or create a
user defined material model. This ability allows the analyst to optimize the behavior of the
material to behave similar to privately obtained experimental data.

3.2.5 Forge3 and FSW
Several Forge3 analysts have recorded overwhelming success in the numerical modeling of
“similar-to-FSW” events. Gay et al modeled a hot forging process with Forge3, with results
comparable to experimentally measured values.[31] Duan and Sheppard and Gratacos and
Coupu also used Forge3 and produced viable results for a hot rolling process.[32,33] Flitta
and Sheppard found that initial billet temperatures of an extrusion process were found to be
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highly influential on the frictional coefficient. This research was conducted within
Forge3.[34] Microstructural evolution during a cogging process was analyzed in Forge3 by
Dandre et al.[35] Loge et al, Coupez et al, and Forestier et al all have high praise for the
automatic remeshing Lagrangian scheme in Forge3.[36-38] Each of these authors describe
the capabilities of Forge3 with great detail. The forging forces under the FSW tool greatly
resemble the forging processes described by these authors. The high material deformation
of rolling, cogging, and extrusion processes modeled in Forge3 present a strong argument
for the capabilities of Forge3 to model FSW.

Forge3, similar to ALEGRA, presents an attractive set of capabilities for the FSW analyst.
All of the requirements listed in section 1.3 on page 15 are included in the out-of-the-box
product, including the rotational boundary condition.

Rotational Boundary Condition. Forge3 provides to the analyst the ability to choose a rotational
condition, based on revolutions per minute, about a user specified axis of rotation. The
implementation of the rotational condition is defined by a center of rotation, a rotation
vector, and a rotational velocity in RPM.

Frictional Contact Algorithms. Forge3 supplies the analyst with a variety of frictional conditions.
Some of these conditions include sticking, coulomb, and viscoplastic frictional models. The
viscoplastic friction model (Equation 7) shows promise in the application of FSW modeling.
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( )

τ = −α ⋅ K T , ε ⋅ V p −1 ⋅ V

(7)

Here τ is the frictional shear stress, α is the coefficient of friction, p is the sensitivity to
sliding, V is the difference in velocity between the two surfaces, T is temperature, and ε is
strain tensor.[42]

Support for High Material Deformation. Forge3 handles high deformation events with the
complete remeshing of the geometric domain. During a computation, at user defined
remesh iteration, Forge3 reorganizes the Lagrangian domain, retaining the deformed
geometry, and remeshing the domain. The histories (eg. velocity, temperature, pressure) are
then transferred from the old mesh to the new mesh using a linear least-squares method.
This allows the analyst to utilize the accuracy of a Lagrangian scheme, in a highly non-linear
deformation event.

Elastic-Plastic or Elastic-Viscoplastic Material Models. To handle the high material deformation,
Forge3 provides a large database of viscoplastic, and elastic-viscoplastic material models.
Included in the out-of-the-box release is a library of various aluminums and steels, as well as
some more exotic materials. The analyst is also given the ability to insert privately obtained
material models.

Support for Complex Geometry. Forge3 utilizes 10 node tetrahedron elements in it’s Lagrangian
formulation. These elements are highly suited to capture complex geometries such as the
threaded tool designs present in FSW.
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Parallel Computing Environment. The parallel processing environment is supported in limited
releases of Forge3. This parallel formulation takes little front-end effort from the analyst,
and presents the capability to divide a large computational analysis to as much as 16
processors.

Forge3 presents an attractive set of capabilities to the FSW analyst. The time integration
approach provides the ability to analyze the process in transient fashion. The automatic
Lagrangian remeshing scheme supports the ability to model the high deformation present in
the FSW process. The elastic and viscoplastic material models show the ability to capture
the FSW weld material behavior. Forge3 touts the tools needed to capture the FSW process.
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4. Research Method
Given the inherent three-dimensional nature of the FSW process, the FSW tool and weld
material geometry were modeled in three dimensions. The tool geometry, detailed in Figure
4, was created using the Parametric Technology Corporation product, ProEngineer, and
translated into STL format for preprocessing and analysis. The modeled weld material was
19.1 mm (0.75 inches) thick.

Preprocessing for both codes was conducted using the recommended preprocessing
programs discussed in the ALEGRA and Forge3 preprocessing sections 3.1.1 and 3.2.2
respectively. The STL geometry, created in ProEngineer, was imported into the
preprocessing programs, prepared for analysis, and exported to the analysis programs.

Figure 4—A drawing of the FSW tool geometry used in the modeling process, all
dimensions in millimeters.
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An experimental plunge test was conducted with six thermocouples embedded in the base
material. Data were recorded at each of these thermocouple locations during the plunge test
for comparison to the FSW models.

4.1 The ALEGRA FSW Model
The ALEGRA code was built in an IBM SP-2, AIX 5.1 parallel processing environment,
with 316 Power 3 processors at 375 MHz, with 6 terabytes of disk space. This IBM SP-2
supercomputer class hardware is located at Brigham Young University, in the Ira & Marylou
Fulton Supercomputer facility.

Several modeling iterations were conducted with ALEGRA to develop experience and gain
familiarity with the preprocessing, analysis, and postprocessing techniques. These iterations
were also conducted to evaluate the capabilities of ALEGRA in a step-by-step fashion.
Because of the wide array of numerical methods available, namely the Lagrangian, Eulerian,
and Arbitrary approaches, it was also necessary to gain experience with the inputs and
outputs of various models and techniques.

Therefore, the evaluation of ALEGRA was conducted in the following manner.
1.

The modification of the ALEGRA source code to create the rotational
boundary condition.
a.

Testing of the rotational boundary condition on simplified models.

b.

Testing of the rotational boundary condition on two and three dimensional
FSW models, in Lagrangian, Eulerian, and ALE formulations.

2.

Evaluation of the time step with simple geometry and boundary conditions.
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3.

4.

a.

Modeling of a round bar extrusion.

b.

Removal of the inertial effects modeling a cube rotation

Evaluation of the ALE formulation with respect to Friction Stir Welding
a.

With the Two Dimensional FSW slice

b.

With the Three Dimensional FSW model

Evaluation of the Frictional contact algorithms
a.

With Lagrangian-Lagrangian contact surfaces

b.

With Lagrangian-ALE contact surfaces

c.

With Lagrangian-Eulerian surfaces

Modification of the Source Code for the Rotational Boundary Condition. The ALEGRA source code
was explored and studied for the most viable location to add the rotational boundary
condition. Several parser files and the kinematics boundary condition files were identified as
code locations necessary for the implementation of the rotational boundary condition
modification. The physics of the rotational condition was identified (See Appendix B) and
source code was written to allow for the needed rotational boundary condition. This
boundary condition was then evaluated for accuracy on simplified, and complex FSW
models.

Evaluation of the Time Step. The hydrocode focus of the ALEGRA code on millisecond events
was well understood at the onset of this research. Therefore, a thorough analysis of the time
step calculation was performed to assess the capability of ALEGRA to model multi-minute
events such as FSW. This was done first by modeling a simple round bar extrusion, a
geometric domain with similar deformation properties to the FSW process. (The extrusion
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process was chosen because of the simple boundary conditions, and its high deformation
characteristics.) Next, a study was conducted to assess the viability of removing inertial
effects from the computation, thus increasing the value of the time step. This was done by
modeling a rotating cube, and modifying the density and rotational velocities.

Evaluation of the ALE Formulation. A two dimensional slice and a three dimensional block of
material were modeled with a prescribed boundary condition representing the
tool/workpiece interface. Both of these geometries were analyzed in Eulerian, and ALE
formulations. The final iteration of the FSW geometry modeled in ALEGRA was of the
FSW tool and weld material in a pseudo-steady state condition, shown in exploded view in
Figure 5, or in the state when the tool is traversing through the weld material.

Figure 5—An exploded view of the final iteration of the FSW geometry modeled in
ALEGRA. Note the weld material is contoured to match the tool. The thin block, a block
of air, was placed in the geometry to capture the flash material as it passes the tool.

Evaluation of the Frictional Algorithms. The frictional algorithms presented in ALEGRA were
of great interest to this research. Tests were conducted in Lagrangian, Eulerian, and ALE
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formulations to evaluate the validity of the frictional algorithms. These tests were conducted
on the FSW geometry shown in Figure 5.

Each iteration of the FSW geometry was imported into Cubit in STL format. The geometry
was meshed and nodesets and sidesets were assigned to the model. The mesh was then
exported to ALEGRA in Exodus II format. An input file was created containing the
keywords, and definitions needed for the ALEGRA code to analyze the model. These
models were then initialized at time “zero,” and analyzed as a transient process.

4.2 The Forge3 FSW Model
The Forge3 code was installed on a Dell workstation, Pentium 4, 2.0GHz processor, 512
MB RAM, 80 GB hard drive. Forge3 was also built in an IBM SP-2, AIX 5.1 parallel
processing environment, with 316 Power 3 processors at 375 MHz, with 6 terabytes of disk
space. This IBM SP-2 supercomputer class hardware is located at Brigham Young
University, in the Ira & Marylou Fulton Supercomputer facility. The Forge3 solver was also
provided for the PC version, and the Forge3 analysis was also run on the PC.

The Forge3 FSW model, similar to the ALEGRA model, passed through several iterations to
allow this researcher the experience and time to gain familiarity with the Forge3 modeling
process. Unlike ALEGRA, the focus of Forge3 on high deformation material forming
events such as forging and cogging allows the analyst to simply “jump in” with the FSW
process. No special modification, or approach to modeling FSW needed to be applied to
Forge3.
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Therefore, the evaluation of Forge3 was conducted in the following method:
1. Appropriate boundary conditions and material models were applied to the model.
a. Lagrangian sensors were placed in the FSW weld material at the same
location as the thermocouples in the validation experiment.
2. The outputs were evaluated and compared to experimental data.

The Plunge. A six-second vertical plunge was applied to the numerical model, with a plunge
rate of 1.19 mm/s and a rotational velocity of 600 RPM. Lagrangian sensors were placed in
the weld material of the Forge3 model to capture the temperature history at each location
during the plunge. (See Figure 6.) The plunge phase of the FSW process was the only phase
modeled with Forge3 in this research due to computational time and resources.

Figure 6—A view of the Lagrangian sensors placed in the Forge3 weld model material. All
dimensions are in millimeters. Positions 1 thru 6 are labeled increasing radii from the pin
center.

The Viscoplastic Material Model. The AL 7075 weld material was modeled using the NortonHoff viscoplastic material model, with the Hansel and Spittel flow criteria (Equation 6 on
page 25). Figure 7 shows the Norton-Hoff material model response for both AL 7075 and
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AL 6061 as given by their respective material constants in Equation 6. The value of the
strain and strain rates were chosen arbitrarily, as they only scale the y axis of Figure 7. The
importance of this plot is to show the smooth nature of the Norton-Hoff viscoplastic
material model. Therefore, any calculation along this curve results in a finite solution, and a
stable computation.

Norton-Hoff with Hanse l and Spitte l flow crite ria
(ε and εdot constant 0.1)

Deviatoric Stress Tensor
σ (f)--(MPa)

600.00
500.00
400.00
AL 7075 s (f)

300.00

AL 6061 s (f)

200.00
100.00
0.00
0

100

200

300

400

500

Temperature (C)

Figure 7—The Norton-Hoff viscoplastic material model with the Hansel and Spittel flow
criteria for AL 7075 and AL6061.

The Forge3 users manual states that the Norton-Hoff viscoplastic material model for AL
7075 is valid only for temperature ranges of 200 to 500 degrees C. Presumably as one travels
outside these temperature limits, the material model response gradually deviates from the
actual material response. This research was conducted with a completely viscoplastic
material model, starting the process at room temperature, and following the material
response through its transient response. Therefore, error in the Norton-Hoff material
model must be considered for temperatures below 200 degrees Celsius.
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The Viscoplastic Friction Model. Quantification of the frictional boundary between the FSW
tool and the weld material has been an area of research in the literature. This research did
not focus highly on the frictional model, but simply used the built in Forge3 viscoplastic
friction model shown in Equation 7 on page 27 as a starting point assumption of the
frictional contact condition between the tool and the workpiece. The default values of 0.3
and 0.15 were used for α and p respectively. The surface of the backing plate was tied to the
to bottom surface of the weld material, and not allowed to slip.

The Boundary Conditions. Convective cooling to the air was allowed in the model, however,
the interface between the tool and the workpiece, and the workpiece and the backing plate
was assumed to be adiabatic. This adiabatic boundary condition was assumed in order to
simplify the computation. The tool and backing plate geometries were assumed to be rigid
surfaces, and therefore no calculation of the tool histories were recorded. This was done to
save computational time.

4.3 Experimental Plunge Test

Figure 8—A view of the experimental plunge, just prior to the test. Notice the
thermocouple wires extending out from the bottom of the block.
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A six second, start to finish, plunge was conducted for experimental validation of the Forge3
numerical model. The plunge rate was 1.19 mm/s, with a rotational rate of 600 RPM. The
weld material was instrumented with six, 1.6 mm diameter type K, stainless steel sheathed
thermocouples located at 4.8 millimeters below the weld surface, and at varying radial
positions from the center of the plunge. (Shown in Figure 9.)

Figure 9—A drawing of the Al 7075 block with thermocouple holes used in the
experimental procedure, all dimensions in millimeters.

These thermocouples were threaded into the holes ensure correct placement. Separate
thermocouples were embedded in the tool material (shown in Figure 10) at three locations,
the tip of the pin, the root of the pin, and the edge of the shoulder, to allow for the
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measurement of the tool temperatures at those locations. These three tool thermocouples
were not threaded into place.

Figure 10—A drawing of the FSW tool geometry used in the experimental procedure, all
dimensions in millimeters. Notice the holes placed in the material to allow for the insertion
of thermocouples.

Channels were milled into the weld material block as shown in Figure 9 to route the
thermocouple wires to the data acquisition system. A small center hole, as shown in Figure
9, was drilled in the center of the plunge block to ensure that the FSW tool was centrally
located with respect to the six thermocouples. Data were recorded at 50 millisecond
intervals during the experimental plunge test.

All of the experimental tests were conducted on a Kearney & Trecker Milwalkee horizontal
mill, retrofitted with a computer controlled interface to control feeds and speeds, and
instrumented with a table dynamometer to record xyz forces.
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5. Results and Discussion of Results
5.1 The ALEGRA Rotational Boundary Condition
The validity of the rotational boundary condition was of great concern to this research.
Therefore, tests of the rotational condition were extensively conducted to evaluate the
accuracy and effectiveness of the newly created boundary condition.

Figure 11—A tapered cone used in ALEGRA to evaluate the rotational condition. The
rotational boundary condition was applied to each node in the domain, and rotated about
the “z” axis. Shown on the right is the velocity in the vertical direction.

The Tapered Cone. Shown here in Figure 11 is a tapered cone used in the evaluation of the
boundary condition. This cone was rotated about the z axis, running axially between the
circular faces, at a prescribed rotational velocity of 3,140 radians per second. The large
radius (the circle nearest the reader) is 2.0 cm. A simple r x ω calculation reveals that the
tangential velocity, represented in the right image, should be 6,280 cm per second. Notice
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that the value of the tangential velocity in Figure 11 at the outermost x limits is 6,280 cm per
second.

This type of test was repeated for accelerating and decelerating values of rotational velocity,
as well as for massless and mass representing nodes. Each test provided positive results,
equal to hand calculations. Testing was also conducted on a FSW tool. The tool rotated in
tangential fashion equal to hand calculations. It was therefore determined that the rotational
boundary condition was working correctly.

5.2 The ALEGRA Time Step

Figure 12—A 3D round bar extrusion modeled in ALEGRA to evaluate the time-step issue.
The die is represented by the “T” shaped material, the extrusion material is represented by
the block on the right, and the extrusion region (highlighted in the left image) is modeled as
a circular hole. The whole domain is axisymmetric about the bottom horizontal line.

A Round Bar Extrusion. This time step study was conducted on a simplistic three dimensional
round bar extrusion domain in an attempt to simplify the boundary conditions. A
commercially pure copper Johnson-Cook material model was applied to the extrusion
material, and a standard elastic tool steel material model was applied to the die material.
Boundary physics (velocities and geometries) were applied to the model as realistically as
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possible, with a 2 cm radius bar or a die area of 12.57 square cm, and a 2.1 mm/sec
extrusion velocity. One fourth of the extrusion domain was analyzed. Figure 12 shows the
results after an elapsed time of 0.34 milliseconds.

The limiting factor in this extrusion calculation was the time step. This model was
computed for a total clock time of 164 hours, and finished only 0.34 milliseconds of
simulated time. The maximum time step the ALEGRA code would allow for the
computation was 16.2 picoseconds. This time step limitation deterred any further
reasonable transient calculation of the round bar extrusion.

A Cube Rotation. Shown in Figure 13 is an example plot from the time step study conducted
by reducing the density of the material in an effort to remove inertia from the model. (This
was a model of a cube rotating about a central axis.) Notice that the largest stable time step
achieved was 14.0 microseconds for this example. This time step effectively reduced the
computational clock time, but did introduce gross errors into the solution.

dt (holding rho/omega fixed)
rho/omega = 1e22
E = 1.08e+22
1.60E-05
1.40E-05
1.20E-05

dt

1.00E-05
8.00E-06
6.00E-06
4.00E-06
2.00E-06
0.00E+00
0.00E+00

2.00E+24

4.00E+24

6.00E+24

8.00E+24

1.00E+25

1.20E+25

density

Figure 13—Time Step Study. As the ratio of the density to rotational velocity decreases, the
time step value increases.
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In this cube rotation case the stresses calculated in the internal material were 17 orders of
magnitude higher than the yield point of the copper material. Notice in Figure 14, the
stresses shown are 12.8e+18 MPa. The yield point of CP copper, in a cold rolled state is 117
MPa. This model, as it progressed, did exhibit plastic deformation as expected with the
calculated stress state.

Figure 14—The XY plane stress in a cube of CP copper, rotated about its central axis, at
600 RPM. The stress value shown at the left is 12.5e+18 MPa, well above the yield point of
the material. The largest non-yield stress value within the material was 12.0e+1 MPa.
Notice, as the problem progressed, the material plastically deformed, shown at the right.

The largest hurdle facing the ALEGRA user for transient modeling of FSW is the time step
calculation. This calculation, internal to the ALEGRA code, includes shock physics and
other algorithms not applicable to FSW modeling. These algorithms effectively reduce the
time step calculations to picoseconds. Several communications with Mike Wong did not
reveal a method of decoupling the shock physics time step calculation from the problem. [43]
Removal of the inertial effects by reducing the density and velocities involved did provide an
effective method of manipulating the time step. However, this caused the calculations of the
internal stresses involved to increase several orders of magnitude higher than expected.
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5.3 ALEGRA ALE and Non‐Orthogonal Boundaries
An ALE 2D Slice. Figure 15 below shows a two dimensional slice of the FSW weld material..
Here in the domain was modeled using an ALE formulation. As time progresses through
the process, left to right, the planar surfaces remesh easily, however the cylindrical surface
representing the pin does not. As the nodes on the cylindrical surface rotate around, the
attached nodes and elements grossly distort, ultimately defeating the integrity of the model.

Figure 15—A two-dimensional slice of the FSW process modeled with an ALE
formulation, modeled with a prescribed rotational boundary surface representing the tool.
Time progresses in the image from left to right, with the final time of 0.3159 milliseconds.

This ALE ability was of strong interest to the author at the beginning of this research, but
upon further investigation, it did not provide adequate avenues for FSW modeling. The
deformation region of the FSW weld material requires an ability to retain the mesh integrity,
a domain that cannot be modeled in a purely Lagrangian fashion. Therefore, for this high
material deformation in ALEGRA, the weld material falls into an Eulerian or ALE category.
The ALE formulation in ALEGRA performs flawlessly for interior nodes, and orthogonal
(xyz aligned) boundaries, however, it cannot remap/remesh the boundary nodes representing
the cylindrical surface of the tool. The Arbitrary Lagrangian-Eulerian formulation in
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ALEGRA is only viable for interior, and orthogonal boundary nodes and elements. Stability
issues have prevented the ALEGRA creators from including any boundaries outside of
planar surfaces.[43] The obvious non-orthogonal surfaces of the FSW tool preclude the use
of the ALE formulation in ALEGRA.

5.4 ALEGRA Frictional Contact

Figure 16—Example ALEGRA FSW results showing any contact condition. Here the weld
material has been removed from view to allow the reader to view the tool distortion. The
image on the left is at t=6.0 microseconds the image on the right is at t=61.23 microseconds.

Figure 17—Lagrangian and smoothed Eulerian contact interface. The image on the left has
been cut perpendicular to the axial direction to show the interaction of the pin and weld
material. The image on the right has been modified to show only the FSW tool.
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Shown in Figure 16 and Figure 17 are the results consistent from contact conditions
between the FSW tool and the weld material of Lagrangian-Lagrangian, Lagrangian-ALE,
and Lagrangian-Eulerian models. The reader will notice the deformed domain of the FSW
tool in both figures. This result was reproduced for all contact boundary conditions applied
to the model, regardless of the frictional model or the numerical formulation.

The frictional contact algorithms in ALEGRA are only valid for Lagrangian contact
surfaces.[43] ALEGRA does not possess the capability to model frictional conditions in an
Eulerian scheme, and therefore any contact surfaces must be Lagrangian. The FSW weld
material inherently travels around the FSW tool, removing the problem from a purely
Lagrangian scheme. Therefore, this Lagrangian friction restriction makes it impossible to
include frictional calculations within a FSW model in ALEGRA.

This researcher was puzzled by this result from a Lagrangian-Lagrangian interface, and
extensively modeled the FSW process ending with the same distortion result. One would
expect that the modeled weld material, or the modeled pin material would wrap around the
tool axis as the process progresses, eventually overlapping itself, and destroying the integrity
of the mesh. However, this result was not observed in the Lagrangian-Lagrangian contact
models. The mesh distortion shown in Figure 16 and Figure 17 is typical of the results
obtained from this contact condition. The source of this error is unknown, despite extensive
study of the problem.

It was concluded that any FSW model in ALEGRA cannot be modeled in an ALE or
Lagrangian fashion, and therefore must be completely Eulerian. A FSW model conducted in
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ALEGRA must be done in an Eulerian scheme, with a sticking condition between the tool
and the workpiece, or with a prescribed rotational condition on a boundary representing the
tool.

5.5 A Completely Eulerian ALEGRA Computation
An Eulerian 2D Slice. Figure 18 shows a plot of a 2D slice of the von-Mises stresses. This
model was analyzed in ALEGRA in a fully Eulerian scheme, with planar boundary
conditions on the upper and lower faces of the slice, a prescribed material velocity from right
to left, and a rotational condition applied to the cylindrical surface representing the tool.
The following figure, Figure 19, is a plot of the temperature distribution at this same time
interval.

Figure 18—A two-dimensional slice of the von-Mises Stress distribution during the FSW
process at t=3.535 ms, modeled with a prescribed rotational boundary surface representing
the tool.
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Figure 19—A two-dimensional slice of the temperature distribution during the FSW process
show in Figure 18 at t=3.535 ms, modeled with a prescribed rotational boundary surface
representing the tool.

This two dimensional transient slice was analyzed to test the viability of using ALEGRA to
model FSW in a completely Eulerian formulation. This fully Eulerian scheme is the only
approach that produced promising results. However, the model represented in Figure 18
and Figure 19 echoes the most fatal flaw of ALEGRA as it pertains to FSW modeling. The
time shown in both of these figures is 3.535 milliseconds. These results were obtained at a
computational clock time of 102 hours, because the largest stable time step ALEGRA could
utilize was 18.6 picoseconds. Extrapolating this result, it would require a computational
clock time of approximately 20 years to calculate 6 seconds of weld time. This time step
issue was the primary deterrent from a viable FSW model in ALEGRA. Similar results,
shown in Figure 20 and Figure 21, of three dimensional models were also obtained at a
computational expense of a few weeks.
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Figure 20—A cutaway view of the stress distribution of an Eulerian attempt to model FSW
with a prescribed rotational condition on the surface representing the tool. Total time
elapsed 1.37 ms.

Figure 21—A cutaway view of the temperature distribution of the model shown in Figure
20 at a total time of 1.37 ms.

5.6 Summary of the ALEGRA Results
Extensive studies and tests were done with ALEGRA for both the transient and steady state
modeling of FSW. ALEGRA was developed specifically for millisecond events, primarily
focused on the capture shock propagation. Therefore a FSW analyst must “rig” the code to
accept the FSW event, a multiple minute event, to analyze transient effect. However, after
several iterations and attempts to model FSW in ALEGRA, the simple conclusion was
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reached that ALEGRA, as the code stands currently, is not capable of modeling the FSW
process. This is not to say that ALEGRA can never be used to model FSW. A list of
“ALEGRA fixes” will be presented in the conclusions.

The modeling of FSW in ALEGRA proved to be a challenge not easily conquered. Several
simplified ALEGRA models were analyzed to assess the capability of the code to capture the
physics of the FSW process. Ultimately, ALEGRA proved to be incapable of modeling
FSW with the “out-of-the-box” ALEGRA product. This was due, in large part, to the time
step calculation on the order of picoseconds. The ALE formulation also did not provide the
desired result of capturing the weld material flow, due to it’s inability to remap/remesh nonorthogonal, xyz aligned boundaries. The frictional contact algorithms were also ineffective
in the capture of the frictional boundary between the FSW tool and workpiece, due to the
restriction of the frictional algorithms to the Lagrangian formulation.

The three major obstacles, identified by this research, for the application of ALEGRA to
Friction Stir Welding modeling include:

1. The time step calculation is the largest hurdle to a FSW model in ALEGRA
a. Any model of FSW in ALEGRA provided time step calculations on the order of
picoseconds. This results in a computational clock time of 20 years for the
completion of 2D Eulerian slice problem shown in Figure 18.
2. The ALE formulation does not allow for the remapping/remeshing of nonorthogonal boundaries.
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a. The ALE method does provide the ability to capture the high deformation of
the FSW process, however the inability of remapping/remeshing of orthogonal
boundaries precludes the use of this formulation.
3. The Frictional contact algorithms are valid for Lagrangian boundaries only.

ALEGRA, as the code stands, is not capable of modeling the FSW process. The addition of
the rotational boundary condition to the source code did allow for the rotation of the tool,
however, the code did not perform adequately to correctly capture the FSW process.

5.7 Results of FSW model in Forge3
The Position of the Tool. Figure 22 shows the position of the FSW tool in the Forge3 model.
Notice that as the plunge sequence progressed, the tool plunged into the weld material at the
prescribed linear rate of 1.19 mm/s. This plunge rate allowed the full 6.35 mm pin length to
penetrate the weld material at 5.33 seconds, where the shoulder touched the weld material.
The tool was plunged further into the material until the allotted 6 second time was expired.

Forge3 Tool position with Respect to Time

Position into the Weld Material (mm)

8.00
7.00
6.00
5.00
4.00
3.00
2.00
1.00
0.00
0.0000

1.0000

2.0000

3.0000

4.0000

5.0000

6.0000

7.0000

Time (seconds)

Figure 22—The tool position in the Forge3 model with respect to time.
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Figure 23 shows a plot of the axial force and the tool position verses time from the
experimental plunge test. The events of the plunge consist of first, the initial pin penetration,
second, the full pin travel, and third the shoulder contact with the weld material. The input
parameters were identical to the Forge3 plunge sequence, however the time scale is
fundamentally different in the experimental test. Therefore, it is important to identify the
sequence of these events during the plunge test.

Axial Force During the Experimental Plunge
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Figure 23—Axial Force and Tool position with respect to time.

Notice in Figure 23 that the force is zero until about 1 second, where it jumps rapidly to a
steady state value of 10 KN. Notice also that as the tool travels into the weld material, the
force increases through about 7.5 seconds, where it then again jumps rapidly to about 45
KN. Therefore, the initial pin penetration occurs at 1 second, the pin travels through the
material until about 7.5 seconds, where the shoulder then contacts the weld material.
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M achine and Actual tool Z position
Tool Z Pos ition
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Figure 24—A plot of the machine input Z position in comparison to the actual tool Z
position. Notice the straight line nature of the machine input, compared to the non-linear
nature of the actual tool position.

Experimental Machine Deflection. Figure 24 shows a plot of the machine input position
compared to the actual recorded tool position. As the plunge sequence progressed, the
machine forced the FSW tool into the weld material at the prescribed plunge speed of 1.19
mm/s. Notice in Figure 24 that the location of the machine input position is removed from
the actual tool position. Therefore, as the FSW tool plunges into the weld material, the
machine deflects, causing the tool to have a different position relative to the work piece.

Figure 25—A close-up view of the extruded material down the center hole of the
experimental plunge.
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Notice in Figure 25 the material that extruded through the tool centering hole, just below the
profile of the tool. This hole was drilled in the weld material to aid in the positioning of the
tool in the correct location, central to the thermocouple group. Of note here is the off
center location of the pin profile with respect to the extruded material. Every effort was
employed to centrally position the FSW tool over the weld material. The semi-rigid nature
of the Kerney & Trecker Milwalkee milling machine allowed the milling arm to deflect, and
the tool to move relative to the work piece, thus off-centering the plunge sequence.

The deflection in the milling machine also affected the thermal history profiles of the weld
material. With a plunge speed of 1.19 mm/s, and a pin length of 6.35 mm, (see Figure 4) the
full length of the pin should penetrate the weld material, and outside of the shoulder should
touch the weld material at 5.33 seconds. This result was not observed in the experimental
plunge. Rather, the shoulder contacted the weld material surface at approximately 7.5
seconds of plunge time, a direct result of the semi-rigid milling machine.

Isotherms present in the Experimental and Forge3 Model. The following figures are taken from the
final computational run of the Forge3 model. This analysis was run on a Dell Workstation,
and completed in 221 hours.
Figure 26 and Figure 27 contain the temperature profiles modeled in Forge3. The
temperature ranges for the model are 20-590 degrees Celsius. The heat transfer condition
between the FSW tool and the weld material was assumed to be adiabatic. This condition
was chosen to simplify the computation, with the assumption that temperature
measurements of the resulting analysis would be higher than the experimental results. The
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standard viscoplastic friction model outlined in Equation 7 on page 27 was utilized with a p
value of 0.15 and an α value of 0.3.

Figure 26—A cut plane view of the Forge3 model of the temperature profiles at 4.273
seconds, and 5.440 seconds. Temperature range: 20-513 deg C.

Figure 27—A cut plane view of the Forge3 model of the temperature profiles at 6 seconds.
The tool has been removed to allow the reader to view the shoulder temperatures.
Temperature range: 20-590 deg C.

Shown below in Figure 28 is an image of a sectioned, polished, and etched experimental
plunge sample. The lower image has been modified to highlight the heat-affected, and
mechanically deformed areas of the weld material. Also shown are the threaded
thermocouple holes at 20.6 mm on the left, and 15.9 mm on the right.
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Thermally
Affected

Mechanically
Affected

Figure 28—A cross section of a 7075 plunge sample, showing thermocouple locations 3 on
the right, and 6 on the left. The lower image has been modified to enhance the mechanically
and thermally affected areas.

Notice the profile of the thermally affected area in Figure 28 extends from the edge of the
shoulder, down underneath the pin profile, and back to the edge of the shoulder on the
opposite side of the image. During the plunge sequence the weld material increases in
temperature, with these isothermal profiles. These profiles provide a physical indication of
the isotherms present during the weld sequence.

This isotherm behavior is not observed in the Forge3 model. In the left image of Figure 26
the weld material flashes up the pin toward the FSW tool, a material behavior consistent
with experimental observations. However, the Forge3 temperature profiles in the weld
material in both Figure 26 and Figure 27 indicate that the shoulder, more strongly than the
pin, affects the temperature distribution.
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Weld Material Temperature Profiles. Figure 29 shows the temperature histories as recorded in
the Forge3 numerical model by the sensors placed in locations identical to the thermocouple
positions in the validation experiment. (See Figure 9 on page 37.)

Numerically Determined Temperatures at Six Thermocouple Locations of
the FSW Plunge model in Forge3.
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Figure 29—Temperature histories calculated with Forge3 at the six thermocouple locations.
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Figure 30—A plot of three averaged temperature histories during the experimental 6 second
plunge at various radii from the pin center. The error bars shown represent one standard
deviation above and below the data point.
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Figure 30 shows the temperature histories recorded in the weld material at the thermocouple
locations shown in Figure 9 on page 37. The locations of the thermocouples in relationship
to the pin center varied in a radial fashion, increasing the distance from the pin center from
12.7 mm to 20.6 mm. This temperature plot is an average of three experimental plunge tests.
Error bars are included in the plot of one standard deviation above and below the data point.

A statistical Fourier transform analysis (Figure 31) was performed on the Forge3
temperature data in Figure 29. The apparent noise variation in the data was of some
concern to this researcher. The entire geometric domain was remeshed every 4 iterations of
the Lagrangian process. This remeshing, combined with the cyclic nature of the rotational
condition could reasonably produce noticeable frequencies within the data. Therefore, it
was of great interested to examine the variation in the data, and determine if the variation
was cyclic or random in nature.

Fourier Transform Analysis of the
Forge3 Temperature Data
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Figure 31—A semi-log plot of a Fourier Analysis of the Forge3 temperature data.
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There is some evidence that the remesh iterations did exhibit some influence on the data as
can been seen at the 0.125 frequency peak in Figure 31. However, the general layout of the
plot indicates that this influence was minimal in comparison to the overall noise of the data.
It was therefore determined that variation in the temperature data represented in Figure 29
was relatively free of cyclic variation, and therefore random in nature.

The experimental temperature histories in Figure 30 from each of the thermocouple
locations “parallels” its neighboring temperature history, linearly increasing as the tool
plunges into the material. Also, notice in Figure 30 that the highest temperature history was
recorded at the thermocouple location nearest the pin. This is intuitively sound, as one
would expect the temperatures to decrease as the location from the pin center increases.

Each of the temperatures recorded in Figure 30 increases slightly at approximately eight
seconds under the heating influence of the shoulder of the tool. This is a result of the added
heat input of the shoulder (at approximately 8 seconds) to the already present heat input of
the pin (between 0 and 7 seconds). Therefore the temperatures rise at an increased rate
under both heat input effects.

Each temperature profile from the Forge3 analysis (shown in Figure 29) parallels its
neighbor temperature, linearly increasing, with the highest temperatures closest to the pin.
This parallel behavior compares well to the measured experimental data shown in Figure 30.
Also, as the shoulder touches the weld material at 5.33 seconds, the temperatures jump
rapidly under the effects of the shoulder heating. This jump in temperature is intuitively
sound, and again compares well with the experimental data.
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Table 1—A comparison of the heating rates for the Forge3 and measured temperatures at
the 12.7 mm thermocouple location. The time increments are as follows: to is the initial pin
contact with the work piece, t1 is just prior to the shoulder heating effect, t2 is just after the
shoulder heating effect, and t3 is well into the shoulder effects.
Forge3

Pin Contact
Just before
shoulder
Just after
shoulder
Full
Contact

Time
(seconds)

Temp
(oC)

to

0.0

20

t1

5.0

240

t2

5.3

287

t3

5.6

416

Experimental
Heating
Rate
(oC/s)

44

445

Time
(seconds)

Temp (oC)

0.0

25

8.0

135

8.6

148

10.0

203

Heating
Rate
(oC/s)

14
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Table 1 shows a comparison of the slopes of the Forge3 and experimental temperatures at
the 12.7 mm thermocouple location. Each of the temperature profiles represented in Figure
29 and Figure 30 exhibit similar behavior, increasing linearly under the pin heating effects
between t0 and t1, and the combination of the pin and shoulder heating effects between t2
and t3. A comparison of the slope of these lines shows that the Forge3 computation highly
overestimates the heating rate of the weld material. Table 1 shows the slope of the line for
the Forge3 model is 44 oC/s during the pin penetration sequence from t0 to t1. This is three
times the 14 oC/s slope shown in the experimental measurement. The difference increases
dramatically when the shoulder heating effects, between t2 to t3, are introduced in the Forge3
model. This 430 oC/s slope is more than ten times the 39 oC/s slope of the experimental.
The source of this error is most likely the adiabatic heat transfer condition, and will be
discussed later in further detail.
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Forge3 Computed Values of Temperature
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Figure 32— Computed temperature profiles recorded at various time increments.

Figure 32 shows the Forge3 temperature profiles at various time increments at the
Lagrangian sensor locations at increasing radius from the pin center. Figure 33 shows the
same result from the experimental plunge sequence.

Experimentally Measured Temperature Values
at Several Moments in Time
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Figure 33—Experimental temperature profiles recorded at various time increments.
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The reducing temperature behavior of the Forge3 data (shown in Figure 32) from 12.7 mm
to 20.6 mm from the pin center compares well to the behavior of the measured data shown
in Figure 33. The highest temperatures are located at 12.7 mm, closest to the pin.

Of note is that physical behavior of the Norton-Hoff weld material model shows adequate
correlation to experimentally observed results. The weld material flashes up the pin (shown
in Figure 26) as observed in experimental results. The material also softens under thermal
effects as can be observed in the increasing spread of the temperature profiles in Figure 29
between 5.5 and 6.0 seconds.

Te m pe rature s at Thre e Tool Locations
1.19 m m /s plunge s pe e d--600 RPM
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Figure 34—Averaged temperatures from three tests, recorded at the tip of the pin, the root
of the pin, and the edge of the shoulder during the plunge sequence. The error bars shown
represent one standard deviation above and below the data point.

Measured Tool Temperatures. Figure 34 shows the experimental temperature histories recorded
at three locations in the tool, approximately 1.2 mm from the surface of the tool. (These
locations can be reviewed in Figure 10 on page 38.) These temperatures were recorded
during the same plunge sequence represented in Figure 30 and Figure 33.
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Notice that the tip of the pin increases at a nearly linear rate as the tool is plunged into the
weld material. Also, notice that a temperature increase in the root of the pin follows later in
the plunge, and finally the shoulder temperature increases as the shoulder touches the work
piece. The generated heat is transferred into the pin first, traveling up the pin material as the
tip of the pin plunges into the weld material. This heat then conducts up the tool into the
root of the pin, and eventually out to the edge of the shoulder. As the shoulder touches the
weld material, the added heat input from the shoulder contact increases the shoulder
temperature to match that of the root temperature.

The source of the 150 degree difference between the tip of the pin and the edge of the
shoulder at the end of the plunge sequence is a challenge to quantify. The elastic response
of the material may have elevated the pressure present at the tip of the pin, increasing the
heat transfer rate between the pin and the weld material, (more so than between the shoulder
and the weld material) and therefore increasing the temperature at the tip of the pin.
Reviewing the load present in the plunge sequence (Figure 23), we can estimate the pressures
exhibited on the tip of the pin and the surface of the shoulder. (Pressure is equal to the ratio
of the force to the area.) The area of the tip of the pin is 50.26 mm2, and the area of the
shoulder (minus the pin area) is 456.4 mm2. The initial force present during the pin
penetration (shown in Figure 23) is about 10 KN, and the force present during shoulder
contact is 45 KN. Using these forces applied to the pin and shoulder areas, a we obtain a
value of 200 MPa and 100 MPa for the pin tip pressure and shoulder pressure respectively.
Therefore, the increased pressure at the tip of the pin may reduce the contact resistance
between the weld material and the tool material, more so than at the shoulder/weld material
interface.
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It is also possible that the migration of heat up the axis of the tool may remove heat from
the shoulder area at a higher rate than from the tip of the pin, thus lowering the temperature
of the shoulder. The quantification of the exact reason for this result is left for future
research.

A qualitative comparison of the can be made between the measured tool temperature
histories shown in the Figure 34, and the Forge3 isotherms present in the weld material (see
Figure 26 and Figure 27 in pages 54 and 54). No tool temperature histories were recorded in
the Forge3 model; however, one would expect the weld material to reflect the tool
temperatures within reason. Notice that the experimentally measured tool temperatures
show the tip of the pin at a consistent 150 degree increased temperature value than that of
the shoulder, or the root of the pin. Conversely, the weld material temperatures at the
shoulder interface in the Forge3 model (in Figure 35) are shown to be at least 150 degrees
higher than the tip of the pin. One would expect the weld material to exhibit material
temperatures more closely related to the experimentally measured tool temperatures.

Figure 35—A view of the experimental and Forge3 model isotherms.

Shown here in Figure 35 is a cropped view of the experimental and Forge3 isotherms shown
in Figure 28 and Figure 27 respectively. Notice that the resultant isotherms shown in the
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Forge3 model are fundamentally different from the sectioned experimental aluminum
material. The Forge3 model shows the isotherms crossing through the pin material, whereas
the experimental cross section shows the isotherms traveling under the pin.

It is likely that this temperature discrepancy was influenced by the adiabatic heat transfer
condition. The application of the adiabatic heat transfer condition in the Forge3 model did
not allow for the removal of heat through the FSW tool, or through the backing plate. This
effectively confined the generated heat to the weld material, elevating the temperatures
above that of the actual process. This also allowed the shoulder heat input to remain in the
weld material, dominating the heat input, effectively removing the thermal effects of the pin,
and thus producing the isotherms observed in Figure 35. The incorporation of a nonadiabatic heat transfer condition should reduce the calculated temperatures in the Forge3
model.

The Axial Load. Figure 36 shows a comparison of the axial load during the plunge sequence.
Notice the Forge3 load jumps to approximately 6 tons, and tapers down to almost 3 tons
just prior to the shoulder contact. However, the experimental data shows a initial load of
about 1 ton. This experimental load remains constant while the locating center hole is filled
with material, and then increases to approximately 5 tons as the shoulder contacts the weld
material.
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Figure 36—A comparison of the Forge3 and Experimental axial load.

Some of the difference in the loads can be attributed to the locating center hole, used to
centrally position the FSW tool with respect to the thermocouples in the experimental
plunge. The experimental load was highly affected by this center hole. Presumably, the
removal of the hole in future plunge tests should bring the behavior of the experimental load
data closer to the Forge3 load data.

Power and Energy Input. Shown in Figure 37 is a plot of the plastic deformation and frictional
energy inputs recorded during the Forge3 computation. Shown in the following figure,
Figure 38, is the power inputs for both the frictional and plastic deformation, also recorded
during the Forge3 computation.
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Figure 37—The Plastic Deformation and Frictional Energy inputs recorded during the
Forge3 computation.
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Figure 38—The Plastic Deformation and Frictional power inputs recorded during the
Forge3 computation.

Notice in both Figure 37 and Figure 38 that the frictional inputs dominate, and account for
more than 90% of the total energy input to the system. The plastic deformation of the
material adds 10% or less to the total energy input.

Shown in Figure 39 is the total power and energy input during the experimental plunge
sequence. As the plunge sequence progresses, the energy input increases at a linear rate,
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similar to the temperature profiles, until the shoulder touches the weld material at
approximately 7.5 seconds. The input power and energy then increase under the effects of
the tool shoulder.
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Figure 39—A average of the total measured input power from three experimental plunge
tests. The input energy has been calculated and added to the plot. The error bars represent
one standard deviation above and below the data point.

Similar behaviors can be observed for the power inputs by comparing the behavior of the
Forge3 model shown in Figure 38 and the experimentally measured power input shown in
Figure 39. Notice in both plots that as the pin penetrates into the work piece, the
experimental and Forge3 power inputs jump dramatically, and increases at a similar rate until
the shoulder contacts the work piece. During the shoulder contact, the power inputs
increase at a more substantial rate, both with similar behaviors through the shoulder contact
sequence. This qualitative comparison shows the Forge3 model to be consistent with the
experimentally observed power input results.

67

The total energy conducted into the FSW tool during the experimental plunge test can be
estimated by examining the temperature profiles recorded in the tool. (See Figure 34 on
page 61.) The input energy of a system can be analyzed by using the inputs shown in
Equation 8;

E = ρ V c p ∆T

(8)

where E is energy, ρ is density, V is volume, cp is specific heat of the material, and T is
temperature. If we assume a one dimensional linear temperature gradient along the axis of
the tool, between the measured pin tip temperature, and the measured root temperature (as
shown in Figure 40), we can approximate the energy transferred into the tool as a function
of time.

The Assumed Linear Temperature Profile
at Full Weld Material Penetration
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500.0

Temperature (deg C)

Figure 40—An illustration of the integration method used to calculate the input energy into
the FSW tool.

The FSW tool was divided into axial slices as shown in Figure 40. The results shown in
Figure 41 were obtained by utilizing a specific heat value of 460 J/kg-K for the steel tool, a
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density of 8.0 g/cm3, and a linear approximation of the tool temperatures between the pin
and root temperature histories (recorded in Figure 34).
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Figure 41—The estimated input energy into the tool, compared with the total energy
recorded during the experimental plunge test.

Figure 41 shows the estimated energy input into the FSW tool during the plunge sequence.
Notice as the pin plunges into the weld material, the energy transferred into the tool
accounts for approximately 8% of the total energy. This fraction of the energy transferred
into the tool increases dramatically, to approximately 20%, as the shoulder influences the
heat generation at the tool/weld material interface. The characterization of the energy
transfer provides a glimpse into the heat transfer condition existent between the FSW tool
and the weld material.

Radiation Heat Transfer. We can also make an approximation of the radiation heat transfer
during the experimental plunge test. This estimation can be made if we assume the exposed
surface of the weld material exhibits the same temperature behavior as the temperature
profiles recorded in Figure 33 on page 60 at a radius varying from 12.7 mm to 20.6 mm.
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Figure 42—An illustration of the isotherms, and tool geometry used in the radiation
calculation.

Figure 42 shows an illustration of the isotherms used in the weld material radiation
approximation. A similar approximation for the radiation from the tool surface can be made,
if we assume a 1 cm length of the tool, and the cylindrical surface of the tool to be at the
shoulder temperature recorded in Figure 34 on page 61. The standard radiation heat transfer
equation is shown in Equation 9.

(

4
E = ∆t As ε σ Ts4 − Tsurr

)

(9)

where E is the energy, t is time, As is the surface area, ε is the emissivity of the surface, σ is
the Stefan Boltzmann constant (5.67 x 10-8 W/m2K), Ts is the surface temperature, and Tsurr
is the surrounding temperature.

Applying a generous value of 1.0 for ε for both the weld material and tool surfaces, a Tsurr
temperature of 25 degrees Celsius, using the surface areas described above, and the
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temperature histories recorded in Figure 33 and Figure 34, the follow plot was obtained for
the radiation energy transfer for both the weld material and tool surfaces.
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Figure 43—The estimated radiation energy transfer from the weld material and tool
surfaces during the experimental plunge.

Notice that the highest value of the energy recorded in the plot is 22.0 Joules at about 18
seconds. This is well after the plunge sequence. If we observe the energy transferred by
radiation before and during the shoulder contact (0-10 seconds) we can see that the total
radiation energy lost is about 2 Joules. Comparing this result to the energies recorded in
Figure 41, we can see that this energy loss is less than 1% of the total energy. Therefore,
radiation heat transfer does not play a significant role in the removal of energy during the
plunge sequence, and does not need to be accounted for in future FSW plunge models.

A Direct Comparison of the Forge and Experimental Data. The semi-rigid nature of the horizontal
Kearney & Trecker Milwalkee machine allowed the FSW tool to deflect as explained
previously. Therefore, it is difficult to compare the Forge3 data to the experimental data as
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the timeline of each data set does not correspond directly to the other. The following
comparisons to the experimental data were conducted utilizing the tool position with respect
to the weld material.

A Comparison of the Experimental and Forge3
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Figure 44—A comparison of the experimentally measured and Forge3 computed
temperature histories of the at location 1.

Shown in Figure 44 is a comparison of the experimentally measured and Forge3 calculated
temperatures at the thermocouple position nearest the pin. Notice that both temperature
histories behave in a similar manner during the plunge sequence. As the pin plunges into the
weld material, the heat input raises the temperature in both the Forge3 model, and the
experimental measurement at a linear rate. The temperatures then jump rapidly as the
shoulder contacts the weld material. However, the Forge3 temperatures shown in the plot
are overestimated, in most of the plunge sequence by about 90% to 100% above the
measured temperature values.
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A Comparison of the Experimental and Forge 3
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Figure 45—A comparison of the Experimental input energy and the Forge3 recorded
energy, plotted with the experimental axial force.

Shown here in Figure 45 is a comparison plot of the input energies for both the
experimental, and the Forge3 plunge. Of particular interest here is that the experimental
energy input, in tool positions 4 mm to 6 mm, is consistently 30% greater than the Forge3
energy input. Therefore, the Forge3 model shows the need for a 30% increase of input
energy. This is an unexpected result considering the overestimated temperatures recorded in
the Forge3 model.

If we consider the applied adiabatic thermal boundary condition, we can better understand
the temperature differences between the Forge3 model and the experimental result. The
application of an adiabatic condition to the Forge3 model, in effect, may have contained the
generated heat within the weld material, raising the temperatures well above the
experimentally measured values. Therefore, it is possible that the applied adiabatic heat
transfer condition can be attributed with the bulk of the temperature differences observed
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between the Forge3 model and the experimental measurements. Modification of this heat
transfer condition to allow heat to escape through the FSW tool, and the backing plate
should reduce the temperature of the weld material.

5.8 Limitations of Forge3
Time Step Dependent Solutions. Notice in the solution represented in Figure 46, that the weld
material dips below the tool, there is a barrel shaped cavity produced around the pin, and the
temperatures in the weld material are far below any of the experimental values. Each of the
early FSW models conducted in Forge3 resulted in this same incorrect solution, before it was
discovered that Forge3 does not internally control the time step adequately to capture the
physics of the FSW process. These cavities and temperatures are inherently false, and do not
coincide with any experimental result. The development of these cavities was discovered to
decrease with the control of the time step. Therefore a time step refinement study was
conducted to identify the time step value that would allow the code to correctly capture the
physics of the FSW process.

Figure 46—An cut plane view of the erroneous solution produced by Forge3 without time
step control. Notice the low temperatures, and the weld material cavity beneath the tool.
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The weld material has been experimentally observed to flash up the pin as the plunge takes
place during the FSW process. This flashing material was the preliminary basis for judging
the time step refinement. Notice in Figure 47 that the material begins to flash up the pin as
the time step is reduced. It was found that the ideal time step in Forge3 is between 1.0
milliseconds and 0.5 milliseconds. This time step balances the need for computational
accuracy, and shortened clock time. Therefore, the final Forge3 model employed a
maximum time step of 1 millisecond.

It is recommended by this researcher that any future analyst modeling FSW with Forge3
should incorporate a time step study to evaluate the accuracy of the outputs.

Figure 47—A cut away view of the same time increment with differing time steps. From
left to right the time step values are: 0.16, 0.01, 0.001 seconds. Notice the differing
temperatures, and differing material deformation.

Parallel Processing. Figure 48 shows the solution from a four processor computation run on
the IBM SP2, as compared to the PC run solution. The boundary conditions, and input
parameters were identical in both analyses. Notice the missing geometry in the solution.
The cause of this discrepancy is not yet known, but it is supposed by this researcher that the
Forge3 parallel processing code must have a memory leak.
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Figure 48—The FSW results of the domain modeled in Forge3 on the IBM SP2, AIX (left)
and the Dell workstation (right). The AIX solution was run on four processors. Notice the
missing domain in the AIX image.

This parallel release of Forge3 did not prove to be an adequate computational solution.
Several parallel processed attempts were performed to evaluate Forge3 in a parallel
processing environment. An important note here is that the solution represented in Figure
48 was the only analysis run to complete the computation. Every computation, except the one
represented in Figure 48, ended abruptly during the run, with unknown errors. Questions
regarding the failures were asked of Transvalor, but no satisfactory reply has been received.

Transvalor has also set a limit on the parallel processing environment of Forge3 to 16
processors. While this limit is not a large restriction to the computation, it would be useful
to distribute the calculation to more processors in an effort to reduce the computational
clock time.

5.9 Summary of the Forge3 Model
The measurement tools given on page 8, intended to evaluate the viability of Forge3 to
model FSW, include the code’s ability to capture the required physics, the computational
time required to complete the analysis, the ease of modifications to the input parameters,
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and the accuracy of the output. Forge3 showed promise in the capture of the physics of the
FSW process. In summary:

1. Forge3 did show promise in capturing of the inherent physics of FSW, and provided
adequate results to warrant further experimentation.
2. The computational time on the PC was more than desired, 221 hours, but this could
be reduced with the implementation of a parallel processing environment.
3. The input parameters, aside from complete geometric changes, proved to be easily
modified for iterative study.
4. The temperature profiles did show general behavior, similar to experimental results,
however, these temperature values were highly overestimated 40% to 50% above the
measured values.
5. The energy inputs recorded in the Forge3 model were 30% less than the energy
inputs recorded in the experimental measurement.
6. The frictional energy input of the Forge3 model was shown to dominate (at about
90%) the total energy input of the system.

The Forge3 FSW model provided some useful insight into the FSW process, and showed
promise to become a very useful tool for modeling Friction Stir Welding.
1. Control of the time step calculation was proven to be crucial to the accuracy of the
solution. The automatic Lagrangian remeshing scheme proved to be a formidable
method to capture the physics involved in the FSW process.
2. The Norton-Hoff viscoplastic material model, with the Hansen and Spittel flow
criteria shows promise in capturing the AL 7075 material behavior.
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3. Initial temperature profiles compared to experimental measurements have shown
promise, however, the implementation of a non-adiabatic heat transfer condition
may allow for more correlation with experimentally measured values.

78

6. Conclusions and Recommendations
6.1 Conclusions and Recommendations from the
ALEGRA Model
ALEGRA, as the code stands to date, is not capable of modeling the FSW process. Several
attempts to model FSW processes, and similar high deformation, multiple minute processes,
resulted in this same conclusion. The largest hurdle to the modeling of the FSW process is
the focus of the code on shock propagation, effectively reducing the time step calculation to
picoseconds. This ultimately prevents the FSW analyst from creating a viable transient
model by creating computational clock times of several hundred hours. The limitations of
ALEGRA include:
1. The time step of picoseconds.
2. The restriction of frictional boundaries to the Lagrangian scheme.
3. The inability to remap/remesh non-orthogonal boundaries.
ALEGRA must be modified to model the FSW process. These modifications most likely
will include:
1.

Frictional contact algorithm for the Eulerian formulation.

2.

The remapping/remeshing of cylindrical surfaces to properly utilize the Arbitrary
Lagrangian-Eulerian formulation.

3.

A method of removing the shock propagation calculation from the time step
calculation to model the transient response
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4.

An alternative method of creating a steady state model similar to the Askari
approach could be developed.

6.2 Conclusions and Recommendations from the Forge3
Model
Forge3 does show promise to correctly capture the desired physics of the FSW process. The
viscoplastic material model did adequately captured the material properties of the AL 7075
material. The numerically determined temperatures at the experimental thermocouple
locations did show some correlation, however, further refinement of the frictional and heat
transfer condition input parameters should increase this correlation.

Several lessons were learned during the implementation of the Forge3 model.
1. The automatic Lagrangian remeshing scheme is a viable approach to FSW modeling.
2. The analyst must always conduct a time step independency study with an applied
rotational condition.
3. The parallel processing environment does not perform as desired, and should be
utilized with caution.

Forge3 showed the frictional contact condition applied to the tool/workpiece interface
accounted for 90% of the total energy input of the plunge sequence. This input energy was
also shown to be 30% below measured values. The containment of this energy due to the
adiabatic heat transfer condition effectively increased the temperatures present in the
modeled weld material. Therefore, the accuracy of the Forge3 model will be greatly
enhanced by:
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1. Utilizing a non-adiabatic heat transfer condition between the tool, the work piece,
and the backing plate.
2. A more accurate characterization of the frictional condition between the tool and the
workpiece.

6.3 Recommendations for Future Research
The creation of an ALEGRA FSW model will be the result of intensive research of the
source code. A steady-state model of FSW in ALEGRA was attempted, with the hope of
removing any time dependency from the calculation. Guided by the Askari model [5], this
effort focused on utilizing ALEGRA as the solving engine for the momentum and mass
balance equations, and a separate solver to analyze the steady-state energy field. Several
attempts were made to find a method to “plug into and out of” ALEGRA similar to the
Askari model. This required knowledge of the ALEGRA source code not readily available,
as there is no public documentation to support this approach. Future researchers should
approach the analysis in steady state. Transient solutions in ALEGRA for FSW will most
likely not be possible due to the time step calculation inherent in the ALEGRA solving
sequence. Any FSW model in ALEGRA will inherently be run in an Eulerian scheme.

The Forge3 FSW model must be modified to account for the heat transfer condition present
between the weld material and the FSW tool. This will enhance the accuracy of the output.
The Forge3 modeled energy input was dominated by the frictional heat input. Therefore,
the frictional contact condition between the FSW tool and the workpiece should also be
studied and modified to more correctly capture the response of the FSW process. Parallel
processing should be utilized whenever possible, as the computational clock time on a single
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processor proved to be excessive. A mesh refinement study should be conducted to
evaluate the solution behavior with respect to the mesh size. A dwell and traverse sequence
should be added to the model to completely evaluate the code’s ability to capture the whole
FSW process.

Any future validation experiment should include a more three-dimensional placement of the
thermocouple locations. The axi-planar placement of the thermocouples used in this
research left too much question to the interpretation of the recorded data, as it compared to
the Forge3 data.
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Appendix A. ALEGRA Users Information
The ALEGRA “runid” Approach
ALEGRA uses a “runid” system to label each analysis run. Each of the required files, and
output files of the analysis are labeled with the “runid” filename. ALEGRA requires two
files to start a simple serial analysis process, an input, “runid.inp,” file and a mesh,
“runid.gen,” file. The “runid.gen” file is created during the preprocessing phase of the
analysis. To begin the computational process the analyst types—Alegra runid—into the
command window.[41] (There are several options for running a simulation dependent on
various hardware configurations and analysis options. Please refer to the users manual for a
more detailed explanation.)

The ALEGRA Input File
For an example input file see Appendix D. Also, a full explanation of the input file is
included in the ALEGRA users manual. This description is presented here for the reference
of the reader.

The ALEGRA input file, a plain text file, was designed to have an arbitrary format, however,
it does require a specific set inputs to define the physics of the problem. ALEGRA requires
the total time interval, definition of output, boundary and initial conditions, block definition,
and material definitions. This is not to say that each of these requirements are detailed in the
input file, but merely defined in the input file.
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Total Time Interval. The total time interval is defined by a “termination time” or a
“termination cycle.” The termination time is usually defined in seconds, or the end time the
event to be modeled should be completed. (ALEGRA assumes a start time of “zero.”) The
termination cycle is defined by the number of iterations through the solution. For example,
if the time step of the problem were 1e-8 seconds, a cycle would constitute 1e-8 seconds.
(This time step can be defined by the user, or selected by the code.)

Definition of the Output. ALEGRA does not require the user to define the output interval or
content, however if the user does not define when and what to record in the output database,
no such information will be collected during the analysis. The user can specify the interval
of output based on cycle interval or time interval. The available information is selected by
listing the desired output variables such as velocity, density, and stress. The list of available
output information is usually linked to the material model the user implements, and can be
found in the ALEGRA users manual.

Boundary and Initial Conditions. The application of forces, traction, velocities, and so forth are
applied to nodesets, and sidesets. These sets are defined in the mesh file during
preprocessing. Again, a full list of available boundary and initial conditions is available in the
users manual. Specific to the FSW process, the tangential and rotational boundary
conditions are of particular interest.

Block Definition. During preprocessing the geometry is divided into “blocks” or domains that
can be used to define material properties, and mesh properties of the local geometry. For
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example, if a sphere and plate were defined as two separate blocks, those two blocks can be
labeled as Lagrangian, Eulerian, or ALE, depending on the expected deformation of the
element block.

Material Definition. The materials defined in the block definition are detailed in the material
definition section of the input file. Keywords assigned to specific material models are used
here to select material behavior during the modeled event. Inputs for the material model
vary greatly and depend on the selected material model. Required inputs here may include
Young’s Modulus, Poisson’s ratio, and yield strength.

Again, this is a high-level definition of the ALEGRA input file. The reader should refer to
the ALEGRA users manual for a complete discussion on the input file, it’s syntax and
capabilities.

The ALEGRA Output Files
The outputs from an ALEGRA simulation vary according to user specification. However,
the general output files include: runid.ech, runid.out, runid.exo. Again, a complete list of
ALEGRA output files and their function is available in the users manual.

runid.ech The .ech file is a text file produced as the ALEGRA parser reads the input file.
This “echo” file is usually a mirror copy of the input file for a normal ALEGRA analysis.
However, if the input file contains unrecognizable information or errors, the .ech file is the
output location for these errors. The analyst will be informed in the command window of
the error, and is then directed to see the parser output, or .ech, file. This file is useful to
trace errors in the input. Some development errors can be identified through this output file.
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runid.out The .out file is created at the beginning of an ALEGRA analysis. This text file
contains a list of all parameters requested by the user in the input file, as well as a list of
other parameters available to the user. This file is useful to identify keywords and phrases an
analyst may want to include in the input file.

runid.exo The .exo file is the destination of the output defined by the user in the input file.
This file contains plots from the analysis run at the time intervals indicated by the user in the
input file. The .exo file is usually read into a post processing program for visualization and
analysis.

ALEGRA Parallel Processing Commands
ALEGRA was developed to take advantage of the growing availability the parallel processing
environment. Each analysis run can be divided into an arbitrary number of submeshes and
passed to a parallel architecture for computing. For example, the analyst may utilize this
functionality by typing—loadbal –p 8 runid—into the command window to divide the
“runid” into eight submeshes. The “loadbal” script creates a set of submesh files, and
associated library files that ALEGRA then utilizes in a parallel processed analysis. After
running the “loadbal” script, an ALEGRA user must “spread” the runid among the eight
processors. This is done by running—Spread runid—in the command window. The
ALEGRA developers adopted this method to allow for the massive parallel processing of all
computations.[43] (A computational process is only limited by the number of processors on
the supercomputer.)

92

After the completion of the computation, the analyst combines the subdivided .exo files into
a single .exo file by typing—concat runid—into the command window. (The user must be
in the correct, or “runid,” folder when he or she runs the “loadbal” or “concat” scripts.)

93

94

Appendix B. The Modified ALEGRA Code
Modification of the ALEGRA Code to Produce a
Rotational Boundary Condition
The ALEGRA release obtained for this research from Sandia National Laboratories did not
contain a prescribed rotational boundary condition. This boundary condition was needed to
rotate the FSW tool in the numerical model at a prescribed velocity. Therefore, this
rotational condition was implemented in ALEGRA by modifying and rebuilding the source
code. The files involved in the modification are as follows.

/src/dynamics_keywords.def This file contains the keyword definitions for all the initial and
boundary condition statements. These keywords are used in the input file to apply initial
and boundary conditions such as forces, tractions, and velocities to sidesets and nodesets.
The keyword of “ROTATIONAL” was added to this file to allow the use of the rotational
boundary condition.

/src/dynamics.C This file contains the function call “Parse_Prescribed_Velocity” used by the
parser to recognize the keyword “rotational” listed in the user input file. This function
allows the parser to recognize the keyword, and equate this keyword to the variable
“DT_ROTATIONAL” used in the boundary condition.
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/framework/direction_enum.h This header file contains a list of the defined boundary
conditions. This file was simply modified to contain the definition “DT_ROTATIONAL,”
the variable used by the code to label the boundary condition.

/framework/parse_input.C This file includes most of the input file parsing operations. This
file was modified to recognize the keyword “ROTATIONAL.”

/src/kinematics_bc.C The kinematic_bc.C file is at the heart of the boundary condition
implementation. This file contains the function calls and definition of the physics required
to initialize and apply the boundary conditions listed in the ALEGRA users manual.
Therefore, this file was modified to implement the rotational boundary condition. This
modification was quite extensive, and therefore further discussion of the code modification
will be presented in the following sections.

The Physics of the Rotational Boundary Condition
The physics involved in the implementation of the rotation boundary condition consists of a
set of vectors describing the location and direction of motion for the node representing the
material to be rotated. It was decided to apply the rotational boundary condition to a
nodeset, rather than a sideset. This was done in large part because a sideset includes
elemental faces, and normals. Therefore a nodeset is fundamentally simpler to utilize.
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Figure 49—A vector representation of the physics used to modify the ALEGRA code.

Any point in three dimensional space can be represented by a set of vectors, provided a
given reference point. In Figure 49 the position of the node with respect to the xyz axis can
be represented by the position vector, or the addition of the center vector to the delta vector.

An ALEGRA user specifies in the input file an axis of rotation, rot_axis, and center, the center
point of rotation. This is placed in the input file as follows:
prescribed velocity, nodeset, rotational, function, scale, x y z, center, x y z
During the preprocessing phase of the analysis, the nodal position is defined with respect to
the xyz origin. Therefore the vector algebra to find the other needed vectors is a matter of
combining these given vectors through a series of cross and dot products.
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The Modified ALEGRA Code
The reader should refer to Appendix E for the complete rotational boundary condition code.
In Figure 49, the tangential motion of the node, motion_vec, about the rotational axis can be
represented by the cross product of the projection of the delta vector, nod_proj_rot_axis, on
the rotational axis and the radius vector, radius. If this motion vector is normalized, it can
then be scaled by the rotational velocity. Therefore, one can loop through the rotational
boundary nodeset, calculating the normalized motion vector, and scaling that vector by the
distance of the node from the rotational axis and the rotational velocity.

The creators of the ALEGRA code understood this to be the most accurate method for
boundary condition implementation for all massless nodes. They did, however, implement
the following modified approach to boundary conditions for nodes representing mass.

an =

vn+ 1 − vn− 1
2

2
where ∆t = t n + 1 − t n − 1
2
2
∆t
v n + 1 = v n − 1 + a n ⋅ ∆t
2

→

→

2

→

→

→

→

∆E = ∑ F i ⋅ dx i = ∑ mi a i ⋅ v i dt = ∑ mi dv i ⋅ v i

(10)

The total change in energy of the node, Equation 10, can be represented by the summation
of the product several sets of variables. Here an is the acceleration at time n, v is the velocity,
t is time, Fi is the force at node i, mi is the mass at node i, and ∆E is the change in energy of
the node. The nodal velocity is initialized at time “zero” in the same manner as the massless
nodes. The node is then accelerated and decelerated based on the change in energy of the
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node. Therefore the change in the scalar value of the velocity of the node is tied only to the
change in energy of that node. In Equation 10, the change in energy associated with the
each node in the nodeset can be described in several methods; however, the product of the
mass, acceleration, velocity, and time step at the node is the preferred method of ALEGRA
developers. This is also the method of implementation that was utilized in this research. Of
note, however, is that the velocity, v n + 1 , at time t n + 1 is not known during the
2

2

implementation of the boundary condition.

∆E = ∑ mi a n ⋅ v n − 1 ⎛⎜ t n + 1 − t n − 1 ⎞⎟
2⎝
2
2 ⎠

Therefore the summation of products the acceleration, velocity, and time step must be
calculated a mixed time intervals, as shown in Equation 11, where an is the acceleration at
time n, v is the velocity, t is time.
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(11)
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Appendix C. Forge3 Input and Output Files
The .ref File. The definition of the time integration, as well as the definition of the material
and friction laws are contained in the .ref file. This file is created by the preprocessing
program, GLview, and contains the bulk of the information utilized by Forge3 to define the
modeled process.

The .don File. The .don file is created by the solver engine just prior to the initialization of the
solution. For a single processor computation, this .don file is simply a copy of the .ref file.
However, for a multiprocessor analysis, this file is copied for each processor and contains
the location of the mesh files corresponding to the processor.
The .may File. The mesh files for the Forge3 analysis are created in binary format by the
preprocessor, and utilize the .may extension. These mesh files, associated with the upper
and lower tools of the process, as well as the billet to be formed, are dissected and assigned
to each processor utilized in the computation, just prior to the initialization of the
computational process.

Other files created by the preprocessor included the definition of the tool surfaces, and their
associated boundary conditions. These text files can be modified by the analyst directly,
however, they are overwritten by the preprocessor and should be modified within the
preprocessing program.
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The .fg3 File. The solutions produced by the Forge3 solver engine are contained in the .fg3
files. These files contain a snapshot of the solution at the specified time increment. The .fg3
files are in binary format, contain the deformed mesh, and the histories of each of the plot
variables such as temperature, strain, and stress.

The .res File. The .res file is produced and updated as the computation progresses. This file
contains information related to the computation itself. The analyst can find the utilized time
step, the computational clock time, the volume of material, etc. in this file. This file is
invaluable to keep track of the progress of a computation.
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Appendix D. An Example ALEGRA Input File
$----------------------------BEGIN_QA---------------------------------$ ID:
fsw_tool_tilt
$ Title:
$ Category:
$ Physics:
comprehensive
$ Dimension: 3D
$ Owner:
Alma Oliphant
$
$ Description:
$
$
?
$
$ References: ?
$ Directory: gstudent/aho2/fsw3D/serial
$ Tags:
?
$ CVS: ?
$-----------------------------END_QA----------------------------------TITLE
Friction Stir With the Tool
termination time 1.0e+0
emit SCREEN: time interval 1.0e-6
emit plot: time interval 1.0e-6
emit restart, time interval 1.0e-8
$Read Restart Dump 23
PLOT VARIABLE
no underscores
rotation, as "rot"
rotation: max, as "rotmax"
VELOCITY, as "vel"
TEMPERATURE, as "temp"
TEMPERATURE: max, as "tempmax"
DENSITY: avg, as "denave"
stress: max, as "stressmax"
stress, as "s"
artificial viscosity: max, as "artvisc"
sound speed, as "sndspd"
yield stress, as "yldstr"
END
SOLID DYNAMICS
$Tool Surface rotation
prescribed velocity, nodeset 3, ROTATIONAL, function 100, scale
5.0, x -0.052407779 y 0.0 z -1.0, center, x 0.0 y 0.0 z 0.0
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function 100
0.0 6.283184e1
5.0 6.283184e1
end

$rad/s = 600 RPM

$Hold the Tool in place
no displacement, sideset 1, normal, x -0.052407779 y 0.0 z -1.0
$no displacement, sideset 4, radial, x -0.052407779 y 0.0 z -1.0
$Hold the Weld material in place
no displacement, sideset 9, y
no displacement, sideset 11, y
no displacement, sideset 12, z
$Hold the Air in
no displacement,
no displacement,
no displacement,

place
sideset 16, y
sideset 18, y
sideset 14, z

$ translation of material toward tool
$prescribed velocity, nodeset 21, x, function 200, scale 5.0
function 200
0.0 -8.467E-1
5.0 -8.467E-1
end

$20 inches/min

$ The tool
BLOCK 1
LAGRANGIAN MESH
MATERIAL 100
END
$ The Weld Material
BLOCK 2
$smoothed eulerian mesh
lagrangian mesh
MATERIAL 300
$remesh frequency 1
END
$ The Air
BLOCK 3
eulerian mesh
MATERIAL 200
remesh frequency 1
END
global contact
package = acme
search algorithm = dynamic search
enforcement iterations = 1
block 1
block 2

$ sideset 2
$ sideset 5

$ The tool surface
$ The Weld Mat Surface
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default data
friction model id 100
end
data, block 1, block 2 $sideset 2, sideset 5
kinematic partition 0.5
end
friction model 100 constant
$tied
friction coefficient 0.01
end
end
END
$$$$$$$$$$ ---------------- Tungsten -------------$$$$$$$$$$
material 100 $See page 225
model = 110 $mie-gruniensen us-up
model = 120 $elastic-plastic
$density 1850.0 [kg/m^3] $showing how to use units
end
model, 110, mg us up
c0 = 3.998e+5 $cm/s
sl = 1.237
gamma0 = 1.54
rho ref = 18.5 $e+5 $g/cm^3
cv = 2.5e+10 $erg/g/K
pref = 0.0
tref = 298.0
e shift = 1.0e+10
end
model 120, elastic plastic
youngs modulus 3.42e+12 $dyne/cm^2
poissons ratio 0.29
yield stress 1.5e+10
$dyne/cm^2
hardening modulus 0.0 $dyne/cm^2
beta 1.0
end
$$$$$$$ ------------ Tungsten
$$$$$$$ -----------MATERIAL 200
model 210
END
model 210 IDEAL GAS
GAMMA=1.6666667
RHO REF=1.0
CV=1.25E8
TREF = 298.0
END
$$$$$$$ ------------

END ----------------- $$$$$$$$

Ideal Gas ------------------ $$$$$$$$

Ideal Gas END ------------------ $$$$$$$$
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$$$$$$$ -----------material 300
model 310
end

6061-T6 Aluminum ------------------ $$$$$$$$

model 310 cth elastic plastic
eos model = 311
yield model = 312
poissons ratio = 0.33
end
model 311 generic eos $in cgsK units
rho ref = 2.71
tref = 298.0
cv = 9.0e+2
ref sound speed = 4.4468e+05
end
model 312 johnson cook ep
ajo =3.243e+9
bjo =1.1385e+9
cjo =2.0e-03
mjo =1.34e+0
njo =4.2e-1
tjo =8.188042e-2
end
$$$$$$$ -------------- 6061-T6 Aluminum END ------------- $$$$$$$$
EXIT

106

Appendix E. The Rotational Boundary Condition
C++ Code
-----From the dynamics_keywords.def file----************************************************************************************
// $Id: dynamics_keywords.def,v 2002.1 2002/01/21 15:21:59 tahaill Exp
$
// The KEYWORD macro takes two arguments:
//
The name of the keyword to match, capitalized and quoted.
//
The name of a function of type Token func(void) to call on match
//
// Do NOT put anything after the macro call (not even a comma or
semicolon)
// You have numerous examples here to look at.
// DO NOT DEFINE A KEYWORD WHICH IS A VALID TRUNCATION OF ANOTHER
KEYWORD!!!
KEYWORD("BARTON ARTIFICIAL VISCOSITY",
Parse_Barton_Artificial_Viscosity)
#ifdef THREE_D
KEYWORD("CONTACT DATA", Parse_Contact_Error)
KEYWORD("CONTACT PACKAGE", Parse_Contact_Error)
KEYWORD("CONTACT SURFACE", Parse_Contact_Error)
#endif
#ifdef TWO_D
KEYWORD("CONTACT SURFACE", Parse_Contact_Surface)
#endif
KEYWORD("GLOBAL CONTACT", Parse_Global_Contact)
#ifdef THREE_D
KEYWORD("CAVITY EXPANSION", Parse_Cavity_Expansion)
#endif
KEYWORD("INITIAL ANGULAR VELOCITY", Parse_Initial_Angular_Velocity)
KEYWORD("INITIAL VELOCITY", Parse_Initial_Velocity)
KEYWORD("INITIAL BLOCK VELOCITY", Parse_Initial_Block_Velocity)
KEYWORD("KUROPATENKO ARTIFICIAL VISCOSITY",
Parse_Kuropatenko_Artificial_Viscosity)
KEYWORD("MARGOLIN ARTIFICIAL VISCOSITY",
Parse_Margolin_Artificial_Viscosity)
KEYWORD("MATERIAL FRACTION FORCE LIMIT", Parse_Mat_Fraction_Force_Limit)
KEYWORD("MONOTONIC ARTIFICIAL VISCOSITY",
Parse_Monotonic_Artificial_Viscosity)
KEYWORD("MAXIMUM VOLUME CHANGE", Parse_Maximum_Volume_Change)
KEYWORD("MINIMUM ELEMENT SIDE TIMESTEP CONTROL", \
Parse_Minimum_Element_Side_Timestep_Control)
KEYWORD("NO CYLINDRICAL DISPLACEMENT", Parse_No_Cyl_Displ)
KEYWORD("NO DISPLACEMENT", Parse_No_Displacement)
KEYWORD("DEGENERATE BC", Parse_Degenerate_BC)
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KEYWORD("PRESCRIBED ACCELERATION", Parse_Prescribed_Acceleration)
KEYWORD("PRESCRIBED SIDE VELOCITY", Parse_Prescribed_Side_Velocity)
KEYWORD("PRESCRIBED VELOCITY", Parse_Prescribed_Velocity)
KEYWORD("PRONTO ARTIFICIAL VISCOSITY",
Parse_Pronto_Artificial_Viscosity)
KEYWORD("RANDOM BLOCK VELOCITY", Parse_Random_Block_Velocity)
KEYWORD("SHISM", Parse_Shism)
KEYWORD("SINUSOID VELOCITY", Parse_Sinusoid_Velocity)
KEYWORD("SUBCYCLE", Parse_Subcycling)
KEYWORD("TRACK", Parse_Track)

-----From the dynamics.C file----************************************************************************************
static Token Parse_Prescribed_Velocity(Token_Stream *token_stream,
int)
{
Direction_Type direction = DT_NONE;
int function_id = 0;
Real scale_factor = 0.0;
Real center_x = 0.0;
Real center_y = 0.0;
Real center_z = 0.0;
Real normal_x = 0.0;
Real normal_y = 0.0;
Real normal_z = 0.0;
int bc_set_id;
int bc_set_type;
Token bcset = token_stream->Lookahead();
if(bcset == "NODESET") {
bc_set_id = Parse_Node_Set(token_stream);
bc_set_type = NODE_TYPE;
} else
if(bcset == "SIDESET") {
bc_set_id = Parse_Side_Set(token_stream);
bc_set_type = ELEMENT_TYPE;
}
else {
token_stream->Parse_Error("Node or Side set expected");
}
Parse_Direction_Function(token_stream,
direction,
function_id,
scale_factor,
center_x,
center_y,
center_z,
normal_x,
normal_y,
normal_z);
String d_name;
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switch (direction) {
case DT_X:
d_name = "X";
break;
case DT_Y:
d_name = "Y";
break;
case DT_Z:
d_name = "Z";
break;
case DT_RADIAL:
d_name = "Radial";
break;
case DT_TANGENT:
d_name = "Tangent";
break;
case DT_CYLINDRICAL:
d_name = "Cylindrical";
break;
case DT_NORMAL:
d_name = "Normal";
break;
case DT_SPHERICAL:
d_name = "Spherical";
break;
//--------------------------------------------//
// Modified by Alma Oliphant to accept Rotational inputs
// August 20, 2003
// Friction Stir Research Laboratory
// Mechanical Engineering
// Brigham Young University, Provo, UT
// (801) 422-5189
// aho2@et.byu.edu
//-------------------------------------------//
case DT_ROTATIONAL:
d_name = "Rotational";
break;
default:
d_name = "Unknown";
}

-----From the direction_enum.h file----************************************************************************************
// $Id: direction_enum.h,v 2002.0 2002/01/02 12:55:41 scarrol Exp $
#ifndef direction_enumH
#define direction_enumH
enum Direction_Type
{
DT_USER = -1,
DT_NONE = 0,
DT_X,
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DT_Y,
DT_Z,
DT_RADIAL,
DT_NORMAL,
DT_TANGENT,
DT_CYLINDRICAL,
DT_SPHERICAL,
DT_TANGENT_NORMAL,
DT_RANDOM_XYZ,
DT_ROTATIONAL
};
#endif

-----From the parse_input.C file----************************************************************************************
bool At_Direction_Key(Token_Stream *token_stream)
// Determine whether the next input token is a direction key, used by
// a number of boundary condition specifications.
{
PRECONDITION(token_stream);
Token token = token_stream->Lookahead();
return (token == "RADIAL" || token == "NORMAL" || token == "TANGENT"
|| token == "ROTATIONAL");
}
Direction_Type Parse_Direction_Key(Token_Stream *token_stream)
{
PRECONDITION(token_stream);
Token token = token_stream->Shift();
if (token == "RADIAL") return DT_RADIAL;
if (token == "NORMAL") return DT_NORMAL;
if (token == "TANGENT") return DT_TANGENT;
if (token == "ROTATIONAL") return DT_ROTATIONAL;
token_stream->Parse_Error("expected either RADIAL, NORMAL, TANGENT,
or ROTATIONAL");
return DT_NONE;
}

-----From the kinematics_bc.C file----************************************************************************************
int Velocity_Function_BC::Initialize_BC_New(const Unstructured_Region &r,
Node_Vector_Index vel,
Node_Vector_Index curcord,
Node_Scalar_Index )
#ifdef THREE_D
case DT_ROTATIONAL:
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{
Real norm_normal_inv = 1.0 / Norm(normal);
Vector unit_rot_axis = normal * norm_normal_inv;
int pauseme = 0;
printf("Pausing for line code identification.\n");
//scanf("%d", &pauseme);
NODE_LIST_LOOP(node, *set)
{
Vector &veloc = node->Vector_Var(vel);
Vector position = node->Vector_Var(curcord);
// delta is the vector distance from tail of the rotational axis to the node
Vector delta = position - center;
// creation of the projection of delta vector on rot axis using the unit rot axis
Real inter = delta*unit_rot_axis;
Vector nod_proj_rot_axis = inter*unit_rot_axis;
// radius is the perpendicular distance from the rotational axis to the node
Vector radius = delta - nod_proj_rot_axis;
// motion_vec is the vector direction and bogus magnitude of the node
Vector motion_vec = Cross(unit_rot_axis, radius);
Vector unittan = Vector(0., 0., 0.);
Real scalar_radius_norm = Norm(radius);
Real scalar_motion_vec_norm_inv = 0.0;
if (scalar_radius_norm != 0.0)
{
// unittan is the unit vector of motion_vec
scalar_motion_vec_norm_inv = 1.0 / Norm(motion_vec);
unittan = motion_vec * scalar_motion_vec_norm_inv;
}
// scalar_velocity is the tangential velocity of the node
Real scalar_velocity = scalar_radius_norm*new_velocity;
Real oldvel = veloc*unittan;
veloc += (scalar_velocity - oldvel)*unittan;
}
}
break;
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#endif
void Velocity_Function_BC::Apply_BC(Node_Vector_Index accel,
Node_Vector_Index vel,
Node_Vector_Index curcord,
Node_Scalar_Index nodemass,
Real time,
Real delt)
#ifdef THREE_D
case DT_ROTATIONAL:
{
Real norm_normal_inv = 1.0 / Norm(normal);
Vector unit_rot_axis = normal * norm_normal_inv;
NODE_LIST_LOOP(node, *set)
{
Real nmass = node->Scalar_Var(nodemass);
Vector veloc = node->Vector_Var(vel);
Vector position = node->Vector_Var(curcord);
Vector unittan = Vector(0., 0., 0.);
// delta is the vector distance from tail of the rotational axis to the node
Vector delta = position - center;
// creation of the projection of delta vector on rotational axis using the unit
rotation axis
Real inter =delta*unit_rot_axis;
Vector nod_proj_rot_axis = inter*unit_rot_axis;
// radius is the perpendicular distance from the rotational axis to the node
Vector radius = delta - nod_proj_rot_axis;
// motion_vec is the vector direction and bogus magnitude of the node
Vector motion_vec = Cross(unit_rot_axis, radius);
// Check to see if the node is on the rotational axis
Real scalar_radius_norm = Norm(radius);
Real scalar_motion_vec_norm_inv = 0.0;
Real scalar_radius_norm_inv = 1/scalar_radius_norm;
Vector unit_rad = radius * scalar_radius_norm_inv;
if (scalar_radius_norm != 0.0)
{
// unittan is the unit vector of motion_vec
scalar_motion_vec_norm_inv = 1.0 / Norm(motion_vec);
unittan = motion_vec * scalar_motion_vec_norm_inv;
}
112

else
{
unittan = Vector(0., 0., 0.);
}
// scalar_velocity is the tangential velocity of the node
Real scalar_velocity = scalar_radius_norm*new_velocity;
Real scalar_old_velocity = scalar_radius_norm*initial_old_velocity;
//new_accel is scaled by the radius
new_accel = (scalar_velocity - scalar_old_velocity) / delt;
if (nmass != 0.0)
{
Vector acc
= node->Vector_Var(accel);
Vector oldacc = node->Vector_Var(accel);
Real add_accel = new_accel - (acc * unittan);
acc += add_accel * unittan;
node->Vector_Var(accel) = acc;
//Real oldvel = veloc*unittan;
//Vector velocity = veloc + (scalar_velocity-oldvel)*unittan;
//Vector acc = -new_velocity*new_velocity*radius;
if(node->Processor_Ownership() == TopoEntity::OWNED)
{
delta_e += (acc-oldacc)*veloc*nmass*delt;
//node->Vector_Var(vel) = velocity;
//node->Vector_Var(accel) = acc;
}
}
else
{
Real oldvel = veloc*unittan;
Vector velocity = veloc + (scalar_velocity-oldvel)*unittan;
Vector acc = -new_velocity*new_velocity*radius;
node->Vector_Var(vel) = velocity;
node->Vector_Var(accel) = acc;
}
}
}
break;
#endif
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