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INJECTIONS DE SOBOLEV PROBABILISTES ET APPLICATIONS
par
Nicolas Burq & Gilles Lebeau
Résumé. — On démontre dans cet article des versions probabilistes des injections de Sobolev
sur une variété riemannienne compacte, (M, g). Plus précisement on démontre que pour des
mesures de probabilité naturelles sur l’espace L2(M), presque toute fonction appartient à tous
les espaces Lp(M), p < +∞. On donne ensuite des applications à l’étude des harmoniques
sphériques sur la sphère Sd : on démontre (encore pour des mesures de probabilité naturelles) que
presque toute base Hilbertienne de L2(Sd) formée d’harmoniques sphériques a tous ses éléments
uniformément bornés dans tous les espaces Lp(Sd), p < +∞ On démontre aussi des résultats
similaires sur les tores Td. On donne aussi une application à l’étude du taux de décroissance de
l’équation des ondes amortie dans un cadre où la condition de contrôle géométrique de Bardos,
Lebeau et Rauch n’est pas vérifiée. En supposant le flot ergodique, on démontre qu’il existe
sur des ensembles de mesure arbitrairement proche de 1 (dans l’espace des données initiales
d’énergie finie), un taux de décroissance uniforme. Finalement, on conclut avec une application
à l’étude de l’équation des ondes semi-linéaire H1-surcritique, pour laquelle on démontre que
pour presque toute donnée initiale, les solutions faibles sont fortes et uniques (localement en
temps).
Abstract. — In this article, we give probabilistic versions of Sobolev embeddings on any Rie-
mannian manifold (M, g). More precisely, we prove that for natural probability measures on
L2(M), almost every function belong to all spaces Lp(M), p < +∞. We then give applications
to the study of the growth of the Lp norms of spherical harmonics on spheres Sd : we prove (again
for natural probability measures) that almost every Hilbert base of L2(Sd) made of spherical
harmonics has all its elements uniformly bounded in all Lp(Sd), p < +∞ spaces. We also prove
similar results on tori Td. We give then an application to the study of the decay rate of damped
wave equations in a frame-work where the geometric control property on Bardos-Lebeau-Rauch
is not satisfied. Assuming that it is violated for a measure 0 set of trajectories, we prove that
there exists almost surely a rate. Finally, we conclude with an application to the study of the
H1-supercritical wave equation, for which we prove that for almost all initial data, the weak
solutions are strong and unique, locally in time.
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1. Introduction
L’objet de cet article est de démontrer que si on choisit des fonctions au hasard sur une
variété compacte, pour des mesures de probabilité naturelles, alors il est possible d’améliorer
grandement les injections de Sobolev classiques. Plus précisement notre cadre est le suivant.
Soit (M,g) une variété riemannienne lisse compacte, sans bord connexe de dimension d et ∆
le laplacien sur (M,g). Soit 0 = ω0 < ω1 ≤ ω2 ≤ ... le spectre de
√−∆ et (ej)j≥0 une base
orthonormale L2 de fonctions propres réelles, de sorte que −∆ej = ω2j ej. Soient 0 < a < b et
Eh le sous espace de L
2(M)
(1.1) Eh = {u =
∑
k∈Ih
zkek(x), zk ∈ C}, Ih = {k, hωk ∈]a, b]}.
Soit Nh = dim(Eh). D’après la formule de Weyl, avec reste précisé (voir [14, Theorem 1.1]),
on a pour h ∈]0, 1]
(1.2) Nh = (2πh)
−dVol(M)Vol(Sd−1)
∫
(a,b)
ρd−1dρ+O(h−d+1).
Rappelons qu’il existe une constante C indépendante de h ∈]0, 1] telle qu’on a
(1.3) ‖u‖L∞(M) ≤ Ch−d/2‖u‖L2(M) ∀u ∈ Eh
et que plus généralement, si A(x, hDx) est un opérateur h-pseudodifférentiel classique sur M
de degré 0 et à support essentiel contenu dans {(x, ξ) ∈ T ∗M, |ξ|x ≤ L} pour un L < ∞, il
existe une constante C indépendante de h ∈]0, 1] telle que pour tout 1 ≤ p ≤ r ≤ ∞, on a
(1.4) ‖A(x, hDx)g‖Lr(M) ≤ Ch−d(
1
p
− 1
r
)‖g‖Lp(M) ∀g ∈ Lp(M).
Les inégalités de Sobolev (1.3) ou (1.4) sont optimales. L’objectif de cet article est d’étudier
des versions probabilistes de ces inégalités. Décrivons rapidement le type de résultats que nous
obtenons :
On note Sh (resp. S˜h) la sphère unité de l’espace euclidien Eh = C
Nh (resp. E˜h = R
Nh),
et Ph (resp. P˜h) la probabilité uniforme sur Sh (resp. S˜h). On verra dans la section 2 (voir
en particulier le théorème 3) que les probabilités Ph et P˜h sont associées à une répartition
uniforme de l’énergie dans l’espace de phase T ∗M pour la mesure de Liouville canonique dλ
sur T ∗M . On notera Eh(f) =
∫
Sh
f(u)dPh l’espérance d’une variable aléatoire f , et Πh le
projecteur orthogonal de L2(M) sur Eh.
On a alors le résultat probabiliste essentiellement classique suivant, qui estime la mesure
des u ∈ Eh de grande norme L∞.
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Théorème 1. — Pour tout c2 < Vol(M), il existe C > 0 tel que pour tout h ∈]0, 1] et tout
Λ ≥ 1 on ait, avec c1 = d(1 + d/2)
(1.5)
Ph
(
u ∈ Sh, ‖u‖L∞ > Λ
) ≤ Ch−c1e−c2Λ2 ,
P˜h
(
u ∈ S˜h, ‖u‖L∞ > Λ
) ≤ Ch−c1e−c2Λ2 .
Nous donnerons une preuve du théorème 1 dans la section 2. L’estimation (1.5) a une
conséquence immédiate sur les versions probabilistes des injections de Sobolev. Rappelons
que pour p ∈ [1,∞] et s ≥ 0, l’espace de Sobolev W s,p est défini par
(1.6) W s,p = {f ∈ Lp(M), (1−∆)s/2f ∈ Lp(M)}.
Les espaces W s,p sont indépendants du choix de la métrique g sur M, et pour 1 ≤ p ≤ r <∞,
on a les injections de Sobolev
(1.7) W s,p ⊂ Lr, s = d
p
− d
r
.
Rappelons aussi la construction de Littlewood-Paley. On fixe 0 < a < c, et ϕ ∈ C∞(R)
tel que ϕ(t) = 0 pour t ≤ a, ϕ(t) = 1 pour t ≥ c, et ϕ′(t) > 0 pour t ∈]a, c[. On pose
ψ−1(t) = 1− ϕ(t), ψ(t) = ϕ(t)− ϕ(t/2), ψn(t) = ψ(2−nt) pour n ≥ 0. Alors ψ est à support
dans [a, 2c], ψ(t) > 0 pour t ∈]a, 2c[ et 1 =∑n≥−1 ψn(t) pour tout t. Posons b = 2c > a > 0.
Pour toute distribution f ∈ D′(M), on a f = ∑ ck(f)ek, où les ck(f) = ∫M fekdx sont
les coefficients de Fourier de f , et la décomposition de Littlewood-Paley de f s’écrit, avec
hk = 2
−k,
(1.8) f =
∞∑
n=−1
fn, fn = ψn(
√
|∆|)f =
∑
k
ψn(ωk)ck(f)ek, fn ∈ Ehn (n ≥ 0).
Rappelons que pour q, r ∈ [1,∞] et s ∈ R, l’espace de Besov Bsq,r est l’espace des distributions
f ∈ D′(M) dont la décomposition de Littlewood-Paley vérifie
(1.9) la suite n→ 2ns‖fn‖Lq(M) appartient à lr(N).
Les éléments de Ehn sont des fonctions à échelle hn = 2
−n sur M , et les injections de Sobolev
(1.7) peuvent être vues comme conséquence des inégalités (1.4).
Soit alors X l’espace produit
(1.10) X = Π∞n=0Shn .
On munit X de la probabilité produit P = Π∞n=0Phn . Soit (an)n≥0 une suite de réels positifs
telle que
∑
n n
1/2an <∞. Soit j l’application de X dans l’espace de Besov B02,∞
(1.11)
X → B02,∞
g = (gn)n≥0 7→ j(g) =
∞∑
n=0
angn.
Comme corollaire immédiat du théorème 1, on obtient
Corollaire 1.1. — On a P(j(g) ∈ C0(M)) = 1.
4 NICOLAS BURQ & GILLES LEBEAU
Remarque 1.2. — On notera que le corollaire 1.1 est violent, puisqu’il implique en particu-
lier une injection presque sure de Bσ2,∞ dans C
0(M) pour tout σ > 0, soit un gain de d/2
dérivées par rapport à l’injection de Sobolev.
Démonstration. — Soit A > 0 donné, mn = (An log(2))
1/2 et Bn la partie de S2−n
Bn = {gn, ‖gn‖L∞ ≤ mn}
D’après (1.5) on a
(1.12) Phn(Bn) ≥ 1− C2−n(c2A−c1)
Soit B la partie de X, B = Sh0 ×Π∞n=1Bn. Pour g = (gn) ∈ B et f = j(g), on a
(1.13) ‖f‖L∞ ≤
∞∑
n=0
an‖gn‖L∞ ≤ Ca0 + (A log(2))1/2
∞∑
n=1
n1/2an.
On a alors pour tout f ∈ j(B), f ∈ C0(M) d’après (1.13), puisque les gn sont continus, et
d’après (1.12)
P(B) =
∞∏
n=1
Phn(Bn) ≥
∞∏
n=1
(
1−C2−n(c2A−c1)
)
≥ 1− ε,
avec ε > 0 petit si la constante A est assez grande, d’où le résultat.
La morale du corollaire 1.1 est la suivante : si on se donne une famille de fonctions gh ∈ Eh
à échelle h et d’énergie 1 pour tout h = 2−n, et si on re-répartit leur énergie aléatoirement
dans l’espace de phase, on obtient une nouvelle famille de fonctions dans Eh qui est "presque"
bornée dans le sens où suph‖gh‖L∞ | log(h)|−1/2 l’est .
Nos constructions de mesures sur l’espace L2(M) (voir l’appendice C pour la construction
précise) utilisent une décomposition orthogonale L2(M) = ⊕kEk, où les Ek sont des sous-
espaces de dimensions finis invariants par l’opérateur ∆. On choisit en particulier sur chaque
Ek une probabilité Pk invariante par les isométries de Ek, et on munit l’espace L
2 de la
probabilité produit P = ΠkPk. Dans notre cadre, si ω est la fréquence typique des éléments
de Ek, on a toujours C1ω
d−1 ≤ dim(Ek) ≤ C2ωd, et plus précisemment, les fréquences ω
des éléments de Ek vérifient ω ∈ (ak, bk), ak + C ≤ bk ≤ cak, avec C > 0, c > 1. Le fait de
choisir des espaces Ek de "grande dimension" permet d’obtenir des résultats plus fort avec
probabilité 1 que le choix Ek = Cek, qui vérifie dim(Ek) = 1, et pour lequel nous renvoyons
aux travaux de N. Tzvetkov [3], [30] et [31]. De plus, on verra dans la section 2 comment le
choix que nous faisons des Ek permet de relier naturellement nos probabilités à la mesure de
Liouville sur T ∗M .
L’article est organisé comme suit. Dans la section 2 nous démontrons le théorème 1 et des
versions précisées, en autorisant des localisations spectrales plus fines que (1.1). Le théorème
3 de la section 2.2 précise le fait que nos mesures sont associées à la mesure de Liouville
sur T ∗M . Dans la section 2.3 nous décrivons pour 2 < q ≤ ∞ les estimations Lq presques
sures. On trouvera dans Shiffman-Zelditch [24] des preuves analogues pour les estimées sur
les sections de fibrés holomorphes. Les bornes inférieures que nous obtenons sur les médianes
des normes Lq semblent nouvelles. Dans les sections suivantes, nous donnons des applications
simples à l’étude de solutions d’équations aux dérivées partielles. Notre première application
(dans la section 3) concerne la croissance des normes Lp des harmoniques sphériques (les
fonctions propres du Laplacien sur les spheres Sd ⊂ Rd+1). Il est connu depuis les travaux de
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Hörmander [14] et de Sogge [27] que sur toute variété riemannienne compacte de dimension
d, (M,g), les fonctions propres du Laplacien vérifient les estimations suivantes
Théorème. — Pour tout 2 ≤ p ≤ +∞, il existe C > 0 tel que pour toutes fonctions propres
du laplacien, u, −∆gu = λ2u, on a
(1.14) ‖u‖Lp(M) ≤ Cλδ(p)‖u‖L2(M),
avec
(1.15) δ(p) =
{
(d−1)
2 − dp si p ≥ 2(d+1)d−1
(d−1)
2
(
1
2 − 1p
)
si p ≤ 2(d+1)d−1 .
On sait par ailleurs que ces estimées sont optimales sur les sphères (munies de leurs
métriques standart). Dans le premier régime, les harmoniques sphériques zonales (qui se
concentrent en deux points diamétralement opposés) réalisent l’optimum tandis que dans
le second, ce sont les harmoniques qui se concentrent sur un équateur qui saturent les esti-
mées (1.14). Notre première application (voir Théorème 6) montre que si on choisit au hasard,
pour la mesure de probabilité naturelle (voir section 3) une base Hilbertienne de L2(Sd) for-
mée d’harmoniques sphériques, alors avec probabilité 1, pour tout p < +∞, toutes les normes
Lp sont bornées (uniformément). Autrement dit, on peut prendre δ(p) = 0 dans (1.14) avec
probabilité 1. On remarquera que ce phénomène d’existence de familles de fonctions propres
exhibant des comportements différents en ce qui concerne la croissance des normes Lp n’est
pas si surprenant puisqu’il se manifeste aussi sur les tores Td. En effet, dans ce cadre la si-
tuation est renversée puisque les fonctions propres naturelles (ein·x, n ∈ Zd) ont toutes leurs
normes Lp bornées. Cependant, il est possible de démontrer (voir la section 3.1) qu’il existe
sur Td une suite de fonctions propres du Laplacien un vérifiant
(1.16) ‖un‖Lp(Td) ≥ |λn|
d−2
2
− d
p ,
et donc pour d ≥ 3, p ≥ 2d/(d− 2), les normes Lp ne sont pas uniformément bornées (voir [7]
pour des majorations sur Td) .
Notre deuxième application (section 4) concerne l’étude de l’équation des ondes amorties
sur une variété compacte. On considère donc pour a ∈ C∞(M ; [0,+∞[) les solutions de
(∂2t −∆)u+ a(x)∂tu = 0, (u, ∂tu) |t=0= (u0, u1) ∈ H1(M)× L2(M).
Leur énergie
E(u)(t) = 1
2
∫
M
(|∇xu|2 + |∂tu|2)dx
vérifie
dE(t)
dt
= −
∫
M
a(x)|∂tu|2dx,
et est donc une fonction décroissante dont on peut démontrer qu’elle tend vers 0 quand t
tend vers l’infini dès que l’amortissement a est non trivial. Si de plus il existe un taux de
décroissance uniforme par rapport à l’énergie initiale, la propriété de semi-groupe montre que
ce taux est alors toujours exponentiel :
E(u)(t) ≤ Ce−ctE(u)(0).
Théorème (Bardos-Lebeau-Rauch [4]). — Il existe un taux de décroissance (exponentiel)
uniforme si et seulement si toutes les géodésiques de la variété M rencontrent la région a > 0.
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Ici, on s’intéresse à des situations où cette propriété géométrique n’est plus vérifiée, mais
où elle est violée pour « un ensemble rare de géodésiques ». Plus précisement, si on appelle
E l’ensemble des points de l’espace des phases tels que le long de la géodésique issue de ce
point, la moyenne asymptotique de l’amortissement est nulle, alors la mesure dans l’espace
des phases de E est nulle. En particulier, si le flot est ergodique, cette propriété est vérifiée.
Nous démontrons alors que pour des mesures de probabilités naturelles sur l’espace d’énergie
H1 × L2, il existe toujours un taux uniforme de décroissance, sur des ensembles de mesures
arbitrairement proches de 1.
Finalement, notre dernière application (section 5) concerne la théorie de Cauchy pour
l’équation des ondes semilinéaire sur une variété compacte de dimension 3.
(1.17) (∂2t −∆)u+ up = 0, (u |t=0, ∂tu |t=0) = (u0, u1) ∈ (H1(M) ∩ Lp+1(M))× L2(M),
où p est un entier impair. On connait pour ce système l’existence de solutions faibles globales
en temps. De plus, pour p ≤ 5, ces solutions sont fortes et uniques. Nous démontrons que
pour une famille de mesures de probabilités naturelles sur l’espace H1(M)×L2(M), il existe
pour presque toute donnée initiale (u0, u1) et tout p < +∞ une solution locale forte (en un
sens qui sera précisé) et que sur l’intervalle d’existence de ces solutions fortes, il y a unicité
des solutions faibles (i.e. toute solution faible coïncide avec cette solution forte).
Certains de nos résultats restent vrais sur une variété à bord. Dans une dernière section,
nous donnons les éléments permettant dans ce cadre d’adapter les démonstrations. Finalement,
nous avons rassemblé dans un appendice quelques résultats de calcul des probabilités et de
calcul pseudo-différentiel nécessaires à la compréhension de l’article.
Ce projet a bénéficié du soutien de l’Agence Nationale de la Recherche, projet ANR-07-
BLAN-0250
2. Estimations probabilistes
Dans cette section, nous calculons les lois de certaines variables aléatoires associées à la
théorie de Littlewood-Paley sur la variété M . Les asymptotiques de Weyl jouent un rôle
clé dans ces calculs. Nos résultats autorisent des localisations en fréquence plus fins et plus
généraux que les localisations dyadiques de l’introduction. Plus précisement, on considèrera
0 < ah < bh ≤ c deux fonctions définies pour h ∈ (0, h0) telles que
(2.1) lim
h→0
bh = b ≥ lim
h→0
ah = a ≥ 0.
On supposera que si a = b, alors a > 0 et
(2.2) bh − ah ≥ Dh
pour une constante D assez grande (à préciser ultérieurement) On notera Eh (resp E˜h) le sous
espace de L2(M)
(2.3)
Eh = {u =
∑
k∈Ih
zkek(x), zk ∈ C}, E˜h = {u =
∑
k∈Ih
zkek(x), zk ∈ R},
Ih = {k ∈ N;hωk ∈]ah, bh]}.
Soit Nh = dim(Eh). Rappelons que d’après la formule de Weyl, avec reste précisé (1.2) (voir
Hörmander [14]) , on a pour h ∈]0, 1], avec cd = Vol(x ∈ Rd, |x| ≤ 1) le volume de la boule
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unité en dimension d,
(2.4) ∃C > 0;∀λ > 0
∣∣∣♯{k ∈ N;ωk ≤ λ} − cd Vol (M)
(2π)d
λd
∣∣∣ ≤ λd−1,
et donc
(2.5)
∣∣∣♯{k;ωk ∈ Ih} − cd Vol (M)
(2π)d
(
(h−1bh)d − (h−1ah)d
)∣∣∣ ≤ Ch−d+1,
(2.6) Nh = ♯{k;ωk ∈ Ih} ∼{
cd
Vol (M)
(2π)d
(bdh − adh)h−d, si 0 ≤ a < b,
cd
Vol (M)
(2π)d
dad−1h−d
[
(bh − ah) +O(h+ (bh − ah)2 + (bh − ah)|a− ah|)
]
, si 0 < a = b.
On en déduit
(2.7)
∃D0 > 0; bh − ah ≥ D0h⇒ ∃β > α > 0;
αh−d(bh − ah) ≤ Nh = ♯{k;ωk ∈ Ih} ≤ βh−d(bh − ah).
Nous supposerons dans la suite que la constante D dans (2.2) est choisie de telle façon que
(2.7) est vérifiée, et qu’on ait aussi pour tout h
(2.8) Nh ≥ 2
On munit les sphères unité de Eh (resp. E˜h) de la mesure de probabilité uniforme, Ph (resp.
P˜h).
2.1. Estimations L∞ presque sures. — Dans le cadre que nous venons de développer,
le théorème 1 est un cas particulier de
Théorème 2. — Il existe C > 0, c2 > 0 tel que pour tout h ∈]0, 1] et tout Λ ≥ 1 on ait, avec
c1 = d(1 + d/2)
(2.9)
Ph
(
u ∈ Sh, ‖u‖L∞ > Λ
) ≤ Ch−c1e−c2Λ2
P˜h
(
u ∈ S˜h, ‖u‖L∞ > Λ
) ≤ Ch−c1e−c2Λ2 .
De plus, on peut choisir c2 ∈]0,Vol(M)[ dans le cas limh→0(bh − ah)/h = +∞.
On se limitera dans la preuve au cas complexe, le cas réel étant similaire. Pour tout x ∈M ,
et tout λ ∈ R+, on note
(2.10)
Ex,λ =
∑
k;ωk≤λ
|ek(x)|2, ex,h = Ex,h−1bh − Ex,h−1ah
bx,h = (ek(x))k∈Ih ∈ CNh .
On a ex,h = |bx,h|2. Soit evx la variable aléatoire sur (Sh, Ph)
(2.11) evx(u) = u(x) =
∑
k∈Ih
akek(x) = (a|bx,h) = (a| bx,h|bx,h|)|bx,h|.
Le vecteur εx =
bx,h
|bx,h| est de norme 1 et on a pour tout r ≥ 0, avec P = Ph
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(2.12) P
(
|evx| > r
)
= P
(
|(a|εx)| > r/|bx,h|
)
= Φ(r/|bx,h|),
avec Φ(t) = P (|(a|ε)| > t) où ε est un vecteur unitaire quelconque. D’après (A.6) (on identifie
ici la sphère unité de CNh avec celle de R2Nh), on a
(2.13) Φ(t) = 1t∈[0,1[(1− t2)Nh−1.
Lemme 2.1. — Il existe C0 > 0 tel que pour tout x ∈M et tout h ∈]0, 1] on a
(2.14) |ex,h − Nh
Vol(M)
| ≤ C0h−d+1
En particulier, si ah, bh vérifient bh − ah ≥ Dh avec D assez grand, d’après (2.6) et (2.7), on
a avec C indépendant de x ∈M et h ∈]0, 1]
(2.15) Nh/C ≤ ex,h ≤ CNh.
Démonstration. — D’après [14, Théorème 1.1], on a avec C indépendant de x et de λ∣∣∣Ex,λ − cdλd
(2π)d
∣∣∣ ≤ Cλd−1,
et donc (2.14) est conséquence de (2.5).
On en déduit en particulier le lemme suivant
Lemme 2.2. — Il existe c2 > 0 tel que pour tout x ∈M et tout λ > 0,
(2.16) Ph(u ∈ Sh; |u(x)| > λ) ≤ e−c2λ2 .
On effet, d’après (2.12) et (2.13),
(2.17) Ph(u ∈ Sh; |u(x)| > λ) ≤ (1− λ
2
|bx,h|2 )
Nh−1 ≤ e−
Nh−1
|bx,h|
2 λ
2
= e
−Nh−1
ex,h
λ2
et le lemme 2.2 s’en déduit d’après le lemme 2.1.
Preuve du théorème 2. On se limite encore ici au cas complexe (le cas réel étant simi-
laire). Le théorème 2 est une conséquence des formules (2.12), (2.13) et de l’estimation (2.14).
Remarquons qu’il existe 0 < c < C et C1 > 0 tels que pour tout h ∈]0, 1] et tout u ∈ Sh on a
c ≤ ‖u‖L∞ ≤ Ch−d/2 et
‖∇xu‖L∞ ≤ C1h−(d/2+1).
Il en résulte
(2.18) supx |u(x)| ≤ supα∈A |u(xα)|+ εΛ
dès que xα, α ∈ A est un réseau de points de M de maille plus petite que εΛhd/2+1/C1.
D’après (2.12), (2.13), le lemme (2.1), et (1 − t2)Nh ≤ e−Nht2 pour t ∈ [0, 1], il existe h0 > 0
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tel que pour h ∈]0, h0] on ait
(2.19)
P
(
u ∈ Sh, ‖u‖L∞ > Λ
) ≤∑
α∈A
P
(
|evxα | > (1− ε)Λ
)
≤
∑
α∈A
1(1−ε)Λ≤|bxα,h|(1− (1− ε)2Λ2/|bxα,h|2)Nh−1
≤
∑
α∈A
e−(Nh−1)(1−ε)
2Λ2/|bxα,h|2
≤ card(A)e−V ol(M)(1−ε)
2Λ2
Nh−1
Nh+C0V ol(M)h
−d+1 .
On a lim infh→0 Nh−1Nh+C0V ol(M)h−d+1 > 0 d’après (2.7), et limh→0
Nh−1
Nh+C0V ol(M)h−d+1
= 1 d’après
(2.6) dans le cas limh→0(bh − ah)/h = +∞. Comme on a ♯(A) ≤ Cε−dΛ−dh−d(d/2+1), (2.9)
résulte de (2.19). La preuve du théorème (2) est complète.
2.2. Mesures de défaut presque sures. — On se place dans cette section sous l’hypothèse
(2.20) lim
h→0
bh − ah
h
= +∞,
ce qui exclut le cas critique bh − ah ∼ Dh. On a alors d’après (2.6)
lim
h→0
h−d+1
Nh
= 0
Lemme 2.3. — Soit A(x, hD) un opérateur h-pseudodifférentiel classique sur M de degré 0
et de symbole principal a(x, ξ). Il existe C0 > 0 tel que
(2.21) |Eh
(
(A(x, hD)u|u)
)
−
∫
|ξ|x∈I a(x, ξ)dλ∫
|ξ|x∈I dλ
| ≤ C0h
−d+1
Nh
où dλ = dxdξ est la mesure de Liouville, I =]a, b[ si a < b, et si a = b > 0 on a noté∫
|ξ|x∈I a(x, ξ)dλ∫
|ξ|x∈I dλ
= lim
ǫ→0
∫
|ξ|x∈]a−ǫ,a+ǫ[ a(x, ξ)dλ∫
|ξ|x∈]a−ǫ,a+ǫ[ dλ
.
Démonstration. — Pour tout opérateur linéaire A sur Eh on a
Eh
(
(Au|u)
)
=
tr(A)
Nh
et il suffit donc de vérifier qu’on a
(2.22) |tr(ΠhA(x, hD)Πh)
Nh
−ma| ≤ C0h
−d+1
Nh
où on a noté
(2.23) ma =
∫
|ξ|x∈I a(x, ξ)dλ∫
|ξ|x∈I dλ
Ce résultat est conséquence de travaux de Guillemin [13]. Ici, nous utiliserons la preuve
donnée par Hörmander. On a d’après la preuve de [15, Theorem 29.1.7] (voir les pages 259-260)
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Proposition 2.4. — Notons Eλ = 1√−∆<λ le projecteur spectral. Alors pour tout opérateur
pseudodifférentiel d’ordre 0, B, de symbol principal b(x, ξ), on a
(2.24) Tr(EλBEλ) =
∫∫
|ξ|x<λ
b(x, ξ)dxdξ +O(λd−1).
On remarque ensuite que dans (2.25), d’après la cyclicité de la trace, on peut remplacer
EλBEλ par E
2
λB = EλB. Par ailleurs, (voir appendice B, en particulier la formule (B.1)),
B = A(x, hD) est, uniformément en h ∈]0, 1], un opérateur pseudodifférentiel d’ordre 0 au
sens de la proposition précédente. De plus, on peut réecrire (2.5) sous la forme
Nh =
h−d
(2π)d
∫∫
ah<|ξ|x<bh
dxdξ +O(h−d+1)
On a alors
(2.25) Tr(ΠhA(x, hD)Πh) = Tr(Eh−1bhA(x, hD)) − Tr(Eh−1ahA(x, hD))
=
1
(2π)d
∫∫
h−1ah<|ξ|x<h−1bh
a(x, hξ)dxdξ +O(h1−d)
=
h−d
(2π)d
∫∫
ah<|ξ|x<bh
a(x, ξ)dxdξ +O(h1−d)
=
∫∫
ah<|ξ|x<bh a(x, ξ)dxdξ∫∫
ah<|ξ|x<bh dxdξ
(Nh +O(h
−d+1)) +O(h−d+1)
On a aussi
|ma −
∫∫
ah<|ξ|x<bh a(x, ξ)dxdξ∫∫
ah<|ξ|x<bh dxdξ
| ≤ Ch
ce qui, avec (2.25) et Nh ≤ Ch−d implique (2.22). La preuve du lemme 2.3 est complète.
Soit (hk)k≥0 une suite de limite nulle et X l’espace topologique produit X = ΠkShk . On
munit X de la probabilité produit P = ΠkPhk .
Théorème 3. — On suppose qu’il existe L > 0 tel que
∑
k h
L
k <∞ et
limk→∞Nhk/|log(hk)| = ∞ (cette dernière hypothèse est toujours satisfaite en dimension
d ≥ 2) . Alors on a, avec mσ0(A) défini par (2.23),
(2.26) P
(
∀A ∈ E0h, lim
k→∞
(A(x, hkD)uk|uk) = mσ0(A)
)
= 1
Remarque 2.5. — Les hypothèses sur la suite hk sont évidemment satisfaites dans le cadre
de la théorie de Littlewood-Paley pour laquelle on a hk = 2
−k. Le théorème 3 dit que pour
presque toute suite k → uk ∈ Shk, la mesure de défaut semi-classique de la suite existe (i.e
on n’a pas besoin d’extraire une sous suite) et est toujours égale à la mesure de Liouville
normalisée sur la couronne {(x, ξ) ∈ T ∗M, |ξ|x ∈ I}.
Démonstration. — Comme il existe une partie dénombrable D de E0h telle que pour tout
A ∈ E0h et tout ε > 0, il existe B ∈ D tel que
lim sup
h→0
‖A(x, hD) −B(x, hD)‖L2 + sup
|ξ|x∈I
|σ0(A)(x, ξ) − σ0(B)(x, ξ)| ≤ ε
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il suffit de prouver qu’on a pour tout A ∈ E0h
(2.27) P
(
lim
k→∞
(A(x, hkD)uk|uk) = mσ0(A)
)
= 1
En écrivant A = A1+iA2 avec Ai auto-adjoint, on a σ0(A) = σ0(A1)+iσ0(A2) et on peut donc
aussi supposer que A est auto-adjoint. Notons fh la variable aléatoire réelle sur Sh, fh(u) =
(A(x, hD)u|u), dph sa loi, qui est à support dans [−a, a] avec a = suph ‖A(x, hD)‖L2 < ∞.
Soit Mh la médiane de fh. La fonction fh est lipschitzienne de constante de lipschitz ≤
2 suph ‖A(x, hD)‖L2 . D’après le théorème de concentration de la mesure de P. Levy (voir la
proposition A.1 de l’appendice A. On remarquera que la sphere complexe Sh s’identifie avec
la sphère réelle S2Nh−1, et que les constantes sont donc cohérentes avec (A.7))
(2.28) Ph(u ∈ Sh, |fh(u)−Mh| ≥ r) ≤ 2 exp(−(Nh − 1)r
2
‖fh‖2lips
)
On a E(fh) =Mh +
∫ a
−a(x−Mh)dph, donc d’après (2.28)
(2.29) |E(fh)−Mh| ≤ r + C exp(−(Nh − 1)r
2
‖fh‖2lips
)
Il existe donc a > 0 et C1 > 0 tels que pour tout r ∈]0, 1] vérifiant r ≥ C1 exp(−aNhr2) on
ait
(2.30) Ph(u ∈ Sh, |fh(u)− E(fh)| ≥ 3r) ≤ 2 exp(−aNhr2)
En utilisant (2.21), on en déduit qu’il existe M0 tel que pour tout M ≥M0, on a avec
(2.31) rh = MN
−1/2
h | log(h)|1/2 + C0h−d+1/Nh
(2.32) Ph(u ∈ Sh, |fh(u)−mσ0(A))| ≥ 4rh) ≤ 2 exp(−aNhr2h)
et donc
(2.33) P(sup
l≥k
|fhl(u)−mσ0(A))| ≤ 4 sup
l≥k
rhl) ≥ Πl≥k(1− 2 exp(−aNhlr2hl))
On a d’après (2.31) liml→∞ rhl = 0, et aussi exp(−aNhlr2hl) ≤ haM
2
l , donc
Πl≥k(1− 2 exp(−aNhlr2hl) ≥ 1− εk
avec limk→∞ εk = 0. La preuve du théorème 3 est complète.
2.3. Estimations Lq presque sures. — Dans cette section, on démontre que les normes Lq
sont bornées presque surement si q < +∞. On calcule aussi l’ordre de grandeur des médianes
des fonctions ‖u‖Lq sur Sh pour 2 ≤ q ≤ ∞ . On se limitera au cas K = C, les preuves dans
le cas réel étant similaire.
Notons d’abord que les injections de Sobolev (1.3) peuvent être précisées en cas de locali-
sation spectrale plus fine.
Proposition 2.6. — Il existe C0 > 0 tel que pour tout q ∈ [2,∞] et tout u ∈ Eh on ait
(2.34) ‖u‖Lq(M) ≤ C0N
( 1
2
− 1
q
)
h ‖u‖L2(M).
12 NICOLAS BURQ & GILLES LEBEAU
En effet, pour u ∈ Eh, en utilisant (2.11), l’inégalité de Cauchy-Schwarz, ainsi que (2.15),
on obtient
(2.35) |u(x)| ≤ e1/2x,h‖u‖L2 ≤ CN1/2h ‖u‖L2
et la proposition résulte de ‖u‖Lq ≤ ‖u‖1−2/qL∞ ‖u‖2/qL2 pour tout q ∈ [2,∞].
Théorème 4. — Il existe c1, c2 > 0 tels que pour tout q ∈]2,+∞[, si on noteMq,h la médiane
de la fonction F (u) = ‖u‖Lq sur la sphère Sh, on a pour tout Λ ≥ 0, et tout h ∈]0, 1]
(2.36) Ph(u ∈ Sh;
∣∣∣‖u‖Lq −Mq,h∣∣∣ > Λ) ≤ 2e−c1N 2qh Λ2
De plus, on a les estimations suivantes de la médiane
(2.37) 1 ≤Mq,h ≤ c2√q ∀q ∈ [2,∞[, ∀h ∈]0, 1]
Sous l’hypothèse limh→0Nh =∞, il existe c3 > 0, q0 > 2 et ε0 > 0 tels que
(2.38) c3
√
q ≤Mq,h ∀q ∈ [q0, ε0 log(Nh)], ∀h ∈]0, 1]
Enfin, sous l’hypothèse limh→0 bh−ahh = ∞, pour tout γ ∈]0, 1[, il existe qγ > 2 et εγ > 0 tels
que
(2.39) γ
√
q
2eVol(M)
≤Mq,h ≤ 1
γ
√
q
2eVol(M)
∀q ∈ [qγ , εγ log(Nh)], ∀h ∈]0, 1]
Démonstration. — D’après la proposition 2.6, on a
(2.40)
|F (u) − F (v)| = |‖u‖Lq − ‖v‖Lq |
≤ ‖u− v‖Lq ≤ C0N
( 1
2
− 1
q
)
h ‖u− v‖L2 ≤ CN
( 1
2
− 1
q
)
h dist(u, v)
On en déduit
‖F‖Lips ≤ CN
( 1
2
− 1
q
)
h
donc en utilisant le résultat de concentration de la mesure (voir appendice A, proposition A.1)
à la fonction F (u) = ‖u‖Lq sur la sphère Sh on obtient
(2.41) Ph(|F (u)−Mq,h| > r) ≤ 2e−
Nh−1
C2Nh
N
2
q
h r
2
ce qui implique (2.36). Pour l’estimation (2.37) de la médiane, en utilisant
Eh(|g|q) = q
∫ +∞
0
λq−1Ph(|g| > λ)dλ
on obtient d’après (2.12) et (2.13),
(2.42) Eh(‖u‖qLq ) =
∫
Sh
∫
M
|u(x)|qdxdph =
∫
M
∫
Sh
|u(x)|qdphdx
= q
∫
M
∫ ∞
0
λq−1Ph(|u(x)| > λ)dλdx = q
∫
M
∫ e1/2x,h
0
λq−1(1− λ
2
ex,h
)(Nh−1)dλdx
= q
(∫
M
e
q/2
x,h
)( ∫ 1
0
zq−1(1− z2)(Nh−1)dz
)
= Aqq,h
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Le lecteur pourra vérifier qu’on a bien A2,h = 1. En notant B(x, y) =
∫ 1
0 t
x−1(1 − t)y−1dt la
fonction béta, on a
(2.43)
∫ 1
0
zq−1(1− z2)(Nh−1)dz = 1
2
B(q/2, Nh) =
Γ(q/2)Γ(Nh)
2Γ(q/2 +Nh)
donc en utilisant le lemme 2.1 et la formule de Stirling,
(2.44) Aqq,h ≤ qCq
( Nh
Nh +
q
2
)Nh+q/2−1/2
Γ(q/2) d’où Aq,h ≤ C ′√q.
D’après l’inégalité de Bienaymé-Tchebychev, on a
(2.45) Ph(‖u‖Lq > t) ≤ 1
tq
Eh(‖u‖qLq ) =
(Aq,h
t
)q
.
En choisissant t =Mq,h, on obtient
1
2
≤ lim
ε→0
Ph(‖u‖Lq >Mq,h − ε) ≤
( Aq,h
Mq,h
)q
qui implique
(2.46) Mq,h ≤ 21/qAq,h
donc Mq,h ≤ c2√q d’après (2.44). Comme F (u) = ‖u‖Lq ≥ ‖u‖L2 = 1, on a aussi Mq,h ≥ 1,
ce qui prouve (2.37).
Prouvons à présent (2.38). On remarque d’abord qu’on a en utilisant limh→0Nh = ∞,
(2.42) et le lemme 2.1, avec 0 < a1 ≤ a2 indépendants de h petit et de q ∈ [2, log(Nh)]
(2.47) Aq,h ∈ [a1√q, a2√q]
et
(2.48)
∣∣Aq,h −Mq,h∣∣q = ∣∣‖F‖Lq(Sh) − ‖Mq,h‖Lq(Sh)∣∣q
≤ ‖F −Mq,h‖qLq(Sh) = q
∫ +∞
0
λq−1Ph(|F −Mq,h| > λ)dλ
≤ q
∫ +∞
0
λq−1e−c1N
2
q
h λ
2
dλ =
q
2Nhc
q/2
1
Γ(q/2).
On en déduit
(2.49)
∣∣Aq,h −Mq,h∣∣ ≤ C
N
1/q
h
√
q
qui implique (2.38) d’après (2.47). Montrons maintenant (2.39). On a d’après (2.14)
(2.50)
(∫
M
e
q/2
x,hdx
)1/q
=
N
1/2
h
V ol(M)1/2−1/q
(1 + oh(1)), lim
h→0
oh(1) = 0
et il en résulte en utilisant (2.42), pour q ≤ log(Nh)
(2.51) Aq,h =
√
q
2eVol(M)
((1 + oh,q(1)))
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avec limq→∞,h→0 oh,q(1) = 0. L’encadrement (2.39) résulte alors de (2.49). La preuve du
théorème 4 est complète.
Nous allons à présent déduire du théorème 4 une estimation L∞ qui complète le théorème 2.
Théorème 5. — On suppose qu’il existe a > 0 tel que Nh ≥ h−a pour h petit (cette hypothèse
est toujours vérifiée en dimension d ≥ 2). Il existe h0, c0, c1 > 0 tels que pour tout h ∈]0, h0]
on ait
(2.52) Eh(‖u‖L∞) ∈ [c0
√
| log(h)|, c1
√
| log(h)|]
et en notant M∞,h la médiane de F∞(u) = ‖u‖L∞
(2.53) M∞,h ∈ [c0
√
| log(h)|, c1
√
| log(h)|]
Démonstration. — Il existe C0 > 0 tel que pour tout h ∈]0, 1], tout q > 2, et tout u ∈ Eh on
a
‖u‖q ≤ ‖u‖L∞ ≤ C0h−d/q‖u‖q
donc en choisissant qh = aε0| log(h)|, on obtient avec C1 = C0ed/aε0 indépendant de h
(2.54) Eh(‖u‖qh) ≤ Eh(‖u‖L∞) ≤ C1Eh(‖u‖qh)
Or pour tout q ∈ [2,∞], on a par le résultat de concentration de la mesure d’après (2.41) (qui
s’applique aussi à q =∞), avec c1 indépendant de h
(2.55)
|Eh(‖u‖q)−Mq,h| ≤
∫
|‖u‖q −Mq,h|dP =
∫ ∞
0
Ph(|‖u‖q −Mq,h| > λ)dλ
≤ 2
∫ ∞
0
e−c1λ
2
=
√
π/c1
Comme on a qh ≤ ε0 log(Nh), (2.37) et (2.38) impliquent Mqh,h ≃
√
qh. On déduit alors de
(2.55) pour h petit Eh(‖u‖qh) ≃
√
qh, donc aussi d’après (2.54), Eh(‖u‖L∞) ≃ √qh, donc à
nouveau par (2.55) M∞,h ≃ √qh. La preuve du théorème 5 est complète.
3. Application aux harmoniques sphériques
Rappelons que les fonctions propres du laplacien sur la sphère Sd, (muni de sa métrique
standard) sont les harmoniques sphériques de degré k (restrictions à la sphère Sd des poly-
nomes harmoniques de degré k) et qu’elles vérifient :
– Pour tout k ∈ N, l’espace vectoriel sur K des harmoniques sphériques de degré k, Ek, est
de dimension
(3.1) Nk =
(
k + d
d
)
−
(
k + d− 2
d
)
∼k→+∞ 2
(d− 1)!k
d−1
– Pour tout e ∈ Ek, −∆Sde = k(k + d− 1)e.
– L’espace vectoriel engendré par les harmoniques sphériques est dense dans L2(Sd)
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On peut identifier l’espace des bases orthonormales de l’espace Ek (muni de la norme L2)
avec le groupe unitaire, U(Nk), si K = C et avec le groupe orthogonal, O(Nk), si K = R.
On munit U(Nk) (resp. O(Nk)) de sa mesure de Haar, νk (resp. ν˜k). On peut alors identifier
l’espace des bases Hilbertiennes de L2(M ;K) formées d’harmoniques sphériques avec
B = ×k∈NU(Nk), (resp. B˜ = ×k∈NO(Nk))
qu’on munit de la mesure de probabilité produit
ν = ⊗kνk, (resp.ν˜ = ⊗kν˜k)
On a alors le résultat suivant
Théorème 6. — Soit d ≥ 2. Il existe c > 0 et pour tout 2 ≤ q < +∞, Cq > 0 tels que
ν({B = (bk,l)k∈N,l=1,···Nk ∈ B;∃k, l;
∣∣∣‖bk,l‖Lq(Sd) −Mq,k∣∣∣ > r}) ≤ Cqe−cr2
ν˜({B = (bk,l)k∈N,l=1,···Nk ∈ B˜;∃k, l;
∣∣∣‖bk,l‖Lq(Sd) −Mq,k∣∣∣ > r}) ≤ Cqe−cr2
où la médiane (dans le cas complexe) Mq,k vérifie avec C indépendant de q, k
(3.2)
∣∣Aq,k −Mq,k∣∣ ≤ C
N
1/q
k
√
q
Aq,k =
N
1
2
k
(Vol(Sd))
1
2
− 1
q
(
q
Γ(q/2)Γ(Nk)
2Γ(q/2 +Nk)
) 1
q
Démonstration. — On se limite au cas complexe, K = C, le cas réel étant similaire. On
commence par remarquer que, quitte à augmenter la constante Cq, on peut se contenter de
prouver le théorème pour les bases orthonormales du sous espace ⊕k≥1Ek de L2. On prend
hk = k
−1. On remarque alors que√
k(k + d− 1) = h−1k
√
1 + (d− 1)hk = h−1k +
d− 1
2
+O(hk).
On en déduit qu’avec
ah = 1 + h
(d− 1
2
− 1
4
)
, bh = 1 + h
(d− 1
2
+
1
4
)
on a pour hk = k
−1, k ∈ N∗, Ehk = Ek pour k assez grand. On remarquera que l’hypothèse
(2.2) avec D assez grand n’est plus vérifiée, mais cela est sans importance car on a une
meilleure estimation pour ex,h que celle donnée par le lemme 2.1 :
Lemme 3.1. — Pour tout x ∈ Sd et tout k ∈ N, on a
ex,hk =
Nk
Vol(M)
.
En effet, le noyau du projecteur orthogonal sur l’espace Ek est donné par
K(x, y) =
Nhk∑
j=1
ej,k(x)ej,k(y),
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où (ej,k)
Nhk
j=1 sont une base orthornomale de E
k. L’espace Ek étant invariant par l’action des
rotations de la sphère, on en déduit que K(x, y) = K(Rx,Ry) pour toute rotation R. La
fonction x ∈ Sd 7→ ex,hk est donc constante, d’intégrale Nk, d’où le lemme 3.1. On en déduit
que les théorèmes 2 et 4 s’appliquent, avec d’après (2.42), (2.43) et (2.49)
Aq,k =
N
1
2
k
(Vol(Sd))
1
2
− 1
q
(
q
Γ(q/2)Γ(Nk)
2Γ(q/2 +Nk)
) 1
q
,
∣∣Aq,k −Mq,k∣∣ ≤ C
N
1/q
k
√
q
En particulier, le théorème 4 implique
Proposition 3.2. — Il existe c0, c1 > 0 tels que pour tout k ≥ 1 et tout q ≥ 2, on a
(3.3) νk({B = (bl)Nkl=1 ∈ U(Nk);∃1 ≤ l ≤ Nk;
∣∣∣‖bl‖Lq −Mq,k∣∣∣ > Λ) ≤ c0e−c1k 2(d−1)q Λ2kd−1
En effet, l’application
B = (bl)
Nk
l=1 ∈ U(Nk) 7→ b1 ∈ Sk
envoie la mesure νk sur la mesure Phk et donc d’après le théorème 4 pour tout 1 ≤ l0 ≤ Nk
νk({B = (bl)Nkl=1 ∈ U(Nk);
∣∣∣‖bl0‖Lq −Mq,k∣∣∣ > Λ) ≤ 2e−c1k 2(d−1)q Λ2 .
On en déduit que
νk({B = (bl)Nkl=1 ∈ U(Nk);∃l0 ∈ {1, . . . , Nk};
∣∣∣‖bl0‖Lq −Mq,k∣∣∣ > Λ) ≤ 2e−c1k 2(d−1)q Λ2Nk,
ce qui implique clairement (3.3).
On définit maintenant les ensembles
Fk,r = {B = (bk) ∈ U(Nh);∀l0;
∣∣∣‖bk,l0‖Lq −Mq,k∣∣∣ ≤ r}
et
Fr = ∩k≥1Fk,r = {B = (bk,l); k ∈ N∗, l = 1, · · ·Nk;∀k0, l0;
∣∣∣‖bk0,l0‖Lq −Mq,k∣∣∣ ≤ r}
On a pour r ≥ 1
(3.4) ν(F cr ) ≤
∑
k≥1
νk(F
c
k,r) ≤
∑
k≥1
c0e
−c1k
2(d−1)
q r2kd−1 ≤
∑
k≥1
Cqe
−c1k
2(d−1)
q r2/2 ≤ Cqe−c1r2/2
Quitte à augmenter Cq on a aussi 1 ≤ Cqe−c1r2/2 pour tout r ≤ 1. La preuve du théorème 6
est complète.
On démontre de la même façon (en remplaçant le Théorème 4 par le Théorème 2 le résultat
suivant (on renvoie à [32] pour un résultat similaire sur S2, avec une estimée en log2(k) au
lieu de log1/2(k)).
Théorème 7. — ∃C, c, c0 > 0,∀r ≥ 0
ν({B = (bk,l)k∈N,l=1,···Nk ∈ B;∃k, l; ‖bk,l‖L∞(Sd) > c0 log1/2(k) + r}) ≤ Ce−cr
2
ν˜({B = (bk,l)k∈N,l=1,···Nk ∈ B˜;∃k, l; ‖bk,l‖L∞(Sd) > c0 log1/2(k) + r}) ≤ Ce−cr
2
On déduit aussi du théorème 6 le résultat suivant.
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Théorème 8. — La probabilité qu’on puisse extraire d’une base orthonormale une sous suite
bornée en norme L∞ est nulle : pour toute constante C > 0,
ν({B = (bk,l)k∈N,l=1,···Nk ∈ B; lim inf
k→+∞
inf
l=1,··· ,Nk
‖bk,l‖L∞(Sd) ≤ C}) = 0
ν˜({B = (bk,l)k∈N,l=1,···Nk ∈ B; lim inf
k→+∞
inf
l=1,··· ,Nk
‖bk,l‖L∞(Sd) ≤ C}) = 0
Démonstration. — On se limite au cas complexe. Notons Ak,C l’événement de U(Nk)
Ak,C = {B = (bk,l),∃l ∈ {1, · · · , Nk}, ‖bk,l‖L∞(Sd) ≤ C}
D’après le théorème 4, il existe kC et q = qC tels qu’on ait à la fois Vol(S
d)1/q ≤ 2 et
Mq,k ≥ 3C pour tout k ≥ kC . Comme on a ‖u‖Lq(Sd) ≤ Vol(Sd)
1
q ‖u‖L∞ , il résulte de (2.36)
qu’on a
(3.5) νk(Ak,C) ≤ 2Nke−c1N
2/q
k C
2 ∀k ≥ kC
La série
∑
kNke
−c1N2/qk C2 étant convergente, il en résulte limL→∞ ν(∪k≥LAk,C) = 0, donc
ν(∩L ∪k≥L Ak,C) = 0. La preuve du théorème 8 est complète.
Remarque 3.3. — Les résultats de cette section restent vrais sur une variété riemannienne
compacte quelconque, sous une forme plus faible. En effet, si on décompose L2(M) en somme
directe :
L2(M) = ⊕kEhk
où les espaces Ehk correspondent à un choix de bh − ah = Mh, la même preuve donnera
que presque toute base hilbertienne de L2(M) respectant cette décomposition aura toutes ses
normes Lq uniformément bornées. La principale différence avec le cas des sphères étant que
les éléments de Ehk ne sont plus des fonctions propres exactes, mais des fonctions propres
approchées :
u ∈ Ehk ⇒
√−∆u = h−1k u+O(1)L2(M)
Sur les variétés de Zoll (où toutes les géodésiques sont périodiques), la répartition en paquets
des fonctions propres (voir [5]) permet d’améliorer cette propriété
u ∈ Ehk ⇒ −∆u = ω2ku+O(1)L2(M)
3.1. Estimées sur les tores Td. — Notons pour k ∈ N, Ek l’espace propre du laplacien sur
le tore Td associé à la valeur propre k, qu’on munit de la norrme L2(Sd) et Nk sa dimension,
Nk = ♯Jk, Jk = {n ∈ Zd; |n|2 = k}.
qui est le nombre de présentation de l’entier k en somme de d carrés d’entiers. On note
Sd = {k ∈ N;Nk ≥ 1},
le spectre du Laplacien et pour k ∈ Sd, on munit alors les sphères unités Sk des espaces Ek de
la probability uniforme, l’espace des suites d’éléments de Sk, k ∈ Sd de la probabilité produit,
et l’espace des bases orthonormales formées de fonctions propres de la mesure de probabilité
naturelle comme précédemment.
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3.1.1. Preuve de (1.16). — On a clairement d’après la formule de Weyl∑
n
2
<m≤n
Nm = Cn
d
2 +O(n
d−1
2 )
On en déduit que pour tout d ≥ 2 il existe une suite np → +∞ telle que
(3.6) Nnp ≥ cn
d−2
2
p
et en considérant la fonction propre du laplacien sur Tk (de norme L2 égale à 1),
up(x) = N
− 1
2
np
∑
N=(n1,...,nk)∈Enp
eiN ·x
on voit d’après l’injection de Sobolev que
cn
d−2
4
p ∼ ‖up‖L∞ ≤ Cn
k
2r
p ‖up‖Lr
Donc
cn
d−2
4
− k
2r
p ≤ C‖up‖Lr
ce qui est (1.16).
3.1.2. Bases orthonormales sur les tores Td. — Il est clair si on choisit la base orthonormale
de Ek donnée par
B = {en(x) = 1√
Vol(Td)
ein·x, n ∈ Jk},
qu’on a
ek(x) =
1
Vol(Td)
∑
n∈Jk
|ein·x|2 = 1
Vol(Td)
∑
n∈Jk
1 =
Nk
Vol(Td)
.
On en déduit que tous les résultats des section 2.1 et 2.3 s’appliquent dans ce cadre. La seule
différence par rapport au cas des sphères est que limk→+∞Nk = +∞, n’est vrai que pour
d ≥ 5 (et alors Nk ≥ ck d2−1 voir Grosswald [12, Chapter 12]). La situation est donc un peu
moins favorable et l’analogue des Théorèmes 6 et 7 n’est donc vrai que si d ≥ 5. En revanche,
le résultat plus faible suivant est vrai en toute dimension d ≥ 2 (et la démonstration est
conséquence immédiate des résultats des sections 2.1, 2.3) et de lim supk→∞Nk =∞ dès que
d ≥ 2.
Théorème 9. — Considérons l’espace des suites U = (uk)k∈Sd ;∀k ∈ Sd, uk ∈ Sk muni de
sa mesure de probabilité naturelle ν. Alors
ν({U ;∃C > 0;∀k, ‖uk‖L∞(Td) ≤ C}) = 0
4. Application à la stabilisation des ondes
On s’interesse dans cette section à l’étude de la décroissance de l’énergie pour les solutions
de l’équation des ondes amorties sur la variété riemannienne compacte connexe (M,g) :
(4.1) (∂2t −∆)u+ 2a(x)∂tu = 0, u |t=0= u0 ∈ H1(M), ∂tu |t=0= u1 ∈ L2(M)
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où a ∈ C∞(M ; [0,∞[) est non identiquement nulle. Pour u = (u0, u1) ∈ H1(M) × L2(M),
l’énergie de u est
(4.2) E(u) = 1
2
∫
M
(|∇xu|2 + |∂tu|2)dgx
On a E((u0, u1)) = 0 si et seulement si u1 = 0 et u0(x) est une constante, et pour u(t, x)
solution de (4.1),
(4.3) E(u(0, .) − E(u(t, .)) =
∫ t
0
∫
M
2a(x)|∂su(s, x)|2dgx
On renvoie à [20] et [25] pour des résultats généraux sur la décroissance de l’énergie et
la théorie spectrale de l’équation des ondes amorties, et à [2] pour des résultats numériques.
Rappelons simplement ici que dès que a 6≡ 0, on a pour toute solution u de (4.1)
(4.4) lim
t→+∞ E(u(t, .)) = 0
et que si le support de a contrôle géométriquement la variétéM , c’est à dire si toute géodésique
rencontre l’ensemble {x ∈M ; a(x) > 0}, alors la décroissance de l’énergie est uniforme (donc
exponentielle) :
(4.5) ∃C, ǫ > 0, ∀u = (u0, u1) ∈ H1(M)× L2(M), E(u(t, .)) ≤ Ce−ǫtE(u(0, .))
Nous allons étudier ici la décroissance de l’énergie d’un point de vue probabiliste, et uni-
formément par rapport à la fréquence. Soit Aa l’opérateur non borné sur l’espace de Hilbert
H1(M)× L2(M)
(4.6) Aa =
(
0 Id
∆ −2a
)
, D(Aa) = H
2 ⊕H1
On notera U(t) = etAa , de sorte que la solution du système (4.1) avec données (u0, u1) vérifie
(u(t, .), ∂tu(t, .)) = U(t)(u0, u1). On a pour tout t ∈ R, U(t)(1, 0) = (1, 0), de sorte que U(t)
opère sur l’espace de Hilbert H = H1(M)/C1⊕L2(M), et on considérera aussi Aa donné par
(4.6) comme opérateur non borné sur H. Ce passage au quotient est justifié par le fait que
bien que la quantité
∫
M u(t, .)dgx ne soit pas préservée pour les solutions de (4.1), la moyenne
de u sur M n’intervient pas dans le calcul de l’énergie. Le produit scalaire sur H est défini
par (u|v)E = 12
∫
M (∇xu0∇xv0 + u1v1)dgx avec u = (u0, u1), v = (v0, v1) où u0, v0 sont définis
modulo des constantes, et on a E(u) = (u|u)E . On notera ‖u‖E =
√E(u). Pour u = (u0, u1) ∈
H, on identifiera u0 ∈ H1(M)/C1 avec la fonction sur M ,
∑
ωn>0
(
∫
M u0en(x)dgx)en, qui est
indépendante du choix du représentant de u0 ∈ H1(M).
On choisit ici 0 < ah = c < c
′ = bh et on rappelle que E˜h est le R sous espace vectoriel
de H engendré par les fonctions propres en du laplacien sur M avec hωn ∈ [c, c′]. Pour
u0 =
∑
ωn>0
u0,nen, u1 =
∑
ωn≥0 u1,nen, on notera aussi Π˜h l’opérateur borné de H sur E˜h
(4.7) Π˜h(u) = (
∑
hωn∈I
u0,nen,
∑
hωn∈I
u1,nen)
et ih l’injection de E˜h dans H. Alors Π˜h est le projecteur orthogonal sur E˜h et ih est son
adjoint. On prendra garde au fait que le sous-espace E˜h de H n’est pas invariant par le groupe
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d’évolution U(t). Toutefois, la notion d’échelle est conservée uniformément en t ≥ 0 par le
groupe U(t). Plus précisément, on montrera à la fin de ce paragraphe le théorème suivant.
Théorème 10. — Soient I = [c, c′], 0 < c < c′, et r > 0 fixés. Pour tout entier N ≥ 1, il
existe une constante CN , telle que pour tout 0 < h < h
′ < 1 avec ch′ − c′h ≥ rh, on a
(4.8) sup
t≥0
‖Π˜hU(t)ih′‖E + sup
t≥0
‖Π˜h′U(t)ih‖E ≤ CNhN
4.1. Amortissement presque sur. — Soit S∗(M) = {(x, ξ) ∈ T ∗M, |ξx| = 1} le fibré
cotangent unitaire et φ(t, ρ) le flot géodésique sur S∗(M). Soit a(t, ρ) la moyenne de la fonction
a à l’instant t le long du flot
(4.9) a(t, ρ) =
1
t
∫ t
0
a(x(φ(s, ρ)))ds
La mesure de Liouville canonique dµ sur S∗(M) étant invariante par le flot géodésique, la
fonction
(4.10) Bir(ρ) = lim
t→∞ a(t, ρ)
existe µ-presque partout d’après le théorème ergodique de Birkhoff.
On notera S˜h la sphere unité de E˜h, et P˜h la probabilité uniforme sur S˜h. Comme application
simple des résultats de la section 2, on a le théorème suivant qui relie le comportement de la
fonction de Birkhoff à la décroissance de l’énergie.
Théorème 11. — On suppose que la fonction de Birkhoff vérifie
(4.11) µ(ρ ∈ S∗(M), Bir(ρ) = 0) = 0
Alors pour tout ε > 0, α ∈]0, 1], il existe un temps T > 0, tel que
(4.12) ∀h ∈]0, 1], P˜h
(
u ∈ S˜h, E(U(T )u) < ε
)
≥ 1− α
Remarque 4.1. — On remarquera que le temps T à partir duquel on demande que l’énergie
soit plus petite que ε est indépendant de h ∈]0, 1], de sorte que l’estimation (4.12) est différente
de la simple estimation (4.4). Dans le cas où M est une sphère, et la fonction a identiquement
nulle dans un voisinage de l’équateur, l’hypothèse (4.11) est violée. On laisse au lecteur le soin
de prouver dans ce cas que l’estimation (4.12) est fausse pour α et ε petits.
Théorème 12. — Dans le cas où le flot est ergodique, ce qui implique que µ presque surement
Bir(ρ) =
∫
M a(x)dx
Vol(M)
= a > 0
et donc (4.11) est vérifiée, on suppose de plus l’estimée quantitative suivante sur le caractère
exponentiellement mélangeant du flot :
(4.13) ∀δ > 0,∃S(δ) > 0;µ(ρ ∈ S∗M ; |a(t, ρ)− a| > δ) ≤ e−tS(δ)
Alors il existe M, α, C, c > 0, tel que pour tout h ∈]0, 1],
(4.14) Ph( sup
t∈[0,ǫ log(1/h)]
(E(U(t)u)etα) >M+ r) ≤ Ce−ch−d+1r2
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Remarque 4.2. — L’hypothèse est vérifiée dans le cas où la variété M est une surface de
courbure négative constante et l’amortissement n’est pas trivial (voir Kifer [19] et Anantha-
raman [1, Theorem 3.1].
Démonstration. — On commence par démontrer le Théorème 11. Pour cela on va vérifier le
lemme suivant.
Lemme 4.3. — On suppose que l’hypothèse (4.11) est satisfaite. Il existe C, c > 0 et pour
tout ε > 0, Tε et hε tels qu’on ait pour tout h ∈]0, hε]
(4.15) P˜h
(
u ∈ S˜h, E(U(Tε)u) < ε
)
≥ 1− Ce−ch−dε2
Démonstration. — Soit λ =
√−∆ et j l’application de H1(M)⊕L2(M) dans L2(M)⊕L2(M)
définie par
(4.16) j(u) = v ⇐⇒ v0 = λu0 − iu1√
2
, v1 =
λu0 + iu1√
2
On remarquera que j est définie sur H = H1(M)/C1 ⊕ L2(M) et induit une isométrie de
E˜h sur Eh ⊕ Eh. Posons d± = ±iλ − a, D =
(
d+ 0
0 d−
)
et R =
(
0 a
a 0
)
. Pour u ∈ E˜h, soit
v = j(u) et v(t) = j(U(t)u). On vérifie aisément que v(t) vérifie l’équation
(4.17) ∂tv(t) = (D +R)v(t)
Les opérateurs d± sont des opérateurs pseudo-différentiels classiques elliptiques de degré 1,
on d∗+ = d− (adjoint sur L2) et comme a 6≡ 0 ils sont bijectifs de Hs+1(M) sur Hs(M) pour
tout s ∈ R. Comme Re(D) = −aId, on a supt≥0 ‖etD‖L2 ≤ 1. De plus, comme D commute à
etD et que pour k entier la norme ‖Dkv‖L2 est équivalente à la norme Hk, pour tout s ∈ R,
il existe Cs tel que
(4.18) sup
t≥0
‖etD‖Hs(M) ≤ Cs
Rappelons que la solution v(t) de (4.17) avec v(0) = v vérifie
(4.19)
v(t) = etDv + r(t, v)
sup
t∈[0,T ]
‖r(t, v)‖L2 ≤ CT ‖v‖H−1
La preuve de (4.19) est standard : on commence par vérifier que si b−1 est un opérateur pseudo-
différentiel de degré −1 et de symbole principal a(x)|ξ|−1x /2i, alors en posant I = Id + B−1,
B−1 =
(
0 b−1
−b−1 0
)
, on a I(D +R) = DI + Q˜−1 où Q˜−1 est une matrice 2× 2 de pseudos
de degré −1. Comme on peut choisir b−1 tel que I soit inversible sur Hs(M) ×Hs(M) pour
tout s, la fonction w(t) = Iv(t) vérifie ∂tw(t) = (D + Q−1)w(t) avec Q−1 = Q˜−1I−1, et la
formule de Duhamel prouve qu’on supt∈[0,T ] ‖w(t)− etDIv‖L2 ≤ CT ‖Iv‖H−1 . Or (4.18) (pour
s = 0 et s = −1) implique supt≥0 ‖etDIv − IetDv‖L2 ≤ C‖v‖H−1 , ce qui prouve (4.19).
On notera P
(2)
h la probabilité uniforme sur la sphère unité S
(2)
h = {(v0, v1), ‖v0‖2L2 +
‖v1‖2L2 = 1} de Eh ⊕ Eh, et E
(2)
h (f) l’espérance d’une v.a sur S
(2)
h . Soit ft(v) = E(U(t)j−1v).
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Alors on a par construction
(4.20) P˜h
(
u ∈ S˜h, E(U(t)u) < ε
)
= P
(2)
h
(
v ∈ S(2)h , ft(v) < ε
)
et d’après (4.19)
(4.21) sup
v∈S(2)h ,t∈[0,T ]
|ft(v)− ‖etDv‖2L2 | ≤ CTh
avec CT indépendant de h ∈]0, 1]. On a
‖etDv‖2L2 = (B+(t)v0|v0)L2 + (B−(t)v1|v1)L2
avec B±(t) = etd
∗
±etd± . D’après le théorème d’Egoroff, les opérateurs B±(t) sont des pseudos
de degré 0 et de symbole principal homogène de degré 0
σ0(B±(t))(ρ) = e−2ta(t,ρ)
Comme dans la preuve du lemme 2.3, on obtient donc
(4.22) sup
t∈[0,T ]
|E(2)h (ft)−
∫
S∗(M)
e−2ta(t,ρ)dµ(ρ)| ≤ CTh
Soit mt,h la médiane de la v.a ft sur S
(2)
h . Comme ft est (uniformément en t ≥ 0 et h ∈]0, 1])
lipschitzienne sur S
(2)
h , on obtient comme dans la preuve du théorème 3, qu’il existe C, c > 0
tels que pour tout r ∈]0, 1]
(4.23)
sup
t≥0
P
(2)
h (|ft(v)−mt,h)| ≥ r) ≤ Ce−ch
−dr2
⇒ sup
t≥0
|E(2)h (ft)−mt,h| ≤
∫ +∞
0
P
(2)
h (|ft(v) −mt,h)| ≥ r)dr ≤ Chd/2
D’après l’hypothèse (4.11), on a
(4.24) lim sup
t→∞
∫
S∗(M)
e−2ta(t,ρ)dµ(ρ) ≤
∫
S∗(M)
lim sup
t→∞
e−2ta(t,ρ)dµ(ρ) = 0
Soit alors Tε tel que
∫
S∗(M) e
−2Tεa(Tε,ρ)dµ(ρ) ≤ ε/8. Soit hε tel qu’on ait à la fois CTεhε ≤ ε/8
et Ch
d/2
ε ≤ ε/4 . Alors (4.22) et la deuxième ligne de (4.23) impliquent pour tout h ∈]0, hε],
mt,h ≤ |E(2)h (ft)|+ |E(2)h (ft)−mt,h| ≤ ε/2, et donc la première ligne de (4.23) implique (avec
r = ε/2) et pour tout h ∈]0, hε]
(4.25) P
(2)
h (|fTε(v)| ≥ ε) ≤ Ce−ch
−dε2/4
La preuve du lemme 4.3 est complète.
La preuve du théorème 11 est une conséquence facile de l’estimation (4.15) : quitte à
diminuer hε, on peut toujours supposer Ce
−ch−dε2 ≤ α pour h ∈]0, hε]. D’après (4.4), on a
(4.26) lim
t→∞ infh∈[hε,1]
P˜h
(
u ∈ S˜h, E(U(t)u) < ε
)
= 1
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Soit alors T ≥ Tε tel que pour tout h ∈ [hε, 1] on ait P˜h
(
u ∈ S˜h, E(U(T )u) < ε
)
≥ 1 − α.
Comme l’énergie est décroissante, on a aussi d’après (4.15) pour tout h ∈]0, hε] P˜h
(
u ∈
S˜h, E(U(T )u) < ε
)
≥ 1− α, ce qui prouve le théorème 11.
Pour démontrer le théorème 12, nous allons revisiter la preuve précédente. On remarque
d’abord que par un argument simple de semi-groupe, la norme ‖w(t)‖H−1 est majorée par
CeCT‖v‖H−1 et donc la constante CT apparaîssant dans (4.19),et donc aussi dans (4.21), peut
être estimée par CeCT . On remarque ensuite que le Théorème d’Egoroff reste vrai pour des
temps grands, mais plus petits que ǫ log(1/h) (c’est en effet conséquence de [17, théorème
2.3.6], et des estimations exponentielles triviales sur le comportement en grand temps du
flot bicaractéristique). Le prix à payer pour cela est que les opérateurs B±(t) sont des opé-
rateurs pseudodifférentiels dont les symboles sont dans des classes (légèrement) exotiques :
Sh,h−α,h−α,N selon la terminologie de [17, Chapter 1], où α > 0 peut être choisi arbitrairement
petit si ǫ > 0 est choisi petit. On en déduit qu’il existe δ > 0 tel que
sup
t∈[0,ǫ log(1/h)]
|E(2)h (ft)−
∫
S∗(M)
e−2ta(t,ρ)dµ(ρ)| ≤ CeCǫ log(1/h)h1−2α ≤ Chδ
où dans la dernière inégalité, on a choisi ǫ > 0 assez petit. On déduit maintenant de l’hypothèse
qu’il existe σ > 0 tel que∫
S∗(M)
e−2ta(t,ρ)dµ(ρ) ≤ e−2t(a−β) + e−S(β)t ≤ 2e−2σt.
On définit la variable aléatoire g sur S
(2)
h par la relation
g =
∫ ǫ log(1/h)
0
fte
σtdt
D’après ce qui précède, la médiane, M, de la fonction g est inférieure ou égale à
C
∫ ǫ log(1/h)
0
eσt(e−2σt + hδ)dt,
donc, quitte a diminuer encore ǫ > 0, cette médiane est bornée. De plus, la norme Lipschitz
de la fonction g est clairement bornée pour ǫ petit par
C
∫ ǫ log(1/h)
0
eσtdt ≤ Ch−1/2
on en déduit comme pour la preuve de (4.19) que
Ph(g >M+ r) ≤ Ce−ch−d+1r2 .
Finalement, on remarque que comme l’énergie de la solution des ondes amorties est une
fonction décroissante, on a l’implication
g ≤ A⇒ ∀t ∈ [0, ǫ log(1/h)],
∫ t
0
fte
σsds ≤ A ⇒ ft ≤ σA
eσt − 1
ce qui termine la démonstration du théorème 12.
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Nous allons à présent utiliser les résultats précédents pour obtenir un taux de décroissance
presque sur pour des données dans l’espace d’énergie. On peut identifier les données initiales
(u0, u1) ∈ H1(M)/C ⊕ L2(M) à valeurs réelles avec u = λu0 + iu1 ∈ L2(M ;C). On note M
l’espace des mesures sur L2(M ;C) introduites dans l’appendice C, associées à la décomposition
L2(M) =
∑
k Ek où les Ek sont les blocs dyadiques standarts et avec (αk) ∈ l2. Toute mesure
µ ∈ M définit ainsi une mesure de probabilité sur H1(M)/C ⊕ L2(M). On a alors
Théorème 13. — On suppose que la fonction de Birkhoff vérifie (4.11). On suppose aussi
que les mesures pk vérifient Hγ, γ > 0 (voir l’appendice C). Par exemple, on peut prendre
(4.27) dpk =
√
2
π
e−
r2
2 dr
ou
(4.28) dpk = δr=1
Il existe alors un taux de décroissance f(t) > 0 qui tend vers 0 à l’infini, qui ne dépend pas
du choix de la mesure µ ∈M, tel que
µ({U ∈ H1;∃T, E(U(t)u) ≤ f(t) ∀t ≥ T}) = 1
Remarque 4.4. — On remarque que le théorème 13 et les choix dpk = δr=1, (αk) = δk=k0
impliquent le théorème 11. Nous allons en fait déduire le théorème 13 du théorème 11. Si on
ommet l’uniformité par rapport à la famille de mesures N , le résultat est vrai sans hypothèse
sur la fonction de Birkhoff. Il est alors juste conséquence de la convergence vers 0 de l’énergie
pour toute donnée initiale.
Démonstration. — D’après le théorème 11, pour tout j ∈ N, il existe Tj tel
(4.29) ∀k, P˜k
(
u ∈ S˜k; E(U(Tj))u > 2−j
) ≤ 2−j
On peut supposer Tj < Tj+1 et lim Tj =∞, et on pose
(4.30) f(t) = 1 pour t < T0, f(t) =
∑
j
2−j/21t∈[Tj ,Tj+1[ pour t ≥ T0
On déduit de (4.29) en utilisant E(U(Tj)u) ≤ 1 pour u ∈ S˜k∫
S˜k
E(U(Tj)u)dPk ≤ 2−j + 2−j
En écrivant pour u ∈ Ek, u = rω, avec ω ∈ S˜k on obtient (avec C = 2 supk
∫
r2dpk < ∞
d’après l’hypothèse (Hγ), voir l’appendice C)
(4.31) E(E(U(Tj)u) =
∫ ∞
0
r2(
∫
S˜k
E(U(Tj)u)dPk)dqk ≤ 21−j
∫ ∞
0
r2dqk ≤ C2−j |αk|2
On remarque maintenant d’après le théorème 10 qu’il existe C > 0 tel que pour tout t ≥ 0 et
tout u d’énergie finie
u =
∑
k
uk, uk ∈ Ek ⇒ E(U(t)u) ≤ C
∑
k
E(U(t)uk).
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On en déduit d’après (4.31)
(4.32) E(E(U(Tj)u) ≤ C
∑
k
E(E(U(Tj)uk) ≤ C2−j‖(αk)‖2ℓ2
D’après l’inégalité de Bienaymé-Tchebitchev, on obtient
µ({U ∈ H1; E(U(Tj)u) ≥ 2−j/2}) ≤ C2−j/2‖(αk)‖2ℓ2
Notons
Aj = {u; E(U(Tj)u) ≤ 2−j/2}, Aj = ∩k≥jAk
La suite Aj est croissante et on a µ(Aj) ≥ (1 − C‖(αk)‖2ℓ2
∑
k≥j 2
−k/2) = 1 − C ′2−j/2. Si
A = ∪Aj, on a µ(A) = 1, et pour tout u ∈ A, il existe C tel que pour tout t on ait
E(U(t)u) ≤ Cf(t). En effet, pour u ∈ Aj on a en utilisant la décroissance de l’énergie
E(U(t)u) ≤ f(t), ∀t ≥ Tj
Le théorème 13 est démontré.
4.2. Conservation de la notion d’échelle. — Nous démontrons dans cette section le
théorème 10.
Démonstration. — Soit N ≥ 1 tel que c − c′/N ≥ c/2. Pour h′ ≥ Nh, on a ch′ − c′h ≥
(c− c′/N)h′ ≥ h′c/2 et pour h′ ≤ Nh, on a ch′ − c′h ≥ h′r/N . Avec r′ = min(c/2, r/N) on a
donc toujours ch′ − c′h ≥ r′h′ donc c/h− c′/h′ ≥ r′/h. On choisit b′, b, d tels que
(4.33) c− r′ < b′ < b < c, et c′ < d
Soient ψ, φ des fonctions réelles C∞ sur R, à valeurs dans [0, 1], avec ψ = 1 près de ]−∞, c−r′],
ψ = 0 sur [b′,∞[ et φ = 1 près de [c, c′] et φ à support dans [b, d]. Les opérateurs φ(hλ), ψ(hλ)
opèrent sur H = H1(M)/C1⊕L2(M) par la formule φ(hλ)(ej) = φ(hωj)ej , et ils commutent
aux opérateurs Π˜h, Π˜h′ , ih, ih′ . Comme on a d’après (4.33) ψ(hλ)ih′ = ih′ , φ(hλ)ih = ih,
Π˜h′ψ(hλ) = Π˜h′ , Π˜hφ(hλ) = Π˜h, il suffit de vérifier que pour tout N , il existe une constante
CN , telle que
(4.34) sup
t≥0
‖φ(hλ)U(t)ψ(hλ)‖E + sup
t≥0
‖ψ(hλ)U(t)φ(hλ)‖E ≤ CNhN
Comme l’adjoint de U(t) est U∗(t) = etA∗a , avec
A∗a = −
(
0 Id
∆ 2a
)
on a U∗(t) = e−tA−a , donc U∗(t)(u0, u1) = etAa(u0,−u1). Il suffit donc d’estimer le terme
‖φ(hλ)U(t)ψ(hλ)‖E .
Nous allons construire un opérateur Θh, borné sur H pour tout h ∈]0, 1] fixé, qui commute
à U(t), et qui vérifie
(4.35)
φ(hλ) = φ(hλ)Θh +R1,h
Θhψ(hλ) = R2,h
et tel que pour tout N , il existe une constante CN , telle que
(4.36) ‖R1,h‖E + ‖R2,h‖E ≤ CNhN
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On aura alors
(4.37)
φ(hλ)U(t)ψ(hλ) = (φ(hλ)Θh +R1,h)U(t)ψ(hλ) =
φ(hλ)U(t)Θhψ(hλ) +R1,hU(t)ψ(hλ) =
φ(hλ)U(t)R2,h +R1,hU(t)ψ(hλ)
et comme ‖φ(hλ)U(t)‖E ≤ 1 et ‖U(t)ψ(hλ)‖E ≤ 1, on obtiendra d’après (4.36)
(4.38) sup
t≥0
‖φ(hλ)U(t)ψ(hλ)‖E ≤ CNhN
On effectue maintenant une réduction semi-classique en posant τ(u0, u1) = (u0, hu1) et en
introduisant la norme semi-classique
(4.39) ‖(w0, w1)‖2Eh =
1
2
∫
M
(|h∇xw0|2 + |w1|2)dgx
de sorte qu’on a ‖τ(u)‖2Eh = h2‖u‖2E , donc pour tout opérateur R, ‖τRτ−1‖Eh = ‖R‖E , et
(4.40) τU(t)τ−1 = eitB/h
avec
(4.41) B = −ihτAaτ−1 =
(
0 −i
−ih2∆ 2iha
)
On a pour z ∈ C
(4.42) Im((z −B)w|w)Eh = Im(z)‖w‖2Eh − 2h
∫
M
a|w1|2/2dgx
Si Uh est la bande Uh = {z ∈ C, Im(z) ∈ [0, 2h‖a‖L∞ ]}, la résolvante (z − B)−1 existe donc
pour z ∈ C \ Uh, et vérifie
(4.43) ‖(z −B)−1‖Eh ≤
1
dist(z, Uh)
On pose
(4.44) fε(z) =
1√
2πε
∫
J
e−(z−x)
2/2εdx, J = [−d,−b] ∪ [b, d]
La fonction fε(z) est holomorphe dans C et vérifie pour tout z ∈ C, |fε(z)| ≤ eIm(z)2/2ε. De
plus,on a pour tout z ∈ C
(4.45) |fε(z)| ≤ C√
ε
eIm(z)
2/2ε−dist(Re(z),J)2/2ε
On définit alors l’opérateur Θh par
(4.46) Θh =
1
2iπ
∫
γ
fε(z)(z −B)−1dz
Dans (4.46) on choisit le contour γ de la forme γ = γ− ∪ γ+. γ+ est la réunion du segment
[−r0, r0] + ir+, r+ = 2h‖a‖L∞ +
√
ε, et des deux demi-droites r0 + ir+ + ρe
iθ0 , ρ ≥ 0 et
−r0+ ir+−ρe−iθ0 , ρ ≥ 0, avec θ0 > 0 petit et r0 > d grand ; on oriente γ+ de droite à gauche.
γ− est la réunion du segment [−r0, r0]− i
√
ε, et des deux demi-droites r0− i
√
ε+ρe−iθ0 , ρ ≥ 0
et −r0 − i
√
ε− ρeiθ0 , ρ ≥ 0 ; on oriente γ− de gauche à droite. On choisit le paramètre ε sous
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la forme ε = hν avec ν ∈]0, 1/4]. On a alors d’après (4.43) et 4.45, pour une constante C
indépendante de h
(4.47) ‖Θh‖Eh ≤ Cε−1
et Θh commute à e
itB/h. On va construire des opérateurs Qh,k(z), k ≥ 0 et Rh,N (z), N ≥ 1,
holomorphes en z près de γ, et qui vérifient pour tout N ≥ 1 avec CN indépendant de h, z
(4.48)
(z −B)
N−1∑
k=0
(
h
i
)kQh,k(z) = Id− hNRh,N (z)
‖Rh,N (z)‖Eh ≤ CNε−(1+2N)
Posons Θh,k =
1
2iπ
∫
γ fε(z)Qh,k(z)dz et Θ
N
h =
∑N−1
k=0 (
h
i )Θh,k. On a pour tout N ≥ 1 d’après
(4.43), (4.45), (4.46) et (4.48), en utilisant ε = hν
(4.49)
Θh = Θ
N
h +
hN
2iπ
∫
γ
fε(z)(z −B)−1Rh,N (z)dz
‖ h
N
2iπ
∫
γ
fε(z)(z −B)−1Rh,N (z)dz‖Eh ≤ C ′NhN(1−2ν)−2ν
Comme on a ν < 1/2, pour obtenir (4.35) et (4.36), il suffit de prouver que pour tout N2, il
existe N1 ≥ N2 et C indépendant de h tels que
(4.50)
φ(hλ) = φ(hλ)ΘN1h +R1,h,N1
ΘN1h ψ(hλ) = R2,h,N1
‖R1,h,N1‖Eh + ‖R2,h,N1‖Eh ≤ ChN2
Nous allons construire les opérateurs Qh,k(z) et Rh,N(z) en utilisant le calcul h-pseudo-
différentiel classique (voir [23]). Pour m entier relatif, on notera Mm l’espace des opérateurs
matriciels 2× 2 (
A1(z, x, hD) A2(z, x, hD)
A3(z, x, hD) A4(z, x, hD)
)
où Aj(z, x, hD) est un polynôme de z de degré ≤ m+ pj, avec p1 = p4 = 0, p2 = −1, p3 = 1,
et Aj(z, x, hD) =
∑l=m+pj
l=0 z
lAj,l(x, hD) avec Aj,l ∈ Em−l+pjcl . Par convention, un polynôme
de degré strictement négatif est nul, de sorte que Mm est réduit à {0} pour m ≤ −2, et les
élements deM−1 sont de la forme
(
0 0
A(x, hD) 0
)
avec A(x, hD) ∈ E0cl. On a pour tout m,m′
MmMm′ ⊂ Mm+m′ et pour m ≤ m′ Mm ⊂ Mm′ . Dans une carte locale, on notera Sm les
symboles complets des éléments de Mm. On a zId ∈ M1 et d’après (4.41), B ∈ M1. On
posera β1(x, ξ) =
(
0 −i
i|ξ|2x 0
)
∈ S1, et δ = z2 − |ξ|2x de sorte que
(4.51) (z − β1)−1 = 1
δ
(
z −i
−i|ξ|2x z
)
∈ 1
δ
S1
Soit Vl un recouvrement fini de M par des ouverts de cartes, θl, θ
′
l ∈ C∞0 (Vl) avec θ′l égal à
1 au voisinage du support de θl et
∑
l θl = 1. Dans chaque ouvert de carte Vl on choisit des
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coordonnées (x1, ..., xd) ∈ Rd, et on définit les opérateurs Qh,k(z) par la formule
(4.52) Qh,k(z) =
∑
l
θ′lOp(qk(z, x, ξ))θl
où les qk(z, x, ξ) sont définies par les formules de récurrence qui définissent l’inverse formel de
(z −B), soit
(4.53)
q0(z, x, ξ) = (z − β1)−1
qn(z, x, ξ) = (z − β1)−1
( ∑
|α|+k=n,|α|≥1
1
α!
∂αξ β1∂
α
x qk +
∑
|α|+k=n−1
1
α!
∂αξ β0∂
α
x qk
)
où β1 + hβ0/i est le symbole complet de B dans la carte locale, avec β0 ∈ S0. D’après (4.41)
on a pour tout α, ∂αξ β1 ∈ S1−|α|, ∂αξ β1 = 0 pour |α| > 2 et ∂αξ β0 ∈ S−|α|, ∂αξ β0 = 0 pour
|α| ≥ 1. De plus, on a pour k ≥ 0 et tout α, ∂αx (δ−(1+2k)S1+3k) ⊂ δ−(1+2k+|α|)S1+3k+2|α|. On
montre alors facilement par récurrence qu’on a pour tout n ≥ 0
(4.54) qn =
pn
δ1+2n
, pn ∈ S1+3n
L’opérateur Rh,N(z) est alors défini par la formule (4.48) et a donc pour symbole
(4.55) − rh,N (z, x, ξ) =
∑
|α|+k=N
1
α!
∂αξ β1∂
α
x qk + β0qN−1 ∈ δ−(1+2N)S2+3N
Comme on a minz∈γ,x,ξ |δ| ≃ ε et que |δ| ≃ |z|2 + |ξ|2x pour (z, ξ) → ∞, la deuxième ligne
de (4.48) résulte de (4.55). Comme tous les qn sont des fractions rationnelles de z, on peut
d’après (4.45) utiliser la formule des résidus pour calculer les symboles des opérateurs Θh,k.
Pour ξ près de 0 on obtient en utilisant la majoration (4.45) Θh,k(x, ξ) ∈ O(e−c/hν ) et pour
ξ 6= 0 on trouve
(4.56) Θh,k(x, ξ) =
1
(2k)!
∂2kz=|ξ|x
(
fε(z)
pk(z, x, ξ)
(z + |ξ|x)1+2k
)
+
1
(2k)!
∂2kz=−|ξ|x
(
fε(z)
pk(z, x, ξ)
(z − |ξ|x)1+2k
)
Il résulte alors de (4.44) et (4.45) qu’on a ΘNh (x, ξ) ∈ O(e−c/h
ν
) pour ξ grand, et pour ξ borné
|∂αx ∂βξ ΘNh (x, ξ)| ≤ Cα,βε−(|α|+|β|) = Cα,βh−ν(|α|+|β|)
de sorte que les opérateurs ΘNh (x, ξ) appartiennent à une classe admissible pour le calcul
symbolique. Comme on a fε(z) = 1 + O(e−c/hν ) au voisinage de [−c′,−c] ∪ [c, c′] on déduit
du fait que
∑
k(
h
i )
kQh,k(z, x, ξ) est le symbole de la résolvante (z − B)−1 qu’on a, pour |ξ|x
proche de [c, c′], Θh(x, ξ) = 1 + O(e−c/hν ) et Θh,k(x, ξ) = O(e−c/hν ) pour k ≥ 1. On a aussi
fε(z) = O(e−c/hν ) au voisinage de [r′ − c, c − r′]. En choisissant b proche de c et d proche
de c′, on obtient donc les formules (4.50) par les règles de calcul symbolique. Ceci termine la
preuve du théorème 10.
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5. Application aux ondes non-linéaires sur-critiques
On considère dans cette section l’équation des ondes défocalisante sur une variété compacte
M (sans bord) de dimension 3, pour une nonlinéarité polynomiale up, p impair.
(5.1) (∂2t −∆)u+ up = 0, u |t=0= u0, ∂tu |t=0= u1, (u0, u1) ∈ H1(M) = H1(M)× L2(M)
On supposera p ≥ 7, de sorte que l’équation (5.1) est sur-critique. On supposera aussi u à
valeurs réelles. Les mêmes énoncés restent vrais avec u à valeurs complexes en remplaçant up
par |u|p−1u. Il est bien connu que l’équation précédente possède pour toutes données initiales
dans (H1(M)∩Lp+1(M))×L2(M) des solutions faibles définies pour t ∈ [0,∞[, qui vérifient
l’équation au sens des distributions, et telles que de plus
(5.2) E(u)(t) =
∫
M
|∇u|2
2
+
|∂tu|2
2
+
up+1
p+ 1
dx ≤ E(u)(0).
L’objet de ce paragraphe est de construire "beaucoup" de données initiales dans H1×L2 pour
lesquelles d’une part on sait construire une solution forte de l’équation (5.1) (sur un petit
intervalle de temps (0, T )), et d’autre part, on sait que toutes les solutions faibles coïncident
avec cette solution forte sur cet intervalle. Dans cette section, les mesures de probabilités Ms
sont celles construites dans l’appendice C avec le choix ak = 2
k de la théorie de Littlewood
Paley standard.
Théorème 14 (Existence). — Pour tout p < +∞, et pour toute mesure de probabilités sur
D′(M)2, µ ∈ M1 ×M0, pour µ-presque toute donnée initiale (u0, u1) ∈ H1(M)× L2(M), il
existe T > 0 et une solution forte de (5.1) dans l’espace affine(
cos(t
√−∆)u0, sin(t
√−∆)√−∆ u1
)
+ C0((0, T );H2(M)) ∩ C1((0, T );H1(M).
Cette solution vérifie l’identité d’énergie
E(u)(t) = E(u)(0).
et les estimées de Strichartz pour tout r < +∞,
(5.3) ‖u‖L∞((0,T )×M) + ‖u‖L2((0,T );W 1,r(M)) + ‖∂tu‖L2((0,T );Lr(M)) < +∞
De plus on a la borne inférieure suivante sur le temps maximal d’existence Tmax(u0, u1) :
(5.4) ∃δ > 0, C > 0, c > 0;µ({(u0, u1) ∈ H1(M);Tmax(u0, u1) < λ}) ≤ Ce−cλ−δ
Démonstration. — On suit la stratégie de [9], en y incorporant nos nouvelles estimations
probabilistes. On cherche la solution sous la forme
u =
(
cos(t
√−∆)u0, sin(t
√−∆)√−∆ u1
)
+ v = ul + v
avec
v ∈ C0((0, T );H2(M)) ∩C1((0, T );H1(M)).
On cherche alors v vérifiant
(5.5) (∂2t −∆)v = −(ul + v)p, v |t=0= ∂tv |t=0= 0
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soit
(5.6) v(t) = −
∫ t
0
sin((t− s)√−∆)√−∆ (ul + v)
p(s)ds.
Soit r > 4 grand et T ≤ 1. Notons ‖ul‖W 1,r = ‖ul‖W 1,r((0,1)×M). D’après la proposition C.3,
‖ul‖W 1,r est fini µ-presque sûrement, et d’après les injections de Sobolev H2(M) → L∞(M)
et W 1,r((0, 1) ×M)→ L∞((0, 1) ×M) pour r > 4, on a pour s ∈ [0, T ]
(5.7)
‖(ul + v)p(s)‖H1(M) ≤ C(‖ul(s)‖L∞ + ‖v(s)‖L∞)p−1(‖ul(s)‖H1 + ‖v(s)‖H1)
≤ C(‖ul‖W 1,r + ‖v(s)‖H2)p−1(‖ul(s)‖H1 + ‖v(s)‖H2)
et de même, pour sup0≤s≤T ‖vj(s)‖H2 ≤ R et s ∈ [0, T ],
(5.8)
‖(ul + v1)p(s)− (ul + v2)p(s)‖H1(M)
≤ C(‖ul‖W 1,r +R)p−2)(‖ul‖W 1,r +R+ ‖ul(s)‖H1)(‖v1(s)− v2(s)‖H1)
Comme on a
∫ T
0 ‖ul(s)‖H1ds ≤ C
√
T‖ul‖W 1,r , on déduit du théorème du point fixe qu’il existe
c > 0 tel que l’équation (5.5) admet un unique point fixe dans la boule de rayon R de
XT = C
0((0, T );H2(M)
dès que
TRp−1 +
√
T‖ul‖p−1W 1,r +
√
TRp−2‖ul‖W 1,r ≤ c, et
√
T‖ul‖pW 1,r ≤ cR
Comme il existe α > 0, β > 0 petits tels que ces inéquations ont une solution en R pour
‖ul‖W 1,r ≤ αT−β, on déduit (5.4) de C.9 et (C.10). A nouveau d’après C.9 et (C.10), ul
vérifie (5.3). De plus, d’après (5.5), et puisque (ul + v) ∈ L1((0, T ),H1(M)), les inégalités de
Strichartz pour l’équation des ondes en dimension 3 impliquent pour 1q +
3
r =
1
2 et q ∈]2,∞],
qu’on a v ∈ Lq((0, T ),W 1,r(M)) et ∂tv ∈ Lq((0, T ), Lr(M)), donc v vérifie (5.3). La preuve
du théorème 14 est complète.
Théorème 15 (Unicité fort-faible). — Pour µ-presque toutes données initiales (u0, u1)
dans l’espace d’énergie, H1(M) × L2(M), on a u0 ∈ Lp+1 et toute solution faible de (5.1)
vérifiant l’inégalité d’énergie (5.2) coïncide avec la solution donnée par le théorème 14 sur
l’intervalle de temps (0, T )
Démonstration. — Le théorème 15 est une conséquence directe du résultat de stabilité sui-
vant :
Proposition 5.1. — Soit u une solution forte de l’équation des ondes (5.1) définie sur [0, T ],
de données initiales (u0, u1), donnée par le théorème 14. Il existe C > 0 tel que pour toute
solution (faible) v sur l’intervalle [0, T ] de l’équation (5.1), de données initiales (v0, v1) ∈
(H1(M) ∩ Lp+1(M))× L2(M) vérifiant
∀t ∈ [0, T ] E(v)(t) ≤ E(v)(0),
on a
E(u− v)(t) + ‖u− v‖2L2(M)(t) ≤ C
(E(u− v)(0) + ‖u− v‖2L2(M)(0))
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Pour démontrer cette proposition, on reprend et on affine un résultat similaire de Struwe [29]
(démontré pour des solutions fortes C∞), (il faut modifier la preuve pour l’adapter au niveau
de régularité des solutions fortes données par le théorème 14). On notera w = v − u et
Dw = (∂tw,∇xw). On a
(∂2t w −∆xw) + (u+w)p − up = 0
et
E(v) = E(u) + I + II
avec
I =
∫
M
Du ·Dw + upw
II =
∫
M
|Dw|2
2
+
(u+ w)p+1 − up+1
p+ 1
− upw
Un calcul (justifié par une régularisation de u et un passage à la limite) donne
(5.9)
d
dt
I(t) =
∫
M
(up + pup−1w − (u+ w)p)∂tu
On va montrer qu’il existe une fonction g(t) ∈ L2 ⊂ L1 telle qu’on ait
(5.10)
∣∣ d
dt
I(t)
∣∣∣ ≤ C(E(w) + ‖w‖2L2)(t)g(t)
Supposons provisoirement (5.10) démontré. Un calcul simple montre que
(u+ w)p+1 − up+1
p+ 1
− upw ≥ 1
C
wp+1 − Cw2
ce qui implique
(5.11) II(t) ≥ 1
C
E(w)(t) − C‖w‖2L2(t)
Si on revient à l’hypothèse de décroissance de l’énergie de v, on obtient
(5.12) 0 ≤ E(v)(0) − E(v)(t)⇒ II(t) ≤ II(0) + I(0)− I(t)
Comme pour q assez grand, u0 ∈W 1,q(M) ⊂ L∞(M), on a∣∣II(0)∣∣∣ ≤ E(w)(0) + C‖w‖2L2(0),
ceci implique d’après (5.10), (5.11), et (5.12),
E(w)(t) ≤ C
(∫ t
0
(E(w) + ‖w‖2L2)(s)g(s)ds + ‖w‖2L2(t) + E(w)(0) + ‖w‖2L2(0)
)
mais d’après l’inégalité de Minkowski,
(5.13) ‖w‖2L2(t) ≤ C(
∫ t
0
‖∂tw‖2L2(s)ds+ ‖w‖2L2(0))
et donc
(E(w) + ‖w‖2L2)(t) ≤ C
(∫ t
0
(E(w) + ‖w‖2L2)(s)(1 + g(s))ds + E(w)(0) + ‖w‖2L2(0)
)
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Le lemme de Gronwall démontre alors la proposition 5.1.
Montrons à présent (5.10). On note J(t) = (E(w) + ‖w‖2L2)(t). Le terme ddtI(t) est com-
binaison linéaire de termes
∫
M w
lup−l∂tu avec l ∈ {2, ..., p}. D’après (5.3), on a up−l∂tu ∈
L2((0, T );Lr(M)) pour tout r <∞. Il suffit donc de vérifier qu’on a pour tout l ∈ {2, ..., p},
et pour f ∈ ∩r<∞L2((0, T );Lr(M)),
(5.14) |
∫
M
wlf | ≤ J(t)g(t), avec g ∈ L2
Choisissons pour j ∈ N des ϕj tels que
∑
j ϕ
2
j (2
−js) = 1, ϕ0 à support dans [0, 3], ϕj à
support dans [1, 5], la famille des ϕj étant uniformément C
∞. Soit Aj = ϕj(2−j
√−△). Alors
les opd autoadjoints Aj sont uniformément en j bornés sur tous les L
q, q ∈ [1,∞], et on a∑
A2j = Id. Il en résulte
∫
M w
lf =
∑
j
∫
M Aj(w
l)Aj(f). Par hypothèse sur la fonction f , on
a pour tout r <∞
(5.15) ‖Aj(f)‖L∞(M) ≤ 2jd/rgr(t), avec gr ∈ L2
Soit χ(s) ∈ C∞ égal à 1 pour s ≤ 1 et nul pour s ≥ 2. On a, avec λj > 0
(5.16) Aj(w
l) = Aj(w
lχ(
w2
λ2j
)) +Aj(w
l(1− χ)(w
2
λ2j
)) = Ij + IIj
On a avec C indépendant de j,
(5.17) ‖IIj‖L1(M) ≤ C‖wl(1− χ)(
w2
λ2j
)‖L1(M) ≤
C
λp+1−lj
‖w‖p+1
Lp+1(M)
≤ CJ(t)
λp+1−lj
et aussi, en utilisant l ≥ 2 et ‖w∇xw‖L1 ≤ ‖w‖L2‖∇xw‖L2
(5.18)
‖∇xIj‖L1(M) ≤ ‖Aj(∇x(wlχ)‖L1(M) + ‖[Aj ,∇x](wlχ)‖L1(M)
≤ Cλl−2j (‖w‖L2‖∇xw‖L2 + ‖w‖2L2) ≤ Cλl−2j J(t)
En écrivant
(5.19)
∫
M
wlf =
∫
M
A0(w
l)A0(f) +
∑
j≥1
∫
M
IIj(w
l)Aj(f) +
∑
j≥1
∫
M
△Ij(wl)△−1Aj(f)
on obtient donc en utilisant (5.15), (5.17) et (5.18), et | ∫M A0(wl)A0(f)| ≤ CJ(t)gr(t)
(5.20) |
∫
M
wlf | ≤ CJ(t)gr(t)
(
1 +
∑
j≥1
2jd/r
λp+1−lj
+
∑
j≥1
2−j2jd/rλl−2j
)
ce qui prouve (5.14) avec le choix λj = 2
ja, a ∈]0, 1p−2 [ et r grand.
6. Cas des variétés à bord
Dans le cas où la variété M à un bord tel que M ∪ ∂M est compacte, une bonne partie
des résultats exposés dans cet article reste vraie si on considère le laplacien sur (M,g) avec
conditions de Dirichlet ou Neumann. En effet, la formule de Weyl avec reste précisé (1.2) reste
vraie d’après les travaux d’Ivrii [17], donc les minorations/majorations de (2.7) aussi. En ce
qui concerne l’estimée ex,h ≤ C0Nh, elle est conséquence dans le cas avec bord, des travaux
SOBOLEV PROBABILISTE 33
de Sogge [28] pour les conditions aux limites de Dirichlet, puis Smith-Sogge [26] pour les
conditions de Neuman. En effet, d’après [28, Proposition 2.3], on obtient
Proposition 6.1. — Supposons que ah = 1, bh = 1 + h. Alors il existe C > 0 tel que pour
tout x ∈M et tout 0 < h ≤ 1,
‖Πh‖L1(M)→L∞(M) ≤ Ch1−d.
Il suffit ensuite dans le cas général de recouvrir l’intervalle (ah, bh) par un nombre fini
(d’ordre (bh − ah)/h) d’intervalles de taille h, d’appliquer la proposition 6.1 à chacun de ces
intervalles pour obtenir dans le cas général
‖Πh‖L1(M)→L∞(M) ≤ Ch−d(bh − ah).
Puis, le noyau de l’opérateur Πh étant donné par
Kh(x, y) =
∑
k∈Ih
ek(x)ek(y),
on obtient
sup
x∈M
|ex,h| ≤ ‖Kh‖L∞(M×M) = ‖Πh‖L1(M)→L∞ ≤ Ch−d(bh − ah).
On en déduit que les résultats des sections 2.1, 2.3 ainsi que la remarque 3.3 restent valides
dans ce cadre. Il est possible que les résultats de la section 5 puissent aussi être étendus à ce
cadre, mais la plage des estimations de Strichartz valides dans ce cadre des problèmes aux
limites étant plus réstreinte (voir [8, 16, 6]), cela nécessiterait une analyse plus précise.
Appendice A
Calcul des probabilités sur les sphères
On note L(dx) la mesure de Lebesgue sur RN et pN la probabilité uniforme sur la sphère
unité S(N) de RN . La probabilité pN est la mesure image de Π1≤j≤N 1√2πe
−|xj |2/2L(dxj) par
l’application π
(A.1) x = (x1, ..., xN ) 7→ π(x) = a = (a1, ..., aN ) ∈ S(N), aj = xj√∑
x2l
En effet, π∗
(
Π1≤j≤N 1√2πe
−x2j/2L(dxj)
)
est une probabilité sur S(N) invariante par les iso-
métries de S(N), puisque pour tout g ∈ SO(N), gπ = πg, et Π1≤j≤N 1√2πe
−x2j/2L(dxj) =
(2π)−N/2e−|x|
2/2L(dx) est invariante par l’action de SO(N).
Soit M ≥ 1 fixé . Pour Nj ≥ 1, soit N = N1 + ... + NM . La mesure de Lebesgue sur
R
N = ΠjR
Nj est donnée dans les coordonnées x = (x1, ..., xM ), xj = ρjωj ∈ RNj , avec
ρj > 0, ωj ∈ S(Nj) par la formule
(A.2) ΠMj=1ρ
Nj−1
j dρj ⊗ cNjpNj(ωj)
où cN est le volume de S(N). En particulier, l’application |π|M , de S(N) dans la sphère réelle
S(M − 1) ⊂ RM
x 7→ |π|M (x) = (|x1|, ..., |xM |)
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envoie pN sur la probabilité
(A.3) (|π|M )∗pN =
ΠjcNj
cN
Πj 1ρj≥0 ρ
Nj−1
j dσ(ρ)
où dσ(ρ) est la mesure de Lebesque sur S(M − 1).
En choisissant M = 2, N1 = 2, N2 = N − 2, on a donc pour x = (x1, x2) ∈ S(N), et pour
t = cos θ0 ∈ [0, 1], θ0 ∈ [0, π/2],
(A.4) pN (|x1| > t) = c2cN−2
cN
∫ θ0
0
cos θ(sin θ)N−3dθ =
c2cN−2
cN (N − 2)(sin θ0)
N−2
En choisissant θ0 = π/2, on obtient
(A.5) pN (|x1| > 0) = c2cN−2
cN (N − 2) = 1
d’où
(A.6) pN (|x1| > t) = 1t∈[0,1[(1− t2)
N
2
−1
Rappelons aussi le résultat suivant de concentration de la mesure (voir par exemple [21,
Theorem 2.3 et (1.10), (1.12)])
Proposition A.1. — Considerons une fonction F Lipschitz sur la sphère Sd = S(d + 1)
(munie de sa distance géodésique naturelle et de la mesure de probabilité uniforme, µ). On
définit sa médiane M(F ) par la relation
µ(F ≥M(F )) ≥ 1
2
, µ(F ≤M(F )) ≥ 1
2
.
Alors, pour tout r > 0,
(A.7) µ(|F −M(F )| > r) ≤ 2e
−(d−1) r2
2‖F‖2
Lips
Appendice B
Calcul h-pseudodifférentiel
Nous rappelons ici les bases du calcul h-pseudo-différentiel sur M , pour lesquelles nous
renvoyons à [23]. Pour m ∈ R, soit Sm l’espace des fonctions a(x, ξ, h) de classe C∞ en
(x, ξ) ∈ R2d, dépendantes du paramètre h ∈]0, 1] telles que pour tout α, β, il existe Cα,β tel
que pour tout (x, ξ) ∈ R2d et tout h ∈]0, 1] on a
(B.1) |∂αx ∂βξ a(x, ξ, h)| ≤ Cα,β(1 + |ξ|)m−|β|
Pour a ∈ Sm, on note Op(a) l’opérateur h-pseudodifférentiel agissant sur l’espace de Schwartz
S(Rd)
(B.2) Op(a)(f)(x) = (2πh)−d
∫
ei(x−y)ξ/ha(x, ξ, h)f(y)dydξ
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Rappelons que pour a ∈ S0, l’opérateur Op(a) est uniformément en h borné sur L2(Rd), et
que pour a ∈ Sm, b ∈ Sk, on a Op(a)Op(b) = Op(c) où c = a♯b ∈ Sm+k est donné par
l’intégrale oscillante
(B.3) c(x, ξ, h) = (2πh)−d
∫
e−izθ/ha(x, ξ + θ, h)b(x+ z, ξ, h)dzdθ
et admet le développement asymptotique
(B.4) c(x, ξ, h) =
∑
|α|<N
h|α|
i|α|α!
∂αξ a(x, ξ, h)∂
α
x b(x, ξ, h) + h
NrN (x, ξ, h), rN ∈ Sm+l−N
Le sous espace Smcl de S
m est l’ensemble des a(x, ξ, h) ∈ Sm tels qu’il existe une suite an(x, ξ) ∈
Sm−n, n ≥ 0 telle que pour tout N , on a
(B.5) a(x, ξ, h) =
∑
0≤n<N
(h/i)nan(x, ξ) + h
NrN (x, ξ, h), rn ∈ Sm−N
D’après (B.4), on a a♯b ∈ Sm+kcl pour a ∈ Smcl et b ∈ Skcl.
Soit ej(x) ∈ C∞(M), j ≥ 0 une base orthonormale dans L2(M,dgx) de fonctions propres
de −∆ avec −∆ej = ω2j ej . Pour toute distribution f ∈ D′(M), on pose cj(f) =
∫
fejdgx
de sorte qu’on a f(x) =
∑
j cj(f)ej(x), la série étant convergente dans D′(M). Pour s ∈ R,
soit Hs(M) = (1 −∆g)−s/2L2(M,dgx) l’espace de Sobolev usuel sur M . Pour f ∈ D′(M)
on a f ∈ Hs(M) ssi ‖f‖2Hs(M) =
∑
j(1 + ω
2
j )
s|cj(f)|2 < ∞. On utilise aussi les normes
semi-classiques Hs définies par
(B.6) ‖f‖2h,s =
∑
j
(1 + h2ω2j )
s|fj|2
Une famille d’opérateurs Rh, h ∈]0, 1], opérant sur D′(M) est dîte régularisante ssi pour tout
s, t,N , Rh envoie H
s(M) dansHt(M) et il existe Cs,t,N tel que pour tout h ∈]0, 1] on a
(B.7) ‖Rh(f)‖Ht(M) ≤ Cs,t,NhN‖Rh(f)‖Hs(M)
Une famille d’opérateurs Ah, h ∈]0, 1] agissant sur D′(M), appartient à l’espace Emcl des
opérateurs h-pseudodifférentiels d’ordre m, ssi pour tout x0 ∈ M , il existe un ouvert de
carte U centré en x0 et deux fonctions ϕ,ψ ∈ C∞0 (U) égales à 1 près de x0 avec ψ égale
à 1 près du support de ϕ telles que Ahϕ = ψAhϕ + Rh, avec Rh régularisant et il existe
a ≃ ∑n≥0(h/i)nan(x, ξ) ∈ Smcl , tel que dans l’ouvert de carte U , on a ψAhϕ = Op(a).
Le symbole principal de Ah, σ0(Ah)(x, ξ), est par définition le premier terme a0(x, ξ) du
développement asymptotique de a(x, ξ, h). C’est une fonction intrinsèque sur T ∗M , et pour
toute fonction lisse ϕ ∈ C∞(M), on a
(B.8) e−iϕ(x)/hAh(eiϕ(x)/h) = σ0(Ah)(x, dϕ(x)) +O(h)
Le support essentiel de Ah est dit contenu dans le compact K de T
∗M si on a avec les notations
précédentes et dans tout ouvert de carte U , a ∈ S−∞, et an(x, ξ) est à support dans K pour
tout n.
Ecl = ∪mEmcl est l’algèbre des opérateurs h-pseudodifférentiels classiques surM . Pour Ah ∈ Emcl
et Bh ∈ Ekcl, on a AhBh ∈ Em+kcl , σ0(AhBh) = σ0(Ah)σ0(Bh) et le commutateur [Ah, Bh] =
AhBh −BhAh vérifie [Ah, Bh] ∈ hEm+k−1cl , σ0( ih [Ah, Bh]) = {σ0(Ah), σ0(Bh)} où {f, g} est le
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crochet de Poisson . De plus, pour tout Ah ∈ Emcl , on a A∗h ∈ Emcl , σ0(A∗h) = σ0(Ah), et pour
tout s ∈ R, il existe Cs indépendant de h ∈]0, 1] tel que
(B.9) ‖Ahf‖h,s−m ≤ Cs‖f‖h,s ∀f ∈ Hs(M)
De plus, si Ah ∈ E−∞cl = ∩mEmcl , il existe C indépendant de h ∈]0, 1] et p ∈ [1,∞] tel que
(B.10) ‖Ahf‖Lp(M) ≤ C‖f‖Lp(M) ∀f ∈ Lp(M)
Rappelons enfin que pour tout φ ∈ C∞0 ([0,∞[), l’opérateur φ(−h2∆) défini par
(B.11) φ(−h2∆)(f) =
∑
j
φ(h2ω2j )cj(f)ej(x)
appartient à E−∞cl , et que son symbole principal est
(B.12) σ0(φ(−h2∆g)) = φ(|ξ|2x)
où |ξ|x est la longueur riemannienne du covecteur ξ en x. Pour une preuve de ce fait, on
renvoie à [11].
Appendice C
Quelques propriétés des mesures
C.1. Mesures sur l’espace d’énergie. — Soit 0 < a0 < a1 < ... une suite strictement
croissante telle que limk→∞ ak =∞, et telle qu’il existe C > 1 tel que
(C.1) ∀k ≥ 0, ak+1 ≤ Cak
On pose a−1 = −1 et pour tout k ≥ 0
(C.2) Ek = {u ∈ L2(M);u(x) =
∑
j∈Ik
zjej(x)}, Ik = {j; ak−1 < ωj ≤ ak}
On a alors L2(M) = ⊕k≥0Ek et pour u =
∑
k≥0 uk, uk ∈ Ek et tout s ≥ 0, quitte à augmenter
C pour avoir 1 + a20 ≤ C2
(C.3) C−2s
∑
k≥0
(1 + a2k)
s‖uk‖2L2 ≤ ‖u‖2Hs ≤
∑
k≥0
(1 + a2k)
s‖uk‖2L2
Ces inégalités sont renversées pour s ≤ 0.
On se donne une suite (αk)k≥0 de réels positifs. On se donne également pour tout k ∈ N
une mesure de probabilité sur R+, pk(r). On supposera qu’il existe γ > 0 tel que
(Hγ) ∃C, c > 0;∀k ∈ N,
∫ +∞
ρ
dpk(r) ≤ Ce−cργ
Par convention, on supposera que H∞ est vérifiée si les mesures dpk sont supportées dans un
compact fixe (indépendant de k). Par exemple dpik = δr=r0 vérifie H∞ et dp
i
k =
√
2
πe
−r2/2dr
vérifient H2. On note qk l’image de pk par l’application r 7→ αkr. On munit Ek de la norme
L2(M), on note Sk sa sphère unité, et Pk la probabilité uniforme sur Sk. On note νk la
probabilité sur Ek image de qk ⊗ Pk par l’application (r, ω) 7→ rω de R+ × Sk dans Ek.
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On notera P la mesure de probabilité définie sur l’espace Πk≥0Ek par
P = ⊗kνk,
et
‖(αk)‖2s =
∑
k
α2k(1 + a
2
k)
s ∈ [0,+∞].
On identifiera la suite U = (uk) ∈ Πk≥0Ek avec la somme de la série u =
∑
k uk (on sera
par la suite toujours dans un cadre où cette série converge dans D′(M)). On notera Ms
l’ensemble des mesures de probabilité ainsi définies quand (αk) décrit l’ensemble des suites
vérifiant ‖(αk)‖s < +∞. On a alors
Proposition C.1. — Supposons que
‖(αk)‖s < +∞.
Alors la mesure de probabilité P est supportée par Hs(M). Réciproquement, supposons que
(C.4) ‖(αk)‖s = +∞
et que les mesures pk ne se concentrent pas en 0 :
(C.5) ∃ρ > 0, δ < 1;∀k ∈ N, pk([0, ρ)) ≤ δ
(on remarquera que cette dernière condition est toujours vérifiée si les mesures pk sont iden-
tiquement distribuées et non égales à δr=0). Alors
P ({U = (uk);
∑
k
‖uk‖2Hs(M) < +∞}) = 0.
Démonstration. — On calcule d’abord
(C.6) E(‖U‖2Hs(M)) = E(
∑
k
‖uk‖2Hs(M)) =
∑
k
Ek(‖uk‖2Hs(M))
≤ Cs
∑
k
(1 + a2k)
s
∫ +∞
r=0
r2dqk ≤ Cs
∑
k
(1 + a2k)
sα2k < +∞
ce qui démontre que ‖u‖Hs est finie presque surement. Réciproquement, sous les hypo-
thèses (C.4) et (C.5), on a
(C.7) E(e−t‖U‖
2
Hs ) =
+∞∏
k=1
Ek(e
−t‖uk‖2Hs ) ≤
+∞∏
k=1
∫ +∞
0
e−cstr
2(1+a2k)
s
dqk
=
+∞∏
k=1
∫ +∞
0
e−cstr
2α2k(1+a
2
k)
s
dpk ≤
+∞∏
k=1
(
pk([0, ρ) + e
−cstρ2α2k(1+a2k)s(1− pk([0, ρ))
)
≤
+∞∏
k=1
[
1− (1− pk([0, ρ))(1− e−cstρ2α2k(1+a2k)s)].
On remarque maintenant qu’on peut supposer
α2k(1 + a
2
k)
s →k→+∞ 0
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(car sinon le produit infini est clairement nul et le résultat est évident), et comme
1− e−cstρ2α2k(1+a2k)s ∼ cstρ2α2k(1 + a2k)s
on a [
1− (1− pk([0, ρ))(1− e−cstρ2α2k(1+a2k)s)] ∼ [1− (1− pk([0, ρ))cstρ2α2k(1 + a2k)s)],
et donc en prenant le logarithme dans (C.7), on obtient, d’après (C.5), que le produit infini
est divergent vers 0. On obtient donc
E(e−t‖U‖
2
Hs ) = 0,
et donc, P -presque surement, ‖U‖2Hs = +∞.
C.2. Critère d’orthogonalité. — Le critère suivant est du à Kakutani [18]
Théorème (Kakutani). — On considère deux mesures µ1, µ2 associées au même choix de
la suite (ak), mais à des suites (αk,1), (αk,2) et (dpk,1), (dpk,2) à priori différentes. On rappelle
que les mesures dqk,j sont les images des mesures dpk,j par l’application r 7→ αk,jr. Alors les
mesures µ1 et µ2 correspondantes sont absoluement continues l’une par rapport à l’autre si et
seulement si le produit infini
(C.8)
∞∏
k=1
∫ +∞
0
√
dqk,1dqk,2
est convergent, c’est à dire (on remarquera que d’après l’inégalité de Cauchy-Schwarz, chacun
des termes dans le produit infini est inférieur à 1) qu’il est non nul. De plus, si ce produit
infini est divergent, alors les mesures µ1 et µ2 sont étrangères : il existe un ensemble A de
µ1-mesure 1 et de µ2-mesure 0.
Ce critère garantit que pour « la plupart »des choix αk, dpk, les mesures obtenues sont
mutuellement étrangères : par exemple, si on choisit
dpk,1 = dpk,2 = 1r>0
√
2
π
e−
r2
2 dr,
un calcul simple [10, Appendix B.1] montre que le produit (C.8) est non nul si et seulement
si
αk,1 = 0⇔ αk,2 = 0 et
∑
k
(αk,1
αk,2
− 1
)2
< +∞
C.3. Densité du support. —
Proposition C.2. — On suppose que les mesures dpk chargent tous les ouverts de l’intervalle
]0,+∞[, que ‖(αk)‖s < +∞, et que tous les coefficients αk sont non nuls. Alors le support de
la mesure µ associée est Hs(M) :
∀v ∈ Hs(M),∀ǫ > 0, µ({u ∈ Hs(M); ‖u − v‖ < ǫ}) > 0
On renvoit à [10, Appendix B.2] pour une preuve de ce résultat dans un cadre très légère-
ment différent.
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C.4. Estimées de grandes déviations. — Nous allons démontrer des estimées de grandes
déviations pour les mesures sur l’espace Hs(M). On notera 〈t〉 = (1 + t2)1/2.
Proposition C.3. — Soit P ∈ Ms. On suppose que la suite pk utilisée pour construire P
vérifie l’hypothèse (Hγ) de la page 36, pour γ > 0. On suppose aussi qu’il existe D > 0 tel
que pour tout k assez grand on ait ak+1 − ak ≥ D. Alors il existe D0 tel que pour D ≥ D0,
tout 2 ≤ p < +∞ et tout δ > 1p , il existe c > 0 tel que
(C.9) P({u =
∑
k
uk; ‖u‖Hs > λ}) ≤ 2e−c
(
λ
‖αk‖s
) γ
γ+1
(C.10) P({u =
∑
k
uk; ‖〈t〉−δ cos(t
√−∆)u‖W s,p(R×M) > λ}) ≤ 2e−c
(
λ
‖αk‖s
) γ
γ+1
(C.11) P({u =
∑
k
uk; ‖〈t〉−(δ+1) sin(t
√−∆)√−∆ u‖W s+1,p(R×M) > λ}) ≤ 2e
−c
(
λ
‖αk‖s
) γ
γ+1
Démonstration. — Des résultats similaires apparaissent dans un cadre légèrement différent
dans [9]. Les démonstrations de ces trois estimées sont essentiellement identiques (la première
n’ayant pas de dépendance en temps, tandis que les deux dernières ne différent que par le
comportement de la solution des ondes correspondant à la donnée initiale de fréquence 0).
Nous nous limiterons donc à démontrer (C.10). On a eit
√−∆u =
∑
k e
it
√−∆uk.
Lemme C.4. — Il existe C, c > 0 tels que pour tous (x, t) ∈ Rt ×M
Phk(|eit
√−∆uk|(x, t) > λ) ≤ Ce−c
(
λ
αk
) 2γ
γ+2
En effet, quitte à remplacer la base orthonormale de Ek, (en) par e
itωnen, on se ramène au
cas t = 0. Si D0 est assez grand, on peut utiliser le lemme 2.2, avec hk = a
−1
k , donc
(C.12) Pk(|uk|(x) > λ) =
∫ +∞
0
∫
z∈Sk
1r|z·bx,hk |>λdzdqk(r)
=
∫ +∞
0
Phk({u; |u(x)| ≥
λ
r
})dqk(r) ≤
∫ +∞
0
e
−c2
(
λ
rαk
)2
dpk(r)
D’après l’hypothèse Hγ , on conclut si γ = +∞ tandis que si γ < +∞, on obtient
Pk(|uk|(x) > λ) ≤ e−c2
(
λ
αkρ
)2
+
∫ +∞
ρ
dpk(r) ≤ e−c2
(
λ
αkρ
)2
+ Ce−cρ
γ
qu’on optimise en choisissant ρ = (λ/αk)
2/(γ+2), ce qui donne le lemme C.4.
Lemme C.5. — Soient (uk) des variables aléatoires indépendantes, à valeurs réelles et de
moments impairs tous nuls. Alors pour tout q ∈ N∗,
E
((∑
k
uk
)2q) ≤ qqE((∑
k
(uk)
2
)q)
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Démonstration. — On s’inspire de la preuve classique des inégalités de Khintchine (voir par
exemple [22, Théorème 4.6]. On calcule
E
((∑
k≤K
uk
)2q)
=
∑
α1+···+αK=2q
(2q)!
α1! . . . αK !
E
(
uα11 . . . u
αk
K
)
En utilisant l’indépendance et l’annulation des moments, on remarque que dans la somme ci
dessus, les seuls termes non nuls sont ceux pour lesquels tous les αi sont pairs, soit
E
((∑
k≤K
uk
)2q)
=
∑
β1+···+βK=q
(2q)!
(2β1)! . . . (2βK)!
E(u2β11 . . . u
2βk
K )
Comme (2β)! ≥ 2ββ! et (2q)! ≤ 2qq!qq, on obtient
(C.13) E
((∑
k≤K
uk
)2q) ≤ 1
2q
∑
β1+···+βK=q
(2q)!
(β1)! . . . (βK)!
E(u2β11 . . . u
2βk
K )
=
(2q)!
2qq!
∑
β1+···+βK=q
q!
(β1)! . . . (βK)!
E(u2β11 . . . u
2βk
K ) ≤ qqE
((∑
k
(uk)
2
)q)
On peut maintenant conclure la preuve de la proposition C.3 : Pour (x, t) fixés, on a d’après
le lemme C.5
(C.14) ‖ cos(t√−∆)
∑
k
uk‖L2q(dP ) ≤
√
q‖(∑
k
| cos(t√−∆)uk|2
)1/2‖L2q(dP )
≤ C√q
(∑
k
‖| cos(t√−∆)uk|2‖Lq(dP )
)1/2
=
√
q
(∑
k
‖ cos(t√−∆)uk‖2L2q(dP )
)1/2
≤ √q
(∑
k
(∫ +∞
0
2qλ2q−1Pk(| cos(t
√−∆)uk|(x, t) > λ)dλ
) 1
q
)1/2
≤ C√q(q γ + 2
γ
)
1
2q ‖(αk)‖ℓ2Γ
1
2q
(
q
γ + 2
γ
) ≤ Cq γ+1γ ‖(αk)‖ℓ2
où dans la dernière inégalité on a utilisé le lemme C.4. Finalement, on obtient que pour tous
2 ≤ p ≤ 2q < +∞,
(C.15)
‖〈t〉−δ cos(t√−∆)u‖L2q(dP );Lp(R×M) ≤ ‖〈t〉−δ cos(t
√−∆)u‖Lp(R×M);L2q(dP )
≤ C‖αk‖l2q
γ+1
γ ‖〈t〉−δ‖Lp(R×M) ≤ Cq
γ+1
γ ‖αk‖l2
Par l’inégalité de Tchebitchev on obtient
(C.16) P({u; ‖〈t〉−δ cos(t√−∆)u‖Lp(Rt×M > λ}) ≤ (
Cq
γ+1
γ ‖αk‖l2
λ
)2q
et on conclut et le choix q = 1e (
λ
‖αk‖l2 )
γ
γ+1 ≥ 2 si λC‖αk‖l2 est assez grand,
P({u; ‖〈t〉−δ cos(t√−∆)u‖Lp(Rt×M > λ}) ≤ e
−c( λ
‖αk‖l2
)
γ
γ+1
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Enfin, si λ‖αk‖l2 est borné, quitte à diminuer c, on a 1 ≤ 2e
−c( λ
‖αk‖l2
)
γ
γ+1
, ce qui termine la
preuve de la proposition C.3 dans le cas s = 0. Le cas général s’en déduit en remarquant que
‖v‖W s,p(R×M) ∼ ‖〈|Dt|+
√−∆〉sv‖Lp(R×M).
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