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In this article, we propose a general model for some chirp-like signals. The
analytical structure of these chirps is given in the form xsg(x/x1/b), where
g is a Lp indefinitely oscillating function like sin(x). Under suitable assumptions,
we achieve a characterization of the chirps by means of their wavelet transforms.
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1. INTRODUCTION
In this paper, we propose a general model for some chirp-like signals. In the
framework of this model, we apply the wavelet techniques to analyze some particular
classes of these chirps.
Let us start with the chirps that appear in a signal processing context. In this domain,
a chirp is defined as a frequency modulated signal. This definition can be written as
follows: f(t)  A(t)eiw(t). The instantaneous frequency is usually defined as v  w*(t).
This definition covers three different cases:
1. The oscillations of the chirp accelerate when t r /`. It means that limtr/`w*(t)
 /`. An example corresponding to this case is given by ‘‘linear chirp’’ f(t) 
eiat
2
, a  0.
2. The chirp is defined on the interval [0, 1]. Then the chirp is defined as an
asymptotic signal. More precisely, fl(t)  A(t)eilw(t) and one studies its asymptotic
characteristic when the large parameter l tends to `. Such a signal is not always a
chirp. If for instance A(t)  exp(0t 2) and w(t)  t, then f is the Gabor wavelet. The
366
1063-5203/97 $25.00
Copyright q 1997 by Academic Press
All rights of reproduction in any form reserved.
6111$$0214 08-28-97 19:01:55 achaa AP: ACHA
367WAVELET ANALYSIS AND CHIRPS
chirp character is related to the curvature of w(t) which is also called the variations
of the ‘‘instantaneous frequency’’ lw*(t).
3. The interval of time is [0, 1] and the oscillations of the chirp accelerate when
t r 1. We can mention the gravitational wave f(t)  (1 0 t)01/4cos[w / v(1 0 t)5/8]
as an example, although our modeling does not cover this case as it will now be
explained.
In the previous formula, 1 is the time when the collapse occurs in the binary star
system, v @ 1 is a large parameter, and w is a constant. Without introducing such a
large parameter, the oscillations of f would not accelerate when t approaches time 1.
For example the instantaneous frequency of f(t)  cos
√
t, 0 £ t £ 1 does not go to
infinity when t r 0 (whereas a superficial analysis gives the instantaneous frequency
j  12t01/2).
In this third case, in contrast with the classical definitions, the amplitude A(t) is no
longer a regular function. A singularity appears at the point t  1. This is the first
motivation of the study of some chirps which are modeled by f(t)  A(t)eiw(t) where
(*t£1 A(t)pt0ldt)1/p  ` (∗) for some exponent l that will be specified.
However, we should stress that our model excludes the gravitational wave. Indeed,
we assume that the phase w(t) goes to infinity while t r t0 . In other words, the product
v(1 0 t)5/8 will be replaced by a phase like (1 0 t)0b for some b  0. The blow up
at t  1 will replace the role of the large parameter v @ 1.
In the previous work of Jaffard and Meyer [1], a chirp was defined as f(t) 
tsg{(t0b), where g/ and g0 were two functions of the real variable x, defined on
x  R0 and ‘‘indefinitely oscillating.’’ That meant that these functions are bounded
as well as the iterated indefinite integrals whenever being correctly normalized. This
condition only concerns the behavior at infinity of these integrals. Furthermore, the
functions g/ and g0 were assumed to belong to the Ho¨lder space Cr. Under these
assumptions, the corresponding chirps could be characterized through two-microlocal
analysis. As a demonstration, Jaffard and Meyer applied the chirp theory to analyze
the Riemann function. It turns out that this description allows us to extract more
information than the classical analysis could do.
We shall extend their theory in two directions, while preserving the wavelet charac-
terization of the chirps compatible with the so-called ‘‘Marseille algorithm.’’ On one
hand, new ‘‘chirps’’ will be defined in higher dimensions (therefore the theory might
be applied to image processing). On the other hand, instead of the space L`, we will
use the Lp spaces, where 1 £ p £ `. Hence in (∗), p is no longer required to be `.
The analytical structure of the chirps is given by f(x)  xsg(xx010b), where s,
b  0, g is Lp indefinitely oscillating (associated with some function space) on an
open set of Rn with the form x  R0 . Following the same scheme as in [1], we
finally obtain several necessary and sufficient conditions on the chirps. In the following
text, we will not prove all the theorems, but just the central theorems. For the detailed
and complete proofs, we refer the reader to [2]. In [2], one of the authors analyzes
some chirps in this new setting to demonstrate the results in this paper.
2. THE Lp INDEFINITELY OSCILLATING FUNCTIONS
DEFINITION 2.1. Let us denote by V the open set {x: x  R} for some R ⁄ 1.
A function f ˆ Lp(V) is ‘‘Lp indefinitely oscillating’’ if for any integer m, there exist
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some functions fa ˆ Lp(V) with a ˆ Nn, a  m such that f  (am íafa in D*(V).
Here and in what follows, D(V) will denote the Schwartz class and D*(V) the corre-
sponding dual space. In the extreme case, when V  Rn, we say that f is strictly Lp
indefinitely oscillating.
Since we are only concerned with the behavior of f at infinity, we usually talk
about ‘‘Lp indefinitely oscillating functions’’ without specifying their domain of defini-
tion. One can show the following lemma.
LEMMA 2.2. Let f be an Lp indefinitely oscillating function defined on an open set
V. Then f is a restriction over V of the sum of a strictly indefinitely oscillating function
and a Schwartz function.
There are many Lp indefinitely oscillating functions. One can find some examples
of those functions in [2]. We can also explain this by the following theorem.
THEOREM 2.3. Assume that w(x) belongs to Lp(Rn). Then there exists a real function
w(x) such that f(x)  eiw(x)w(x) is a Lp indefinitely oscillating function. If p x / `, w
can be chosen to be a C` function.
Let us denote by XLp(V) the collection of all the Lp indefinitely oscillating functions
defined on V. Theorem 2.3 implies that there exists a function f which is Lp indefinitely
oscillating but does not belong to Lp/e(V) for every e  0. So XLp1(V) is different from
XLp2(V) when p1 x p2 . Although XLp1 is not the same as XLp2, this difference becomes
insignificant when we pass to the iterated indefinite integrals. Precisely, we have:
PROPOSITION 2.4. If f is Lp indefinitely oscillating, then there exists m0 such that
∀m ⁄ m0 , f can be written as f  (am íafa , where all the functions fa are Lr
indefinitely oscillating, ∀r ˆ [p, /`]. One can actually choose m0 such that it depends
only on the dimension.
Having these properties in mind, we can turn to the main theorem in this section.
THEOREM 2.5. Let us denote by V the open set {x: x  R0}. Let f belong to
Lp(V). Assume that w is a function in D(Rn) whose integral is one. We suppose that
w is supported in {x: x  R1 0 R0} where R1  R0 . We assume, in addition that
∀N ˆ N, there exists CN  0, so that we have
ZZ* w(x 0 2jy)f(y)dyZZ
Lp(xR1,dx)
£ CN20jN, j ⁄ 0, (2.1)
then f is Lp indefinitely oscillating.
As in many cases, we can state this theorem in its continuous version. That is to
say, we shall require that Inequality (2.1) holds not only for the sequence 2j, but also
for all e in a neighborhood of zero.
Because of the following lemma, condition (2.1) can be replaced by
S*1
0
e0NZZ* w(x 0 ey)f(y)dyZZq
Lp(xR1,dx)
deD1/q  `. (2.2)
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LEMMA 2.6. Let g be a nonnegative function defined on (0, 1). If g satisfies *10
g(a)da  /`, then for any r  1, the sum (j0 2jrg(2ja) considered as a function of
‘‘a’’ is integrable. Therefore it is finite almost everywhere.
The main theorem yields a sufficient condition to obtain a multiplier of the Lp
indefinitely oscillating functions.
PROPOSITION 2.7. Let g be a Lp indefinitely oscillating function. Assume that f is
a C` function and satisfies the following conditions:
1. f ˆ Lq(x  R, dx)
2. ∃d  0, such that ∀g ˆ Nn, we have
\ígf(x)xgd\Lq(xR,dx)  /`. (2.3)
Then frg is Lr indefinitely oscillating, where r is given by 1/r  1/p / 1/q.
As an immediate consequence, eixb (b ˆ (0, 1)) is a multiplier.
3. THE GENERALIZED TWO-MICROLOCAL SPACES
In the previous work [1], Jaffard and Meyer found there exists a relation between
the chirps and the classical two-microlocal spaces. In order to extend their results, we
are led to generalize these spaces. In the following definition, we adopt the standard
notations used in the Littlewood–Paley analysis.
DEFINITION 3.1. Let us denote by Xs,s=,p,q0 the space of all the temperate distributions
satisfying
\ f \Xs,s=,p,q0  \S0 f (x)(1 / x2)s=/2\Lp
/ (∑
j⁄0
2jsq\Dj f (x)(1 / (2jx)2)s=/2\qLp)1/q  `. (3.1)
Notice that if s*  0, the space is the Besov space Bsp,q ; if p  q  2 or `, we find
the classical two-microlocal space Hs,s=0 or Cs,s=0 .
In our study, it is more useful to define these spaces in the local version. A function
f belongs to Xs,s=,p,q0 in the local version, if it coincides with another function fH belonging
to Xs,s=,p,q0 in a neighborhood of zero. Here is a necessary and sufficient condition to
describe Xs,s=,p,q0 (local version).
THEOREM 3.2. Let c be a Schwartz function with N vanishing moments, where N
 s / s* / n. We define the wavelet transform of f W(a, b) as W(a, b)  »f(x), (1/
an)c((x 0 b)/a)… for a  0, b ˆ Rn. If f belongs to Xs,s=,p,q0 , then W(a, b) satisfies
S*1/4
0
S*
Rn
W(a, b)a0s0s=(a / b)s=pdbDq/p da
a
D1/q  /`. (3.2)
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Conversely, if the wavelet transform W(a, b) of f satisfies (3.2), then f belongs to
Xs,s=,p,q0 in the local version.
Notice that we can only restore f up to a C` function from its wavelet transform.
4. THE DESCRIPTION OF THE CHIRPS
We arrive at the main part of this article. We are concerned here with showing a
model of the chirp which represents a frequency-modulated signal in a signal pro-
cessing context. This work is derived from the work [1]. From a technical point of
view, the authors worked with the easier condition, and some of their methods cannot
be applied directly to higher dimensional cases. We seek to generalize their work, so
that, on one hand, in the one-dimensional case the results are more accurate, and, on
the other hand, those results hold in higher dimensional cases.
At first, we shall give a general definition about the chirps. Then we turn to
considering a particular class of the chirps. In the latter case, a condition of regularity
will be imposed on these chirps, so that we are able to give a description by means
of their wavelet transforms. After we have the estimation of the wavelet transform,
the previous theorem yields the relation between the chirps and the generalized two-
microlocal spaces. Now let us start with the definition of the chirps.
DEFINITION 4.1. A measurable function f defined in a neighborhood of the origin
is called a chirp of type (s, b, p) (s  0, b  0), if f can be represented as follows:
∀m ˆ N < {0}, ∃ fa such that
f  ∑aˆ(N<{0})n
am
íafa , (4.1)
and fa satisfies
S*
xr
(x0s0a(b/1)fa(x))p dxxn(b/1)D
1/p
 /`. (4.2)
In some sense, condition (4.1) indicates that f is indefinitely oscillating. The follow-
ing theorem shows that this kind of oscillation is present in the Lp indefinitely oscillat-
ing functions.
THEOREM 4.2. The following two properties are equivalent:
1. f is a chirp of type (s, b, p).
2. There exists a Lp indefinitely oscillating function g such that
f(x)  xsgS xx1/bD . (4.3)
The proof of this theorem relies upon the following lemma.
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LEMMA 4.3. Let A(x) be a matrix function whose entries are given by Ai,j(x) 
(1/xb/3)(di,jx2 0 (b / 1)xixj). Then A(x) is invertible and the entries of its inverse
matrix are given by Bi,j(x)  (1/b)xb01(di,jbx2 0 (b / 1)xixj).
Now let us prove Theorem 4.2.
Proof. First, we shall prove that (1) implies (2). From (4.2), we can write fa(x)
 xs/a(b/1)ga,N(x/xb/1), where ga,N is in Lp and the length of a is N. Since f(x)
 (aN íafa(x), we obtain
xsgS xxb/1D  ∑aN íaSxs/N(b/1)ga,NS xxb/1DD . (4.4)
A simple computation allows us to write
xsgS xxb/1D  ∑aN QaS xxb/1Dga,NS xxb/1D (4.5)
/ ∑aN
g£a
g⁄1
Qa0gS xxb/1D ∑1£m£g (ímga,N)S xxb/1DPm,gS xxb/1D , (4.6)
where Qa0g is a homogeneous function having degree (0s 0 Nb 0 g)/b and Pm,g
is homogeneous of degree g/b / m.
The change of variable y  x/x1/b yields
g(y)  ys/bS ∑
aN
Qa(y)ga,N(y)
/ ∑aN
g£a
g⁄1
Qa0g(y) ∑
1£m£g
(ímga,N)(y)Prm,g(y)D . (4.7)
Our goal is to prove that g is Lp indefinitely oscillating. For this purpose, we use
Theorem 2.5. Let F be a C` function supported in the ball B(0, R1 0 R0). We are led
to estimate
ZZ* g(y)F(x / ey)dyZZ
Lp(xR1,dx)
. (4.8)
This amounts to estimating all the integrals of type
ZZ* ys/bQa0g(y)Pm,g(y)(ímga,N)(y)F(x / ey)dyZZ
Lp(xR1,dx)
. (4.9)
Using Minkowski inequality, it is easy to show that the above terms are bounded by
CNeN0n/p=, ∀N ˆ N. Thus \* g(y)F(x / ey)dy\Lp(xR1,dx) is bounded by C*NeN0n/p=. That
allows us to complete the first part of the proof. We shall turn to the implication
(2) r (1). Since g is Lp indefinitely oscillating, it can be written as g(x)  (nj1 íjgj(x)
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in a neighborhood of the infinity and gj is also Lp indefinitely oscillating. The crucial
point here is that we can use the formula
∑
1£i£n
íiSxs ∑
1£j£n
Bi,j(x)gjS xx1/bDD
 s ∑
1£i£n
xixs02 ∑
1£j£n
Bi,j(x)gjS xx1/bD / xs ∑1£i,j£n gjS xx1/bDíi(Bi,j(x))
/ xs ∑
1£j£n
(íjgj)S xx1/bD , (4.10)
where Bi,j(x) is the function appearing in Lemma 4.3. Thus,
xsgS xx1/bD  ∑1£i£n íiSxs ∑1£j£n Bi,j(x)gjS xx1/bDD
/ (s / b / 1)
b
xs/b01 ∑
1£j£n
xjgjS xx1/bD . (4.11)
Notice that because of Proposition 2.7, the functions G, Fi defined respectively by
G(x/x1/b) and Fi(x/x1/b) are Lp indefinitely oscillating. Until now, our argument
is valid for p ˆ [1, `). The following argument is only valid for the case 1  p 
`. (Some modifications must be made to deal with the cases p  1 and p  `. The
conclusion remains true in those two cases.) Since p ˆ (1, `), G, Fi belong to the
Sobolev space W1,p. Iterating the formula (4.11) yields
xsgS xx1/bD  ∑1£i£n íi(hi,N(x)) / xs/NbHNS xx1/bD , (4.12)
where each hi,N has the form xs/b/1gi,N(x/x1/b) such that gi,N is Lp indefinitely
oscillating; HN is a function in WN,p. It is well known that WN,p , L` if N is large
enough. Hence we deduce that, for any N large enough,
xsgS xx1/bD  ∑1£i£n íi(gi,N / Ji,N)S xx1/bD , (4.13)
where Ji,N(y) £ CNy10N for all y in a neighborhood of the infinity. Next we apply
the same procedure to all gi,N , and iterate. Since gi,N is Lp indefinitely oscillating and
Ji,N is ‘‘rapidly’’ decreasing, it is easy to infer that ∀M ˆ N
xsgS xx1/bD  ∑aM íaSxs/M(b/1)ga,MS xx1/bDD , (4.14)
where ga,M belongs to Lp. This completes the proof of the theorem. j
We make some comments on this theorem. From Theorem 2.3, we deduce that for
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any function f defined in a neighborhood of the origin, if it is Lp integrable against
the measure x0ps0n(1/b)dx, then we can choose at least one real phase function w,
so that the product eiw(x)f(x) becomes a chirp of type (s, b, p). Every chirp of type (s,
b, p) is also of type (s, b1 , p) with b1  b. Indeed for a given chirp all three parameters
can be changed into the others, provided that these changes comply with some rules.
The description of the chirps is totally local. This means that if we take a cutoff
function x and form the product xf with a chirp f, this product is still a chirp. Having
shown the basic ideas concerning the chirps in their general setting, we intend now
to turn our attention to a particular class of chirps. For these chirps, we shall impose
some additional conditions on the oscillating factor ‘‘g’’ occurring in the theorem 4.2,
so that the chirps can be described by their wavelet transform. A salient fact in [1]
is that it gives the relation between the ‘‘classical chirp’’ and ‘‘classical two-microlocal
space.’’ Actually they established Propositions 4.12 and 4.13 in the cases of p  `
and n  1. Our aim is to preserve this salient fact in some sense, generalize the
original results, and state our work in a rather simple form.
DEFINITION 4.4. Recall that V denotes a neighborhood of the infinity, namely V
 {x ˆ Rn: x  R0}. A chirp is said to be of type (s, b, p, r) with r ⁄ n/p, if the
function g appearing in Theorem 4.2 belongs to Bsp,p(V) which is the space of all the
functions having an extension in Bsp,p(Rn).
We shall use an adequate function c as the analyzing wavelet which satisfies the
following conditions:
1. c is compactly supported in the ball B(0, R).
2. * c(x)q(x)dx  0 for all polynomials q of degree at most N(r).
We set c(a,b)(x)  (1/an)c((x 0 b)/a) ∀x, b ˆ Rn, a  0. For a given function f, we
define the wavelet transform as W(a, b)  » f, c(a,b)(x)…. Let us state the first main
result about the wavelet transform of the chirps.
THEOREM 4.5. Assume that f is a chirp of type (s, b, p, r). Then for a, b, g suitably
chosen, the wavelet transform W(a, b) satisfies, for any N ˆ N,
S*1
0
*
ab1/b
b1
SW(a, b)\b0s0(n/p)(1/b)S ab1/bD
0rDpdb da
a
D1/p  `, (4.15)
S*1
0
*
gbab1/b
b1
SW(a, b)\b0s0(n/p)(1/b)S ab1/bD
NDpdb da
a
D1/p  `, (4.16)
S*1
0
*
agb
b1
(W(a, b)a0N)pdb da
a
D1/p  `. (4.17)
Our proof relies upon the decomposition in the following lemma. The fact that the
relevant function w should be compactly supported may limit the usefulness of the
theorem in some cases. We expect that other methods can remove this obstacle.
However, the method adopted here suffices for our purpose.
LEMMA 4.6. Suppose that w belongs to D(Rn) and is supported in the ball B(0,
R). We set h(x)  x/x1/b, bH  b/b1/1/b, a˜  a/b1/1/b. In the domain delimited
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by 0  a  gb (we require that gR is very small), (h(x) 0 b)/a ˆ B(0, R), we
have the asymptotic expansion ∀s ˆ C ∀m ˆ N,
xs
1
an
wSh(x) 0 b
a
D
 bH s/n(1/b)aI 0nF ∑
0£m£m
S aIbH D
m
wm(AbH y) / S aIbH D
m/1
Rm(y)G , (4.18)
where y  (x 0 bH )/aI , AbH is a matrix defined by AbH (z)  z 0 (b / 1)(»z, bH …/bH 2)bH ,
and Rm can be extended to a compactly supported function. Although wm , Rm depend
implicitly on a˜ and bH , ∀a ˆ Nn, k ˆ N, \íawm(x)(1 / x)k\L` and \íaRm(x)(1 /
x)k\L` may be bounded uniformly on a˜, bH .
To prove the lemma, it suffices to use Taylor’s expansion several times. We omit
the proof. We come back to the proof of the theorem.
Proof. We shall choose R very small. An obvious change of variables yields
W(a, b)  » f, c(a,b)…
 *
y1
y0s/b0n(1/1/b)g(y)c(a,b)S yy1/1/bDdy.
Now we apply the above lemma to the function y0s/b0n(1/1/b)c(a,b)(y/y1/1/b). This
gives
y0s/b0n(1/1/b)c(a,b)S yy1/1/bD
 aI 0nbH 0s/bF ∑
m£m
S aIbH D
m
cmSAbH y 0 bH
aI D / S aIbH D
m/1
RmSy 0 bH
aI DG , (4.19)
where we use the same type of notations as in the lemma. Thus according to this
decomposition, we can write
W(a, b)  bH 0s/bF ∑
m£m
S aIbH D
m
Wm(aI , bH ) / S aIbH D
m/1
Wm/1(aI , bH )G . (4.20)
To deal with the first inequality, we make use of the fact that g belongs to Brp,p . So
for every m ˆ Nn, we obtain
S*1
0
*
bH ⁄1
(Wm(aI , bH )bH s/baI 0r)pdbH daI
aI D
1/p
 /`. (4.21)
To treat the last term, we notice that in Lemma 4.6, the estimation about Rm is uniform
on a˜, bH . So we get
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S aIbH D
m/1
Wm/1(aI , bH ) £ CmaI m/10n/pbH 010m. (4.22)
If one chooses m such that m / 1  r / n/p, then
S*1
0
*
bH ⁄1
Wm/1(aI , bH )bH n/baI 0rpdbH daI
aI D
1/p
 /`. (4.23)
Now one is able to get the first inequality by making the obvious change of variables.
In the second area, b1/b  a  gb, we still use the same decomposition.
However, this time we shall make use of the fact that g is Lp indefinitely oscillating.
Indeed, for any function cH ˆ S(Rn), one has, for all N ˆ N,
\»g, cH (aI ,bH )…\Lp(dbH ) £ CNaI 0N if aI  1.
For the last inequality, we claim that one can get W(a, b) £ CNaN ∀N ˆ N, which
is stronger than the assertion. Notice that under the assumptions on f, one can write
f(x)  (aN íafa such that
S*
xr
(x0s0a(b/1)fa(x))p dxxn(b/1)D
1/p
 /`.
To obtain the desired result, it is sufficient to integrate by parts in W(a, b) 
* f(x)c(a,b)(x)dx. So the proof is complete. j
The above theorem shows how the wavelet transform of a chirp behaves. Our next
theorem is concerned with the converse statements. That is to say we want to identify
a chirp (modulo a C` function) via its wavelet transform.
THEOREM 4.7. Suppose that W(a, b) is the wavelet transform of a locally integrable
function f. Assume that
1. ∀N ˆ N, ∃cN ˆ D(Rn), such that
f 0 lim er0
Rr` *
R
e
*
Rn
W(a, b)(DNcN)(a,b)(x)db da
a
(4.24)
is infinitely differentiable.
2. ∀R  0, ∀N ˆ N
lim
Mr`
*
M
R
*
Rn
W(a, b)(DNcN)(a,b)(x)db da
a
. (4.25)
is infinitely differentiable.
If W(a, b) satisfies the inequalities (4.15)–(4.17), then modulo a C` function, f is a
chirp of type (s, b, p, r).
To prove this theorem, we need the following proposition.
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PROPOSITION 4.8. Assume that for all N ˆ N, f has the following decomposition
f  DNFN / GN, where FN satisfies
S*
xr
(DkFN\x0s0(2N02k)(1/b)Dp dxxn(b/1)D
1/p
 `, (4.26)
for any 0 £ k £ N, and GN is infinitely differentiable in a neighborhood of the origin.
Then f can be written as f  u / £, where u is a chirp of type (s, b, p, r) and £ is
infinitely differentiable in a neighborhood of the origin.
We shall omit the proof of this proposition. We just want to point out that the proof
relies on two easy lemmas as follows.
LEMMA 4.9. If f is a locally integrable function satisfying f(x) £ Cxs on the
set x £ r0 , where r0  0, s  0n, n ⁄ 3 and s is not an integer, then there exists
a locally integrable function g(x) such that g(x) £ Cxs/2 and f  Dg in the sense
of distributions in a neighborhood of the origin. If n  2, then from the hypothesis
f(x)£ Cxs(log(1/x))t, s 02, t 0, one can deduce that there exists a function
g satisfying g(x) £ Cxs/2(log(1/x))t/1 and f  Dg.
LEMMA 4.10. Let g belong to Lp(V), where V denotes the open set {x: x  R}.
Assume that xsg(x/x1/b) defines a C` function in a neighborhood of the origin.
Then g belongs to >r0
q⁄1
Brp,q (4V).
Let us begin to show the theorem.
Proof. Under the assumptions of the theorem, if we define
f1,N(x)  *
1
0
*
ab1/b1
W(a, b)(DNcN)(a,b)(x)db da
a
, (4.27)
f2,N(x)  *
1
0
*
ggbab1/b
W(a, b)(DNcN)(a,b)(x)db da
a
, (4.28)
f3,N(x)  *
1
0
*
1agb
W(a, b)(DNcN)(a,b)(x)db da
a
, (4.29)
then f(x) can be decomposed as f(x)  f1,N(x) / f2,N(x) / f3,N(x) / r˜N(x), where f3,N(x)
and r˜N(x) can be shown to be two infinitely differentiable functions in a neighborhood
of the origin. We claim that for every 0 £ k £ N, there exists fj,N,k (j  1, 2) such
that fj,N  Dk(fj,N,k) and
S*
xrk
fj,N,k(x)x0s02k(b/1)p dxxn(b/1)D
1/p
 `. (4.30)
For the first case, we write
f1,N,k  a2k *
1
0
*
agb1/b
W(a, b)(DN0kcN)(a,b)(x)db da
a
. (4.31)
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Likewise we set
f2,N,k  a2k *
1
0
*
ggbab1/b
W(a, b)(DN0kcN)(a,b)(x)db da
a
. (4.32)
We will only show that fj,N,k(x) satisfies (4.31) for k  N. One can check the other
assertions in the same manner. We set
A  S*
xr
Z*1
0
*
agb1/b
a2NW(a, b)(cN)(a,b)(x)db da
a
1 x0s02N(b/1)Zp dxxn(b/1)D
1/p
, (4.33)
B  S*
xr
Z*1
0
*
ggbab1/b
a2NW(a, b)(cN)(a,b)(x)db da
a
1 x0s02N(b/1)Zp dxxn(b/1)D
1/p
. (4.34)
We must show the finiteness of these integrals. We make the change of variables y
 x/x1/b in the integrals in order to apply Lemma 4.18 to
ys/b/2N(1/1/b)(cN)(a,b)S yy1/1/bD
 bH n(1/1/b)/s/2N(b/1)/baI 0nF ∑
0£m£m
S aIbH D
m
cN,m(AbH z) / S aIbH D
m/1
Rm(z)G . (4.35)
Here we set: a˜  ab010b, bH  bb010b, z  (y 0 bH )/aI . Substituting the equality
into the integrals, we are led to show the finiteness of the four kinds of integrals
S*
yr1
Z*1
0
*
ab1/b
aI 2N0nbH 0(n/s)/bW(a, b)S aIbH D
m
cN,m(AbH z)db da
a
ZpdyD1/p,
S*
yr1
Z*1
0
*
ab1/b
aI 2N0nbH 0(n/s)/bW(a, b)S aIbH D
m/1
Rm(z)db da
a
ZpdyD1/p,
S*
yr1
Z*1
0
*
ggbab1/b
aI 2N0nbH 0(n/s)/bW(a, b)S aIbH D
m
cN,m(AbH z)db da
a
ZpdyD1/p,
S*
yr1
Z*1
0
*
ggbab1/b
aI 2N0nbH 0(n/s)/bW(a, b)S aIbH D
m/1
Rm(z)db da
a
ZpdyD1/p.
(4.36)
We choose the second integral to estimate. For the other estimations, the method is
similar. Denote the second integral by Am . Let us begin with the change of variables
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bH  y 0 a˜u (here u denotes a new variable). Note that since Rm is compactly supported,
the effective integration domain is given by u  r0 . In our case, whenever the
domain where a, b are defined is fixed, r0 does not depend on a˜, bH . So we obtain
Am  S*
yr1
Z*1
0
*
y0aI u1
ur0
aI 2N/m/1y 0 aI us/b0m01W(aI , y 0 aI u)Rm(u)du daI
aI Z
p
dyD1/p.
We apply Minkowski inequality to the integral. It yields
Am £ *
ur0
*
1
0
S*
y0aI u1
yr1
(aI 2N/m/1y 0 aI us/b0m01W(aI , y 0 aI u)Rm(u))pdyD1/p
1 daI
aI
du.
We know that Rm is uniformly bounded with respect to a˜, bH . A simple computation
gives
Am £ cmS*1
0
*
bH 1
(aI 0rbH s/bW(aI , bH ))pdbH daI
aI D
1/pS*1
0
aI (2N/m/10r)p= daI
aI D
1/p=
 cmS*1
0
*
ab1/b
b1
(W(a, b)\b(r0n/p)(1/b)0sa0r)pdb da
a
D1/pS*1
0
aI (2N/m/10r)p= daI
aI D
1/p=
 /`.
The above product is finite if m / 1  r. Since m can be arbitrarily chosen, condition
m / 1  r can be achieved.
Now we can turn our attention to the proof of the assertion that the oscillating
factor associated to the chirps belongs to some Besov space. Precisely, we must show
that if gj,N is defined by fj,N(x)  xsgj,N(x/x1/b), then gj,N belongs to Brp,p in a
neighborhood of the infinity. An obvious change of variables yields
g1,N(y)  ys/b *
1
0
*
ab1/b
W(a, b)(DNcN)(a,b)S yy1/1/bDdb daa ,
g2,N(y)  ys/b *
1
0
*
gbab1/b
W(a, b)(DNcN)(a,b)S yy1/1/bDdb daa .
We apply Lemma 4.18 to ys/b(DNcN)(a,b)(y/y1/1/b). We will obtain a sum. We
substitute the equality into two above integrals. A routine examination shows that
both g1,N and g2,N belong to Brp,p(V) under the hypothesis on W(a, b). Thus we have
proved that for all N ˆ N, f can be decomposed as f  f1,N / f2,N / rN , where rN is
infinitely differentiable in a neighborhood of the origin and fj,N  Dk(fj,N,k) with fj,N,k
satisfying (4.26). Moreover, Dfj,N,k  fj,N,k/1 . It is easy to check that f satisfies the
conditions of Proposition 4.8. So f is a sum of a chirp of type (s, b, p, r) and of an
infinitely differentiable function. j
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One can observe that it is difficult to check the existence of cN occurring in Theorem
4.7. However, in some cases, the problem can be easily resolved.
PROPOSITION 4.11. Let U be a n 1 n invertible matrix. Assume that w is a radial
function in S(Rn) such that
*
`
0
wP (tj)2 dt
t
x 0 ∀j ˆ Rn"{0}. (4.37)
If w(Ux) serves as the analyzing wavelet, then there exists a sequence cN ˆ D(Rn)
such that the conditions (4.24) and (4.25) are satisfied.
We shall use the following proposition to establish the relation between the chirps
and the two-microlocal spaces.
PROPOSITION 4.12. Let f be a locally integrable function defined in a neighborhood
of the origin. Assume that b, s, p, r, g are five real numbers such that p ⁄ 1, r ⁄
n/p, g£ 1. Denote by c ˆ S(Rn) a function having enough vanishing moments. Using
the previous notations, we obtain that the following two properties are equivalent:
1. f ˆ Xs1,s=1,p,p0 whenever s1 , s*1 satisfy
s1 / s*1 £ r (4.38)
(b / 1)s1 / bs*1 £ s / np (1 / b).
2. The wavelet transform of f satisfies (4.15)–(4.17).
Equipped with all these propositions, we are able to analyze the chirps with an
adequate radial wavelet. Hence we deduce from the above propositions:
PROPOSITION 4.13. A chirp of type (s, b, p, r) belongs to every space Xs1,s=1,p,p0
whenever s1 , s*1 satisfy (4.38). The converse is also true (in the sense that we do not
distinguish two functions if one of them differs from the other by a C` function).
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