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Abstract—We present a distributed algorithm to solve a
multi-agent optimization problem, where the global objective
function is the sum f˜(x) =
∑n
i=1 f˜i(x) of n functions, with f˜i
being a convex objective known only to agent i. Our focus is on
constrained problems where the agents’ estimates are restricted
to be in different convex sets. The interconnection topology
among the n agents has directed links and each agent i can
only communicate with agents in its neighborhood determined
by a directed graph. In this article, we propose an algorithm
called Directed-Distributed Alternating Direction Method of
Multipliers (D-DistADMM) to solve the above multi-agent
convex optimization problem. During every iteration of the
D-DistADMM algorithm, each agent solves a local convex
optimization problem and utilizes a finite-time “approximate”
consensus protocol to update its local estimate of the optimal
solution. To the best of our knowledge the proposed algorithm is
the first ADMM based algorithm to solve distributed multi-agent
optimization problems in directed interconnection topologies
with convergence guarantees. We show that in case of individual
functions being convex and not-necessarily differentiable the
proposed D-DistADMM algorithm converges at a rate of
O(1/k). We numerically evaluate our proposed algorithm
by solving a constrained distributed `1-regularized logistic
regression problem. Additionally, we provide a numerical
comparison of the proposed D-DistADMM algorithm with the
other state-of-the-art algorithms in solving a distributed least
squares problem to show the efficacy of the D-DistADMM
algorithm over the existing methods in the literature.
keywords: Distributed optimization, alternating direction
method of multipliers (ADMM), directed graphs, multi-agent
networks, finite-time consensus.
I. INTRODUCTION
We focus on the problem of solving the following dis-
tributed optimization problem involving n agents:
argmin
x
f˜(x) =
n∑
i=1
f˜i(x) (1)
subject to x ∈
n⋂
i=1
Xi,
where, x ∈ Rp is a global optimization variable and function
f˜i : Rp → R and set Xi are a convex objective function
and convex constraint set respectively, known only to agent i.
The agents are connected through a directed interconnection
topology which is modeled as a directed graph, G(V, E), where
V and E are sets of vertices and directed edges respectively.
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Each agent can only communicate to its neighboring nodes
connected to it via a directed edge in G(V, E). Many problems
in various engineering fields such as wireless systems [1],
sensor networks [2], multi-agent coordination and control [3],
machine learning [4]–[6], and robotics [7] can be posed in the
form of problem (1).
Early works on the distributed optimization problem can be
found in seminal works [8], [9]. Since then, the problem of
minimizing sum of convex functions has received significant
attention [10]–[14]. The methods proposed in the literature to
solve (1) can be broadly classified as : (i) primal and (ii) dual
based optimization methods. The primal based algorithms,
with beginnings in the Distributed Gradient Descent (DGD)
[10], utilize the gradient information of the objective function
to steer towards the optimal solution. Most of the existing
methods in this category are (sub)-gradient based first-order
methods including the stochastic and asynchronous versions of
DGD [15], [16], [11], EXTRA [17], DIGing [18], FROST [19],
Push-Pull [20], Gradient-Consensus [21] and many others
[22]–[27]. The works [28] and [29] have proposed fast gradient
methods utilizing Nesterov’s acceleration.
The present work falls in the second category of dual
based optimization methods. These methods are based on
using Lagrange multipliers. One such method is Alternating
Direction Method of Multipliers (ADMM). ADMM is known
for a better numerical convergence in centralized settings [30].
Due to its parallel nature ADMM is also utilized in various
dual based approaches in the literature to solve distributed
optimization problems [31]–[41]. ADMM based methods can
be further classified in two categories based on the communi-
cation architecture used by the agents: (i) master-worker com-
munication architecture, (ii) agent-to-agent distributed com-
munication architecture. The algorithms in the master-worker
category [31], [32] have agents called workers which minimize
their local objective functions and send the updated local
variables to a node designated as the master agent, which is
responsible for updating the global optimization variable and
then distributing the updated value back to the workers. Here,
we focus on the algorithms based on ADMM utilizing agent-
to-agent distributed communication architecture. References
[35], [39] proposed a distributed ADMM algorithms to solve
a distributed optimization problem with an O(1/k) rate of
convergence when the objective functions f˜i’s are convex. The
authors in [36] have established linear convergence rate of
distributed ADMM under strong convexity of the individual
objective functions. However, the results in [35], [39] and [36]
are valid for undirected graph topologies which imply every
communication channel is necessarily bidirectional. A commu-
nication efficient ADMM scheme under restricted assumptions
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2such as the underlying graph being bipartite was introduced
in [34]. The work in [41] is based on minimizing a proximal
first-order approximation of the smooth and strongly convex
function f˜i’s over an undirected network. None of the above
multi-agent ADMM algorithms in the literature are applicable
in case of general directed communication topologies. To this
end, in this article we propose a novel ADMM based algorithm
called Directed-Distributed Alternating Direction Method
of Multipliers (D-DistADMM) method to solve (1) over
general directed graphs. The proposed D-DistADMM scheme
utilizes a finite-time "approximate" consensus protocol along
with an ADMM based optimization scheme to steer towards
the optimal solution. In particular, during any iteration k, each
agent i maintains two local primal variables xki ∈ Rp and
yki ∈ Rp and a dual variable λki ∈ Rp. At each iteration
k of the D-DistADMM algorithm (explained in detail later)
every agent solves a local optimization problem to obtain xk+1i
and shares its computed value with its neighbors in G(V, E).
Agents then utilize a finite-time ε-consensus protocol to de-
termine their estimates yk+1i based on the local optimization
variable xk+1i and the dual variable λ
k
i . And finally updates
the dual variable to λk+1i based on x
k+1
i and y
k+1
i . Here,
ε > 0 is a pre-specified tolerance that is independent of the
network topology and problem (1). Under the assumption of
individual functions being convex the proposed D-DistADMM
algorithm has an O(1/k) rate of convergence. We demonstrate
the efficacy of the D-DistADMM algorithm by numerically
solving a constrained `1 regularized distributed logistic regres-
sion problem. We additionally compare the performance of
D-DistADMM algorithm to other state-of-the-art algorithms
to solve the distributed problem proposed in the literature
by solving a distributed least squares problem. The results
demonstrate advantage of using D-DistADMM over the other
algorithms.
A. Summary of contributions and Paper Organization
The main contribution of this article, is fourfold. First, we
develop a novel D-DistADMM algorithm for solving con-
strained distributed optimization problems, on directed graph
interconnections. At each iteration of D-DistADMM the agents
perform a local convex minimization and utilize a finite-time
ε-consensus protocol to update the estimate of the optimal
solution. The scheme proposed here is applicable to solve (1)
in a distributed manner over directed networks, unlike [33]–
[36], [39]–[42]. To the best of our knowledge this is the first
ADMM based algorithm with strong convergence guarantees
that enjoys such property.
Second, the D-DistADMM algorithm is applicable for solv-
ing constrained distributed optimization problems unlike most
of the algorithms present in the literature [11], [15]–[29], [31]–
[33], [35]–[37], [39]–[41] which are focused on unconstrained
optimization problems.
Third, we establish an O(1/k) rate of convergence for the
proposed D-DistADMM algorithm under the assumption of
individual functions being convex and not-necessarily differ-
entiable objective function. This is same as the best known
rate estimate under these assumptions in the literature. Further,
in case when the global function is strongly convex and
smooth we prove that the proposed D-DistADMM algorithm
converges to the optimal solution at a linear rate. Note, that we
do not make strong assumptions on the solution set as done
in [29], for example.
Fourth, we combine the techniques used in the ADMM
based optimization methods with the average consensus litera-
ture to develop D-DistADMM algorithm which has a superior
performance over the existing methods as shown in the results.
This unification is useful as it builds underlying guidelines for
further developments on distributed optimization algorithms.
Also, our proposed D-DistADMM algorithm eliminates the
requirement of an optimization step to update the global
variable in the standard ADMM [31] setup and replaces it with
a less computation intensive ε-consensus protocol. Further,
the D-DistADMM does not require a centralized co-ordination
among the agents and thus, is amenable to distributed synthesis
unlike the existing methods in the literature [33]–[41].
A preliminary work on D-DistADMM algorithm from the
authors can be found in [43]. This article builds on the
framework but is more comprehensive and exhaustive in the
treatment of the D-DistADMM algorithm. The current work
analyzes a different, more general variant of D-DistADMM
where a constrained distributed optimization problem is con-
sidered compared to the unconstrained case focused in the
preliminary version. In our analysis, we have relaxed some of
the stricter assumptions on the optimal solution set and still
establish the same guarantees in the case when the functions
are convex and not-necessarily differentiable. Additionally,
here we also establish a linear rate of convergence for the
D-DistADMM algorithm when the global objective function
is strongly convex and smooth. In the current work, we also
provide numerical validation of the D-DistADMM algorithm
and its applicability using detailed numerical tests and com-
parison with other state-of-the-art algorithms.
The rest of the article is organized as follows. We present
the framework for the D-DistADMM algorithm along with
basic definitions and notations in Section II. In Section III
we discuss the D-DistADMM algorithm along with the finite-
time ε-consensus protocol in detail and provide supporting
analysis. The convergence analysis of the proposed algorithm
is provided in Section IV. In Section V we conduct numerical
simulations on a `1 regularized distributed logistic regression
problem and present the results. Further, we carry out a
performance comparison between the existing state-of-the-
art methods and D-DistADMM in solving a distributed least
squares problem. The comparison results verify our theoretical
claims and provide a discussion on the effectiveness and
suitability of the proposed algorithm. Section VI provides the
concluding remarks and discusses some future work of this
article.
II. DEFINITIONS, PROBLEM FORMULATION AND
ASSUMPTIONS
A. Definition, Notations and Assumptions
In this section, we present definitions and notations that is
used later in the analysis. Detailed description of these notions
can be found in [44], [45] and [46].
Definition 1. (Directed Graph) A directed graph G is a pair
(V, E) where V is a set of vertices (or nodes) and E is a set
3of edges, which are ordered subsets of two distinct elements
of V . If an edge from j ∈ V to i ∈ V exists then it is denoted
as (i, j) ∈ E .
Definition 2. (Path) In a directed graph, a directed path from
node i to j exists if there is a sequence of distinct directed
edges of G of the form (p1, i), (p2, p1), ..., (j, pm).
Definition 3. (Strongly Connected Graph) A directed graph
is strongly connected if for any pair (i, j), i 6= j, there is a
directed path from node i to node j.
Definition 4. (Column-Stochastic Matrix) A matrix M =
[mij ] ∈ Rn×n is called a column-stochastic matrix if 0 ≤
mij ≤ 1 and
∑n
i=1mij = 1 for all 1 ≤ i, j ≤ n.
Definition 5. (Irreducible Matrix) A matrix M = [mij ] ∈
Rn×n is said to be irreducible if for all 1 ≤ i, j ≤ n, there
exist t ∈ N such that [M t]ij > 0.
Definition 6. (Primitive Matrix) A non-negative matrix M is
primitive if it is irreducible and has only one eigenvalue of
maximum modulus.
Definition 7. (Diameter of a Graph) The diameter of a
directed graph G(V, E) is the longest shortest directed path
between any two nodes in the the graph.
Definition 8. (In-Neighborhood) The set of in-neighbors of
node i ∈ V is called the in-neighborhood of node i and is
denoted by N−i = {j | (i, j) ∈ E} not including the node i.
Definition 9. (Out-Neighborhood) The set of out-neighbors of
node i ∈ V is called the out-neighborhood of node i and is
denoted by N+i = {j | (j, i) ∈ E} not including the node i.
Definition 10. (Convex function) A function f is said to be
convex if the domain of f is convex and for all x, y ∈ dom f
and 0 ≤ t ≤ 1,
f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y).
Definition 11. (Sub-gradient of a convex function) Let f :
Rp → R be a convex function. We say that a vector d ∈ Rp
is a subgradient of f at a point x ∈ Rp if
f(z) ≥ f(x) + d>(z − x), for all z ∈ Rp.
The set of all subgradients of a convex function f at x ∈ Rp is
called the subdifferential of f at x, and is denoted by ∂f(x).
Definition 12. (Lipschitz Differentiability) A differentiable
function f is called Lipschitz differentiable with constant
L > 0, if the following inequality holds:
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖, ∀ x, y ∈ dom f.
Definition 13. (Strongly Convex Function) A differentiable
function f is called strongly convex with parameter σ > 0,
if the following inequality holds:
〈∇f(x)−∇f(y), x− y〉 ≥ σ‖x− y‖2, ∀ x, y ∈ dom f.
Definition 14. For a norm ‖ · ‖ and a set K ∈ Rp define the
diameter of K with respect to the norm ‖ · ‖, diam‖·‖(K) :=
sup
x,y∈K
‖x− y‖.
Throughout the paper, we assume vectors to be column vectors
unless stated otherwise. Each agent i ∈ V maintains two local
primal variables xki ∈ Rp, yki ∈ Rp and a dual variable λki ∈
Rp at all iterations k ≥ 0 of the D-DistADMM algorithm. Let
Xk = {xki }i∈V , Yk = {yki }i∈V , Λk = {λki }i∈V denote the
collection of all the primal and dual variables at iteration k.
We define vectorization operations for the given collections
Xk,Yk and, Λk as xk[1:n] = [(x
k
1)
> (xk2)
> . . . (xkn)
>]> ∈
Rnp, yk[1:n] = [(y
k
1 )
> (yk2 )
> . . . (ykn)
>]> ∈ Rnp and, λk[1:n] =
[(λk1)
> (λk2)
> . . . (λkn)
>]> ∈ Rnp respectively. The directed
graph G(V, E) represents the interconnection topology among
the agents and D denotes an upper bound on the diameter of
the graph G(V, E).
Assumption 1. The directed graph G(V, E) is strongly-
connected.
B. Problem Formulation
Consider the distributed optimization problem given in (1),
minimize f˜(x) =
n∑
i=1
f˜i(x) (2)
subject to x ∈
n⋂
i=1
Xi,
where, f˜i : Rp → R and Xi are the convex objective function
and the convex constraint set of agent i respectively, and
x ∈ Rp is a (common) decision vector for every agent in
the network. We rewrite problem (2) by creating local copies
xi for all i ∈ V , of the global variable x and impose the
agreement in the solution of all the agents as a consensus
constraint. This leads to an equivalent formulation of (2) as
described below:
minimize
n∑
i=1
f˜i(xi) (3)
subject to xi ∈ Xi for all i ∈ V
xi = xj for all i, j ∈ V.
The constraints xi ∈ Xi can be integrated into the objective
function using the indicator functions of the sets Xis, as:
minimize
n∑
i=1
fi(xi) (4)
subject to xi = xj for all i, j ∈ V,
where, fi(xi) := f˜i(xi) + g˜i(xi) and g˜i(xi) is the indicator
function of set Xi given by:
g˜i(xi) =
{
0 if xi ∈ Xi
+∞ otherwise.
We reformulate (4) to relax the exact consensus constraint to
a requirement of an ε-consensus among the variables of all
the agents as follows:
minimize
n∑
i=1
fi(xi) (5)
subject to ‖xi − xj‖ ≤ ε for all i, j ∈ V.
4Here, the local variables of all the agents are required to
remain ε-close to each other. The parameter ε > 0 can be
interpreted as a specified tolerance on the quality of consensus
among the agent variables. Note that for most applications
finding an exact consensus solution is not necessitated and
utilizing an approximate consensus solution helps in reducing
the communication and computation resources required. Thus
such a relaxation is realistic. Further, under mild conditions on
Xi and objective functions f˜i(x) (see Assumptions 3-5), ε can
be chosen arbitrarily small according to the application; and a
corresponding solution within a pre-specified tolerance to the
optimal solution of (4) can be determined. Let X = {xi}i∈V
represent the collection of all the local variables. Denote
x[1:n] = [x
>
1 x
>
2 . . . x
>
n ]
> ∈ Rnp as the vector formed from
the entries of X. We define
C := {y[1:n] = [y>1 y>2 . . . y>n ]> ∈ Rnp∣∣∣ ‖yi − yj‖ ≤ ε, for all i, j ∈ V}, (6)
to be a set of vectors y[1:n] ∈ Rnp such that the norm of
the difference between any two sub-vectors of y[1:n] with
dimension p is less than ε. Using this description of set C
and the vector x[1:n], we write (5) as:
minimize
n∑
i=1
fi(xi) (7)
subject to x[1:n] = y[1:n], y[1:n] ∈ C.
Let, F (x[1:n]) =
∑n
i=1 fi(xi), x[1:n] = [x
>
1 . . . x
>
n ]
> ∈ Rnp.
Using the definition of indicator function of the set C we
rewrite the objective function as:
minimize F (x[1:n]) +G(y[1:n]) (8)
subject to x[1:n] = y[1:n],
where, G(y[1:n]) is the indicator function of set C given by:
G(y[1:n]) =
{
0 if y[1:n] ∈ C
∞ otherwise.
The augmented Lagrangian function is defined as:
Lγ(x[1:n], y[1:n], λ[1:n]) = F (x[1:n]) +G(y[1:n]) (9)
+ λ>[1:n](x[1:n] − y[1:n]) +
γ
2
‖x[1:n] − y[1:n]‖2,
where, λ[1:n] ∈ Rnp is the Lagrange multiplier associated with
the constraint x[1:n]−y[1:n] = 0 and γ > 0 is a positive scalar.
C. Standard ADMM Method
Here we provide a brief description of the ADMM method.
The standard ADMM method [31] is utilized to solve opti-
mization problems of the following form:
minimize
x∈Rp,y∈Rq
f(x) + g(y) (10)
subject to Ax+By = c,
where, A ∈ Rn×p, B ∈ Rn×q , and c ∈ Rn. Consider, the
augmented Lagrangian with the Lagrange multiplier λ and
positive scalar γ,
Lγ(x, y, λ) = f(x) + g(y) + λ>(Ax+By − c)
+
γ
2
‖Ax+By − c‖2. (11)
The primal and dual variable updates in ADMM are given as:
starting with the initial guess (x0, y0, λ0), at each iteration,
xk+1 = argmin
x
Lγ(x, yk, λk) (12)
yk+1 = argmin
y
Lγ(xk+1, y, λk) (13)
λk+1 = λk + γ(xk+1 − yk+1). (14)
Note that step-size in the dual variable update (14) is the same
as the parameter γ in the augmented Lagrangian function.
III. THE PROPOSED D-DISTADMM METHOD
Using the definition (9), the augmented Lagrangian associ-
ated with (8) at any iteration k ≥ 0 is given as:
Lγ(xk[1:n], yk[1:n], λk[1:n]) = F (xk[1:n]) +G(yk[1:n]) (15)
+ (λk[1:n])
>(xk[1:n] − yk[1:n]) +
γ
2
‖xk[1:n] − yk[1:n]‖2
=
n∑
i=1
[
fi(x
k
i ) +
γ
2
‖xki − yki ‖2 + (λki )>(xki − yki )
]
+G(yk[1:n]),
where, yki ∈ Rp is the ith sub-vector of yk[1:n] ∈ Rnp.
Based on ADMM iterations (12)-(14) the primal and dual
updates corresponding to augmented Lagrangian (15) (where,
the quantities that do not affect the solution are omitted) are
given as:
For all i = 1, 2 . . . , n,
xk+1i = argmin
xi
fi(xi) +
γ
2
‖xi − yki ‖2 + (λki )>(xi − yki ).
(16)
yk+1[1:n] = argmin
y
G(y) +
γ
2
‖xk+1[1:n] − y‖2 + [xk+1[1:n] − y]>λk[1:n],
= argmin
y
G(y) +
γ
2
‖xk+1[1:n] − y +
1
γ
λk[1:n]‖2. (17)
For all i = 1, 2 . . . , n,
λk+1i = λ
k
i + γ(x
k+1
i − yk+1i ). (18)
The update in (16) can be solved via classical methods in-
cluding gradient descent [47] and proximal gradient [48]. The
yk+1[1:n] update in (17) is the projection of x
k+1
[1:n] +
1
γλ
k
[1:n] onto
the set C, whereas (18) gives the dual variable update at each
agent i ∈ V . To find a solution of (17) we employ a distributed
finite-time ε-consensus protocol in higher-dimensions [49].
The protocol was first introduced in [50], [51] in relation to
consensus among the agents on a scalar value.
A. Finite-time ε-consensus protocol
Here, we will present a finite-time "approximate" consensus
protocol which we call the ε-consensus protocol. The protocol
was first proposed in an earlier work [49] by the authors.
Here, we describe the ε-consensus protocol for convenience.
Consider, a set of n agents connected through a directed
graph G(V, E). Every agent i has a vector u0i ∈ Rp. Let
u˜ = 1n
∑n
i=1 u
0
i denote the average of the vectors. The
objective is to design a distributed protocol such that the
agents are able to compute an approximate estimate of u˜ in
finite-time. This approximate estimate is parameterized by a
tolerance ε that can be chosen arbitrarily small to make the
5estimate as precise as needed. To this end, the agents maintain
state variables uki ∈ Rp, vki ∈ R and undergo an iterative
protocol with the following update rule: for k = 0, 1, 2, . . .
uk+1i = piiu
k
i +
∑
j∈N−i
piju
k
j (19)
vk+1i = piiv
k
i +
∑
j∈N−i
pijv
k
j (20)
wk+1i =
1
vk+1i
uk+1i , (21)
where, w0i = u
0
i , v
0
i = 1 for all i ∈ V and N−i denotes the set
of in-neighbors of agent i. The updates (19)-(21) are closely
related to the push-sum (or ratio consensus) updates (see [52]
or [53]). We make the following assumption on the weight
matrix P:
Assumption 2. Let P = [pij ] the weighted adjacency matrix,
associated with the digraph G(V, E), be a primitive, column-
stochastic matrix.
Remark 1.1. Note that P being a column stochastic matrix
allows for a distributed synthesis of the consensus protocol.
The out-degree based equal neighbor weights rule [54] is
a common choice of weights that results in a distributed
synthesis based column stochastic P matrix. The distributed
synthesis provide a framework for the plug and play operation
[55], [56]. This feature of the proposed protocol has an
advantage over existing schemes in the literature [10], [17],
[28], [29] that utilize a doubly-stochastic weight matrix
and cannot achieve efficient distributed synthesis in directed
networks.
The variable wki ∈ Rp is an estimate of u˜ with each
agent i at any iteration k. It is established in prior work
that the vector estimates wki converge to the average u˜
asymptotically.
Theorem 1. Let Assumptions 1, 2 hold. Let {uki }k≥0, {vki }k≥0
and {wki }k≥0 be the sequences generated by (19), (20),
and (21) at each agent i ∈ V . Then wki asymptotically
converges to u˜ = 1n
∑n
i=1 u
0
i for all i ∈ V , that is
lim
k→∞
wki =
1
n
n∑
i=1
u0i , for all i ∈ V.
Proof. Refer [49], [52] and [53] for the proof.
It follows from Theorem 1 that as wki converges asymptotically
to u˜, after possibly a large number of iterations k the agent
states wki , k ≥ k will be close to u˜. The ε-consensus protocol
provides a distributed algorithm to determine the iteration
k such that the agent states wki , k ≥ k, for all i ∈ V
are simultaneously ε-close to each other and hence from
Theorem 1, ε-close to u˜. To this end, each agent maintains
a scalar value Ri ∈ R which is termed as the radius of
agent i. The motivation behind maintaining such a radius
variable is as follows: Consider an open ball at iteration k
that encloses all the agent states, wki , for all i ∈ V , with a
minimal radius (the existence of such a ball can be shown due
to bounded nature of the updates (19)-(21), see Lemma 4.2
in [57]). Theorem 1 guarantees that all the agent states wki
converge to a single vector, which implies that the minimal
ball enclosing all the states will also shrink with iteration k
and eventually the radius will become zero. The radius variable
Ri is designed to track the radius of this minimal ball. Starting
at an iteration s, at subsequent iterations k = 0, 1, 2, . . . the
radius Rki (s) is updated to R
k+1
i (s) by agent i as follows: for
all k = 0, 1, 2 . . .
Rk+1i (s) = max
j∈N−i
{‖ws+k+1i − ws+kj ‖+Rkj (s)}, R0i (s) := 0,
(22)
for all i ∈ V . Denote, B(ws+ki , Rki (s)) as the ball of ra-
dius Rki (s) centered at w
s+k
i . It is established in [49] that,
after D number of iterations of the update (22) the ball
B(ws+Di , RDi (s)) encloses the states wsi of all the agents
i ∈ V . We provide a proof of Lemma 1 in the Appendix
for completeness.
Lemma 1. Let {uki }k≥0, {vki }k≥0 and {wki }k≥0 be the se-
quences generated by (19), (20), and (21) at each agent i ∈ V .
Given, s ≥ 0, let Rki (s) be updated as in (22) for all k ≥ 0
and i ∈ V . Under Assumptions 1 and 2,
wsj ∈ B(wD+si , RDi (s)), for all j, i ∈ V.
Proof. See Appendix VII-A for proof.
Define,
R̂mi := R
D
i (mD), m = 0, 1, 2, . . . , (23)
where, Rki (s) follows the update rule (22) for any s ≥ 0. We
next provide a result from [49] establishing the fact that the
sequence of radii {R̂Di (mD)}m≥0, for i ∈ V converges to
zero as m→∞. A short proof of the result is provided in the
Appendix for completeness.
Theorem 2. Let {uki }k≥0, {vki }k≥0, {wki }k≥0, {R̂mi }m≥0 be
the sequences generated by (19), (20), (21) and (23) respec-
tively by all agents i ∈ V . Under the Assumptions 1 and 2,
lim
m→∞ R̂
m
i = 0, for all i ∈ V.
Further, lim
m→∞R
m
i = 0 if and only if limm→∞maxi,j∈V ‖w
mD
i −
wmDj ‖ = 0.
Proof. See Appendix VII-B.
Theorem 2 gives a criterion for termination of the consensus
iterations (19)-(21) by utilizing the radius updates at each
agent i ∈ V given by (22). In particular, by tracking the radii
R̂mi ,m = 0, 1, 2 . . . each agent can determine an estimate of
the radius of the minimal ball enclosing all the agent states
(Lemma 1) distributively. Further, monitoring the value of
the R̂mi ,m = 0, 1, 2 . . . each agent can have the knowledge
of the state of consensus among all the agents. A protocol
to determine ε-consensus among the agents is presented in
Algorithm 1. Algorithm 1 is initialized with w0i = u
0
i , v
0
i = 1
and R0i = 0 respectively for all i ∈ V . Each agent follows
rules (19)-(21) to update its state variables. Note, that for ease
of implementation the update (22) is modified to remove the
dependence on the iteration s and starting from k = 0, Rki is
reset at each iteration of the form k = mD,m = 1, 2, . . . to
have a value equal to 0. The sequence of radii {R̂mi }m≥0
6Algorithm 1: Finite-time ε-consensus protocol at each
node i ∈ V [49]
Input:
Pre-specified tolerance ε > 0;
Diameter upper bound D;
Initialize:
w0i = u
0
i ; v
0
i = 1; R
0
i = 0;
m := 1
Repeat for k = 0, 1, 2, . . .
/* consensus updates (19)-(21) */
uk+1i = piiu
k
i +
∑
j∈N−i pjiu
k
j
vk+1i = piiv
k
i +
∑
j∈N−i pjiv
k
j
wk+1i =
1
vk+1i
uk+1i
/* radius update (22) */
Rk+1i = max
j∈N−i
{
‖wk+1i − wki ‖+Rkj
}
if k = mD − 1 then
R̂m−1i = R
k+1
i ;
if R̂m−1i < ε then
break ; // ε-consensus achieved
else
Rk+1i = 0;
m = m+ 1;
end
is determined by setting the value R̂m−1i equal to R
k
i for
all iterations of the form k = mD,m = 1, 2, . . . . That is,
R̂m−1i = R
mD
i for all m ≥ 1. From Lemma 1, the ball
B(wmDi , R̂m−1i ) will contain all estimates w(m−1)Di . This ball
is the estimate of the minimal ball enclosing all agent states
w
(m−1)D
i . Therefore, as a method to detect ε-consensus, at
every iteration of the form mD, for m = 1, 2, . . . , R̂m−1i is
compared to the parameter ε, if R̂m−1i < ε then all the agent
states w(m−1)Di were ε-close to u˜ (from Theorem 1) and the
iterations (19)-(21) are terminated. Proposition 1 establishes
that the ε-consensus converges in finite number of iterations.
Proposition 1. Under the Assumptions 1 and 2, Algorithm 1
converges in finite number of iterations at each agent i ∈ V .
Proof. Since, R̂mi → 0 as m → ∞. Therefore, for all ε > 0
and given i ∈ V there exists finite kεi such that for m ≥
k
ε
i , R̂
m
i < ε. This completes the proof.
Note, that the radius estimates R̂mi can be different for some
of the agents. Thus, the detection of ε-consensus can happen
at different iterations for some nodes. In order to, have a
global detection, each agent can generate "converged flag"
indicating its own detection. Such a flag signal can then
be combined by means of a distributed one-bit consensus
updates (see [49]), thus allowing the agents to agree on the
global ε-consensus status.
Remark 1.2. Note that the only global parameter needed
for Algorithm 1 is an upper bound D on the diameter of the
directed graph G(V, E), which is readily available in most
applications by design.
B. y variable updates in D-DistADMM
The ε-consensus protocol discussed in the previous sub-
section can be seen as a distributed projection operator which
projects an input vector u = [(u01)
> (u02)
> . . . (u0n)
>]> ∈ Rnp
onto the set C (6). It can be verified that
y[1:n] := [y
> . . . y>]> ∈ Rnp,with, y = 1
n
n∑
i=1
[xk+1i +
1
γ
λki ],
is an optimal solution of the update (17). We utilize the ε-
consensus protocol to determine an approximate solution of
the update (17) distributively in the following manner:
At any iteration k ≥ 0 of the D-DistADMM algorithm,
each agent i ∈ V runs an εk+1-consensus protocol with the
following initialization:
u0i = x
k+1
i +
1
γ
λki , v
0
i = 1, and w
0
i = u
0
i . (24)
From Proposition 1, the εk+1-consensus converges to approx-
imate consensus variables in a finite iteration t such that for
all i, j ∈ V ,
‖wti − wtj‖ ≤ εk+1, and ‖wti − y‖ ≤ εk+1,
Each agent variable yk+1i is then updated to the con-
sensus variable wti . Further, the obtained vector y
k+1
[1:n] =
[(yk+11 )
>, . . . , (yk+1n )
>]> ∈ Rnp is εk+1-close to the actual
(optimal) solution y[1:n], that is,
y[1:n] = y
k+1
[1:n] + e
k+1, with ‖ek+1‖ ≤ √nεk+1. (25)
The proposed D-DistADMM algorithm is presented in Algo-
rithm 2.
Algorithm 2: D-DistADMM Algorithm
Input:
choose γ > 0, {εk}k≥0
Initialize:
For all i ∈ V , pick x0i ∈ Rp, y0i ∈ Rp, λ0i ,∈ Rp
Repeat for k = 0, 1, 2, . . .
for i = 1, 2, . . . n, (In parallel) do
xk+1i =
argmin
xi
[
fi(xi)+
γ
2 ‖xi−yki ‖2+(λki )>(xi−yki )
]
yk+1i
εk+1 - consensus protocol←−−−−−−−−−−−−−− (xk+1i + 1γλki , εk+1)
λk+1i = λ
k
i + γ(x
k+1
i − yk+1i )
end
until a stopping criterion is met
IV. CONVERGENCE RESULTS FOR D-DISTADMM
In this section, we present the convergence result for the
proposed D-DistADMM algorithm. Define x∗ to be an optimal
solution of (2). Also, denote (x∗[1:n], y
∗
[1:n]) as an optimal
solution of (8), where x∗[1:n] = [x
∗> x∗> . . . x∗>]> ∈ Rnp
and y∗[1:n] ∈ Rnp. Let, X = X1×X2 · · · ×Xn×C ×Rnp, andX ∗ ⊂ X denote the set of primal-dual solutions of (8). We
make the following assumptions on the solution and constraint
sets of (8):
7Assumption 3. The optimal solution set X ∗ is non-empty.
Assumption 4. Each Xi is a closed bounded convex set with
diameter diam‖·‖(Xi) =Mi.
For further analysis of the D-DistADMM algorithm we will
make use of the following:
1. Sub-gradient inequality: Let f : Rp → R be a convex
function. Let h(x) be a sub-gradient of f at x ∈ dom f , then
for all z ∈ dom f ,
f(z) ≥ f(x) + h>(x)(z − x). (26)
2. For x1, x2, x3, x4 ∈ Rp
(x1 − x2)>(x3 − x4) = 1
2
(‖x1 − x4‖2 − ‖x1 − x3‖2)
+
1
2
(‖x2 − x3‖2 − ‖x2 − x4‖2). (27)
A. Sub-linear Rate of Convergence
Here, we analyze the convergence of the proposed D-
DistADMM algorithm for the case when individual functions
fi are convex but not necessarily differentiable:
Assumption 5. For all i ∈ {1, 2, . . . , n}, fi is a not neces-
sarily differentiable, proper closed convex function having a
lower bound.
Under Assumption 5, the first-order optimality conditions
for (8) are:
−λ∗i ∈ ∂fi(x∗i ), i ∈ {1, . . . , n}, (28)
x∗i = y
∗
i , i ∈ {1, . . . , n}, (29)
d(y∗[1:n])− λ∗[1:n] = 0, (30)
where, ∂fi(x∗i ) is the set of all sub-gradients of fi at x
∗
i ,
d(y∗[1:n]) ∈ ∂G(y∗[1:n]) is a sub-gradient of G(.) at y∗[1:n],
and λ∗[1:n] = [λ
∗>
1 . . . λ
∗>
n ]
> ∈ Rnp. Similarly, for the D-
DistADMM updates (16) and (17) by the first-order optimality
condition we have for all i ∈ {1, . . . , n}:
−[λki + γ(xk+1i − yki )] ∈ ∂fi(xk+1i ), (31)
−[λk+1i + γ(yk+1i − yki )] ∈ ∂fi(xk+1i ), (32)
d(y[1:n]) + γe
k+1 − λk+1[1:n] = 0, (33)
where, ∂fi(xk+1i ) is the set of all sub-gradients of fi at x
k+1
i ,
d(y[1:n]) ∈ ∂G(y[1:n]) is a sub-gradient of G(.) at y[1:n].
The relation (32) comes from combining (31) with the update
formula (18) and (34) follows from combining (18) and (25).
Since, G is convex,
G(y) ≥ G(y[1:n]) + d>(y[1:n])(y − y[1:n])
=⇒ 0 ≥ d>(y[1:n])(y − y[1:n]).
Since, y[1:n] lies in the interior of C, there exists  > 0, such
that y[1:n] + d(y[1:n]) ∈ C, therefore,
0 ≥ d>(y[1:n])(y[1:n] + d(y[1:n])− y[1:n])
=⇒ d>(y[1:n])d(y[1:n]) ≤ 0
=⇒ d(y[1:n])) = 0.
Therefore, (33) becomes,
λk+1[1:n] = γe
k+1. (34)
Lemma 2. Let {xki }k≥1, {λki }k≥1, {yki }k≥1 for all i ∈ V , be
the sequences generated by Algorithm 2. Let {εk}k≥1 be the
sequence of tolerances in Algorithm 2. Under Assumptions 1-5
for all k ≥ 1, the following holds,
‖λk[1:n]‖ ≤ γ
√
nεk,
‖yk[1:n]‖ ≤
√
nM+√nεk +
√
nεk−1,
where, εk is the consensus tolerance at iteration k, M :=
max
1≤i≤n
Mi with, Mi being the diameter of the set Xi.
Proof. The first inequality follows directly from (34) and (25),
‖λk[1:n]‖ ≤ γ‖ek‖ ≤ γ
√
nεk.
From (18),
‖yk[1:n]‖ ≤ ‖xk[1:n] −
1
γ
(λk[1:n] − λk−1[1:n])‖
≤ ‖xk[1:n]‖+
1
γ
‖λk[1:n]‖+
1
γ
‖λk−1[1:n]‖
≤ √nM+√nεk +
√
nεk−1,
where,M := max
1≤i≤n
Mi where,Mi is the diameter of the set
Xi. This completes the proof.
Lemma 3. Let {xki }k≥1, {λki }k≥1, {yki }k≥1 for all i ∈ V , be
the sequences generated by Algorithm 2. Let {εk}k≥1 be the
sequence of tolerances in Algorithm 2. Under Assumptions 1-5
for any λ ∈ Rnp, the following holds,
F (xk+1[1:n])− F (x∗[1:n]) +G(yk+1[1:n])−G(y∗[1:n])
+ λ>[xk+1[1:n] − yk+1[1:n]]
≤ 1
γ
[λ− λk+1[1:n]]>[λk+1[1:n] − λk[1:n]] + (2γ + 1)n(εk+1)2
+ γ[x∗[1:n] − xk+1[1:n]]>[yk+1[1:n] − yk[1:n]] + γnMεk+1
+ γ
√
n‖y∗[1:n]‖εk+1 + n(εk)2,
where, (x∗[1:n], y
∗
[1:n]) ∈ X ∗ is any optimal solution of (8),
εk+1 is the consensus tolerance at iteration k + 1, M is as
defined in Lemma 2.
Proof. Suppose (x∗[1:n], y
∗
[1:n]) is an optimal solution of (8).
At any iteration k+1 of the D-DistADMM algorithm, by the
optimality condition (32) for all i ∈ {1, 2, . . . , n},
hi(x
k+1
i ) + λ
k+1
i + γ(y
k+1
i − yki ) = 0,
where, hi(xk+1i ) ∈ ∂fi(xk+1i ) is a sub-gradient of fi at xk+1i .
Writing the above n inequalities compactly,
h(xk+1[1:n]) + λ
k+1
[1:n] + γ(y
k+1
[1:n] − yk[1:n]) = 0,
where, h(xk+1[1:n]) = [h
>
1 (x
k+1
1 ) . . . h
>
n (x
k+1
n )]
> is a vector of
subgradients hi(xk+1i ) stacked together. Noticing that F and
8G are convex and using sub-gradient inequality (26) for some
d(y[1:n]) ∈ ∂G(y[1:n]) we have,
F (xk+1[1:n])− F (x) +G(y[1:n])−G(y)
≤− [x− xk+1[1:n]]>h(xk+1[1:n])− [y − y[1:n]]>d(y[1:n])
≤ [x− xk+1[1:n]]>[λk+1[1:n] + γ(yk+1[1:n] − yk[1:n])]
+ [y − y[1:n]]>(−λk+1[1:n]) + γ[y − y[1:n]]>ek+1
= [x− xk+1[1:n]]>[λk+1[1:n] + γ(yk+1[1:n] − yk[1:n])]
+ [y − yk+1[1:n]]>(−λk+1[1:n]) + γ‖ek+1‖2 − (ek+1)>y
+ (ek+1)>[λk+1 + γyk+1[1:n]]
≤ [x− xk+1[1:n]]>[λk+1[1:n] + γ(yk+1[1:n] − yk[1:n])]
+ [y − yk+1[1:n]]>(−λk+1[1:n]) + γn(εk+1)2 + γ
√
nεk+1‖y‖
+ (ek+1)>[λk+1 + γyk+1[1:n]]
Using the result in Lemma 2,
F (xk+1[1:n])− F (x) +G(y[1:n])−G(y)
≤ [x− xk+1[1:n]]>[λk+1[1:n] + γ(yk+1[1:n] − yk[1:n])]
+ [y − yk+1[1:n]]>(−λk+1[1:n]) + γn(εk+1)2 + γ
√
nεk+1‖y‖
+ γn(εk+1)
2 + γnMεk+1 + n(εk+1)2 + n(εk)2.
Here, M := max
1≤i≤n
Mi where, Mi is the diameter of the set
Xi. Setting (x, y) = (x∗[1:n], y∗[1:n]) in the previous inequality
and noting that G(y[1:n]) = G(y
k+1
[1:n]) gives,
F (xk+1[1:n])− F (x∗[1:n]) +G(yk+1[1:n])−G(y∗[1:n])
≤ [x− xk+1[1:n]]>[λk+1[1:n] + γ(yk+1[1:n] − yk[1:n])]
+ [y − yk+1[1:n]]>(−λk+1[1:n]) + γn(εk+1)2 + γ
√
nεk+1‖y∗[1:n]‖
+ γn(εk+1)
2 + γnMεk+1 + n(εk+1)2 + n(εk)2.
Therefore, for any fixed λ, we have
F (xk+1[1:n])− F (x∗[1:n]) +G(yk+1[1:n])−G(y∗[1:n])
+ λ>(xk+1[1:n] − yk+1[1:n])
≤ [λk+1[1:n] − λ]>[yk+1[1:n] − xk+1[1:n]] + γn(εk+1)2
+ γ[x∗[1:n] − xk+1[1:n]]>[yk+1[1:n] − yk[1:n]] + γ
√
nεk+1‖y∗[1:n]‖
+ γnMεk+1 + γn(εk+1)2 + n(εk+1)2 + n(εk)2
=
1
γ
[λ− λk+1[1:n]]>[λk+1[1:n] − λk[1:n]] + n(2γ + 1)(εk+1)2
+ γ[x∗[1:n] − xk+1[1:n]]>[yk+1[1:n] − yk[1:n]] + γnMεk+1
+ γ
√
nεk+1‖y∗[1:n]‖+ n(εk)2. (35)
Next, we establish an O(1/k) rate of convergence for the
proposed D-DistADMM algorithm under Assumption 5. Here,
we assume that the sequence of consensus tolerances {εk}k≥1
in Algorithm 2 satisfy the following conditions:
εk+1 ≤ εk, for all k ≥ 1, and
∞∑
k=0
εk <∞. (36)
Theorem 3. Let {xki }k≥1, {λki }k≥1, {yki }k≥1 for all i ∈ V ,
be the sequences generated by Algorithm 2. Let {εk}k≥1
be the sequence of tolerances in Algorithm 2. Then, under
Assumptions 1-5, the following holds for all k > 0,
F (x̂k)− F (x∗[1:n])
≤
‖λ0[1:n]‖2
γk
+
γ(‖x∗[1:n]‖2 + ‖y0[1:n]‖2)
k
+
n
k
k−1∑
s=0
(εs)
2
+
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2 +
γ(nM+√n‖y∗[1:n]‖)
k
k−1∑
s=0
εs+1,
where, (x∗[1:n], y
∗
[1:n]) ∈ X ∗ is any optimal solution of (8),
x̂k := 1k
∑k−1
s=0 x
s+1
[1:n], ŷ
k := 1k
∑k−1
s=0 y
s+1
[1:n], and M is as
defined in Lemma 2. Moreover, if the sequence of consensus
tolerances {εk}k≥1 in Algorithm 2 satisfy condition (36) then,
lim
k→∞
F (x̂k) = F (x∗[1:n]).
Proof. Using the identity (27) for any s ≥ 0 we get,
1
γ
[λ− λs+1[1:n]]>[λs+1[1:n] − λs[1:n]] =
1
2γ
(‖λ− λs[1:n]‖2
−‖λ− λs+1[1:n]‖2 − ‖λs+1[1:n] − λs[1:n]‖2). (37)
Similarly,
γ(x∗[1:n] − xs+1[1:n])>(ys+1[1:n] − ys[1:n]) =
γ
2
(‖xs+1[1:n] − ys+1[1:n]‖2
− ‖xs+1[1:n] − ys[1:n]‖2 + ‖x∗[1:n] − ys[1:n]‖2 − ‖x∗[1:n] − ys+1[1:n]‖2).
(38)
From (35), (37) and (38) for any λ and s ≥ 0 we get,
F (xs+1[1:n])− F (x∗[1:n]) +G(ys+1[1:n])−G(y∗[1:n])
+ λ>(xs+1[1:n] − ys+1[1:n])
≤ 1
2γ
(‖λ− λs[1:n]‖2 − ‖λ− λs+1[1:n]‖2 − ‖λs+1[1:n] − λs[1:n]‖2)+
γ
2
(‖x∗[1:n] − ys[1:n]‖2 − ‖x∗[1:n] − ys+1[1:n]‖2 + ‖xs+1[1:n] − ys+1[1:n]‖2
− ‖xs+1[1:n] − ys[1:n]‖2) + (2γ + 1)n(εs+1)2 + n(εs)2
+ γ(nM+√n‖y∗[1:n]‖)εs+1
≤ 1
2γ
(‖λ− λs[1:n]‖2 − ‖λ− λs+1[1:n]‖2)+ γ2 (‖x∗[1:n] − ys[1:n]‖2
− ‖x∗[1:n] − ys+1[1:n]‖2
)
+ (2γ + 1)n(εs+1)
2 + n(εs)
2
+ γ(nM+√n‖y∗[1:n]‖)εs+1,
where, the last inequality follows from (18) and dropping the
negative term. Summing both sides from s = 0 to k − 1 and
dividing by 1k gives,
1
k
k−1∑
s=0
[F (xs+1[1:n])− F (x∗[1:n]) +G(ys+1[1:n])−G(y∗[1:n])]
+ λ>(x̂k − ŷk)
≤
‖λ− λ0[1:n]‖2
2γk
+
γ‖x∗[1:n] − y0[1:n]‖2
2k
+
n
k
k−1∑
s=0
(εs)
2+
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2 +
γ(nM+√n‖y∗[1:n]‖)
k
k−1∑
s=0
εs+1,
9where, x̂k := 1k
∑k−1
s=0 x
s+1
[1:n], and ŷ
k := 1k
∑k−1
s=0 y
s+1
[1:n]. Note
that, (x̂k, ŷk) ∈ X . Since, F and G are convex we have,
1
k
∑k−1
s=0 F (x
s+1
[1:n]) ≥ F (x̂k) and 1k
∑k−1
s=0 G(y
s+1
[1:n]) ≥ G(ŷk).
Therefore,
F (x̂k)− F (x∗[1:n]) +G(ŷk)−G(y∗[1:n]) + λ>(x̂k − ŷk)
≤
‖λ− λ0[1:n]‖2
2γk
+
γ‖x∗[1:n] − y0[1:n]‖2
2k
+
n
k
k−1∑
s=0
(εs)
2+ (39)
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2 +
γ(nM+√n‖y∗[1:n]‖)
k
k−1∑
s=0
εs+1.
Taking λ = δ
x̂k − ŷk
‖x̂k − ŷk‖ , we get,
F (x̂k)− F (x∗[1:n]) + δ‖x̂k − ŷk‖
≤
δ2 + ‖λ0[1:n]‖2
γk
+
γ(‖x∗[1:n]‖2 + ‖y0[1:n]‖2)
k
+
n
k
k−1∑
s=0
(εs)
2+
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2 +
γ(nM+√n‖y∗[1:n]‖)
k
k−1∑
s=0
εs+1.
(40)
Since, δ is arbitrary we get,
F (x̂k)− F (x∗[1:n])
≤
‖λ0[1:n]‖2
γk
+
γ(‖x∗[1:n]‖2 + ‖y0[1:n]‖2)
k
+
n
k
k−1∑
s=0
(εs)
2
+
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2 +
γ(nM+√n‖y∗[1:n]‖)
k
k−1∑
s=0
εs+1.
If the sequence {εk}k≥1 satisfy (36) as k →∞ we get,
lim
k→∞
F (x̂k) = F (x∗[1:n]).
The next Theorem gives a bound on the norm of the con-
straint residual, ‖x̂k − ŷk‖ and establish that the proposed
D-DistADMM converges to an optimal solution of (8) under
Assumption 5.
Theorem 4. Let {xki }k≥1, {λki }k≥1, {yki }k≥1 for all i ∈ V , be
the sequences generated by Algorithm 2. Let {εk}k≥1 be the
sequence of tolerances in Algorithm 2. Under Assumptions 1-
5, for any δ > ‖λ∗[1:n]‖, the following holds for all k > 0:
‖x̂k − ŷk‖ ≤
δ2 + ‖λ0[1:n]‖2
γ(δ − ‖λ∗[1:n]‖)k
+
γ(‖x∗[1:n]‖2 + ‖y0[1:n]‖2)
(δ − ‖λ∗[1:n]‖)k
+
n
(δ − ‖λ∗[1:n]‖)k
k−1∑
s=0
(εs)
2 +
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2
+
γ
√
n(M+ ‖y∗[1:n]‖)
(δ − ‖λ∗[1:n]‖)k
k−1∑
s=0
εs+1,
where, (x∗[1:n], y
∗
[1:n]) ∈ X ∗ is any optimal solution of (8),
x̂k and ŷk are as defined in Theorem 3. Further, if the
sequence of consensus tolerances {εk}k≥1 in Algorithm 2
satisfy condition (36) then,
lim
k→∞
‖x̂k − ŷk‖ = 0.
Proof. From (39) for any λ ∈ Rnp we have,
F (x̂k)− F (x∗[1:n]) +G(ŷk)−G(y∗[1:n]) + λ>(x̂k − ŷk)
≤
‖λ− λ0[1:n]‖2
2γk
+
γ‖x∗[1:n] − y0[1:n]‖2
2k
+
n
k
k−1∑
s=0
(εs)
2
+
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2 +
γ
√
n(M+ ‖y∗[1:n]‖)
k
k−1∑
s=0
εs+1.
Taking λ = δ
x̂k − ŷk
‖x̂k − ŷk‖ , we get,
F (x̂k)− F (x∗[1:n]) + δ‖x̂k − ŷk‖
≤
δ2 + ‖λ0[1:n]‖2
γk
+
γ(‖x∗[1:n]‖2 + ‖y0[1:n]‖2)
k
+
n
k
k−1∑
s=0
(εs)
2
+
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2 +
γ
√
n(M+ ‖y∗[1:n]‖)
k
k−1∑
s=0
εs+1.
Define function ω(z) := min{F (x) +G(y) | x ∈ X1 × · · · ×
Xn, y ∈ C, x−y = z}. It can be verified that ω(0) = F (x∗[1:n]),
ω is convex, and −λ∗[1:n] ∈ ∂ω(0) (see [58], Chapter 8). By
convexity of ω it follows,
ω(z) ≥ ω(0)− λ∗>[1:n]z ≥ F (x∗[1:n])− ‖λ∗[1:n]‖‖z‖. (41)
Let z = x̂k − ŷk. We have,
F (x̂k) ≥ F (x∗[1:n])− ‖λ∗[1:n]‖‖x̂k − ŷk‖
Choose δ such that δ > ‖λ∗[1:n]‖. It follows that,
(δ − ‖λ∗[1:n]‖)‖x̂k − ŷk‖ ≤ F (x̂k)− F (x∗[1:n]) + δ‖x̂k − ŷk‖
≤
δ2 + ‖λ0[1:n]‖2
γk
+
γ(‖x∗[1:n]‖2 + ‖y0[1:n]‖2)
k
+
n
k
k−1∑
s=0
(εs)
2
+
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2 +
γ
√
n(M+ ‖y∗[1:n]‖)
k
k−1∑
s=0
εs+1.
Therefore,
‖x̂k − ŷk‖ ≤
δ2 + ‖λ0[1:n]‖2
γ(δ − ‖λ∗[1:n]‖)k
+
γ(‖x∗[1:n]‖2 + ‖y0[1:n]‖2)
(δ − ‖λ∗[1:n]‖)k
+
n
(δ − ‖λ∗[1:n]‖)k
k−1∑
s=0
(εs)
2 +
(2γ + 1)n
k
k−1∑
s=0
(εs+1)
2
+
γ
√
n(M+ ‖y∗[1:n]‖)
(δ − ‖λ∗[1:n]‖)k
k−1∑
s=0
εs+1. (42)
Let the sequence {εk}k≥1 satisfy (36). Taking limk→∞ both
sides gives,
lim
k→∞
‖x̂k − ŷk‖ = 0.
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Theorem 4 establishes that the objective function evaluated
at the ergodic average of the optimization variables obtained
by the proposed D-DistADMM algorithm converges to the
optimal value. In particular, the objective function value eval-
uated at the ergodic average converges to the optimal value at
a rate of O(1/k). Further, the consensus constraint mismatch
residual under the Algorithm 2 also decreases at a rate O(1/k).
Remark 4.1. Let, xˆki and yˆki denote the ergodic averages
of the variables xki and y
k
i . Since, ‖x̂k − ŷk‖ = O(1/k) it
implies that for all i ∈ V, ‖xˆki − yˆki ‖ = O(1/k). Further, for
all i, j ∈ V, ‖yˆki − yˆkj ‖ = O(1/k). Therefore, for all i, j ∈ V ,
‖xˆki − xˆkj ‖ = O(1/k) and lim
k→∞
‖xˆki − xˆkj ‖ = 0.
Thus, in practice, the D-DistADMM algorithm can be imple-
mented with an additional variable xˆki tracking the ergodic
average of xki at each agent i ∈ V to achieve a consensual
solution at the O(1/k) rate of convergence given in Theorem 4
in a fully distributed manner. Note, that the variable xˆki is
computed locally by each agent without any additional cost of
communication and a minor addition in cost of computation.
V. NUMERICAL SIMULATIONS
In this section, we present two simulation studies for the
proposed D-DistADMM algorithm. First, we solve a con-
strained `1 regularized distributed logistic regression problem
using the proposed D-DistADMM algorithm and present the
results. Second, we present a performance comparison of
the D-DistADMM algorithm with the existing state-of-the
art algorithms in the literature in solving a distributed least
squares problem. We present the per-iteration residual plots
for all the algorithms. Further, we provide a comparison
based on the CPU time (the amount of time required by
a computer (processor) to execute the instructions) between
D-DistADMM and the other algorithms. We also, report the
empirical distribution of the number of communication steps
required by each agent for getting a solution based on a given
(chosen same for all) tolerance.
Graphs G(V, E) and Weight matrix P: We consider a
network of 100 agents generated using the Erdos-Renyi model
Fig. 1: Plots of the constraint residual of (43) using D-
DistADMM algorithm with for different choices of εk.
Fig. 2: Difference between fi(xˆki ) of (43) and f
∗ with D-
DistADMM algorithm against the number of iterations for
different choices of εk.
[59] with a connectivity probability of 0.2. The weight matrix
P is chosen using the equal neighbor model [54].
Simulation Platform: All the numerical examples in this
section are implemented in MATLAB, and run on a desktop
computer with 16 GB RAM and an Intel Core i7 processor
running at 1.90 GHz.
A. Constrained `1 regularized distributed logistic regression
The objective function of the constrained distributed `1
regularized logistic regression problem considered here has
the following form:
minimize
x
n∑
i=1
ni∑
j=1
log
(
1 + exp
(− yij(a>ijx)))+ µ‖x‖1 (43)
subject to x>x ≤ ri, for all i ∈ V,
where, each agent i ∈ V has ni data samples {(aij , yij)}nij=1,
with, aij ∈ Rp being the feature vector and yij ∈ {−1,+1}
is the binary outcomes (or class labels) of the feature vector
aij . The objective is to learn the weight vector x ∈ Rp based
on the available data {(aij , yij)}nij=1, i ∈ V such that x is
sparse. The parameter µ enforces the sparsity in x. Further,
each agent has a private constraint x>x ≤ ri, i ∈ V . For our
simulation we generate an instance of problem (43) where
each agent has ni = 104 data samples. Each feature vector
aij ∈ R15 and the ‘true’ weight vector xtrue ∈ R15 are
generated to have approximately 40% zero entries. The non-
zero entries of aij and xtrue are sampled independently from a
standard normal distribution. The class labels yij are generated
using the equation: yij = sign(a>ijxtrue + δij), where δij is a
normal random variable with zero mean and variance 0.1. The
parameter µ is set to 0.1µmax, where µmax is the critical value
above which the solution x∗ = 0 (see [31] section 11.2 for the
calculation of µmax). The value of ri in constraints is chosen
as follows: we solve the unconstrained version of (43) with a
centralized solver and denote the solution as x∗c . The constraint
ri is set as ri = (1+ ξi)x∗c , where ξi is drawn from a uniform
distribution on [0, 1]. We use the γ = 1 for the Augmented
Lagrangian. To implement the D-DistADMM algorithm to
solve (43), we used the fast iterative shrinkage thresholding
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Fig. 3: Residual plots of solution to (43) using D-DistADMM
algorithm for different choices of εk.
Fig. 4: Comparison of residuals ‖x
k
i−x∗‖
‖x0i−x∗‖ by iteration between
D-DistADMM with εk = 0.01 and other algorithms.
algorithm (FISTA) [60] for the updates (16) at each agent i.
For the updates (17) we utilize the ε-consensus protocol in
Algorithm 1. We present the results of implementation for
three choices of the sequence {εk}k≥0: (i) εk = 0.01, (ii)
εk = 0.01/k and (iii) εk = 0.01/k2. Fig. 1 shows the plot of
the per-iteration consensus constraint residual ‖x̂k − ŷk‖ for
all the three choices of the εk sequence. It can be seen that
the residual decreases to a value of 10−6 within 70 iterations
for the choice εk = 0.01/k2. Note, that the residual has a
significant decrease (to a value of 10−4, within 70 iterations)
even when a constant εk value of 0.01 is chosen. Fig. 2
presents the difference between the objective value at the
ergodic average of the local xki variables (see remark 4.1)
and the optimal objective value f∗ versus the number of
iterations. The plots suggest that maintaining the variable xki
helps achieve the rate estimates in Theorem 4. Fig. 3 gives
the progress of the per-iteration solution residual
‖xki − x∗‖
‖x0i − x∗‖
by iteration.
Fig. 5: Comparison of residuals ‖x
k
i−x∗‖
‖x0i−x∗‖ by iteration between
D-DistADMM with εk = 0.01/k and other algorithms.
B. Distributed least squares
We focus on the following distributed least squares problem:
minimize
x
1
2
n∑
i=1
‖Aix− bi‖2.
Here, each agent i ∈ V has a measured data vector bi ∈ R102
and a scaling matrix Ai ∈ R100×15. The objective is to
estimate the unknown signal x ∈ R15. The entries of the
matrices Ai, i ∈ V and the observed data bi are sampled
independently from a standard normal distribution N (0, 1).
The unknown signal (or the true state) x also have entries that
are sampled from an i.i.d standard normal distribution.
Algorithms chosen for comparison: We compare the
performance of the proposed D-DistADMM algorithm with
the following algorithms: (i) DGD algorithm of [10], (ii) EX-
TRA algorithm of [17], (iii) Push-Pull algorithm of [20], (iv)
ADMM based algorithm of [36] (which we call decentralized
consensus optimization, abbreviated as DCOADMM), and the
Multi-AgentADMM algorithm of [39]. All the algorithms are
used with a constant step-size.
Fig. 6: Comparison of residuals ‖x
k
i−x∗‖
‖x0i−x∗‖ by iteration between
D-DistADMM with εk = 0.01/k2 and other algorithms.
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Fig. 7: Number of communication steps required by the
proposed D-DistADMM algorithm to reach a residual value
less than 10−6 for three different choices of εk.
Convergence from each agent’s perspective: Fig. 4, 5
and 6 show the trajectories of the residual
‖xki − x∗‖
‖x0i − x∗‖
against
the iteration counter k for εk = 0.01, εk = 0.01/k, and
εk = 0.01/k
2 respectively. For each of the plots it can be
seen that the proposed D-DistADMM algorithm has a superior
performance compared to other algorithms. In particular, the
solution residual in case of D-DistADMM decreases signif-
icantly faster than the all the other algorithms. In case of
εk = 0.01, the D-DistADMM residual decreases to a value
of 10−6 in almost 20 iterations whereas the second best
method Push-Pull takes around 120 iterations to reach the
same residual solution tolerance. For εk = 0.01/k the number
of iterations taken by the D-DistADMM algorithm to reach
a residual of 10−8 is around 30 iterations, while Push-Pull
algorithm takes around 180 iterations. And for the choice
εk = 0.01/k
2 D-DistADMM is again the best performing
method reaching a residual value of 10−10 in around 50
iterations while the next best method takes around five times
250 number of iterations for the same residual value.
Comparison by number of communication steps re-
Fig. 8: Number of communication steps required by the
existing algorithms in the literature method to reach a residual
value less than 10−6.
quired: Here, we provide a comparison between the proposed
D-DistADMM algorithm and other algorithms based on the
number of communication steps required to reach a residual
value of 10−6. We present the empirical distribution of the
number of communication steps over 1000 randomly generated
graphs containing 100 nodes for all the methods. Fig. 7
and Fig. 8 show the empirical distribution of the number of
information exchanges required in case of D-DistADMM for
the three choices of εk and the other methods respectively. The
D-DistADMM takes around 75 − 80 communication rounds
on an average when εk = 0.01. The average number of
communication steps required for the choice of εk = 0.01/k
are around 100. For the case when εk = 0.01/k2 the number
of communication exchanges needed are on an average around
150. The empirical distribution of the number of communica-
tion steps suggests that the proposed D-DistADMM algorithm
has a similar communication requirement as that of ADMM
algorithm of [36] with the constant εk. Further, the commu-
nication requirement in case of εk = 0.01/k2 has a similar
distribution to Push-Pull and EXTRA. The communication
requirement to reach the same residual solution is much higher
for the Multi-Agent ADMM scheme in [39] compared to all
three choices of εk with the D-DistADMM algorithm.
Comparison by CPU computation time required: Now,
we present a performance comparison between the proposed
D-DistADMM algorithm and other methods in terms of the
CPU time required to reach a solution with a residual value
of 10−6 over the same 1000 graphs with 100 nodes as
above when executed on a desktop computer with 16 GB
RAM and an Intel Core i7 processor running at 1.90 GHz.
The amount of time required by a computer (processor) to
execute the instructions of an algorithms is called the CPU
time of that algorithm. Table I provide average CPU time of
the D-DistADMM algorithm along for three different choices
along with other compared methods. Table I illustrates that
D-DistADMM with all the three choices for εk takes lesser
CPU time than other methods to reach a solution with the
desired residual value. This observation agrees with residual
plots shown earlier. As the convergence of the residual is the
fastest in Figs. 4-6 the amount of CPU time required is the
least for D-DistADMM algorithm.
TABLE I: Average CPU time (sec) of the four methods
ALGORITHM CPU TIME [sec]
D-DistADMM [εk = 0.01] 0.339
D-DistADMM [εk = 0.01/k] 0.1781
D-DistADMM [εk = 0.01/k2] 0.2623
EXTRA 0.3509
DGD 1.0697
PushPull 0.3786
DCOADMM 2.18
MultiAgentADMM 2.7281
VI. CONCLUSION AND FUTURE WORK
In this article, we present a novel Directed-Distributed
Alternating Direction Method of Multipliers (D-DistADMM)
algorithm to solve a constrained multi-agent optimization
problem, where the global objective function is the sum
13
f˜(x) =
∑n
i=1 f˜i(x) of n convex functions, with convex
private constraints. The proposed algorithm is to the best
of our knowledge is the first ADMM based algorithm to
solve distributed optimization problems over directed graphs.
The D-DistADMM combines the techniques used in dual
optimization methods along with the ideas in the average
consensus literature. In the D-DistADMM algorithm, each
agent solves a local constrained convex optimization problem
and utilizes a finite-time “approximate" algorithm to update
its estimate of the optimal solution. We establish that the pro-
posed D-DistADMM algorithm converges at a rate of O(1/k)
when the individual functions are convex but not-necessarily
differentiable. The proposed D-DistADMM algorithm elim-
inates the optimization step involving the global variable
in the standard ADMM setup and replaces it with a less
computation intensive ε-consensus protocol which makes it
more suitable for distributed multi-agent systems. To show the
efficacy of the D-DistADMM algorithm we present results of
numerical simulations of solving a constrained `1 regularized
distributed logistic regression problem. We further demonstrate
the superior performance of the D-DistADMMM algorithm
over the state-of-the-art methods in the literature in solving a
distributed least squares problem in terms of both CPU times
and number of iterations required to reach a residual many
orders smaller while not imposing significant communication
requirements as the rest of the proposed methods. Extension
of the D-DistADMM algorithmic framework to networks with
time-delays in communication [51] between the agents and
time-varying connectivity among the agents [61] is a future
work of this article.
VII. APPENDIX
A. Proof of Lemma 1
Define, di,j to be length of the shortest path connecting node
i to node j. To prove the claim we use an induction argument
on di,j . Base case: di,j = 1, Given, s ≥ 0 for all i ∈ V ,
R1i (s) = max
j∈N−i
{
‖ws+1i − wsj‖+R0j (s)
}
.
Therefore, for all j ∈ N−i , wsj ∈ B(ws+1i , R1i (s)). Assume the
claim holds for di,j = k, that is for all j such that di,j ≤ k,
wsj ∈ B(ws+ki , Rki (s)). For any node ` ∈ N−i , on the path
between node i and j with di,j ≤ k+1, we have d`,j ≤ k. By
the induction hypothesis, wsj ∈ B(ws+k` , Rk` (s)). It implies,
‖ws+k` − wsj‖ ≤ Rk` (s). From (22) we have,
Rk+1i (s) ≥ ‖ws+k+1i − ws+k` ‖+Rk` (s).
Using, the triangle inequality,
‖ws+k+1i − wsj‖ ≤ ‖ws+k+1i − ws+k` ‖+ ‖ws+k` − wsj‖
≤ ‖ws+k+1i − ws+k` ‖+Rk` (s)
≤ Rk+1i (s).
Therefore, for any j on the path with di,j ≤ k + 1, wsj ∈
B(ws+k+1i , Rk+1i (s)). Therefore, induction holds. When k =
D, we get the desired result.
B. Proof of Theorem 2
Define the element-wise maximum wk and minimum wk
state variable of the network over all the agents as
wk :=
[
max
1≤j≤n
{
wk1[j]
}
. . . max
1≤j≤n
{
wkn[j]
}]>
,
wk :=
[
min
1≤j≤n
{
wk1[j]
}
. . . min
1≤j≤n
{
wkn[j]
}]>
,
where, wki[j] is the j
th entry of wki . It is proven in [50], [49]
that limm→∞wmD = limm→∞wmD = u˜ = 1n
∑n
i=1 u
0
i . It
implies limm→∞ ‖wmD−wmD‖ = 0. Proceeding in the same
manner as in [49], Theorem 4.2, we get R̂mi ≤ D‖wmD −
wmD‖. Taking limm→∞ both sides we conclude for all i ∈ V ,
limm→∞ R̂mi = 0. This gives the first result. From Lemma 1,
maxi,j∈V ‖wmDi −wmDj ‖ ≤ 2R̂mi . Letting m→∞, gives the
second claim.
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