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CHAPTER1 
OVERVIEW 
This document descr ibes  t h e  algorithms and mechanisms o f  t h e  MODEL 
Processor, which is a software system performing a program wr i t ing  
function.  The MODEL Processor (he rea f t e r  called t h e  Processor) has been 
designed t o  automate t h e  program design, coding and debugging of  
software development, based on a non-procedural spec i f ica t ions  of  a 
program module i n  t h e  MDDEL language. A s  shown i n  Figure 1.1, a program 
module is formally described and spec i f ied  i n  t h e  MODEL language, whose 
statements are then submitted to  the Processor. The set of MDDEL 
statements describing a program module is refe r red  t o  as a 
spec i f ica t ion .  The Processor, performs t h e  ana lys i s  ( including checking 
f o r - t h e  completeness and consistency of t h e  e n t i r e  spec i f ica t ion) ,  
program module design (including generating a flowchart-like sequence of  
events f o r  t h e  module), and code generation functions,  t hus  replacing 
the t a s k s  of  an appl icat ion prograxmer/coder. The Processor 's  
capab i l i t y  t o  process a non-procedural spec i f ica t ion  language is b u i l t  
on appl ica t ion  of  graph theory t o  t h e  ana lys i s  of such spec i f ica t ion  and 
to  the program generation task.  
Another important function of the Processor is t o  i n t e r a c t  with the 
s p e c i f i e r  t o  ind ica te  necessary supplements o r  changes t o  the submitted 
statements. 
The Processor produces a complete PL/1 program ready f o r  
compilation as w e l l  as various repor t s  concerning the spec i f ica t ion  and 
t h e  generated program. The Processor output repor t s  include a l i s t i n g  
of  the spec i f ica t ion ,  a cross-reference report ,  subscr ip t  range report ,  
a flowchart-like repor t  of the generated program, and a l i s t i n g  of  the 
generated program, a l l  t o  be described f u l l y  later. 
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Figure 1.1 The Overall Procedure For U s e  of MODEL 
.Processing of  a spec i f ica t ion  wr i t t en  i n  MODEL by the Processor 
cons i s t s  of four  phases shown i n  the system flowchart of Figure 1.2, 
which is the first refinement of Figure 1.1. Some of  these phases 
represent  adaptations of known bu t  state-of-the-art technology, w h i l e  
other phases involve more novel innovations i n  ana lys i s  o f  the 
specification and in  the design and code generation for the application 
program. 
Each of the four phases depicted in  Figure 1.2 is discussed below. 
Phases 1: Syntax Analysis of the MODEL Eaodule S~ec i f ica t ion  
In t h i s  phase, the provided MDDEL specification is analyzed t o  find 
syntactic and some semantic errors. This phase of the Processor is 
i t s e l f  generated automatically by a meta-processor called a Syntax 
Analysis Program Generator ( SAPG), whose input is syntax rules provided 
through a fonaal description of the MODEL language i n  the EBNF language 
(yet  t o  be discussed). In t h i s  manner, changes t o  the syntax of MODEL 
during development can be mode more easily. 
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Figure 1 .2  Phases of the MODEL 11 Processor 
A further task of this phase is to store the statements i n  a 
simulated associative memory for ease i n  later search, analysis, and 
processing. Some needed corrections and warnings of possible errors are 
also produced i n  a report for the user. Also, a cross-reference report 
is produced. 
A descr ip t ion  of  the syntax and statement ana lys i s  phase is covered 
i n  d e t a i l  i n  Chapter 3, 
Phase 2: Analysis of MODEL Smci f i ca t ion  
I n  this  phase, precedence re la t ionsh ips  between statements are 
determined from ana lys i s  o f  the MODEL data and a s se r t i on  statements. 
Ths spec i f i ca t ion  is analyzed t o  determine the consistency and 
completeness of teh statements. Each MODEL statement may be considered 
to  be an independent stand-alone s ta tenent .  The order of the u s e r ' s  
statement is of no consequence. However, i n  ana lys i s  of  the stataments, 
precedenece re la t ionsh ips  are determined based on statement components. 
These re la t ionsh ips  are used t o  form the nodes and directed edges of  an 
array uraph ( y e t  t o  be discussed) on which completeness, consistency, 
ambiguity, and f e a s i b i l i t y  of construct ing a program can be checked. 
Various omissions or e r r o r s  are corrected automatically, espec ia l ly  i n  
connection with use of  subsc t ip t s .  Fteports are produced for t h e  user  
ind ica t ing  the data, asser t ions ,  o r  decis ions  that have been made by the 
Processor, o r  contradict ions  that have been found. I n  addit ion,  a 
repor t  showing the range of each subscript is generated. 
Ekplamation of th is  process is covered i n  Chapter 4 and 5. 
Phase 2 Automatic Program Design and Generation of Sequence 
Control Losic 
This phase o f  the Processor determines t h e  sequence'of execution of  
a l l  events and i t e r a t i o n s  implied by the spec i f ica t ion ,  using graph 
theory techniques. It determines also the sequence and cont ro l  logic of 
the desired program. The r e s u l t  of th is  phase is a flow of  events, 
sequenced i n  t h e  order of execution. l'hus, t h e  output of t h i s  phase is 
similar t o  a program flowchart-like repor t .  A t  the end of this  phase it 
is also possible  t o  produce a formatted report of the spec i f ica t ion .  
This phase is presented i n  detail i n  Chapter 6. 
Phase 4: Code Generation 
AT this  point  i n  the process it is necessary t o  generate, tailor, 
and i n s e r t  t h e  code i n t o  the e n t r i e s  of t h e  flowchart to  produce the 
program. I n  pa r t i cu l a r ,  read and write input/output commands are 
generated whenever t h e  flowchart ind ica tes  t h e  need f o r  moving records. 
The as se r t i ons  are developed i n t o  PL/1 assignment statements. Eherever 
program i t e r a t i o n s  and o the r  con t ro l  s t ruc tu re s  are necessary, program 
code f o r  t h e m  is generated. Declarations f o r  object program d a t a  
s t ruc tu re s  and var iab les  are generated. Code is also generated f o r  
recovery f r o m  program f a i l u r e s  when bad data is encountered during 
program execution. The product of th is  phase is a complete program i n  a 
high l e v e l  language, PL/1, ready for compilation and execution. A 
l i s t i n g  of  the generated program is produced. 
The remainder of th is  report expands on the above mentioned phases. 
Chapter 2 discusses the syntax and semantics of each type of MODEL 
statements. Figure 1.3 provides a tree diagram of the major modules. 
The name of the modules in  th is  diagram are referenced throughout the 
remainder of th i s  report wherever the corresponding task is explained. 
As seen at the top of Figure 1.3, a MONITOR governs the execution of the 
different phases of the Processor, and does not all- succeeding phases 
t o  proceed without the success of the previous phases. A t  the second 
level of Figure 1.3, the major phases of the Processor are named (1) S A P  
( Syntax Analysis Program ) , Chapter 3 ; ( 2 ) NETGEN ( Network Generation ) 
and NETANAL (Network Analysis ), Chapter 4 and 5; ( 3 ) SCHEDULe ( Schedule 
events and generate flowchart), Chapter 6; and ( 4 )  CODEGEN (Code 
Generation), Chapter 7 .  Below th i s  level of Figure 1.3, the diagram 
shows the names of the modules subordinate t o  each of these phases. 
Each of these subroutines is discussed throughout th i s  report. 
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CHAPTER2 
SYNTAX AND SEMWTICS OF THE MODEL IANGUAGE 
2 . 1  Sl'RKTURE OF A PWX1'RAM SPECIFICATION 
A program spec i f ica t ion  wr i t ten  i n  the mDEL language cons i s t s  of 
three major parts: program header, d a t a  descr ipt ion,  and asser t ions .  
The program header specifies the name of the program and t h e  external 
files which s t o r e  t h e  input o r  output data of the program. The da ta  
descr ip t ion  statements are used t o  specify  the da t a  s t ruc tu re  of  the 
input or output files and the s t ruc tu re  of the intermediate r e s u l t s .  
The as se r t i ons  are used t o  def ine the values of  the intermediate o r  
output var iab les  specif ied i n  the data descr,iption statements. Although 
the user  is encouraged to  group statements together  and order  the parts 
i n  the sequence mentioned above, t h e  statements i n  a program 
spec i f ica t ion  can be put i n  any order,  i.e. t h e  order  of the statements 
is i r r e l evan t  to  the meaning of the spec i f ica t ion .  That is one reason 
why we call MODEL a non-procedural progranming language. I n  this  
sec t ion  we discuss the statements i n  the program header. W e  w i l l  
d iscuss  i n  sec t ion  2.2 the da t a  descr ipt ion statements, and i n  sect ion 
2.3 the syntax and the semantics of  the asser t ions .  W e  w i l l  d iscuss  i n  
sec t ion  2 .4  the use of cont ro l  var iables .  
Only the basic MODEL language is described here. Short-hand and 
high l e v e l  dialects are not described as they are always t r ans l a t ed  
automatically i n t o  the basic language. The syntax ru l e s  of the MDDEL 
statements w i l l  be defined with extended BNF notation.  I d e n t i f i e r s  
enclosed by the angle brackets ( ' c '  and ' > ' )  are non-terminal symbols. 
me metasymbols used include: 
1. : :=, it is read as ' is-def ined-by ' . 
2.  [ . . . I ,  a pair of  square brackets is used t o  enclose a s t r i n g  which is 
optional . 
3.  1 ,  a v e r t i c a l  bar is used to  separate a l te rna t ives .  
4. (...)*, a pair of  braces followed by an asterisk is used t o  enclose a 
s t r i n g  which can repeat any times ( including zero). 
The program header cons i s t s  of th ree  types of statements, namely 
the module statement, the source f i le  statement, and the tarset f i le  
statement. 
Module Statement 
The syntax rule f o r  t h e  module statement is as follows. 
<module-statement > : : = 
MOD- : < i d e n t i f i e r >  ; 
The user-chosen i d e n t i f i e r  is used as the name of the program being 
spec i f i ed  . 
Source F i l e  Statement 
The syntax r u l e  f o r  the source f i le  statement is as follows. 
t source-f i le-statement > : : = 
SO- [ FILES I FILE ] : < i d e n t i f i e r >  { , < i d e n t i f i e r >  )* ; 
The source f i le  statement c o n s i s t s  o f  a list names of f i l e s  which 
serve as the input  files of  the program. The source files are assumed 
s to red  i n  external s to rage  devices.  
Taruet  F i l e  Statement 
The syntax rule f o r  the t a r g e t  f i le  statement is as follows. 
<target4 ile-statement > : : = 
TARGET [ FILES I FILE 1 : < i d e n t i f i e r >  ( , < i d e n t i f i e r >  ) *  ; 
The t a r g e t  f i le  statement lists the names o f  files which serve as 
the output  files of  the program. The output files are assumed t o  be on 
e x t e r n a l  s t o r age  and they  serve t o  r e t a i n  the computation r e s u l t  f o r  
f u t u r e  use. 
2.2 DATA DESCRIPTION STATEMENTS 
I n  a non-procedural programming language every va r i ab l e  can only  
have a s i n g l e  value.  Therefore, d i f f e r e n t  va r i ab l e  names should be 
declared for d i f f e r e n t  data involved i n  the computation. The d a t a  
s t r u c t u r e s  i n  external files, o r  the schemata of  files, can be described 
i n  MODEL w i t h  d a t a  descr ip t ion  satatements.  Ingically related va r i ab l e s  
may also be grouped toge ther  as i n  PL/I. The u se r  must also declare the 
data types  o f  the components of a va r i ab l e  i n  d a t a  descr ip t ion  
statements.  The MODEL language has  been designed t o  r e l i e v e  the use r  of 
concern for 1/0 cont ro l .  I n  general ,  1/0 can be a complicated part of  a 
p r o g r m i n g  language. A few simple mechanisms have been included i n  the 
data desc r ip t i on  statements t o  ease the 1/0 programming t a sk .  Examples 
include the a b i l i t y  t o  descr ibe  f i le  organizat ion and to  ind i ca t e  a key 
field for direct accessing a record. I n  s ec t i on  2.2.1 we w i l l  d i scuss  
the' way t o  spec i fy  the d a t a  type of a var iab le ;  i n  s ec t i on  2.2.2, the 
way t o  descr ibe  data aggregates; and i n  s ec t i on  2.2.3, the mechanisms 
used for 1/0 related programming. 
2.2.1 DATA '1YPES 
The smallest u n i t  of  data i n  a program is a field. A field may 
contain a datum o f  some type supported by t h e  MODEL language. The 
ava i lab le  data types includes p ic ture ,  character, b i t  s t r i ng ,  and 
numbers. It is the use r ' s  respons ib i l i ty  t o  select a d a t a  type for each 
f i e l d .  
Field  Declaration Statement 
The syntax r u l e  f o r  a field declarat ion statement is as follows. 
< f i e ld-dec la ra t  ion-statement > : : = 
< i d e n t i f i e r >  [ IS ] < f i e l d >  <data-type, ; 
<field> : := FLD I PIELD 
<data-type, ::= <type> <leng-specs 
eleng-spec, : := ( <ma-length, [ : tmax-length, ] ) 
emin-length, ::= <in teger>  
<type>::= cpic-deso I <string-spec, I <nun-spec, 
<pic-desc> ::= <pic-type> * < s t r i n g >  * 
<pic-type> ::= PIC I PICTURE 
<string-spec, ::= CHAR I CHARACTER I BIT I NUM I NTJMERIC 
<nun-spec, ::= <nun-type) [ < f i x f l t >  ] 
<nun-type, ::= BIN I BINARY I DEC I DECIMAL 
< f i x f l t >  ::= FIX ( FIXED 1 PL 1 FIXlAT I FLT 
tmax-length, r : =  <in teger>  
A character s t r i n g  may be of fixed length o r  var iab le  length. For 
a fixed length character s t r i n g  t h e  length i n  byte u n i t s  should be 
spec i f ied  gn the type declarat ion.  A var iab le  length character s t r i n g  
is spec i f ied  through declar ing the range of the possible  length of the 
s t r i n g .  When a field X of  var iab le  length s t r i n g  occurs i n  an input 
file, its length should be specif ied by an associated cont ro l  var iab le  
ca l l ed  LEN.X. 
Example : 
A IS FIELD CHAR( 6 )  ; 
B IS PIELD CHAR(0:lO); 
The field A is a s t r i n g  of s i x  characters and the field B is a 
var iab le  length character s t r i n g  with maximum length ten .  The actual 
length of the f i e l d  B should be specif ied by a cont ro l  var iab le  ca l l ed  
LEN.B i n  some asser t ion .  
The ava i lab le  operations for manipulating character s t r i n g s  include 
lexicographic comparison, concatenation, and ex t rac t ing  substr ing.  The 
discussion for the character s t r i n g  is also applicable t o  the b i t  s t r i n g  
d a t a  type. 
The data types for numeric d a t a  include p ic ture ,  f l oa t ing  point  
decimal, f l oa t ing  point  binary, fixed point  decimal, and fixed point 
binary. The operations applicable t o  numeric d a t a  are arithmetic 
operations,  comparison, and condi t ional  def in i t ion .  It should be noted 
that t h e  p i c tu re  and character  typed var iables  have a pr in tab le  
representation.  Therefore, it is s u i t a b l e  f o r  d a t a  contained i n  
repor t s .  Other numeric d a t a  types are general ly  used f o r  t h e  d a t a  
s tored  i n  t h e  computer system. The PL/I t a r g e t  language incorporate 
extensive type conversion and therefore t h e  user is general ly  re l ieved 
of  th is  concern. 
Usually t h e r e  are two ways to  group log ica l ly  r e l a t ed  data together  
t o  form d a t a  s t ruc ture .  An array contains homogeneous d a t a  elements and 
a s t ruc tu re  contains heterogeneous d a t a  elements. I n  MODEL a 
generalized d a t a  aggregate can be used t o  specify  a r rays  and s t ruc tures .  
The data aggregate is called a group o r  a record i n  MODEL language. 
Group Declaration Statement 
The syntax r u l e  f o r  t h e  group dec la ra t ion  statement is as follows. 
<groupdeclaration-statement, ::= 
< i d e n t i f i e r >  [ IS ] <group> ( <member-list> ) ; 
<group> ::= GRP I GROUP 
<member-list, : := <member> { , <member> )* 
::= < i d e n t i f i e r >  [ ( <occspec> ) ] 
<occspec> ::= * I <minocc> [ : tmaxocc, ] 
<minocc> ::= <in teger>  
ttnaxocc> ::= <in teger>  
I n  the group declarat ion statement an i d e n t i f i e r  is declared as a 
d a t a  group which contains a list of  members. Each member  may opt iona l ly  
repeat some number of  times. If a member repeats, it is considered as 
an a r r ay  of one dimension more than the group containing it. There are 
t h r e e  ways t o  spec i fy  t h e  number of  r epe t i t i ons  over a dinension of an 
array.  I f  the number of  r epe t i t i ons  is a constant,  then the constant 
can be spec i f ied  along w i t h  the a r r ay  name. When the number of 
r epe t i t i ons  is not f ixed but  the user  knows t h e  maximum of it, he  can 
spec i fy  a range f o r  the number of  r epe t i t i ons  i n  the group statement. 
If the user  does not know t h e  maximum, i.e. where the maximum is an 
unknown l a rge  value, he can denote the range by an asterisk. When the 
number of r epe t i t i ons  is not a constant,  it can be defined through some 
con t ro l  var iab les  w i t h  keyword p r e f i x  such as SIZE or END ( r e f e r  t o  
s ec t ion  2.4) o r  de f in i t i on  may be omitted i f  it can be detected based on 
an end-of-f i l e  indicat ion.  
The members of  a d a t a  group can be fields, or some o ther  d a t a  
groups. A data group may be declared as an a r r ay  of arrays .  In  order 
t o  reference a u n i t  datum of it, the user  has t o  supply as many 
subscr ip t s  as the number of  a r ray  dimensions. Thus t h e  member f i e l d  
becomes a multi-dimensional array.  
Example : 
A IS GROUP (B, C(10)) ; 
B IS FIELD CHAR(6) ; 
C IS GROUP ( D ( 5 ) ,  E(1:50), I?(*)) ; 
where i d e n t i f i e r  A is declared as a data group containing t w o  
members B and C. Let  US assume that A is a zero dimensional var iable .  
Since C repeats, it is a one dimensional array.  I d e n t i f i e r  C contains 
t h ree  umbers, D, E, and F . The member D repeats f i v e  times, and t h e  
member E may repeat  a number o f  times from one t o  f i f t y .  The member F 
has a unknown number of repe t i t ions ,  so an asterisk is specif ied as its 
number o f  r epe t i t i ons ,  A l l  t h e  members of  data group C are two 
dimensional arrays. 
2.2.3 1/0 RELATED DATA AGGREGATES 
I n  a MDDEL specif icat ion,  the user  descr ibes  the s t ruc tu re s  of the 
data files with da t a  descr ipt ion statements. The mDEL processor 
generates 1/0 statemsnts automatically f o r  the source and t a r g e t  files 
o f  the program based on t h e  information i n  d a t a  descr ipt ion statements. 
The record declarat ion statement is syn tac t i ca l ly  similar t o  the 
group dec la ra t ion  statement. The only difference is that the keyword 
GROUP is changed to  RECORD. A record corresponds t o  a u n i t  of data 
which can be physical ly  t ransfer red  between ex te rna l  f i l e  and main 
w r y *  
The f i le  is t h e  highest-level data s t ruc tu re  which could be 
declared i n  a MODEL spec i f ica t ion .  It is not allowed t o  have a 
s t ruc ture ,  above t h e  f i le .  A fi le s t ruc tu re  may cons is t  of substructures  
declared w i t h  group, record, o r  f i e l d  statements. A w e l l  s t ructured 
file dec la ra t ion  w i l l  have the f i l e  e n t i t y  on the t o p  leve l .  Its 
immediate descendants ( i.e. members) can be declared either as groups 
or records. The groups may contains groups, records, o r  fields. 
F ina l ly  on the lowest l e v e l  i n  the f i le  s t ruc tu re  the data should be 
declared as f i e l d s .  
F i l e  Declaration Statement 
-
The syntax r u l e  f o r  the f i le dec la ra t ion  statement is as follows. 
<fi ledeclarat ion-s ta tement ,  ::= 
c ident i fe r ,  [ IS ] FILE [ NAME ] <file-desc, 
( <member-list* ) ; 
<file-desc, ::= 
[ KEY [ NAME ] [ IS ] < i d e n t i f e n  1 
[ ORG [ IS ] <or-type> ] 
corg-type* ::= SAM I ISAM 
i 
A file may have the KEY a t t r i b u t e  specif ied.  I n  that case, the 
records i n  the f i le  are accessed by a part of the record contents.  If a 
f i l e  is keyed, there can only be one record type i n  the f i le  s t ruc tu re  
and one of t h e  f i e l d  i n  the record should be declared as t h e  key for 
accessing the record. Two types  of  f i l e  organization are supported by 
the MODEL language, namely the sequent ia l  files and the index sequent ia l  
files. A record i n  an index sequent ia l  f i l e  can be accessed faster than 
i n  a sequent ia l  f i le  i f  direct accessing is necessary. 
MODULE: MINSALE; 
SOURCE: 'PRAN, INVEN; 
TARGET: SLIP,  INVEN; 
TRAN IS FILE (SALEREC(*)); 
SALeFtEC IS RECORD (CUST$,STOCKS,QUANTITY); 
C U W  IS FIELD(CHAR(5)); 
sToCKs IS FIELD(CXAR(8)); 
QUANTITY IS FIELD(CHAR(3)); 
INVEN IS FILE ( INVREC ) 
KEY STOCKS 
ORG ISAM; 
INVREC IS RECORD(slDcxs,SALPRICE,QOH); 
srocK$ IS FIELD(CEiAR( 8 ) ); 
SALPRICE IS FIELD(NuMERIC( 5 ) ); 
QOH IS FIELD( NUMERIC( 5 ) ) ; 
S L I P  IS FILE (SLIPREC( *) ); 
SLIPREC IS RECORD ( C U S T $ , ~ , Q U A N T , P R I C E , ~ ) ;  
CUST$ IS FTD (-12)); 
STYXXS IS FfELD(CHAR(16)); 
QUANT IS FIELD ( P I C '  ( 11 )Z9 ' ); 
PRICE IS F I  ELD ( P I C  ' ( 11 )Z9 * ) ; 
CHARC;E IS FIELD ( P I C ' ( l l ) Z g t ) ;  
2.3 ASSERTIONS 
Data descr ip t ion  statements def ine the d a t a  s t ruc tu re s  of the 
va r i ab l e s  involved i n  a computation. However, the values of  the 
var iab les  are defined e i t h e r  automatically by input files or manually by 
asser t ions .  Basical ly  an a s se r t i on  is an equation. On the left hand 
s i d e  of the equal  s ign  there should be either a simple var iab le  or a 
subscr ipted a r r ay  name which references an array element. On the r i g h t  
hand side there can be any ar i thmetic  or log ica l  expression whose value 
is used t o  def ine t h e  var iab le  on the left hand side. The cur ren t  
r e s t r i c t i o n  is that the asser t ion  can only be used to  def ine  the value 
of a field. Operations on t h e  higher l e v e l  d a t a  s t ruc tu re s  are proposed 
t o  be t r ans l a t ed  i n t o  basic operations [PNPR 801. 
2 . 3 . 1  SIMPLE AND CONDITIONAL ASSERTIONS 
There are two kinds of  asser t ions  which can be used t o  def ine  the 
value of a var iable ,  namely simple as se r t i on  and condi t ional  asser t ion .  
The as se r t i ons  have the same syntax as an assignment statement and a 
condi t ional  statement i n  the P L / I  language, respect ively.  A l l  the 
ar i thmet ic  and logical operations can be used i n  composition of 
expressions. I n  addit ion,  t h e  condi t ioqal  expression of  AIGOL language 
can be used . in  coaaposing the expression. 
Simple Assertion 
The syntax r u l e  f o r  the asser t ion  is as follows. 
<asser t ion> ::= <simple-assertion, 1 <conditional-assertions 
<simple-assertion, ::= <variable> = <expression> ; 
<variable> ::- <simple-variable, I (subscripted-variable, 
The var iab le  name on the left hand s i d e  of an a s se r t i on  is called 
t h e  target var iab le  of  t h e  asser t ion  as its value is defined by t h e  
asser t ion .  A l l  the var iab les  on t h e  r i g h t  hand s i d e  are called the 
source var iab les  of  t h e  asser t ion  s ince their values are used t o  
ca l cu l a t e  the value of the t a r g e t  variable.  I n  the examples shown 
below, a condi t ional  expression is used t o  def ine the value of var iab le  
M. 
Example : 
1 ) A = B + 5 ;  
2 )  X(1,J) = 4 * I + J ; 
3 )  M = LF OK THEN 5 ELSE 0 ; 
Conditional Assertion 
The syntax of  the condi t ional  asser t ion  is similar t o  that of an IF 
statement i n  PL/I. 
< condit  ional-assert  ion> : : = 
IF <boolean-expression, THEN <asser t ion> 
[ ELSE <asser t ion> ] 
The condi t ional  a s se r t i on  has two branches, one after t h e  keyword THEN 
and the o the r  after the keyword ELSE. These two branches are 
se l ec t ive ly  executed according t o  t h e  t r u t h  value o f  a boolean 
expression. Since the purpose of  an asser t ion  is to  def ine the value of 
a var iable ,  there can only be one t a r g e t  var iab le  i n  an asser t ion .  In  
any case the two branches should def ine t h e  same t a r g e t  var iable .  
Therefore, t h e  t a r g e t  var iab le  i n  any branch of a condi t ional  asser t ion  
should always be the same. It should be noted that the ELSE branch of a 
condi t ional  a s se r t i on  is optional.  I f  it is omitted, the t a r g e t  
var iab le  may be undefined i n  some cases. 
Example : 
1) IF I < 5 THEN A ( 1 )  = B(1) ; 
ELSE A ( 1 )  = B(1) + 2 ; 
2 )  IF END.X(J) THEN B = X ( J )  ; 
2.3.2 SUBSCRIPT EXPRESSIONS 
The var iab les  used i n  asser t ions  are e i t h e r  simple var iab les  or 
subscripted var iables .  A specific element of an N dimensional a r ray  can 
be referenced w i t h  t h e  a r ray  name followed by N subscr ipt  expressions. 
I n  the following we w i l l  d iscuss  how the subscr ipt  expressions are 
formed and how they  are used i n  composing the asser t ions .  
Subscript  expressions are composed of  ordinary var iables ,  subscr ip t  
var iab les ,  and constants  w i t h  arithmetic operations.  The subscr ip t  
var iab le  is a special kind of var iab le .  It does not have s t r u c t u r e  and 
it does not hold one specific value. Instead, a subscr ip t  va r i ab l e  
assumes in teger  values i n  a range from one up t o  some pos i t i ve  integer .  
If the range for a subscr ipt  var iab le  is f ixed i n  the whole program 
spec i f ica t ion ,  then the subscr ipt  var iab le  is called a alobal subscr ipt .  
On the other hand, i f  the range f o r  a subscr ip t  var iab le  is t o  be 
determined for each asser t ion ,  the subscr ipt  va r i ab l e  is called a local 
subscr ivt .  There are t e n  system predefined local subscr ip t s  named SUB1, 
SUBZ, ..., up to  SUB10. There are two types of  global  subscr ip t s .  One 
of t h e m  has the form of qual i fying the name of  a repeating data 
s t r u c t u r e  prefixed w i t h  the keyword F O ~ E A C H .  The o the r  is created by 
declar ing an i d e n t i f i e r  as a global  subscr ip t  w i t h  the subscr ip t  
statement. 
Subscript  Declaration Statement 
The syntax rule for the subscr ip t  dec la ra t ion  statement is as 
follows. 
<subscript-declaration-statement> ::= 
< i d e n t i f i e r >  IS <subscript> [ ( <occspec> ) ] ; 
<subscr ip t>  ::= SUBSCRIPT I SUB 
The subscr ip t  expressions are classified i n t o  the following types 
acc.ording t o  their fonns. I n  the following, let  I denote a subscr ip t  
var iable ,  c and k denote non-negative integers ,  and X denote an indirect 
indexinq vector( r e f e r  t o  sec t ion  4.2.2.2.) Subscript  expressions may be 
classified as follows: 
1) I, 
2 )  1-1, 
3 )  I-k, where k> l ,  
4 )  none of the o ther  types, 
5 )  X(I)  
6 ) X( I-c )-k, where c+k=l, 
7 )  X(1-c)-k, Where c+k>l.  
The range of a global  subscr ip t  var iab le  i n  an a s se r t i on  may be 
declared i n  a subscr ipt  dec la ra t ion  statement. If not declared, the 
range is derived from an a r r ay  dimension i n  which the subscr ip t  var iab le  
has been used i n  a type 1, 2, o r  3 subscr ip t  expression. 
Example : 
1 )  I IS SUBSCRIPT (10)  ; 
B ( I )  = A(I)  ; 
A g loba l  subscr ipt  I is declared i n  the subscript dec la ra t ion  
statement and t h e  range of  the value of I is from one t o  t en .  I n  the 
asser t ion ,  the global subscr ipt  I w i l l  assume the in teger  values i n  
the range declared i n  the subscr ip t  dec la ra t ion  statement. 
2 ) FACP(SUB1) = IF  SUBl=l THEN 1 
ELSE SUB1 * FAcT(SUB1-1) ; 
The range of the local subscr ipt  SUBl w i l l  be the same as that 
of the first dimension of  array FACT because the subscr ipt  SUBl 
occurred i n  the term FACT(SUB1) is i n  a form of  type 1 subscr ipt  
expression. 
Orhe use o f  subscr ipt  var iab les  a l l o w s  w t o  def ine al l  t h e  elements 
of  an a r r ay  i n  one asser t ion.  I n  t h e  second example above, t h e  whole 
vector  FACT is defined by t h e  same asser t ion.  
For ml t i -d imens iona l  arrays ,  subscr ipt ing a r ray  var iab les  m y  
become tedious.  We have adopted the following convention t o  allow users  
to  o m i t  subscr ip t s  i n  a r ray  references.  When a l l  the ar ray  references 
i n  an a s se r t i on  have the same leftmost subscr ipt  expression, which is a 
type 1 subscript and when the subscr ipt  is not otherwise referred t o  i n  
the asser t ion ,  then t h e  subscr ipt  can be omitted from the asser t ion  
systematically. For example, the following three asser t ions  are 
equivalent. 
al: A(I,J,K) - 2 * B(I,J,K) + C(1,J) ; 
a: A(J,K) - 2 * B(J,K) + C(J) ; 
a3r A(K) = 2 * B(K) + C ; 
2.4 m L  VARIABLES 
Sometiares it is necessary t o  refer t o  a t t r i b u t e s  of  the data, such 
as the number of  repe t i t ions ,  the length, or the key for accessing a 
record in '  an index sequent ia l  f i l e .  I n  order t o  allow reference to  .such 
a t t r i b u t e s ,  a number of cont ro l  var iab les  are included i n  the MODEL 
language. Since the cont ro l  var iab les  are always related t o  some 
var iable ,  they have a form of  a qua l i f ied  var iable ,  with the name of the 
var iab le  as t h e  s u f f i x  and one of severa l  reserved keywords as t h e  
pref ix .  I n  the following we w i l l  ass- that X is a var iab le  name 
declared i n  some da t a  descr ipt ion statement. The cont ro l  var iab les  
which can be formed f r o m  X are discussed below.  
If X is a repeating member of som data s t ruc tu re ,  the user  can 
specify t h e  range by def ining t h e  value of a cont ro l  var iab le  ca l led  
S1ZE.X. It should be noted that X may be a multi-dimensional array.  
S1ZE.X def ines  only t h e  range of  its rightmost dimension. The ranges of  
t h e  o the r  dimensions have t o  be defined separately .  
S1ZE.X is a var iab le  of in teger  type. Its value is used to  specify 
t h e  number of  r epe t i t i ons  of  the rightmost dimension of a r ray  X. If 
X(I l , I2 ,  ..., I n )  is an n dimensional array where I1 occurs on the m o s t  
s i gn i f i can t  dimension and I n  on the least s ign i f i can t  dimension, then 
t h e  con t ro l  var iab le  SIZE .X( I1,12, . . . , Ik  ) should be a k dimensional 
a r r ay  w i t h  O<=ktn. The first dimension of S12Z.X has the same range as 
the f i r s t  dimension of a r ray  X, the second dimension has the same range 
as the second dimension of  a r ray  X, and so on. The value of S1ZE.X 
cannot be a function of any subscr ipt  I i  w i t h  k<ic=n. For every n-1 
tup le  ( I ,  12 , . . . , I n -  which corresponds t o  a possible  combination of  
WK IS  GROUP (WKG(*)) ; 
WKG IS GROUP (kRU,wK2) ; 
(M,N,GCD,kRU,WK2) IS FIELD NUM(4) ; 
wKl(SUB1) = IF  SUB1=1 THEN M 
ELSE IF WK1( SUB1-1) >WKZ( SUB1-1) THEN 
WK1( sUB1-1 )-wK2( SUB1-1) 
ELSE WK2(SUBl-1) ; 
WK2(SUB1) = IF SuE1=1 THEN N 
ELSE IF WK1( SUB1-1) >WKZ( SUB1-1) THEN 
WK2( SUB1-1) 
ELSE WKl(SUB1-1) ; 
END. WKG( SUB1 ) = wKl( SUB1 )=WK2( SUB1 ) ; 
IF END.WKG(SUB1) THEN GCD = WKl(SUB1) ; 
If X is a record of a keyed input f i le  F, the instances  of the 
record X can be selected and ordered according to  the value of a cont ro l  
var iab le  PO1NTER.X. The cont ro l  var iab le  PO1NTER.X has the same number 
of  dimensions and the same shape as the array X. For every value i n  the 
con t ro l  var iab le  POINTEX.X, a record instance i n  the f i le  F w i t h  that 
key value w i l l  be presented i n  the corresponding element of a r r ay  X. In  
order  t o  use POINTER cont ro l  var iab le  f o r  s e l ec t ing  and ordering the 
records i n  a keyed file, one of  t h e  f i e l d  i n  records should be declared 
as a key i n  the f i le .  dec la ra t ion .  statement. The' content of the POINTER 
con t ro l  var iab le  is used as the key t o  access the corresponding record 
from the keyed f i l e .  
A keyed f i le  may e i t h e r  have sequent ia l  or index sequent ia l  
organization.  I f  t h e  f i le  is index sequential ,  the records s tored  i n  
the f i le  may be i n  any order. However, i f  the file is ac tua l ly  a 
sequent ia l  file, then t h e  records have to  be sorted i n  an ascending 
order  according t o  the key field and the keys used t o  access t h e  records 
should a l s o  be sor ted  i n  the same order.  This is an implementation 
r e s t r i c t i o n .  Without this  r e s t r i c t i o n  we can not read a l l  the records 
we want f r o m  t h a t  f i l e  i n  one pass. 
When a keyed f i le  is declared as a source and a t a r g e t  file, the 
target f i le  w i l l  be an updated version of  the source f i le.  Ef fec t ive ly  
only the records being selected may be modified. For the rest of the 
f i le  they are kept i n t a c t  i n  the t a r g e t  f i le.  This mechanism makes the 
update of sequent ia l  or index sequent ia l  f i le  much easier t o  specify.  
Since a key value may occur more than once i n  the POINTER array,  the 
corresponding (one)  record w i l l  be accessed, possibly updated, and 
wr i t t en  out  severa l  times. I n  order  to  make sure  every update t o  the 
same record is e f f ec t ive ,  the updates have t o  be done sequent ia l ly .  W e  
can envisage that a new version of the keyed f i le  is created after one 
record is updated and every update is done on the most recent  version of 
the f i l e .  
Example : 
In the following MODEL specification a source f i l e  INVEN is 
declared aa a keyed f i l e .  STOCKS in the record INVREC is the key field 
of INVEN f i l e .  Since the control variable POINTER. INVREC is equal t o  
the field STK i n  f i l e  TRAN, the INVREC records w i l l  be ordered according 
t o  the values i n  the SmC field. 
MODULE: MINSALE i 
SOURCE: TFtAN, INVEN i 
TRAN IS FILE (SALEREC(*)) ; 
SALEREC IS RECORD (CUSTS,STK,QUANTITY) ; 
CUSP$ IS PIELD(CHAR(5 ) ) ; 
STK IS PIELD(CHAR(8)) ; 
QUANTITY IS FIELD( CHAR( 3 ) ) ; 
INVEN IS FILE ( INVREC( *)  ) 
KEY STOCKS 
ORG ISAM ; 
INVFtEC IS RECORD( STOCI(S, SALPRICE , QOH ) ; 
SToCKs IS PIELD(CHAR(8)) ; 
SALPRICE IS FIELD(NUMERIC(5 )) ; 
QOH IS PIELD(NOMERIC(5 ) ) ; 
If X is a record i n  a keyed f i l e ,  then it is accessed through the 
value of a POINTER control variable. . x t  may happen that the key value 
used t o  access the record does not match with any record. The accessing 
would f a i l .  The user may t e s t  the value i n  a control variable called 
F0UND.X t o  find out whether a record with some specific key exists or 
not. This infonaaton may be used t o  decide whether a new record should 
be added into the f i l e  or an old record should be updated. The control 
variable F0UND.X has the same shape as array X and PO1NTER.X. Its data 
type is boolean. 
LEN. X 
If  X is a field i n  some record and its data type is variable length 
character string, then the actual length of X is specified by the 
control variable LEN.X which is used t o  disassemble the input or output 
records. Corresponding t o  every element of array X, there is an element 
i n  LEN.X. The values i n  the array LEN.X are integers. We can use any 
integer type expression t o  define LEN.X. The only restriction is that 
the content of LEN.X should not depend upon any data physically 
positioned in a record af ter  the data field X. 
If X is a field i n  an input sequential f i l e ,  the control variable 
-.X can be used t o  denote the same field i n  the next physical record 
of the f i l e .  Although the next record usually means the record with a 
subscript value one larger than the current record, it may not be true 
when the current record is the las t  record in some group. The problem 
is caused by t h e  f a c t  t h a t  t h e  user  is deal ing with s t ruc tured  da t a  bu t  
t h e  real d a t a  i n  t h e  ex te rna l  f i le  is i n  a l i n e a r  form. Sometimes t h e  
information used t o  transform a sequence of records i n t o  a s t ruc tured  
form can only be conveniently expressed i n  t h e  way t h a t  t h e  records are 
physical ly  contiguous. For example, we may want t o  compare t h e  value of 
a key f i e l d  i n  t m  adjacent records t o  determine whether a record is t h e  
last record i n  a group or not. The f a c t  t h a t  t h e  cur ren t  record and t h e  
next record may or may not be i n  t h e  same group causes t rouble  i n  
referencing t h e  next record. 
Suppose t h e  records i n  a t ransac t ion  f i le  contain  a customer number 
and some re levant  information and t h e  records are sor ted  according t o  
t h e  value of t h e  customer number f i e l d .  W e  may use t h e  following 
spec i f i ca t ion  t o  descr ibe t h e  d a t a  s t ruc tu re .  
TRANSACPION IS  FILE ( CUSTOMER( * ) ) ; 
CUSTOMER IS  GROUP (TRANS-REC( * ) ) ; 
TRANS-REC IS  RECORD ( CU-NO, 1NE.ORMATION ) ; 
CU-NO IS FIELD ( PIC ' 99999999 ' ) ; 
I IS  SUBSCRIPT ; 
J IS SUBSCRIPT ; 
END.TRANSSREC(I,J) = 
C U S P O ~ N O ( I , J ) A = N E X P . C U S T O ~ N O ( I , J )  ; 
The term ~ . C U S T O ~ N O ( I , J )  i n t h e  last a s se r t i on  can not be 
replaced by C U S X ) ~ N O ( I , J + l )  because t h e r e  may not be a record with 
t h i s  p a i r  of  subscr ip t  values. The r e s t r i c t i o n  i n  using t h e  cont ro l  
va r i ab l e  NEXT.X is t h a t  t h e  pos i t ion  o f  X f i e l d  i n  a record should be 
fixed, i.e. t h e  f i e l d s  to  t h e  left of  t h e  f i e l d  X can not be variable 
length s t r i n g s  or repeating with a variable number of times. Otherwise, 
t h e  f i e l d  X i n  t h e  next record may not be located cor rec t ly .  
SUBSET .X 
I f  X is a record i n  an output f i l e ,  then t h e  con t ro l  variable 
SOBSET.X can be used to  se l ec t ive ly  o m i t  some records f r o m  an output 
file. The SUBSET.X cont ro l  variable is a boolean a r r ay  of  t h e  same 
shape as t h e  a r r ay  X. When an element i n  t h e  SUBSET.X has  a value of  
boolean true, t h e  corresponding record X w i l l  be put  i n t o  t h e  output 
f i le  . On t h e  o the r  hand, i f  t h e  element has  a value of boolean f a l s e  , 
t h e  corresponding record w i l l  not be put  i n t o  t h e  output f i l e .  It  
should be noted t h a t  t h e  use of SUBSET cont ro l  variable does not a f f e c t  
any o the r  computations. Only a subset  of records X may be omitted from 
t h e  output f i le  . 
a A P T E R 3  
SYNTAX ANALYSIS PROGRAM 
The first phase of  the MODEL processor analyzes the syntax and 
o the r  local semantics of individual  statements. Advanced 
state-of-the-art syntax ana lys i s  techniques are used here which have 
proved to  be invaluable. Specif ical ly ,  the capab i l i t y  t o  generate t h e  
parser  autolnatically has enabled rapid development changes. I n  addit ion 
t o  checking the MODEL statements f o r  syn tac t i c  and some semantic errors, 
this phase also stores the statements i n  an in t e rna l  assoc ia t ive  form 
f o r  later processing. 
3 .1  E m ,  SAPG, AND THE SAP 
3.1.1 SPECIFICATION OF MODEL USING EBNF AND THE SAPG 
The syntax Analysis Program (SAP ) f o r  the MODEL statements is 
generated automatically by a Syntax Analysis Program Generator (SAPG). 
As shown i n  Figure 3.1, the SAPG produces the Syntax Analysis Program 
(SAP) f o r  analyzing MODEL statements, based on a spec i f ica t ion  of the 
MODEL language expressed i n  t h e  EBNF/WSC (extended Backus Normal Form 
With Subroutine Cal l s  ) meta language. 
Figure 3.1 Block Diagram of  SAPG and SAP 
I 
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The EBNF/WSC includes the t r a d i t i o n a l  concepts of BNF. BNF' uses 
sequences of characters enclosed i n  angle-brackets > ca l led  
non-terminals t o  give names t o  g r a m a t i c a l  un i t s ,  f o r  which 
subs t i t u t ions  may be made. It also uses sequences of characters not 
enclosed i n  brackets which are i n  the object  language ( i n  this case 
mDEL). BNF cons i s t s  of a series o f  production rules o r  subs t i t u t ion  
rules of the form "A::=Bm where "A" is a s ing le  non-terminal syarbol and 
"BW is one or more a l t e rna t ive  sequences of  terminal  o r  non-terminal 
symbols that can be subs t i tu ted  for A. The a l t e r n a t i v e s  are separated 
by the meta-symbol " 1 " .  To facilitate language descr ipt ion,  BNF' w a s  
extended t o  EBNF w i t h  two more well-known meta-symbols: c 1 
representing op t iona l i t y  and [ I *  representing zero o r  more repe t i t ions .  
Statff&s 
The spec i f i ca t ion  of  MODEL that is input t o  the SAPG cons i s t s  not 
only of  the syntax spec i f ica t ion  o f  MODEL, bu t  also of  subroutine names 
embedded within the EBNF; therefore the name "EBNF W i t h  Subroutine 
Callsw (EBNF-). The SAPG provides a capab i l i t y  t o  branch t o  these  
subroutines upon successful  recognition of a syn tac t i c  un i t .  Thus, they 
can complete the SAP to  enable it t o  check some of the statement 
semantics, t o  encode, to  produce error messages, and t o  store the MODEL 
. statements for later r e t r i e v a l .  The invocations of these subroutines 
themselves are wr i t t en  manually. The de f in i t i on  of the MODEL language 
i n  EBNF/WSC appears i n  Figure 3.2. The subroutines t o  be invoked are 
indicated between s laches  (/.../). N o t e  that subroutine calls are made 
after the successful  recognition of syn tac t i c  u n i t s  up t o  that point .  
-=ed &-A Srzr& 
Stat errmn~s 
h d 
The SAP generated by the SAPG according t o  the EBNP/WSC is 
supplemented and linked with the routines. The SAP accepts stateuents 
i n  MODEL and checks them for syntactic correctness, and loca l  semantics. 
I t  produces a l i s t i n g  of the statements, syntax diagnostics, an encoded 
stored version of the MODEL statements, syntax trees for the assertions 
and a cross-reference report. 
tMDDE4SPECIFICATION>::=[<~D~BODYYSTEfPS> /CLRERRF/ I* 
/STbW-FL/ <MODE4SPECIFICATION> 
<MODE4BODY-STMTS > : : = /E( 80 )/ 
rnDtniE < M O r n - N A M - S T M T >  
ISOURCE <SOURCE-FILES-STMP> 
(TARGET <TARGET-FILES-SM> 
I s! -END 0 /ENDINP/ 
1 <-DESCRI PPION> 
I <-BEGIN> 
I <BUICK-END> 
I <OLD,FILE~STMT> 
I /ASSINIT/ <ASSER!TIONS> /STRHS/ 
<DCL-DESCRIPTION> : := 1 /I- /I- /MEMINIT/ /- 
< DArnSPEC > 
c , /E( 108 )/ <INTEGER> /cRDCY 
/I- /MEMINIT/ /- 
<DATA-SPEC, I* /SDCL/ < ~ ~ >  
<DATA-SPEC, ::= <DCL-MVAR> [( <OCCSPEC> )] C <IS> ] 
< A ~ S P E C >  /wDcL/ 
<A-SPEC, ::= <FILE> /SW/ /SVFLNM/ <FITIE_DESC> 
<STORAGE-DESC, /=!Dm/ 
I <RECORD> /w 
( <FIEll)-STMT> /STDFLD/ /SVD/ 
I c<-w>1 /m/ 
<B=BEGIN> : : = BfiOCK /BLKINIT/ [ <NAME> /SVLBL/ ] /E( 2 )/ 
: C cBIOUC-SPEC> I* /SVBLOK/ <ENDCHAR> 
<BUXX-SPEC, ::= <SOLUTION> I <ITERATION> 1 <-ERROR> 
<SOLUTION> ::= [ SOLUTION ] METHOD [ <IS> ] /E(62)/ 
&ETHo=, /-/ C , I 
tmTEiODS> 8 : -  NEWTON I GAUSS-SEIDEL I G-S I JACOB1 
<ITERATION> ::= C  MAXIMUM> ] <ITER> [ <IS> ] /E(4)/ 
d U m E R >  C , I 
<MAXIMUM> : MAX I MAXIMUM 
< ITER, ::= ITER I ITERATION I ITERATIONS 
<-ERROR> r : = C RELATIVE ] tEX?ROR> [ <IS> ] /E( 5 )/ 
dUMBm> /=w C t I 
<EI?RDR> ::3 ERR I ERRDR 
tB=END> ::= <END> /BLKEND/ C <NAME> /CHKLBL/ ] <ENDCHAR> 
t END > : : = /ENDID/ 
~ASSERTIONS>::=/E(14)/~CONDITIONAL> I 
/SVASSR/ /INTMVAR/ /STMVAR/ /-I/ 
[<IS>/!WNXOP/]<DD4O~RHS> 
<CONDITIONAL>::=IF /SVAASl/ /SVDPl/ /SETBIT/ /E(18)/ 
<BOOLEANLEANEXPRESSION> /SW=MPl/ /E( 38 )/ 
THEN / m p /  <SIMPLELEASSERTION> /svNxcm/ 
[ELSE /WNXOP/ <ASSERTION> / S N X C M P / ]  /STALL/ 
<ASSERTION>::= /E(14)/ <CONDITIONAL> I <SIMPLELEASSERTION> 
Figure 3.2 Definition of MODEL language in EBNF/WSC 
<DDLO~RHS>::=/INrnDDL/ <DA~DESC-STMT> /FREETMP/ 
I /E( 33 )/ < INTOAS > <ASSERTION-BRANCH, 
<ENDCHAR> 
<ASSEIZTION-BRAN(=H>::= <Dm-EXPRESSION> 
I <BOOLEANLEANEXPRESSION>/SVNXCMP/ /STALL/ 
tDEF-EXPRESSION>::= /INTSUB/ ( <VALUE-LIST, ) /FREESUB/ 
<VALUE-LI'ST>::= ( /CRSUB/ /DECPP/ <VALUE-LIST> 
[, <VALUELEANLIST> I* ) /INCPP/ 
1 [<SIGN> /SVOPP/] <NOMBER> /STNOM/ /STASS/ 
<INTOAS> : :=/INTOASS/ 
<SIMPLE>SERTION>::== /SVASAEl/ /I- <WAR> /STMVAR/ 
/-I/ /E( 23 )/ = /-p/ 
<BOOLEANLEANEXPRESSION> /camlcCm/ /STALL/ 
< ENDCHAR, 
<SUB-VARIABLE>::= /SETSUBV/ <VAR> /SVCMPl/ 
C ( /-p/ /SE'l'BIT/ /E( 22 )/ 
<BOOLEANLEANEXPRESSION> /SVNXCEIP/ [ , /SVNXOP/ 
<BOOLEANLEANMPRESSION>/SVNXCMP/]* 
/E(24)/ I /==I4 
<BOOLEAN-EXPRESSION> : : = @( 82 )/ /SVBEXP/ <COND-EXP> 
( <BOOLEAN-TERM> /sVcMPl/ 
[<OR> /,sVNmP/ <BOOLEAN-TERM, 
/-/ I * /- 
t COND-EXP > : : = IF /SVCOND/ /E( 3 )/ 4 BOOLEAWLEAWMPRESSION> 
/-I/ /E(79)/ /-p/ 
t BOOLEAN-EXPRESSION> /SVNXCEIP/ /E( 12 )/ ELSE 
/SVNXIDP/ (BOOLEAN-EXPRESSION> /SVNXiCMP/ 
/=L/ 
<OR>::= /OLREC/ 
<BOOLEAN-TERM>::= /E(83)/ /SVBTl/ <BOOLEAN-FAC'KlR> /SVCMPl/ 
[ JSVNXOP/ <BOOLEAN-FACPOR, /SWXMP/] * 
/SPALY 
<BOOLeAN-FACPOR> : : = /E( 82 )/ /SVBFl/ <CONCATENATION> /SVCMPl/ 
[ <RELITION> /SVNX]DP/ <CONCATENATION> 
/-/I* /- 
<RELATION>::= /=C/ 
<CONCATENATION> : : = /E( 84 )/ /SICON/ <ARITEi-MP> /-I/ 
[ <CONCAT> /SVNX]DP/ <ARITIi-EXP> 
/-/I * /=ALL/ 
<CONCAT>::= /CATREC/ 
<ARITH-MP>::= /E(81)/ / S W /  [<SIGN> /SVOPl/] 
<TERM> /SVCMPl/ [<OPS> /svNmP/ <TERM> 
/-/I * /- 
<TERM> : : = /E( 87 )/ /- tFACPOR> /-I/ 
[ <MOPS> /SVNXIDP/ <-R> /-/I * /-/ 
tFACPOR> : := /E( 85 )/ /SVPAC/ [ /-I/] <PRIMARY> /sVcMPl/ 
[tEXPON> /WNXOP/ <PRIMARY> /WNXCW/]* / S T A X 4  
<MPON>: := /EXPREC/ 
Figure 3.2 Definition of MODEL language i n  EBNF/WSC 
<PRIMARY> : := /E( 86 )/ /SVPRIM/ <IS-PRIM> /WCI@l/ /s(rawt/ 
t IS-PRIM, : : = ( tBOOLEANLEANEXPRESSION> /E( 2 4  )/ ) 
I <NUMBER> /SmTZIM/ I <STRING-FORM> 
I <FUNCTION-CALL> I <SUB-VARIABLE> 
<STRING-E'ORM> : := ' /SETSTRN/ [ <STRING> / S m G / ]  /E( 26 )/ 
' /AD- [B /STBIT/ /E( 1 )/ < B - s m > ]  
/sTNUM/ 
<FUNCTION-CALL> : : = <FuNCTION-NAI'fE> /-/ 
/SETE'UNC/ [(/WNXOP/ tBOOLEANLEANMPRESSION> 
/svNlKm/ [ /svNmP/ < BOOLEANLEANEXPRESSION> 
/-/ I* I / s T z w l  
<FUNCTION-NAME>::= /E'NcHl?Qt/ 
<m> : : = ( < SUB-VARIABLE> /SVMVAR/ 
[ *  <SUB-VARIABLE> /svMvAR/ I* ) 
I <SUB-VARIABtE> /svmmR/ 
<VAR> : := /SETVAR/ / I N I T Q W  /E( 68 )/ <NAME> /AD- /MKQNM/ 
C .  /AD- B(68)/  /AD- /MKQNM/l* 
/-CON/ 
<DcL-WAR> ::= ( tVAR> /SVMVAR/ [I <VAR> /SVMVAR/ I* ) 
I *VAR> /- 
<B-SUFX>::= /BITST&' 
<QNAME>::= /INI- / E ( 6 8 ) /  <NAME> /MKQNM/ 
c / E ( 6 8  )/ <NAME> mw'w I * 
<STRING> : : = <S*l%ING-CONST, 
<OPS>::= /OPREC/ 
tMDPS>::= /EaOPREC/ 
<TEST> ::= /TESTBIT/ 
<MDDUIZ-NAME-STMT> : : = /E( 63 )/ : /E( 64 )/ <NAME > / m D /  
<ENDCHAR> 
<SOURCE-FILESFSM>::= [<FILE-=RD>] / E ( 7 5 ) /  / INITSFL/  : 
t SOURCE-FILELIST, /STSRC/ t ENDCHAR, 
<FILE-KEYW~RD>::=J F I L E S I F I L E  
tSOURCl-FILELIST>rt= / E ( 7 6 ) /  <NAME> /SVSRC/ 
C *  / E ( 7 6 ) /  <NAME> /m*/I* 
<TARGET-FILES-STMP> : := [ < F I L E m R D >  ] / E ( 7 7  )/ /INITTFL/ : 
t TARGET-FILELIST > /STTAR/ < ENDCHAR, 
<TARGETGETFILELIST> : := /E( 78 )/ <NAME> /SVTAR/ 
C I  @(78)/ <NAME* /m I* 
<DAwESC-STBW>: :=  tDAmDESCRIPTION> <ENDCHAR> 
< D A ~ D E S C R I P T I O N > : : =  
<FILE-STMT> /STFILE/ 
I < RECORD-STMT* /STREC/ 
I <GRoUPUPSTMT> /STGRP/ 
!<FIELD-STMT> /STFLD/ 
I <SUB-STMT> /STSUBST/ 
<SUB-STMT, : :=<SUBSCRIPT>/MEMINIT/ /SVMEM/ [( <OCCSPEC> ) ]  
<SUBSCRIPT>: := SUB I SUBSCRIPT I SmsCRIPTS 
<FILE>: :=  P I L E  ( REPORT I F I L E S  I REPORTS 
Figure 3 . 2  Def in i t ion  o f  M3DEL language i n  EBNF/WSC 
tRECORD-STMT> : : = <RECORD> /MEMINIT/ [ ( ] < ITEM-LIST* [ ) 1 
<RECORD> ::= REC 1 RECORD I RECORDS 
<ITEKLIST>::= /E(52)/<ITEM> [[,I <ITEM>]* 
<ITEM>::= <NAME> /SVMEM / [ . <NAME> /SVMEM/ I* 
[( <O(XSPEC> )] 
<OCCSPEC>::= <STAR> /SVSTw I <MINOCC>/SVMNOC/ [tMAXIOCC>] 
<STAR>::= /STARREC/ 
<MINOCC>::=<INTEGER% 
<MAXDCC> : := [ :/E(51)/]<INTEGER> /SWXOC/ /CKMNEM/ 
I <INTEGER> /SVMXIDC/ /CKMNEM/ 
<GROUP-STMP>::= <WUP>/MEMINIT/ [ ( I  < I m L I S T >  [ ) I  
<GROUP> ::= GRP I G m U P  I GROUPS 
<FIELD-STMP>::= <FIELD> /SVPLD/ <FIELD>TTR> 
<FIELD> ::= PLD 1 FIELD I FIELDS 
<FIELD-Am>::= [(I <TYPE> /SVE'M'P2/[ <LENG-SPEC,] 
[ 1 1 [ <LINKSPEC> I C , I C <COLSPEC> I C 1 I 
<LENG-SPEC, t i =  ( /E(48)/ &IN-LENGJ!H> [ tMAY,LENClTH> ] 
/E(49)/ 1 
I<MIN-LENGTH> [<MAX-LENGTEI>] 
<MIN-LENGTB>::= <INTEGER> /SVMNFLN/ 
<LINE,SPEC> : := LINE /E( 53 )/ /E( 54 )/ /E( 55 )/ 
( <INTEGER> /SVLINE/ ) 
<COI&iPEC> :: = COL /E( 90 )/ /E( 91 )/ /E( 92 )/ 
( <INTEGER> /SVCOL/ ) 
<TYPE>::= /E(47)/ <PIC-DESC> I (STRING-SPEC* I <-SPEC> 
<PIC-DESC>::= <PIC-TYPE* /E(67)/ /SVPIC/ 
* [ <STRING> /SVPICST/ ] * /STPIC/ 
<PIC-TYPE>::= PIC I PI- 
<STRING-SPEC>::= <STRING-TYPE, /SVSTRTP/ 
<STRING-TYPE>::= CHAR I I BIT I NUM I NUMERIC 
<-SPEC>::= <MIY,TYPE> /SVNUMTP/ [ <FIXFLT> /SVMDD/ ] 
<-TYPE>::= BIN 1 BINARY 1 DEC I DECIMAL 
<FIXFLT>:a= FIX ( FIXED I E'L 1 =AT I FLT 
<MAY_LENGTB>::= [:I <INTEGER> /SVMXFLN/ 
I , /E(% )/ <SI=> /m-/ 
I <INTEGER> /SVMXPIN/ 
<SINTGR>::= - /E(50)/ <INTEGER> /NEGATE/ I <INTEGER> 
cNUMBER> : : = /SETNUM/ < INITNUM> /E( 65 )/ <RECNUM> 
<RM=MIM>: := /RE- 
< INITNUM> : : = /INITNUM/ 
<SIGN>::= + 1 - 
<RECG>::= <RECORD> I <GROUP> 
<KEY>::=KEYlSEQUENCE 
<CX)DE>::=EBCDICIBCD[ASCIf 
<ANY>::= <NAME>I<IrnGER> 
<NO-TW(S>::= 719 
<DENSITY>::= 200~556~800~1600~6250 
<PARITY>::= ODDIEVEN 
Figure 3.2 Defini t ion of MODEL language i n  EBNF/WSC 
<TYPEDSK>::= 2314123111333012305 1 3330-1 
<ORG~::=ORG~ORGANIZATION 
<Om-TYPE>::= /E(7)/ISAMISEQUENTIALISAM1ImEXED,SEQUENTIAL 
< ENDCHAR, : : = /E( 74 )/ < ENI)-CHAR> /STMTINC/ 
< END-CHAR> : : = /SVENDC/ 
< STRINGGCONST > : : =/CHARSFR/ 
<NAME>::=/NAMEFEc/ 
<INTEGER>::=/ImC/ 
<IS>::= IS I = 1 ARE 
<FILE-STM'P>::== <FILE> /SVF'LNM/ /MEMINIT/ <SON-DESC, 
<FILE,DESC> <STORAGE-DESC, /STDEV/ 
< SON-DESC > : : =( < I m L I S T >  ) 
I <RECG> [NAME] [<IS>] [(I <ITEM> [)I 
<OLD,FILE-STMP>::= <FILE> [NAME] [<IS>] /E(56)/ /MEMINIT/ 
/I- 
<DCL--> /SVPlCINM/ 
<RECG> [NAME] [<IS>] [(I <ITEM> [)I 
<FILE,DESC> /STFILE/ 
< STDRAGE-DESC > /STDEV/ c ENDCHAR, 
<FILE,DESC>::= [ SMRAGE [NAME] [<IS>] /E(44)/ <NAME> 
/=TNM/1 
[<KEY> [NAME] [<IS>] /E(45)/ <NAME> /SVKEY/] 
[<OW> [<IS>] <OW-TYPE> /SVORG3/] 
<STORAGE-DESC, ::= [DEVICE [<IS>] <DEVICE>] /SVDEV/ 
[ RECORD /E( 57 )/ 1 [ FOFfMAT [ t IS > ] < REC-PMT> ]/SVRECF/ 
< BKREC-VOL> 
[<TAPE-DESC,] [<DISKJlESC>] 
c-I [SO-I 
<DEVICE.> r : = /E( 61 )/' TAPE I DISK/SETDEVB/ 
I CARD /SfiDm/ I PRINTER /SETDEW/ 
I PUNCH /SETDEW/ I TERMINAL /SETDEIPP/ 
<REC-PMP> ::= /E(69)/ FIXED~VARIABLEI~SPANNED~ONDEPINED 
< BKRECCVOL> : : = 
C [=I B(70 )/ /E( 71)/ BIXXJ(SI!m C <IS> I
<INTEGER> /SVBLlC/ ] 
[ [ W E (  59 )/I RECORDSIP: [ < I S> ] /E( 72 )/ 
< I N T E G E R > / ~ Z / ]  
[ VOLUME [NAME] [<IS>] /E(60)/ <NAME> 
/ m L /  C,B(60)/<NAME>l* I 
<TAPE-DESC, ::= [~TFWCKS> [<IS>] /E(66)/<NODm>/SVTRK2/ ] 
[PARITY [ < IS > ] /E( 66 )/ < PARI'lX>/SVPAR2/] 
[DENSITY [<IS>] /E(66)/ <DENSITY> /SVDENZ/] 
[ [TAPE] LAB= [<IS>] <ldB~lYPE>/mLAB2/] 
[START [FILE] [<IS>] /E(66)/ <INTEGER> 
/=TFL2/ 1 
[[CHAR] CODE [<IS>] <CODE> /SVCC/ ] 
<TRACKS> : =  NO-TRKS 1 TRACKS 
<LAEKTYPE> ::= /E(58)/ ImSlCDIANSI-mINONEIBYPASS 
Figure 3.2 Definition of MODEL language in EBNF/WSC 
< D I K D E S C >  ::= [UNIT [<IS>]  /E(9)/ <WPEDSK> /SVUNIT2/] 
[ <CYLINDERS >/WUCYL/ [ < IS  > ] /E( 66 )/ 
< INTEGER> /svszTy2/] 
<CYLINDERS> : : NO-CYLS I CYLINDERS 
<HARDWARE>::= [[COMPUTER] MODEL [ < I S > ]  <ANY> 
<SOFTWARE>::= [[OPERATING] SYSTEM [ < I S > ]  <ANY>] 
Figure 3.2 Defini t ion o f  MODEL language i n  EBNF/WSC 
3.1.2 HOW THE SAPG PRODUCES THE SAP 
The SAPG is a parser generator .  It accepts a spec i f i c a t i on  i n  the 
language EBNF/WSC and produces a parser program (SAP). I t  performs this 
i n  three passes over the set of productions. 
I n  pass 1, each production is scanned, and its components are 
encoded i n t o  a set of tables. Non-terminal symbols appearing on the 
left-hand-side of a production ( new production names ) are put  i n t o  a 
symbol table ( LEIS-N'FSYM-TAB), while non-terminals appearing on the 
right-hand-side of a production are p u t  i n t o  another symbol t a b l e  
(RHS+SYM+AB). Terminal symbols i n  a production are p u t  i n t o  a 
terminal  symbol table (TERM-SYM-TAB). Subroutine calls are pu t  i n t o  yet 
another table (SUB-TAB). 
I n  pass 2, the synibolic references  i n  RHS-mSYM-TAB ( i . e .  
non-terminals on the right-hand-side of  the o r i g i n a l  production) are 
resolved. Pass 2 checks that each non-terminal symbol i n  RHS-WSYM4AB 
is defined,  and l i n k s  it to  the corresponding e n t r y  i n  LHS-NT-SYBET24B. 
Undefined non-terminals as w e l l  as c i rcu la r ly -def ined  non-terminals can 
be de tec ted  i n  these table searches.  
Pass 3 of the SAPG is the code-generation phase that produces the 
SAP i n  PL/I. It is only entered i f  no errors were encountered i n  the 
previous phases. For each EBNF/WSC production, a PL/I procedure is 
generated. Each one r e tu rns  a bit:  1 i f  the recogni t ion w a s  
successful ;  0 i f  it was unsuccessful. The exclusive  nature  of EBNP 
production rules and a l t e r n a t i v e s  is ef fec ted  by generating nested PL/I 
IF-THEN-ELSE statements.  Repet i t ion ze ro  or more times is effected by 
generat ing a GO TO t o  the statement t e s t i n g  f o r  recognit ion.  Subroutine 
names embedded i n  the EBNF/WSC g e t  a CALL generated f o r  t h e m  i n  place. 
C a l l s  t o  o t h e r  subrout ines  not  explicit i n  the EBNF/WSC are also 
generated. These include "housekeepingu subroutines of the SAP and 
calls to  LEX, a subroutine t o  scan and r e tu rn  the next token i n  the 
ob jec t  language. 
To i l l u s t r a t e  the code that the SAPG generates,  consider  the 
following represen ta t ive  production rule i n  the EBNF/WSC and the PL/I 
code that  corresponds: 
<FIELD-STMP>::= <FIELD> /SVTFLD/ <PIELD-ATmZ> /STF'LD/ 
The PL/I code that is generated for it by the third pass  of the SAPG 
would be the following: 
FIELD-STMP : PROCEDURE RETURNS( BIT( 1 ) ) ; 
CALL $MARK; 
I F  FIELD( ) THEN DO; 
IF  ERRDRSW THEN DO; CALL SSUCCES; RETURN('leB); END; ELSE; 
CALL SVFLD; 
I F  FIELD-Al?lR( ) THEN DO; 
I F  m R S W  THEN DO; CALL SSUCCES; RETURN('llB); END; ELSE; 
CALL -I 
CALL SSUCCES; RETURN( '1'B); 
END; ELSE DO; CALL SSUCCES; RFPURN('leB); END; 
END; ELSE DO; CALL SFAIL; FtETURN('OeB); END; 
END FIELD-SW; 
The above code generated by t h e  SAPG would become one procedure i n  
t h e  SAP. N o t e  that the name t h a t  t h e  language d e f i n e r  uses  i n  the 
production rule are preserved i n  t h e  generated SAP code. The 
subrou t ines  beginning wi th  d o l l a r  s i g n s  ( S )  are "housekeepingw r o u t i n e s  
that are i n t e r n a l  t o  t h e  mechanisms of SAPG-generated code. 
3.2 SUPPORTING SUBROUTINES FOR EBNF OF MODEL 
A re f ined  system flowchart  of t h e  SAPG and SAP showing t h e  types of 
suppor t ing r o u t i n e s  appears i n  Figure  3.3. 
Fig.  3 . 3  More Detailed V i e w  O f  SAPG and SAP With 
Supporting Subroutines 
The manually-written syntact ical  supporting routines are o f  one o f  
several types : 
(1)  a lexical analyzer which returns tokens o f  syntactic units  t o  
the  SAP for  analysis; 
( 2 )  statement semantics checking routines; 
( 3 ) error message handling rout ines;  
( 4 )  encoding rout ines  t o  compact information f o r  fu r the r  e f f i c i e n t  
processing; and 
( 5 ) statement s torage rout ines .  
The cross-reference repor t  produced during th is  phase is generated 
by a manually-written program (XREF) and is described i n  s ec t ion  3.4. 
A discussion on how t o  decide where t o  i n s e r t  subroutines as w e l l  
as a t abu la r  suwrary of  a l l  rou t ines  used appears i n  s ec t ion  3.2. 
3.2.1 THE LEXICAL ANALYZER 
The purpose of the lexical analyzer is t o  scan for syn tac t i c  u n i t s  
or "tokens", using such de l imi te rs  as blanks and c e r t a i n  punctuation 
marks, and to  r e tu rn  tokens t o  t h e  Syntax Analysis Program ( S A P )  for 
syn tac t i c  checking. The automatically-generated SAP calls upon the 
lexical analyzer (LEX) whenever it needs the next token. The lexical 
analyzer is based on the f i n i t e  state machine concept. Each state of 
the machine corresponds t o  a condition i n  the lexical processing of a 
character s t r i n g .  A t  each state, a character is read, an ac t ion  is 
taken based on the character read (such as concatenating t h e  cur ren t  
character t o  previous ones or returning the e n t i r e  token t o  the SAP), 
and the machine changes t o  a new state. The character classes f o r  the 
MODEL language, for the purposes of l e x i c a l  analysis ,  appear i n  Table 
3.1. These classes divide t h e  e n t i r e  character  set i n t o  ca tegor ies  such 
as i l l e g a l  characters ,  de l imi te rs ,  "normalw characters, .... ,etc.- The 
state t r a n s i t i o n  matrix f o r  the mDEL language appears i n  Table 3.2. 
The rows of the matrix represent the character classes of the previous 
character, while the columns represent those of the cur ren t  character. 
The e n t r i e s  i n  the matrix ind ica te  the ac t ion  t o  be taken and the next 
state. The ac t ion  taken i n  each state is suaanarized i n  Table 3.3. The 
ac t ions  involve such s t eps  as concatenating of a character, ignoring a 
character ,  de tec t ing  an illegal character, re turning a complete token t o  
the SAP, ... etc., and s e t t i n g  a "next statew. 
Class 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
Character Set Explanat ion 
A B  ... Y Z , # B  Characters i n  names 
space Delimiter 
0 1 2  ... 9 Numerals 
. ( + , ) ; , % : * "  Delimeters 
- 
/ 
> 
- 
a l l  others 
Delimeter i n  logical exp 
"OR" symbol 
Multi. or corrrment i n  "/*" 
"Nrn" symbol 
minus symbol 
Division or comment 
Delimeter i n  logical exp 
Delimeter and logical exp 
Illegal 
Table 3.1 Character Classes for MDDEL Language 
Character 
C l a s s  (next) 
( current ) 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
Table 3.2 State Transition Matrix for MODEL Lexical Analyzer 
Action 1: Concatenate next  character to  c u r r e n t  token 
Action 2: End word with  next  character 
Action 3 : Skips  b lanks  sequence 
Action 4: Reserved ( not  used ) 
Action 5: Scan forward one character and save  as token 
Action 6 :  Comment bracket; Scan t o  end of commsnt 
Action 7 :  Illegal c h a r a c t e r ( s ) ;  p r i n t  e r r o r  message 
Table 3.3 Lexical Analysis  Actions 
3.2.2 STATEMENT SEMANTICS ANAtYSIS 
Some of the semantics of the s p e c i f i c a t i o n  s ta tements  can  be 
checked dur ing  the syn tax  a n a l y s i s  phase. Such r o u t i n e s  can check that 
a range or cond i t ion  on a s y n t a c t i c  u n i t  is locally correct. These 
r o u t i n e s  do no t  and cannot check the o v e r a l l  consistency,  completeness, 
or c o r r e c t n e s s  of the l o g i c  o f  'the MODEL s p e c i f i c a t i o n ,  a task which is 
performed by a later phase of the Processor.  An example of a local 
semantics checking r o u t i n e  is one which checks the range o f  a numeric 
computation. For ins tance ,  i f  a group o f  data is said t o  occur  n to  m 
times, a subrout ine  e x i s t s  t o  check the cond i t ion  0 <= n < m t32768. 
These manually-written r o u t i n e s  are invoked automat ica l ly  by the SAP by 
v i r t u e  o f  their s p e c i f i c a t i o n  i n  the EBNF/WSC o f  the MDDEL language f o r  
the SAPG. The semantic checking r o u t i n e s  are listed i n  Table 3.4. 
Semantics Chechins Routines 
NAME 'WHAT IT DOES 
ASS INIT I n i t i a l i z e s  number o f  sources / taxgets  t o  
a s s e r t i o n  
CATREC Recognize t h e  opera to r  * I  1 '  
BITSTR Check t h a t  a n  alleged bi t  s t r i n g  con ta ins  
on ly  the d ig i t s  0 and 1 
QCMNMX Checks proper range f o r  mininum and maximum 
EXPREC Recognizes the o p e r a t o r  '*** 
F'NCHECK Check that a candidate  name is a recognized 
func t ion  name 
INITQNH I n i t i a l i z e s  number components t o  q u a l i f i e d  
name 
INITSFL I n i t i a l i z e s  source  f i le list 
INITTFL I n i t i a l i z e s  target f i le  list 
INTOASS Returns 1 i f  the c u r r e n t  scanned statement 
is an a s s e r t i o n  and no t  a data d e s c r i p t i o n  
s ta tement  
INTODDL Records that the s ta tement  scanned is a d a t a  
d e s c r i p t i o n  s ta tement  
INTREC Recognizes i n t e g e r  
MEMf NIT I n i t i a l i z e s  number of members of record or 
group 
Table 3.4 Semantics Checking m u t i n e s  
Semantics Chechinu Routines 
NAME WHAT IT DOES 
v Concatenates qua l i f i ed  name components 
MOPREC Recognizes a mul t ip l ica t ion  operation,  i . e . 
I*' o r  '1' 
NAMEREC Name recognizer; checks not keywords 
OPREC Recognizer for the operators  '+', '-' 
OR-REC Recognizes the a l t e rna t ion  operation ' I ' 
RECNUM Recognizes and scans a number 
RELREC Recognizes any of  the r e l a t i ons :  
<, >, >=, <=, =, = 
SETBIT U s e d  t o  set and reset a b i t  that ind ica te  
whether the statement is an a s se r t i on  o r  a 
data descr ipt ion statement 
STARREC Recognizes a '* '  f o r  i n d e f i n i t e  r epe t i t i on  
SVASSR Saves the ac tua l  a s se r t i on  itself during 
the scanning o f  a statement 
SVENDC Recognizes a ';' as an end of statement 
character 
Table 3.4 Semantics Checking Routines 
3.2.3 ERROR MESSAGE STACKING RDUTINE 
There is a subroutine which stacks error diagnost ics  t o  p r i n t  ou t  
upon recagni t ion of  a syntact ical ly- incorrect  user statement. Upon 
reaching incor rec t  syntactic. uni t s ,  the automatically generated SAP does 
not p r i n t  its own messages, bu t  expects the corresponding diagnost ics  t o  
be on an "error stack". Specif ical ly ,  an e r r o r  code has to  be stacked 
for each expected terminal  symbol i n  the MODEL language i n  case the 
token is missing or incorrect .  I f  t h e  expected token is found, t h e  SAP 
simply pops the corresponding error code and continues; i f  the expected 
token is missing or incorrect ,  the SAP pops the corresponding e r r o r  
code, p r i n t s  the statement number, the unexpected token, and the 
corresponding error message, scans f o r  the end of the statement 
delimiter (;), and continues. The rout ine that stacks such e r r o r  codes 
is ca l l ed  "E". Each syntax error message pinpoints  the token that is 
incor rec t ,  missing, unexpected, or misspelled. 
One product of  the syntax ana lys i s  phase is the Error  Diagnostics 
Report containing t h e  error messages. Each mesage g ives  the diagnost ics  
corresponding t o  the e r r o r  code and provides the exact locat ion of the 
error so that it can be corrected and resubmitted by the user  ea s i ly .  
If no syntax errors are found during the syntax ana lys i s  phase, a 
massage is sen t  that "NO ERROR OR WARNINGS DETECTED", and the Processor 
proceeds t o  t h e  next phase. But i f  e r r o r  diagnost ics  were produced, a 
f l a g  is set t o  d isab le  continuation of ana lys i s  and design beyond the 
syntax checking phase. 
The e r r o r  messages are listed i n  Table 3.5. 
ERROR MESSAGES 
CODE ERRORS 
1 A bi t  s t r i n g  contains character o ther  than 0 o r  1 
2 Missing * : I  after the word BIDCK 
3 Badly formed boolean expresion after IF i n  statement 
4 Missing o r  inval id  numeric constant i n  i t e r a t i v e  
count spec 
5 Missing o r  inva l id  numeric constant i n  r e l a t i v e  
error spec 
7 Organization type missing o r  i l l e g a l  i n  DISK 
statement 
9 Type d i sk  missing or i l l e g a l  i n  DISK statement 
12 Missing ELSE i n  condi t ional  expression 
14 Assertion missing after t h e  keyword THEN 
10 N o  boolean expression after t h e  keyword IF 
22 no expression after the keyword ' ( '  
23 Keyword * =' is missing 
24 Missing r i g h t  parenthsis  
26 Missing s t r i n g  after quote 
3 3 E r r o r  i n  recognition of  a r i g h t  hand s i d e  of an 
assert ion 
3 8 Keyword THEN is missing 
3 9 Record o r  group keyword expected 
42 Record name missing o r  i l l e g a l  i n  FILE or REEORT 
statement 
Table 3.5 ERROR MESSAGES 
ERROR MESSAGES 
-
CODE ERRORS 
44 Medium name missing or illegal i n  FILE or REPORT 
45 Keyname missing i n  FILE or REPORT statement 
46 Maximum length missing or i l l e g a l  i n  var iab le  length 
i n  FIELD statement 
47 Inval id  or missing field type i n  f ie ld / in te r im 
statement 
48 Missing or inva l id  length i n  f ie ld/ inter im statement 
49 Missing r i g h t  parenthesis  after field-type i n  
f ie ld/ inter im 
50 '-' s i g n  is not succeded by an in teger  
51 Missing/invalid max no. of occurrences of i t e m s .  
52 Name missing or i l l e g a l  i n  i t e m  list 
53 Missing left parenthesis  i n  l i n e  spec 
54 Missing in teger  i n  l i n e  spec 
5 5 Missing r i g h t  parenthesis  i n  l i n e  spec 
56 Missing/invalid f i l e  name after keyword FILE 
57 FORMAT missing/misspelled after RECORD i n  s torage 
statement 
58 Missing/invalid tape 1-1 
59 Keyword RECORDSIZE missing/misspelled after MAX 
60 Missing/invalid volums name ( externa l  or i n t e r n a l  ) 
6 1 Missing/invalid device type 
6 2 Missing/ inva l id  i t e r a t i v e  so lu t ion  xmthod 
Table 3.5 ERROR MESSAGES 
ERROR MESSAGES 
CODE ERRORS 
63 Colon missing after keyword MODULE 
64 Name missing or illegal in MODULE statement 
65 Error in assembly of a number constant 
66 Tape spec. parameter missing or illegal 
67 Error in a picture spec 
6 8 Qualified name illegal 
6 9 Record format missing or illegal 
70 Keyword BIOCKSIZE missing in record format spec 
71 Blocksize value missing/illegal in record format 
spec 
72 Record size value missing/illegal in record format 
spec 
74 Missing * ; I  at end of statement 
75 Missing : ' after keyword SOURCE PILES 
76 Name missing/illegal in source file list 
77 ' : I  missing after keyword TARGET 
78 Name missing/illegal in file list 
7 9 Missing THEN in conditional expression 
80 Unrecognizable statement 
8 1 Badly f o e  arithmatic expression 
8 2 Badly formed boolean expression 
83 Bad1 formed boolean term 
84 Badly formed concatenation of expressions 
Table 3.5 ERROR MESSAGES 
ERROR MESSAGES 
-
CODE E-RS 
85 Badly formed factor 
86 Badly formed primary 
87 Badly formed term 
90 Kissing left parenthesis  i n  column spec 
91 Missing in teger  i n  column spec 
92 Missing r i g h t  parenthesis  i n  column spec 
101 Length of  p i c tu re  spc. is t o o  s m a l l  or t o o  b i g  
102 Specified length is inappropriate for specified type 
of data 
104 Specified maximum length is inappropriate or too 
small  
105 The f r ac t ion  poin t  o f f s e t  is outs ide of bounds 
-128cpc127 
106 Bad r epe t i t i on  spec i f ica t ion  
107 I l l e g a l  character i n  p i c tu re  spec i f ica t ion  
108 Expecting a l e v e l  nuniber i n  a s t ruc tured  da t a  
descr ip t ion  statement 
Table 3.5 ERmR MESSAGES 
3.2.4 ENCODING USER STATEMENTS 
These supporting rout ines  encode some of the mDEL spec i f ica t ion  
i n t o  an i n t e r n a l  representation.  Although al l  of the names provided by 
the user  spec i f ica t ion  are kept i n t a c t  i n  i n t e r n a l  form f o r  use by '  the 
object program, many of the descr ip t ions  and a t t r i b u t e s  are encoded f o r  
more compact and e f f i c i e n t  processing later. For example, the 
descr ip t ion  i n  a FIELD statement en t e r s  an i n t e r n a l  table &ere the type 
o f  f i e l d  is encoded ( 0 for character ,  1 f o r  binary,  2 f o r  numeric, 
etc. ), and the field length type is encoded ( 0  f o r  f ixed length, 1 for 
var iab le  length ) . One encoding rout ine is wr i t t en  f o r  each statement 
type.  Each rout ine is invoked automatically after recognition of t h e  
syn tac t i c  u n i t  by the SAP. The invocation is automatically generated as 
part of the SAP by the SAPG by v i r t u e  of its spec i f ica t ion  i n  the 
EBNF/WSC. The i n t e r n a l  format of  the tables is given i n  the next 
s ec t ion  i n  conjunction w i t h  the discussion of the i n t e r n a l  assoc ia t ive  
s torage of the MODEL statements. 
The encoding and saving rout ines  are listed i n  Tab le  3.6. 
Table 3.6 ENCODING/SAVING RDUTINES 
ENCODING/SAVING -1-NES- 
NAME WHAT IT DOES 
INITNUM I n i t i a l i z e  scanning a numeric constant 
SETDEVB Se t  device f l a g  i n  media descr ipt ion to  
imply d i sk  s torage 
SETDEVC Se t  device f l a g  i n  media descr ipt ion t o  
imply that input is from cards 
SETDEVP Se t  device f l a g  i n  media descr ipt ion t o  
imply PRINTER 
SETDEVT Se t  device f l a g  i n  media descr ipt ion to  
imply a terminal 
SETDEVU Se t  device f l a g  i n  media descr ipt ion t o  
imply a card punch 
SFPFUNC I n i t i a t e  a node i n  the syntax tree t o  store 
a function reference 
SETNOM Se t  for assembling a constant number 
SETSPRN I n i t i a t e  a node i n  the syntax tree to  store 
a s t r i n g  constant 
SETSUBV I n i t i a t e  a node i n  the syntax tree t o  store 
a subscripted var iab le  
SETW4R I n i t i a t e  a node i n  the syntax tree t o  store 
a var iab le  name 
STALL Stores  a node i n  the syntax tree after al l  
its components have been defined 
Table 3.6 ENCODING/SAVING ROUTINES 
ENCODING/SAVING ROUTINES 
NAME WHAT IT DOES 
STBI T S e t s  the cur ren t  s t r i n g  contained i n  the 
temporary node t o  be a bit  s t r i n g  
STDEV Store  device; Tape or Disk 
STFUN Stores  a node i n  t h e  syntax tree which 
contains a function name 
SPNUM Concludes the assembly of a constant number 
STPIC Concludes the s to r ing  of a p i c tu re  type 
spec i f ica t ion  
SmCON Stores  a node i n  t h e  syntax tree which 
contains  a general  constant 
STRHS Stores  an a s se r t i on  i n  the assoc ia t ive  
memory ( an en t ry  po in t  i n  ASSINIT) 
SVAASl S e t s  a node t o  contain a condi t ional  
assert ion 
SVASAEl Se t s  to  def ine a node containing a simple 
assert ion 
SVBMP S e t s  a node f o r  s to r ing  a boolean expression 
SVBFl Se t s  a node f o r  s to r ing  a boolean f a c t o r  
SVBLK Saves block s i z e  i n  disk/tape s torage en t ry  
SVBTl S e t s  a node f o r  s to r ing  a boolean term 
SVCC Encodes character  code 
Table 3.6 ENCODING/SAVING IRIDUTINES 
ENCODING/SAVING IRIDCJTINeS 
NAME WHAT IT DOES 
SVCMPl Save i n  a node t h e  recent ly  scanned 
syn tac t i ca l  un i t  as the first descendant 
SVCOL Saves colunur number i n  f i e l d  storage en t ry  
S\ICON Se t s  a node for s to r ing  a concatenation of  
expressions 
SVCOND S e t s  a node for s to r ing  a condi t ional  e q .  
SVDENZ Saves dens i ty  f o r  t ape  
SVDEV Set device name t o  s torage name, and save 
device: Tape o r  Disk 
SVFAC S e t s  a node for s to r ing  a f ac to r  
!nPm?P2 Encodes f i e l d  type, including NUM and DEC 
SVPLD Encodes f i e l d  statement type as FLD 
SVE'LNM Save f i l e  name. C a l l  SVFILE, set de fau l t  
names f o r  record storage,  and reset device 
b i t  ( DEVBIT ) 
SVKEY Saves key field i n  f i ie  s torage en t ry  
SVIdB Encodes l a b e l  type i n  tape statement 
Olnone, 1-I-STD, Z=ANSI_SD,  3-BYPASS 
svLAB2 Save l a b e l  f o r  t ape  
SVLINE Saves l i n e  number i n  field s torage en t ry  
SVMEN Saves member name i n  record/group s torage 
en t ry  
Table 3.6 ENCODING/SAVING ROUTINES 
ENCODING/SAVING ROUTINES 
NAME WHAT IT DOES 
SVMNPLN Saves minimum f i e l d  length i n  PLD statement 
SVMNOC Saves minimum number o f  occurrences i n  
record o r  group s torage en t ry  
S V m D  Marks the mode as FIXED o r  PIGOATING 
SVMXPIN Saves maximum field length i n  PLD statement 
SVMX(X: Saves maximum number of occurrences i n  
record or group s torage en t ry  
SvNlJMm Marks the da t a  type as a numeric data type 
( BINARY o r  DECIMAL) 
SVHXiCMP Saves the next assembled syn tac t i ca l  u n i t  
i n  a syntax node which is its ancestor 
SVNXOP saves t h e  next de l imi te r  associated with 
the assembled syn tac t i ca l  u n i t  or 
separat ing it from its successor 
SVOPl Saves an i n i t i a l  de l imi te r  associated with 
phrase such as unary I- '  o r  ' IF '  
mORG3 Saves organization for d isk  
SVPAR.2 Saves p a r i t y  f o r  t ape  
SVPI C Denote the data as 'PICTURE' 
SVPRIM Sets for assembling a phrase for a PRIMARY 
SVPICST Saves the p i c tu re  spec i f ica t ion  s t r i n g  
m z  Saves quant i ty  for disk 
Table 3 ,6 ENCODING/SAVING ROUTINES 
ENCODING/SAVING_ FtOrJTINES 
NAME WHAT IT DOES 
SVRCSZ Saves record s i z e  i n  tape/disk s torage en r ty  
SVRECP Encodes record format on tape/disk storage; 
OIFIXED, 1-FIXED BIXX=lt, 2-VARIABLE 
SVSCALE Saves the scale fac to r  specified i n  the 
precis ion spec i f ica t ion  o f  the data type 
SVSRC Saves source f i le  name i n  source s torage 
en t ry  
SVSTAR Bcords and saves the r epe t i t i on  spec. '( * ) * 
i n  a file statement 
SVSTFt2 Save start f i l e #  for tape  
mSTNM Saves storage name i n  FILE storage en t ry  
SVSPRNG Transfer an assembled s t r i n g  constant from 
the general  bu f f e r  i n t o  a special temporary 
storage.  The f inal  s torage of  t h e  node w i l l  
be done by =CON. 
SVTAR Saves t a r g e t  f i le  name i n  t a r g e t  s torage 
en t ry  
SVTERM I n i t i a l i z e s  a node t o  s t o r e  a phrase for a 
TERM 
sVTRK2 Saves n-r of Tracks f o r  tape 
SVUCn Save u n i t s  as CYL f o r  d i sk  
SVVOL Saves volume name i n  disk/tape s torage en t ry  
3.2.5 STATEMENT SPORAGE ROUTINES 
These rout ines  c o l l e c t  the s t r i n g s  of names and other v i t a l  
- information i n  the MODEL statements, and pass them t o  the SPORE system, 
which is a subsystem i n  itself to  s t o r e  the statements for later 
processing. Such storage-invoking rout ines  are called at the end of  
scanning each MODEL statement, and are t h e  ones that begin w i t h  the 
letters "STw (e.g. STPLD, STREC, e t c ) .  The storage subsystem described 
below (STORE), which is called by these routines,  s t o r e s  the MODEL 
statements i n  a simulated assoc ia t ive  memory that f a c i l i t a t e s  later 
r e t r i e v a l .  
On analyzing the asser t ions  (computational statements) a syntax o r  
der iva t ion  tree which represents  the a s se r t i on  is generated and stored.  
This representat ion facilitates later ana lys i s  and scanning o f  t h e  
asser t ion ,  as w e l l  as systematic transformation. The tree 
representat ion is reconverted i n t o  text form i n  the code generation 
phase. 
A t  the end of the syntax phase, we have the e n t i r e  set of MODEL 
statements stored i n  a convenient storage system for fu r the r  analysis .  
The s t o r i n g  subroutines which invoke the use of  the STOFtE system act as 
an in t e r f ace  between the automatically generated SAP and the storage 
s y s t e m  presented below. The storage system is an extension t o  the 
capabilities of the SAPG s ince  it is general  purpose i n  nature and is 
independent of t h e  nature of  the language specified, and could be used 
f o r  processing other languages. 
The storing routines are l i s t e d  i n  Table 3 . 7 .  
Table 3.7 STORING KIUTINES 
SWRING RC)UTINES 
NAME WHAT IT DOES 
STF'ILE S t o r e s  FILE s ta tement  
SPFLD S t o r e s  FIELD statement 
SPGRP S t o r e s  GROUP statement 
S T m D  S t o r e s  BKXKllE s tatement 
STPNCH S t o r e s  PUNCH statement 
STREC S t o r e s  RECORD statement 
STSRC S t o r e s  SO= FILES statement 
STPAR S t o r e s  TARGET FILES statement 
3.2.6 HOUSEKEEPING KILTTINES 
F i n a l l y ,  t h e r e  are a few "housekeepingn type subrout ines  which need 
no t  be w r i t t e n  by t h e  language d e f i n e r  because they are provided by the 
SAPG, b u t  which need t o  be included i n  the EBNF/WSC. 
The housekeeping r o u t i n e s  are listed i n  Table 3.8 
Table 3.8 HOUSEKEEE+ING ROUTINES 
HOUSEKEEPING ROUTINES 
NAME WHAT IT DOES 
ADLEX Adds a subpart of a f loa t ing  point  constant 
to  its f u l l  representat ion 
CllZERRF C l e a r s  errors flag every statement to  
ind ica te  no syntax errors yet i n  next 
statement 
ENDINP Executed upon end-of-file t o  p r i n t  l a a t  l i n e  
and wrapup 
FREETMP Frees a l loca t ion  of  a temporary da ta  
s t ruc tu re  which w a s  needlessly allocated 
NEGATE Negates the value of a negative in teger  
constant to  der ive  its real representat ion 
mSPMTm Scans for end of  statement de l imi te rs  when 
unrecognizable statement encountered 
STMPINC Increments the statement number; called at 
end of each statement 
3.2.7 AN INDEX TO SAP ROUTINES 
The subroutine names used i n  the spec i f ica t ion  of MODEL can be 
classified i n t o  one of the following four  types of subroutines: 
encoding/saving rout ines ,  s to r ing  routines,  semantics checking rout ines ,  
and housekeeping rout ines .  Table 3.6, 3.7, and 3.8 provide an 
a lphabe t ica l  l i s t i n g  of  the rout ines  within each category. As f o r  error 
messages, t h e  error code and their meanings are shown i n  Table 3.5. 
3.3 THE STRING STORAGE AND RETRIEVAL SUBSYSTEM 
The store rout ines  t h a t  are referred to  i n  the EBNF descr ip t ion  of 
mDEL, u t i l i z e  a general-purpose mechanism f o r  s to r ing  source language 
s t r i n g s .  A s imi l a r  mechanism is used later f o r  r e t r i ev ing  these source 
language s t r i n g s .  The following system, bas ica l ly ,  cons i s t s  of a 
directory s t ruc tu re ,  described i n  sec t ion  3.3.2 and the format of  
s torage e n t r i e s  described i n  Section 3.3.3. There are also two main 
procedures : 
(1) STORE f o r  s to r ing  source language s t r i n g  collected during syntax 
ana lys i s .  STORE is described i n  Section 3.3.4. 
( 2 )  RETRIEVE for accessing previously s tored  source language s t r i n g s ,  
based on a va r i e ty  of "keys". RETRIEVE is described i n  Section 
3.3.5. 
Additionally a set of rout ines  spec i f ied  i n  EBNF parses  and stores 
the asser t ions .  Section 3.3.6 descr ibes  the format of stored 
asser t ions .  Section 3.3.7 descr ibes  the rout ines  that s t o r e  the parsed 
asser t ions .  These rout ines  have a l s o  been referred t o  i n  the 
descr ip t ion  of  saving and encoding rout ines  i n  Section 3.2.4. 
The STORE procedure accepts s t r i n g s  which are formed by the 
subroutines called during syntas  analysis .  It s t o r e s  t h e  s t r i n g s  i n  
memory Which we call "storage en t r i e s "  while bui lding "directory 
en t r i e sw  i n  a d i rec tory  of c e r t a i n  names designated as keys. By 
building a d i rec tory ,  the s t r i n g s  are stored "associatively" i n  the 
sense that statements can later be re t r ieved  based on their content.  
This capab i l i t y  is crucial t o  "non-procedural" language processor s ince  
the statements can be input i n  any order. 
3.3.2 THE DIREClrORY AND STORAGE STRUCTURE 
The s torage e n t r i e s  (the s t r i n g s  t o  be s to red )  conais t  of  two 
parts : 
(1) the key names t o  be entered i n  t h e  directory which include the names 
t h e  user  provided i n  the MODEL statements for naming data, asser t ions ,  
etc. these  are the names by Which we may want to  r e t r i e v e  information 
later. 
( 2 )  aux i l i a ry  d a t a  from the source language s t r i n g s  including the 
encoded information i n  table form. This information is not used as the 
basis of r e t r i e v a l s .  
Each s torage  en t ry  w i l l  contain information from a given MODEL 
statement. They w i l l  appear i n  memory i n  the order i n  which they are 
processed. 
The d i r ec to ry  cons i s t s  of  an en t ry  f o r  each key name. Each 
d i r ec to ry .  e n t r y  po in ts  t o  t h e  first s torage en t ry  containing t h a t  key 
name. A l inked-l is t  is then maintained f r o m  the first s torage en t ry  
with that key name t o  o ther  s torage e n t r i e s  containing the samekey 
name. A binary tree s t ruc tu re  waa chosen for the d i rec tory  t o  make tree 
aaodifications and key names searches e f f i c i e n t .  It is the first key 
name entered i n  the directory which becomes the root of the d i r ec to ry  
tree; the next key is entered "above" o r  "belown it i n  the tree by 
lexicographic order;  etc . 
Each d i r ec to ry  en t ry  has  the following form: 
where wKevnamew is a s t r i n g  of  (up  to )  10 characters (padded w i t h  blanks 
t o  its right side) 
nPtr-to-firstw is a poin te r  to  the first s torage en t ry  containing the 
"key namen. 
"u~-point-er': and "Down-~oi_ntgg" are poin te rs  to  other d i r ec to ry  en t r i e s ,  
whose key names are up or d m ,  respectively,  i n  the lexicographic 
sense. 
Each storage en t ry  has the following form: 
where N is the  number of key names i n  the  storage entry s t r ing .  
Name ( i=l t o  n ) is a key name of a variable.  
-
Ptr (i=l t o  n )  is a pointer t o  the  next storage entry with the  same key -
name. 
Ptr-to-data is a pointer t o  auxil iary da ta  from the source language 
statement. 
Figure 3.4 depicts  an example of three storage e n t r i e s  and a 
directory consisting of only three  ent r ies ,  X, Y, and 2, where Y is the 
root of the  directory tree. Such a s t ruc ture  w a s  p a r t i a l l y  motivated by 
similar ideas i n  t h e  "Multi-list" f i le  organization. 
F i g .  3 . 4  Sample D i r e c t o r y  and Storage E n t i e s  
3.3.3 STOHAGE ENTRIES PORM24T FOR EggDEL STATEMENTS 
The STORE mechanism, described i n  the next sect ion,  is called by 
SAP'S s t o r i n g  subroutines t o  store the m D E L  statements f o r  r e t r i e v a l  
(by RETRIEVE) i n  the later phases. For each type of MODEL statement, 
the key names i n  it are stored i n  its storage entry.  The non-key 
information i n  the MDDEL statement ( infonuation which is not  used t o  
specify r e t r i e v a l s )  is kept i n  descr ipt ion tables, which are connected 
(by STORE) t o  t h e  corresponding s torage e n t r i e s  as was shown above. 
Table 3.9 summarizes the i n t e r n a l  format of  the s torage e n t r i e s  and the 
corresponding descr ip t ion  tables f o r  each type of  MODEL statement. The 
leftmost name i n  each en t ry  is the name of the statement being stored. 
The middle column shows t h e  information appearing i n  the corresponding 
storage en t ry  ( w i t h  the poin te rs  omitted due to  lack of  space).  The 
r i g h t  column shows t h e  addi t iona l  encoded information, i f  any, from the 
statement. The key names beginning w i t h  a dollar s i g n  ( $ )  i n  the 
s torage e n t r i e s  are not  user-proveded, bu t  are inser ted  by the system 
f o r  its own information. The last name i n  each storage entry,  for 
example, i d e n t i f i e s  the type of statement. 
Table 3 .9  Storage entries Pornrat for EIDDEL 
MODEL Statement Schema Sta~.nr?e Entry Kev Namco Auxilliarv D s n o r l ~ t l o n 8  
NODULE# module-name motlule-nems $LLODUIE. aYl!%stntkr, CIODL n 
SOURCR, PI IS^ s l  , s t , .  . .,a,, $SOURCE e l  02 . . . sn SRCF n 
TARGET FILES8 ti, t2, ... tpl $TARGET tl t 2  ... k TARP n 
filename IS PILE( CROUP I*,, rIESIIfilmaae r 0 IC )PILE: FILE n ORQ-CCXJ* t a y - f ~ a g  1.-8t.r' 
STORAGE IS r ,  RECORD 0- SAM 0 no mort 0-no repet, 
EEY IS k, ORG IS 0 )  1- ISAM key for r 
l-mort key 1, repeat, 
record-nnme IS IlECORD reaord-nars mi a2 ... 5 WCD n ~aembera aembarm 
(mil m~t...omn~ SPfi la  $RWD Jsubscrlpta 
first sub. 
group-name IS CROUP 
(m1,m21.. . ,5,) group-nomr it1 12 . .. q, GRP n (.me ae record) $Ff l l a  @RP 
liald IS FIELD (fieldtype 
(minlength I raxlrngrh) fieldname QPftle QYU) PU) n fieldtype length type minlux 
O-cltar 0-fixed scale factor 
1-binary l-variable picture otrinu 
2-numeric (if type -7) 
3-decimal 
4-binary 
f lout ins 
5-bit 
6-Qcclntul 
f lo at in^ 
7-picture 
SOURCE: ql. a2.. . 
aueert ion-nanle 
. .an aeeertion-narm a1 r2...on$ASSEilT ASSR n #nauoe component. 
- ,t,,, ' assertion-name t ~z;..c,$ASSERT ASTC n Onares componente 
nssertion-nome !ASSERT ASTX n Pointer to syntax tree 
atbrcrlpt-name IS S U B [ S C R & P ~ [ ( ~ ~ ~ ~ ~ ) ]  sub;cript name $$SUB $SUB n range 
CARD n 
TAPB n tape-attributer 
DISK n dink-attributes 
TERH a term-attributes 
f N C l l  n punell-at tributes 
PMNT n print-attributes 
3.3.4 'PKE STORE PROCH)URE 
The STORE(S,D) Procedure has t w o  parameters, S and D. S is t h e  
s t r i n g  containing the key names which are t o  be s tored  and t o  be entered 
i n  t h e  d i rec tory .  D is a poin te r  t o  previously b u i l t  auxi1ia.q da ta  
from t h e  source s t r i n g .  The latter usually is an encoded form of 
non-key source language information. 
Algorithm STORE shows the s to r ing  procedure. srORE receives  t h e  
key names from S and creates a s torage en t ry  for it (Steps 1-3). It 
checks i f  they are i n  the d i rec tory  (Steps  4-5, subroutine SEARCH DIR). 
I f  the key is i n  t h e  directory, then it follows the "pointer-to- firstn 
which po in t s  t o  the first s torage en t ry  w i t h  that name (Steps  7-8). The 
ar ray  of s t r i n g s  i n  t h a t  storage en t ry  is scanned u n t i l  the key name is 
found. If its "nestn po in te r  is n u l l  (end-of- l is t ) ,  then it is set t o  
point t o  the newly created s torage en t ry  (Steps  8-11). If it is not, 
the process is repeated u n t i l  a n u l l  (end-of-list) po in te r  is found 
(Steps 9-10). I f  the cur ren t  key name is not found i n  the directory, it 
is entered i n  the appropriate spot i n  the lexicographical  pos i t ion  i n  
t h e  directory (Step 6, subroutine CREATE DIR) and the poin te r  i n  the 
d i rec tory  is set t o  point  t o  the newly created first s torage en t ry  
(Steps 7-8). 
Algorithm STORK : The Score Procedure 
Parameters :  S - s t r i n g  of keys t o  Se s t o r e d ;  
P-pointer  to  ocher  d a t a  
(see Section 2.3 - 2 f o r  diagrams of n3 t a  S t r u c t u r e s )  
[Subroutincs c a l l e d :  CIIECK-DIR, CE?!EPATT; - EBTRYf 
Step 1. Count EKCYS, 
Step 2, A l l o c a t e  t h c  s t o r a g e  e n t r y  f o r  S (caI.1 i t  SE, accordinp, to tfic 
format shosm) 
Step 3. Connect PTR-TO-DATA i n  SC, t o  D, 
Step 4. For  each key name, perform s t e p s  5 thrnugh f'l, 
Step  5.  If key e x i s t s  i n  t11c directory ( A l ~ o r i t t ~ n  CIIECR-DIP ), t h e n  go 
t o  s t e p  7; else go t o  s t e p  6. 
S t ep  6. Crcacc a d i r e c t o r y  e n t r y  f o r  this key. ( A l g o r i t h ~  CE1:ERATE- 
E3:xs ) 
Step 7. L e t  DC-this d i r c c t o r y  c n t r y ,  
S t cp  8. T E  EP. - TO - rZFST i n  IX already p o i n t s  t o  a f i r s t  storage e n t r y  
w i t h  t h i s  kcy name, then GO t o  s t e p  9; e l s e  go to s t e p  11. 
Stcp  9. G e t  t h e  ncxt  stclrngc c n t r y  i n  the l ist ,  
S tep  IO. I f  i t  i s  t h c  las t  I n  list, then go to  step l I ;  clsc 30 t o  
s t e p  ?. 
Step  I t ,  Add che ncv SE t o  t h e  l i s t ,  
Step It. Return.  
3.3.5 THE RETRIEVE PRDCEDURE 
RETRIEVE(E,D,S,N,P) is t h e  procedure f o r  r e t r i ev ing  desired s torage 
en t r i e s ,  by searching through t h e  d a t a  s t ruc tu re s  depicted i n  Figure 3.4 
and Table 3.4. It is invoked by many rout ines  described i n  subsequent 
phases of the Processor. It has f i v e  input parameters as indicated. 
RETRIEVE finds al l  the s torage e n t r i e s  i n  which the given key name or 
expression of key names, E, appears and furthermore checks whether the 
first characters of da t a  associated w i t h  t h e  s torage e n t r i e s  match the 
s t r i n g  D. That is, RFPRIEVe f inds  al l  the s torage e n t r i e s  with keys 
s a t i s fy ing  t h e  log ica l  expression E and other data D. RETRIEVE starts 
its search at d i rec tory  en t ry  S, normally the root  node of t h e  
directory, and it re turns  a list of  po in te rs  P, t o  those s torage e n t r i e s  
which satisfy the request  of the c a l l i n g  program. The number of  s torage 
e n t r i e s  s a t i s f y i n g  the request  is returned i n  N. 
The logical expression used to  r e t r i eve  s t r i n g s  can be any boolean 
expression involving "key" names o r  names i n  t h e  MODEL statements i n  
d i s junc t ive  nonadL form, where the first key i n  each term is 
non-negated, For example, consider the following statement by a c a l l i n g  
program: 
CALL RETRIEVE( KEYS, " , ST=, N, P ) ; 
KEYS might contain the s t r i n g  value ' PRICE & 
"QUANTITY I-' . This makes RETRIEVE f ind  a l l  s torage e n t r i e s  
(which correspond t o  a l l  statements i n  the WDEL spec i f i ca t ion )  i n  which 
PRICE appears and QUANTITY does not appear, o r  statements i n  which 
EXPENT appears. The n u l l  second parameter means that the auxi l iaxy da t a  
por t ion of each statement is inmaterial. RETRIEVE would then start its 
search and r e tu rn  a list of  po in te rs  i n  P t o  those storage e n t r i e s  which 
s a t i s f y  the condition, and N would be set t o  the number of statements 
that s a t i s f y  the condition. 
Algorithm RETRIEVE is shown i n  the following page. 
Algor i thm ! ? T . I T . V C  : Thc Actricve Procedttre 
P a r a n c t e r a :  L-logical e x p r e s s i o n  s t r i n a ;  S P p a i n c e r  
to b c ~ i n n i n ~  of d i r c c t o t y  (input); 
P = l f s t  of p o i n t e r s  s a t i s f y i n g  E; Nrnunbcr  of 
satisfy in^ e n t r i e s  
(see Figure 7a for  diagrams o f  d a t a  
s t r u c t u r e s )  
St c p  I. C c t  leading k c y  name K of next c o n j u n c t  f t o a  E. If 
no note,  y.0 to S t e p  22. 
Stcp 2. Check d i r e c t o r y  f o r  K (standard h i n a r y  t r e e .  search 
i n  suhroucine ST-~.RC'I!+lP given car1 i e t  1. 
Step 3. I f  found ,  t h e n  go t o  stcp 4 ;  else zo t o  s t e p  1. 
Stcp 4. Set PSEmPTE-TO-FIRST ( p o i n t e r  t o  f i r s t  s t o r a g e  entry 
vi th K) 
S t c p  5. Adc! FST: t o  11 list ( t e m p o r a r y  list of 
S tep  6. If G in PSE s t o r a E c  e n t r y  p o i n t s  to another s t o r a g e  
entry v i t h  C, t h c n  go t o  s t e p  7; else go t o  s t e p  8, 
S t c p  7. Set PSE t o  next s t o r a g e  c 9 t r y . h  the  list, g o . t o  
S t e p  5. 
S t c p  8. If end of E ,  then go t o  s t e p  20; else so t o  s t e p  9. 
S t e p  9. C e t  ncxr  synhal in E, 
S t e p  10. If syuhol='b' then  go t o  step 1 4 ;  else 60 t o  s t e p  
11. . 
Stcp  11, If synbo l= ' l '  t h e n  GO t o  step 12;  e lsc  error 
r e t u r n .  
S t e p  12. A d d  iist of p o t n t c r s  i n  I1 t o  l i s c  o f  pointcrs i n  P 
wi tkout d u p l i c a t i o n ,  
S t c p  13 .  Ca t o  s c e p  1. 
S t e p  14. Cet  n c x t  symbol. 
S t e p  15. If symbol='" t h e n  go t o  step 1 6 ;  clsc go t o  s t e p  
19, 
Stcp 1 6  (Case of  confo in inc .  n e ~ a t e r !  ecru) e l i m i n a t e  
pointers i n  1.' to  storase c n c r l c s  wtrich a l s o  c o n t a i n  ncxt k c y  
nanc i n  C. 
Sccp .17. Co to s t e p  8, 
S t e p  Iff. (Case af canjoinfny,  non-negated t e r n )  c l i n i n r r t e  
pointers i n  11 to storay,~ e n t r i e s  w t ~ i c h  d o  n o t  c o n c a l n  n c x t  
key name i n  E. 
Step 19. Co t o  s t c p  8. 
S t c p  20. b.dd l i s t  o f  p o t n t c r s  i n  I.? t o  l i s t  of  p o i n t c r s  In P. 
S t e p  21. 5 c t  :'=number of p o i n t c r s  i n  P l i s t .  
Step 22. Y.cturn, 
An example showing the r e t r i e v a l  mechanism t o  r e t r i e v e  a l l  s torage 
e n t r i e s  with key names "BW and "Cw is given i n  Figure 3.5. 
.-. --. 
- - . -  
Fig. 3.5 Rcample of Retr ieval  Mechanism 
The diagram shows i n  parentheses the s t eps  that correspond i n  the 
algorithm. RETRIEVE starts by ge t t i ng  the leading key name of the first 
conjunct (S tep  1) and searches the d i rec tory  f o r  it (Step 2 ) .  If found, 
it puts  the list of poin te rs  t o  a l l  s torage e n t r i e s  w i t h  that name i n  a 
temporary list (Step 3-7). If t h e r e  are o ther  names i n  the conjunct 
(Steps 10, 14), then RETRIEVE eliminates from the temporary list those 
po in te rs  whose storage e n t r i e s  do not have the other names i n  the 
conjunct (Steps  14-16). If there are more conjuncts i n  the expression, 
then the process is repeated and addi t iona l  po in te rs  are added to  the 
list (Steps 12-13). When the end of the expression is reached, t h e  list 
of po in te rs  t o  the sa t i s fy ing  s torage e n t r i e s  and t h e  number of poin te rs  
are returned (Steps  20-22). 
3.3.6 STORAGE FOR ASSERTION STATEMENTS 
Analysis of  an asser t ion  statement causes two s torage  e n t r i e s  t o  be 
made for the satatement . (See also Table  3.9 ) . The first en t ry  has  the 
type ASTX and contains  i n  its main part j u s t  the a s se r t i on  label (system 
generated) and a keyword $ASSERT. Its aux i l i a ry  d a t a  contains  a poin te r  
t o  t h e  syntax tree which represents  i n  a parsed form the body of the 
asser t ion .  The second en t ry  has t h e  type ASTG and contains a list of 
al l  the names which are sources and t a r g e t s  t o  the asser t ion .  Sources 
are a l l  the names which appear on the r i g h t  hand side of each equal 
sign,  ( including subscr ip t  expressions ) and within boolean condition 
expressions. Targets are t h e  names whose values are defined by the 
asser t ion .  
3.3.6.1 THE SYNTAX TREE FOR AN ASSERTION 
The syntax tree of  an a s se r t i on  is constructed out  of mutually 
linked nodes. There are nodes o f  two types: non-terminal nodes which 
have descendants and terminal nodes which have no descendants and 
represent  atomic syn tac t i ca l  u n i t s  such as i d e n t i f i e r s ,  numeric and 
s t r i n g  constants.  Each node corresponds t o  a phrase i n  t h e  parsed 
asser t ion ,  and i f  it is non-terminal the list o f  its descendants 
represents  the fu r the r  breakup of  t h i s  phrase. 
3.3.6.2 THE STRUCTURE OF NON-TERMINAL NODES 
The s t r u c t u r e  of  non-terminal nodes is as follows: 
I 1 np I I Pointer1 I I Pointer!  
I TYPE1 N u m b e r  I D e l i m i t !  t o  Son11 ... I D e l i m i t 1  t o  Son I 
I I of Sons1 #1 I #l I 
- .. . .--. - . 
I #n I #n 1 
-- 
where "TYPE" is an in teger  code ident i fying t h e  syn tac t i ca l  type of  the 
phrase according t o  the following legend: 
o - Conditional Assertion. Example: i f  A=B THEN C=D 
1 - Simple Assertion. Example: A=B 
2 - Conditional Expression. 
Example: IF A > B THEN C ELSE 0 
5 - Boolean Expressions. Example: (A=B) I (C=D) 
6 - Boolean Term. Example: ( A  > 5 )  & ( C  <= 3 )  
7 - Boolean Factor.  Example: C = 7 
8 - Concatenation. Example: A l l  I I  'EM)' 
9 - Arithmetical Expression . Example : ( A*B )+( C*D ) 
10 - Term. Example : A*B 
11 - Factor. Example: A**2 
12 - Primary. Example: A, B(I+l) ,  (A+B) 
13 - Function. acanrple : SUM(A, I ) 
14  - Subscripted V a r i a b l e .  Example : A(F'0REACH.A) 
"Nllmber of Sons" is t h e  number of components or subphrases t h a t  the 
indicated phrase is broken in to .  Thus i f  the phrase is "A+BW it is of  
type 9 (Arithmetical  Expression) and it is parsed fu r the r  i n t o  the 
subphrases "A" and "B". The *+* del imi te r  w i l l  be s tored  as de l imi te r  
number 2 i n  t h e  cur ren t  node. 
The delimiters are encoded as in tegers  according t o  the following 
legend : 
1 - * '(Blank - N o  de l imi te r )  
2 - 'IF' (keyword) 
3 - 'TEEN' 
4 - 'ELSE' 
5 - '=' 
6 - '+' 
7 - I-* 
8 - * * ' ( standing for mult ipl icat ion ) 
9 - * / *  
10 - * ** * ( Exponentiation ) 
11 - ' I * (Alternat ion - Logical ' o r  * ) 
12 - 'L 
13 - ' I I (Concatenation) 
14  - " (Negation ) 
15 - * ( '  
16 - ' ) *  
17 - ',* 
18 - ' > '  
19 - ' >=' 
20 - ' < '  
21 - '<P' 
22 - '3.' 
23 - ' > *  
24 - ' c *  
"Delimiter 1, i=1, ..nW are the de l imi te rs  separating t h e  subphrases. 
The first one is the de l imi te r  pref ixing the whole phrase such as the 
'-' i n  the phrase -A o r  t h e  ' ' i n  the phrase ' (AcB & B<C)'. "Pointer 
t o  Son i, i=l , . .nN are poin te rs  t o  o ther  nodes which represent the 
subphrases i n t o  which the cur ren t  phrase is parsed. 
3.3.6.3 THE STRWWRE OF lERMINAL NODES 
Terminal nodes are used t o  s t o r e  constants such as var iab le  names, 
s t r i n g  or nuueric constants.  .Their s t ruc tu re  is as follows: 
I type I str-length I value I 
where "typen is an in teger  code ident i fying the type of  the constant 
according to  the following legend: 
20 - character s t r i n g  constant.  Example: 'ABC* 
21 - function name. Example: SUM 
22 - numeric constant.  Example: 3.14 
23 - var iab le  name. Example: PAY 
24 - bit  s t r i n g  constant,  Example: ' 1001 'B  
" S t r l e n g t h w  is the length of the character s t r i n g  representing the 
constant.  It w i l l  be 3 f o r  s to r ing  the variable name 'PAY'. "Valuew is 
t h e  a c t u a l  character s t r i n g  representing t h e  constant.  
During later processing ( M u l e  ENEXDP), a l l  the terminal  nodes 
which r e f e r  t o  non-constants ( types  21,23) are converted t o  a d i f f e r e n t  
format; referred to  as variable-terminal-nodes: 
'Type' as before is an in teger  code ident i fy ing  the type of  the name 
according t o  the following legend: 
25 - V a r i a b l e  type. The associated name is a var iab le  and NODE- is 
the d ic t ionary  en t ry  number o f  this var iab le .  
26 - Subscript  type. This stores the name of a subscr ipt .  NODE# 
refers t o  a d ic t ionary  en t ry  number. This d ic t ionary  en t ry  can 
be of one of  t h e  following types: 
'GRP' , 'RECD' , or 'PLD' , which must be repeating.  If this en t ry  
name is X then the name of the subscr ipt  is F0lLEACB.X. 
'$SUBw - This is a global  subscript declared by the user.  
* $ *  - This is a free subscr ip t  added by the system. It is 'one 
of  the subscr ip t s  Sl..to$9. 
27 - Function Name. NODE# is an index i n  a list of functions 
recognized by the system. See Table 3.10 for the list. 
An o v e r a l l  example consider the syntax tree f o r  the asser t ion :  
If  A=B I CtD & Ec=F 
THEN X(PO~EACH.X)  = (Y+z)*T( I * $ * ;  
ELSE X(FOl?-EAC3i.X) = '0'; 
It is described i n  Pig. 3.6, with the modification that de l imi te rs  are 
represented by themselves rather then i n  their encoded form, t o  improve 
readabi l i ty .  
Fig. 
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3.3.7 THE SYNTAX TREE CONSTW%PION ROUTINES 
Several  rou t ines  are responsible f o r  the construction of the syntax 
tree of an asser t ion .  They may be c l a s s i f i e d  and described as follows: 
Setup Routines: On en te r ing  a parse for a phrase of a c e r t a i n  type (by 
SAP) an appropriate s e tup  rout ine is called. This rout ine allocates a 
temporary node area (temporary s ince  we do not know yet how many 
subphrases o r  components it w i l l  have), ass igns  a type number 
corresponding t o  the type of the phrase and resets a component count t o  
0. 
There is a se tup  rou t ine  corresponding t o  each phrase 's  type. They are 
f o r  t h e  non-terminal types ( l i s t e d  i n  increasing type code order) :  
rmuSs0. SVASSR (SVASAEl), SVBEXP, SVBT1, SAVF1, 
SVCON, SVAE, SVTERM, SVPAC, SVPRIM, SETFUNC, SETSUBV. 
For the terminal  types  (codes > 19),  a s t r i n g  area is allocated and 
a type var iab le  is assigned, too.  N o  se tup  rou t ine  exists f o r  b i t  
s t r i n g  s ince  the d i s t i n c t i o n  between it and a character  s t r i n g  can be 
made only at the end of its scanning. 
Save Routines: These are common to  al l  non-terminal phrases. They 
a l t e r n a t e l y  store de l imi te rs  and poin te rs  t o  components, increasing the 
"number o f  sons" counter appropriately.  These are al l  stored i n  the 
temporary node s torage  area. 
mOPl - Stores  a first delimiter. If th i s  rout ine is not  called the 
first de l imi te r  is always set t o  1 (= ' ' ). 
mCMPl - Stores  a po in t e r  to  the first component, 
SCNXDP - Stores  the recent ly  scanned delimiter i n  the next ava i lab le  
delimiter slot.  , Then increment t h e  "number of sons" counter. 
d - 'S tores  a poin te r  t o  t h e  recent ly  assembled subphrase i n  the 
next ava i lab le  component slot. 
S tor ing  Routines: These f i n a l i z e  the node s t ruc tu re ,  after scanning of 
the phrase is complete. Since s i z e  of  s t r i n g s  and nuniber of  sons are 
known by th is  t i m e ,  a permanent node space is allocated and the contents  
of the temporary s torage en t ry  t ransfer red  there. The t e m p o r a r y  s torage 
area is then freed. 
STALL - This is the s to r ing  rout ine for a l l  the non-terminal nodes. 
It first checks to  see i f  the assembled node is not t r i v i a l .  It w i l l  be 
t r i v i a l  i f  it contains  only one component and the first de l imi te r  is 
blank. I n  this case no permanent s torage is made for th is  node. This 
check el iminates  redundant nodes i n  the syntax tree. If the node is not 
t r i v i a l ,  a permanent a l l oca t ion  is made for it and the proper contents 
t r ans fe r r ed  there. 
For t h e  terminal  nodes we have separate s to r ing  rout ines:  
STNUM - Stores  a numeric constant 
SrPUN - Stores  a function name 
SVSTRNG - Transfers a s t r i n g  constant t o  t h e  s torage area before c a l l i n g  
on STR CON. 
STBIT - Stores a bi t  s t r i n g  
STlLCON - A common rout ine f o r  s to r ing  a l l  constants.  It allocates a 
permanent node s torage and t r a n s f e r s  type, length and s t r i n g  
i n t o  it. 
I = 
1 ANY 
I CoPY 
I FALSE 
I HIGH 
I = 
I REPEAT 
1 s- 
1 SUBSTR 
1 -  
-- 
I ADJR 
I BIT 
I =TE 
I FIXED 
I INDEX 
I MIN 
I 
I SIGN 
I 
I UNSPEC 
I =  
I CEIL 
I DECIMAL 
I r n A T  
I LENGTH 
I MOD 
I =IM 
I s=_FN 
I TIME 
I UPDATE 
Table  3.10 The functions recognized by the MOD= processor. 
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PRECEDENCE ANALYSIS 
A MDDEL spec i f ica t ion  cons i s t s  of many data descr ip t ion  or 
a s se r t i on  statemsnts . I n  pr inc ip le ,  the data descr ip t ion  statements 
specify the s t ruc tu re  of d a t a  e n t i t i e s  such as file, group, record, and 
field. The as se r t i ons  spec i fy  the re la t ionsh ips  between the data 
e n t i t i e s .  The data e n t i t i e s  and the a s se r t i ons  are re fe r red  t o  here as 
proqram e n t i t i e s .  On the other hand, i n  an executable program the re  are 
prosram events such as 1/0 a c t i v i t i e s ,  computations, o r  ge t t i ng  d a t a  
ready. The events i n  a program generated by the MODEL system correspond 
t o  e n t i t i e s  i n . t h e  spec i f ica t ion .  .For example, a f i le  e n t i t y .  
corresponds t o  an event of  opening a f i le  o r  c los ing  a file; a record 
e n t i t y  corresponds t o  reading a record or wr i t ing  a record; and an 
a s se r t i on  e n t i t y  corresponds to  computing a t a r g e t  var iab le .  The 
sequence of the program events is not given by the user.  Instead,  it is 
determined by the MODEL processor under t h e  cons t r a in t s  of precedence 
re la t ionsh ips  among the program events.  I n  th is  chapter we discuss  the 
ana lys i s  f o r  recognizing the precedence kelationships between program 
events and representing them i n  a d i rec ted  graph. 
Based on the spec i f ica t ion  we can f ind  the unique symbolic names 
assigned by the user  to  data e n t i t i e s .  Additionally t h e  MODEL processor 
automatically ass igns a unique name t o  every asser t ion .  Similar t o  
other compilers, t h e  MDDEL processor maintains a symbol table ca l l ed  
d ic t ionary  which contains al l  the symbolic names of  program e n t i t i e s  and 
t h e i r  a t t r i b u t e s .  
The dic t ionary  is created by a procedure CRDICT which f inds  al l  the 
e n t i t i e s  i n  the program spec i f ica t ion  and stores their names i n t o  the 
dict ionary.  Except f o r  soms spec i a l  cases described below, t h e r e  is a 
correspondence between each statement i n  the spec i f ica t ion  and an e n t i t y  
i n  the dict ionary.  
A t t r i b u t e s  of a symbol such as the type ( f i l e ,  group, field, ..., 
etc), the number of dimensions, the s t r u c t u r a l  r e l a t i o n  o f  it to  o the r  
symbols are stored i n  the d ic t ionary  during t h e  process o f  precedence 
analysis ,  and later during dimension analysis .  This information is used 
later to  determine the execution sequence. 
Various types  of re la t ionsh ips  among program e n t i t i e s  have direct 
implication on the execution sequence of  t h e i r  corresponding program 
events. The precedence re la t ionsh ips  among t h e  program events are found 
based on the ana lys i s  of the program e n t i t i e s .  For example, a 
h i e ra rch ica l  re la t ionsh ip  e x i s t s  when one d a t a  e n t i t y  contains another, 
such as when a f i le  contains a record, a record contains a f i e l d ,  ..., 
etc. A de~endencv re la t ionsh ip  exists between a f i e l d  and an asser t ion  
when t h e  f i e l d  is either a source var iab le  of  the as se r t i on  or its 
t a r g e t  var iab le .  There are a l s o  re la t ionsh ips  between data e n t i t i e s  and 
t h e i r  associated cont ro l  var iables .  The events and their precedence 
relations are represented by a d i rec ted  graph ca l l ed  an Array Graph. 
The Array G r a p h  is created by t w o  procedures, ENHRREL and ENEXDP. 
The ENHRREL rout ine analyzes da t a  descr ipt ion statements and f inds  the 
precedence r e l a t i o n s  caused by the h ie ra rch ica l  r e l a t i ons  between da t a  
e n t i t i e s .  The ENEXDP rout ine analyzes asser t ions  and f i n d s  the 
precedence r e l a t i o n s  from the dependency r e l a t i ons  among d a t a  fields and 
assertions. It also f inds  the precedence r e l a t i ons  among d a t a  e n t i t i e s  
and their associated cont ro l  var iables .  Since the Array Graph contains  
the complete precedence information, it is used t o  check the 
completeness and consistency of  t h e  spec i f ica t ion  and t o  determine the 
computation sequence. 
4.2 .REPRESENTATION OF PRECEDENCE RELATIONSHIPS 
E3mry program e n t i t y  has a f u l l  name which uniquely i d e n t i f i e s  it. 
M o s t  of the e n t i t i e s  have a s ing le  component f u l l  name. When two  data  
e n t i t i e s  share the same name, it is necessary t o  qua l i fy  t h e  name with 
their respect ive f i le  names t o  d i s t inguish  t h e m .  Two data e n t i t i e s  
within one f i le  are not allowed t o  share  the same name. A f i le  name may 
have at most two instances denoted as NEW or OLD followed by an 
i d e n t i f i e r .  Thus a d a t a  e n t i t y  may have a f u l l  name of three 
components: NEW or OLD, f i le  name, and da t a  name. Control var iab les  
have one component more than the associated data e n t i t i e s ,  i. e . , a 
reserved key name. The f u l l  name and the a t t r i b u t e s  of  each program 
e n t i t y  are s tored  i n  t h e  dict ionary.  
I n  order t o  use memory e f f i c i e n t l y ,  memory space f o r  the e n t r i e s  of 
the d ic t ionary  are allocated dynamically. Pointers  t o  the d ic t ionary  
e n t r i e s  are stored i n  a vector  DICTPTR and the t o t a l  number of pointers  
i n  the vector  is denoted as DICTIND. With this  arrangement, we can 
allocate memory piecewise and access the information randomly. Since 
each program e n t i t y  corresponds to  a node i n  the Array Graph, we w i l l  
call its en t ry  number i n  the dict ionary node number. The organization 
of the d ic t ionary  is shown i n  Fig. 4.1  and the a t t r i b u t e s  i n  the 
d ic t ionary  are listed i n  Table 4.1. 
node f DICTPTR 
1 
N 
DICTIND 
l2cl 
Fig. 4.1 Organization of the dictionary 
Table 4.1 A t t r i bu t e s  i n  the Dictionary 
XDICT - Is the f u l l  name of the e n t i t y .  
XNAMESIZE - Is the ncmiber of characters i n  XDICP field. 
XUNIQUE - Is the smallest name by which the e n t i t y  can be i d e n t i f i e d  
uniquely. If the f i le  name component o f  a f u l l  name is not 
necessary t o  i d e n t i f y  the e n t i t y  uniquely, then  XUNIQUE is set 
to  the name without f i le  name component; otherwise, XUNIQUE is 
set to  XDICT. 
XDICTYPE - Spec i f i e s  the type of  the e n t i t y .  Following are the poss ib le  
values  : 
ASTX - An asser t ion .  
GRP - A group. 
FILE - A file. 
RECD - A record. 
M3DL - The spec i f i c a t i on  name. 
SPCN - A special name prefixed w i t h  a keyword such as END, SIZE, 
LEN, POINTER, NEXT, SUBSFP, ENDPILE, and FOUND. 
$SUB - U s e r  o r  system declared subscr ip t s ,  including the 
standard subscr ipts :  SUB1, Sum, ..., SUB10. 
$$ - System added subscr ipts :  $1, $2, ..., $10. 
$$I - System loop var iab les :  $11, $12, ..., $110. 
XMAINASS - Contains a po in t e r  to  the s to rage  o f  the statement which 
de f ine s  the e n t i t y .  
Table 4 .1  A t t r i b u t e s  i n  the Dictionary (Continued) 
XNRECS - This count is meaningful only for file e n t i t i e s  and holds  the 
number of  d i f f e r e n t  record types  contained i n  the fi le,  
XPARE'IXJI - Holds the node number of  the parent f i le  e n t i t y  f o r  all  input  
and output data items. 
XPAREC - For data i t e m s  below the record l e v e l  this  field holds t h e  node 
number of their parent record e n t i t y .  
XINP - Is ' 1 'B i f  the e n t i t y  is i n  input  file, and * O ' B  otherwise. 
XOUP - Is ' 1 8 B  i f  t h e  e n t i t y  is i n  output f i l e ,  and 'O'B otherwise. 
XISAM - Is * 1 'B i f  the e n t i t y  is an ISAM file, and ' 0  'B otherwise. 
XKEYED - Is ' 1 * B  i f  t h e  d a t a  e n t i t y  is i n  a f i l e  f o r  which a key name 
was specif ied.  
XLEN-DAT - The length i n  bytes of the data e n t i t y .  
XREPTNG - Is ' 1 8 B  i f  the d a t a  e n t i t y  is repeating.  
XVARYREP - Is ' 1 8 B  i f  the data e n t i t y  has a varying number of  
repetitions. 
XMA]CREP - The maximal number of  r epe t i t i ons  which was declared f o r  the 
data e n t i t y .  If no maximal r epe t i t i on  is declared, XMAX-REP is 
set to  1. 
XVARS - Is ' 1 8 B  i f  the e n t i t y  contains  a descendant below the record 
l e v e l  and the descendant has  a var iab le  s t ruc tu re .  
Table 4.1 A t t r i b u t e s  i n  the Dictionary (Continued) 
XSUBREC - Is '1'B i f  t h e  da t a  e n t i t y  is a member of some record type. 
XISSTAFtRED - Is ' I ' B  i f  t h e  d a t a  e n t i t y  is repeating and has a 
undetermined repe t i t ion .  
XFATHER - The node number of the d a t a  e n t i t y  which is one l e v e l  above 
the cur ren t  e n t i t y  i n  the data s t ruc ture .  
XSONl - The node number of  t h e  leftmost descendant of the cur ren t  
e n t i t y .  
XBROTHEX - The node number of the immediate r i g h t  neighbor of the 
cur ren t  e n t i t y  i n  t h e  data s t ruc ture .  
XENDB - The node number of  t h e  cont ro l  var iab le  EF4D.X i f  t h e  cu r rn t  
e n t i t y  is X. 
XEMSTB - The node number of t h e  cont ro l  var iab le  SI2E.X i f  the cur ren t  
e n t i t y  is X. 
X V f L D I M  - The conceptual ( v i r t u a l )  dimensionality of the e n t i t y .  
XSUBSLST - A po in t e r  t o  the node subscr ipt  list associated w i t h  the 
e n t i t y .  
XSSUCCESSORS - The number of  edges i n  the XSUCC-LIST. 
XSUCC_LIST - A poin te r  t o  the list of  edges emanating from the cur ren t  
e n t i t y .  
XSPREDECESSORS - The number of edges i n  the XPRErLLIST. 
=RED-LIST - A poin te r  to  the list of edges coming i n t o  the cur ren t  
e n t i t y  . 
4.2.2 THE ARRAY GRAPE 
The Array Graph is a directed graph which represents  the precedence 
re la t ionsh ips  among program events. The nodes i n  t h e  Array G r a p h  are 
t h e  program events and t h e  edges are t h e  precedence re la t ionships .  One 
program event i n  the Array Graph w i l l  correspond to  one program e n t i t y .  
Thus the nodes i n  the Array Graph correspond to  the program e n t i t i e s  i n  
the dict ionary.  The edges between nodes are s tored  i n  edge lists 
associated w i t h  those nodes. The attribute SUCC-LIST of a node contains  
a list of  edges emanating from it and the a t t r i b u t e  PRED-LIST contains  a 
list of edges terminating at this node. W e  can thus  f ind  the successors 
as w e l l  as t h e  predecessors of any node. 
The nodes i n  the Array Graph are com~ound nodes, i.e., an e n t i r e  
a r ray  of  d a t a  is represented by one node. A l s o  each a s se r t i on  is 
represented by one node, independently of  how many a r r ay  elements it 
defines.  The range of each dimsnsion of a compound node is s tored  i n  
the node subscript list associated with t h e  node. The edges i n  the 
Array Graph are com~ound edses which denote arrays of r e l a t i o n s  between 
two compound nodes. W i t h  each edge are also stored the types of  
subscript expressions used i n  the r e l a t i ons  between the source and the 
t a r g e t  node o f  the edge. The meaning of t h e  Array Graph is made more 
prec ise  by considering the corresponding Underlying Graph (UG), where 
every a r r ay  eleoaent is represented by one node. An asser t ion  node i n  
the Array Graph may be expanded i n  the UG i n t o  as many nodes as the 
elements of t h e  a r r ay  which it defines.  Edges are drawn between the 
simple nodes. The UG may be an enonaous graph which is impractical  t o  
analyze. Sometimes the ac tua l  number of a r r ay  elements is not known 
u n t i l  run t i m e .  Thus it is impossible t o  create t h e  UG of the 
spec i f ica t ion .  I n  cont ras t ,  the Array Graph is more compact and easy t o  
analyze. 
4.2.2.1 DATA STRUCTURE OF EDGES 
Every edge from a node S to  a node T has a uniform format: 
t 
T(U1, ..., Uk) <- S(J1, ...,a) 
where t is the type of the edge, 
k is the dimensionality of node T, 
m is t h e  dimensionality of  node S, 
Ji, l < = i c = m ,  are subscr ip t  expressions appeared on 
the i t h  dimension of node S. 
U i ,  l<=i<=k,  are t h e  node subscr ip t s  associated with 
the node T. 
The subscr ip t s  U1, ...,Ulc of  t h e  t a r g e t  node T are s tored  i n  t h e  
a t t r i b u t e  XSUBSLST of T i n  the dict ionary.  Therefore they  are not  
specified i n  the edge. I n  the later discussion,  a type 4 subscript 
expression Ji w i l l  be indicated by an ** '  i n  the i th  dimension of t h e  
source node. 
An edge is represented by the' following da t a  - s t ruc ture :  
SOUIPCE : The source node of the edge. 
TARGET : The target node of  the edge. 
EDGE-TYPE : The type of t h e  edge. 
D m I F  : The d i f fe rence  between the dimensionality of the t a r g e t  
node and the source node. 
SUBX : A poin te r  t o  the subscript expression list (Jl,...,-). 
4.2.2.2 DATA ST'RUCI'URE OF SUBSCRIPT EXPRESSION LIST 
A subscr ip t  expression Ji can be classified i n t o  one of the 
following seven categories  according t o  its composition ( r e f e r  t o  
sec t ion  3.3.2). Type 4 subscr ip t  expression is referenced later as a 
general  subscr ip t  emress ion .  Types 5, 6, and 7 subscr ip t  expressions 
are added f o r  the e f f i c i e n t  implementation of some list type 
functionsCPNPR 8 0 )  . They are bas i ca l ly  of the form X( I ) where X is a 
var iab le  b u t  used t o  subscr ip t  another var iab le  B i n  B(X( I ) ). This form 
o f  subscript expression is referxed to  as i nd i r ec t  indexinq. The array 
used i n  i n d i r e c t  indexing must be in teger  valued with non-negative 
e n t r i e s .  The system w i l l  analyze ind i r ec t  subscr ip t s  only i f  the 
ind i r ec t  indexing a r r ay  X( I ) is subl inear ,  namely i f  it is : 
a)  Monotonic, i.e., i f  I>J then X ( 1 )  >= X ( J ) .  
b )  G r o w s  more slowly than I, i.e., X ( 1 )  <= I. 
The 8ystem can test the indirect indexing a r r ay  automatically t o  
determine i f  it is subl inear  by the following simple criteria. I n  t h e  
a s se r t i on  t h a t  def ine  the ind i r ec t  indexing a r r ay  X( I ), t h e  value of the 
r i g h t  hand side must be either 0 o r  1 for 1=1 and must be equal to  
X( 1-1) or X( I-1)+1 for I >1. Thus the system w i l l  examine t h e  asser t ion  
t o  check i f  it is i n  the form: 
X(1) = IF  Is1 THEN ( 1  I 0 )  
ELSE (X(1-1) I X(1-1)+1) ; 
An element i n  a subscr ip t  expression list is defined by the 
following d a t a  s t ruc ture :  
NXT-SUBL : A poin te r  t o  the next element of the list. 
-SUBS : If the subscr ip t  expression is of  t h e  form Uq[-c] o r  
X(UqC4]) [ -k ] ,  then -SUB$ is q, i.e. the ord ina l  number of 
t h e  subscr ip t  U q  as it appears i n  T( Uk, . . . , U1) . 
APLmDE : The type of subscr ip t  expression. 
INXVEC : The node number of  t h e  i nd i r ec t  indexing vector  X i f  the 
APXMODE is 5, 6, o r  7 .  Otherwise, 0. 
4.3 CREATION OF THE DICPIONARY (CRDICP) 
The procedure CRDICP analyzes the statements of  the spec i f ica t ion  
and en te r s  a l l  the program e n t i t i e s  i n t o  the dict ionary.  To f ind  all  
the data e n t i t i e s  we start from the t o p  l e v e l  of d a t a  s t ruc tu re s  and 
then trace down t h e . . s t r u c t u r e s .  The s t ruc tu re s  whose root  is a f i le  
listed i n  the SOURCE FILE o r  TARGET FILE statements o f .  the program 
header are considered external files, i.e. input f i le  or output file. 
If a d a t a  s t ruc tu re  is not part of any input o r  output file, it is 
considered an inter im var iab le  which is computed as any var iab le  i n  an 
output f i l e  bu t  not wr i t t en  t o  the external storage.  
Corresponding to  each input  or output f i le ,  there is a fi le e n t i t y  
entered i n t o  t h e  dict ionary.  If a f i l e  named F is served both as a 
source and a target file, then two f i le  e n t i t i e s  named OLD. F and NEW.F 
w i l l  be entered i n t o  the dict ionary.  S t a r t i ng  f r o m  t h e  f i le  e n t i t y  we 
can f ind  its inmediate descendants from the file descr ipt ion statement, 
and the descendants' nams w i l l  be prefixed by t h e  f i le  e n t i t y ' s  name. 
If the root  of a data s t ruc tu re  is not a file, we w i l l  consider 1- 
as its file name and al l  the decendants w i l l  be put i n t o  dict ionary,  
too.  
As we analyze a data s t ruc ture ,  we also construct  a tree 
representat ion f o r  it. For every da t a  node we s t o r e  po in te rs  t o  its 
father, leftmost son, and younger ( i.e. innnediate t o  its r i g h t  side) 
bro ther  i n  the a t t r i b u t e s  XFATEiER, XSON1, and XBFtOTHER respectively.  W e  
w i l l  i l l u s t r a t e  t h i s  w i t h  an example i n  Fig. 4.2. 
GROUP 
2 IS FIELD ; 
Fig. 4.2 Tree, representat ion of d a t a  s t ruc tu re  
A f t e r  a l l  the data e n t i t i e s  are entered i n t o  the dict ionary,  a 
simmlified name is derived f o r  every data entry.  If the fi le name 
component can be omitted from the f u l l  name without causing any 
ambiguity, the simplified name is ' 'the reduced name'. Otherwise the 
s implif ied name is the same as the f u l l  name. 
Other types of  program e n t i t i e s  such as module name, asser t ions ,  
and subscr ip t  var iab les  are defined by a s p e c i f i c  type of statement 
respect ively and there is a one-to-one correspondence between the 
statements and t h e  e n t i t i e s .  W e  can r e t r i e v e  these  types of  statements 
from the assoc ia t ive  memory and e n t e r  the e n t i t i e s  i n t o  t h e  dict ionary.  
F ina l ly  we w i l l  put  con t ro l  var iab les  i n t o  t h e  dict ionary.  For 
each type of q u a l i f i e r  keyword, we f i nd  from the program spec i f i ca t ion  
a l l  the qua l i f i ed  names with that q u a l i f i e r .  N e x t  search the 
d ic t ionary  for the s u f f i x  name. If the s u f f i x  is a declared data 
e n t i t y ,  the f u l l  name of the con t ro l  var iab le  is formed from the f u l l  
name of t h e  associated da ta  e n t i t y .  Otherwise, the qua l i f i ed  nam is an 
unrecognizable symbol and is reported as such t o  the user.  
4.4 CREATION OF ARRAY GRAPH 
4.4.1 ENTER HIERARCHICAL RELATIONSHIPS ( ENHRREL) 
The data stored i n  external sequent ia l  files are simply a s t r i n g  of  
bits. The use of d a t a  descr ipt ion statements allows the user  t o  treat 
them as s t ruc tured .  Therefore, t he  system has t o  transform t h e  data 
files from a l i n e a r  form t o  t h e  s t ruc tured  form which is described by 
t h e  user.  For this  purpose, we envisage that there are two program 
even t s .  corresponding t o  each d a t a  e n t i t y ,  one for oueninq the d a t a  and 
the o ther  for c los inq  t h e  data .  The sequent ia l  order of  data i n  the 
external f i le  requi res  these opening and closing events be arranged i n  a 
strict order. The precedence re la t ionsh ip  among these program events 
can be established as follows. If a d a t a  e n t i t y  contains some meuibers, 
then its opening event precedes t h e  opening event of its first member 
and its c los ing  event follows the closing event of its last member. I n  
addit ion,  the closing event of  its nth member precedes the opening event 
of its n+lth  Illember. I n  the case t h a t  a data e n t i t y  i s  repeating, then 
t h e  c losing event of its n-lth instance precedes the opening event of  
its nth instance.  Fig. 4.3 shows the precedence r e l a t i onsh ip  of a 
sequent ia l  file. Because t h e  data node B is repeating, there is an edge 
f r o m  t h e  n-lth instance o f  t h e  c losing event of  node B t o  the nth 
instance of the opening event of  node B. The edge is shown as a dashed 
l ine .  The exis tence of  th is  feedback edge causes a cycle i n  the Array 
Graph and this  cyc le  ensures us  that the reading of an instance of the 
f i e l d  D w i l l  be followed by the reading of an instance of  E. It  should 
be noted that the subscr ipt  expression associated w i t h  t h e  edge from the 
event C.B t o  t h e  event 0.B is of  the form 1-1 which allows us  t o  remove 
it and break the cycle during t h e  scheduling phase. 
A IS FILE (B(*),C(*)) ; 
B IS RECOZEr) ( D , E )  ; 
C IS RECORD (F,G) ; 
D,E,F,G ARE FIELD ; 
* 0 . X :  ogening event  f o r  d a t a  X 
c los ing  event for 
Pig. 4.3 Precedence re la t ionsh ip  of a d a t a  s t r u c t u r e  
W e  envisage that for each f i e l d  e n t i t y  there is a third node which 
corresponds to  the ava i lab le  event of the data. The opening event of  an 
input  field must precede its ava i lab le  event, and the c los ing  event of 
an output  field should follow its ava i lab le  event.  
This view assures  us  t h a t  we can always read the input  files 
sequent ia l ly  and store them i n  the main w r y  before  any computation 
starts. If there are var iab le  s t ruc tures ,  i.e., s t r u c t u r e s  of varying 
f i e l d  length or varying number of r epe t i t i ons ,  then we may have t o  
include some asse r t i ons  i n  t h e  reading process. A f t e r w a r d s  we can do 
a l l  the computation in t e rna l ly  conforming w i t h  the cons t r a in t  of d a t a  
dependency which is implied by the asser t ions .  A t  the end, a l l  the 
fields i n  the output files are ava i lab le  and the infonuationa f o r  
cont ro l l ing  the var iab le  s t ruc tu re  are avai lable ,  too. W e  then take the 
d a t a  from main memory, assemble t h e m  i n t o  records, and wr i t e  the records 
sequent ia l ly .  
Actually we have i n  the Array Graph only one node, ins tead of the 
open, close, and ava i lab le  nodes mentioned above, for each data e n t i t y ,  
as t h i s  he lps  compiler ef f ic iency ,  For input files, we can view t h e  
nodes as corresponding t o  the opening events. For output files, the 
nodes corresponding t o  the c los ing  events. The records s tored  i n  a 
sequent ia l  f i le  have t o  be accessed i n  a strict order.  Therefore, there 
is a precedence re la t ionsh ips  among the d a t a  e n t i t i e s  of an input  o r  
output f i le  t o  assure  that the records are accessed i n  the proper order. 
On the o t h e r  hand, a record is composed of fields. The membership 
r e l a t i on  between a record and its const i tuent  fields implies a 
precedence re la t ionsh ip ,  i.e. no field i n  an input record w i l l  be 
ava i lab le  u n t i l  the record is read in .  Similar ly  al l  the fields i n  an 
output record should be ava i lab le  before the record can be wr i t t en  ou t .  
W e  w i l l  use the following . de f in i t i ons  i n  discussing tree 
s t ruc tures .  
Defini t ion For a d a t a  e n t i t y  G, SONl(G) denotes its leftmost son. 
Defini t ion For a data e n t i t y  G, RSON(G) denotes its rightmost son. 
Defini t ion For a data e n t i t y  G, CEB(G) denotes -the c loses t  elder brother 
of  G, i.e. the data e n t i t y  which is to  the immediate left of G 
among a l l  the brothers. of  G. 
Definit ion For a d a t a  e n t i t y  G, CYB(G) denotes its closest younger 
' brother, i.e. the data e n t i t y  which is to  the inmediate r i g h t  of G 
among a l l  the brothers of G. 
Definit ion For any tree w i t h  node G as the root, RDM(G) denotes the 
rightmost node on the f r o n t i e r  of the tree. 
Definit ion For any tree w i t h  node G as the root ,  =(G) denotes the 
leftmost node on the f r o n t i e r  of t h e  tree. 
The precedence re la t ionsh ips  i n  d i f f e r e n t  f i le  types is discussed 
i n  the following. 
1) Input sequent ia l  file. Since the records i n  a sequent ia l  f i le  are 
read i n  one at a t i n e ,  the precedence re la t ionsh ip  needs t o  assure  
that the records are read i n  the order they are present i n  the input 
file. A record may be composed of  many f i e l d s .  Therefore, after a 
record is read, it should be unpacked t o  g e t  a l l  the f i e l d s .  If the 
records i n  a f i le  are not unpacked i n  the order  they are read, then 
we w i l l  need memory space t o  store the records. Therefore, it is 
advantageous to  unpack the records when they are read in .  This 
implies that al l  the fields i n  a sequent ia l  f i le  w i l l  beeom 
ava i lab le  i n  the order  they occur i n  the ex te rna l  file. Three kind 
of edges are drawn among the d a t a  nodes i n  an input sequent ia l  f i le .  
a )  Assume that a d a t a  node G is n dimensional. If SONl(G)  exists and 
is m dimensional where m may be either n o r  n+l, then the 
following edge is drawn. 
SONl(G)(Jl,. . . ,Jh) <-la- G ( J 1 , .  . . , Jn)  
b )  Assunre t h a t  a data node G is n dimensional and PATHER(G) is k 
dimensional where k may be either n-1 or n depending on whether 
node G repeats o r  not. If CEB( G )  exists and FtDM(CEB( G )  ) is m 
dimensional, then t h e  following edge is drawn. 
G(J1,. . . , Jn)  c-lb- RDM(CEB(G))(Jl,. . .,a,*, . . . *) 
c)  Assuming that a d a t a  node G is n dimensional. If it is repeating, 
then the following edge is drawn. 
If  a data node i n  an input sequent ia l  f i le  corresponds t o  the 
opening event of that data, we can i n t e r p r e t  the above edges i n  the 
following way. The edges of  type la say that a higher  l e v e l  d a t a  
ins tance should be ready before a l l  o f  the data instances  
corresponding t o  the first member of it can be read. The edges of 
type lb say that a l l  the brothers within the same instance of  t h e i r  
father should be read i n  the order they are declared i n  the d a t a  
s t r u c t u r e ,  The edges of  type lc say t h a t  i f  a data node is 
repeating, then one instance of it is not ready t o  be read u n t i l  the 
last f i e l d  i n  the previous instance of  it is read. 
Output sequent ia l  f i le.  The records of  an output sequent ia l  file 
should be wr i t t en  out  i n  a strict order.  There may be severa l  fields 
i n  a record, therefore ,  we may have t o  pack . the fields before 
wri t ing.  Packing the f i e l d s  when they  become ava i lab le  is convenient 
f o r  the code generation but  poses extra r e s t r i c t i o n s  on scheduling 
the asser t ions .  For example, suppose a record node R contains  three 
fields A, B, and C. If we i n s i s t  that f i e l d s  A, B, and C should be 
ava i lab le  i n  that order,  the user  would not be able t o  def ine the 
value of A i n  terms of C. Therefore, at o r  above the record l e v e l  
the precedence re la t ionsh ip  requires  that the records be wr i t t en  i n  
strict order bu t  b e l o w  record l e v e l  t h e  precedence r e l a t i onsh ip  w i l l  
only require  t h a t  the cons t i tuen t  fields of  a record are ready before 
the record is wr i t ten .  Therefore, fields i n  a record do not have t o  
be computed i n  the order they are packed i n t o  the record. 
Three kinds of edges are drawn among the d a t a  e n t i t i e s  above and 
including the record l e v e l  of an output sequent ia l  file. 
a )  Assuming that G is an n dimensional d a t a  e n t i t y  above the record 
l e v e l  and RSON(G) , i.e. the rightmost son of G, is m 
dimensional. The following edge is drawn from RSON( G )  t o  G. 
G( J1, . . . , J n )  <-2a- RSON(G)( J1, . . . , Jn,  * )  
b )  I f  node G has a younger brother, then an edge w i l l  be drawn from 
node G t o  LDM( CYB( G ) ) . Let G be an n dimensional node, FATHER( G ) 
be a k dimensional node, and LDM( CYB( G ) ) be a m dimensional node. 
The edge t o  be drawn is as f o l l o w s .  
LDM(CYB(G) ) ( J l ,  . . . ,a,. .  ,a) <-2b- G ( J 1 , .  . . , Jk, *) 
c ) If node G is repeating, then the following edge is drawn f r o m  G to  
LDM(G) . Let G be an n dimensional node and LDM(G) be a m 
dimensional node. 
If we i sagine t h a t  a data node i n  an output sequent ia l  file 
corresponds t o  the c los ing  event o f  that data, then the edges 
mentioned above have the following in te rpre ta t ion .  An edge of type 
P a  says t h a t  a data instance can be wr i t t en  out  only after al l  the 
d a t a  ins tances  corresponding t o  its last son are wr i t t en  out .  An 
edge of type 2b says that a l l  the instances of an e l d e r  brother  
within t h e  same father instance should be wr i t ten  before any instance 
of its younger bro ther  can be wri t ten.  An edge of type 2c says  that 
i f  a data node is repeating, then an instance of it cannot begin t o  
be wr i t t en  u n t i l  the previous instance is completely wri t ten.  
Below the record level i n  an output file, the precedence 
re la t ionsh ips  assures  that a record w i l l  not be wr i t ten  out  u n t i l  a l l  
o f  its cons t i tuen t  f i e l d s  are avai lable .  However, t h e  r e l a t i v e  order  
i n  which the fields are computed is not restricted. W e  w i l l  simply 
d r a w  edges from al l  the descendants of  a record node to  it. Pig. 4.4 
i l l u s t r a t e  the edges i n  an output sequent ia l  file. 
A I S  FILE (B(*) ,C(')) ; 
9 I S  RECOR!! (D,E) ; 
c I S . R E C ~ ~  (F,G) ; 
P,E,F,G ARE FIELD ; 
Fig. 4.4 The edges i n  an output sequent ia l  f i le  
3)  An input ISAM file. I n  an ISAM file, the re  is only one type of 
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record. The dimensionality of the record node I R  is the same as that 
of the associated control variable POINTER.1R. Since the record 
instances are accessed with the keys, it is poasible t o  read the 
records in  the order of the keys. I f  the ISM f i l e  is a pure source 
f i l e  t o  the program, the keys i n  the POINTER.IR array can be used i n  
any order. On the other hand, i f  the ISAM f i l e  is used as a source 
and target f i le ,  the records should be processed in  a sequential way, 
therefore, the keys i n  the POINTER array should be used sequentially 
t o  access the records. Below the record level, we can have the 
similar precedence relationship as in a SAM f i l e  because we may have 
t o  unpack the fields. 
4 )  An output ISAM f i l e .  If an ISAM f i l e  is a pure target f i l e ,  the 
output records w i l l  be added t o  the f i l e .  I f  a t  is a source and 
target f i l e  t o  the program, then only the selected records may be 
updated. In order t o  assure that  each updated record includes the 
effects of previous updates, we w i l l  have t o  update and write out a 
record before the next record is read i n .  Therefore, the keys in  the 
POINTER array should be used sequentially. Hawever the fields in  an 
output record can be computed in  any order. Below record level the 
precedence relat ionshipa only reflect the membership of the fields 
within the record. 
5 )  Interim variable. There are no 1/0 &ions concerning interim 
variables. They are stored in  main msmory and referenced as fields. 
Therefore, there is no relative precedence relationship among the 
interim fields. But we still draw edges which reflect the membership 
among the data ent i t ies  t o  fac i l i ta te  range propagation (refer t o  
Chapter 5) .  Since an interim variable is considered t o  be part of an 
output f i l e  except that it w i l l  not be written out, the edges are 
drawn from the descendants t o  the ancestors. 
4.4.2 ENTER DEPENDENCY RELATIONSHIPS (ENEXDP) 
Two types of assertions, namely simple assertion and conditional 
assertion, may be used t o  define the values of interim variables and 
output variables. The execution of an assertion depends on the 
availability of al l  of its source variables, and its execution makes the 
target variable available. This is because a data enti ty must be 
defined before it is referenced and a data enti ty becames available 
a f te r  the assertion i n  which it is the target variable is executed. 
Procedure ENEXDP examines a l l  the assertions twice. In the f i r s t  
pass, it checks whether the target variable of an assertion defines a 
sublinear function and can be used as an indirect indexing vector or  
not. An indirect indexing array should be defined by an assertion of 
the following form. 
X ( 1 )  = IF Is1 THEN ( 0  I 1) 
ELSE (X(1-1) I X(1-1)+1) ; 
During the second pass, it analyzes every assertion and enters the 
precedence relations caused by explicit data dependency into the Array 
Graph. Given a simple assertion, the l e f t  hand side of it is scanned t o  
find the target variable. Then the expression on the right hand side is 
scanned t o  find al l  the source variables. For a conditional assertion, 
the THEN parts, ELSE parts, and the conditional expression parts are 
scanned i n  that  order t o  find al l  the source and the target variables. 
The source variables in  a conditional assertion are found in the 
conditional expressions, the THW parts, and the ELSE parts. For every 
source variable an edge is drawn from it t o  the assertion node. It 
should be noted that one assertion defines one target variable only and 
no more than one target variable can appear in  a conditional assertion. 
The edge from the source variable t o  the assertion is of EDGE-TYPE 
3 and the edge from the assertion t o  the target variable is of -TYPE 
7 .  The DIMDIF is the dimensionality difference of the target node and 
the source node of the edge. The types of the subscript expressions of 
a source variable are stored in  the subscript expression list associated 
with the edge. It should be noted that the subscript expressions of the 
target variable define a mapping from the node subscripts of the target 
variable t o  the node subscripts of the assertion. Because the edge 
corresponding t o  the occurrence of the target variable is drawn from the 
assertion node t o  the target variable, instead of from the target 
variable t o  the assertion node, the mapping should be inverted t o  form 
the subscript expression list of the edge. In Fig. 4.5 the data 
dependency of an assertion is shown. Notice that there is a list of 
subscripts associated with every node in  the graph. For example, 
variable A is a two dimensional array. Subscripts cA,1> and <A,2> 
correspond t o  the f i r s t  and second dimension of array A. The edge 
leading from node A t o  al has a subscript expression list associated 
with it. The subscript expressions are ordered i n  the way they are used 
in the subscript variable A( I, J-1 ) . 
al: C ( I , J )  = A ( J , J - I - >  + B ( I , 4 )  ; 
Fig. 4.5 The d a t a  dependency of an asser t ion  
I n  addi t ion to  t h e  explicit da t a  dependency found i n  an asser t ion ,  
t he re  exists some impl i c i t  d a t a  dependency between t h e  d a t a  e n t i t i e s  and 
t h e i r  associated cont ro l  variables. Let TRGT denote t h e  name of  a d a t a  
e n t i t y  and NODE denote t h e  name of  t h e  associated con t ro l  variable which 
is composed of a keyword PREFIX followed by t h e  name of t h e  d a t a  e n t i t y .  
1. If PREFIX = 'POINTER*, then v e r i f y  t h a t  TRGT is a keyed record and 
draw an edge. 
TRGT (-5- POINTER.TRGT, DIMDIF = 0 . 
2. I f  PREFIX = 'SIZE1, then v e r i f y  that TR6 is repeat ing and draw an 
edge. 
TRGT(1) 4-13- SIZE.-, DIMDIF r 1 . 
3. I f  PREFIX = 'END1, then v e r i f y  t h a t  TFGT is repeat ing and draw an 
edge. 
TRGT( I ) (-14- END.TRC;T( 1-1 ), DIMDIF = 0 . 
4. If PREFIX = *FOUND1, then v a r i f y  t h a t  TRC;T is a keyed record and 
draw an edge. 
FOOND.TRG!F (-15- TRGT, DIMDIF = 0 . 
5. If PREFIX = 'NEXT', then v e r i f y  t h a t  TFGT is a f i e l d  i n  an input 
sequent ia l  f i le arid draw an edge. 
NEXP.TRGT (-16- TRCiT, DIMDIF = 0 . 
6. If PREFIX = 'SUBSET1, then v e r i f y  t h a t  TRGT is an output record. 
I f  it is an output record, then draw t h e  following edge. 
TRGT (-17- SUBSET.TRGT, DIMDIF = 0 . 
7 .  I f  PREFIX = ' LEN*,  then we draw an edge. 
TRGT (-20- LEN.TRGT, DIMDIF = 0 . 
The subscr ip t  expression lists of these edges are for the moment 
empty. They w i l l  be constructed by t h e  procedure FILLSUB later 
according to  the EDGE-TYPE. 
4.5 FINDING IMPLICIT PREDECESSORS (ENIMDP) 
Many e f f o r t s  have been made to  make mDEL language tolerate some 
incompletenesses and inconsis tencies  i n  the spec i f ica t ion .  When 
incompletenesses and inconsis tencies  are found, warning messages o r  
error messages are sen t  t o  the user.  If prac t ica l ,  the mDEL processor 
tries t o  co r r ec t  the spec i f ica t ion  i n  a reasonable way. 
If an inter im field is not defined by any asser t ion ,  an e r r o r  
nmssage is s e n t  to  inform the user.  It  is probable that the user  forgot  
t o  wr i t e  the asser t ion .  Therefore, the system should request  an 
a s se r t i on  from the user.  However, i f  a f i e l d  i n  a target f i le  is not 
defined e x p l i c i t l y ,  the MODEL processor w i l l  try t o  f ind  an implicit 
source t o  def ine  t h a t  field. The MODEL processor tolerates t h i s  kind of  
incompleteness and saves the user  work of wr i t ing  asser t ions  for merely 
copying fields from a source f i le  t o  a t a r g e t  file. 
Given a field i n  a t a r g e t  f i le  which is not e x p l i c i t l y  defined by 
any asser t ion ,  we w i l l  search for a field w i t h  the same name i n  another 
f i le  according t o  the following order of  p r io r i t y .  The idea is t o  make 
some reasonable assllmption so t h a t  the undefined field w i l l  g e t  a value. 
Rule 1: If the undefined field is i n  a f i le  which is both a scturce and 
target file, then the value i n  the corresponding f i e l d  i n  the 
o ld  record is taken as t h e  value f o r  it. 
Rule 2: If Rule 1 does not apply, then the processor tries t o  find a 
same-named field i n  o the r  source files. If one is found, it is 
assumed to  be the source. If more than one is found, then  the 
processor a r b i t r a r i l y  picks  one as the source and p r i n t s  a 
message t o  indicate that there was auibiguity. 
Rule 3: If the above are unsuccessful, the processor tries t o  f ind  a 
field w i t h  the same name i n  o ther  output files. If one is 
found, it is taken as the source, and i f  more than one is found, 
then one is taken arbitrarily, w i t h  a corresponding message t o  
the user  regarding the ambiguity. 
I n  the above cases where an implicit predecessor is found 
successful ly ,  an a s se r t i on  which def ines  the t a r g e t  var iab le  by t h e  
implicit predecessor is generated as i f  it were entered by the user.  
4.6 DIMENSION PROPAGATION (DIMPmP) 
The source and the target var iab les  i n  an asser t ion  may be arrays. 
I n  order  t o  reference an element of  an N dimensional array,  the user  
should subscr ip t  t h e  a r r ay  name with N subscr ipt  expressions. A 
subscr ip t less  d i a l e c t  of the MODEL language allows the user  to  omit 
subscr ip t s  i n  a s se r t i ons  i n  c e r t a i n  cases which do not lead t o  
ambiguity. Therefore, the number of subscr ip t  expressions f o l l w i n g  an 
a r r ay  var iab le  does not necessar i ly  ind ica te  its a c t u a l  dimensionality. 
Furtherumre, the dec la ra t ion  of a mult idimensional  inter im a r r ay  may be 
simplified by omitt ing the d a t a  descr ip t ion  statements f o r  the higher  
l e v e l  groups. The omission of subscr ip t  expressions i n  assertions and 
the omission of the higher l e v e l  data descr ip t ion  can be viewed as 
incampleteness o r  inconsistency of the spec i f ica t ion .  However, they  are 
tolerated by the MODEL processor, and a process ca l l ed  dimension 
p r o m t i o n  is used t o  resolve inconsis tencies  of  the dimensionality f o r  
the inter im var iab les  and missing subscr ip t s  i n  asser t ions .  
A l l  the nodes i n  input and output f i les should be declared 
precisely ,  using data descr ip t ion  statements. Their  number of  
dimensions can therefore be derived d i r e c t l y  from the data descr ip t ion  
statements.  Associated w i t h  every edge there is a f i e l d  DIMDIF which 
denotes the dimension d i f fe rence  between the source and t h e  target nodes 
of t h e  edge. The number of  dimensions of  a node can be propagated along 
the edges of  t h e  Array Graph. 
The dimension propagation algorithm is b r i e f l y  described i n  the 
f o l l w i n g .  Let N denote the set of nodes i n  the Array Graph, a r r ay  C 
store the cur ren t  number of dimensions, and a r r ay  D store the i n i t i a l l y  
declared number of dimensions f o r  each node i n  N. A &eue Q keeps all 
the nodes whose calculated dimension could possibly be changed. 
Aluorithm 4.1 Dimension Promuation 
Input.  Array Graph. 
Output. VILDIM:  An a t t r i b u t e  i n  the d ic t ionary  which contains  the 
number of dimensions o f  a node. 
1. For each node n i n  N, le t  C(n) be D(n) and put  node n i n  Q. 
2. If Q is empty, then exit. 
3. Pick a node n from Q, remove it from Q. 1;et dim be 0 .  
4. For every incoming edge from node s t o  n, let dim be the maximum of 
dim and C( s )+DIMDIP. 
5. For every outgoing edge from node n t o  t, let dim be the maximum of  
dim and C( t )-DIMDIF. 
6. If dimc=C(n), go to  s t e p  2. 
7 .  E l s e ,  the node n has a new updated dimension. Let  C(n) be dim. 
8. For every incoming edge from node s t o  n, append s t o  Q. 
9. For every outgoing edge from node n t o  t, append t t o  Q. 
10. If  more than N*N nodes have been taken from the queue, then halt and 
i ssue  an error message - there e x i s t s  a propagation cycle.  
If the process converges, then every node w i l l  have a f i n i t e  
dimension. However, it is possible  that a cycle  i n  the graph causes an 
endless  increase i n  the dimensions. Consider f o r  example the f o l l w i n g  
spec i f ica t ion .  
(F, H )  ARE FIELD ; 
I IS SUBSCRIPT $ 
IF  111 THEN H ( 1 )  = 5 ; ELSE H ( 1 )  = F+l ; 
IF  Is1 'PHEN F(1)  = 6 ; ELSE F(1) = H+l ; 
The first asser t ion  implies t h a t  t h e  dimension o f  H is l a rge r  by 1 
than that of  F, i . e . C( H ) >C(F). The second a s se r t i on  states t h a t  
C(F)>C(H) . Applying our algorithm to  t h i s  spec i f ica t ion  w i l l  r e s u l t  i n  
endless loop of a l t e r n a t e l y  incrementing C( H) and C(F ) . I n  this  case 
the s y s t e m  w i l l  send out  an error message indicat ing t h a t  the dimension 
propagation process is i n  an i n f i n i t e  cycle  and also p r i n t  out  t h e  nodes 
involved i n  the cycle.  
4.7 FILLING MISSING SUBSCRIPTS I N  ASSeZlTIONS (PILLSUB) 
I n  the dimension propagation phase we have determined t h e  number of  
dimensions of every node. If the number of  dimensions of a node is 
larger than its apparent number of  dimensions, it is necessary t o  add 
t h e  respect ive subscr ipt  and data s t ruc tures .  This is performed i n  the 
following three tasks. 
Task 1: Generate the node subscript list. 
-
If the node X is a da ta  node, its node subscr ipt  list is (displayed 
here from last to  first): 
(FoLExH.Ak, .... , rnLEAcH.Al) 
where Ak, ..., Al is t h e  list of t h e  repeating ancestors of  X i n  a t o p  
d m  order. If X itself is repeating than A l  is equal to  X. 
If the node is an a s se r t i on  node, then it has already been assigned 
a partial subscr ip t  list by ENEXDP. This ,is the list of  apparenk 
subscr ip t s  i n  the asser t ion ,  i.e. a l l  t h e  subscr ipts  appearing e i t h e r  
on the L.H.S. or the R.H.S. of t h e  asser t ion .  Let the a s se r t i on  be of 
the form: 
al: A(Ik, . a , ,  11)  = f (  ....) ; 
L e t  the R.H.S. contains the subscr ip t s  J1, ..., Jh not appearing on the 
L.H.S. and hence assumed to  be reduced. Then the partial list assigned 
t o  al is (Ik, ..,, Il,Jh, ..., J 1 )  and its apparent dimensionality is 
determined to  be d=k+m. A s  a r e s u l t  of the dimension propagation 
process we may have recmputed a new dimensionality c for a1 where c-d. 
This w i l l  cause n...c-d new subscr ip t s  t o  be added t o  the subscr ip t  list 
of  a l  which now appears as: 
(Sn, ..., Sl , Ik , .  .. Il,Jh,....,Jl) 
where $1, ..., Sn are t h e  name of t h e  new subscr ipts .  
Task 2: F i l l  i n  Missing Subscripts i n  the Assertions. 
-
Consider an instance of  a subscripted var iab le  A ( I j ,  ..., 11) i n  an 
asser t ion .  The calculated dimension V I X D I M  for a r r ay  A yields a value 
d which should be g rea t e r  o r  equal t o  j. If n=d-j>0 we should add n new 
system generated subscr ip t s  $1 t o  Sn, modifying the instance i n t o  A(Sn, 
..., $l,Ij, ..., 11). It should be noted that the new subscr ip t s  are 
always added on the leftmost dimensions of the array var iables .  
Task 3: P i l l  i n  the Subscript  m r e s s i o n  L i s t  f o r  the Edges. 
-
A l l  the edges except types 3 and 7 have been generated w i t h  an 
empty subscr ip t  expression list. Using the edge type and the dimensions 
of its source and t a r g e t  nodes, we generate a subscr ip t  expression list 
for each edge. Edges o f  type 3 and 7 have a partial subscr ip t  
expression list based on t h e i r  apparent appearance i n  the asser t ion .  It 
may be necessary to  expand t h i s  partial list. If n missing subscr ip t s  
have been added t o  the var iab les  i n  an asser t ion ,  then it is necessary 
t o  add n subscr ip t  expressions t o  t h e  edges which correspond t o  the 
instances  of  the var iab les  i n  the asser t ion .  
a m P T E R 5  
RANGE PROPAGATION 
The s t ruc tu re s  of  var iab les  are declared i n  d a t a  descr ipt ion 
statements. Every var iab le  is considered an a r ray  of some dimensions. 
The number of elements i n  an array var iab le  is determined by the 
dimensionality of  t h e  a r ray  and t h e  s i z e s  of each of the ar ray  
dimensions. The size of an a r r ay  dimension is ca l l ed  the ratwe of that 
dintension. The range information allows us  t o  a l l oca t e  memory space f o r  
t h e  a r r ay  var iab les  and generate . i t e r a t i on  cont ro l  statements which w i l l  
def ine every element i n  the arrays .  The use of subscr ip t s  i n  asser t ions  
-makes it possible  t o  def ine multiple elements of  an a r r ay  through one 
asser t ion .  W e  can i n s t a n t i a t e  an asser t ion  by f ix ing  its subscript 
values. Then every instance o f  t h e  a s se r t i on  def ines  one s ing le  da t a  
element. The ranges of the a s se r t i on ' s  subscr ipts  restrict the number 
of instances  of  an asser t ion,  which i n  t u rn  def ines  t h e  number of times 
that the as se r t i on  w i l l  be executed. The ranges of  a r ray  dimensions and 
a s se r t i on  subscr ip t s  are used i n  the later phases to  synthesize t h e  
program. 
Much information is not given e x p l i c i t l y  i n  the spec i f ica t ion .  For 
instance users  are allowed i n  asser t ions  t o  use free subscr ip t s  for 
which the range is not specified. A l s o  the range spec i f ica t ions  of soms 
ar ray  dimensions may be omitted. Therefore an algorithm is needed to  
der ive ranges f o r  c e r t a i n  a s se r t i on  subscr ip t s  and a r r ay  dimensions. 
There is y e t  another reason why we want to  analyze the subscript 
ranges. A c r i t e r i o n  for placing a number of asser t ions  i n  the scope of 
one loop is that they al l  have subscr ip t s  of the same range. From the 
point  of view of  program optimization it is preferred to  have t h e  loop 
scope as la rge  as possible.  It is important therefore  t o  i den t i fy  the 
subscr ip t s  of t h e  same range. By propagating the specified range 
information t o  a l l  the a s se r t i on  subscr ip t s  and array dimensions we not 
only f i n d  the ranges which have been incompletely specif ied,  bu t  also 
iden t i fy  the ranges which are equal. 
5.2 LANGWLGE CONSTRUCTS FOR RANGE SPECIFICATION 
A multi-dimensional a r r ay  is declared as a h i e ra rch ica l  d a t a  
s t r u c t u r e  w i t h  the most s ign i f i can t  dimension spec i f ied  at the t o p  
l eve l .  The range of a dimension may not  depend on the subscr ip t  value 
of less s ign i f i can t  dimension. The range of an a r r a y  dimension may be 
specified i n  IWDEL i n  s eve ra l  a l t e r n a t e  ways as follows: 
(1) Through a data descr ip t ion  statement. A constant number of  
r epe t i t i ons  of  a d a t a  s t ruc tu re  may be specified i n  the d a t a  
descr ip t ion  statement which describes t h e  parent  s t ruc tu re .  
( 2 )  By def ining the value of a SIZE qua l i f i ed  cont ro l  var iab le  (Refer t o  
s ec t ion  3.4. ) . For example, i f  group X repeats M times and M is a 
var iab le  itself, we may use the following a s se r t i on  t o  spec i fy  its 
range : 
SI2E.X = M ; 
A SIZE qua l i f i ed  var iab le  is an inter im var iab le  of at  most one 
dimension less than that o f  the s u f f i x  var iab le .  Its value is used 
t o  def ine  the range of  the last dimension of the s u f f i x  var iab le  
( i . e .  X).  Consider an N dimensional repeat ing group X. Assume 
t h a t  t h e  ranges of  al l  its dimensions except the least s ign i f i can t  
one are defined elsewhere. By def in i t ion ,  S1ZE.X is at most an N-1 
dimensional array and the range of  i t s .  dimensions is exac t ly  the 
same as the range of corresponding dimensions of data s t ruc tu re  X. 
Since the values i n  a r r ay  S1ZE.X can be d i f f e r e n t  from one another, 
the a r r ay  X may not have a regular  (i .e. rectangular)  shape, bu t  
have "jagged edges. " This can be stated formally as follows : 
X(S ,S ,..., S ,..., S ) is i n  X i f f  
1 2  k n 
( 3 )  B y  defining t h e  value of  an END qua l i f i ed  con t ro l  var iab le .  The END 
array is of boolean type.  It determines the range of the least 
s ign i f i can t  dimension of the var iab le  named i n  the su f f ix .  Given an 
N dimensional array X, the associated cont ro l  array END.X has  the 
same s t ruc tu re  as a r r ay  X. The range of the N t h  dimension is 
defined as the smallest pos i t i ve  in teger  Ln which satisfies the 
following conditions.  
END.X(S , . . .,S ,Ln) = TRUE & 
1 n-1 
ENI).X(S , . . .,S , S ) = FALSE, 
1 n-1 n 
f o r  1 <= S < Ln. 
n 
( 4 )  By us ing a subscript d e c l a r a t i o n  s ta tement  t o  d e f i n e  a g l o b a l  
subscript. The cons tan t  number o f  r e p e t i t i o n  can be specified i n  
the s ta tement .  For example; 
I IS  SUBSCRIPT (20)  ; 
( 5 )  By system d e f a u l t .  A repea t ing  data s t r u c t u r e  which is a rightmost  
decendant and which is above o r  at t h e  record l e v e l ,  may be assigned 
the end-of-f i le  as its range i f  the u s e r  does not  s p e c i f y  a range 
f o r  it. 
The mechanisms o f  SIZE and END a r r a y s  are not  t o t a l l y  redundant. 
There are some e s s e n t i a l  d i f f e r e n c e s  between the SIZE and END arrays. 
F i r s t ,  the END a r r a y  can d e f i n e  a minimum range o f  one, whereas the SIZE 
can d e f i n e  a range of zero.  This  is because the END a r r a y  must have at  
least one va lue  o f  boolean t r u e .  Secondly, the range s p e c i f i e d  by SIZE 
a r r a y  is f i n i t e .  But the range specified by END a r r a y  may be i n f i n i t e  
( through a u s e r  e r r o r  i n  the range de f in ing  a s s e r t i o n ,  when there is no 
first boolean true cond i t ion) .  This  is not  checked by the system. 
Thirdly ,  the range s p e c i f i e d  by a r r a y  SIZE.X(Il , . . , Ik)  may not  depend on 
the a r r a y  element 11 . . , I n ) ,  while END .X( 11, . . . , I n )  may depend on 
X 11, . . , I n  ) For example, let X( 1 ) , . . . , X( k ) be a l l  the i n s t a n c e s  o f  an, 
one dimensional a r r a y  X whose range is specified by SIZe.X=k. I n  the 
program, the value  o f  SIZE.X, i.e. k, must be computed b e f o r e  we 
compute any of the elements o f  X. I f  END c o n t r o l  array is used, the 
range is specified by END .X( 1 ), . . . , END .X(k), and we only  have t o  
ensure that  END .X( 1-1 ) is computed before X( I ) f o r  l<I<=k.  
5.3 DEFINITIONS 
Subscr ip t  v a r i a b l e s  belong t o  a special class o f  v a r i a b l e s .  While 
an o rd ina ry  v a r i a b l e  can assume on ly  a unique value ,  a subscript 
v a r i a b l e  can t a k e  on a range o f  p o s i t i v e  i n t e g e r  va lues .  Subscript 
v a r i a b l e s  can be used as i n d i c e s  i n  a r r a y  element r e fe rences  o r  i n  the 
same way as ord ina ry  v a r i a b l e s  t o  compose complicated express ions .  The 
meaning of subscripts is the same as their meaning i n  mathematical 
usage. 
The fol lowing d e f i n i t i o n s  are used i n  d i scuss ing  subscripts. 
D e f i n i t i o n  Let  X be an N dimensional a r r a y  represented i n  the Array 
Graph by a node. L e t  i be a p o s i t i v e  in teger .  The t u p l e  <XI i> is 
referred t o  as a node subscript. It denotes the i t h  dimension of  
the node o f  a r r a y  X. Let  a1 be an a s s e r t i o n  node, and I a 
s u b s c r i p t  v a r i a b l e  referenced i n  the a s s e r t i o n  al. The t u p l e  
c a l , I >  is referred t o  as a node s u b s c r i p t  f o r  I assoc ia ted  w i t h  the 
a s s e r t i o n  node al. If  <n,d> is a node subscript, then  R ( < n , d > )  
denotes  its range. 
Node s u b s c r i p t s  are grouped i n t o  ranse  sets. Every range set 
con ta ins  the node subscripts which have the same range. However no two 
dimensions o f  the same node can be p u t  i n t o  one range set even i f  t h e y  
have the same ranges because every  range set w i l l  later correspond to  a 
l e v e l  of  nested loops i n  the generated program and no t w o  dimensions of 
the same node can correspond to  the same l e v e l  o f  nest ing loops. 
Definit ion The range of  a subscr ip t  that has been declared as a global 
subscr ip t  is the same i n  a l l  a s se r t i ons  where it is used. There 
-- 
can only be one range associated w i t h  a g loba l  subscr ip t .  
Defini t ion The range o f  a subscript that has not been declared as global  
- 
is f ixed within the scope of the as se r t i on  where it is used. It 
w i l l  be called a local subscri-. A symbol used as a local 
subscr ip t  can have d i f f e r e n t  ranges i n  d i f f e r e n t  asser t ions .  
There are two types  of  g loba l  subscr ip t s  i n  -EL. One is 
specified by use of  the qual i fying keyword FOLEXCH i n  the p r e f i x  and a 
repeat ing data s t r u c t u r e  name i n  the su f f ix .  The o the r  is e x p l i c i t l y  
declared i n  a subscr ipt  dec la ra t ion  statement. (Refer t o  sec t ion  
3.3.2. ) The FOri,EACH type globa l  subscript always has t h e  range of the 
repeat ing data group named i n  the s u f f i x  associated w i t h  it. A user  
declared g loba l  subscr ip t  can have its range specified i n  the subscr ip t  
dec la ra t ion  statement. By using g loba l  subscr ip t s  i n  asser t ions ,  the 
user  can spec i fy  e x p l i c i t l y  the range o f  a s se r t i on  subscr ip t s .  
Local subscr ip t s  are a l l  of  the form SUBn where n is a pos i t i ve  
integer .  U s e r s  do not have t o  declare local subscr ip t s  ( i n  subscr ip t  
statement).  The use of  local subscr ip t s  i n  an a s se r t i on  is like that of 
formal parameters i n  a function de f in i t i on .  They can be chosen 
arbitrarily within the scope of  an asser t ion .  This gives  the user  
freedom to  reuse the subscr ip t  names i n  d i f f e r e n t  asser t ions .  
5.4 DISCUSSION OF RANGE PROPAGATION 
5.4.1 CRITERIA FOR RANGE PROPAGATION 
I n  t h i s  sec t ion  we discuss  the conditions f o r  propagating the range 
of a subscript from one node t o  another. A node subscript refers t o  
e i t h e r  an a r r a y  dimension o r  an a s se r t i on  subscript. If t w o  node 
subscr ip t s  are r e l a t ed  through some dependency r e l a t i o n  and one of them 
does not  have an e x p l i c i t  range spec i f ica t ion ,  we propagate the range 
from one to  the other. 
Let us  consider f i r s t  a simple a s se r t i on  : B( I )  = A( I )  . Three 
e n t i t i e s  are involved : the source var iab le  A, the t a r g e t  var iab le  B, 
and the as se r t i on  itself. A l l  of  t h e m  are one dimensional objects. The 
as se r t i on  states t h a t  the kth instance of the as se r t i on  corresponds t o  
the kth instance of array B f o r  a l l  k i n  the range of  B ' s  dimension. 
There is a b i j e c t i v e  mapping between t h e  instances  of the as se r t i on  and 
the instances  of t h e  array B. I t  is therefore  very na tu ra l  t o  be l ieve  
that the range of the t a r g e t  va r i ab l e  B is the same as the range of the 
asser t ion .  Additionally, f r o m  the subscr ip t  expression I i n  the term 
A ( 1 )  we can der ive  that the range of the as se r t i on  can be taken from the 
range of  the array A. I n  short, whenever a simple subscr ip t  var iab le  is 
used as a subscr ip t  expression it s t rongly  suggests t h a t  we may 
propagate the range from one node subscript to.another. 
When a subscript expression of the form I-k is used in  an  
assertion, where I is a subscript variable and k is a positive integer, 
there exists a one-to-one mapping between values of certain elements 
indexed by I and I-k. The mapping may be interpreted i n  two possible 
ways : assume the ranges of the arrays indexed with I and I-k 
subscripts are the same, or assume that the variable with the I-k 
subscript expression has k instances fewer than the variable with I 
subscript. We have decided t o  adopt the simpler assumption, that is, 
the ranges are the same. Therefore we w i l l  propagate ranges between the 
node subscripts indexed by subscript expression I and I-k. 
It should be noted that we do not intend t o  modify or ignore a user 
specified range of a node subscript. The analysis mentioned above is 
used for two purposes. One is t o  derive a range for a node subscript 
which does not have an explicitly specified range. Second is t o  
determine i f  it is possible t o  put two node subscripts into the same 
range se t  when both of them have user specified ranges and the ranges 
are the same. When two node subscripts have user specified ranges, we 
are interested i n  finding out whether their  ranges are equal. Since 
there is no simple way t o  determine i f  two functions are equal i n  
general, we w i l l  only check the assertions which define the range arrays 
by the other range array. 
5.4.2 PRIORITY OF RANGE PROPAGATION 
User specified ranges are associated with repeating data structures 
or declared global subscripts. The range specified for a data node is 
interpreted as the range of its least significant dimension. Ranges of 
node subscripts can be propagated along a path i n  the Array Graph from 
one node t o  another based on the following relations between respective 
node subscripts. 
1. The two node subscripts are both global subscripts and have the same 
global subscript name. 
2. One of the node subscripts corresponds t o  a dimension of a data node 
and the other corresponds t o  the same dimension nunher of the 
associated control variable. 
3. The two node subscripts occur on the corresponding dimensions of two 
data nodes i n  the same data structure. 
4. One node subscript is associated with an assertion node and the 
other is associated with a source variable of the assertion. 
5. One node subscript is associated with an assertion node and the 
other is associated with the target variable of the assertion. 
There may be several alternative paths (and directions) for 
propagating a range, and the range derivw for a node subscript may 
depend on the choice of a path. The choice of path may also affect the 
efficiency of the generated program. Therefore, we w i l l  propagate 
ranges according t o  a priority order which attempts t o  obtain the 
highest efficiency. The priority order is as follows. 
When a global subscript is used in several assertions, the ranges 
of the respective node subscripts ( i n  these assertions) are the same. 
W e  may consider a l l  the node subscripts with the same global subscript 
name as a group. Whenever any elemnt in  the group has its range 
defined, we w i l l  propagate the range t o  other elements in the same 
group. This type of propagation w i l l  have the top priority. 
Next consider the data nodes and the i r  associated control variables 
such as SIZE.X, END.X, POINTER.X, LEN.X, ..., etc.  The dimensions of 
the control variables correspond t o  the dimensions of the variable named 
i n  the suffix from l e f t  t o  right. The corresponding dimensions of a 
data node and its associated control variables should have the same 
range. Similarly the corresponding dimensions of a data node and its 
higher level nodes in  a data structure should have the same range. 
I f  the range specification of local subscripts i n  assertions or  
array dimensions are not given explicitly, we w i l l  derive them by 
analyzing the respective subscript expressions i n  assertions. It is 
preferable t o  propagate the range from a target variable t o  an assertion 
rather than t o  propagate the range from a source variable t o  an 
assertion. Therefore, the range propagation' between an assertion node 
and its target node or between a data node and its associated control 
variable w i l l  have the second priority. 
Globally it is preferred t o  propagate the range from a variable i n  
an output f i l e  backward t o  a variable in an input f i l e  than reversely. 
Thus we w i l l  assign the third priority t o  the propagation from an 
assertion node backward t o  its source variables and the fourth priority 
t o  the propagation from a data node fozward t o  an assertion node i n  
which it is referenced as a source variable. 
Example Let array A be an input f i l e  with 20 elements, array C an output 
- 
f i l e  with 10 elements and array B one dimensional interim array. 
The assertions 
al: B(1) = A(1)  ; 
az: C ( 1 )  = B ( 1 )  ; 
may lead us t o  assign either 20 or 10 as the range for array B, 
depending on the point of view taken. Aa far  as the correctness is 
concerned, it does not make any difference whether 20 or  10 is used 
a s  the range of array B. But a smaller range would mean potentially 
less memory space and less computation time. Therefore the l a t t e r  
is more desirable. The range may be evaluated as follows. Since no 
global subscripts are used here, no propagation corresponding t o  the 
top priority can be achieved. The propagation from an assertion 
node t o  the target variable is second priority, therefore, the range 
of 1 and < B , l >  should be propagated t o  <=,I> and <al,I> 
respectively. The range of subscript <B,1> w i l l  be that  of <A,1> or 
1 depends on whether we give higher priority t o  the propagation 
from < A , l >  t o  <al,I> or from <=,I> t o  < B , l > .  Since the l a t t e r  has 
the higher priority, the range is propagated from array C a l l  the 
way back t o  the assertion node al.  (Refer t o  Fig. 5.1.) 
Fig. 5.1 Ewrmple of Range Propagation 
I n  summary, we have divided the range propagation into four 
priority levels. The top level is based on use of global subscripts. 
The second level is based on the relation between data node and its 
associated control variables or between the assertions and their  target 
variables. The third level is t o  propagate the range from an assertion 
backward t o  its source variables, and the fourth one is t o  propagate the 
range from a data array forward t o  the assertions i n  which it is 
referenced as a source variable. 
5.4.3 REAL AIZGUMENTS OF RANGE PONCI'IONS 
Every node subscript w i l l  i terate  over its range by a loop control 
statement in  the generated program. A node in the Array Graph having N 
node subscripts associated with it w i l l  have an N level nested loop 
enclosing it. Every loop controls the iteration of a corresponding node 
subscript. We w i l l  show that the range specification of the node 
subscripts may have influence on the order that the loops can be nested 
and on the order of subscripts in referring t o  a range array. 
When the ranges of the dimensions of an array are a l l  constant, the 
array has a regular shape. We can access al l  of the array elements by 
i terating the subscripts i n  any order. P o r  example, i f  we have a 
rectangular array A, we can access a l l  of the array elements either 
raw-wise or c o l u m n - w i s e .  However ,  i f  some of the dimension ranges of an 
array are specified by range arrays, it is no longer t r u e  that we can 
nest  the loops i n  any order. I n  P i g .  5 . 2 ( a )  two arrays A and B are both 
three dimensional arrays. The ranges of the third dimension of both 
arrays are specified by the S1ZE.A array. I n  P i g .  5 . 2 ( b ) ,  a part of the 
flowchart for the specification i n  5 . 2 ( a )  is shown. The poin t  is that 
the loop corresponds to  node subscript <A,3> should be scheduled inside 
the loops of <A,1> and <A,2>.  Because the loop control statement for 
<A,3> references the range array S1ZE.A and the value of S1ZE.A depends 
on the values of subscript <A,1> and <A,2>.  
A IS FIEIS; 
B IS FIELD; 
B ( I ,  J,K) a A ( I t J , K )  ; 
S I Z E . A ( I , J )  = f ( 1  , J )  ; 
Fig. 5 . 2 ( a )  A range array w i t h  real ar-nts 
DO < A , l > ;  
DO <A,2,; 
DO <A,3> = 1 TO SIZE.A( < A , l > ,  <A,2> ); 
A ( < A , l > , < A , Z > , t A , 3 > ) ;  
B( < A , l > ,  <A ,2> ,  < A , 3 > )  = A( < A , l > ,  <A ,2> ,  <A,3> ); 
B ( < A , l > , < A , 2 > , < A , 3 >  ); 
END; 
END; 
END; 
Pig. 5 . 2 ( b )  F l o w c h a r t  of 5 . 2 ( a )  
A simple so lu t ion  w o u l d  be to  require that the loops enclosing an 
array are nested according t o  the hierarchical order of the array 
dimensions. Thus, the d i m e n s i o n  being declared on the top level of the 
data structure w i l l  be scheduled on the outmost level. Because the 
range of a d i m e n s i o n  is not all- t o  depend on the subscript value of 
any lower level dimension i n  the data structure, i n  the example above 
when the loop of <A,3> is t o  be scheduled, the loops of <A,1> and <A,2> 
w o u l d  have been scheduled on the o u t e r  levels. However ,  th is  
r e q u i r e m e n t  is u n n e c e s s a r i l y  s trong. For example, i f  we f o l l o w  th is  
scheme, t h e n  a l l  the t w o  d i m e n s i o n a l  arrays w i l l  have t o  be computed 
row-wise. W i t h  t h i s  restr ict ion we may lose the o p p o r t u n i t y  t o  generate 
an optimal program. 
A generalized so lu t ion  would be t o  treat the range a r r ays  as 
functions and f ind  the real arguments of the range functions.  For 
example, an N dimensional range array S I . X ( I l , . . . , I n )  may be 
considered as a function which maps an N t up l e  of  in tegers  11, . . . , In 
t o  an in teger  value which is the range of  t h e  n+lth dimension of a r ray  
X. Every subscr ip t  of  t h e  range a r ray  may be viewed as corresponding to  
an argument of the function. W e  w i l l  use t h e  terms range a r r ay  and 
ranae function_ interchangeably. Some of  the function arguments may not 
affect the function value, namely the range does not vary w i t h  the value 
of these subscr ip t s .  The rest of the arguments which do play roles i n  
determining the ac tua l  value are called real arguments of the range 
function. 
By analyzing t h e  a s se r t i on  which def ines  a range array, we can f ind  
a l l  the real arguments of the range array.  If the range of a node 
subscr ip t  tn,d> is specified by a range a r r ay  and t h e  range a r r ay  has 
sam real arguments, the real arguments of  t h e  range a r r ay  should 
correspond t o  some o the r  node subscr ip t s  of node n. I n  the generated 
program the loops which correspond t o  the real arguments should be 
scheduled on the outs ide l e v e l  of the loop which corresponds t o  the node 
subscr ipt  <n,d>.  For example, consider t h e  spec i f ica t ion  i n  
Fig. 5.2($). The range a r r ay  S1ZE.A has two  real arguments, i.e. 
<SIZE.A,l> and <SIZE.A,2>. Since the node subscr ipt  <A,3> references  
the range a r r ay  S1ZE.A and t h e  node subscr ip t s  < A , 1 >  and t A , 2 >  
correspond t o  <SIZE .A, 1, and (SIZE. A, 2 > respectively,  node subscr ip t s  
<A,1>  and <A,2> w i l l  be s tored  i n  the real arqument list of node 
subscr ipt  <A, 3,. It is shown i n  Fig. '5.3. The loop iterated on <AI 1, 
and <A,2> w i l l  be scheduled on the outs ide of  the loop on z A , 3 > .  
Similarly,  we can f ind  t h e  real argument lists f o r  < a l , K >  and < B , 3 > .  
Fig. 5.3 Real argument lists of node subscripts 
Example We w i l l  s h o w  how transposing an array effects the mapping 
between the real arguments of the range arrays. L e t  us examine the 
following assertions. 
B ( I , J , K )  = A( J , I , K )  3 
SIZE.A(M,N) = h(M,N) ; 
A a s u m i n g  that R( t A , l > )  is equal to  R( t B , 2 > )  and R( < A , 2 > )  is equal t o  
R( <B, 1> ) . The range for subscript tB, 3 > is obtained f r o m  R( <A, 3 > ) 
w h i c h  is given by S1rZE.A. SIZE.B(N,M) should be equal t o  
SIZE.A(M,N) . A l l  we need is a p e n n u t a t i o n  of subscripts t o  make the 
range array S I 2 E . A  the same as S1ZE.B. A possible flowchart for the 
loops enclosing node A and B is s h o w n  i n  F i g .  5.4. 
Fig. 5.4 T r a n s p o s i t i o n  of real a r g u m e n t s  of 
a range array 
It should be noted that the order of the. node subscripts < B , l >  and tB ,2>  
i n  the range array reference S I Z E . A ( < B , Z > , < B , l > )  is s ign i f i can t  i n  the 
loop control statement for <B,3> .  T h e r e f o r e ,  i n  the real a r g u m e n t  list 
associated w i t h  the node subscript <B,3> we should store the real 
arguments i n  the order of <B,2> followed by < B , l > .  ( R e f e r  t o  P i g .  5.5) 
Fig. 5.5 The order  o f  real arguments i n  t h e  
real argument list 
5.5 RANGE PROPAGATION ALGORITHM ( RNGPROP ) 
The range propagation algorithm cons i s t s  of three s teps .  F i r s t  of 
all, we loca te  the node subscr ip t s  w h i c h  have user  spec i f ied  
ranges (Algorithm 5 .1 ) .  I n  t h e  second s t e p  we propagate the e x p l i c i t  
range spec i f ica t ions  by pa r t i t i on ing  the node subscr ip t  set i n t o  range 
sets (Algorithm 5 .2 ) .  In the third s tep ,  w e  w i l l  propagate the real 
argument list(RAL) among the node subscr ip t s  i n  the same range 
set ( A l g o r i t h m  5.3 ) . 
The data s t r u c t u r e  used are as follows.  The total number of node 
subscripts is denoted by SALLSUBS. Every node subscript is ass igned a 
unique sequence number. A v e c t o r  TERMC(DICT1ND) of  i n t e g e r  denotes  the 
k ind  of range s p e c i f i c a t i o n  used f o r  the least s i g n i f i c a n t  dimension of 
each node. It  can have the va lues  o f  1-4 t o  denote the following 
cond i t ions  : 
1: the data s t r u c t u r e  has a cons tan t  number o f  r e p e t i t i o n .  
2: the range is s p e c i f i e d  by an END a r r a y .  
3: the range is specified by a SIZE a r r a y .  
4: the range is implied by reading an  end of file. 
The v e c t o r  LTERMC provides  the same information for node subscripts as 
TERMC f o r  the nodes. The con ten t s  o f  TERMC and LTERMC are computed by 
Algorithm 5.1. 
Alsorithm 5.1 Find U s e r  E&e~ifl-N Ranqes 
Output : 
TERMC: The type o f  u s e r  specified range o f  every  node i n  the Array 
Graph. 
LTERMC: The type o f  u s e r  specified range of every  node s u b s c r i p t .  
1. I n i t i a l i z e  the vectors TERMC and LTERMC t o  0. 
2. For each node n, i n  t u r n  do: 
If a t t r i b u t e  VARYREP4, t h e n  TEF&E=l. 
If a t t r i b u t e  ENDB>O, t h e n  TERMC=2. 
If a t t r i b u t e  SIZEB>O, t h e n  TERMC=3. 
3. For every  node n, i n  t u r n  do: 
I f  TERMC( n ) is no t  equa l  zero ,  f i n d  t h e  node subscript <n,d> which 
corresponds t o  the least s i g n i f i c a n t  dimension o f  node n. Set the 
LTERMC e n t r y  of the node subscript to  TERMC(n). 
Three arrays, HEADER, SETNEXT, and LRANGEP are used i n  s t e p  2. 
Each of them has SALfSUBS number of e n t r i e s .  HEADER( I )  g i v e s  t h e  
sequence number of the header element of t h e  block t o  which the Ith node. 
subscript belongs. SETNEXT(1) l i n k s  the Ith node s u b s c r i p t  t o  the next  
node subscript i n  the s a w  block, i f  any. When the Ith node subscript 
is the header o f  a block, then  LRANGEP( I )  s h o w s  the range of the I t h  
subscript. A l g o r i t h m  5.2 p a r t i t i o n s  the set o f  a l l  the node subscripts. 
I n i t i a l l y  every node subscript forms a block by itself. Then whenever 
we f i n d  that two node subscripts could have the saxne range and no range 
c o n f l i c t  would occur, we w i l l  merge their blocks. This merging process  
w i l l  cont inue  u n t i l  no f u r t h e r  merging can be done. S ince  every  node 
subscript can on ly  be i n  one block at  any moment, this is i n  fact a 
d i s j o i n t - s e t  union problemCAMJ 743. The blocks forxned i n  Algorithm 5.2 
are called range sets. 
Algorithm 5.2 -=gation_ o f  Ranqe S p e c i f i c a t i o n  
Input  : 
LTERMC: The type of u s e r  specified range f o r  every  node subscript. 
ou tpu t  : 
RANGE: A f i e l d  i n  the LOCAL-SUB data s t r u c t u r e  of every  node subscript. 
It c o n t a i n s  the range set number where the node subscript 
belongs. 
SRNGSET: The total number of range sets. 
SETSRNG: The node number o f  the header of a range set. 
Data s t r u c t u r e s  : 
SALLSUBS: The total number o f  node subscripts. 
HEADER($ALLSUBS): The node number of the header of the range set of a 
node subscript. 
SETNEXT($ALLSUBS): For every node subscript, it points t o  the next node 
subscript of the same range set .  
LRANGEP($ALLSUBS): I f  a node subscript is not the header of any range 
set ,  the value is -1. Else, i f  the node subscript haa a user 
specified range, the value is the data node number of the range. 
Otherwise, the value is 0. 
1. Initialization. 
Make every node subscript a block by i t se l f .  For a l l  values of I 
from 1 t o  SALLSUBS do: 
HEADER( I )=I, 
Scfirexr(I)-O, /* NO NEXT ELEMENT */ 
LRANGEP( I )=node of the range /* IF IT HAS A DEFINED RANGE */ 
-4, /* OPHERWISE */ 
2. Merge blocks of the same global subscript name: 
For every node subscript with sequence number I, check whether it has 
a global subscript name. I f  it is a global subscript of the form 
P0REACH.X or user declared subscript X, l e t  J be the sequence number 
of the node subscript which is associated with the least significant 
dimension of node X. C a l l  procedure UNION( I, J ) t o  merge the blocks 
containing these t w o  subscripts. 
3. Propagate ranges between data nodes and control arrays 
or target nodes and assertion nodes: 
For every edge in the Array Graph with edge type not equal t o  3 check 
the type of the subscript expressions associated with the edge. 
These edges connect data arrays t o  the associated control arrays and 
the assertion nodes t o  the i r  target variables. For every subscript 
of the source node, find the corresponding subscript in  the target 
node. I f  the APR-MODE of the subscript expression is 1 or 2, merge 
them using procedure UNION. 
4. Propagate ranges from assertion t o  source variable: 
&an a l l  the edges of type 3 which connect a source variable t o  an 
assertion. The range is t o  be propagated backwardly. I f  the 
subscript of the source node has a defined range, no merge w i l l  be 
done. Otherwise check i f  the APRMODE of the subscript expression is 
1 or  2 .  I f  yes, ca l l  procedure UNION t o  merge it with the 
corresponding subscript of the target node. 
5. The same as step 4. Except that  no merge w i l l  be done i f  the 
subscript of the target node has a defined range. 
6. Check the header of each block. I f  it does not have a user defined 
range, check the elements of the block. I f  there exists an element 
which is associated with a data node at or above record level and 
being the rightmost node i n  an input f i l e  structure, we may use 
end-of-file as the default range. 
7 .  Assign a ranqe se t  number t o  every block of the partition. I f  a node 
subscript belongs t o  the kth block, put k into the RANGE field i n  the 
data structure IOCSL-SUB of the node subscript. Also store the node 
number which gives the range information of the block in  SE?l?$RNG(k) 
entry. 
Procedure -ONION( I, J 1 
Input : 
1,J: The subscript sequence numbers of two node subscripts for which 
the range se ts  w i l l  be merged. 
output : 
Modify the data structure HEADER, SETNEXT, and LRANGE t o  reflect 
the merging of the two range sets. 
If both subscr ip t s  I and J are i n  t h e  same block, e x i t .  
If the blocks containing subscr ipt  I and J have d i f f e r e n t  ranges, 
exit. 
Put HEADER( I ) i n t o  A. 
Put HEADER( J ) i n t o  B . 
Change t h e  HEADER e n t r i e s  of  a l l  the elements i n  t h e  same block as J 
to  A. 
Append the list with t h e  header B t o  t h e  list with the header A. 
Replace LRANGEP( A) by LRANGEP(B ) i f  LRANGEP(A)=O. 
Set LRANGEP(B) t o  -1. 
Step three examines a l l  t h e  range sets. If t h e  range of a range 
set is spec i f ied  by a range array,  a RAL is computed for every node 
subscr ipt  i n  t h e  range set. 
A l s o r i t h m  5.3. P r o p a s t i o n  of Real Arqument L i s t  
Input : 
LTERMC: Type of  user  specified range of every node subscr ipt .  
RANGE: A f i e l d  i n  the -SUB d a t a  s t ruc tu re  of  every node subscript. 
It contains  the range set number where t h e  node subscr ipt  
belongs. 
Output : 
RALP: A f i e l d  i n  t h e  d a t a  s t ruc tu re  -SUB of every node subscr ipt .  
For every node subscr ipt  whose range is of  types 2, 3, o r  4, it 
po in t s  t o  a list of real arguments of  the range function. 
Data s t ruc ture :  
The real arguwnt  list pointed t o  by RALP cons is t s  of  a list of 
elements which are s tored  i n  t h e  da t a  s t ruc tu re  RAL. The fields 
i n  the RAL are as follows. 
SRAL: The number of  realarguxnents. 
RSPOS($RAL): me subscr ipt  pos i t ion  of a real argument i n  the range 
array.  
MSPOS($RAL): The subscr ipt  pos i t ion  of  the corresponding real argument 
i n  the node subscr ipt  list. 
1. For each node subscr ipt  which has a user  specified range and the 
termination c r i t e r i o n  is not  constant,  form the RAL f o r  it and put  it 
i n t o  a candidate queue. (Refer to  Algorithm 5.4) 
2. Iterate s t e p  3 t o  s t e p  7 u n t i l  t h e  candidate queue becomes empty. 
3. G e t  a node subscript from the queue. L e t  it be the subscr ipt  S of 
node X. Propagate t h e  RAL of S t o  o ther  node subscr ip t s  i n  s t e p  4, 
5, 6, and 7 .  If any node subscr ipt  g e t s  its RAL newly defined, put 
it i n t o  t h e  candidate queue such that its RAL can be propagated to  
o the r  subscr ip t s .  
4. For each outgoing edge from node X, propagate t h e  RAL of subscr ip t  S 
from node X t o  the t a r g e t  node. (Refer t o  Algorithm 5.5) 
5. For each incoming edge i n t o  node X, propagate the RAL of subscr ip t  S 
from node X back t o  the source node. (Refer t o  Algorithm 5.6) 
6. If  subscript S references a global subscr ipt ,  propagate its RAL t o  
the global subscr ipt .  
7 .  If subscript S is a global  subscr ipt ,  then propagate its RAL t o  al l  
the subscripts which reference its name. 
8. Stop. 
Find RAL front a range specifyinq-qse---t~ Alsorithm 5.4. 
Suppose t h e  range of  t h e  subscr ipt  tX,n> is specified by an 
asser t ion .  Let the range array be S1ZE.X o r  Et4D.X. The algorithm tries 
t o  find the RAL for subscript cX,n>. 
1. Put a l l  the subscripts of the target variable of the assertion which 
defines the control variable S1ZE.X or END.X into a list. 
2. I f  the target variable is END.X, delete the subscript on its least 
significant dimension from the list. 
3. Repeat for each of the subscripts i n  the RAL t o  check whether it is 
referenced on the right hand side. I f  yes, it is a Real Argument. 
Otherwise, delete it from the list. 
4. The resulted list is the RAL of the subscript tX,n>. 
Aluorithm 5 . 5 .  Prowsation of RAL forward alonq edue 
Assume S1 is a subscript of node X and there is an edge E from node 
X t o  node Y. The algorithm propagates the RAL of S1 t o  some subscript 
of node Y. 
1. I f  the subscript expression of S1 is not type 1 or type 2, exit .  
2. Let the corresponding subscript of node Y be S2. If  RAL of S2 is 
defined , exit.  
3. If  the ranges of S1 and S2 are different, exit .  
4. For each subscript in  the RAL of S1, check its subscript expression 
type. If  any one of them is not type 1, exit .  Find their  
corresponding subscripts in  node Y and form a new list. If  the 
ranges of the corresponding subscripts are not the same, exit .  
5 .  The newly formed subscript list is the RAL of S2. 
Alqorithm 5 . 6 .  Propagation of backward alonq an edge 
Assume S1 is a subscript of node X and there is an edge E from node 
Y t o  node X. The algorithm propagates the RAL of S1 t o  some subscript 
of node Y. 
1. If  there is no subscript of node Y corresponding t o  subscript S1, 
exi t  : 
2. Let the corresponding subscript of node Y be S2. I f  RAL of S2 is 
defined , exit .  
3. I f  the ranges of S1 and S2 are different, exit .  
4. For every subscript Xi i n  the RAL of S1 find its corresponding 
subscript Yj of node Y. 
4.1 Let the subscript position of Xi in the local subscript list of 
node X be i. 
4.2 Check the UXAL-SUBS field i n  the data structure EDGE-SUBL 
associated with edge E. I f  the jth WCAL-SUBS is equal t o  i, the 
jth node subscript Y j  i n  the local subscript list of node Y 
corresponds t o  Xi. 
4.3 Check the APXMODE corresponding t o  subscript Yj in edge E. I f  
it is not 1, exit.  
4.4 Check the RANGE field of the node subscript Y j  and that of 
subscript Xi. If  they are different, exit .  
5. Form a subscript list which contains those subscripts Y j ' s  of node Y. 
It is the RAL of subscript S2. 
Alqorithm 5.7. Prowgate between Global subscripts 
Suppose subscript S1 of node X and subscript S2 of node Y have the 
same global subscript name. The algorithm propagates the RAL of S1 t o  
52. 
1. If  the RAL of S2 is defined, exit .  
2. For each subscript T in  the RAL of S1, get its range, say RT. Check 
all  the subscripts of node Y. I f  there is one and only one subscript 
U which has the same range as subscript T, then subscript U is the 
corresponding subscript of T. Otherwise, exit .  
3. Form a subscript list which contains those subscripts U ' s  of node Y. 
It is the RAL of S2. 
5.6  DATA DEPENDENCY OF RANGE INFORMATION 
I n  section 4.4.2 we have mentioned that range arrays cause implicit 
data dependency relationship. The edges of type 13 and 14 in  the Array 
Graph represent th is  type of data dependency. However, it is not enough 
i f  we only have the edges from a range array S1ZE.X or END.X t o  the node 
X. For every node in  the Array Graph, no matter whether it is a data or 
an assertion node, as long as one of its node subscripts is in  a range 
se t  where the range is deined by a range array, an edge should be drawn 
from the range array t o  that  node. 
We can t e l l  the range of every node subscript only af ter  the range 
propagation phase. Therefore, the correct time t o  add th i s  type of data 
dependency relationship is af ter  we have found a l l  the range sets. I f  a 
range se t  has a range array as its range specification, then there w i l l  
be edges emanating from the range array and terminating a t  every node i n  
the range set .  Subscript expressions of type 1 are associated with the 
edges emanating from a SIZE range array. Subscript expression of type 2 
is associated with the least significant dimension of an END range array 
and type 1 subscript expressions are associated with the other 
dimensions of the END range array. 
CHAPTER 6 
SCHEDULING 
6.1 OVERVIEW OF SCHEDULING 
Through the phases of  \ data dependency analysis ,  dimension 
propagation, and range propagation we have analyzed the use r ' s  
spec i f i ca t ion  and checked the consistency and completeness of  the 
spec i f ica t ion .  I n  a non-procedural progr-ing language, the execution 
sequence is not spec i f ied  i n  t h e  program spec i f ica t ion .  The object ive 
i n  this  chapter  is to  determine the order of execution i n  performing the 
spec i f ied  computation. We have collected the needed information i n  the 
convenient form of the Array Graph. The Array Graph contains  a l l  the 
program a c t i v i t i e s  as nodes and the data dependency re la t ionsh ips  as 
edges. The next s t e p  t o w a r d  construct ing a program is ordering the 
program a c t i v i t i e s  represented by the nodes of  the Array Graph under the 
cons t r a in t s  posed by: a )  the edges of  the Array G r a p h ,  and b)  
considerations of computation eff ic iency.  As stated i n  chapter 1, 
e f f i c i e n t  scheduling is one of  the main contr ibut ions  of  the reported 
research. This method of synthesizing the program is called scheduling 
here. It is followed by the a c t u a l  program code generation. 
Two r u l e s  which are frequent ly  accepted i n  programming, except i n  
cases where memory l imi t a t i ons  are extremely severe,  w i l l  be followed 
here as w e l l .  The first is that every input f i le  is to  be read only 
once. This rule w i l l  reduce the number of  input  a c t i v i t i e s  which are 
usua l ly  r e l a t i v e l y  slow. If  necessaxy we may store the input  d a t a  i n  
the memory f o r  r e p e t i t i v e  use. However, sometimes the memory p r i c e  may 
be very high due t o  the la rge  capaci ty  of  ex te rna l  s torage.  The second 
r u l e  is that no values are t o  be recomputed. This means that once an 
element has been computed it w i l l  be reta ined as long as it is needed 
for later reference.  
6.1.1 A BASIC APPROACH TO SCHEDULING 
A correct b u t  o f t e n  i n e f f i c i e n t  r e a l i z a t i o n  of a computation can be 
obtained through t h e  following scheduling method. Our eventual  approach 
w i l l  be p a r t l y  based on this simpler basic approach. The acyclic 
por t ions  of an Array G r a p h  may be scheduled very simply as follows. A 
topo log ica l  sort algori thm can be appl ied t o  ob ta in  a l i n e a r  order ing of  
the nodes i n  the graph i n  accordance w i t h  the edge cons t r a in t s .  
Multi-dimensional nodes are then enclosed wi th in  nested loop con t ro l s .  
Every loop iterates the respec t ive  node over the ins tances  of one of the 
d i s t i n c t i v e  node subsc r ip t s  o f  the node. 
When there are cyc les  i n  the Array G r a p h ,  a topological  sort w i l l  
not  succeed. Super f ic ia l ly ,  a cycle i n  the Array G r a p h  means a c i r c u l a r  
d e f i n i t i o n  which does not al low us  t o  determine a l i n e a r  o rder  f o r  the 
computation. Actually s ince  the Array G r a p h  masks some of the details 
of the r e l a t i onsh ip s  i n  the corresponding Underlying G r a p h  (see Chapter 
4), there may be a cycle i n  the Array G r a p h  where there are no cycles i n  
the corresponding Underlying Graph. A l s o  i t e r a t i v e  so lu t i on  muethoda can 
be appl ied t o  perform the computations even where t h e r e  are cycles i n  
the Underlying G r a p h .  W e  have t o  apply a deeper' ana ly s i s  of the nodes 
and subsc r ip t  expressions used i n  a s se r t i ons  i n  the cycle. The cycles 
that are found t o  be r e a l l y  not  c i r c u l a r  can be resolved t o  generate  a 
l i n e a r  schedule. The method employed 'is briefly described as follows. 
The Array G r a p h  is decomposed i n t o  subgraphs. Each subgraph is a most 
s t rong ly  connected component (MSCC). A MSCC i n  a directed graph is a 
m a x i m a l  subgraph i n  which there is a pa th  from any node to  any o the r  
node. The deeper ana ly s i s  is then  applied t o  the MSCe components i n  the 
Array Graph. The ana ly s i s  described i n  s ec t i on  6 .2 . cons i s t s  o f  search 
of' a dimension that  is common t o  a i l  the nodes i n  the MSCC. If an  edge 
is found i n  the MSCC which has an I-k type subscr ip t  expression 
associated w i t h  it, the edge may be de le ted .  This sometimes r e s u l t s  i n  
an acyclic subgraph which can be topolog ica l ly  sor ted .  If t h i s  method 
is not success fu l  then  o the r  analysis methods, o r  a l t e r n a t i v e l y  an 
i t e r a t i v e  so lu t i on  method may be applied.  
6.1.2 EFFICIENT SCHEDULING 
I n  general ,  a schedule which satisfies the cons t r a in t  of the data 
dependency r e l a t i onsh ip  is not unique, i f  one exists. Therefore, t h e r e  
is a degree o f  freedom t o  select a schedule which meets e f f i c i ency  
requirements as w e l l .  W e  want t o  have a schedule wi th  the fewest number 
of loops or w i t h  the least amount o f  working s to rage  for the program 
var iab les .  Although we w i l l  use here the r e s u l t s  o f  the basic 
scheduling approach mentioned above, our  method of scheduling c o n s i s t s  
e s s e n t i a l l y  o f  a process of repeated merging o f  basic MSCCs i n  the Array 
G r a p h .  As w i l l  be shown, i n  this  way  we can reduce the use of memory 
and computation t i m e .  
Non-procedural programming uses  as many va r i ab l e s  as the values  
that occur during the program computation. If we simply allocate 
separa te  memory space t o  each var iab le ,  as may be done i n  the basic 
approach, we w i l l  most probably g e t  a program which uses a large amount 
of  memory space and i n  some cases may not be executable. Therefore, we 
are here pr imari ly  concerned w i t h  memory e f f ic iency  of the program. Our 
approach is t o  examine the effect on use of  memory due t o  merging of  
blocks of nodes of t h e  same or related subscr ip t  ranges and form 
i t e r a t i o n  loops for the se lec ted  subscr ip t s  enclosing t h e  merged blocks. 
W e  w i l l  select mergers of  blocks of  nodes which reduces the use of 
memory t h e  most. 
I n  some cases we have an a l t e r n a t i v e  of maximizing the scope of  one 
loop at the c o s t  of reducing the scope of one or more o the r  loops. The 
choice of which loop scopes are maximized is based on comparison of 
memory requirements of the a l t e rna t ives .  The a l t e r n a t i v e  that requi res  
least memory space for program var iab les  w i l l  be selected. 
The repe t i t i ons  indicated by the node subscr ip t s  are control led by 
loop statements.  The execution of  loop statements t akes  some CPU t i m e .  
If  the loop scopes i n  a program are s m a l l ,  i.e. i f  they contain  f e w e r  
nodes, then there w i l l  be more loops i n  the program and the overhead 
spent  on the loop con t ro l  statements w i l l  be increased. This is another 
reason why it is desirable t o  maximize the loop scopes i n  t h e  generated 
programs. 
6.1.3 OUTLINE OF THE CHAPTER 
The material i n  sec t ions  6.2, 6.3, and .6 .4  forms a background t o  
understanding the optimization i n  the scheduling algorithm. I n  sec t ion  
6.2 we w i l l  d i scuss  the ana lys i s  of MSCCs. The algorithm of  our  
optimizing scheduler is based on deeper ana lys i s  of  cycles. A s i m i l a r  
approach w a s  used previously i n  an earlier version of  the MODEL 
processor. Some changes discovered i n  the course of the presen t ly  
reported research have been added. The merger of components is 
discussed i n  sec t ion  6.3. There are two bases f o r  merging o f  
components: when components have the same subscr ip t  ranges and when 
they  have related range ( t h i s  is explained later). I n  sec t ion  6.4  we 
w i l l  introduce the memory penal ty  concept which w i l l  be used t o  evaluate  
the use of  memory i n  a p a r t i a l l y  designed schedule. The memory penal ty  
is the memory cos t  associated with a candidate subschedule. The 
scheduling algorithm is presented i n  sec t ion  6.5. 
6.2 ANALYSIS OF MSCC 
6.2.1 CYCLES I N  THE ARRAY GRAPH 
A cycle i n  the Array Graph m a n s  that a var iab le  de f in i t i on  depends 
d i r e c t l y  or ind i r ec t ly  on itself. An Array Graph is a compact 
representat ion of  an Underlying Graph. It does not show t h e  details of  
precedence re la t ionsh ips  i n  the Underlying Graph. Therefore, t h e  
apparent c i r c u l a r i t y  may be deceptive and not be re f lec ted  i n  the 
Underlying Graph. I n  t h i s  case a co r rec t  computation may be rea l ized  
f o r  an Array Graph cycle.  
Consider for example the as se r t i on  i n  Fig. 6 . 1  which def ines  the 
f a c t o r i a l  function.  Because of  the recurs ive de f in i t i on  there is a 
cycle  i n  t h e  Array Graph. But t he re  is no cycle of precedence 
re la t ionsh ip  i n  the corresponding Underlying Graph. Therefore, t h e r e  
exists a precedence ordered sequence f o r  computing a l l  t h e  f a c t o r i a l  
values. 
a(1) :  F ( 1 )  = IF 1=1 THEN 1 ELSE I * F ( I - 1 )  ; 
(a) 'Assertion 
( 3 )  Array Graph ( c )  Underiying Graph 
Fig. 6.1 Example of cycles i n  t h e  Array Graph 
A MSCC i n  t h e  Array Graph may or may not represent a c i r c u l a r  
def in i t ion .  If it is not t r u l y  c i r cu l a r ,  we may be able to  perform the 
respect ive computation by using an i t e r a t i o n  loop. I n  sec t ion  6.2.2 we 
w i l l  d i scuss  t h e  conditions under which a MSCC can be enclosed i n  a 
loop. If these conditions are m e t ,  we w i l l  f ind  the loop parameter t o  
bracket the e n t i r e  MSCC. Once such loop is found, s ince  t h e  loop 
indices  are ascending, t h e  precedence re la t ionsh ips  between t h e  
respect ive loop instances  is assured. Therefore, as shown i n  sec t ion  
6.2.3 we delete edges with I-k subscr ipt  expressions and the MSCC may be 
decomposed. If the above method fails, there are other approaches t o  
schedule a MSCC which w i l l  be discussed i n  sec t ion  6.2.4. 
6.2.2 ENCWSING A MSCC WITHIN A IOOP 
The objec t ive  o f  i t e r a t i v e  computations of a s ing le  d a t a  or an 
as se r t i on  node is t o  def ine a l l  the e l e m n t s  corresponding t o  the values 
of node subscr ip t s  associated w i t h  the node. I n  general, the values of 
every node subscr ip t  can be stepped independently of other node 
subscript values. Therefore, a node with N node subscripts would have 
an N l e v e l  nested loops enclosing it, and each l e v e l  of the nested loop 
corresponds to  one d i s t i n c t i v e  node subscr ipt .  W e  w i l l  associate with 
every loop a loop var iab le  with values which are stepped up by one from 
one t o  the upper bound of a subscr ip t  range. A l l  the nodes in s ide  the 
scope of a loop w i l l  be executed once for every possible  value o f  the 
loop var iab le .  Generally i f  a node does not have a node subscr ipt  
corresponding t o  .a loop var iable ,  the r epe t i t i on  would be redundant. We 
want t o  treat an e n t i r e  MSCC i n  some manner as a s ing le  node, i.e. t o  
compute a l l  the elements of  the nodes i n  t h e  MSCC i t e r a t i v e l y .  We 
requi re  however that al l  the nodes of a MSCC have a node subscript w i t h  
which a loop brackets the MSCC. If one of  the nodes does not have such 
a node subscript then the a c t i v i t y  represented by the node, such as 
input/output, may be repeated, which w i l l  cause an erroneous 
computation. A l l  the dis t inguished dinensions must then have the same 
range. It should be noted that the loop var iab le  is stepped up each 
i t e r a t i o n  by one, . and no computation of a loop instance can depend on 
any computations i n  later loop instances.  
Given a MSCC i n  the Array Graph, we w i l l  first check i f  a l l  the 
nodes i n  the MSCC have more than zero dimensions. I f  every node does 
have at  least one dimension t o  schedule, we w i l l  then check the 
subscr ip t  expressions on t h e  edges of t h e  MSCC t o  see i f  the e n t i r e  MSCC 
can be enclosed within a loop. The edges i n  the Array Graph represent  
re la t ionsh ips  between some elements of  the nodes at  the ends of the 
edges. The subscr ip t  expressions associated w i t h  edges reveal  more 
prec ise ly  the precedence re la t ionsh ips  between specific elements. I n  
the following we examine t h e  subscr ipt  expressions associated w i t h  an 
edge t o  determine i f  the nodes at the end of the edge can be scheduled 
within the scope of a loop. 
DefiniSAon Let A be a node o f  n dimensions. Then _A denotes the set of 
a l l  the instances  of node A, i.e. - A = {A( 11,. . . , I n )  1 
l<=Ik<=R(  tA ,k>  ), for l<=k<=n ) . 
Defini t ion L e t  A be a node of  n dimensions. Then g(Ii=Cl; Ij=C2; . . . ) -- 
denotes the set of a l l  the instances  of node A with the i t h  
subscr ip t  I i b e i n g  C 1  and t h e  j t h  subscr ip t  I j  being C2, ... etc. 
Consider an edge f r o m  node A( J1, . . . , Jm ) t o  node B 1 . . . , I n  ) i n  the 
Array Graph: 
B( 11, . . . , Ik, . . . , I n )  <- A(E1, . . . ,Ep, . . . ,Em) 
where J's and 1's are t h e  node subscr ip t s  of  node A and B respect ively,  
and E ' s  are t h e  s u b s c r i p t i n g  express ions  o f  A. Consider the subscript 
express ions  o f  types 1, 2, 3, and 4. 
1 ) If a subscript express ion Ep is o f  type 1 and equa l s  t o  Ik, then 
every  element i n  B( Ik=c ) depends on ly  on the elements i n  A( J p )  .
Since  B(Ik=c) does not  depend on any element i n  _A(Jp=d) wi th  d>c, the 
Underlying Graph dependencies are satisfied i f  node A, followed by B, 
are bracketed by a loop where the parameters o f  the i t e r a t i o n  are the 
pth dimension o f  A and the k t h  dimension o f  B. These are referred t o  
as a d i s t ingu i shed  dimension o f  A o r  o f  B. 
2 )  If the subscript express ion Ep is type 2 o r  3 and equa l s  t o  Ik-a, 
then  for any p o s i t i v e  i n t e g e r  c every  element i n  B(Ik=c) depends on ly  
on the elements i n  _A(Jp=c-a). S ince  the parameters o f  the bracke t ing  
loops are i n  ascending o r d e r  ( i n  s t e p  o f  1 )  t h e n  this a s s u r e s  that 
A( J p d )  is computed be fore  B( Ik=c) wi th  dtc. Thus it is allowed t o  
-
schedule node A and B i n t o  one loop, wi th  Ik and J p  the d i s t ingu i shed  
dimensions. 
3 )  If the subscript express ion Ep is type 4, t h e n  f o r  any p o s i t i v e  
i n t e g e r s  c and d every  element i n  B(Ik=c) may depend on elements i n  
_A( J p d ) .  W e  w i l l  be conservat ive  and assume that every  element i n  
B(Ik=c) depends on at  least one element i n  _A( Jp=d) w i t h  ,d>c. 
- 
Therefore,  it is impossible t o  des igna te  the pth dimension of A and 
the kth dimension o f  B as the d i s t ingu i shed  dimensions f o r  a loop.  
Example Given an a s s e r t i o n  al as follows. ~ e t  A and B be square  a r rays .  
There is an edge from a r r a y  node A t o  a s s e r t i o n  node al. 
( 1 , J ) :  B(1 ,J)  = A(g,J);  
where g is a type 4 subscript. 
Consider .the node set (A,a l ) .  Consider scheduling th is  s e t ,  i n t o  
one loop wi th  <A,1> and tal,I> as their d i s t ingu i shed  dimensions. 
Let S A b e  (A(J l , J2 ) I J l=2)  and SB be ( a l ( I , J ) I I = l ) .  SB is i n  the 
first ins tance  o f  t h e  loop and SA is i n  the second i n s t a n c e  of the 
loop, t h e r e f o r e  SB precedes SA. Consider next  the element a1(1 ,2 )  
o f  SB. W e  can f i n d  a n  element A( 2,2 ) i n  SA which precedes a l (  1 ,2  ) 
because o f  the type 4 s u b s c r i p t  on t A , 1 >  dimension. SB and SA then 
precede each o ther ,  i n  the Underlying Graph, and t h e r e f o r e  can not  
be scheduled. 
Example Given the a s s e r t i o n  a2  below. 
( I J ) :  Y(1,J)  = X ( I , J )  + X(J , I ) ;  
X is a square  a r r a y  and subscripts t X , 1 > ,  t a 2 , I > ,  and t a 2 , J >  have 
the same range. W e  want t o  schedule the node set (X, a2)  i n  one 
loop wi th  t X , l >  and ta2,I> as the d i s t ingu i shed  dimensions. 
A l l  the subscript express ions  being used w i t h  node X are no t  type  
4. However, i n  the term X ( J , I )  a s u b s c r i p t  J occurs  on t h e  
d i s t ingu i shed  dimension o f  X, i .e.  X , l  S ince  t a 2 , J >  does not  
correspond t o  the d i s t ingu i shed  dimension o f  node a2, it may be 
scheduled i n  an inner  l e v e l  loop and iterates faster than  t a 2 , I > ,  
t h e r e f o r e  some a r r a y  elements o f  X w i l l  be referenced be fore  
def ined.  Thus we should not  form a loop w i t h  these designated 
d i s t ingu i shed  dimensions. 
From the examples above we know that the s u b s c r i p t  expression on the 
dis t ingu i shed  dimension of a node must no t  be a genera l  e%pression and 
it should correspond t o  the d i s t ingu i shed  dimension o f  another  node i n  
the same loop, o therwise  the loop can no t  be formed. Since  the loop 
i n s t a n c e s  are s t r i c t l y  running upward s t a r t i n g  from one and a l l  the 
subscript express ions  on the d i s t ingu i shed  dimensions are o f  the form I 
or I-k, no re fe rence  goes t o  the later loop ins tances ,  t h e r e f o r e ,  no 
data dependency relationship is v i o l a t e d .  I n  fact, by c o n s t r u c t i n g  the 
loop we have d iv ided  the whole computation i n t o  many smaller tasks where 
every  task corresponds t o  a loop ins tance .  It should be no t i ced  that 
the formation o f  an  o u t e r  loop does not  exclude the p o s s i b i l i t y  that the 
original computation involves  an unsolvable cycle. What we are assured 
is that the o u t e r  loop d i v i d e s  the o r i g i n a l  problem i n t o  smaller ones 
and which can be solved easier. 
6 .2 .3  DECOMPOSING A MSCC =UGH DELETION OF EDGES 
Consider now the case where an MSCC is scheduled i n  one loop based 
on the tests described i n  the previous  subsect ion.  The nodes i n  the 
MSCC have each a d i s t ingu i shed  dimension which corresponds to  the loop 
v a r i a b l e .  A l s o  the s u b s c r i p t  express ions  associated w i t h  the 
d i s t ingu i shed  dimensions are o f  the form either I o r  I-k. W e  w i l l  show 
i n  the following that where the parameter of the loop is stepped up from 
one by a step o f  one then  edges which have a subscript express ion o f  
t y p e  2, i.e. I-k, are superf luous  and can be removed. 
Consider an  edge of the form B( . . . ,I, . . .') <--- A(. . . . , I-k, . . . ) where 
I-k and I occu'r on the pth and the qth dimension of nodes A and B, 
r e s p e c t i v e l y .  If node A and B are scheduled i n  the loop o f  I, t h e n  the 
elements i n  A(Jpe1-k) have been evaluated  i n  the 1-kth loop i n s t a n c e  and 
the elements i n  g ( I q = I )  are evaluated  i n  t h e  I t h  loop ins tance .  Since  
the va lues  o f  loop v a r i a b l e s  are ascending, t h e r e f o r e  every  element o f  
A(Jp=I-k) precedes a l l  the elements of _B( Iq=I ) . This  impl ies  that the 
- 
precedence r e l a t i o n  represented by the above edge is s u p e r f l o u s  as it is 
enforced by the o r d e r  o f  eva lua t ion  o f  the r e s p e c t i v e  elements. I n  
short, when two nodes are scheduled i n  a loop o f  loop v a r i a b l e  I, the 
precedence r e l a t i o n s h i p  presented by subscript express ion I-k is 
subsumed by the order of loop execution.  This  is i l l u s t r a t e d  i n  
Fig .  6.2, showing the Array Graph o f  a F a c t o r i a l  func t ion  which is 
def ined  wi th  recurs ion.  The recurs ion  causes  a cycle o f  t w o  nodes (al, 
FAC ) . 
FAC(1) = IF I=1 THE11 1 ELSE I*FAC(I-1) ; 
Fig. 6.2 Fiemove I-k edges i n  a loop 
These two nodes can be scheduled i n  a loop i t e r a t i n g  over  node 
subscript 1 The kth ins tance  o f  the a s s e r t i o n  a1 is evaluated  i n  
t h e  kth loop ins tance  and it re fe rences  the k-lth ins tance  of the a r r a y  
FACT, which has been evaluated  previously  i n  the k-lth loop ins tance .  
Therefore the edge assoc ia ted  wi th  subscript express ion 1-1 can  be 
removed. There is no f u r t h e r  a c y c l e  i n  the Array Graph. 
6.2 .4  OTHER APPROACHES lQ DECOMPOSING AN MSCC 
There are a number of methods for scheduling a MSCC i n  an  Array 
G r a p h .  W e  have been p r i m a r i l y  i n t e r e s t e d  i n  the cases that a cycle can 
be implemented by a loop wi th  the parameter that runs  upward from one. 
Hawever, n o t  a l l  the cycles can be implemented wi th  th is  simple loop 
mechanism. Thus i f  the above approach fails it w i l l  be necessary  t o  
apply  o t h e r  methods. Consider first the case where the array elemants 
may be evaluated  i n  a sequence which does not  fo l low the n a t u r a l  
ascending order o f  subscripts. Consider f o r  example the following 
s p e c i f i c a t i o n  which d e f i n e s  A, a v e c t o r  of 50 elements. 
Example 
A( I )  = I F  I=25 THEN X 
ELSE IF I<25 THEN A( 1+2 )+X 
ELsE A( 1-1 )+A( 1-25 ) ; 
A possible PL/I program t o  compute a r r a y  A is as follows. 
A ( 2 5 )  = X ; 
DO I = 2 3 T Q  1 B Y - 2  ; 
A( I ) = A( I+2)+X ; 
END 8 
A ( 2 6 )  = A ( 2 5 ) + A ( l )  ; 
D O I = 2 4 T O 2 B Y - 2 ;  
A( I ) = A( 1+2 )+X ; 
END ; 
D O I = 2 7 T Q 5 0 ;  
A( I ) = A( 1-1 )+A( 1-25 ) ; 
END; 
w e n  t h e  subsc r ip t  expressions are first o rde r  polyncnnials, we can 
d iv ide  an a r r a y  nodes i n t o  many parts and compute the parts of  t h e  a r r a y  
s epa ra t e ly  [SHAS 781. 
A cycle i n  t h e  Array Graph may a l s o  be considered as a set o f  
simultaneous equat ions  and numerical methods such as Jacobi and 
Gauss-Seidel i t e r a t i o n s  can be appl ied to  so lve  the system of equations 
[GREB 811. Since s p l i t t i n g  nodes i n  the Array Graph, as suggested by 
Shastry, is complicated t o  apply, the MSCCs which can not  be decomposed 
may be treated s i m i l a r  to  simultaneous equations and solved i t e r a t i v e l y .  
In this  d i s s e r t a t i o n  we w i l l  refer on ly  t o  t h e  cases t h a t  a MSCC can be 
decomposed as described above. The other methods are described i n  the 
re fe rences  . 
6 . 2 . 5  A SIMPLE SCHEDULING ALGORITHM 
The methods o f  scheduling an MSCC i n  a loop and attempting t o  
decompose a MSCC may have t o  be appl ied repeatedly,  depending on the 
outcome o f  each appl ica t ion .  This  s ec t i on  descr ibes  a simple scheduling 
algori thm which incorporates  repeated appl ica t ion  o f  the methods 
descr ibed earlier. It generates  a correct schedule based on an Array 
G r a p h .  However it does not  include'  the considerat ion of program 
e f f i c i ency .  
The algori thm c o n s i s t s  o f  two mutually recurs ive  procedures, 
--GRAPH and SCHEDULE-COMPONENT. Given any Array Graph as input ,  
SCHEDULE-GRAPH procedure f i n d s  the MSCCs i n  the Array Graph. The MSCCs 
are then  so r t ed  i n t o  a sequence (Ml,M2, ...,a) which r e t a i n s  t h e  partial 
o rde r  of the precedence r e l a t i onsh ip s  between the MSCCs. 
XHDULE-COMPONENT procedure then  schedules each component separa te ly .  
If S i  is t h e  schedule of component Mi, the sequence {Sl,S2, ... Sn) is 
returned as t h e  schedule of t h e  o r i g i n a l  graph. 
The inpu t  t o  procedure SCHEDULECTLECOMPONE3T is an MSCC, say M i .  If 
Mi is a s i n g l e  node component and there is no unscheduled node subsc r ip t  
associated w i t h  it, the node itself is returned as the schedule o f  the 
component. Otherwise, the component may be schedulable i n  a loop. The 
procedure tries t o  f i nd  a loop va r i ab l e  which satisfies the requirements 
discussed i n  the previous sec t ion .  If a loop va r i ab l e  is found, s ay  I, 
it then de l e t e s  the edges i n  component Mi w i t h  subscr ipt  expression 1-k 
and marks the dist inguished dimensions of the nodes i n  Mi as scheduled. 
Let Mi1 denote the r e su l t i ng  graph. Then it calls the procedure 
-GRAPH t o  produce a schedule for the graph Mi1. A f t e r  
-GRAPH re turns  t h e  schedule of Mi*, a loop w i t h  loop var iab le  I 
and loop body, t h e  schedule of Mi1 is formed by SCHEDULE-COMPONENT and 
returned as t h e  schedule of Mi. If no loop var iab le  can be found, 
SQCIEDCrT.E-COMPONENT sends a warning message t o  the user  and calls the 
procedures described i n  sec t ion  6.2.4 to  decompose the MSCC. 
6.3 MERGER OF COMPONENTS TO ATTAIN HIGHER EFFICIENCY 
The basic scheduling algorithm, described above, cons i s t s  
e s s e n t i a l l y  of topological  so r t i ng  of the nodes or MSCCs i n  the Array 
Graph and of t h e  enclosing of these e n t i t i e s  within t h e  scope of nested 
loops for the respect ive dimensions. I n  cont ras t ,  the scheduling 
algorithm offered here considers the Array Graph g loba l ly  and 
progressively merges components i n t o  the scope of  a selected loop which 
reduces t h e  most t h e  use of memory and computing time. The scope of the 
loops i n  the schedule is thus  progressively enlarged. 
Given an Array G r a p h  as input,  we can construct  a component graph 
where every MSCC is a component node and an edge is drawn from component 
A t o  component B i f  and only i f  there e x i s t s  an edge i n  the o r i g i n a l  
Array G r a p h  which leads from a node i n  the component A t o  a node i n  the 
component B. The component graph is an acyc l ic  graph. N o t e  that the 
MSCCs i n  an Array Graph are not fu r the r  d iv i s ib l e .  The merger process 
starts w i t h  the MSCCs i n  t h e  Array Graph as the basic components, and 
through merger it creates larger components progressively. A loop scope 
can be the union of some MSCCs. I n  t h i s  sec t ion  we w i l l  d i scuss  the 
merging of  MSCCs i n  an Array Graph i n t o  the scope of  one loop. 
6.3.1 MERGER OF COMPONENTS WITH THE SAME RANGE 
The condi t ion f o r  scheduling a set of  component i n  one loop is that 
every component i n  t h e  scope of  a loop have a dis t insuished dimension 
corresponding t o  the loop var iable .  There are severa l  condition on 
designating dist inguished dimension of  a node i n  an Array Graph or a 
Component Graph. F i r s t  the dist inguished dimensions of  the components 
must be i n  the same range set and have a common range which spec i f i e s  
t h e  number of i t e r a t i o n s  of the loop. The loop var iab le  is stepped up 
by one i n  successive i t e r a t i o n s .  Therefore also the order of execution 
of elements of each component w i l l  be . evaluated i n  t h i s  order.  The 
second condition is that an evaluation of each instance of a component 
i n  a loop instance should not refer to  values computed i n  later loop 
instances.  
Further,  components t o  be merged i n t o  the scope of a loop may not 
depend on any o the r  component which does not have a dist inguished 
dimension and which i n  t u r n  depends on one o f  the components t o  be 
merged. The r u l e  is t h a t  a set o f  components which can be scheduled i n  
one loop should be equal  t o  its closure .  The c losure  o f  a set o f  
components includes  al l  the components which are reachable from any 
component i n  the set and which a l s o  reach any component i n  the set. For 
example, consider  the component graph i n  Fig.  6.3. The components C1, 
C2, and C4 have a common dimension I. S t i l l  they can no t  be merged i n t o  
the scope of a loop with  the loop va r i ab l e  I. The c losure  of the set of 
components (Cl, C2, C4) includes  component C3. Since C3 does not  
iterate w i t h  subsc r ip t  I, it can not  be scheduled i n  the loop o f  I. 
Component C4 can be scheduled only  after component C3. Therefore, at 
most we can merge components C 1  and C2 o r  C2 and C4 i n t o  the scope of a 
loop. 
The set 
Fig.  6.3 Closure of a set of components 
The search and s e l ec t i on  of a d i s t ingu ished  dimension for each 
component i n  a set is s i m i l a r  to  the ana ly s i s  of subscript expressions 
i n  MSCCs described i n  s ec t i on  6.2. W e  showed there that the subsc r ip t  
express ions  assoc ia ted  with edges terminat ing at a component can not  be 
type 4 and that subsc r ip t  expressions associated w i t h  the edge should 
connect the dis t inguished dimensions of the components at  the ends of 
the edge. 
6.3.2 MERGER OF COMPONENTS WITEI SUBLI-Y RELATED RANGE 
I n  t h e  previous  subsect ion,  we considered msrging components wi th  
d i s t ingu i shed  dimensions which have exactly the same range as the loop 
variable. Every node is t h e n  executed once i n  each loop ins tance .  
There is a large class of cases where subscript express ions  are 
explicitly related, i.e. where we use  a n  i n d i r e c t  s u b s c r i p t  X(1) and X 
is a func t ion  o f  I. Statements wi th  such an i n d i r e c t  subscript may i n  
some case be c o n d i t i o n a l l y  executed i n  the scope of a loop for the 
parameter I. W e  w i l l  r e q u i r e  that the i n d i r e c t  subscript express ion 
X( I ) have va lues  which grow monotonically and slower than  that  of the 
loop v a r i a b l e  I. This  f e a t u r e  of s u b l i n e a r i t y  was a l r e a d y  mentioned i n  
s e c t i o n  4.4.2. As explained i n  [PNPR 803, use  of i n d i r e c t  s u b l i n e a r  
subscript is important i n  many ins tances ,  such as s e l e c t i n g  a subset of 
records f r o m  a s e q u e n t i a l  f i le  o r  merging two s e q u e n t i a l  files i n t o  one. 
I n  s e c t i o n  4.4.2 we have discussed the c r i t e r i o n  for recognizing a 
v e c t o r  which can be used for i n d i r e c t  indexing. The va lues  o f  elements 
of a n  i n d i r e c t  indexing vector grow slower t h a n  the subscript va lue  of 
the elements.  The range o f  its dimension w i l l  be called here the maior 
ranse, while the range o f  its content  w i l l  be called subranse r e l a t i v e  
t o  the major range. For example, the v a r i a b l e  X i n  Fig .  6.4 satisfies 
these criteria. X is used i n  the subscript express ion of the first 
dimension of node A and therefore R( tX, l>)  is a major range and R( tA, l>)  
is a subrange relative t o  R(<X,l>) .  
X(1) = If 1-1 THEN 1 
ELSE I F  <condi t ion  is t r u e s  THEN X(1-1)+1 
ELSE X(1-1) ; 
Fig.  6.4 Example o f  i n d i r e c t  s u b l i n e a r  indexing 
i n  subscript expression 
A subrange r e l a t i v e  to  a major range may be the major range of some 
o t h e r  subranges. Therefore,  the s u b l i n e a r  r e l a t i o n s h i p  between the 
ranges may form a tree with the maximal major range at the root. We 
merge major ranges and subranges i n  a bottom up order .  By p rogress ive ly  
merging each subrange wi th  the next  l e v e l  major range f i n a l l y  we w i l l  
o b t a i n  a loop which iterates i n  the maximal major range, and where al l  
o f  its subranges are nested  i n s i d e  the loop. Such merger o f  subranges 
may n o t  always be poss ib le .  For example, i f  type  4 subscript express ion 
is used i n  the d i s t ingu i shed  dimensions of a component, the precedence 
r e l a t i o n s h i p  w i l l  prevent  u s  from scheduling this  component i n t o  the 
scope of a loop. 
When a set of  components w i t h  a subrange and a major range are 
merged i n t o  t h e  scope of  a loop, t h e  major range w i l l  be used as the 
loop range and the value of elements of the ind i r ec t  indexing vector  
w i l l  be checked t o  evaluate only the elements which are within the 
subrange. An ins tance of  the subrange is executed for each stepping up 
by 1 of the i n d i r e c t  indexing vector.  The computation of  the ind i r ec t  
index should precede the computation of  any node # w i t h i n  the subrange. 
This introduces an addi t iona l  precedence re la t ionsh ip .  
W e  w i l l  treat subscr ipt  expressions of types 5, 6, and 7 s imi l a r  t o  
types 1, 2, and 3, respect ively,  i n  checking the consistency of 
subscr ip t  expressions of  the dis t inguished dimensions as discussed i n  
s ec t ion  6.2.1. If a check of the subscr ip t  expressions of  the 
dis t inguished dimensions fails, i.e. some type 4 subscript expressions 
are used or the subscr ip t  expressions do not connect dis t inguished 
dimensions of the components, we w i l l  treat these ind i r ec t  subscr ip t  
expressions of type 5, 6, and 7 as type 4. If the check succeeds, we 
w i l l  add edges i n  the Array Graph f r o m  the ind i r ec t  indexing vector  t o  
the nodes referencing it. This is s imi l a r  t o  the addi t ion of edges from 
a range a r r ay  t o  the nodes referencing the range array. 
6.4 MEMORY EFPPICIENCY 
I n  some cases the same memory space may be shared by a number of  
var iab les ,  thereby using memory storage more e f f i c i e n t l y  . S m a l l  savings 
of memory space' are not w o r t h  the cos t  of the ana lys i s .  For example, 
shar ing memory space among f e w  scalar var iab les  does not save much 
memory space. Our approach w i l l  concentrate on having elements of the 
same a r r ay  share the memory space. Since the range of each a r r ay  
dimension is i n  general  l a rge  and there are several dimsnsions, the 
saving should be considerable. It  should a l s o  be noted that laenory 
space is s t a t i c a l l y  allocated to  the var iab les  i n  the produced program. 
Compared w i t h  dynamic memory a l loca t ion ,  static memory a l loca t ion  has 
the advantages of simplifying t h e  program con t ro l  i n  that there is no 
need t o  allocate memory space at  run time. This also facilitates 
e f f i c i e n t  random access of  a r r ay  elements. 
Three a l t e r n a t i v e  approaches to  a l loca t ing  memory  are used: 
1. Phvsical  Dimension_ 
If al l  the elements along some a r r ay  dimension have d i f f e r e n t  
memory spaces assigned t o  them, the memory space allocated is 
proport ional  to  the range of the a r r ay  dimension. This method of  
a l l oca t ing  memory- w i l l  be re fe r red  to  i n  the following as the 
phy_s ,~a  dimension. 
2. V i r t u r a l  Dimension 
If a l l  t h e  elements along some ar ray  dimension share the same 
memory space, a s ing le  element memory space serves  for the e n t i r e  
a r r ay  dimension. W e  w i l l  refer to  t h i s  method of a l loca t ion  as 
v i r t u a l  d w n s i o n  . 
3. Window of width g 
I n  some cases t h e r e  is no need t o  s t o r e  a l l  the elements i n  an 
a r r ay  dimension i n  main memory. But an a r r ay  reference of  the form 
A( I-k) makes it necessary to  keep k+l  array elements i n  main memory 
a t  any moment. This type o f  memory a l l oca t i on  w i l l  be re fe r red  to  
as window o f  w i d t h  k+l, 
For every array dimension we have t o  decide how the memory space is 
t o  be allocated. The memory a l l oca t i on  decis ion is related t o  the 
program execution sequence. Di f fe ren t  program schedules may requ i re  
d i f f e r e n t  nmmory a l l oca t i on  approaches. For example, Fig. 6.5 shows two 
d i f f e r e n t  schedules f o r  copying a file. The one which reads a l l  the 
records i n t o  the main memory then  writes t h e m  ou t  takes more memory 
space than  the other one which copies  the file, record by record. 
DO I ; 
PEAD(P.(I))  ; 
END ; 
DO' I . 
B ( I ;  = MI) ; 
END ; 
no I ; 
WRITZ(B(I1) ; 
END ; 
Fig.  6.5 Two schedules f o r  copying a f i le 
I n  the following we w i l l  show how the memory a l l oca t i on  dec i s ions  
are influenced by the program schedule and how the memory space 
requirement f o r  the program va r i ab l e s  is evaluated.  
6.4.1 EVALUATION OF MEMORY USAGE 
W e  w i l l  first consider i n  what u n i t s  we should a l l oca t e  memory 
space. If a d a t a  s t ruc tu re  o r  substructure  is used as an argument of a 
function o r  an operation,  the whole s t ruc tu re  m u s t  be passed between 
program modules. The r e l a t i v e  pos i t ion  of its cons t i tuen t  elements 
becomes important t o  the computation. Therefore we can not allocate 
memory space t o  its elements separately. On the other hand, economic 
a l l oca t ion  of memory space requi res  that the u n i t  be as s m a l l  as 
possible .  W e  w i l l  require  that a l l  the operat ions  operate  on fields. 
Operations on higher l e v e l  s t r u c t u r e  must be therefore transformed i n t o  
operat ions  on elementary d a t a  s t ruc tu re .  The memory space w i l l  
therefore be allocated i n  the u n i t  of fields. 
The a r r ay  dimensions above the u n i t  d a t a  s t ruc tu re  w i l l  be 
considered as logical a r r ay  dimensions f o r  which there may not be 
corresponding physical  dimensions i n  the allocated memory space. One of  
the three approaches mentioned above may be used to  allocate memory 
space. Since a v i r t u a l  dimension requi res  less memory space than a 
physical  dimension, we would not physical ly  al.locate agmory space to  an 
a r r ay  dimension unless it is necessary based on the logic of  the 
spec i f ica t ion .  I n  the following we w i l l  d i scuss  the condi t ions  when an 
a r r ay  dimension has t o  be physical  o r  window of  width k. 
The values of data s t ruc tu re s  may be produced by some program 
a c t i v i t i e s  such as reading an input f i le  o r  evaluat ing an expression, 
and consumed by some other  a c t i v i t i e s  such as wri t ing  an output file or 
referencing an expression. I f  t h e  production and consumption of the 
elements along an array dimension does not proceed i n  a planned order 
then  a l l  the a r r ay  elements that are produced can not be discarded. A l l  
must be stored simultaneously i n  main memory. 
Given a program schedule we can check whether the program 
a c t i v i t i e s  which produce or consume the values along an a r r ay  dimension 
are a l l  i n  one loop. If not,  that array dimension should be a physical  
dimension. If a l l  the de f in i t i ons  and references  o& an a r r ay  are i n  the 
same loop, we should fu r the r  check whether any type 2 or 3 subscr ip t  
expressions are used, because the occurrence of  I-k type subscript 
implies the necess i ty  of keeping previous k elements while computing a 
new a r r a y  element. Thus the memory space for the a r r ay  dimension should 
be a window of w i d t h  k+l. It should be noted that i f  an a r r ay  has its 
dis t inguished dimension using either a f i n i t e  window or a physical  
dimension memory a l loca t ion  scheme, a l l  the loop f o r  a r r ay  dimensions 
which are scheduled nested ins ide  the cur ren t  loop have t o  be of 
physical  dimensions. This is i l l u s t r a t e d  i n  Fig. 6.6, where a two 
dimensional array A is computed by a nested loop. Suppose the ou te r  
loop iterates over t h e  first dimension of  A, i.e. c A , l > .  The presence 
of subscr ip t  expression 1-1 requi res  a memory a l loca t ion  scheme of  
window of  w i d t h  two for cA,1>  dimension. Since the a r r ay  element of A 
is computed row by row and the computation of  array elements i n  one row 
depends on the value of a r r ay  elements i n  the previous row, therefore, 
we w i l l  have t o  allocate two rows of memory space for array A. 
dl: A(I,J)  = IF  1=1 MEN f(J) 
ELSE g(A( 1-11 ,J) ; 
( a) mDEL specification 
Fig.  6.6 E f f e c t  o f  window dimension on the o u t e r  loop 
over dimensions on the inner  loops 
A f t e r  the memory a l l oca t i on  approach for every a r r ay  dimension has 
been determined, we can es t imate  the memory space requirement, which 
w i l l  serve as a measure of the program qua l i t y .  Given an N dimensional 
array A, we can def ine  the required memory space M f o r  a node subsc r ip t  
< A , i >  as follows. 
M( < A , i >  ) = 1 i f  the i th  dimension is v i r t u a l ,  
= k  i f  using window of width k, 
= upper bound of R( <A, i> ) i f  physical. 
If an array dimension is not  physical ,  the upper bound o f  its range is 
not  used i n  ca l cu l a t i ng  the memory requirement. The upper bound is 
needed t o  es t imate  the memory space f o r  a physical  dimension. Sometims 
the range o f  an array dimension is specified by an a s se r t i on  and the 
upper bound is not  known u n t i l  run t i m e .  I n  that case we can only  
assume the upper bound is i n f i n i t y  unless  the user  has spec i f i ed  an 
upper bound of the range i n  the d a t a  descr ip t ion  statements.  The memory 
space f o r  array A is the product o f  M(tA,i>) 's  for a l l  the dimensions of  
A. The t o t a l  m e m o r y  requirement of a program is the sum of  the memory 
space used by every array var iab le .  
6.4.2 MEMORY PENALTY 
Analysis of  the loop scope leads  to  the se l ec t ion  of the memory 
a l loca t ion  scheme f o r  the respect ive array dimension. The memory 
penal ty  of a loop is defined as the memory cos t  of the arrays included 
i n  the loop scope. The raemory c o s t  is the d i f fe rence  i n  memory 
requirements between the ideal case ( v i r t u a l  dimension) and the memory 
requirements i f  the loop is fonned. I n  order to  evaluate  the memory 
penal ty  of a loop, we first f ind  a l l  the nodes whose memory a l loca t ion  
scheme is influenced by the construct ion of  the considered loop. 
Whenever an Array Graph edge crosses  the loop boundary, a source o r  
t a r g e t  node of the nodes i n  t h e  loop w i l l  be outs ide of the loop. 
E i t h e r  one of  the two nodes may require  using the physical  memory 
a l loca t ion  scheme. For example, i f  an edge from a data node t o  an 
a s se r t i on  node crosses the loop boundary, ( i .e.  the d a t a  node is i n  the 
scope of  the loop while t h e  a s se r t i on  node is outs ide) ,  the d a t a  node is 
defined i n  one loop and referenced outs ide  it. Therefore, its a r r ay  
dimensions have t o  be physical. Similar ly  i f  the edge crossing the loop 
boundary is from an a s se r t i on  ,node to  a d a t a  node, the dimension of the 
t a r g e t  node has t o  be physical .  
Each node under consideration may fall i n t o  one of  the following 
three ca tegor ies  and the memory penal ty  can be computed accordingly, 
1. A physical  dimension for a dis t inguished dimension, This category is 
recognized by the exis tence of  an edge which crosses  a loop boundary. 
The memory requirement i n  ideal case is taken as that of a v i r t u a l  
dimension. The memory requirement f o r  a loop is computed by 
multiplying the upper bounds of  a l l  t h e  unscheduled dimensions and 
the dimension that is considered for a loop. The di f fe rence  is the 
penal ty  of  the loop for t h i s  a r ray .  
2. A v i r t u a l  dimension for the dis t inguished dimension. I n  th is  case 
the loop boundary is not crossed by edges and a l l  the subscr ip t  
expressions on its dis t inguished dimension are type 1 subscr ip t s .  
The memory penal ty  for a v i r t u a l  dimension should be zero. 
3. A window of w i d t h  k+l  for the dis t inguished dimension. Similar  to  
the v i r t u a l  dimension category. N o  edges would c ross  the loop 
boundary. However subscr ipt  expressions of the form I-k on its 
dis t inguished dimension are allowed. The o the r  unscheduled 
dimensions are considered t o  be physical  dimensions. The penal ty  is 
computed s imi l a r  to  t h e  first category. 
Example Consider the memory penal ty  of a loop shown i n  Fig. 6.7. The 
ranges of subscr ip t s  I and J are 10 and 20 respect ively,  and every 
d a t a  element occupies one u n i t  of memory space. The memory 
requirements i n  i d e a l  cases for node A, B, C, and D are 1, 1, 1, 
and 1 respect ively.  The memory requirements i f  the loop is formed 
w i l l  be 10, 40, 1, and 200 respect ively.  Arrays A and D have t o  be 
physical  and the first dimension of array B needs a window of width 
2. The memory penal ty  f o r  this loop is the differetice of 251  and 
4, i.e. 247 u n i t s  of memory space. 
loop on I 
r- - - 
Fig.  6.7 Example o f  computing memory penal ty  
Information about the unscheduled dimensions may be used t o  compute 
the pena l ty  more accurate ly .  For example, some a r r ay  dimensions must be 
physical  dimensions because o f  t h e  use o f  type 4 subscr ip t  expressions.  
During the process o f  scheduling, we can accumulate such information t o  
speed up the memory penalty evaluations.  
6.5 A HEURISTIC APPmACH TO MEMORY-EFFICIENT SCHEDULING 
I n  general ,  there is a large number of schedules which can r e a l i z e  
the computation o f  a program spec i f ica t ion .  The schedule wi th  the 
minimal total memory requirement w i l l  be c a l l e d  an absolute  optimal 
proaram. I n  p r i n c i p l e  it should be poss ib le  t o  enumerate a l l  the 
poss ib le  schedules f o r  an Array G r a p h ,  as there is a f i n i t e  number o f  
them, and then  eva lua te  the memory requirement of  each schedule. W e  
would t h u s  be able t o  f i nd  the absolute  optimal schedule. For severa l  
reasons th is  method is not practical. The program events  being 
. scheduled are l o w  l e v e l  a c t i v i t i e s  represented by nodes, i.e. 
statements and var iab les ,  and an Array Graph may e a s i l y  c o n s i s t s  of 
seve ra l  hundred o r  even thousands of nodes. A l s o  t h e  nodes i n  t h e  Array 
Graph may be multi-dimensional and the number of  combinations of  
poss ib le  nested loops is very large.  Further,  the cons t r a in t s  on the 
feasible scheUules are complicatdl. Thus enumerating al l  the feasible 
schedules would be prohibi t ive ,  and an ekhaustive examination of  a l l  the 
feasible schedules t o  f ind  t h e  absolute  optinrum is not  acceptable. 
Instead we have adopted the h e u r i s t i c  approach as follows. Given 
an Array Graph as input,  we first construct  an acyc l i c  component graph 
w i t h  the MSCCs i n  the Array Graph as nodes. Our ob jec t ive  is t o  
repeatedly merge components i n  the component graph i n t o  blocks which 
correspond to  loop scopes. This process w i l l  be applied repeatedly t o  
the l e v e l s  of  nested loops. On the first appl ica t ion  it w i l l  produce 
the ou te r  l e v e l  loops. The blocks are formed by merging as many 
components as possible which have t h e  same or related ranges. The 
process is repeated for each lower l e v e l  of  the nested loops, based on 
the subgraph that corresponds t o  t h e  higher  l e v e l  loop. This process 
may not r e s u l t  i n  the absolute optimal program as the ou te r  l e v e l  loop 
scopes are determined without t h e  ana lys i s  of the e f f e c t s  of  inner  loop 
s t ruc tu re s  on the use of memory space. However considering the e f f e c t  
of  inner  loops on memory usage is a complex process and it represents  a 
lnrge increase i n  the number of a l t e r n a t i v e s  that must be evaluated. 
The scope of the major loops i n  a program are maximized i n  our proposed 
approach and there is no, or l i t t le ,  e f f e c t  of  inner  loops on memory 
usage. Thus this  h e u r i s t i c  approach represents  a good compromise 
between the amount of ana lys i s  involved and the payoff i n  reducing 
memory usage. 
On each l e v e l  of  loops, the scheduling process cons i s t s  o f - a  trial 
scheduling for every range set i n  t h e  corresponding Component G r a p h .  A 
loop f o r  the range R w i l l  enclose only the components which have 
dimensions i n  the range set associated with range R. The range sets 
related t o  R (through subl inear  i nd i r ec t  indexes) w i l l  later be merged 
with the blocks of  range R. The maximum loop scope for every range R is 
the range set of  R. 
The trial scheduling of  each range set cons i s t s  of f inding the 
c losure  of t h e  range set and an attempt t o  schedule nodes i n  the set 
which may be within the scope of the respect ive loop. W e  first merge 
i n t o  a block the components i n  the range set which do not have any 
predecessors i n  the closure  of  the range set. Progressively we w i l l  
merge i n t o  the block other components which depend on those i n  the 
block, as far as possible .  The merger involves s e l ec t ion  of a 
dis t inguished dimension i n  each component, as described above. A t  the 
end we evaluate  the memory penalty of  t h e  loop scope obtained by the 
trial scheduling. The loop with the smalles t  penal ty  w i l l  be scheduled 
f i n a l l y .  This process w i l l  be repeated with the unscheduled port ion of  
the graph u n t i l  a l l  the components i n  the Component Graph are scheduled. 
There are many possible  orders  for merging components i n  the 
c losure  of a range set, t o  form t h e  scope of a loop. For example, we 
may arbitrarily pick a component i n  the m i d d l e  of the Component Graph 
and merge it w i t h  its neighbor components or start w i t h  a component on 
which no other components depend and merge the components backward. 
However, considering a l l  t h e  possible  orders  of  mergers w i l l  f u r the r  
increase t h e  number of a l t e rna t ives  that must be evaluated. The order  
of mergers is unimportant i n  t h e  case where the whole range set can be 
scheduled i n  one loop, i ,e .  it is t h e  case t h a t  a l l  the ar ray  
dimensions may become v i r t u a l .  N o  matter i n  what order  we merge the 
components, we w i l l  f i n a l l y  g e t  t h e  same loop scope. Again, we selected 
t h e  forward merging of the Component Graph as a good compromise between 
q u a l i t y  of t h e  schedule and the amount of  analysis .  
It is necessary next t o  order the blocks associated with outs ide 
l e v e l  loops i n  an execution sequence order.  The mbwnory cos t  w i l l  be the 
same f o r  any order  that maintains the precedence r e l a t i ons  between these 
blocks. We choose to  order t h e  blocks by topological  so r t i ng .  For 
every ou te r  l e v e l  loop we mark t h e  dist inguished dimensions of  the 
blocks as scheduled. 
W e  apply the scheduling algorithm recurs ively t o  each inner  nested 
l e v e l  loop by considering only the subgraph which contains t h e  nodes i n  
one loop scope. The re su l t i ng  schedule w i l l  be the body of  the outer  
l e v e l  loop. 
W e  w i l l  i l l u s t r a t e  th is  process w i t h  an example of scheduling the 
Array Graph shown i n  Pig. 6.8. Every node is a EISCC by i t s e l f ,  and the 
i n i t i a l  component Graph is i n  fact the Array Graph. The candidate 
ranges are R( <A, 1 > ) and R( <B, 1 s  ) . Assume t h a t  the repet i t ior l  numbers 
are 500 and 200, respect ively.  The range set of R ( < A , l > )  contains  t h ree  
nodes: A, , and C. The closure  of {A, al, C) is itself. If we 
schedule the whole set i n t o  one loop, t h e  penalty w i l l  be making a r ray  B 
physical .  On t h e  other hand, the trial scheduling of the range set of 
R( cB, 1 > ) contains  two  nodes : B and al  . If this  set is scehduled .in one 
loop, the penal ty  w i l l  be making both array A and C physical. W e  w i l l  
select the loop of R( <B, 1 > ) s ince  the s i z e  of a r ray  B is g rea t e r  than 
t h e  sum of t h e  s i z e s  of a r ray  A and C. W e  mark the component B and a1 
as scheduled. There are two components left t o  be scheduled. W e  have 
no a l t e r n a t i v e  bu t  t o  schedule each of t h e m  i n  a separate loop. The 
re su l t i ng  schedule is shown i n  Fig. 6.8(b). 
Fig* 6.8(a) A .  Array Graph t o  be scheduled 
END ; 
END ; 
Fig. 6.8(b) The outer level loop structure 
6.6 THE SCHEDULING AIGORITHM 
The scheduling algorithm, called SCHEMJLE, is documented below. 
The o v e r a l l  process is i l l u s t r a t e d  i n  Fig. 6.9. The solid l i n e s  show 
procedure calls and the dashed l i n e s  show passing of parameters and 
re tu rns .  The process starts with  construct ion o f  a reduced 
form of the Array G r a p h ,  which w i l l  be modified i n  the course o f  
scheduling and is also easier t o  manipulate. It then  calls a recurs ive  
procedure SCHEDULE-GRAPH. This procedure accepts an Array Graph as 
input  and r e tu rns  a schedule as output.  SCHEDULE-GRAPH calls on a 
number of procedures to  perform its tasks. It calls first the procedure 
STRONG t o  c o n s t ~ c t  a Component G r a p h  out  o f  the reduced Array Graph ( o r  
subgraphs of it i n  recurs ive  calls ). 
N e x t ,  the major i t e r a t i o n  i n  --GRAPH schedules the ou t e r  
loop scopes. This  i t e r a t i o n  repeats u n t i l  a l l  the components i n  the 
Component Graph have been scheduled. This major i t e r a t i o n  loop f i nds  
first al l  the candidate ranges. 
N e x t  there is a nested i t e r a t i o n  f o r  trial scheduling o f  a l l  the 
candidates  ranges. It c o n s i s t s  of calls t o  four  procedures. Procedure 
INDRSUB is c a l l e d  first t o  f i nd  t h e  range sets o f  each candidate range. 
If a candidate  range has soma subranges related t o  it, the sets of the 
subranges w i l l  also be included i n  the major range set. CLOSURE is then 
c a l l e d  to  g e t  the subgraph for the c losure  o f  the range set. Then 
mSCHED is called to  do a trial  scheduling. mSCHED accepts as 
input  a subgraph which cons i s t s  o f  t h e  c losure  of a respec t ive  range set 
and r e tu rns  as output  a loop scope which contains  components i n  the 
c losure  of the range set t R a t  have bqen trial  scheduled. The trial  
scheduling c o n s i s t s  of repeated mergers i n t o  a loop scope 'of' the 
components i n  the c losure  o f  the range set w h i c h  do not depend on any 
other components. A s  a component is merged i n t o  the loop scope, it is 
de le ted  from the subgraph of c losure  of  the range set. The merger 
repeats u n t i l  no more components can be scheduled. Procedure EVALU2kTE 
is then  called t o  compute the memory pena l ty  associa ted w i t h  the loop 
scope. 
A t  the end o f  the nested i t e r a t i o n s  for al l  the candidate ranges, 
XHEDULE-GRAPH selects the loop scope with  the smal les t  penalty.  It 
w i l l  even tua l ly  form a part of the f i n a l  schedule. The components i n  
the selected loop scope are first merged i n t o  a s i n g l e  component and 
then  marked off i n  the Component G r a p h .  
The above major i t e r a t i o n  loop is repeated, as noted above, u n t i l  
the Component G r a p h  is empty. The ou te r  loop scopes are thus  a l l  found. 
The corresponding components are topolog ica l ly  sor ted .  It is necessary 
then  t o  f i n d  the nested loop scopes, i f  any, for each ou t e r  loop scope 
subgraph. As SCHEDULE-GRAPH selects the next component i n  the 
topolog ica l  so r t ing ,  it calls the procedure EXTRACP to  extract these 
subgraphs, which correspond to  the selected loop scopes. Each of these 
subgraphs must be i n t e r n a l l y  scheduled. EXTRACT calls SCHEDULULEGRAPH 
recurs ively ,  to  schedule each o f  the subgraphs. A component that  is not 
wi thin  a loop scope needs not  be f u r t h e r  i n t e r n a l l y  scheduled. 
Fig.  6.9 Various components of t h e  schedul ing 
a lgor i thm 
+ 
Global  Data S t r u c t u r e  for SCHEDULE 
The reduced form Array Graph, const ructed  by t h e  SCHEDULE procedure, 
c o n s i s t s  o f  a list of elements o f  t y p e  GNODE, wi th  t h e  fol lowing fields: 
MCPMCPGNODE - A p o i n t e r  t o  t h e  next  element i n  t h e  list. (At the 
generation o f  t h e  reduced form Array Graph a l l  t h e  GNODEs 
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form a s i n g l e  list. During the process separate lists 
w i l l  l i n k  the GNODEs i n  each MSCC.) 
NODE-ID - The node number o f  the element i n  t h e  d ic t ionary .  
SUXL - A po in t e r  t o  a list of  edges connecting this  element t o  
its successors.  I n i t i a l l y  t h i s  is i d e n t i c a l  t o  the 
S-LIST list. As the process proceeds, same of the 
edges are removed from th is  list. 
The components i n  the reduced Array Graph are found by the procedure 
STRONG. STRONG modifies the list connecting the nodes i n  the Array 
Graph t o  form separate lists f o r  each MSCC. 
The i n i t 5 a l  number of components i n  a Component G r a p h  is denoted as 
COMP-CNT. Every component is assigned a component number from one t o  
COMP-CNT. The component graph is defined i n  the following four  vectors .  
1) NODELSP(COMP-CNT). Po in t s  t o  a list of GNODE elements i n  the Array 
Graph which belong t o  the respec t ive  component. 
2 )  ACOMP(COMPCOMPCNT). A boolean value  showing whether the component 
exists i n  the component graph o r  not. I n  the course o f  the process, 
when a component is merged i n t o  some other component, its 
corresponding ACOMP bi t  is reset. 
3 ) INCMP( COMP-CNT ) . A boolean value  showing whether a component has 
been scheduled or not .  Once a component has been scheduled, its 
corresponding bit  w i l l  be reset. Thereby it w i l l  not  be scheduled 
again. 
4)  CEDGES(COMP-CNT). Po in t s  t o  a list of  edges which o r i g i n a t e  from the 
component and end a t  its successor components. Every element i n  the 
list has t w o  fields. One f i e l d  contains  the component number o f  its 
successor and the o the r  is a po in t e r  which p o i n t s t o  the next edge. 
A subgraph of the Component Graph can be represented by a b i t  vec tor  
like INCMP. If a component is i n  the subgraph, its corresponding bit  
w i l l  be set. Otherwise, the corresponding bit  w i l l  be reset. I n  the 
following, a l l  the subgraphs o f  the Component Graph w i l l  u se  th is  
representa t ion.  
The f i n a l l y  generated program schedule is s t ruc tured  as a list of 
schedule elements. There are fou r  types o f  schedule elements: 
node-element , for-element , simul-element , and cond-element . A 
node-element corresponds t o  a pr imi t ive  program event i n  the generated 
program such as the computation of an as se r t i on ,  opening a file, reading 
a record. A for-element corresponds to  a loop i n  the program. The body 
of the loop is also represented by a schedule list and pointed t o  from 
the for-element . Similarly, a simul-element corresponds t o  an i t e r a t i v e  
computation f o r  a simultaneous block and po in t s  t o  a list i n  the body of  
the i t e r a t i o n .  The cond-element is used t o  represent  a condi t iona l ly  
executed block which corresponds to  the scope of  a subrange. It  w i l l  
po in t  t o  the respec t ive  body list. 
1) A node-element is a s t r u c t u r e  NEWNT, w i t h  the following fields: 
NXTNxpNLMN - Poin te r  t o  the next element i n  the schedule. 
NLMN-TYPE - Equal to  1, denoting th i s  is a node-element. 
NODES - The node number. . 
2 ) A for-element is a s t r u c t u r e  PEZIMNT, w i t h  the following fields: 
NXT-FLMN - Poin te r  t o  t h e  next element i n  the schedule. 
FTMN-TYPE - Equal to  2, denoting .this is a for-elenrent. 
i?WNT-LIST- Po in te r  to  a program schedule which is the body of  the 
loop. 
FOFtJUAME - The d ic t i ona ry  node number of the loop var iab le .  
FOri,RANGE - The d ic t i ona ry  node nuniber where the range of the loop 
va r i ab l e  is spec i f i ed  . 
3 ) A simul-element is a s t r u c t u r e  SELMNT which is used for a 
simultaneous equation block. It has the same s t r u c t u r e  as FEWNT 
with  PLMN-TYPE equal  to  3. 
4 )  A cond-element is used f o r  a condi t iona l ly  executed block. It has a 
similar data s t r u c t u r e  as F'ELMNT except t h a t  t h e  f i e l d  FLMN-TYPE is 
always equa l  to  4. 
A l q o r i t h m  6.1 SCHEDULE-GRAPH 
Input.  
Gs A po in t e r  t o  the reduced Array G r a p h  which is represented by a 
GNODE list. 
L: The nes t ing  l e v e l  L. 
output.  
A program schedule f o r  the input  graph G. 
D a t a  S t ruc tures .  
GSIZE(COKPMPCNT)t The number of nodes i n  a component. 
MINF'REE(C0MP-CNT): The minimum o f  the number of unscheduled 
dimensions associated w i t h  any node i n  a component. 
SUBRNGR( SRNG-SET, SRNG-SET ) : A boolean matrix which shows the 
subrange re la t ionsh ips .  If the jth range set is a subrange of 
the i t h  range set, then SUBRNGR( i, j ) w i l l  be set to  ' 1 'B. 
RNG-VEC( SRNG-SET ) : For each range set, it indicates the node number 
of the i n d i r e c t  indexing vec tor  which reduces the major range 
i n t o  this  range set, i f  any. 
1. C a l l  procedure STFtONG t o  find ou t  a l l  the MSCCs i n  the Array Graph G 
and then  cons t ruc t  a Component Graph with  each MSCC as a node. 
I n i t i a l l y  a l l  the components are pu t  i n  the Component Graph and the 
corresponding ACOKP and INCMP bits  are set to  * 1'8. 
2. For each component, compute the corresponding element of the vec tor  
GSIZE, which is the number o f  nodes i n  the component, and the 
corresponding element i n  the vec tor  MINFREE, which is the minimum of 
the number of unscheduled dimensions associated with  any node i n  the 
component. Also compute the SUBRNGR mat r ix  by scanning the i n d i r e c t  
subscript expressions used i n  the a s se r t i ons ,  and the vec tor  RNG-VEC 
which g ives  f o r  each range set number the node number o f  the 
i n d i r e c t  subscr ip t ,  i f  any. 
3. If a component has MINF'REE4, it is not t o  be scheduled i n  any loop. 
W e  w i l l  mark it off from the Component Graph by s e t t i n g  the 
corresponding INCMP bi t  to  'O'B. This component w i l l  be a s i n g l e  
component block.  
4. Ftepeat step 5 t o  11 t o  schedule al l  the o u t e r  l e v e l  loops, u n t i l  all  
components i n  the Component Graph have been marked off. 
5. Se l ec t  the ranges of node dimensions which are not  yet scheduled and 
w h e r e  the respec t ive  range does not  have real arguments of 
unscheduled subscr ip t s .  The selected ranges can be scheduled i n  the 
o u t e r  l e v e l  loops. The ranges of those node dimensions w i l l  be the 
candidate  ranges. 
6. R e p e a t  s t e p  7 t o  10 f o r  each range candidate.  S teps  7 t o  10 c o n s i s t  
o f  a trial scheduling of a range candidate  R i .  
7. C a l l  procedure INDRSUB. This  procedure computes a subgraph S which 
c o n t a i n s  a l l  the components which are i n  the range set o f  R i  or the 
range set of a subrange o f  Ri. S is represented as a b i t  m a p  
s i m i l a r  t o  INCMP. 
8. C a l l  procedure CIX)SURE t o  f i n d  the subgraph S1=closure(S).  
9. C a l l  procedure MA]CSCHED with  subgraph S '  and range candidate  R i  as 
i n p u t  parameters t o  form a loop scope L i  which con ta ins  a sub9rapt.l 
of S * .  L i  is represented as a b i t  map similar to  INCMP. 
10. C a l l  procedure EVALUATE t o  compute t h e  memory p e n a l t y  of L i .  
11. Choose the loop L j  wi th  t h e  s m a l l e s t  memory penal ty .  Merge a l l  the 
components i n  Lj i n t o  one component, s a y  Ck, by d i e i n g  the list 
pointed  t o  by the NODELST of Ck to  include a l l  the GNODEs i n  the 
other merged components. ACOMP, INCMP, and CEDGES v e c t o r s  are a l s o  
modified t o  reflect the new component. Then set INCMP(k) to  'O'B t o  
mark the whole loop scope off from the Component G r a p h .  
12. Do a t o p o l o g i c a l  sort over  the r e s u l t i n g  components o f  the component 
graph where each component corresponds t o  either a s i n g l e  node o r  a 
loop scope i n  the schedule to  be re turned.  
13. Schedule each component separa te ly .  If there is no d i s t ingu i shed  
dimension for the nodes i n  a merged component, a node-element w i l l  
be formed f o r  t h e  component. Otherwise, call the procedure ECmZACP 
t o  form a for-element for the component. 
Aluorithm 6.2 STRONG 
Input .  
G I  A p o i n t e r  t o  a n  Array Graph. 
Output. 
NODELST: A list of components which are the MSCCs. o f  the inpu t  
graph. Every component is represented by a list of GNODE 
elements which belong t o  the component. 
1. C l e a r  the stack, the cornponetit count , '  the list o f  components 
NODELST, and the v a r i a b l e  COUNT, For each node v i n  the graph G set 
DF'NUMBER(v) = 0 
2. For each node v i n  the graph G such that Dl?NUM8ER( v )=O call SESRcX( v ) 
to  add the components reachable from v to  the component list NODELST. 
3. Return the component list as the r e s u l t .  
Aluorithm 6.3 SEARCH 
Input .  
v: A node i n  a graph which is not  examined yet. 
output .  
The NODELST f o r  a l l  the MSCCs reachable from node v .  
1. Set COUNT t o  COUNT41 and DFNUMBER(V j, m I N K ( v )  to  COUNT. Push v 
on the stack. 
2. Repeat the fol lowing substeps  f o r  each node w, a direct descendant 
of v. 
2 . 1 1 f  DFNUMBER(w)=O, call SEARCH(w) and t h e n  let 
-INK( v ) 4 n (  LOWLINK( v ) , -INK( w ) ) . 
2.2. Else ,  i f  DFNUMBER(w)>O and w is on the stack, t h e n  let 
TLWLINK( v )--min( D m (  w ) , =INK( v ) ) . 
3. If  L O W L I N K ( v ) t D ~ E R ( v )  t h e n  r e t u r n .  
4. E l s e ,  LOWLINK(v)=DF'NUMBER(v). Node v is a r o o t  of a s t r o n g l y  
connected component. A l l  the elements ( above and inc lud ing  v )  on 
the stack are success ive ly  popped o f f  the stack and l inked i n t o  a 
list - a subgraph which is def ined as a component. Th i s  component 
is placed on the t o p  of a list o f  components pointed  t o  by the 
variable a-LIST. I n  addi t ion  a unique component number is 
assigned t o  each node w i n  t h e  cur ren t  component. 
Alqorithm 6.4 INDRSUB( RANGE, G I  ) 
Input. 
RANGE: A candidate range ( a  range set number). 
output. 
G I :  A subgraph which contains a l l  t h e  components i n  t h e  range set of  
RANGE and t h e  components i n  t h e  range sets of t h e  subranges of 
RANGE which can be included i n  t h e  loop scope of RANGE. 
1. Construct a subgraph G I  which con ta ins  a l l  t h e  components i n  t h e  
Component Graph which have an unscheduled dimension with t h e  range 
RANGE. G I  is represented i n  a b i t  vector similar t o  INCMP. S e t  
GI(k)=' 1'B i f  t h e  k th  component is i n  t h e  range set of  RANGE. The 
edges from these  nodes are given i n  CEDGES. 
2. If RANGE has  no subranges, re turn  G I  as t h e  r e s u l t .  This 
information s tored  previously i n  SUBRNGR matrix, which shows t h e  
subrange re la t ionsh ips .  
3. Otherwise, repeat step 5 to  8 f o r  each immediate subrange RNGIK of 
RANGE. 
4. C a l l  INDRSUB recurs ive ly  with RNGIK as input  parameter and G I K  as 
t h e  output parameter. GIK w i l l  contain  t h e  components which can he 
scheduled i n  t h e  lqop of RNGIK. 
5. C a l l  procedure CfX3SURE to  compute t h e  c losure  of GIK i n  t h e  
Component Graph. Then put  t h e  c losure  i n t o  GIK. 
6. S e t  t h e  union of  G I  and GIK in to  G I .  (Note t h a t  t h i s  may be 
reversed i n  s t e p  8 . )  
7 .  C a l l  MAY_- procedure to  do a trial scheduling for subgraph G I .  
8. If t h e  subgrpah G I  can not be scheduled completely, then at least 
one node, and possibly more, w i l l  have t o  be physical .  Also t h e  
range spec i f i ca t ion  of t h e  subrange may become necessary. Therefore 
we decided t h a t  i n  t h i s  case it is not worthwhile t o  merge t h e  range 
set of RNGIK with t h e  range set of  RANGE and GIK is taken out  of  G I .  
9. Return G I  as t h e  r e s u l t .  
Alqorithm 6.5 W U R E (  COMPS ) 
Input. 
COMPS(C0MP-CNT): A bi t  vector  with a set of components marked by 
1 .  Other components are marked by 'OIB.  
The algorithm also uses t h e  g loba l  d a t a  s t r u c t u r e s  (ACOMP and 
CEDGES) . 
output.  
CCOMPS: A bit  vector with t h e  c losure  of t h e  set o f  components i n  
t h e  input  marked by ' 1 ' B .  Other components are marked by 'O'B. 
1. Create a bi t  vector NACOMP ( s i z e  COMP-CNT) with t h e  components i n  
ACOMP marked except t h e  components i n  COMPS are merged i n t o  one 
component. This also involves c r ea t ing  a vector NCEDGES similar t o  
CEDGES except r e f l e c t i n g  t h e  merger of t h e  components i n  COMPS. 
2. Find a l l  t h e  MSCCs i n  t h e  new component graph (cons is t ing  of t h e  new 
vec tors  NACOMP and NCEDGES) . 
3. Locate t h e  MSCC which includes t h e  components i n  COMPS. 
4. Construct CCOMPS, a bit  vector ( size COMF-CNT), with a l l  t h e  
components i n  t h e  MSCC marked. This is t h e  c losure  set of t h e  
input.  
A l g o r i t h m  6,6 MA]CSCHED 
Input. 
INCMP: A bi t  vec tor  where a set o f  y e t  unscheduled components is 
marked by 1 Other scheduled components have a value '08B. 
N o t e  that the se  unscheduled components are the basic MSCCs found 
by STRONG. The funct ion of  MA]CSCHED is t o  schedule as many o f  
the marked components as possible .  
MERGCMP: A bit  vec tor  with the c losure  o f  a range set marked by 
' 1 8 B .  
RANGE: The candidate range ( range set number). 
output.  
COMPS: A b i t  vec tor  wi th  the components, which have been trial  
scheduled i n  a loop, marked by ' 1 ' B .  
POSITION: A vec tor  ( s i z e  is DICPIND- the number o f  nodes i n  the 
d i c t i ona ry ) .  The pos i t i on  i n  each scheduled node of the 
d i s t ingu ished  dimensions that corresponds t o  the loop parameter. 
1. I n i t i a l i z e  the POSITION e n t r i e s  to 0. 
2. F o r e a c h  component i, i f  INCMP(i)='l'B ( i . e .  it is not  yet 
scheduled ), MERGCMP( i )=' 1 'B ( i.e. it is i n  the c losure  set ), then 
search the CEM;ES vec tor  and set PREDCNT(i) to  number of 
predecessors i n  MERGCMP. If PREDCNT( i )=rO then  'put component i i n t o  
a list of candidates  to  be trial scheduled. 
3. Repeat s t e p s  4 to  8 u n t i l  the list ( r e f e r r ed  to  i n  s t e p  2 )  is empty. 
The funct ion of  steps 4 t o  8 is t o  merge one component f r o m  the list 
i n t o  the loop scope represented by COMPS. 
4. Renrove a component, say C i ,  from the list. Search through the 
NODELST of C i ,  i f  there exists a node v w i t h  POSITION(v)>O (i.e. 
its d is t ingu ished  dimension has been determined i n  a previous 
i t e r a t i o n ) ,  then  set FIRSTNODEW, and go t o  step 7 .  . 
5.. E l s e ,  arbitrarily pick any node o f  t h e  component. L e t  it be denoted 
by v.  set FIRSTNODE=V. 
6. Search the subscr ip t  list of node v u n t i l  f ind ing  a dimension j that 
has no t  been scheduled i n  a loop scope ( i . e .  IDWITH-I)) and its 
range is the same as the RANGE parameter. If found, then 
POSITION(v)=j. If none found then th i s  component should not  be 
scheduled i n  the loop scope. Therefore go to  next i t e r a t i o n  ( i.e. 
end o f  s t e p  9). 
7 .  Propagate the dis t inguished dimension of node v repea t ly  u n t i l  a l l  
the nodes i n  C i  have t h e i r  d is t inguished dimensions defined.  During 
each propagation s tep :  
7 .1  Propagate the dis t inguished dimension forward along the edges 
o r ig ina t ed  from node v t o  a l l  the nodes at the terminat ing end 
o f  the edges. 
7.2 If the node t o  which a dis t inguished dimension is propagated 
does not belong to  C i  then  do not f u r t h e r  propagating the 
d i s t ingu ished  dimension from t h i s  node forwards. 
7.3 If propagation is not  possible t o  any node i n  C i  because of type 
4 subsc r ip t  expression then  the cu r r en t  i t e r a t i o n  may be 
terminated,  i.e. go t o  end of step 9. 
8. The cu r r en t  component can be merged i n t o  the loop scope. Set 
COMPS(i)='l'B. 
9. Search through the list pointed by CEDCiES( i). For every edge 
from C i  to  Ck set PREDCNT(k)=PREDCNT(k)-1. If PREDCNT(k)=O, 
INCMP(k)=' 1 'B, and MERGCMP(k)=' 1 'B, then pu t  Ck i n t o  candidate 
list. 
Alqorithm 6.7 EVALUATE 
Function: Given a loop scope, compute t h e  r e s u l t i n g  penal ty  i n  use of 
msmory. This procedure is called after each trial schedule for 
a range candidate and again after the f i n a l  schedule w a s  
selected. 
Input. 
COMPS: A bit  vec tor  of s i z e  COMPCOMPCNT w i t h  the bits correspondning t o  
components i n  a loop scope equal t o  '1'8. 
-SET: A bit  denoting whether EVALUATE is called t o  evaluate  
memory penal ty  of a t r ial  schedule or f o r  the selected schedule, 
i n  which case the selected memory a l loca t ions  are recorded i n  
SnrrYP. 
Output. 
P m :  The memory penal ty  of the loop scope, i n  bytes. 
D a t a  s t ruc tu re .  
SRCPHY, TGTPHY: When an edge i n  an Array Graph c rosses  a boundary of 
a loop scope then, depending on the type of the edge, the memory 
a l loca t ion  for the data node at the o r i g i n  or terminating ends 
of the edge may have t o  be physical .  The SRCPHY bi t  vector  
denotes for each lqpe of  edge ( there are 28 types)  whether the 
memory allocated t o  the node at the o r i g i n  end of  the edge ( t h e  
source node) must be physical .  Similar ly ,  the TGTPHY vector  
refers t o  t h e  node at the terminating end o f  t h e  edge ( t h e  
t a r g e t  node ) . 
MRAL: The memory requirement, i n  bytes, after the loop is formed. 
MRIC: The memory requirement i n  the i d e a l  case. 
STOTYP: A field i n  the data s t ruc tu re  IXXAb-SUB. For a v i r t u a l  
dimension, STOTYP-4. For a window of  width k+l  dimension, 
S-=k+l. For a physical  dimension w i t h  upper bound u, 
SlUrYP-u . 
1. Repeat s t e p s  2 t o  6 f o r  every edge i n  the Array Graph. Each 
i t e r a t i o n  computes the effect of the edge on use o f  memory. 
2.  If the source and the t a r g e t  nodes of t h e  edge are i n  COMPS, t h i s  is 
an i n t e r n a l  edge, then go to  s t e p  6 t o  examine the subscr ip t  
expression of t h e  edge t o  determine its effect on use of memory. 
3. If both the source and t h e  t a r g e t  nodes of  the edge are not i n  
COMPS, then th i s  edge has no effect on memory useage. Go t o  end of 
i t e r a t i o n ,  at end of  s t e p  6. 
4. If none of  the above then th is  edge crosses  the loop boundary. In 
th is  case, i f  SRCPHY(m-TYPE)=l, then the dis t inguished dimension 
of the source node must be physical .  I f  TGTPHY(EDGE-TYPE)=l, then 
the dis t inguished dimension of the target node must be physical .  
The respect ive node numbers and the requirements for physical  memory  
a l l oca t ion  are s tored  i n  a list. Also i n  t h i s  case go to  the end of 
t h e  i t e r a t i o n  ( a t  end of s t e p  5 ). 
5. If the subscr ip t  expression is of t h e  form I-k and 
SRCPHY( EDGE-TYPE )=I, then t h e  memory a l loca t ion  f o r  the 
dis t inguished dimension of  the source node must be a window of width 
k+l.  This is also s tored  i n  the list. 
6. PENALTY is i n i t i a l i z e d  t o  zero. 
7. Repeat s t e p s  8 t o  11 for every node i n  the above list. These nodes 
have e i t h e r  a physical  o r  window of  w i d t h  k+l  m e m o r y  a l loca t ion .  An 
i t e r a t i o n  computes t h e  memory  requirement for a respect ive node. 
8. I n  the case of  a physical  dis t inguished dimension, compute MRAL, as 
the product o f  a l l  the ranges of the unscheduled node subscr ip t s .  
I n  t h e  case of a window of width k+l  f o r  the dis t inguished 
dimension, compute MRAL as the product of k+l and the ranges of the 
o the r  unscheduled node subscr ip t s .  
9. To compute MRIC it is necessary t o  scan each unscheduled node 
subscr ip t .  If its storage type STOTYP is 0, then  the i d e a l  memory 
requirement f o r  th is  dimension is one. If SnrPYPtO, the memory 
a l l o c a t i o n  has previously  been determined as physical ,  then  the 
ideal memory requirement is -STOTYP ( u ) . MRIC is the product of 
t he se  ideal ranges. 
10. The pena l ty  for the array node ND-PENALTY= ( MRAGMRIC ) *( length  o f  
node element i n  bytes). 
11. PENAtTY=PENALTY+ND-PENALTY. 
12. If EVA4SET='l1B then i f  the dis t inguished dimension is physical 
then  SPOTYP i n  every unscheduled dimension is equal  to  the minus o f  
its range, i f  the dis t inguished dimension is a window of width k+l 
then SPOTYP of the dis t inguished dimension is k+l and for the other 
unscheduled dimensions SPOTYP is the minus of their respec t ive  
range. 
Alcrorithm 6.8 EXlWtCP 
Function: To ob ta in  the for-element for a loop, including the schedule 
elements fox: the body o f  the loop scope. 
Input. 
SUBGRAPH: A po in t e r  to  a reduced Array Graph o f  the component 
scheduled i n t o  one loop scope. 
SVPOSITION: A vec to r  wi th  an element for every node i n  the SUBGRAPH. 
Each element has the value of the dimension number of the 
d i s t ingu ished  dimension of  the respec t ive  node, 
L : The nest fng l eve l .  
Output. 
A for-element which is the schedule of the input  graph. 
I, Allocate a for-element. S e t  FOLNAME t o  loop parameter name and 
FORRANGE t o  the range set nuuiber o f  the loop parameter. 
2. If the cu r r en t  loop range has some irmaediate subranges, then  call 
procedure COND-GRAPH and upon r e tu rn  go to  s t e p  7 .  COND-GRAPH takes 
over a l l  f u r t h e r  scheduling of  a body of a loop which contains  
condi t iona l ly  execut@le nodes due t o  use o f  i n d i r e c t  subscr ip t ing .  
3. Delete a l l  the edges from the graph with  dis t inguished dimension 
subsc r ip t  expressions o f  type 2 or 3. The precedence expressed by 
these edges is assured by the order  of the i t e r a t i o n s .  
4. S e t  ITrWITH o f  the dis t inguished dimension of a l l  the nodes i n  the 
subgraph t o  L, the nes t ing  l e v e l  of the cur ren t  loop. 
5. C a l l  SCHEfXKE-GFtAPH, wi th  SUBGRAPH and L+l as the parameters, t o  g e t  
the schedule o f  the r e s u l t i n g  graph. 
6. Set E m - L I S P  i n  the for-element s t r u c t u r e  to  po in t  to  the schedule 
re turned from s t e p  5. 
7 .  Return the for-element as output.  
A l s o r  i t h m  6.9 COND-GRAPH( TOP-RANGE , GRAPH ) 
Function : To ob ta in  the schedule elements of the body of a loop scope, 
which includes  cond-elements . 
Input. 
TOP-RANGE: The range set number o f  t h e  highest l e v e l  major range i n  
the SGRAPH. 
SGRAPH: A graph t o  be scheduled wi thin  an i t e r a t i o n  block of  the 
range TOP-RANGE. 
Output. A schedule for SGRAPH. 
1. Scan al l  edges i n  SGRAPH. If an edge ha s  a subsc r ip t  expression i n  
the d i s t ingu ished  dimension o f  types  2, 3, 6, or 7 ,  and e i t h e r  the 
source or t h e  t a r g e t  nodes have t h e  TOP-RANGE range, t hen  d e l e t e  
this  edge from SGRAPH. 
2. I f  node X is t h e  i n d i r e c t  indexing vec tor  served t o  reduce t h e  range 
TOP-RANGE t o  a subrange RNGIK, then  draw an edge from X t o  a l l  t h e  
nodes i n  the range set of  RNGIK. 
3. C a l l  procedure STFtDNG t o  form a Component G r a p h  for SGRAPH, 
cons i s t i ng  of ACOMP and INCMP, CEDGES, and NODELST. ACOMP and INCMP 
are bi t  vectors ( t h e  size is the number of MSCC found by STRONG). 
These vectors are a l l  o f  t h e  value  '1'B. 
4. For every subrange RNGIK o f  TOP-RANGE, merge al l  t h e  components i n  
the range sets o f  RNGIK or its d i r e c t  and i n d i r e c t  subranges i n t o  
one component. S e t  t h e  INCMP vector elements o f  t h e  merged 
components to  'O'B. 
5. Repeat steps 6 t o  9 u n t i l  a l l  t h e  elements i n  INCMP are *OVB. Each 
i t e r a t i o n  merges a group of components wi th  TOP-RANGE range. 
6. C a l l  CU3SORE with INCMP to  ob ta in  t h e  closure set MERGE-CMP. 
7 .  CAT& mSCHED with INCMP, MEXGE-CMP, and TOP-RANGE. It r e tu rns  
Ccorns . 
8. Merge the components i n  CCOMPS i n t o  one component, updating NODELST, 
CEM;ES, Acorn, and INCMP. 
9. S e t  the element of INCMP corresponding to  the merged schedule t o  
'O'B. 
10. Repeat steps 12 t o  13  f o r  t h e  components i n  ACOMP. 
11. Se lec t  the next  component i n  ACOMP i n  a topolog ica l ly  s o r t e d  order .  
Let  this  component be COMPI. 
12. Le t  RNGIK be t h e  range o f  t h e  component COMPI. If RNGIK-<P-RANGE, 
then  mark the dis t inguished dimension of  each node i n  t h e  component 
as acheduled and call procedure SCHEDULE-GRAPH t o  g e t  a schedule for 
this component. Go t o  step 14. 
13. Otherwise, allocate a cond-element t o  t h i s  component. C a l l  
procedure COND-GRAPH recurs ive ly  with RNGIK and COMPI as the input  
parameters t o  g e t  a schedule for t h e  condi t iona l  element. 
14. Return t h e  schedule elements obtained as the f i n a l  schedule of 
SGRAPH. N o t e  that t h e  o rder  of the schedule elements was determined 
by the s e l e c t i o n  of components i n  a topolog ica l ly  so r t ed  order  i n  
step 11. The schedule elements are obtained e i t h e r  i n  step 12 or 
13, depending on whether they  are cond-elements or other elements 
respec t ive ly  . 
CODE GENERATION 
7.1 OVERVIEW OF TKE CODE GENERATION PROCESS 
Code Generation is t h e  last phase of  the processor. It uses  the 
data s t r u c t u r e  generated i n  Array G r a p h  construction,  spec i f ica t ion  
analysis ,  and program scheduling. As shown i n  Fig. 7.1 the code 
generation process accepts two inputs: t h e  program schedule created i n  
the scheduling phase and a t t r i b u t e  tables produced i n  the ana lys i s  
phase. Recall t h a t  t h e  program schedule is an ordered sequence of 
schedule elements described i n  sec t ion  6.6. The nodes referenced i n  
schedule elements can be found i n  t h e  dict ionary.  The a t t r i b u t e s  of t h e  
respect ive nodes are i n  the dict ionary.  They are described' i n  the 
sec t ion  4.2.1. The output is a complete PL/I program ready for 
cormpilation. The executable PL/I code is wr i t t en  out  to  the "PLIEXn 
file. The PL/I "ON" conditions are wr i t t en  t o  the "PLIONn file and the 
PL/I code for declar ing t h e  object d a t a  items is wr i t t en  t o  a "PL1DCLW 
file. 
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Schedule 
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Tables 
Fig.  7 .1  Overview of the Code Generation Phase 
Fig. 7.2 shows the  o v e r a l l  organization of  the code generation 
process, cons is t ing  of the main procedure CODEGEN which i n  t u rn  calls on 
the o the r  procedures t o  perform c e r t a i n  tasks. The PL/I execution code 
is generated by the GENERATE procedure which examines the elements of 
the schedule one at a t i m e ,  and invokes t h e  procedures t h a t  are 
indicated by types  of  program events.  The GPLlM=L procedure generates 
the d a t a  declarat ions .  GENERATE calls GEN-NODE t o  generate statement 
for node elements of the schedule, The GENNODE calls on GENIOCD for 
input-output operations and on GENASSR f o r  asser t ions .  GENERATE also 
calls GENDO and GENEND for generating i t e r a t i o n  con t ro l  s t ruc tu re s  f o r  
for-elements, and on COND-ELK and COND-END f o r  generating condi t ional  
block statements f o r  cond-e lements . These procedures are briefly 
reviewed i n  sec t ion  7.2. They are described i n  g rea t e r  detail together  
with other aux i l i a ry  tasks i n  the subsequent sec t ions  t h a t  follow. 
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Files used: 
Fig. 7.2 Components of Generating P Y X  Code 
7.2 THE MAJOR PIEDCEWRES FOR CODE GENERATION 
7 $ 2 . 1  CODEGEN - THE MAIN PROCEWRE 
CODE- starts wi th  opening t h e  ou tpu t  files PLlEX, PLlON, and 
PLlDCL. It  next  genera tes  code that w i l l  handle program errors. Most 
of t h e s e  errors are due t o  inpu t  d a t a  errors discovered by d a t a  type  
conversions i n  t h e  program. The u s e r  can also d e f i n e  a d d i t i o n a l  error 
condi t ions .  The s ta tements  w r i t t e n  to  t h e  PLlM f i l e  are as fol lows:  
ALIQCATE ERFtOR, ACC,ERROR : 
ACC-ERROR = 'O'B ; 
-TE $ E R x m B  ; 
$EmLAB = END-PROGRAM ; 
The d e c l a r a t i o n s  w r i t t e n  to  t h e  PLlDCL f i l e  are as follows: 
DCL (ERRC)R, ACC-ERR, NOT-DONE) CTL BIT( 1 ) ; 
DCL $ E m =  LABEL CTL ; 
F i n a l l y  t h e  ON cond i t ion  code is s e n t  to  t h e  PUON fi le as follows: 
ON ERmR 
BEGIN 
/* write erronous inpu t  record t o  ERRORF f i le  */ 
WRITE FILE( E-RP ) FROM( SERROKBUF ) ; 
ERRC)R = '1'B ; /* set error f l a g  */ 
GO TO $-LAB ; /* go to  end of loop where */ 
END ; /* e r r o r  was de tec ted  */ 
ERFtOCRESPAIZT: 
CODEGEN next  passes t h e  e n t i r e  program schedule to  GENERATE, which 
w i l l  genera te  t h e  p o r t i o n s  of t h e  program for t h e  schedule elements. 
When t h i s  is completed CODEGEN passes the attribute tables t o  GPLlDCL t o  
genera te  d a t a  d e c l a r a t i o n s .  F i n a l l y  CODEGEN calls on ERGEPLl to  merge 
t h e  three ou tpu t  f i les  . 
7.2.2 GENERATE - INTERPRETING SCHEDULE ELEMENTS 
This  r e c u r s i v e  procedure scans  t h e  schedule given by the list of 
schedule elements, LIST, for a loop n e s t i n g  level LEVEL. To start w i t h ,  
CODEGEN passes t h e  whole schedule at l e v e l  0 .  I n  subsequent calls 
GENERATE w i l l  r ece ive  a schedule of a loop scope at  each n e s t i n g  level. 
GENERATE calls l o w e r  level procedures t o  process t h e  d i f f e r e n t  types of 
schedule elenvents as follows: 
1. Scan each element of t h e  list LIST. For each element perform s t e p s  2 
t o  4. 
2. If t h e  element is a node-element call GEN-NODE which w i l l  genera te  
t h e  code for t h e  schedule element. 
3. If t h e  element is a f o r - e l e m n t  do  the following: 
3.1 C a l l  GENDO t o  produce a code f o r  opening a loop. 
3.2 C a l l  GENERATE r e c u r s i v e l y  wi th  t h e  list o f  t h e  elements wi th in  
the loop's scope and l e v e l  = LEVEtC1. 
3.3 C a l l  GENEND t o  genera te  t h e  terminat ion of the loop. 
4. If t h e  element is a cond-element do t h e  following: 
4 .1  C a l l  COND-BLK to  produce t h e  code for opening a c o n d i t i o n a l  
block. 
4.2  C a l l  GENERATE recurs ively w i t h  the list of the elements within 
the condition block and l e v e l  = LEVEL. 
4.3 C a l l  COND-END to  generate the termination of the condi t ional  
block. 
7.2 .3  GENDO - TO INITIATE THE SCOPE OF ITERATIONS 
This procedure produces the code f o r  a con t ro l  statement i n i t i a t i n g  
an i t e r a t i o n  loop. The loop var iab le  name WRNAME and t h e  termination 
c r i t e r i o n  are taken from the f i e l d s  EQIi,NAME and FOILRANGE i n  the 
for-element being scanned. 
The following ins t ruc t ions  are intended f o r  recovery f r o m  a program 
error. They always precede each loop cont ro l  statement: 
ALLOCATE ERROR, ACC,ERROR ; 
/* reset accumulative e r r o r  f l a g  */ 
ACC-ERROR = 'O'B ; 
-TE $ E m -  ; 
$-LAB = LOOP-ENDC ; 
The "c" following UXP-END is a unique number assigned to  the loop. The 
purpose of these  statements is t o  ensure t h a t  an error occurring within 
the loop scope w i l l  cause the cont ro l  be directed t o  UXP-ENDc which is 
a l a b e l  imnsdiately preceeding t h e  end of the loop. 
The DO-statement itself is c o n s t ~ c k e d  next.. Two basic forms for 
the loop cont ro i  statements are used: . 
1) 
DO name = 1 TO upper [ WHILE (condi t ion)  ] ; 
2 )  
name = 0 ; 
DO WHIWe (condi t ion)  ; 
name = nam+l ; 
"name" is the loop var iab le .  "condition" is t h e  termination condition.  
If the termination c r i t e r i o n  given is that of a fixed upper l i m i t  
or given through a SIZE var iab le ,  the first form is used and "upperw is 
e i t h e r  a constant number or a var iab le  of  the form SIZESX. 
If the range is specified by an END.X cont ro l  var iab le ,  the second 
form of loop con t ro l  is used. I n  this case we use NOT-DONE i n  the 
condition and the following statements are generated before  t h e  
beginning of the loop: 
ALmcATE NOT-DONE ; 
NOT-DONE = ' 1 ' B  ; 
NOT-DONE w i l l  be reset to  'O'B whenever the appropriate Et4D.X var iab le  
is set t o  'true'. 
If there is an end-of-file condition associated w i t h  the i t e r a t i o n ,  
either as the main termination condition, or because this  is an 
i t e r a t i o n  on an input  record or group above the record l e v e l  which are 
last i n  t h e i r  peer group, we add: 
^ENDFILESf i l e  
t o  the condition "condition". 
7.2 .4  GENEND - TO TERMINATE THE SCOPE OF ITERATIONS 
This procedure produces the code needed at t h e  end of  the loop 
scope. Since at times, we use k+l locat ions  t o  s t o r e  a window of s i z e  
k+l  of an array,  it is necessary on each i t e r a t i o n  t o  shif t  the window 
by one element posi t ion.  This is done at the end of  the i t e r a t i o n .  The 
s i z e  of  respect ive window is o r i g i n a l l y  s tored i n  SmPYP of the node 
subscr ipt  of each a r r ay  node. GENERATE passes the node numbers of  
arrays using window dimensions i n  a list called PREDLIST t o  GEN-END. 
Based on this  list GEN-END generates statements to  shif t  the window by 
one element posi t ion.  The ac tua l  range declared f o r  a window dimension 
is k+l  . I n  each i t e r a t i o n  we compute ( o r  read ) A( . . . , k+l,  . . . ) and may 
refer t o  the previous element as A(. . ., k, . . . ). When an i t e r a t i o n  is 
completed we t r a n s f e r  A( .  . . , I+ l ,  . . . ) to  A(. . .,' I , .  . . ) for I from 1 t o  
k. 
A f t e r  producing a sequence of these  s h i f t i n g  operations we produce 
t h e  label:  
LOOP-ENDc: ; 
where wcl* is the unique count associated w i t h  the current  loop. I f  the 
termination c r i t e r i o n  f o r  the loop was through an END.X cont ro l  var iab le  
we a l s o  produce the code: 
IF  END.X THEN NOT-DONE = . ' O ' B  i 
This has t o  be done at the end o f - t h e  loop s ince  the value of END.X at a . 
given i t e r a t i o n  determines whether th is  i t e r a t i o n  w i l l  be the last. 
A f t e r  t h i s  we produce t h e  following statements: 
$TM-ERROR = ACC-ERR3R ; 
FREE ERROR, ACC-ERROR ; 
FRE SERLLAB ; 
IF STMP-ERROR THEN ERROR, ACC_ERROR = * 1 * B  ; 
If the termination c r i t e r i o n  w a s  through an END.X cont ro l  var iab le  
we also produce: 
FREE NOTOTDONE ; 
7.2.5 COND-BIX - INITIATE A CONDITIONAL B m  
This  procedure produces the code necessary t o  i n i t i a t e  a 
condi t ional  block. The condi t ional  block w i l l  be executed within the 
i t e r a t i o n  only when t h e  value of the ind i r ec t  subscr ipt  is increased. 
The ind i r ec t  subscr ipt  node number is stored i n  the FOXRANGE f i e l d  of  
t h e  cond-element being scanned. An IF-statement is generated t o  test 
the above condition. Inside t h e  condi t ional  block we w i l l  use a new 
symbol for t h e  ind i r ec t  subscr ipt .  For example, i f  X ( 1 )  is the ind i r ec t  
subscr ipt  then  we define a new subscr ipt  J=X(I). L e t  'old-sub' denote 
the subscr ip t  running i n  the major range, i.e. I. The 'new-sub* 
denotes the new representat ion of the i n d i r e c t  subscr ipt ,  i.e. J. A 
boolean var iab le ,  SB-X, ind ica tes  whether the condi t ional  block should 
be executed. The code t o  compute SB-X is generated by GEN-NODE when t h e  
node X is scanned i n  the schedule. The new-sub is of  the form SXh where 
In1 is a unique number associated with th is  condi t ional  block. The 
following dec la ra t ion  statements are issued : 
DCL SXn FIXED B I N  ; 
DCL SB-X BIT( 1) ; 
The following codes is then produced8 
IF  SB-X THEN DO ; 
new-sub = X( . . . , old-sub ) ; 
7.2.6 COND-END - TERMINATE A CONDITIONAL E m  
This procedure produces t h e  code at t h e  end of  a condi t ional  block. 
The above IF-statement has been generated by COND-BLK. H e r e  we i s sue  an 
*END' statement to  terminate t h e  IF-statement. 
7.3 GEN-NODE - CODE GENERATION FOR A NODE 
This procedure generates the code associated with a schedule 
node-element. It branches to  d i f f e r e n t  parts according t o  the types  of  
nodes. . 
7.3.1 PROGRAM HEADING 
If the node is a module name (type.  MODL) we  produce t h e  code: 
name : P- OPTIONS(MA1N ) ; 
This code is routed t o  the f i l e  PLlDCL. 
7.3.2 FILES 
If the node is a f i l e  node ( type  FILE) we first generate t h r e e  
names. wfile-stemw is the fi le name w i t h  p re f ixes  "NEW* or "OLDn 
removed, i f  any. "namew is the f u l l  name of the node, including al l  
pref ixes .  "fi le-suffw is the file-stem w i t h  the s u f f i x  of IS1 for 
source file, 'T' f o r  t a r g e t  file, and 'U1 for update f i le  (both source 
and target). The following dec la ra t ion  statements are routed to  PLlDCL 
f i le  . 
DCL namenames CHAR( length ) VARYING I N I T (  ' ' ) ; 
DCL name_INDX FIXED B I N  ; 
"lengthw is t h e  maxmimum length of  records i n  the f i le.  "name-s" is the 
name , of a buf fe r  i n t o  which records i n  the f i le  are read. ( It is 
VARYING as the file may have more than one record type, with d i f f e r e n t  
lengths. ) "name-INDX" is a var iab le  used t o  scan the buf fe r  for packing 
and unpacking the records (explained fu r the r  l a t e r ) .  
1. If the fi le is an input f i le  we produce the statement: 
OPEN FILE ( f ile-suf f ) ; 
2. I f  t h e  f i le is a sequent ia l  input f i l e  and an end-of-file is not 
e x p l i c i t l y  mentioned by the user,  we produce the declarat ions:  
DCL ENDFILESf ile-stem BIT( 1 ) INIT( ' 0 ' B ) ; 
DCL SFSTf ile-suf f BIT( 1 ) INIT( ' 1 'B ) ; 
routed t o  PLlDCL file. If the user  e x p l i c i t l y  mentioned the 
end-of-file var iab le  then these  statements w i l l  be generated when the 
dec la ra t ion  are generated for al l  var iab les  by GPLlDCL. 
The statements 1 
ON ENDFILE ( f i le -suf f )  
BEGIN 
ENDFILESfile-stem = ' l ' B  ; 
name-S = COPY( ' ' , length ) ; 
END;  
are s e n t  to  PLlON fi le.  The purpose of  these statements is t o  have 
t h e  f i le  buf fe r  f i l l e d  w i t h  blank characters when an end of f i l e  
condition occurs. 
3. If t h e  f i le  is an output f i le  we produce t h e  statement: 
CLOSE FILE( f ile-suf f ) ; 
7.3.3 RECORDS 
If the node is a record (type RECD) we call GENIOCD to  produce the 
code f o r  the reading o r  wr i t ing  of records. 
To process fields GEN-NODE calls procedure GENITEM. GEN-NODE also 
calls CHEQCWFtT t o  f ind  i f  the node has a windowed dimension. If the 
f i e l d  node is an ind i r ec t  subscript, X, t h e  following code is issued. 
IF loop-var=4 THEN DO ; 
bname = '1 'B;  rname = 0; END ; 
ELSE IF  X( loop-var ) > X( loop-var-1 ) THEN DO ; 
bname = ' 1 'B;  rname = 0; END ; 
ELSE DO ; 
bname = 'O'B; rname = 1; END ; 
where loop-var is the cur ren t  l e v e l  loop var iable ,  bname is of the form 
SB-X, and rname is of the form SXX. Recall that bname ind ica tes  
whether the associated condi t ional  block w i l l  be executed. rname w i l l  
be used t o  compute the index t o  reference an element such as 
A(X( loop-var ) ) i n  the case that array A has a windowed dimension. This 
is explained fu r the r  later i n  connection with t h e  code generation f o r  
asser t ions .  
If the node is a n  a s s e r t i o n  we call the procedure GENASSR t o  
produce the code for an a s s e r t i o n .  
7.4 GENASSR - GENERATING CODE FOR ASSEXTIONS 
This procedure genera tes  code f o r  a s s e r t i o n s .  The main task o f  
GENASSR is t o  t ransform t h e  syn tax  tree r e p r e s e n t a t i o n  o f  the a s s e r t i o n  
i n t o  a s t r i n g  r e p r e s e n t a t i o n  acceptable by the PL/I compiler. The 
t rans fo rmat ion  is carried o u t  by a recurs ive  climb on the syn tax  tree, 
combining for each node the s t r i n g  represen ta t ions  of the descendant 
s u b t r e e s  i n t o  a s t r i n g  represen ta t ion  o f  the tree rooted at that node. 
However, before performing the main task the procedure t ransforms 
a s s e r t i o n s  con ta in ing  c o n d i t i o n a l  express ions  i n t o  c o n d i t i o n a l  
a s s e r t i o n s .  Thus, a n  a s s e r t i o n  of the form: 
Y = IF (IF X>O THEN Y>O ELSE Yt4) THEN X*Y 
ELSE -X*Y ; 
w i l l  be transformed i n t o :  
IF X>O THEN I F  Y>O THEN Y = X*Y ; 
ELSE Y = -X*Y ; 
ELSE IF Yc=O THEN Y = X*Y ; 
ELSE Y = -X*Y ; 
The o v e r a l l  execut ion of GEMSSR can t h e r e f o r e  be summarily 
described as: 
1. Transform a s s e r t i o n s  wi th  c o n d i t i o n a l  express ions  i n t o  c o n d i t i o n a l  
a s s e r t i o n s .  
2.  Form the s t r i n g  r e p r e s e n t a t i o n  o f  the a s s e r t i o n .  
7.4.1 TRANSFOEZMING CONDITIONAL EXPRESSIONS 
This task is carried o u t  by the procedure SCAN which u s e s  the 
a u x i l i a r y  procedure EXTRACT-COND. 
7.4.1.1 SCAN (IN) 
The procedure SCAN effects the complete t r ans fo rmat ion  of 
a s s e r t i o n s  con ta in ing  c o n d i t i o # ~ l  express ions  i n t o  c o n d i t i o n a l  
a s s e r t i o n s .  The procedure is presented w i t h  an a s s e r t i o n  pointed  t o  by 
IN, and r e t u r n s  a p o i n t e r  t o  the transformed a s s e r t i o n .  The s t e p s  i n  
t h i s  procedure are as follows: 
1. Check the r o o t  of the tree pointed  t o  by I N  to  see whether it is a 
simple a s s e r t i o n  o r  a c o n d i t i o n a l  a s s e r t i o n .  If it is a simple 
a s s e r t i o n  t h e n  go t o  s t e p  5. 
2. W e  check next  i f  the c o n d i t i o n a l  a s s e r t i o n  c o n t a i n s  c o n d i t i o n a l  
express ions .  A c o n d i t i o n a l  a s s e r t i o n  has the form: 
I F  COND THEN S1 ELSE S2 
where S1, 52 are a s s e r t i o n s .  
SCAN calls EXTRACLCOND t o  check whether COND con ta ins  a cond i t iona l  
express  ion .  If COND con ta ins  a c o n d i t i o n a l  expression,  then  
m - C O N D  r e t u r n s  C, L, and R which are the p a r t s  o f  COND as 
fo l lows : 
COND = I F  C TEEN L ELSE R. 
Otherwise, go to  s t e p  4. 
3. If a c o n d i t i o n a l  express ion is found i n  COND then:  
3 . 1  SCAN t h e n  t ransforms the tree (po in ted  t o  by IN) i n t o  a tree I N 1  
which c o n s i s t s  o f  the form: 
I F  C THEN I F  L THEN S1 
ELSE S2 
ELSE I F  R THEN S1 
ELSE S2 
3.2 SCAN calls SCAN( I N 1  ) r e c u r s i v e l y  t o  f u r t h e r  search f o r  
c o n d i t i o n a l  express ions  i n  I N 1  and r e t u r n  a transformed 
c o n d i t i o n a l  a s s e r t i o n .  
3.3 The transformed a s s e r t i o n  is re turned by SCAN. 
4. If COND does no t  con ta in  embedded c o n d i t i o n a l  expressions,  t h e n  there 
are t w o  r e c u r s i v e  calls t o  SCAN for the a s s e r t i o n s  S1 and S2 i n  I N .  
SCAN t h e n  r e t u r n s  the following a s s e r t i o n  and e x i t s .  
IF COND THEN SCAN(S1) ELSE SCAN(S2) 
5. I n  the case of a simple a s s e r t i o n :  
Y = E. 
SCAN calls EXTRACT-COND(E) t o  search f o r  cond i t iona l  express ions  i n  
E. If none found, t h e n  a s s e r t i o n  Y = E is re tu rned  unchanged. 
Otherwise, EXTR?LCT-COND r e t u r n s  C, L, and R which are the parts o f  E 
as follows: 
E = I F C T H E N L E L S E R .  
6.  If E c o n t a i n s  c o n d i t i o n a l  expression,  then  SCAN calls SCAN(IN2) 
recurs ive ly ,  where IN2 p o i n t s  to  a tree of an express ion of the form: 
' I F C T H E N Y = L  
E L S E Y = R '  
The r e t u r n  f r o m  the recurs ive  call on SCAN is re turned by SCAN as the 
transformed a s s e r t i o n .  
This procedure i d e n t i f i e s  and extracts the le f tmos t  c o n d i t i o n a l  
express ion i n  a given express ion pointed  t o  by ROOT. 
If a c o n d i t i o n a l  express ion is found the ( p o i n t e r  t o  the) cond i t ion  
is re turned i n  COND and its first (THEN) and second (ELSE) 
subexpressions re turned i n  LEFT and RIGHT respec t ive ly .  If the analyzed 
express ion c o n t a i n s  no c o n d i t i o n a l  express ion the procedure r e t u r n s  MJLL 
i n  COND. 
Its opera t ion  is as fol lows : 
1. Inspec t  the t o p  level node o f  the given syn tax  tree. 
2. If it is a c o n d i t i o n a l  expression,  r e t u r n  r e s p e c t i v e l y  the condi t ion ,  
the subexpression fo l lowing THEN, and the subexpression fo l lowing 
ELSE, t h e n  exit. / 
3. If the express ion is a simple expression,  i.e. a cons tan t  or a 
v a r i a b l e ,  r e t u r n  NULL and exit. 
4. If the express ion is a compound expression,  scan  each of its 
descendants by c a l l i n g  EXTRACT-COND recurs ive ly .  Consider the first 
COND, LEPT, and RIGHT which are re tu rned  such that COND is not  equa l  
t o  NVLL. I n  genera l ,  a compound express ion is o f  the form: 
E = g(E1,. . . ,Em) 
Assume that the r e c u r s i v e  scanning o f  E l ,  ..., Ba produces first COND 
no t  equa l  to  NULL for E i  where l<=i<-, r e t u r n i n g  also the THEN and 
ELSE subexpressions L, and R respec t ive ly .  Then the c u r r e n t  call f o r  
E r e t u r n s :  
COND as the condi t ion ,  
g( E l ,  . . . , Ei-1, L, . . . , Em ) as LEET, and 
g( E l ,  . . . , Ei-1, R, . . . ,Em) as RIGHT. 
Thus the o v e r a l l  effect of EXTRACT-COND on a n  express ion E is t o  extract 
a cond i t ion  C i f  one exists i n  E ( r e t u r n e d  as COND), and t h e n  t o  compute 
E l  when C is t r u e ,  and E2 when C is false. E l  and E2 are re tu rned  i n  
mFT and RIGHT r e s p e c t i v e l y .  Described i n  another  way we look f o r  C, 
E l ,  and E2 such that the fol lowing equivalence holds: 
, E = I F  C THEN E l  ELSE E2 . 
I n  p a r t i c u l a r  th is  g i v e s  : 
g( E l ,  . . . ,Ei-1, ( IF C THEN L ELSE R), . . . Em) = 
I F  C THEN g(E1,  ..., Ei-l,L ,..., Em) 
EZSE g(E1, . . . ,Ei-1,R, . . . ,m). 
7.4.2 PRINT - TRANSFORMING THE ASSERTION INTO STRING FORM 
This procedure is presented wi th  a p o i n t e r  t o  an a s s e r t i o n  syn tax  
tree and it conver t s  the a s s e r t i o n  tree i n t o  a s t r i n g  represen ta t ion .  
The procedure branches according to  the t y p e s  of t h e  nodes i n  the 
a s s e r t i o n  tree. 
1. If the node is a subsc r ip ted  variable A(E1, . . . ,Em) we genera te  the 
s t r i n g  A .  W e  t h e n  scan  each of the subscript express ion E l  t o  Em 
and add them t o  the s t r i n g  according t o  the following subcases:  
1.1 If the dimension a t  p o s i t i o n  i corresponds t o  the dimension 
declared for r e p e t i t i o n  of a record  and the v a r i a b l e  A inc ludes  
the pre f ixed  * N ' * ,  then  
1.1.1 If the dimension is scheduled as a window of width k + l  we 
i n s e r t  the subscript va lue  k+2. 
1.1.2 I f  the dimension is scheduled as p h y s i c a l  and the 
express ion E i  is a cons tan t  c, t h e n  i n s e r t  the va lue  o f  
-1. ( See f u r t h e r  below. ) 
1.1.3 If the dimension is scheduled as physical and E i  ' is an 
express ion we call PRINT(Ei) and i n s e r t  the re tu rned  va lue  
concatenated wi th  * +1* . 
1.2  If the dimension at p o s i t i o n  i is scheduled as a window of width 
k+l ,  i n  th is  case the physical a l l o c a t i o n  f o r  the array dimension 
is k+2 elements wi th  the k+lth element s t and ing  f o r  the c u r r e n t  
va lue  and the k+2th element s t and ing  for the field i n  the next  
record. The d i f f e r e n t  subscr ipt  expressions are handled as 
follows : 
1.2.1 If it is a simple subscr ipt  then we i n s e r t  an in teger  k+l 
as the subscr ipt .  
1.2.2 If the subscr ipt  expression is I-c, then an in teger  k+l-c 
is inser ted.  
1.2.3 If the subscr ip t  expression is X(I), then k+l-$kX is 
inser ted  where k+l-$LX poin ts  t o  the element A( X( I ) ) . If 
X( I )=X( 1-1 ) then $ri,X is equal t o  1, and i f  X( I ) >X( 1-1 ) 
then SKX is equal to  0 .  (The code t o  compute $ K X  is 
generated by GEN-NODE r i g h t  after node X is scanned.) 
1.2.4 If t h e  subscr ipt  expression is X(1)-c, then k+l-SkX-c is 
inser ted  as subscr ip t .  
1.2.5 If t h e  subscr ip t  expression is X( I-a), then 
k -  1 1  X 1 ) ] is inser ted  as t h e  subscr ipt .  
X( I-1)-X( I-a) is the offset of  A(X( I-a) ) t o  A(X( 1-1) ) which 
is stored i n  the k th  element of  t h e  window for the i t h  
dimension of a r r ay  A. 
1.2.6 I f  the subscr ip t  expression is X( I-a)<, then 
k-[X( 1-1 )-X( I-a ) 1-c is inser ted  as t h e  subscr ipt .  
1.3 If the i th  dimension of  a r r ay  A is physical  and E i  is the 
subscr ip t  expression, we call PRINT(Ei) and i n s e r t  the returned 
value. 
2. For a l l  o the r  compound nodes we call PRINT recurs ively to  convert the 
descendants and i n s e r t  between them the s t r i n g  representat ion of the 
separators ,  operators,  and delimiters. The latters are stored i n  the 
OP-CODE fields as in teger  codes. The integer  codes are t r ans l a t ed  
i n t o  the operator  representat ion using the a r r ay  KEYS and then 
inser ted.  
3. For atomic nodes we use t h e  var iab le  name either d i r e c t l y  o r  through 
its node number. Loop var iab les  ( subscr ipts  ) are accessed through 
the l e v e l  indicat ion ava i lab le  i n  t h e i r  IDWITH f i e l d  which is used as 
an index t o  the a r r ay  IXX)P-VARS. Function names are re t r ieved  by 
their function number indexing the table FCNAMES. 
7.5 GENIOCD - GENERATING INPUT/OUTPCIT CODE 
GENICX=D is invoked by CODEGEN upon scanning a schedule element 
which corresponds t o  a record node. It  accepts as input the node number 
i n  the schedule element. GENIOCD generates PL/I READ, WRITE, or REWRITE 
statements with the appropriate parameters, based on the a t t r i b u t e s  of  
t h e  f i l e ,  as w e l l  as the cont ro l  code or condition code associated with 
t h e  input/output operation.  
Table  7 .1  sumnarizes the d i f f e r e n t  statements generated by GENIOCD 
for t h e  d i f f e r e n t  cases. Each of the d i f f e r e n t  cases i n  Table 7 .1  shows 
the conditions def ining the case and t h e  statements which are generated 
for the case. The upper case letters represent t h e  part of the ac tua l  
PL/I s t r i n g  being generated, whereas the lower case letters are the 
metanames of t h e  items obtained from t h e  program schedule elements. 
Severa l  p repara to ry  steps are taken  b e f o r e  branching to  the 
d i f f e r e n t  cases. 
1. Def in i t ion  of names: W e  genera te  s e v e r a l  v a r i a b l e  names de r ived  from 
the record  name that w i l l  be used i n  the code. Let  the record name 
be des ignated by rec. 
1.1 If rec is o f  the form 0LD.X or NE3V.X we d e f i n e  recname as 0- 
or NEW-X respec t ive ly .  
1.2 Otherwise we d e f i n e  recname as rec. 
1.3 Recbuf is def ined as recname,S. 
1.4 Recindx is def ined as recname-INDX. 
Consider now the f i l e  which is paren t  to  rec. Iet it be denoted by 
f i l .  
1.5 Set file-name t o  f i l .  
1.6 If f i l  is o f  the form 0LD.X or NEW.X set file-name t o  0- or 
NEW-X r e s p e c t i v e l y  and f i l e - su f f  to  f i l e - n a m e U .  
1.7 Otherwise set f i l e - su f f  to  file-names i f  the fi le is a source  
and to  file-- i f  the f i le  is a t a r g e t .  
1.8 Set eof to  ENDFILESfile-name. 
1.9 Retrieve the keyname a s s o c i a t e d  wi th  the record ,  i f  one exists, 
and a s s i g n  it to  key-name, 
1.10 Set found t o  FOUND$file-name. 
2. I s s u e  the following d e c l a r a t i o n s .  
DCL recbuf CHAR ( l e k d a t ( n )  ) ; 
DCL recindx FIXED B I N  INIT( 1 ) ; 
T h i s  declares a b u f f e r  for the record i n t o  which and o u t  of which the 
infonuat ion w i l l  be read o r  w r i t t e n .  ' L e ~ d a t ( n )  ' here g i v e s  the 
b u f f e r  length .  
3. If the record  is a n  ou tpu t  record, the i n s t r u c t i o n  for moving the 
data f r o m  each field ink0 the record b u f f e r  w i l l  be generated.  
4. If the record is a n  ou tpu t  record and a SUBSET c6nd=tion was 
s p e c i f i e d  for it we enc lose  the code for w r i t i n g  the record  by the 
condi t ion:  
I F  SUBSETSrec THEN W ; 
code 
END ; 
The procedure DO-REC produces the code for reading and w r i t i n g  of 
records. It branches according to  the cases i n  Table 7.1.  
Table 7 . 1  The Various cases o f  program 1/0 con t ro l  
Case 1: An Input Sequent ia l  and Nonkeyed Record. 
The f o l l w i n g  code is produced: 
IF  SFSTfile-suff THEN DO ; 
READ FILE ( f ile-suf f ) INTO ( recbuf ) ; 
SFSTfile-suff a 'O'B ; 
END ; 
ELSE recbuf = f i l e b u f  ; 
recindx = 1 ; 
IF  ^ENDFILESf ile-name THEN 
READ FILE ( f ile-suf f ) INTO ( f i l ebu f  ) ; 
SERRDLBUF = recbuf ; 
The movement of t h e  d a t a  t o  t h e  ind iv idua l  f i e l d s  w i l l  be done i n  
con junct ion w i t h  t h e  nodes corresponding t o  t h e  f i e l d s  ( see 
GENITEM). The next record is always read i n t o  file b u f f e r  so that 
we can unpack t h e  d a t a  for t h e  NEXT record. 
Case 2: Input,  Sequent ia l  and Keyed Record. 
Ensure t h a t  t h e  following r ec l a r a t i ons  have been issued: 
DCL FOUNDSrec BIT( 1 )  ; 
DCL PASSEDSrec BIT( 1 )  ; 
I s sue  now t h e  code: 
FOUNDSrec, PASSEDSrec = '0.8 ; 
DO WHILE( ^ENDFILESf ile-name & ^PASSED$rec ) ; 
READ FILE ( f ile-suf f ) INTO ( recbuf ) ; 
(code for ex t r ac t i ng  the key f i e l d  ) 
IF  keyname = POINTERSrec THEN 
~ ~ m S r e c ,  PASSEDS~~C = a 1 'B ; 
ELSE IF keyname > POINTER$rec THEN 
PASSEDSrec = '1*B ; 
END ; 
recindx = 1 ; 
Case 3: Input,  Nonsequential (ISAM), Keyed record.  
V e r i f y  t h a t  t h e  dec la ra t ion  
DCL FOUNDSrec BIT(1) ; 
has  been issued.  Then i s s u e  t h e  code: 
FOUNDSrec = '1'B ; 
ON KEY ( f i l e - su f f )  FOUNDSrec = ' 0 ' 8  ; 
READ FILE( f ile-suf f ) INTO( recbuf ) 
KEY( POINTERSrec ) ; 
recindx = 1 ; 
Case 4: Output, Sequent ia l  Record. 
I s sue  t h e  following code : 
recindx = 1 ; 
C a l l  PACK procedure to  pack its f i e l d s  i n t o  t h e  record buf fe r .  Then 
i s sue  t h e  code: 
WRITE FILE( f ile-suf f ) m M (  recbuf ) ; 
Case 5: Output, Nonsequential, Keyed and an Update Record (both  NEW and 
OLD spec i f i ed  ) 
I s sue  the following code: 
recindx = 1 ; 
call PACK procedure t o  pack its f i e l d s  i n t o  the record buffer .  Then 
i ssue  the code: 
REWRITE FILE( f ile-suf f ) FIEOM( recbuf ) 
KEY( PO INTERSrec ) ; 
C a s e  6: Output, Nonsequential and Keyed Record. 
Issue the following code: 
recindx = 1 ; 
Call  PACK procedure t o  pack its fields i n t o  the record buf fe r .  Then 
i s sue  the code: 
WRITE PILE( f ile-suf f ) F'ROM( recbuf ) 
KEY(P0INTERSrec) i 
7.6 PACKING AND UNPACKING 
A f t e r  a record is read we unpack its fields from the record bu f fe r  
and place them i n  the respect ive declared s t ruc tu re s .  S imi la r ly  before 
a record is wr i t t en  we pack its f i e l d s  i n t o  the record buf fe r .  The d a t a  
movement is performed by individual  t r a n s f e r s  o f  fields. The t r a n s f e r  
statemants may be inter leaved w i t h  other statements which con t ro l  the 
i t e r a t i o n  over respect ive f i e l d s  * dimensions. The t r a n s f e r  ins t ruc t ions  
f o r  unpacking are generated elsewhere, i n  conjunction with the schedule 
elements associated w i t h  t h e  input f i e l d  nodes. The code for packing an 
output record is generated i n  GENIOCD and inser ted  r i g h t  before  the 
record buf fe r  is t o  be wr i t t en  out .  
7.6.1 PACK - PACKING THE OUTPWC FIELDS 
The procedure PACK is ca l l ed  by GENIOCD i n  the case of  an output record. 
It accepts  a node number (NODES) as input.  I t  checks t h e  type of the 
node NODES. If the node is a field, it calls D 0 - W  t o  generate the 
code for packing, Otherwise, it considers i n  t u r n  each descendant of 
the node NODES. For each descendant D it calls PACKl( D ) recurs ively.  
PAQUr This procedure generates code for padking a node which may or 
may not repeat. 
1. If t h e  node is a repeat ing group or a f i e l d  we g e t  the termination 
c r i t e r i o n  o f  the repe t i t ion .  
1.1 Open a loop: Cal l  procedure GEM)O t o  generate the DO-statement 
for opening the loop. 
1.2 C a l l  the subprocedures PACK t o  i s sue  code f o r  packing a s ing le  
element of  the node. 
1.3 C a l l  procedure GENEND t o  generate t h e  code for terminating the 
loop. 
2. If t h e  node is not  repeating thent 
C a l l  procedure PACK t o  generate the code f o r  packing a l l  the 
cons t i tuen t  members of th is  node. 
DO-F'LD: This procedure is responsible for producing code t o  pack a 
field F i n t o  record buffer .  I t  uses the procedure FIELDPK to  
generate the following code. 
SUBSTR( recbuf , recindx, l ens t r ing  ) = F ; 
recindx = recindx+lenstring ; 
FIELDPK is described fu r the r  be low.  
7 . 6 . 2  GENITEM - UNPACKING THE INPW FIELDS 
This procedure is ca l l ed  t o  generate code f o r  unpacking information 
from an input  buf fe r  t o  an input field. GEN-NODE calls GENITEM upon 
scanning a schedule element of an input  field. GENITEM accepts as input 
t h e  node number i n  the schedule element. The READ statement for reading 
t h e  record t o  a bu f fe r  is generated by GENIOCD when the record node is 
scanned. GENITEM first f inds  f o r  a record R the names of  the input 
buf fe r  RS and the packing counter FUNDX. N e x t ,  GENITEM calls an  
auxiliary procedure FIELDPK, which generates the code f o r  unpacking. 
The GENITEM procedure is as follows: 
1. Determine the name of  t h e  record containing the cur ren t  field. Let 
it be rec. Then we construct  a bu f fe r  name r rec-S and a buf fe r  
index name rec-INDX. Let the field's name be i n  the var iab le  
"f ieldw .
2. If the corresponding field i n  the next record is referenced, then 
call FIELDPK to  unpack t h e  f i e l d  from the f i le  buffer .  
3 .  C a l l  FIELDPK to  generate the code for unpacking the field from the 
record buf fe r  . 
7 . 6 . 3  FIELDPK - PACKING AND UNPACKING FIELDS 
The procedure FIELDPK produces the code f o r  both the packing and 
unpacking operation.  Input parameters are the field nams, buf fe r  name, 
record index name, and a code (CASE) to  ind ica te  whether the field h& a 
NEXT pref ix .  
1. If the length type of the f i e l d  is fixed, i.e. specif ied i n  the da t a  
descr ip t ion  statements, we compute its length d i r e c t l y .  If the 
f i e l d ' s  type is 'C* ,  ' N * ,  o r  *P1 ,  denoting respect ively character, 
numeric o r  p ic ture ,  we take the declared length. Otherwise we w i l l  
compute the length of the field i n  bytes from its declared length and 
type. The s t r i n g  representing t h e  length is stored i n  "lenstring".  
2 .  If the length of the f i e l d  was declared by specifying lower and upper 
bounds we check that there e x i s t s  a cont ro l  var iab le  of t h e  form 
LEN. field f o r  this f i e l d  . If none exists we i s sue  t h e  error message : 
FIELDPK: NO LENGTH SPECIFICATION FOR THE FI-field. 
3. If a LEN. field cont ro l  var iab le  is found we set: 
l ens t r ing  = LEN. field 
The byte-length of t h e  field w i l l  be computed during run t i m e .  
4. I f  the field is an input  f i e l d  we generate the instruct ion:  
UNSPEC( field ) = SUBSTR( rec-S , rec-INDX, l ens t r ing  ) ; 
I f  the same f i e l d  i n  the next record is referred i n  the 
spec i f ica t ion ,  we w i l l  unpack the file buf fe r  to  get the 
corresponding f i e l d  i n  the next record.  For output  f i e l d  we. 
generate  : 
SUBSTR( rec-S , rec-INDX, l e n s t r i n g  ) = UNSPEC( f i e l d  ) ; 
H e r e  "fieldw is the n a m  proper ly  subscripted and " lenst r ing"  is the 
length spec i f i c a t i on .  If the field is of type  'C', the UNSPEC 
q u a l i f i c a t i o n s  w i l l  be omitted. 
5. If the CASE code i nd i ca t e s  that the field name does not  have prefix 
NEXP then  we generate  the following code t o  update the b u f f e r  index: 
rec-INDX = rec-INDX+lenstring ; 
There is no need t o  update recINDX i f  the unpacking is for a NEXT 
prefixed field. 
7 .7  GENERATING THE PROGRAM ERROR FILE 
If a program e r r o r  condi t ion is induced dur ing the execution of the 
generated program, then  an input  record, read dur ing the i t e r a t i o n  
execution when the program error was induced is w r i t t e n  t o  an e r r o r  
file, ERRDRF'. The required code for wr i t ing  the bad input  record t o  the 
error fi le is generated by the rou t ines  CODEGEN and GENIOCD. For 
example, the following PL/I code is included i n  P L l O N  file: 
ON EXROR BEGIN ; 
WRITE FILE( EFtR0R.F ) -( SERRORBUF ) ; 
GO TQ SERFLLAB ; 
, END ; 
A f t e r  the GENIOCD generate  the code t o  read a record from an input  f i le  
it also generates  a s t a t emen t . t o  copy the input  record i n t o  SERROCBUF.. 
7.8 GPLlDCL - GENERATING PL/I DECTARATION 
This procedure generates  the dec l a r a t i ons  for the data nodes 
declared by the user  and those added by the system. As noted 
previously,  some dec la ra t ions  are also generated by other procedures 
dur ing the code generation.  
The main part of  BLlIX=L is as follows: 
1. For each f i le  F i n  the spec i f i c a t i on  ( ava i l ab l e  from the list FILIST) 
call 
DECIARE-STRW3URE( F ) 
t o  dec l a r e  F and a l l  its descendants. 
2. For each node N i n  the spec i f i c a t i on  which is an in te r im va r i ab l e  or 
a c o n t r o l  va r iab le ,  call 
DEcL24Fa-smwc!ruRE( N ) 
3. For each subsc r ip t  which has been used, i s s u e  the dec la ra t ion :  
DCL subname FIXED B I N  ; 
7.8.1 D E ~ S T R U C T U R E  - DECLARING A STRUClZlRE 
This procedure is ca l l ed  by GPLlDCL. The input is a f i le  node 
number. It declares  the e n t i r e  f i le  s t ruc tu re .  It i ssues  the 
declarat ive:  DECLARE, and then proceed to  call XL-STR(N,1 ,0 ) .  
7.8.1.1 =STR(N, LEVEL, SOX) 
This recurs ive procedure produces a declaring-clause for each node 
N i n  the s t ruc tu re .  'LEVEX* is the current  l e v e l  i n  t h e  s t ruc tu re .  SUX 
is a termination c r i t e r i o n  s t a t i n g  whether there is a next node on the 
same l e v e l  (younger brother ) o r  a descendant. 
1. Some Preliminary transfornrations are made on t h e  declared node names. 
1.1 F i l e  names of  the form NEW.F and 0LD.F are modified t o  NEW,F and 
0- respect ively.  
1.2 The group names, record names, o r  f i e l d  names are reduced t o  
their stem ( removing pref ixes  ) . 
2.  For cont ro l  var iab les  the r e su l t i ng  declarat ion is: 
For SIZE, and LEN names r 
. name FIXED BIN, 
while for al l  other names: 
name BIT( 1 ) .  
3. The dec la ra t ion  includes i n  general  t h e  following items: 
LEVEL - The component leve l .  
~ a m e  - The declared name. 
Repet i t ion - The nlmiber of physical  s torage elements. 
Type - The da ta  type. 
The d a t a  type is determined as follows: 
For character fields - CHAR( len ) [VARYING J 
For numeric f i e l d s  - PIC * 99, , . .9 * 
For p i c tu re  fields - PIC 'p ic ture  * 
For fixed binary - B I N  FIXED(len, scale) 
For fixed decimal - DEC FIXED( len , sca le )  
For binary f loa t ing  - BIN FUIAT( len  ) 
For decimal f loa t ing  - DEC PIXIAT( len  ) 
I n  the above * l en  * is the specified o r  defau l t  length for t h e  field . 
The VARYING opt ion is taken i f  the length is specified ( f o r  s t r i n g s )  
by a minimal length and a maximal length. 
Repet i t ion is defined i n  SnrrYP of t h e  node subscr ip t s  of t h e  
f i e l d s .  If an a r ray  dimension is v i r t u a l  we o m i t  the r epe t i t i on  
indicator .  If an array dimension is a window of  width k+l,  the 
r e p e t i t i o n  is set t o  k+l.  Otherwise, t h e  array dimension must be a 
physical  dimension. The node subscr ipt  list of the f i e l d  node is 
scanned, and the r epe t i t i on  ind ica tors  f o r  array dimensions are 
concatenated and put  i n t o  a var iab le  REP. If R is not an empty 
s t r i n g ,  we w i l l  append the s t r i n g  '(REP)' after the declared f i e l d  
name. 
4. For each of the descendants of t h e  node M, call 
DCL-STR( M, LEVEL+l, termination ) recursively.  
7.9 CGSUM - CODE GENERATION CONCLUSION 
CGSUM has the task of concluding the code generation phase. F i r s t ,  
the different f i l e s  with the generated PL/I program (PLlDCL, PLlON, 
PLlEX) are merged into one PL/I f i l e  (PLlPROG) which can be subsequently 
compiled. Secondly, a Code Generation Summary Report is written which 
lists the PL/I program. While the PL/I l is t ing would not be of much use 
t o  the average WDEL user, it is of interest t o  the more sophisticated 
user and can serve the system programmer for insight or debugging of the 
MODEL system. 
BIBLIOGRAPHY 
ADAA 79 
Preliminary ADA Reference Manual. 
SIGPLAN Notices 14(6 ) t P a r t  A, June, 1979. 
ADAB 79 
Rat ionale  f o r  t h e  Design of t h e  ADA Programming 
Language. 
SIGPLAN Notices 14(6):  P a r t  B, June, 1979. 
AHJO 76 
Aho, A.V., and Johnson, S.C. 
O p t i m a l  Code Generation f o r  Expression Trees. 
JACM 23( 3 ) r 488-501, July ,  1976. 
AHJO 77 
Aho, A.V., and Johnson, S.C. 
Code Generation for Expressions wi th  Common 
' Subexpressions . 
JACM 24( 1 ) r 146-160, January, 1977. 
AHU 74 
Aho, A.V., Hopcroft, J. E., and Ullman, J. D. 
The Design and Analysis o f  Computer Algorithms. 
Reading, Mass. , Addison-Wesley, 1974. 
AHUL 78 
Aho, A.V., and Ullman, J . D .  
p r i nc ip l e s  o f  Compiler Design. 
Addison-Wesley, 1978. 
ASWA 77 
Ashcroft,  E.A., and Wadge, W.W. 
Lucid, A Non-procedural Language with I t e r a t i o n .  
CACM 20(7 ) : 519-526, July ,  1977. 
WI 79 
Bauer, J., and Finger, A. 
Tes t  Plan Generation Using Formal Grammars .  
Fourth In t e rna t i ona l  Conference on Software 
Engineering, pp. 425-432. September, 1979. 
BAKA 76 
Barstow, D.R., and Kant, E. 
Observations on t h e  In t e r ac t i on  Between Coding and 
Eff ic iency Knowledge i n  t h e  PSI Program 
Synthesis System. 
Second In t e rna t i ona l  Conference on Software 
Engineering, pp. 19-31. October, 1976. 
BOKP 76 
Bobillier, P. A,,  Kahan, B. C.,  and Probst ,  A. R. 
Simulation wi th  GPSS and GPSS V. 
Prentice-Hall,  1976. 
BRSE 76 
Bruno, J. , and Se th i ,  R. 
Code Generation for a One-Register Machine. 
JACM 23( 3 ) :502-510, July ,  1976. 
BUDA 77 
Bur s t a l l ,  R. M., and Darlington, J. 
A Transformation System for Developing Recursive 
Programs. 
JACM 24(1):44-67, January, 1977. 
CEITH 79 
Cheatham, T. E., Townley, J. A., and Holloway, G. 8. 
A System for Program Refinement . 
Fourth In t e rna t i ona l  Conference on Software 
Engineering, pp. 53-62. September, 1979. 
CHKP 81 
Cheatham, T. E., H o l l o w a y ,  G. H., and Townley, J. A. 
Program Refinement by Transformation. 
F i f t h  In t e rna t i ona l  Conference on Software 
Engineering, pp. 430-437. March, 1981. 
DAMN 70 
D a h l ,  0. J., Myhrhaug, B., and Nygaard, K. 
The SIMJXA 67 Comnon Base Language. 
Publ icat ion S-22, Norwegian Computing Center, O s l o ,  1970. 
DAVI 79 
Davis, A., 'et al. 
RLP: An Automated Tool f o r  the Automatic Processing 
of Requirements. 
Proceedings o f  COMPSAC 1979, pp. 289-299. 
DAVI 80 
Davis, A. 
Automating t h e  Requirements Phase: Benef i ts  t o  
La te r  Phases o f  t h e  Software Life-Cycle. 
Proceedings of COMPSAC 1980, pp. 42-48.? 
FELD 72 
Feldman, J.A. 
Automatic Programming. 
Technical  Report STAN-CS-72-255, Stanford Universi ty,  
February, 1972. 
GEMS 77 
Geschke, C.M., Morris, J . H . ,  and Sa t te r thwai te ,  E.H. 
Ear ly  Experience wi th  MESA. 
CACM 20( 8 ) : 540-553, August, 1977. 
GOKH 81  
Gokhale, M. 
D a t a  Flow Analysis  o f  Non-procedural Spec i f ica t ions ,  
Proposal  for PhD research. Universi ty o f  
Pennsylvania, Ju ly ,  1981. 
80 
Graham,  S. L. 
 able-Driven Code Generation. 
IEEE Computer, 13( 8 ) : 25-34, August, 1980. 
GREB 81  
Greenburg, R. 
Simultaneous Equations i n  t h e  MDDEL system with an 
Application t o  Econometric Modelling 
Master Thesis, Universi ty o f  Pennsylvania, October, 1981. 
GREE 69 
Green, C. 
Application o f  Theorem Proving to  Problem Solving. 
F i r s t  J o i n t  Conference on A r t i f i c i a l  Inte l l igence,  
pp. 219-239. 1969. 
GREE 77 
Green, C. 
The ,Design of t h e  PSI Program Synthesis  System. 
Second In t e rna t i ona l  Conference on Software 
Engineering, pp. 4-18. IEEE Press,  October, 1976. 
HHKW 77 
Hamner, M., Howe, W.G., Kruskal, V.J., 
and. Wladawsky , I. 
A Very High Level Programming Language f o r  Data 
Processing Applications.  
CACM 20( 11 )  : 832-840, November, 1977. 
IVER 62 
Iverson, K.E. 
A Programming Language. 
W i l e y ,  New York, 1962. 
KESC 75 
Kennedy, K., and Schwartz, J. 
An Int roduct ion t o  t h e  S e t  Theoret ical  Language 
SETL. 
Comp. and Maths with Appls, V o l .  1, pp. 97-119. 
Perqamn Press ,  1975. G r e a t  B r i t a in .  
KKPL 81  
Kuck, D. J., Kuhn, R. H.,  Padua, D. A.,  
and Wolfe, M. 
Dependence Graphs and Compiler Optimizations 
I n  Proceedings of  t h e  ACM National  Conference, 
Pages 207-218. A m ,  1981, 
LCHN 80 
Leveret t ,  B. W., C a t t e l l ,  R. G.,' Hobbs, S. O., 
N e w c o m e r ,  J. M., miner, A. H., Schatz, B. R., 
and Wulf, W. A. 
An Overview o f  the Production-Quality-Cony,iler- 
Compiler Pro jec t  . 
IEEE Computer, 13( 8 ) : 38-49, August, 1980. 
LEWA 74 
Lee, R. C .T. , and Waldinger, R. J. 
An Inrproved Program Synthesis  Algorithm and its 
Correctness.  
CACM 17( 4):  211-217, April, 1974. 
LSAS 77 
Liskov, B., Snyder, A , ,  Atkinson, R., 
and Shaf f e r t ,  C. 
Abstraction Mechanisms i n  CLU. 
CACM 20( 8 ) : 564-574, August, 1977. 
LYNC 69 
Lynch, H. 
ADS: A Technique i n  System Documentation. 
Database, 1, 1 (Spring 1969), pp. 6-18. 
MANN 71  
Manna, 2. 
Toward Automatic Program Synthesis .  
CACM 14(3):  151-165, March, 1971. 
Mcm 77 
McCune, B.P. 
The PSI Program Model Builder: Synthesis  of V e r y  
High-Level Programs. 
SIGPLAN N o t i c e s  12( 8 ) : 130-138, August, 1977. 
NUKO 76 
Nunamaker, J.F., and Konsynski, B.R. 
Computer-~ided Analysis and Design o f  Information 
System. 
C A a  19( 12 ) : 67P687, December, 1976. 
NUNA 71 
Nunamaker , J . F . 
A Methodology for t h e  Design and Optimization o f  
Information Processing Systems. 
SJCC, pp. 283-294, AE'IPS Press ,  1971. 
PARN 72 
Parnas, D.L. 
On t h e  C r i t e r i a  to  be Used i n  Decomposing Systems 
i n t o  Modules. 
CACM 15( 12 ) : 1053-1058, December, 1972. 
PHIL 77 
P h i l l i p s ,  J . V. 
Program Inference from Traces Using Multiple 
Knowledge Sources. 
F i f t h  J o i n t  Conference on Artificial Intel l igence,  
pp. 812. August, 1977. 
PNPR 80 
Pnueli ,  A, and Prywes, N. 
Operations on Arrays and Data Structures .  
Technical Report, MCS-79-0298, University of 
Pennsylvania, 1980. 
PNPR 81 
Pnueli,  A, and Prywes, N. 
Dis t r ibuted Processing i n  t h e  MODEL System with an 
Application t o  Econometric Modelling. 
Technical Report, MCS-79-0298, University of 
Pennsylvania, 1981. 
RAMI 73 
R a m i r e z  , J .A. 
Automatic Generation of Data Conversion Programs 
Using A Data Defini t ion Language. 
PhD t h e s i s ,  University of  Pennsylvania, 1973. 
R I N  76 
Rin, N.A. 
Automatic Generation of Data Processing Programs 
from a Non-procedural Language. 
PhD t h e s i s ,  University of Pennsylvania, 1976. 
SANG 80 
Sangal, R. 
Modularity i n  Non-procedural Languages Through 
Abstract Data Types. 
PhD thes i s ,  University of  Pennsylvania, July,  1980. 
SCAN 72 
Schneck, P. B.,  and Angel, E. 
FORTRAN t o  FORTFfAN Optimizing Compiler. 
The Computer Journal ( B r i t i s h  Cosaputer Society) 
16( 4 )  r 322-329, 1972. 
SCH 75 
Schwartz , J . T . 
Optimization of V e r y  High Level Languages-I. 
Journal  of  Computer Languages, V o l .  1, pp. 161-194. 
Pergamon Press,  1975. Northern Ireland. 
SCHA 73 
Schaefer, M. 
A Mathematical Theory of  Global Program 
Optimization. 
Prentice-Hall, New Jersey, 1973. 
saw 75 
Schwartz, J. T. 
Optimization of  Very High Level Languages-11. 
Journal  of Computer Languages, V o l .  1, pp. 197-218. 
Pergamon Press,  1975. Northern Ireland. 
SHAS 78 
Shastry, S. 
Ver i f ica t ion  and Correction of Non-procedural 
Specif icat ion i n  Automatic Generation of  
Program. 
PhD thesis, University of Pennsylvania, 1978. 
SPlM 77 
Szolovi ts ,  P., Hawkinson, L., and Martin, W. 
An Overview of OWL, A Language f o r  Knowledge 
Representation. 
Technical Report MI'JFLCS494-86, MIT, June, 1977. 
WALE 69 
Waldinger, R.J . ,  and Lee, R.C.T. 
PROW: A Step Towards Automatic Program Writing. 
F i r s t  J o i n t  Conference on Artificial Intel l igence,  
pp. 241-252. 1969. 
WEGN 79 
Wegner, P. 
Research Directions i n  Software Technology. 
MIT Press ,  1979. 
