addition, some other issues in standard SCT such as observability [12] and nonblocking [16] remain yet to be addressed in our framework.
I. INTRODUCTION
The continuous and discrete Riccati equations are usually utilized to solve optimal control, robust control, and filter design problems. In practice, solution bounds of these equations can give rough estimates before actually solving them and can as a check of whether the solution techniques for them actually resulted in valid solutions. Besides, solution bounds of these equations can also be applied to treat many problems such as stability analysis or stabilization for perturbed systems subjected to time delay(s) [21] , [25] , determination of the size of the estimation error for multiplicative systems [15] , [16] , as well as analytical and synthetic problems involving this equation [22] . Therefore, during the past two decades, a number of works have been presented for deriving the solution bounds of these equations [2] - [4] , [6] - [9] , [11] - [20] , [23] , [24] , [26] , [27] . Of those results, matrix bounds can offer all eigenvalue bounds including extreme eigenvalues, summation, trace, product, and determinant bounds and hence are the most general findings. However, surveying the literature, it seems that all proposed upper matrix bounds for the continuous algebraic Riccati equation (CARE) have to assume the matrix BB T is nonsingular [18] - [20] .
This assumption is strong. Therefore, this note develops two new upper matrix bounds to improve this drawback. It is not necessary to assume BB T is nonsingular for these results. Iterative procedures are also given to derive more precise bounds. We also demonstrate the merit of the present schemes via a numerical example.
The following symbol conventions are used in this paper. Symbol < denotes the real number field. A > () B means matrix A 0 B is positive (semi)definite; i(A) denote the ith eigenvalue of a symmetric matrix A for i = 1; 2; . . . ; n whereas i (A) are arranged in the nonincreasing order (i.e., 1(A) 2(A) 111 n(A)). (A) denotes the matrix measure of a matrix A 2 R n2n and Re((A)) is the real part of an eigenvalue of A. Furthermore, the identity matrix with appropriate dimensions is represented by I.
II. MAIN RESULTS

Consider the CARE
P A + A T P 0 P BB T P = 0Q
(1) where A 2 < n2n represents a constant matrix, T denotes the transpose, Q 2 < n2n is a given positive-semidefinite matrix, the matrix P 2 < n2n is the unique positive-semidefinite solution of the i+j01(A + B)j(A)+i(B); i+j n+1 and 1 i; j n: (2) Utilizing this lemma and some linear algebraic techniques, upper matrix bounds of the solution of the CARE (1) are derived as follows. 
then P has the upper bound
where the matrix V and the positive constant ', respectively, is defined
Proof: By the virtue of the matrix identity P BB T P = (P 0 I)BB T (P 0 I) +P BB T + BB T P 0 2 BB T ; (7) the CARE (1) becomes
Furthermore, due to the following equality:
where the matrix V is defined by (5) and (8) can be rewritten as 01 : (11) Substituting the relation P 1 (P )I into (11) yields
The application of (2) to (12) The upper bound (4) is obtained by substituting (17) into (12) . This establishes the theorem. According to Theorem 1, we can propose the following corollary. Corollary 1: An iterative procedure for obtaining more precise upper matrix bounds for the CARE (1) is shown as follows.
Procedure 1:
Step 1: Set .
Step 2: Calculate
T +Q V 01 k = 1; 2; . . . : (18) Then are also upper bounds of the solution of the CARE (1).
Proof: Setting k = 1 in (18) 
where the relations (3) and (6) are used. Substituting (21) into (20) yields
Now assume P k01 P k02 . Then
By the inductive method, one can conclude that P k P k01 111 P 1 P 0 .
Furthermore, we also obtain a different upper bound as follows.
Theorem 2:
If there exists a positive constant such that the condition (3) holds, then the solution P of the CARE (1) satisfies
P V 0T ['(V +2I) T (V +2I)+2(Q+
BB
T )]V 01 P u2 (24) where ' > 0 is defined by (6) .
Proof: If the condition (3) holds, then using the following transformation [5]:
A (V + 2I)V 01 (25) the (8) 
where (2) Substituting (30) into (27) results in the bound (24) . From Theorem 2 and in light of Corollary 1, we also propose the following result.
Corollary 2: The following procedure can obtain more precise upper bounds for the CARE (1).
Procedure 2:
Step 2: Calculate (4) is tighter than (24) . Otherwise, if '(V T +V +2I)+ 2 BB T +Q 0,
then (24) is sharper than (4). Remark 2: Recently, the following result for the CARE (1) has been proposed in [20] 
where the positive-definite matrix R1 is selected such that
In [20] , it is showed that, with appropriate choices of R 1 , the bound (31) is tighter than parallel results proposed in [18] and [19] and the corresponding eigenvalue bounds are sharper than the majority of previous bounds. To simplify the calculation of (31), simple choices of R1 are also given in [20] . We re-list those choices in Table I . It is noted that, for all previous upper matrix bounds, BB T must be assumed to be nonsingular. This assumption is strong. However, it is obvious that if BB T is nonsingular, there must exits some positive constant such that the condition (3) holds and hence the bounds (4) and (24) always exist. When BB T is singular, the obtained results are still valid if (3) is satisfied. This means the strong assumption is improved. Furthermore, we find that the tightness between the presented bounds and those existing results cannot be compared by any mathematical method. However, they can give a supplement to each other.
Remark 3:
In [21] , the upper bound of the solution of the CARE was utilized to derive a stabilizability condition and a state feedback controller for perturbed time-delay systems. An interesting consequence is 
Procedure 3:
Step 1: Set be a sufficient small positive constant and be an appropriate positive constant.
Step 2: Calculate , .
Step 3: If for all , then the condition (3) is met and stop this procedure; otherwise, set and go Step 4.
Step 4: If is sufficient large, then stop and give up this procedure; otherwise, go to Step 2. Since the matrix BB T is singular, all upper matrix bounds proposed in [18] - [20] cannot work for this case. However, let = 1, it is seen A T + A 0 2BB T = 06:42 00:9 00:76 00:9 06:0 00:2 00:76 00:2 07:28
Therefore, the bounds of Theorems 1 and 2 can work. By using MATLAB, the upper matrix bounds for the solution P are estimated as For this case, it is seen that Pu2 < Pu1. For this case, it is also found that P u2 < P u1 . Furthermore, we try all choices of R1 proposed in the Table I for Pu3 and find that Pu2 < Pu3 and i(Pu1) < i(Pu3) for all i. This means that the bound (24) should be a better estimation for this case. Furthermore, via Procedures 1 and 2, we can obtain P k < Pu2 for k 2 and P k < Pu2 for k 1, respectively. Obviously these procedures can indeed obtain more precise bounds.
III. CONCLUSION
New upper matrix bounds of the solution of the CARE are proposed. We also give two iterative procedures to obtain more precise bounds. Comparing to existing bounds, all the present results are less restrictive. Via an illustrative example, we also demonstrate the merit of the present schemes.
