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Abstract
We present a technique to map an electronic model with local interactions (a
generalized multi-orbital Hubbard model) onto an effective model of interacting
classical spins, by requiring that the thermodynamic potentials associated to
spin rotations in the two systems are equivalent up to second order in the ro-
tation angles, when the electronic system is in a symmetry-broken phase. This
allows to determine the parameters of relativistic and non-relativistic magnetic
interactions in the effective spin model in terms of equilibrium Green’s func-
tions of the electronic model. The Hamiltonian of the electronic system in-
cludes, in addition to the non-relativistic part, relativistic single-particle terms
such as the Zeeman coupling to an external magnetic fields, spin-orbit coupling,
and arbitrary magnetic anisotropies; the orbital degrees of freedom of the elec-
trons are explicitly taken into account. We determine the complete relativistic
exchange tensors, accounting for anisotropic exchange, Dzyaloshinskii-Moriya
interactions, as well as additional non-diagonal symmetric terms (which may
include dipole-dipole interaction). The expressions of all these magnetic inter-
actions are determined in a unified framework, including previously disregarded
features such as the vertices of two-particle Green’s functions and non-local
self-energies. We do not assume any smallness in spin-orbit coupling, so our
treatment is in this sense exact. Finally, we show how to distinguish and ad-
dress separately the spin, orbital and spin-orbital contributions to magnetism,
providing expressions that can be computed within a tight-binding Dynamical
Mean Field Theory.
Keywords: Magnetism in strongly correlated systems; Anisotropic exchange
interaction; Dzyaloshinskii-Moriya interaction; Green’s functions; Orbital
properties.
Email addresses: a.secchi@science.ru.nl (A. Secchi), andrea.secchi@gmail.com (A.
Secchi)
Preprint submitted to Elsevier October 11, 2018
1. Introduction
Establishing a rigorous connection between magnetic and electronic descrip-
tions of condensed matter systems is a challenging problem [1], whose formal
statement can be formulated as follows: Given a physical system described by
means of a completely known electronic Hamiltonian, what is the spin Hamil-
tonian (supposing that it exists) that most closely reproduces the spectral and
dynamical features of the system?
The answer to this important question is, of course, far from being straight-
forward. It is well known, e.g., that the spectrum of the lowest energy band of
the single-orbital Hubbard model at half filling with nearest-neighbour hopping
T and strong on-site Coulomb repulsion U can be effectively represented in terms
of the antiferromagnetic quantum Heisenberg Hamiltonian, as follows from per-
turbation theory in small |T | /U . Dynamics of the electronic system, however,
may involve hopping transitions via intermediate higher bands, which are not
captured in the Heisenberg Hamiltonian alone, as well as real hopping processes
become relevant at other electronic fillings (as a first correction, one should con-
sider the T -J model [2]). A non-Heisenberg character of magnetic interactions
in itinerant systems was explicitly demonstrated, e.g., for the narrow-band Hub-
bard model on the Bethe lattice beyond half filling [3]. The problem gets much
more complicated if one attempts to map more realistic electronic systems to
magnetic models: for example, the natural extension of the single-orbital Hub-
bard model is the multi-orbital Hubbard model [4–8], which includes more than
just one orbital per site, being a more appropriate description of relevant sys-
tems such as d and f materials. Moreover, when both spin and orbital degrees
of freedom of the electrons are taken into account, their interplay gives rise to
relativistic interactions such as spin-orbit coupling and anisotropies [9].
When no smallness in some characteristic energy parameters of the system
can be assumed (such as |T | << U in the Hubbard model), the parameters
describing the magnetic interactions in an electronic system can be defined by
imposing the equivalence between the response to spin rotations of a quantity
characterizing the system and the analogous response computed for a reference
classical spin model [1]. In the case of symmetry-broken phases, the quantity
which is generally considered is the thermodynamic potential [10–12] computed
for an out-of-equilibrium state or statistical superposition, that is, either a pure
state which is not an eigenstate of the electronic Hamiltonian, or a statistical
superposition of eigenstates whose weights do not depend only on their ener-
gies (which would be the case for the Boltzmann distribution, with weights
Wn(β) = e
−βEn/Z, where En is the eigenenergy of state n, β is the inverse tem-
perature and Z is the partition function). The idea of using a symmetry-broken
state is similar in spirit to the Higgs mechanism: we need first to solve the non-
perturbative many-body problem and find the local moments (massive Higgs
fields) and then use the information contained in the single-particle Green’s
functions and the vertex functions to find perturbatively the soft modes related
with exchange interactions. It has been shown that the expressions for the ex-
change parameters obtained by applying this approach in the non-relativistic
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case, within the framework of time-dependent density functional theory in the
adiabatic approximation, provide an accurate expression for the spin-wave stiff-
ness [13], while the computation of static properties requires the introduction
of constraining magnetic fields to equilibrate the non-equilibrium spin config-
uration [14, 15]. However, the corresponding corrections to the exchange pa-
rameters [15] are small in the adiabatic approximation, that is, when typical
magnon energies are small in comparison with the Stoner splitting [13]. This
justifies our approach. In the non-relativistic case, we have recently extended
the treatment of Ref.[10] to systems driven explicitly out of equilibrium by time-
dependent external electric fields, by considering the potential arising from the
non-equilibrium Kadanoff-Baym partition function [16] (in Refs.[10–12, 16] the
electronic system was modelled by means of the multi-orbital Hubbard model).
Making a mapping to a classical spin model means that the target of the
mapping is a Hamiltonian involving a set of interacting unit vectors ei, which
can rotate in space as classical vectors, their components varying in a continuous
domain. These vectors can be called classical spins, and our goal is to determine
the coefficients of their interactions. It should be noted that these effective
parameters include information related to the magnitudes of the local spins,
since this is not included into the unit vectors ei.
Unfortunately, the most correct spin model to be used for the mapping with
a given electronic system may include interactions between up to an arbitrary
number of spins, which is not known a priori. In practice, it is generally as-
sumed that the most relevant magnetic parameters are the external magnetic
field, which couples linearly with the spins, and the spin-spin pair interactions,
quantified by the 3× 3 exchange tensors Hij (one for each pair of spins labelled
by i and j). In the non-relativistic case, the exchange tensors are proportional
to the identity matrix, Hij → Jij1, where Jij is the non-relativistic (isotropic)
exchange parameter. In the relativistic case, the exchange tensors are general
matrices which include anisotropic exchange, Dzyaloshinskii-Moriya, and other
(symmetric) pair interactions [9]. It should be remarked that higher-order in-
teractions such as bi-quadratic exchange have been suggested to be relevant for
materials such as MnO [17], CuO2 plaquettes [18], pnictide superconductors
[19], and models such as spin ladders [20].
However, in this work we will show that the thermodynamic potential un-
der small spin rotations of a rather general relativistic electronic system in a
broken-symmetry phase is equivalent to that of a quadratic spin model with a
general 3 × 3 exchange tensor, if the equivalence is required up to the second
order in the rotation angles. We will prove this by determining the complete
quadratic exchange tensor, which up to now was determined only in the non-
relativistic case [10, 11] or limited to the Dzyaloshinskii-Moriya interaction in
the relativistic case [12]. In addition to that, we will remove two uncontrolled
approximations that were previously adopted [10, 11], namely neglecting the
vertices of two-particle Green’s functions and neglecting non-local components
of the self-energies. The electronic model that we will consider has a completely
general single-particle Hamiltonian, including terms such as the Zeeman cou-
pling between the magnetic field and the electronic spins, local and non-local
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spin anisotropies and spin-orbit couplings, in addition to the non-relativistic
hopping. We emphasize that no smallness will be assumed in any of the single-
particle terms, so that relativistic terms are accounted for in a non-perturbative
way. We will adopt the only simplification of assuming that the interaction
Hamiltonian is rotationally invariant (in the same spirit as what was done in
the previous literature [10–12, 16]). The electronic model is then a relativis-
tic multi-orbital Hubbard model. Moreover, in this work we will consider also
the contributions to magnetic interactions due to the orbital degrees of free-
dom of the electrons, and we will show how to distinguish them from the usual
contributions due to the intrinsic spin-1/2.
While the original approach of Ref.[1], based on the non-relativistic multi-
scattering formalism within density-functional theory, was recently extended to
account for relativistic interactions [21, 22], our approach here is different, since
we apply a consistent many-body treatment of the multi-band Hubbard model,
including both relativistic and non-relativistic effects on equal footing, as well
as fully including contributions to magnetism due to orbital and intrinsic spin
of the electrons (i.e., we do not assume that the orbital moment is frozen).
This Article is structured as follows. In Section 2 we introduce our reference
electronic Hamiltonian, specifying the model and the notation; in Section 3 we
explain our procedure to probe the response of the electronic system to rota-
tions of the spin quantization axes; in Sections 4 and 5 we derive the effective
rotational action of the electronic system for small deviations from the initial
directions of the quantization axes; in Section 6 we derive the effective potential
for static spin rotations applied to the electronic Hamiltonian; in Section 7 we
derive the analogous effective potential for a model of classical spins, and we
derive a set of equations connecting the parameters of the spin model to Green’s
functions of the electronic model, which allows to identify the magnetic param-
eters; in Section 8 we solve the system in the general relativistic case (for ease
of reference, the resulting formulas are summarized in Section 8.3); in Section
9 we consider the spin-1/2 single-orbital Hubbard model in the non-relativistic
regime, establishing correspondence with the previous literature; in Section 10
we show how to study separately the spin, orbital, and spin-orbital contributions
to magnetism, providing the explicit expressions of the respective contributions
to all the magnetic parameters determined in Section 8; in Section 11 we sum-
marize our results and mention possible future developments. In Appendix A
we discuss the condition for the rotational invariance of the interaction, which is
the initial hypothesis of this work, while in Appendix B we provide some details
related to one of the key quantities contributing to the magnetic parameters.
2. The electronic Hamiltonian
The Hamiltonian of a general electronic system is written as
Hˆ ≡ HˆφT + Hˆ
φ
V , (1)
where HˆφT and Hˆ
φ
V are, respectively, the single-particle and interaction Hamil-
tonians.
4
2.1. Single-particle Hamiltonian
The single-particle Hamiltonian reads:
HˆφT =
∑
1,2
φˆ†1T
1
2 φˆ
2, (2)
where 1 ≡ (a1, n1, l1, S1,M1) is a collective index including all the indexes and
quantum numbers that specify an atomically-localized (Wannier) single-electron
state. Namely, a is the atomic index, n is the orbital shell quantum number,
l is the quantum number of the square orbital angular momentum lˆ2, S is the
quantum number of the square total angular momentum Sˆ2, with Sˆ = lˆ + sˆ
(obviously s = 1/2), andM ∈ {−S,−S+1, . . . , S−1, S} is the total third com-
ponent of the total angular momentum. It is convenient to group the indexes
(a, n, l) by introducing the orbital index o1 ≡ (a1, n1, l1) and the magnetic mo-
ment index i1 ≡ (o1, S1) ≡ (a1, n1, l1, S1). Angular momenta associated with a
single-electron state are measured in a reference frame centered on its respective
site, with a i-specific quantization axis ri ≡ uz(i) (we will employ one of the two
notations from case to case). The corresponding reference frame is then speci-
fied by the right-handed triple of unit vectors [ux(i),uy(i),uz(i)]. For a given
orbital index o1 ≡ (a1, n1, l1) there are of course two possible magnetic moment
indexes i±1 ≡ (a1, n1, l1, l1 ± 1/2) if l1 > 0, or only one, i1 ≡ (a1, n1, 0, 1/2) if
l = 0. For l1 > 0, the two fields specified by i
±
1 have the same quantization axis,
which defines the common orbital angular momentum and hence their common
quantum number l1. In the following, for brevity we will refer to the individual
magnetic moments as spins, so we will say, e.g., that i is a spin index.
We also emphasize that, in the present formulation, the quantization axes ri
can be chosen arbitrarily, and in particular they may be different for each spin.
As we will discuss later, for the purposes of the mapping to the classical spin
model one should let ri coincide with the direction of the expectation value of the
i-th local magnetic moment in the reference symmetry-broken non-equilibrium
state. The fact that the ri vectors are not restricted to be parallel allows us to
treat the non-collinear regime.
Equation (2) can be written more explicitly as
HˆφT =
∑
o1,S1,M1
∑
o2,S2,M2
φˆ†o1,S1,M1T
o1,S1,M1
o2,S2,M2
φˆo2,S2,M2 . (3)
It is convenient to define the spinors
φˆ†i1 ≡ φˆ
†
o1,S1
≡
(
φˆ†o1,S1,S1 , φˆ
†
o1,S1,S1−1
, . . . , φˆ†o1,S1,−S1+1, φˆ
†
o1,S1,−S1
)
, (4)
and accordingly we write
HˆφT =
∑
o1,S1
∑
o2,S2
φˆ†o1,S1 · T
o1,S1
o2,S2
· φˆo2,S2 =
∑
i1
∑
i2
φˆ†i1 · T
i1
i2
· φˆi2 , (5)
where T o1,S1o2,S2 is a matrix in angular momentum space. Note that φˆ
†
o1,S1
has (rows
× columns) dimensions 1× (2S1+1), T
o1,S1
o2,S2
has dimensions (2S1+1)× (2S2+
5
1), and φˆo2,S2 has dimensions (2S2 + 1) × 1 in angular momentum space. In
particular, it must be noted that the matrix T o1,S1o2,S2 is not square but rectangular
if S1 6= S2.
Example: Zeeman Hamiltonian
The single-particle Hamiltonian that we are considering is the most general
one: by specifying the form of the matrix T o1,S1o2,S2 one can obtain any single-
electron term, including of course relativistic contributions in addition to the
standard kinetic hopping. We give two examples. First, we consider the Zeeman
Hamiltonian arising from a position-dependent magnetic field Ba coupling with
electronic magnetic moments as
HˆZeeman = µB
∑
o,S
glSBa · Sˆ
φ
oS , (6)
where o = (a, n, l), µB = |e| /(2mc) for ~ = 1 (as we assume throughout this
Article), glS is the electron g-factor, and
SˆφoS ≡ Sˆ
φ
i =
S∑
M,M ′=−S
φˆ†o,S,M (SoS)
M
M ′ φˆ
o,S,M ′ ≡ φˆ†i · Si · φˆ
i (7)
is the angular momentum operator associated with the spin i; SoS = Si is the
angular momentum matrix of dimension 2S + 1 and quantization axis uz(i).
This Zeeman term can be obtained in our formalism by specifying a part of the
single-particle matrix T as:
(TZeeman)
o1,S1,M1
o2,S2,M2
= δo1o2δ
S1
S2
µBgl1S1Ba1 · (So1S1)
M1
M2
. (8)
Example: atomic spin-orbit Hamiltonian
The second relativistic example that we consider is the Hamiltonian for
atomic spin-orbit coupling,
Hˆat.SOC =
∑
a1,n1
∑
l1,S1,M1
∑
l2,S2,M2
φˆ†a1n1l1S1M1ξa1n1 (l · s)
l1,S1,M1
l2,S2,M2
φˆa1n1l2S2M2
=
∑
1
φˆ†1
1
2
ξa1n1
[
S1(S1 + 1)−
3
4
− l1(l1 + 1)
]
φˆ1, (9)
where we have used lˆ · sˆ =
(
Sˆ2 − sˆ2 − lˆ2
)
/2 and s = 1/2. The corresponding
single-particle Hamiltonian matrix is then
(Tat.SOC)
1
2 ≡ δ
1
2
1
2
ξa1n1
[
S1(S1 + 1)−
3
4
− l1(l1 + 1)
]
. (10)
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Local single-electron Hamiltonian: magnetic field and local magnetic anisotropy
The general form of the local single-electron Hamiltonian can be specified as
T iMiM ′ ≡ Eiδ
M
M ′ + µBgiBi · (Si)
M
M ′ +A
iM
iM ′ , (11)
where we have included theM -independent energy eigenvalue Ei and a Zeeman
term as given in Eq.(8). The last term in Eq.(11), denoted as AiMiM ′ , originates
from crystal field effects and can be considered as a single-site contribution to
the magnetic anisotropy. For example, for the case of quadratic spin anisotropy
(AQ)
iM
iM ′ =
(
Si ·Ai · Si
)M
M ′
. We note that here (and in the following) we use
the term local referring to a fictitious lattice where each site corresponds to one
spin, labelled by i. This concept of locality may not correspond to locality in
position space (i.e., there can be more than one spin associated with a single
atom constituting the lattice in position space).
2.2. The interaction Hamiltonian
The interaction Hamiltonian is generally written as
HˆφV ≡
1
2
∑
1,2,3,4
φˆ†1φˆ
†
2V
1,2
3,4 φˆ
3φˆ4, (12)
where
V 1,23,4 ≡
∫
dv(x)
∫
dv(x′)ψ∗1(x)ψ
∗
2(x
′)V (x− x′)ψ3(x
′)ψ4(x). (13)
While we have chosen the single-particle Hamiltonian to be the most general
one, we assume that the interaction Hamiltonian is invariant under rotation of
the electronic quantization axes ri defined for each orbital. In particular, we
consider an intra-site (Hubbard) interaction. A more precise formalization of
this requirement will be given in the next Section.
3. Rotation of the spin quantization axes
3.1. Rotation operator
We define the rotation operator for the quantization axis of the i-th individ-
ual spin as:
Ri ≡ e
iδϕi·Si , (14)
where the individual rotation parameter is
δϕi ≡ θiui, (15)
where ui is a unit vector and θi is the azimuthal angle of rotation.
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In the initial Hamiltonian we change the basis according to the spinor trans-
formation
φˆ†i1 ≡ ψˆ
†
i1
·R†i1 ,
φˆi2 ≡ Ri2 · ψˆ
i2 . (16)
To understand the meaning of the transformation (16), we note that the expec-
tation value of the angular momentum on a state of one φ fermion is:〈
0
∣∣∣φˆi,M Sˆφi φˆ†i,M ∣∣∣ 0〉 = (Si)MM =Mri =Muz(i), (17)
where Sˆφi is given by Eq.(7); the expectation value of the same operator on a
state of one ψ fermion, instead, is given by:〈
0
∣∣∣ψˆi,M Sˆφi ψˆ†i,M ∣∣∣ 0〉 = [R†i · Si · Ri]M
M
, (18)
whose direction is therefore specified by the rotation operators, and in particular
may be not parallel to uz(i). If we expand Eq.(18) in powers of small θi up to
the second order, we obtain:〈
0
∣∣∣ψˆi,M Sˆφi ψˆ†i,M ∣∣∣ 0〉 ≈M [ri + ri × δϕi − 12ri (δϕi)2 + 12δϕi (δϕi · ri)
]
≡Mei. (19)
The rotated quantization axis ei satisfies ei · ei = 1, i.e., it is a unit vector for
any δϕi (to the specified order). Therefore, we need only two variables (θi, ϕi)
to specify it completely, which are the polar angles with respect to the initial
quantization axis ri ≡ uz(i), which means that one of the three components of
δϕi is redundant. To determine the necessary and sufficient set of variables, we
impose
ei ≡ ux(i) sin(θi) cos(ϕi) + uy(i) sin(θi) sin(ϕi) + uz(i) cos(θi)
≈ ux(i)θi cos(ϕi) + uy(i)θi sin(ϕi) + ri
(
1−
(θi)
2
2
)
. (20)
where in the last line we have kept up to second-order terms in θi. Recalling
Eq.(15) and comparing Eqs.(19) and (20), we see that
ri × δϕi +
1
2
δϕi (δϕi · ri) = ux(i)θi cos(ϕi) + uy(i)θi sin(ϕi). (21)
The RHS of Eq.(21) is of first order in θi, while the term
1
2δϕi (δϕi · ri) on the
LHS is of second order. Therefore, we need to impose δϕi ·ri = 0. From Eq.(21)
we then determine δϕi uniquely as:
δϕi ≡ θi [sin(ϕi)ux(i)− cos(ϕi)uy(i)] . (22)
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Example: Spin-1/2 rotations
In the particular case of S = 1/2, we have (exactly)
Ro,1/2 = cos(θo/2) + i sin(θo/2)uo · σ(o)
= cos(θo/2) + i sin(θo/2) [sin(ϕo)σx(o)− cos(ϕo)σy(o)] , (23)
where σ(o) is the vector of Pauli matrices expressed in the reference frame of
orbital o. This choice is appropriate for studying systems without orbital degrees
of freedom, such as the single-band Hubbard model, or if one is interested only
in the exchange couplings due to the intrinsic spins of the electrons [16]. Here
we consider the more general case of arbitrary magnetic moments Sˆφi = lˆ
φ
i + sˆ
φ
i ,
accounting for the orbital degrees of freedom.
3.2. The Hamiltonian after the transformation
The single-particle Hamiltonian, Eq.(5), is written in terms of the new ψ
fields as:
HˆφT =
∑
i1
∑
i2
ψˆ†i1 · e
−iδϕi1 ·Si1 · T i1i2 · e
iδϕi2 ·Si2 · ψˆi2 . (24)
We consider small deviations from the reference quantization axes of the local
total angular momenta. Therefore, we now apply a small-θ expansion of Eq.(24),
keeping only the terms of orders θ0, θ1 and θ2. The single-particle Hamiltonian
is then given, to this order, by
HˆφT ≈ Hˆ
ψ
T + Hˆ
ψ,θ
T + Hˆ
ψ,θ2
T , (25)
with
Hˆψ,θT ≡
∑
i
δϕi · Vˆi (26)
and
Hˆψ,θ
2
T ≡
1
2
∑
ii′
δϕi · Mˆii′ · δϕi′ , (27)
where
Vˆiα ≡ i
∑
j
(
ψˆ†j · T
j
i · Siα · ψˆ
i − ψˆ†i · Siα · T
i
j · ψˆ
j
)
= iTrM
(
Siα ·
[
ρˆ;T
]i
i
)
,
(28)
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Mˆiα,i′α′ ≡− δii′
1
2
∑
j
[
ψˆ†i · (Siα · Siα′ + Siα′ · Siα) · T
i
j · ψˆ
j
+ψˆ†j · T
j
i · (Siα · Siα′ + Siα′ · Siα) · ψˆ
i
]
+ ψˆ†i · Siα · T
i
i′ · Si′α′ · ψˆ
i′ + ψˆ†i′ · Si′α′ · T
i′
i · Siα · ψˆ
i
=TrM
(
Siα · T
i
i′ · Si′α′ · ρˆ
i′
i + Si′α′ · T
i′
i · Siα · ρˆ
i
i′
)
− δii′
1
2
TrM
(
(Siα · Siα′ + Siα′ · Siα) ·
{
ρˆ;T
}i
i
)
; (29)
in Eqs.(28) and (29) we have introduced the density matrix operator
ρˆ12 ≡ ψˆ
†
2ψˆ
1, (30)
where 1 and 2 are general indexes for the fermionic fields. We have also used the
notations
[
Aˆ; Bˆ
]
≡ AˆBˆ − BˆAˆ and
{
Aˆ; Bˆ
}
≡ AˆBˆ + BˆAˆ for commutators and
anti-commutators, respectively (if Aˆ and Bˆ are matrices, then matrix products
are implied). The matrix operator (29) has been defined, for later convenience,
such that Mˆiα,i′α′ = Mˆi′α′,iα.
Differently from the single-particle Hamiltonian, the interaction Hamiltonian
is assumed to be rotationally invariant, i.e.,
HˆφV = Hˆ
ψ
V . (31)
In Appendix A we discuss the conditions for the fulfilment of this requirement.
4. Action and partition function
4.1. Action
The derivation of the effective rotational action for the electronic system
proceeds analogously to our previous treatment of the spin-1/2 rotations [16].
We write the Matsubara action as
S
[
φ¯, φ
]
=
∫ β
ε
dτ
{
φ¯(τ) · φ˙(τ − ε) +K
[
φ¯(τ), φ(τ − ε)
]}
, (32)
where φ¯(τ) and φ(τ) are contour Grassmann variables [23], K = H −µN is the
grand-canonical potential, with µ being the chemical potential and N the num-
ber of electrons. We then apply the rotation transformation to the τ -dependent
Grassmann fields, by introducing i-dependent rotation fields δϕi(τ) along the
contour. Keeping into account that the term µN is of course rotationally in-
variant, we obtain
S
[
φ¯, φ
]
= S
[
ψ¯, ψ
]
+ S ′
[
ψ¯, ψ, δϕ
]
, (33)
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with
S ′
[
ψ¯, ψ, δϕ
]
≡
∫ β
ε
dτ ψ¯(τ) ·∆(τ) · ψ(τ − ε)
≈
∫ β
ε
dτ ψ¯(τ) ·R†(τ)·R˙(τ)· ψ(τ − ε) +
∫ β
ε
dτ
[
Hψ,θT (τ) +H
ψ,θ2
T (τ)
]
,
(34)
where ∆(τ) introduced in the first line is a kernel which depends on the fields
δϕ(τ) and their derivatives δϕ˙(τ), in principle to all orders. If we consider the
regime of small rotations, up to quadratic order, we obtain the expression in
the second line, where Hψ,θT (τ) and H
ψ,θ2
T (τ) correspond, respectively, to the
expressions (26) and (27) with the operators ψˆ† and ψˆ replaced, respectively,
by the Grassmann fields ψ¯(τ) and ψ(τ − ε), and we have
R†(τ) · R˙(τ) ≈ i [δϕ˙(τ) · S ] +
i
2
[δϕ(τ) × δϕ˙(τ)] · S, (35)
where we have used the commutation relations of the spin matrices [Sα, Sβ ] =
i
∑
γ ε
αβγSγ .
We then distinguish the terms which are of the same order in product com-
binations of the δϕ and the δϕ˙ fields, and accordingly we put
S ′ ≡
∞∑
n=1
S(n), S(n) ≡
∫ β
ε
dτ ψ¯(τ) ·∆(n)(τ) · ψ(τ − ε). (36)
4.2. Partition function
The grand-canonical partition function is written as a path integral over
Grassmann variables as:
Z ≡ Tr
{
e−β(Hˆ−µNˆ)
}
≡
∫
D
[
φ¯, φ
]
e−S[φ¯,φ], (37)
where the trace is taken over the complete set of many-body eigenstates of the
Hamiltonian. It should be emphasized that the states are weighted by Boltz-
mann factors, which depend only on the energy and therefore cannot distinguish
between degenerate broken-symmetry states. However, the mapping to a classical
spin model makes sense only if the reference electronic state is not symmetric
with respect to rotations of the spins, since this is an essential property of clas-
sical spin configurations. We therefore define a “broken-symmetry” partition
function, which we label as Z∗, as
Z∗ ≡ 〈{ri}| e
−β(Hˆ−µNˆ) |{ri}〉 ≡
∫
D∗
[
φ¯, φ
]
e−S[φ¯,φ], (38)
where |{ri}〉 is a reference electronic state which realizes the spin configuration
specified by the set of unit vectors {ri}, and the measure D
∗ of the path integral
in the last passage is defined formally.
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We implement the rotations of the spin quantization axes by applying the
transformation discussed above from the
[
φ¯, φ
]
to the
[
ψ¯, ψ
]
fermions, and we
define the functional
Z [δϕi(τ)] ≡
∫
D
[
ψ¯, ψ
]
e−S[ψ¯,ψ]e−S
′[ψ¯,ψ,δϕ], (39)
where D
[
φ¯, φ
]
≡ D∗
[
φ¯, φ
]
/Z∗. We expand Eq.(39) as
Z [δϕi(τ)] ≡
∫
D
[
ψ¯, ψ
]
e−S[ψ¯,ψ]
{
1 +
∞∑
m=1
(
−S ′
[
ψ¯, ψ, δϕ
])m
m!
}
≡
∞∑
n=0
Z(n) [δϕi(τ)] , (40)
where Z(n) includes all the terms that require the product of n fields δϕ or δϕ˙.
Here we focus on the contributions to the broken-symmetry partition function
coming from trajectories δϕi(τ) close to δϕi(τ) = 0, i.e., we study the regime
of small rotations of the spin quantization axes from their initial configuration.
Specifically, we consider Z(0), Z(1) and Z(2); with reference to Eq.(36), these
are given by
Z(0) ≡
∫
D
[
ψ¯, ψ
]
e−S[ψ¯,ψ] = 1,
Z(1) [δϕi(τ)] ≡
∫
D
[
ψ¯, ψ
]
e−S[ψ¯,ψ]
{
−S(1)
[
ψ¯, ψ, δϕ
]}
,
Z(2) [δϕi(τ)] ≡
∫
D
[
ψ¯, ψ
]
e−S[ψ¯,ψ]
{
−S(2)
[
ψ¯, ψ, δϕ
]
+
1
2
(
S(1)
[
ψ¯, ψ, δϕ
] )2}
(41)
(the definitions used here are slightly different from Eqs.(43) of Ref.[16]).
5. Effective rotational action for small spin deviations
We now derive an effective action for the fields δϕi(τ) in the regime of small
δϕi(τ) by integrating out the fermionic fields ψ¯i(τ) and ψi(τ).
5.1. Fermionic integration
To integrate out the fermionic fields, we use the identities
i
∫
D
[
ψ¯, ψ
]
e−S[ψ¯,ψ]ψ¯2(τ
′)ψ1(τ) ≡ G
1
2(τ, τ
′) = −i
〈
Tγψˆ1(τ)ψˆ
†
2(τ
′)
〉
,
i2
∫
D
[
ψ¯, ψ
]
e−S[ψ¯,ψ]ψ¯2(τ2)ψ1(τ1)ψ¯4(τ4)ψ3(τ3) ≡ χ
1,3
2,4(τ1, τ2, τ3, τ4)
= i2
〈
Tγψˆ1(τ1) ψˆ
†
2(τ2) ψˆ3(τ3) ψˆ
†
4(τ4)
〉
, (42)
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where G and χ respectively denote single-particle and two-particle Matsubara
Green’s functions, ψˆ(τ) ≡ eτKˆ ψˆe−τKˆ , Kˆ = Hˆ−µNˆ , and Tγ is the time-ordering
operator along the Matsubara axis γ. We recall that the Green’s functions
should be computed for the electronic state |{ri}〉, as follows from the formal
definition of the measure D
[
ψ¯, ψ
]
given in Section 4.2. The two-particle Green’s
function can be written as
χ1,32,4(τ1, τ2, τ3, τ4) ≡G
1
2(τ1, τ2)G
3
4(τ3, τ4)−G
1
4(τ1, τ4)G
3
2(τ3, τ2)
+
∑
1′2′3′4′
∫
dτ ′1
∫
dτ ′2
∫
dτ ′3
∫
dτ ′4G
1
1′(τ1, τ
′
1)G
3
3′(τ3, τ
′
3)
× Γ1
′,3′
2′,4′(τ
′
1, τ
′
2, τ
′
3, τ
′
4)G
4′
4 (τ
′
4, τ4)G
2′
2 (τ
′
2, τ2)
≡
(
χ0
)1,3
2,4
(τ1, τ2, τ3, τ4) +
(
χΓ
)1,3
2,4
(τ1, τ2, τ3, τ4), (43)
where χΓ is the sum of connected Feynman diagrams, depending on the vertex Γ.
While a number of previous works on magnetic interactions [1, 10, 11, 16] have
employed the simplifying approximation of neglecting vertices in two-particle
Green’s functions (Γ = 0), we will here remove this assumption and carry on
the derivation with the full two-particle Green’s functions. In fact, while it has
been shown that neglecting vertices leads nevertheless to the correct expression
for the spin-wave stiffness if the self-energy is local [24], there is no guaranty
that other magnetic properties will be unaffected by that approximation, which
is, as a matter of fact, uncontrolled. Moreover, we consider here the general
case of a non-local self-energy.
After the fermionic integration, we obtain:
Z(1) [δϕi(τ)] =
∫
D
[
ψ¯, ψ
]
e−S[ψ¯,ψ]
{
−
∫ β
ε
dτ ψ¯(τ) ·∆(1)(τ) · ψ(τ − ε)
}
=
∑
1
∑
2
∫ β
ε
dτ
(
∆(1)(τ)
)2
1
iG12(τ − ε, τ) ≡ −Tr{i,M}
[
ρ ·
∫ β
0
dτ∆(1)(τ)
]
≡ −S1[δϕi(τ)] , (44)
Z(2) [δϕi(τ)] ≡
∫
D
[
ψ¯, ψ
]
e−S[ψ¯,ψ]
{
−
∫ β
ε
dτ ψ¯(τ) ·∆(2)(τ) · ψ(τ−)
+
1
2
∫ β
ε
dτ ψ¯(τ) ·∆(1)(τ) · ψ(τ−)
∫ β
ε′
dτ ′ ψ¯(τ ′) ·∆(1)(τ ′) · ψ(τ ′−)
}
≡ −Tr{i,M}
[
ρ ·
∫ β
0
dτ∆(2)(τ)
]
−
1
2
∑
1234
∫ β
0
dτ
∫ β
0
dτ ′
(
∆(1)(τ)
)2
1
χ1,32,4(τ, τ
+, τ ′, τ ′+)
(
∆(1)(τ ′)
)4
3
≡ −S2[δϕi(τ)] ; (45)
13
for the sake of brevity, we do not report here the expressions for ∆(1)(τ) and
∆(2)(τ). In Eqs.(44) and (45) we have introduced the symbol for the single-
particle density matrix,
G(τ − ε, τ) ≡ i ρ. (46)
It should be noted that the only two-particle Green’s function appearing in
Eq.(45) is of the form
χ1,32,4(τ, τ
+, τ ′, τ ′+) = −
〈
Tγ ρˆ
1
2(τ) ρˆ
3
4(τ
′)
〉
, (47)
which is a correlator between two density-matrix operators [see Eq.(30)] taken
at different imaginary times. The result depends on imaginary time only via
the combination (τ − τ ′).
5.2. Effective action
The contributions to the rotation functional up to the quadratic order in the
δϕ fields can be written as
Z(0) + Z(1)[δϕi(τ)] + Z
(2)[δϕi(τ)] = 1− S1[δϕi(τ)] − S2[δϕi(τ)] ≈ e
−S[δϕi(τ)],
(48)
where the effective action is defined as S[δϕi(τ)] = S1[δϕi(τ)] + S2[δϕi(τ)] +
1
2 (S1[δϕi(τ)])
2
. Namely,
S[δϕi(τ)] = Tr{i,J,M}
{
ρ ·
∫ β
0
dτ
[
∆(1)(τ) + ∆(2)(τ)
]}
+
1
2
∑
1234
∫ β
0
dτ
∫ β
0
dτ ′
(
∆(1)(τ)
)2
1
[
χ1,32,4(τ, τ
+, τ ′, τ ′+) + ρ12ρ
3
4
] (
∆(1)(τ ′)
)4
3
.
(49)
We now write the expression in Eq.(49) explicitly. Using the property
χ1,32,4(τ, τ
+, τ ′, τ ′+) = χ3,14,2(τ
′, τ ′+, τ, τ+), (50)
and defining
Vˆiα(τ) ≡ i TrM
(
Siα ·
[
ρˆ(τ);T
]i
i
)
, (51)
Viα ≡
〈
Vˆiα
〉
,
Miαi′α′ ≡
〈
Mˆiαi′α′
〉
=Mi
′α′
iα , (52)
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we can rewrite the action of the electronic model (for small spin rotations) as:
S [δϕi(τ)] ≡
∫ β
0
dτ
{
i
∑
i
[
δϕ˙i(τ) +
1
2
(
δϕi(τ) × δϕ˙i(τ)
)]
·
〈
Sˆi
〉
+
∑
i
∑
α
δϕiα(τ)Viα +
1
2
∑
i,i′
∑
α,α′
δϕiα(τ) δϕi′α′(τ)M
iα
i′α′
}
+
1
2
∫ β
0
dτ
∫ β
0
dτ ′
∑
i,i′
∑
α,α′
{
δϕ˙iα(τ) δϕ˙i′α′(τ
′)
[〈
Tγ Sˆiα(τ) Sˆi′α′(τ
′)
〉
−
〈
Sˆiα
〉〈
Sˆi′α′
〉]
− 2i δϕiα(τ) δϕ˙i′α′(τ
′)
[〈
Tγ Vˆiα(τ) Sˆi′α′(τ
′)
〉
− Viα
〈
Sˆi′α′
〉]
− δϕiα(τ) δϕi′α′(τ
′)
[〈
Tγ Vˆiα(τ) Vˆi′α′(τ
′)
〉
− ViαVi′α′
]}
.
(53)
It must be stressed that, after the integration of the fermionic variables, the
rotational fields δϕi(τ) are the only dynamical variables left. All the features of
the electronic dynamical processes are accounted for by the electronic Green’s
functions.
6. Static potential for the spin rotations
We now consider the action (53) in the particular case of static rotations,
δϕiα(τ)→ δϕiα:
S [δϕi] ≡β
∑
i
∑
α
δϕiαViα +
1
2
∑
i,i′
∑
α,α′
δϕiα δϕi′α′M˜
iα
i′α′
 (54)
where
M˜iαi′α′ ≡M
iα
i′α′ −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆiα(τ) Vˆi′α′(τ
′)
〉
+ βViαVi′α′ . (55)
In this case, we can define the effective broken-symmetry partition function in
the presence of a spin rotation as
Z∗ [δϕi] ≡ Z
∗Z [δϕi] ≡ e
−β(Ω∗0+Ω[δϕi]), (56)
where Ω∗0 = −β
−1ln(Z∗), and Ω [δϕi] ≡ β−1S [δϕi] is the effective thermo-
dynamic potential associated with spin rotations from the broken-symmetry
non-equilibrium configuration |{ri}〉.
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7. Mapping to a classical spin model
7.1. Classical spin model
The Hamiltonian of a classical quadratic spin model is given by
H [ei] ≡
∑
i
ei ·Bi +
1
2
∑
i,i′
∑
α,α′
ei,αei′,α′H
αα′
ii′ , (57)
where the ei’s are unit vectors representing the directions of the classical mag-
netic moments, and α, α′ ∈ {x, y, z}. The vector Bi is a local magnetic field,
while Hαα
′
ii′ is the exchange tensor, which can be chosen, without loss of gener-
ality, to satisfy the symmetry property
Hαβij = H
βα
ji . (58)
Furthermore, the tensor can be decomposed into three vectors J ij , Dij , and
Cij as follows:
Hαβij ≡ δ
αβJ αij +
∑
γ
(
εαβγDγij +
∣∣εαβγ∣∣ Cγij) , (59)
where the parameters
J αij ≡ H
αα
ij , D
γ
ij ≡
1
2
∑
α,β
εαβγHαβij , and C
γ
ij ≡
1
2
∑
α,β
∣∣εαβγ∣∣Hαβij (60)
account, respectively, for anisotropic exchange, Dzyaloshinskii-Moriya interac-
tion, and an additional traceless symmetric interaction (which includes, e.g.,
dipole-dipole1). One can easily verify that J ij = J ji, Dij = −Dji, and
Cij = Cji, as a consequence of the symmetry given by Eq.(58). We can write
the total magnetic Hamiltonian as
H [ei] =
∑
i
ei · Bi +
1
2
∑
i,i′
[
ei ·J ii′ · ei′ +Dii′ · (ei × ei′) + Cii′ · (ei ⊗ ei′)
]
,
(61)
where J ii′ is the diagonal matrix with elements J αii′ on the diagonal, and we
have put
ei ⊗ ei′ ≡
∑
αβγ
∣∣εαβγ∣∣ eiαei′βuγ . (62)
1For example, the second part of a dipole-dipole interaction term [9, 25] of the form
1
R3
ij
[
ei · ej − 3
(
ei ·Rij
Rij
)(
ej ·Rij
Rij
)]
,
where Rij is the vector connecting the positions of magnetic moments i and j, may be included
in Cij .
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It should be noted that the exchange tensor has also single-spin terms corre-
sponding to i = i′. If the index i labelling the magnetic moments can be iden-
tified with a space coordinate, such as an atomic index, then these local terms
should be identified with the local anisotropy tensor, having 6 independent com-
ponents: J αii and C
α
ii, for α ∈ {x, y, z}. We note that the energy contribution
from the diagonal part of this tensor can be written as
1
2
∑
i
∑
α=x,y,z
(eiα)
2 J αii =
1
2
∑
i
[
e2ix (J
x
ii − J
z
ii) + e
2
iy (J
y
ii − J
z
ii) + J
z
ii
]
, (63)
where we have used the constraint e2i = 1. The last term of Eq.(63) is obviously
rotationally invariant, so that the response of the system to spin rotations will
not depend individually on the three parameters J αii , but only on their rela-
tive differences as expressed, for example, in the combinations (J xii − J
z
ii) and
(J yii − J
z
ii).
7.2. Static potential for the spin rotations
The effective potential for the classical spin model, expressing the energy
change when the unit vectors are rotated from a given configuration {ri}, is
obtained from Eq.(61) by replacing
ei ≈ ri + ri × δϕi −
1
2
ri (δϕi)
2 , (64)
which follows from Eq.(19) and the requirement that δϕi · ri = 0. In order to
map the effective potential for spin rotations relative to the classical spin model
onto the potential derived for the electronic model, we need in fact to require
that the δϕi fields have the same meaning in the two cases. Therefore, the
vectors {ri} which specify the classical spin configuration of reference must be
the same as the vectors specifying the spin configuration of the electronic state
of reference |{ri}〉, introduced in Section 4.2.
The effective potential for the classical spin model (to second order in the
rotation angles) is:
Ωcl [δϕi] = Ω
(1)
cl [δϕi] + Ω
(2)
cl [δϕi] , (65)
where
Ω
(1)
cl [δϕi] =
∑
i
{
δϕix
[
Byi +
∑
i′
(Cxii′ +D
x
ii′)
]
− δϕiy
[
Bxi +
∑
i′
(Cyii′ −D
y
ii′ )
]}
,
(66)
Ω
(2)
cl [δϕi] =
1
2
∑
i,i′ 6=i
(
δϕix δϕiy
)( J yii′ −Czii′ +Dzii′
−Czii′ −D
z
ii′ J
x
ii′
)(
δϕi′x
δϕi′y
)
+
1
2
∑
i
(
δϕix δϕiy
)(−Bzi −∑j J zij + J yii −Czii
−Czii −B
z
i −
∑
j J
z
ij + J
x
ii
)(
δϕix
δϕiy
)
.
(67)
The matrices appearing in Eq.(67) are maximally symmetrized.
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7.3. Equations for the effective magnetic parameters
We determine the effective magnetic parameters of the classical spin model
by putting Ω [δϕi] ≡ Ωcl [δϕi] and identifying the terms which depend on the
same orders and same combinations of the δϕiα fields. We obtain the following
three sets of equations:
Byi +
∑
i′
(Cxii′ +D
x
ii′) = Vix,
− Bxi −
∑
i′
(Cyii′ −D
y
ii′ ) = Viy, (68)
− Bzi −
∑
j
J zij + J
y
ii = M˜
ix
ix,
− Bzi −
∑
j
J zij + J
x
ii = M˜
iy
iy,
Czii = −M˜
ix
iy , (69)
J yii′ = M˜
ix
i′x, i 6= i
′,
Dzii′ =
1
2
(
M˜ixi′y − M˜
iy
i′x
)
, i 6= i′,
Czii′ = −
1
2
(
M˜ixi′y + M˜
iy
i′x
)
, i 6= i′,
J xii′ = M˜
iy
i′y, i 6= i
′. (70)
The first set, Eqs.(68), is obtained from the identity of the terms of the effective
potentials which are of the first order in the rotation angles. The second set,
(69), is obtained from second-order rotations of a single spin, while the third
set, (70), is obtained from second-order rotations involving different spins i, i′.
While the equations of the third set are already explicitly solved, we need to
solve the first set, Eqs.(68), and two equations of the second set, Eqs.(69). As
it can be seen, the equations arising from single-spin rotations do not have a
unique solution. To obtain the identity of the thermodynamic potentials up
to the second order in the rotations, however, we just need one solution, and
in the following we will determine it following general principles of physical
reasonability and respecting the symmetries of the parameters. For example,
the three components of the effective magnetic field Bi must be proportional to
the respective components of the field Bi entering the electronic Hamiltonian,
although one could in principle set Bi = 0 and absorb all the terms depending
on Bi into the exchange tensor. Obviously this last solution would make no
sense.
We also wish to note that an extension of this analysis to the identity of
the third-order terms in the rotation angles (leaving the spin model unchanged)
may provide additional constraints on the quantities which are not completely
determined from the sets (68) and (69). This analysis, however, is beyond the
scope of the present work.
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8. Solution in the general relativistic regime
In this Section we solve the equations needed to determine the remaining
parameters of the effective spin model. We will report all the relevant details,
so that the derivation can be followed in its entirety. For the sake of clarity, in
Section 8.3 we will summarize and list all the results.
8.1. First set - Equations (68)
From the definitions, Eqs.(28) and (52), we write the right-hand-sides of
Eqs.(68), for α ∈ {x, y}, as
Viα = iTrM
[
Siα · (ρ · T − T · ρ)
i
i
]
= iTrM
∑
j
[
Siα ·
(
ρij · T
j
i − T
i
j · ρ
j
i
) ]
= iTrM
[
ρii ·
(
T ii · Siα − Siα · T
i
i
) ]
+ iTrM
∑
j 6=i
[
Siα ·
(
ρij · T
j
i − T
i
j · ρ
j
i
) ]
.
(71)
Identifying Eqs.(71) with the corresponding left-hand-sides given in Eqs.(68),
we are naturally led to separate local (j = i) and non-local (j 6= i) terms. We
obtain the following equations:
i TrM
[
ρii ·
(
T ii · Six − Six · T
i
i
) ]
= Byi + C
x
ii,
i TrM
[
ρii ·
(
T ii · Siy − Siy · T
i
i
) ]
= −Bxi − C
y
ii, (72)
i TrM
∑
j 6=i
[
Six ·
(
ρij · T
j
i − T
i
j · ρ
j
i
) ]
=
∑
j 6=i
(
Cxij +D
x
ij
)
,
i TrM
∑
j 6=i
[
Siy ·
(
ρij · T
j
i − T
i
j · ρ
j
i
) ]
= −
∑
j 6=i
(
Cyij −D
y
ij
)
. (73)
Except for the presence of the magnetic field Bi, Eqs.(68) were also obtained
in Ref.[12], which focused on the determination of the Dzyaloshinskii-Moriya
interactions. Here we will also discuss the other terms of the exchange ten-
sor that can be determined from this set, namely the parameters Cxij and C
y
ij .
Moreover, we note that the parameters Czij and D
z
ij cannot be determined from
the first-order term of the rotational potential, due to the fact that δϕiz = 0,
which was not discussed in Ref.[12]. These terms are indeed obtained from the
second-order terms of the potential, see Eqs.(70) and the last among Eqs.(69).
We now consider Eqs.(72). Using Eq.(11), we compute the LHSs of Eqs.(72),
from which we can separate the contributions due to the magnetic field and to
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the anisotropy as
Bxi = −µBgi
(
Bi ×
〈
Sˆi
〉)
· uyi ,
Byi = µBgi
(
Bi ×
〈
Sˆi
〉)
· uxi ,
Cxii = iTrM
[
ρii ·
(
Aii · Six − Six ·A
i
i
) ]
,
Cyii = −i TrM
[
ρii ·
(
Aii · Siy − Siy · A
i
i
) ]
. (74)
Since the local quantization axes are chosen to be parallel to the local magnetic
moments, i.e.,
〈
Sˆi
〉
≡ Siuzi , then it follows that B
x
i = µBgiSiB
x
i and B
y
i =
µBgiSiB
y
i .
To solve Eqs.(73), analogously to Ref.[12] we use the symmetries of the
magnetic parameters under exchange of the indexes i↔ j. In general, one can
always write ∑
j 6=i
fij =
1
2
∑
j 6=i
[(fij + fji) + (fij − fji)] , (75)
where we have distinguished the functions (fij + fji) /2 and (fij − fji) /2, which
are respectively symmetric and antisymmetric under the permutation of i and
j. After applying (75) to the LHSs of Eqs.(73), one could think of identifying
the symmetric and antisymmetric functions of (i, j), respectively, with the cor-
responding components of the vectors Cij and Dij appearing on the RHSs. We
want to note that this procedure is not unique. Indeed, if we have an identity
of the form ∑
j 6=i
aij =
∑
j 6=i
bij ,
where aij and bij have the same symmetry under i↔ j, say aij = ±aji and bij =
±bji, we can in general only assume that aij = bij + xij , where xij = ±xji and∑
j xij = 0. The undetermined quantity xij may be relevant if some unknowns
appearing in aij or bij must satisfy constraints imposed also by other equations.
In other words, in the most general case we cannot split the equations of the
first set into pairs of equations for symmetric and antisymmetric components,
since doing so would require introducing additional unknowns (the xij quantities
of the previous example) that cannot be determined uniquely. However, the
quantities Cxij , C
y
ij , D
x
ij and D
y
ij do not appear in any of the other equations
that must be satisfied for the mapping to hold. Therefore, we can just take any
20
solution of Eqs.(73) with the correct symmetry properties. We therefore obtain
Dxij =
i
2
TrM
[
Six ·
(
ρij · T
j
i − T
i
j · ρ
j
i
)
− Sjx ·
(
ρji · T
i
j − T
j
i · ρ
i
j
)]
,
Dyij =
i
2
TrM
[
Siy ·
(
ρij · T
j
i − T
i
j · ρ
j
i
)
− Sjy ·
(
ρji · T
i
j − T
j
i · ρ
i
j
)]
,
Cxij =
i
2
TrM
[
Six ·
(
ρij · T
j
i − T
i
j · ρ
j
i
)
+ Sjx ·
(
ρji · T
i
j − T
j
i · ρ
i
j
)]
,
Cyij =−
i
2
TrM
[
Siy ·
(
ρij · T
j
i − T
i
j · ρ
j
i
)
+ Sjy ·
(
ρji · T
i
j − T
j
i · ρ
i
j
)]
. (76)
This completes the determination of the Cij and Dij vectors. The components
of the Dzyaloshinskii-Moriya vector Dxij and D
y
ij are in agreement with Ref.[12],
except that here the parameters are defined in such a way that they exhibit
definite symmetry under the permutation of the indexes i, j. Moreover, here we
have allowed Si to be in general different from Sj, so Eqs.(76) are valid also in
the non-collinear regime. By comparing Eqs.(70) and (76), we observe that the
expressions for the z components of the vectors C and D look formally different
from those that give the x and y components of the same vectors. Recalling
that the reference frames {uxi ,u
y
i ,u
z
i } are defined locally (they depend on i),
this different status of the direction uzi with respect to the plane defined by the
directions {uxi ,u
y
i } reflects the fact that u
z
i is the direction of the i-th magnetic
moment, and our procedure involves rotations in spin space, whose definition is
not insensitive the choice of uzi . In other terms, the differences in the formulas
are due to the fact that the definition of the Green’s functions is influenced by
the choice of the quantization axis, so the expressions based on Green’s functions
exhibit “special” directions, which coincide with the vectors uzi ≡ ri.
8.2. Second set - Equations (69)
We now solve Eqs.(69). The first step is to identify Bzi with a corresponding
term proportional to Bzi that is included in the RHSs of both the first and the
second among Eqs.(69). Thus, we have to find such a term in the expression for
M˜iαiα. For brevity, from Eq.(55) we put
M˜iαi′α′ ≡M
iα
i′α′ −W
iα
i′α′ + βViαVi′α′ , (77)
where we have defined the quantity
W iαi′α′ ≡
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆiα(τ) Vˆi′α′(τ
′)
〉
, (78)
which can be written explicitly as
W iαi′α′ ≡
∑
j,j′
∑
M1M2M3M4
[(
Siα · T
i
j
)M2
M1
(
Si′α′ · T
i′
j′
)M4
M3
χ˜
(jM1)(j
′M3)
(iM2)(i′M4)
−
(
Siα · T
i
j
)M2
M1
(
T j
′
i′ · Si′α′
)M4
M3
χ˜
(jM1)(i
′M3)
(iM2)(j′M4)
−
(
T ji · Siα
)M2
M1
(
Si′α′ · T
i′
j′
)M4
M3
χ˜
(iM1)(j
′M3)
(jM2)(i′M4)
+
(
T ji · Siα
)M2
M1
(
T j
′
i′ · Si′α′
)M4
M3
χ˜
(iM1)(i
′M3)
(jM2)(j′M4)
]
, (79)
where we have put
χ˜1,32,4 ≡
1
β
∫ β
0
dτ
∫ β
0
dτ ′χ1,32,4(τ, τ
+, τ ′, τ ′+), (80)
which has the property χ˜1,32,4 = χ˜
3,1
4,2, as follows from Eq.(50). Consequently,
W iαi′α′ =W
i′α′
iα . (81)
All the three terms appearing in the RHS of Eq.(77) depend explicitly on the
magnetic field, both via the single- and two- electron Green’s functions entering
their definitions, and via the explicit dependence of the hopping parameters.
While we will comment more in detail about this in Appendix B, for the purpose
of solving Eqs.(69) we just need to find the term that should be identified with
Bzi . To this end, we note that[
Siα, T
i
i
]
=
[
Siα, A
i
i
]
+ iµBgi (Bi × Si) · u
α
i , (82)
from which it follows that
Viα = µBgi
(
Bi ×
〈
Sˆi
〉)
· uαi + Viα|Bi=0 ,
Miαiα = −µBgi
(
Bi ·
〈
Sˆi
〉
−Bαi
〈
Sˆiα
〉)
+ Miαiα
∣∣
Bi=0
, (83)
where with the notation x|Bi=0, here and in the following, we do not mean that
x does not depend explicitly on Bi, we mean instead that x does not vanish
when Bi = 0. In the presence of Bi 6= 0, also x|Bi=0 will depend on Bi via the
Green’s functions, as well as via the Peierls phases due to the electromagnetic
field, which have to be included into the hopping parameters.
Using the fact that
〈
Sˆi
〉
= Siu
z
i , a term in the expression of M
iα
iα becomes
Bi ·
〈
Sˆi
〉
−Bαi
〈
Sˆiα
〉
→ Bzi Si, (84)
and the identification is obvious,
Bzi = µBgiSiB
z
i , (85)
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analogously to the other components of the magnetic field. It should be noted
that the whole procedure relies on the existence of non-zero magnetic moments
Si, which is therefore a requirement for the mapping of the electronic model to
the classical spin model via the equivalence of the thermodynamic potentials for
spin rotations.
The final task is to determine J ii and J zij . Let us define
M˜iαiα ≡ N˜
iα
iα − µBgi
(
Bi ·
〈
Sˆi
〉
−Bαi
〈
Sˆiα
〉)
, (86)
so that the first and the second among Eqs.(69) become:
−
∑
j 6=i
J zij + J
y
ii − J
z
ii = N˜
ix
ix ,
−
∑
j 6=i
J zij + J
x
ii − J
z
ii = N˜
iy
iy , (87)
or, more compactly,
−
∑
j 6=i
J zij + J
α¯
ii − J
z
ii = N˜
iα
iα , (88)
where α, α¯ ∈ {x, y} and α 6= α¯. In the general relativistic case, N˜ ixix 6= N˜
iy
iy , and
there seems to be no uniquely defined way of separating the various unknown
terms. However, we note that one should definitely have N˜ ixix = N˜
iy
iy in the non-
relativistic regime (more on this in the following Section 9), and consistently
J xii = J
y
ii = J
z
ii ≡ Jii. In this way, in fact, the corresponding Hamiltonian term
becomes
∑
i Jii |ei|
2
=
∑
i Jii, which is just a constant term, expressing the
fact that there is no on-site anisotropy. Therefore, in the relativistic regime the
quantity −
∑
j 6=i J
z
ij must be obtained from Eqs.(88), it must be independent of
α, and it must reduce to
(
N˜ iαiα
)
nrel
in the non-relativistic regime. Additionally,
the quantities J zij must be symmetric under i ↔ j. We can keep into account
all these requirements by putting
J zij
!
=
1
2
(
M˜ixjx + M˜
iy
jy
)
, i 6= j (89)
from which it follows that
J yii − J
z
ii = N˜
ix
ix +
1
2
∑
j 6=i
(
M˜ixjx + M˜
iy
jy
)
,
J xii − J
z
ii = N˜
iy
iy +
1
2
∑
j 6=i
(
M˜ixjx + M˜
iy
jy
)
. (90)
The equations only allow to determine two of the parameters {J xii ,J
y
ii ,J
z
ii} as
functions of the third one, which is of course understandable since, as discussed
in Section 7.1, the diagonal part of the local anisotropy tensor provides energy
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contributions under spin rotations only depending on the relative differences be-
tween the three elements, becoming rotationally invariant when these differences
disappear. Hence, the rotationally invariant part is undetermined.
We note that in the non-relativistic regime, as we will discuss in Section 9, we
have M˜ixjx
nrel
= M˜iyjy , and the sum rule
∑
j M˜
iα
jα
nrel
= 0. Noting that N˜ iαjα
nrel
= M˜iαjα,
we conclude that, in the non-relativistic regime, our solutions (89) and (90)
correctly give J zij
nrel
= M˜iαjα
nrel
= J xij
nrel
= J yij , as well as J
x
ii
nrel
= J yii
nrel
= J zii . In the
relativistic case, instead, Eqs.(90) account for the non-equivalence of the spatial
directions.
8.3. Summary of the formulas for the effective interactions
For the convenience of the reader, we here summarize the resulting for-
mulas, which completely establish the mapping from the multi-orbital Hub-
bard model with rotationally invariant interaction (see the related discussion
in Appendix A) to the general quadratic Hamiltonian of classical spins given
by Eq.(61), under the requirement that the thermodynamic potentials for spin
rotations of the two models are the same up to second order in the rotation
angles. The results are:
Bi = µBgiSiBi ; (91)
Dxij =
i
2
TrM
[
Six ·
(
ρij · T
j
i − T
i
j · ρ
j
i
)
− Sjx ·
(
ρji · T
i
j − T
j
i · ρ
i
j
)]
,
Dyij =
i
2
TrM
[
Siy ·
(
ρij · T
j
i − T
i
j · ρ
j
i
)
− Sjy ·
(
ρji · T
i
j − T
j
i · ρ
i
j
)]
,
Dzij =
1
2
(
M˜ixjy − M˜
iy
jx
)
; (92)
for i 6= j,
Cxij =
i
2
TrM
[
Six ·
(
ρij · T
j
i − T
i
j · ρ
j
i
)
+ Sjx ·
(
ρji · T
i
j − T
j
i · ρ
i
j
)]
,
Cyij = −
i
2
TrM
[
Siy ·
(
ρij · T
j
i − T
i
j · ρ
j
i
)
+ Sjy ·
(
ρji · T
i
j − T
j
i · ρ
i
j
)]
,
Czij = −
1
2
(
M˜ixjy + M˜
iy
jx
)
; (93)
for i = j,
Cxii = iTrM
[
ρii ·
(
Aii · Six − Six ·A
i
i
) ]
,
Cyii = −i TrM
[
ρii ·
(
Aii · Siy − Siy · A
i
i
) ]
,
Czii = −M˜
ix
iy ; (94)
24
for i 6= j,
J xij = M˜
iy
jy,
J yij = M˜
ix
jx,
J zij =
1
2
(
M˜ixjx + M˜
iy
jy
)
; (95)
for i = j,
J yii − J
z
ii = N˜
ix
ix +
1
2
∑
j 6=i
(
M˜ixjx + M˜
iy
jy
)
,
J xii − J
z
ii = N˜
iy
iy +
1
2
∑
j 6=i
(
M˜ixjx + M˜
iy
jy
)
. (96)
We recall that the quantities M˜iαi′α′ are defined in Eq.(55), in terms of Eqs.(28),
(29), (51) and (52). The quantities N˜ iαiα are defined in Eq.(86).
We also recall that, for i 6= j, the quantities J xij , J
y
ij , C
z
ij and D
z
ij are uniquely
determined in our procedure, as well as Czii. The other magnetic parameters
were determined, instead, as particular (physically reasonable) solutions of a
set of equations whose number is far smaller than the number of parameters. It
may be that requiring the equivalence of the thermodynamic potentials for spin
rotations to higher orders in the rotation angles will lead to modifications of
the formulas related to these latter parameters, however any modification must
satisfy Eqs.(68) and (70).
9. Spin 1/2 in the non-relativistic regime (single-orbital Hubbard
model)
A particular case is obtained for the single-orbital Hubbard model, with
S = 1/2 (no orbital exchange, or l = 0), in the non-relativistic regime and in the
absence of external magnetic fields. We will label this particular case as “soH”
in the following. In that case, the magnetic moment indexes (i, i′) coincide with
the atomic indexes, the single-particle Hamiltonian is T iMi′M ′ = δ
M
M ′T
i
i′ , as well as
T ii′ = T
i′
i ≡ Tii′ . Analogously, ρ
iM
i′M ′ = δ
M
M ′ρ
M
ii′ = δ
M
M ′ρ
M
i′i. The index M assumes
the values M ∈ {+1/2,−1/2} ≡ {↑, ↓}. Moreover, Si = s = σ/2, where σ is
the vector of Pauli matrices, and we have removed the subscript i because we
consider a collinear spin configuration. As a consequence,[
Siα, T
i
i
]
soH
= 0. (97)
In the soH case, it is easy to compute all the traces and sums over M . Using
Eq.(55), and recalling that α, α′ ∈ {x, y}, we obtain:
Viα
soH
= 0, (98)
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M˜iαi′α′
soH
=
(
Miαi′α′
)nrel
−
(
A˜
iα
i′α′
)nrel
nloc
(1)
=
1
2
δαα′Tii′
(
ρ↑ii′ + ρ
↓
ii′
)
− δii′δαα′
1
2
∑
j
Tij
(
ρ↑ij + ρ
↓
ij
)
−
1
4
∑
j 6=i
∑
j′ 6=i′
TijTi′j′
∑
MM ′
(σα)
M¯
M (σα′)
M¯ ′
M ′
[
χ˜
(jM)(j′M ′)
(iM¯)(i′M¯ ′)
− χ˜
(jM)(i′M ′)
(iM¯)(j′M¯ ′)
− χ˜
(iM)(j′M ′)
(jM¯)(i′M¯ ′)
+ χ˜
(iM)(i′M ′)
(jM¯)(j′M¯ ′)
]
(2)
=
1
2
δαα′Tii′
(
ρ↑ii′ + ρ
↓
ii′
)
− δii′δαα′
1
2
∑
j
Tij
(
ρ↑ij + ρ
↓
ij
)
−
1
4
∑
j 6=i
∑
j′ 6=i′
TijTi′j′
∑
M
(σα)
M¯
M (σα′)
M
M¯
[
χ˜
(jM)(j′M¯)
(iM¯)(i′M)
− χ˜
(jM)(i′M¯)
(iM¯)(j′M)
− χ˜
(iM)(j′M¯)
(jM¯)(i′M)
+ χ˜
(iM)(i′M¯)
(jM¯)(j′M)
]
(3)
=
1
2
δαα′
{
Tii′
(
ρ↑ii′ + ρ
↓
ii′
)
− δii′
∑
j
Tij
(
ρ↑ij + ρ
↓
ij
)
−
1
2
∑
j 6=i
∑
j′ 6=i′
TijTi′j′
∑
M=↑,↓
[
χ˜
(jM)(j′M¯)
(iM¯)(i′M)
− χ˜
(jM)(i′M¯)
(iM¯)(j′M)
− χ˜
(iM)(j′M¯)
(jM¯)(i′M)
+ χ˜
(iM)(i′M¯)
(jM¯)(j′M)
]}
, (99)
where we have used the fact that in the non-relativistic regime the Hamiltonian
cannot alter the total number of electrons with a given spin projection ↑ or ↓,
therefore the only non-vanishing terms of χ˜
(i1M1)(i3M3)
(i2M2)(i4M4)
are those withM3 =M4
and M1 = M2, or those with M1 = M4 and M2 = M3. This selects the
terms with M = −M ′ in going from passage (1) to passage (2) in the previous
equation. Then, one observes that χ˜1,32,4 =
(
χ˜2,41,3
)∗
, and in the non-relativistic
case this quantity is real. Thus, the terms with α 6= α′ vanish, and we obtain
the last passage (3).
We see immediately that in this case Eqs.(95) give (for i 6= i′)
J xii′
soH
= J yii′
soH
= J zii′
soH
≡ Jii′
soH
= M˜ixi′x
soH
= M˜iyi′y
=
1
2
Tii′
(
ρ↑ii′ + ρ
↓
ii′
)
−
1
4
∑
j 6=i
∑
j′ 6=i′
TijTi′j′
∑
M=↑↓
[
χ˜
(jM)(j′M¯)
(iM¯)(i′M)
− χ˜
(jM)(i′M¯)
(iM¯)(j′M)
− χ˜
(iM)(j′M¯)
(jM¯)(i′M)
+ χ˜
(iM)(i′M¯)
(jM¯)(j′M)
]
,
(100)
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that is, exchange is isotropic. All the other magnetic parameters, determined for
the general relativistic regime, vanish in the soH case. The mapping equations,
(68), (69) and (70), reduce to:
Jii′
soH
= M˜iαi′α, i 6= i
′,
−
∑
j 6=i
Jij
soH
= M˜iαiα. (101)
The sum rule given by the second among Eqs.(101), combined with the first
equation, becomes ∑
i′
M˜iαi′α
soH
= 0. (102)
To check whether this is valid, we use Eq.(99), obtaining:
∑
i′
∑
j 6=i
∑
j′ 6=i′
TijTi′j′
∑
M=↑,↓
[
χ˜
(jM)(j′M¯)
(iM¯)(i′M)
− χ˜
(jM)(i′M¯)
(iM¯)(j′M)
− χ˜
(iM)(j′M¯)
(jM¯)(i′M)
+ χ˜
(iM)(i′M¯)
(jM¯)(j′M)
]
= 0, (103)
which is identically true, as follows from the interchange of the dummy indexes
i′ and j′ in the second and fourth term on the LHS. Therefore, the sum rule
(102) is satisfied by the expression for the exchange parameters given in the first
among Eqs.(101).
We compare our results with the previous literature on non-relativistic ex-
change. Most of the previous works on this subject [1, 10, 11, 16] neglected
the vertices in the two-electron Green’s functions. This amounts to putting
Γ = 0 in Eq.(43), replacing χ with χ0. We will now show what we obtain in
the present case when such approximation is performed. We will denote all
the equations derived under this approximation with the equality symbol
Γ=0
= .
The only two-particle Green’s function that we need is given by Eq.(47), which
becomes
χ1,32,4(τ, τ
+, τ ′, τ ′+)
Γ=0
=
(
χ0
)1,3
2,4
(τ, τ+, τ ′, τ ′+)
= −ρ12 ρ
3
4 −G
1
4(τ − τ
′ − ε) G32(τ
′ − τ − ε). (104)
Using the Matsubara-frequency representation, G(τ) ≡ 1β
∑
ω G(iω) e
−iωτ , we
re-write Eq.(80) for Γ = 0, after integrating over dτ and dτ ′, as:
(
χ˜0
)1,3
2,4
= −βρ12ρ
3
4 −
1
β
∑
ω
eiω0
+
G14(iω)G
3
2(iω). (105)
In the soH case, we have Giσi′σ′ ≡ δ
σ
σ′G
σ
ii′ = δ
σ
σ′G
σ
i′i, where G
↑
ii′ 6= G
↓
ii′ for a
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symmetry-broken configuration of the system. We obtain
M˜iαi′α
soH,Γ=0
=
1
2
[
Tii′
(
ρ↑ii′ + ρ
↓
ii′
)
− δii′
∑
j
Tij
(
ρ↑ij + ρ
↓
ij
)]
+
1
4β
∑
σ=↑,↓
∑
ω
eiω0
+
{
[T ·Gσ(iω)]ii′
[
T ·Gσ¯(iω)
]i′
i
− [T ·Gσ(iω) · T ]ii′
[
Gσ¯(iω)
]i′
i
− [Gσ(iω)]ii′
[
T ·Gσ¯(iω) · T
]i′
i
+ [Gσ(iω) · T ]ii′
[
Gσ¯(iω) · T
]i′
i
}
.
(106)
The formulas for exchange parameters are often expressed in terms of self-
energies [10, 11, 16], since these are the key quantities for numerical evaluation
within the framework of Dynamical Mean Field Theory (DMFT) [26–28]. To
do so, we use the equations of motion for Matsubara Green’s functions, which
we write in general matrix notation as
(ω − iµ)Gσ(iω) + iT ·Gσ(iω) = 1− Σσ(iω) ·Gσ(iω),
(ω − iµ)Gσ(iω) + iGσ(iω) · T = 1−Gσ(iω) · Σσ(iω) (107)
(units have been chosen so that Σ has the dimensions of an energy). These
equations allow to express Eq.(106) in terms of single-particle Green’s functions
and self-energies Σ, removing the hopping parameters T . After some algebra,
for i 6= i′ we obtain
Jii′
soH,Γ=0
= −
1
4β
∑
σ=±1
∑
ω
eiω0
+
{
[Σσ(iω) ·Gσ(iω)]ii′
[
Σσ¯(iω) ·Gσ¯(iω)
]i′
i
− [Σσ(iω) ·Gσ(iω) · Σσ(iω)]ii′
[
Gσ¯(iω)
]i′
i
− [Gσ(iω)]ii′
[
Σσ¯(iω) ·Gσ¯(iω) · Σσ¯(iω)
]i′
i
+ [Gσ(iω) · Σσ(iω)]ii′
[
Gσ¯(iω) · Σσ¯(iω)
]i′
i
+ [Σσ(iω)]
i
i′
[
Gσ¯(iω)
]i′
i
+ [Gσ(iω)]ii′
[
Σσ¯(iω)
]i′
i
}
. (108)
Equation (108) is in agreement with Eqs.(185) and (155) from Ref.[16] (as it
can be seen by using the symmetries of the Green’s functions). The different
pre-factor −2 is due to the different definition of the exchange parameters in
the Hamiltonian (57).
Finally, if we assume the self-energy to be local (“LsoH” assumption), which
is a requirement for the direct application of DMFT, by putting Σσii′
LsoH
= δii′Σ
σ
i
we obtain the simple formula
Jii′
LsoH,Γ=0
=
2
β
∑
ω
eiω0
+
[
G↑ii′ (iω)Σ
S
i′(iω)G
↓
i′i(iω)Σ
S
i (iω)
]
, (109)
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where ΣSi (iω) ≡
[
Σ↑i (iω)− Σ
↓
i (iω)
]
/2. Equation (109) is in agreement with
Eq.(21) from Ref.[10], Eq.(19) from Ref.[11] and Eq.(191) from Ref.[16], again
up to a factor −2 due to the different definition mentioned above. We have thus
recovered the results of the previous literature as particular cases of our present
formulation.
10. Spin, orbital, and spin-orbital contributions to magnetism
We now go back to the relativistic regime and to the results summarized in
Section 8.3. In this work, as stated in the introduction, we are considering as
dynamical variables some effective classical “spins” which are represented by the
unit vectors ei. The coefficients of the interactions, that we have determined,
are related to the response of the system under rotations of the total local
magnetic moments expressed by the operators Sˆi = lˆi + sˆi. It is interesting
to compare the response of the system under this rotation to the response that
is obtained when only the spin-1/2 (sˆi) or the orbital (lˆi) components of the
magnetic moments are rotated. In order to address this question, we need to
separate in the effective magnetic parameters the contributions coming from
the rotation of sˆi from the contributions coming from the rotation of lˆi. If
these contributions could be decoupled, we could identify them individually as
distinct contributions to magnetism.
To perform this decoupling, we need to switch from the initial basis for the
electronic fields, where the single-electron wave functions were characterized by
the quantum numbers (a, n, l, S,M), to the basis characterized by (a, n, l,m, σ),
where m and σ = ±1/2 are the quantum numbers, respectively, of the operators
lˆz and sˆz. The change of basis goes via the Clebsch-Gordan transformation,
ψˆ†a,n,l,S,M ≡
l∑
m=−l
∑
σ=±1/2
CmσSM (l) ψˆ
†
a,n,l,m,σ, (110)
where CmσSM (l) is a Clebsch-Gordan coefficient. We note that, up to now, we have
considered unit vectors ei depending on the index i ≡ (a, n, l, S), meaning that
we have defined in principle a different spin for each value of S corresponding
to a given orbital set o ≡ (a, n, l). It is not possible to separate spin-1/2 from
orbital contributions in this situation. To achieve this separation, we need the
spins to be independent of S, i.e., ei → eo. In this way our effective spin
Hamiltonian, from Eq.(57), becomes:
H [ei] =
∑
i
ei · Bi +
1
2
∑
i,i′
∑
α,α′
ei,αei′,α′H
αα′
ii′
≡
∑
o
eo · Bo +
1
2
∑
o,o′
∑
α,α′
eo,αeo′,α′H
αα′
oo′ , (111)
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where
Bo ≡
∑
S
BoS , H
αα′
oo′ ≡
∑
S,S′
Hαα
′
(oS)(o′S′). (112)
Note that this is a particular case of the general procedure that we have followed
up to now, corresponding to the less general case of the rotations depending only
on o rather than on (o, S). Therefore, we simply have to re-define the parameters
according to Eqs.(112), without altering the spin Hamiltonian.
Summing over the S quantum numbers now allows to separate orbital and
spin contributions. The most compact way to show how it works is to consider
the quantities Viα and M˜iαi′α′ , since all the magnetic parameters are obtained as
linear combinations of these quantities (or parts of them). First, let us consider
Viα, which in the new Hamiltonian given by the second passage of Eq.(111) will
be replaced by [cfr. Eq.(71)]
Voα =
∑
S
V(oS)α =
∑
S
i TrM
∑
o′S′
[
S(oS)α ·
(
ρoSo′S′ · T
o′S′
oS − T
oS
o′S′ · ρ
o′S′
oS
) ]
= iTrS,M
[
Soα · (ρ · T − T · ρ)
o
o
]
!
= iTrm,σ
[
(soα + loα) · (ρ · T − T · ρ)
o
o
]
≡ Vspinoα + V
orb
oα , (113)
where we have defined the separate spin-1/2 and orbital contributions, respec-
tively, as
Vspinoα ≡ i Trσ
[
soα · Trm (ρ · T − T · ρ)
o
o
]
,
Vorboα ≡ i Trm
[
loα · Trσ (ρ · T − T · ρ)
o
o
]
. (114)
The passage marked as
!
= in Eq.(113) is the step that allows to go from the rep-
resentation in the (a, n, l, S,M) basis to the representation in the (a, n, l,m, σ)
basis, where it is possible to split the total spin matrix into the spin-1/2 and
the orbital contribution. The matrices defined in the new basis, such as the
density matrix ρ and the hopping parameters T , are obtained from the previous
representation via the Clebsch-Gordan transformation:
ρanlSMa′n′l′S′M ′ =
∑
mσ
∑
m′σ′
ρanlmσa′n′l′m′σ′C
SM
mσ (l)C
m′σ′
S′M ′ (l
′). (115)
The equivalence of the traces is a consequence of the completeness relation∑
SM
CSMmσ (l)C
m′σ′
SM (l) = δ
m′
m δ
σ′
σ . (116)
It is then clear why we need the sum over S to split the spin and orbital con-
tributions, and for this reason our rotation parameters must depend only on
(a, n, l).
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We then consider the term M˜iαi′α′ , which in the new Hamiltonian given by
the second passage of Eq.(111) will be replaced by [cfr. Eq.(77)]
M˜oαo′α′ =
∑
S,S′
M˜
(oS)α
(o′S′)α′ = TrS,M
(
Soα · T
o
o′ · So′α′ · ρ
o′
o + So′α′ · T
o′
o · Soα · ρ
o
o′
)
− δoo′
1
2
TrS,M
(
(Soα · Soα′ + Soα′ · Soα) · {ρ;T }
o
o
)
+ βVoαVo′α′
−
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆoα(τ) Vˆo′α′(τ
′)
〉
, (117)
where
Vˆoα(τ) = iTrS,M
(
Soα · [ρˆ(τ);T ]
o
o
)
= iTrσ
(
soα · Trm [ρˆ(τ);T ]
o
o
)
+ iTrm
(
loα · Trσ [ρˆ(τ);T ]
o
o
)
≡ Vˆspinoα (τ) + Vˆ
orb
oα (τ). (118)
We can then apply the change of basis, replace TrS,M with Trm,σ, and sepa-
rate the spin-1/2 and the orbital contributions by splitting the Soα matrix into
soα + loα. In the case of the quantity M˜oαo′α′ given by Eq.(117), which depends
on quadratic combinations of the spin matrices, we can distinguish spin-spin,
orbital-orbital and spin-orbital contributions:
M˜oαo′α′ ≡
(
M˜oαo′α′
)spin−spin
+
(
M˜oαo′α′
)spin−orb
+
(
M˜oαo′α′
)orb−orb
, (119)
where(
M˜oαo′α′
)spin−spin
≡Trm,σ
(
soα · T
o
o′ · so′α′ · ρ
o′
o + so′α′ · T
o′
o · soα · ρ
o
o′
)
− δoo′δ
α
α′
1
4
Trm,σ {ρ;T }
o
o
+ βVspinoα V
spin
o′α′ −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
TγVˆ
spin
oα (τ) Vˆ
spin
o′α′ (τ
′)
〉
,
(120)
where in the second line we have used the fact that soα ·soα′+soα′ ·soα =
1
2δαα′1,
which is a property of the Pauli matrices,(
M˜oαo′α′
)orb−orb
≡Trm,σ
(
loα · T
o
o′ · lo′α′ · ρ
o′
o + lo′α′ · T
o′
o · loα · ρ
o
o′
)
− δoo′
1
2
Trm
(
(loα · loα′ + loα′ · loα) · Trσ {ρ;T }
o
o
)
+ βVorboα V
orb
o′α′ −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
orb
oα (τ) Vˆ
orb
o′α′(τ
′)
〉
,
(121)
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(
M˜oαo′α′
)spin−orb
≡ Trm,σ
(
soα · T
o
o′ · lo′α′ · ρ
o′
o + so′α′ · T
o′
o · loα · ρ
o
o′
+ loα · T
o
o′ · so′α′ · ρ
o′
o + lo′α′ · T
o′
o · soα · ρ
o
o′
)
− δoo′
1
2
Trm,σ
(
(soα · loα′ + soα′ · loα + loα · soα′ + loα′ · soα) · {ρ;T }
o
o
)
+ β
(
Vspinoα V
orb
o′α′ + V
orb
oα V
spin
o′α′
)
−
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ
[
Vˆspinoα (τ) Vˆ
orb
o′α′(τ
′) + Vˆorboα (τ) Vˆ
spin
o′α′ (τ
′)
]〉
. (122)
This separation, which we have applied to the quantities Voα and M˜oαo′α′ ,
has then to be transferred to the effective magnetic parameters Bo and Hαα
′
oo′
of Eq.(111), via the solutions of the mapping equations summarized in Section
8.3. We notice that the magnetic parameters can be separated into two groups:
the first group given by {Bo,D
x
oo′ ,D
y
oo′ , C
x
oo′, C
y
oo′}, and the second group given
by {Dzoo′ , C
z
oo′ ,J oo′}. The terms of the first group have the following features:
• they are expressed in terms of the quantities Voα or parts of them;
• their evaluation requires computation of single-particle Green’s functions
(of the density-matrix form);
• they can be split into spin and orbital contributions.
The terms of the second group have the following features:
• they are expressed in terms of the quantities Voα and M˜oαo′α′ ;
• their evaluation requires computation of single-particle and two-particle
Green’s functions;
• they can be split into spin-spin, spin-orbital and orbital-orbital contribu-
tions.
In the latter case, while the spin-spin and orbital-orbital parts obviously arise
from rotations involving only one of the two contributions to the total local
magnetic moments, respectively, the spin-orbital term does not arise in such
individual rotations, appearing only when the whole magnetic moments are
rotated.
In the next Sections we list the explicit formulas for all the parameters of
the magnetic interactions, separated into spin, orbital and (when applicable)
spin-orbital parts. For the magnetic parameters of the second group, we show
not only the complete formulas with the full two-particle Green’s functions,
but also the formulas obtained when the vertices are neglected. This approx-
imation, which produces formulas depending only on single-particle Green’s
functions, has been routinely applied for computations of isotropic exchange
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parameters within the framework of the Hubbard model with quenched orbital
moments [10]. The formulas that we list below are the natural extension to the
unquenched case. The approximated expressions are listed after the exact ones,
separated from them by the symbol
Γ=0
= , analogously to the convention used in
Section 9. The approximation is achieved by applying Eq.(105). In particular,
we have
βVXoαV
Y
o′α′ −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
X
oα(τ) Vˆ
Y
o′α′(τ
′)
〉
Γ=0
=
1
β
∑
ω
eiω0
+
Trm,σ
{
SXoα · [G(iω) · T ]
o
o′ · S
Y
o′α′ · [G(iω) · T ]
o′
o
− SXoα ·G(iω)
o
o′ · S
Y
o′α′ · [T ·G(iω) · T ]
o′
o
− SXoα · [T ·G(iω) · T ]
o
o′ · S
Y
o′α′ ·G(iω)
o′
o
+ SXoα · [T ·G(iω)]
o
o′ · S
Y
o′α′ · [T ·G(iω)]
o′
o
}
, (123)
where X and Y refer to either spin- or orbital- related terms. Since the resulting
expressions for the magnetic parameters become very long and involved, for
the sake of readability we make use of the permutation symbol
−→
P o↔o′ , which
switches the indexes o and o′ of any tensor placed on its right side, that is,
foo′
−→
P o↔o′goo′ = foo′go′o. (124)
Obviously, the combination 1+
−→
P o↔o′ is then the symmetrization symbol, while
1−
−→
P o↔o′ is the anti-symmetrization symbol.
We stress that the magnetic parameters of the first group do not require
the evaluation of two-particle Green’s functions, so their expressions in terms of
single-particle density matrices are exact.
Here follows the list of all the explicit expressions.
10.1. Dzyaloshinskii-Moriya interaction
From Eqs.(92), we see that Dαoo′ ≡ (D
α
oo′)
spin
+ (Dαoo′)
orb
for α = x or y,
while Dzoo′ ≡ (D
z
oo′)
spin−spin + (Dzoo′)
orb−orb + (Dzoo′)
spin−orb, where
(Dxoo′)
spin
=
i
2
(
1−
−→
P o↔o′
)
Trσ
[
sox · Trm
(
ρoo′ · T
o′
o − T
o
o′ · ρ
o′
o
) ]
, (125)
(Dxoo′)
orb
=
i
2
(
1−
−→
P o↔o′
)
Trm
[
lox · Trσ
(
ρoo′ · T
o′
o − T
o
o′ · ρ
o′
o
) ]
, (126)
(Dyoo′)
spin
=
i
2
(
1−
−→
P o↔o′
)
Trσ
[
soy · Trm
(
ρoo′ · T
o′
o − T
o
o′ · ρ
o′
o
) ]
, (127)
(Dyoo′)
orb
=
i
2
(
1−
−→
P o↔o′
)
Trm
[
loy · Trσ
(
ρoo′ · T
o′
o − T
o
o′ · ρ
o′
o
) ]
, (128)
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(Dzoo′)
spin−spin
=
1
2
(
1−
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · so′y · ρ
o′
o + so′y · T
o′
o · sox · ρ
o
o′
)
+ βVspinox V
spin
o′y −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
spin
ox (τ) Vˆ
spin
o′y (τ
′)
〉}
Γ=0
=
1
2
(
1−
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · so′y · ρ
o′
o + so′y · T
o′
o · sox · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
sox · [G(iω) · T ]
o
o′ · so′y · [G(iω) · T ]
o′
o
− sox ·G(iω)
o
o′ · so′y · [T ·G(iω) · T ]
o′
o − sox · [T ·G(iω) · T ]
o
o′ · so′y ·G(iω)
o′
o
+ sox · [T ·G(iω)]
o
o′ · so′y · [T ·G(iω)]
o′
o
]}
, (129)
(Dzoo′)
orb−orb
=
1
2
(
1−
−→
P o↔o′
){
Trm,σ
(
lox · T
o
o′ · lo′y · ρ
o′
o + lo′y · T
o′
o · lox · ρ
o
o′
)
+ βVorbox V
orb
o′y −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
orb
ox (τ) Vˆ
orb
o′y (τ
′)
〉}
Γ=0
=
1
2
(
1−
−→
P o↔o′
){
Trm,σ
(
lox · T
o
o′ · lo′y · ρ
o′
o + lo′y · T
o′
o · lox · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
lox · [G(iω) · T ]
o
o′ · lo′y · [G(iω) · T ]
o′
o
− lox ·G(iω)
o
o′ · lo′y · [T ·G(iω) · T ]
o′
o − lox · [T ·G(iω) · T ]
o
o′ · lo′y ·G(iω)
o′
o
+ lox · [T ·G(iω)]
o
o′ · lo′y · [T ·G(iω)]
o′
o
]}
, (130)
34
(Dzoo′)
spin−orb
=
1
2
(
1−
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · lo′y · ρ
o′
o + so′y · T
o′
o · lox · ρ
o
o′
+ lox · T
o
o′ · so′y · ρ
o′
o + lo′y · T
o′
o · sox · ρ
o
o′
)
+ βVspinox V
orb
o′y + βV
orb
ox V
spin
o′y
−
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ
[
Vˆspinox (τ) Vˆ
orb
o′y (τ
′) + Vˆorbox (τ) Vˆ
spin
o′y (τ
′)
]〉}
Γ=0
=
1
2
(
1−
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · lo′y · ρ
o′
o + so′y · T
o′
o · lox · ρ
o
o′
+ lox · T
o
o′ · so′y · ρ
o′
o + lo′y · T
o′
o · sox · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
sox · [G(iω) · T ]
o
o′ · lo′y · [G(iω) · T ]
o′
o
− sox ·G(iω)
o
o′ · lo′y · [T ·G(iω) · T ]
o′
o − sox · [T ·G(iω) · T ]
o
o′ · lo′y ·G(iω)
o′
o
+ sox · [T ·G(iω)]
o
o′ · lo′y · [T ·G(iω)]
o′
o + lox · [G(iω) · T ]
o
o′ · so′y · [G(iω) · T ]
o′
o
− lox ·G(iω)
o
o′ · so′y · [T ·G(iω) · T ]
o′
o − lox · [T ·G(iω) · T ]
o
o′ · so′y ·G(iω)
o′
o
+ lox · [T ·G(iω)]
o
o′ · so′y · [T ·G(iω)]
o′
o
]}
. (131)
10.2. Symmetric out-of-diagonal interactions
From Eqs.(93) and (94), we see that Cαoo′ ≡ (C
α
oo′)
spin+(Cαoo′)
orb for α = x or
y, while Czoo′ ≡ (C
z
oo′)
spin−spin
+ (Czoo′)
orb−orb
+ (Czoo′)
spin−orb
, where, in the case
of o 6= o′,
(Cxoo′)
spin =
i
2
(
1 +
−→
P o↔o′
)
Trσ
[
sox · Trm
(
ρoo′ · T
o′
o − T
o
o′ · ρ
o′
o
) ]
, (132)
(Cxoo′)
orb =
i
2
(
1 +
−→
P o↔o′
)
Trm
[
lox · Trσ
(
ρoo′ · T
o′
o − T
o
o′ · ρ
o′
o
) ]
, (133)
(Cyoo′)
spin
=−
i
2
(
1 +
−→
P o↔o′
)
Trσ
[
soy · Trm
(
ρoo′ · T
o′
o − T
o
o′ · ρ
o′
o
) ]
, (134)
(Cyoo′)
orb
=−
i
2
(
1 +
−→
P o↔o′
)
Trm
[
loy · Trσ
(
ρoo′ · T
o′
o − T
o
o′ · ρ
o′
o
) ]
, (135)
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(Czoo′)
spin−spin
= −
1
2
(
1 +
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · so′y · ρ
o′
o + so′y · T
o′
o · sox · ρ
o
o′
)
+ βVspinox V
spin
o′y −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
spin
ox (τ) Vˆ
spin
o′y (τ
′)
〉}
Γ=0
= −
1
2
(
1 +
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · so′y · ρ
o′
o + so′y · T
o′
o · sox · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
sox · [G(iω) · T ]
o
o′ · so′y · [G(iω) · T ]
o′
o
− sox ·G(iω)
o
o′ · so′y · [T ·G(iω) · T ]
o′
o − sox · [T ·G(iω) · T ]
o
o′ · so′y ·G(iω)
o′
o
+ sox · [T ·G(iω)]
o
o′ · so′y · [T ·G(iω)]
o′
o
]}
, (136)
(Czoo′)
orb−orb
= −
1
2
(
1 +
−→
P o↔o′
){
Trm,σ
(
lox · T
o
o′ · lo′y · ρ
o′
o + lo′y · T
o′
o · lox · ρ
o
o′
)
+ βVorbox V
orb
o′y −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
orb
ox (τ) Vˆ
orb
o′y (τ
′)
〉}
Γ=0
= −
1
2
(
1 +
−→
P o↔o′
){
Trm,σ
(
lox · T
o
o′ · lo′y · ρ
o′
o + lo′y · T
o′
o · lox · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
lox · [G(iω) · T ]
o
o′ · lo′y · [G(iω) · T ]
o′
o
− lox ·G(iω)
o
o′ · lo′y · [T ·G(iω) · T ]
o′
o − lox · [T ·G(iω) · T ]
o
o′ · lo′y ·G(iω)
o′
o
+ lox · [T ·G(iω)]
o
o′ · lo′y · [T ·G(iω)]
o′
o
]}
, (137)
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(Czoo′)
spin−orb
= −
1
2
(
1 +
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · lo′y · ρ
o′
o + so′y · T
o′
o · lox · ρ
o
o′
+ lox · T
o
o′ · so′y · ρ
o′
o + lo′y · T
o′
o · sox · ρ
o
o′
)
+ βVspinox V
orb
o′y + βV
orb
ox V
spin
o′y
−
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ
[
Vˆspinox (τ) Vˆ
orb
o′y (τ
′) + Vˆorbox (τ) Vˆ
spin
o′y (τ
′)
]〉}
Γ=0
= −
1
2
(
1 +
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · lo′y · ρ
o′
o + so′y · T
o′
o · lox · ρ
o
o′
+ lox · T
o
o′ · so′y · ρ
o′
o + lo′y · T
o′
o · sox · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
sox · [G(iω) · T ]
o
o′ · lo′y · [G(iω) · T ]
o′
o
− sox ·G(iω)
o
o′ · lo′y · [T ·G(iω) · T ]
o′
o − sox · [T ·G(iω) · T ]
o
o′ · lo′y ·G(iω)
o′
o
+ sox · [T ·G(iω)]
o
o′ · lo′y · [T ·G(iω)]
o′
o + lox · [G(iω) · T ]
o
o′ · so′y · [G(iω) · T ]
o′
o
− lox ·G(iω)
o
o′ · so′y · [T ·G(iω) · T ]
o′
o − lox · [T ·G(iω) · T ]
o
o′ · so′y ·G(iω)
o′
o
+ lox · [T ·G(iω)]
o
o′ · so′y · [T ·G(iω)]
o′
o
]}
. (138)
In the case of o = o′, we have
(Cxoo)
spin
= iTrσ
[
sox · Trm (ρ
o
o · A
o
o −A
o
o · ρ
o
o)
]
, (139)
(Cxoo)
orb
= iTrm
[
lox · Trσ (ρ
o
o ·A
o
o −A
o
o · ρ
o
o)
]
, (140)
(Cyoo)
spin
= −i Trσ
[
soy · Trm (ρ
o
o · A
o
o −A
o
o · ρ
o
o)
]
, (141)
(Cyoo)
orb = −i Trm
[
loy · Trσ (ρ
o
o ·A
o
o −A
o
o · ρ
o
o)
]
, (142)
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(Czoo)
spin−spin = −Trm,σ
(
sox · T
o
o · soy · ρ
o
o + soy · T
o
o · sox · ρ
o
o
)
− βVspinox V
spin
oy +
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
TγVˆ
spin
ox (τ) Vˆ
spin
oy (τ
′)
〉
Γ=0
= −Trm,σ
(
sox · T
o
o · soy · ρ
o
o + soy · T
o
o · sox · ρ
o
o
)
−
1
β
∑
ω
eiω0
+
Trm,σ
[
sox · [G(iω) · T ]
o
o · soy · [G(iω) · T ]
o
o
− sox ·G(iω)
o
o · soy · [T ·G(iω) · T ]
o
o − sox · [T ·G(iω) · T ]
o
o · soy ·G(iω)
o
o
+ sox · [T ·G(iω)]
o
o · soy · [T ·G(iω)]
o
o
]
, (143)
(Czoo)
orb−orb
= −Trm,σ
(
lox · T
o
o · loy · ρ
o
o + loy · T
o
o · lox · ρ
o
o −
1
2
{lox; loy}·{ρ;T }
o
o
)
− βVorbox V
orb
oy +
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
orb
ox (τ) Vˆ
orb
oy (τ
′)
〉
Γ=0
= −Trm,σ
(
lox · T
o
o · loy · ρ
o
o + loy · T
o
o · lox · ρ
o
o −
1
2
{lox; loy} · {ρ;T }
o
o
)
−
1
β
∑
ω
eiω0
+
Trm,σ
[
lox · [G(iω) · T ]
o
o · loy · [G(iω) · T ]
o
o
− lox ·G(iω)
o
o · loy · [T ·G(iω) · T ]
o
o − lox · [T ·G(iω) · T ]
o
o · loy ·G(iω)
o
o
+ lox · [T ·G(iω)]
o
o · loy · [T ·G(iω)]
o
o
]
, (144)
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(Czoo)
spin−orb
= −Trm,σ
(
sox · T
o
o · loy · ρ
o
o + soy · T
o
o · lox · ρ
o
o
+ lox · T
o
o · soy · ρ
o
o + loy · T
o
o · sox · ρ
o
o
)
+
1
2
Trm,σ
[(
{sox; loy}+ {soy; lox}
)
· {ρ;T }oo
]
− β
(
Vspinox V
orb
oy + V
orb
ox V
spin
oy
)
+
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ
[
Vˆspinox (τ) Vˆ
orb
oy (τ
′) + Vˆorbox (τ) Vˆ
spin
oy (τ
′)
]〉
Γ=0
= −Trm,σ
(
sox · T
o
o · loy · ρ
o
o + soy · T
o
o · lox · ρ
o
o
+ lox · T
o
o · soy · ρ
o
o + loy · T
o
o · sox · ρ
o
o
)
+
1
2
Trm,σ
[(
{sox; loy}+ {soy; lox}
)
· {ρ;T }oo
]
−
1
β
∑
ω
eiω0
+
Trm,σ
[
sox · [G(iω) · T ]
o
o′ · lo′y · [G(iω) · T ]
o′
o
− sox ·G(iω)
o
o′ · lo′y · [T ·G(iω) · T ]
o′
o − sox · [T ·G(iω) · T ]
o
o′ · lo′y ·G(iω)
o′
o
+ sox · [T ·G(iω)]
o
o′ · lo′y · [T ·G(iω)]
o′
o + lox · [G(iω) · T ]
o
o′ · so′y · [G(iω) · T ]
o′
o
− lox ·G(iω)
o
o′ · so′y · [T ·G(iω) · T ]
o′
o − lox · [T ·G(iω) · T ]
o
o′ · so′y ·G(iω)
o′
o
+ lox · [T ·G(iω)]
o
o′ · so′y · [T ·G(iω)]
o′
o
]
. (145)
10.3. Exchange interactions
From Eqs.(95) and (96), we see that J αoo′ ≡ (J
α
oo′)
spin−spin
+ (J αoo′)
orb−orb
+
(J αoo′)
spin−orb for all α = x, y, z. In the case of o 6= o′, we obtain
(J xoo′)
spin−spin
= Trm,σ
(
soy · T
o
o′ · so′y · ρ
o′
o + so′y · T
o′
o · soy · ρ
o
o′
)
+ βVspinoy V
spin
o′y −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
spin
oy (τ) Vˆ
spin
o′y (τ
′)
〉
Γ=0
= Trm,σ
(
soy · T
o
o′ · so′y · ρ
o′
o + so′y · T
o′
o · soy · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
soy · [G(iω) · T ]
o
o′ · so′y · [G(iω) · T ]
o′
o
− soy ·G(iω)
o
o′ · so′y · [T ·G(iω) · T ]
o′
o − soy · [T ·G(iω) · T ]
o
o′ · so′y ·G(iω)
o′
o
+ soy · [T ·G(iω)]
o
o′ · so′y · [T ·G(iω)]
o′
o
]
, (146)
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(J xoo′)
orb−orb = Trm,σ
(
loy · T
o
o′ · lo′y · ρ
o′
o + lo′y · T
o′
o · loy · ρ
o
o′
)
+ βVorboy V
orb
o′y −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
orb
oy (τ) Vˆ
orb
o′y (τ
′)
〉
Γ=0
= Trm,σ
(
loy · T
o
o′ · lo′y · ρ
o′
o + lo′y · T
o′
o · loy · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
loy · [G(iω) · T ]
o
o′ · lo′y · [G(iω) · T ]
o′
o
− loy ·G(iω)
o
o′ · lo′y · [T ·G(iω) · T ]
o′
o − loy · [T ·G(iω) · T ]
o
o′ · lo′y ·G(iω)
o′
o
+ loy · [T ·G(iω)]
o
o′ · lo′y · [T ·G(iω)]
o′
o
]
, (147)
(J xoo′)
spin−orb
=
(
1 +
−→
P o↔o′
){
Trm,σ
(
soy · T
o
o′ · lo′y · ρ
o′
o + loy · T
o
o′ · so′y · ρ
o′
o
)
+ βVspinoy V
orb
o′y −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
spin
oy (τ) Vˆ
orb
o′y (τ
′)
〉}
Γ=0
=
(
1 +
−→
P o↔o′
){
Trm,σ
(
soy · T
o
o′ · lo′y · ρ
o′
o + loy · T
o
o′ · so′y · ρ
o′
o
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
soy · [G(iω) · T ]
o
o′ · lo′y · [G(iω) · T ]
o′
o
− soy ·G(iω)
o
o′ · lo′y · [T ·G(iω) · T ]
o′
o − soy · [T ·G(iω) · T ]
o
o′ · lo′y ·G(iω)
o′
o
+ soy · [T ·G(iω)]
o
o′ · lo′y · [T ·G(iω)]
o′
o
]
, (148)
(J yoo′)
spin−spin
= Trm,σ
(
sox · T
o
o′ · so′x · ρ
o′
o + so′x · T
o′
o · sox · ρ
o
o′
)
+ βVspinox V
spin
o′x −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
spin
ox (τ) Vˆ
spin
o′x (τ
′)
〉
Γ=0
= Trm,σ
(
sox · T
o
o′ · so′x · ρ
o′
o + so′x · T
o′
o · sox · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
sox · [G(iω) · T ]
o
o′ · so′x · [G(iω) · T ]
o′
o
− sox ·G(iω)
o
o′ · so′x · [T ·G(iω) · T ]
o′
o − sox · [T ·G(iω) · T ]
o
o′ · so′x ·G(iω)
o′
o
+ sox · [T ·G(iω)]
o
o′ · so′x · [T ·G(iω)]
o′
o
]
, (149)
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(J yoo′)
orb−orb
= Trm,σ
(
lox · T
o
o′ · lo′x · ρ
o′
o + lo′x · T
o′
o · lox · ρ
o
o′
)
+ βVorbox V
orb
o′x −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
orb
ox (τ) Vˆ
orb
o′x (τ
′)
〉
Γ=0
= Trm,σ
(
lox · T
o
o′ · lo′x · ρ
o′
o + lo′x · T
o′
o · lox · ρ
o
o′
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
lox · [G(iω) · T ]
o
o′ · lo′x · [G(iω) · T ]
o′
o
− lox ·G(iω)
o
o′ · lo′x · [T ·G(iω) · T ]
o′
o − lox · [T ·G(iω) · T ]
o
o′ · lo′x ·G(iω)
o′
o
+ lox · [T ·G(iω)]
o
o′ · lo′x · [T ·G(iω)]
o′
o
]
, (150)
(J yoo′)
spin−orb
=
(
1 +
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · lo′x · ρ
o′
o + lox · T
o
o′ · so′x · ρ
o′
o
)
+ βVspinox V
orb
o′x −
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
spin
ox (τ) Vˆ
orb
o′x (τ
′)
〉}
Γ=0
=
(
1 +
−→
P o↔o′
){
Trm,σ
(
sox · T
o
o′ · lo′x · ρ
o′
o + lox · T
o
o′ · so′x · ρ
o′
o
)
+
1
β
∑
ω
eiω0
+
Trm,σ
[
sox · [G(iω) · T ]
o
o′ · lo′x · [G(iω) · T ]
o′
o
− sox ·G(iω)
o
o′ · lo′x · [T ·G(iω) · T ]
o′
o − sox · [T ·G(iω) · T ]
o
o′ · lo′x ·G(iω)
o′
o
+ sox · [T ·G(iω)]
o
o′ · lo′x · [T ·G(iω)]
o′
o
]
, (151)
and the terms related to J zoo′ are just obtained as the averages of the respective
terms related to J xoo′ and J
y
oo′ , according to the relation J
z
oo′ = (J
x
oo′ + J
y
oo′) /2.
10.4. Magnetic field
To separate the magnetic field as Bo ≡ B
spin
o +B
orb
o , from Eq.(91) we notice
that
Bi = µBgiBi
〈
Sˆi
〉
· uzi = µBgiBiTrM
(
ρiiSi
)
· uzi . (152)
Substituting i ≡ (oS), where we recall that the orbital degree of freedom o =
(a, n, l), we notice that Bi → Bo → Ba, since the external magnetic field
depends only on position, and uzi → u
z
o, since by hypothesis the separation into
spin and orbital parts is done under the assumption that the dynamical vectors
ei (and therefore also their initial values u
z
i ) depend only on the orbital degrees
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of freedom . We then obtain
Bo = µBBa
∑
S
goS TrM
(
ρoSoSSoS
)
· uzo ≡ µBBa TrM,S (goρ
o
oSo) · u
z
o
= µBBa Trm,σ (goρ
o
oSo) · u
z
o ≡ B
spin
o +B
orb
o , (153)
where
B
spin
o ≡ g1/2µBBa [Trσ (soTrmρ
o
o) · u
z
o] ,
B
orb
o ≡ glµBBa [Trm (loTrσρ
o
o) · u
z
o] , (154)
where g1/2 and gl are the intrinsic-spin and orbital g-factors, respectively.
10.5. Local exchange interactions (diagonal anisotropy)
From Eqs.(96) we obtain
J xoo − J
z
oo = B
z
o + M˜
oy
oy +
1
2
∑
o′ 6=o
(J xoo′ + J
y
oo′) ,
J yoo − J
z
oo = B
z
o + M˜
ox
ox +
1
2
∑
o′ 6=o
(J xoo′ + J
y
oo′) , (155)
where the parameters Bzo , J
x
oo′ and J
y
oo′ for o 6= o
′ were determined in the
previous paragraphs. The additional terms, for α = x or y, are written as
M˜oαoα =
(
M˜oαoα
)spin−spin
+
(
M˜oαoα
)orb−orb
+
(
M˜oαoα
)spin−orb
,
where(
M˜oαoα
)spin−spin
≡ 2Trm,σ (soα · T
o
o · soα · ρ
o
o)−
1
4
Trm,σ {ρ;T }
o
o
+ β
(
Vspinoα
)2
−
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
TγVˆ
spin
oα (τ) Vˆ
spin
oα (τ
′)
〉
Γ=0
= 2Trm,σ (soα · T
o
o · soα · ρ
o
o)−
1
4
Trm,σ {ρ;T }
o
o
+
1
β
∑
ω
eiω0
+
Trm,σ
{
soα · [G(iω) · T ]
o
o · soα · [G(iω) · T ]
o
o
− 2soα ·G(iω)
o
o · soα · [T ·G(iω) · T ]
o
o + soα · [T ·G(iω)]
o
o · soα · [T ·G(iω)]
o
o
}
,
(156)
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(
M˜oαoα
)orb−orb
≡ 2Trm,σ (loα · T
o
o · loα · ρ
o
o)− Trm
(
loα · loα · Trσ {ρ;T }
o
o
)
+ β
(
Vorboα
)2
−
1
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
orb
oα (τ) Vˆ
orb
oα (τ
′)
〉
Γ=0
= 2Trm,σ (loα · T
o
o · loα · ρ
o
o)− Trm
(
loα · loα · Trσ {ρ;T }
o
o
)
+
1
β
∑
ω
eiω0
+
Trm,σ
{
loα · [G(iω) · T ]
o
o · loα · [G(iω) · T ]
o
o
− 2loα ·G(iω)
o
o · loα · [T ·G(iω) · T ]
o
o + loα · [T ·G(iω)]
o
o · loα · [T ·G(iω)]
o
o
}
,
(157)
(
M˜oαoα
)spin−orb
≡ 2Trm,σ (soα · T
o
o · loα · ρ
o
o + loα · T
o
o · soα · ρ
o
o)
− Trm,σ
(
{soα; loα} · {ρ;T }
o
o
)
+ 2βVspinoα V
orb
oα −
2
β
∫ β
0
dτ
∫ β
0
dτ ′
〈
Tγ Vˆ
spin
oα (τ) Vˆ
orb
oα (τ
′)
〉
Γ=0
= 2Trm,σ (soα · T
o
o · loα · ρ
o
o + loα · T
o
o · soα · ρ
o
o)− Trm,σ
(
{soα; loα} · {ρ;T }
o
o
)
+
1
β
∑
ω
eiω0
+
Trm,σ
{
soα · [G(iω) · T ]
o
o · loα · [G(iω) · T ]
o
o
− soα ·G(iω)
o
o · loα · [T ·G(iω) · T ]
o
o − soα · [T ·G(iω) · T ]
o
o · loα ·G(iω)
o
o
+ soα · [T ·G(iω)]
o
o · loα · [T ·G(iω)]
o
o
}
. (158)
The local exchange interaction parameters can then be written as
J αoo − J
z
oo ≡ (J
α
oo − J
z
oo)
spin−spin
+ (J αoo − J
z
oo)
orb−orb
+ (J αoo − J
z
oo)
spin−orb
,
where
(J αoo − J
z
oo)
spin−spin = (Bzo)
spin+
(
M˜oα¯oα¯
)spin−spin
+
1
2
∑
o′ 6=o
(J xoo′ + J
y
oo′)
spin−spin
,
(159)
(J αoo − J
z
oo)
orb−orb = (Bzo)
orb +
(
M˜oα¯oα¯
)orb−orb
+
1
2
∑
o′ 6=o
(J xoo′ + J
y
oo′)
orb−orb
,
(160)
(J αoo − J
z
oo)
spin−orb
=
(
M˜oα¯oα¯
)spin−orb
+
1
2
∑
o′ 6=o
(J xoo′ + J
y
oo′)
spin−orb
, (161)
where (α, α¯) = (x, y) or (y, x), and the various terms are given by Eqs.(154),
(156), (157), (158), and in Section 10.3.
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11. Conclusion
To conclude, in this work we have established the mapping between a rela-
tivistic electronic system with rotationally invariant interactions onto an effec-
tive classical spin model, via the equivalence of their thermodynamic potentials
under rotations of the local total magnetic moments up to the second order in
the rotation angles, when the spin configuration of the electrons is symmetry-
broken and out of equilibrium. The parameters of the effective spin model were
obtained as functionals of the single- and two-electron Green’s functions of the
electronic system. We have removed two approximations which were adopted in
previous works on non-relativistic systems [10, 11, 16], namely: (1) here we take
into account the vertices of the two-electron Green’s functions, (2) here we in-
clude the non-local components of the self-energies. Besides, we have extended
the theory in order to completely account for relativistic effects, determining
the complete relativistic exchange tensors in a unified framework. For two com-
ponents (x and y) of the Dzyaloshinskii-Moriya vectors, which had already been
determined previously [12], we have recovered the known results and extended
them to the non-collinear case; moreover, here we have determined also the third
component (z), together with the completely new terms describing anisotropic
exchange and other out-of-diagonal symmetric terms of the exchange tensors. In
the particular case of spin-1/2 (single-band Hubbard model) we have recovered
the known expressions for the isotropic exchange parameters both in the general
case of non-local self-energy [16] and in the particular case of local self-energy
[10, 11]. Having included also an external magnetic field, we have shown how it
determines a renormalization of the exchange tensor via linear and non-linear
contributions (the details can be found in Appendix B). Finally, we have shown
how to study separately the orbital and spin-1/2 contributions to magnetism,
as well as a combined “spin-orbital” contribution which cannot be decoupled.
We remark that our theory should be used to predict spin dynamics in
a given phase of the electronic system, but it cannot be used to predict the
phases of the system themselves. In fact, the application of the theory for
computations requires fixing the initial spin configuration in a definite out-of-
equilibrium phase. The subsequent classical spin dynamics is then determined
by the magnetic interactions given by our theory.
Building on this work, we foresee three main possible paths for further the-
oretical investigation: (1) study of the response of the thermodynamic poten-
tial to higher orders in the rotation angles, (2) extension of the effective spin
model to include higher-order spin-spin interactions (the quadratic model con-
sidered here is enough for the second-order response in the angles of rotation,
but may not be enough for higher orders in the angles), (3) inclusion of time-
dependent external electromagnetic fields, which up to now was done only for
a non-relativistic system [16]. This latter extension would be desirable in order
to realistically describe the manipulation of magnetism and the ultrafast spin
dynamics induced by sub-picosecond laser pulses.
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Appendix A. Considerations on the rotational invariance of the in-
teraction Hamiltonian
The whole treatment has been based on the assumption that the interac-
tion term is rotationally invariant. We now discuss this issue more in detail.
We start by assuming that the interaction is local (on-site), in the spirit of the
multi-orbital Hubbard model. However, on a single site it can mix states belong-
ing to different shells and having different angular momenta. The interaction
Hamiltonian is
HˆφV ≡
1
2
∑
1,2,3,4
φˆ†i1,M1 φˆ
†
i2,M2
V
{i1,M1},{i2,M2}
{i3,M3},{i4,M4}
φˆi3,M3 φˆi4,M4 , (A.1)
where
V
{i1,M1},{i2,M2}
{i3,M3},{i4,M4}
≡
∫
dv(x)
∫
dv(x′)φ∗i1,M1(x)φ
∗
i2,M2(x
′)
× V (x− x′)φi3,M3(x′)φi4,M4(x). (A.2)
The on-site interaction is supposed to be rotationally invariant, i.e., HˆφV = Hˆ
ψ
V .
To check the conditions under which this condition is fulfilled, we perform the
rotation of the fermionic fields according to Eq.(16), obtaining
HˆφV =
1
2
∑
1,2,3,4
ψˆ†i1,M1 ψˆ
†
i2,M2
ψˆi3,M3 ψˆi4,M4
·
∑
M5,M6,M7,M8
R†(i1)
M1
M5
R†(i2)
M2
M6
V
{i1,M5},{i2,M6}
{i3,M7},{i4,M8}
R(i3)
M7
M3
R(i4)
M8
M4
.
(A.3)
Suppose that the interaction is intra-atomic (a1 = a2 = a3 = a4 ≡ a), as in the
Hubbard model, and that
V
{n1,l1,S1,M5},{n2,l2,S2,M6}
a,{n3,l3,S3,M7},{n4,l4,S4,M8}
= δM6M7 δ
M5
M8
δS2S3δ
S1
S4
V
{n1,l1,S1},{n2,l2,S2}
a,{n3,l3,S3},{n4,l4,S4}
, (A.4)
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then we obtain:
HˆφV =
1
2
∑
a
∑
{n}
∑
{l}
∑
{S}
∑
{M}
ψˆ†a,n1,l1,S1,M1 ψˆ
†
a,n2,l2,S2,M2
δS2S3δ
S1
S4
· V
{n1,l1,S1},{n2,l2,S2}
a,{n3,l3,S3},{n4,l4,S4}
[∑
M5
R†(a, n1, l1, S1)
M1
M5
R(a, n4, l4, S1)
M5
M4
·
∑
M6
R†(a, n2, l2, S2)
M2
M6
R(a, n3, l3, S2)
M6
M3
]
ψˆa,n3,l3,S3,M3 ψˆa,n4,l4,S4,M4 ,
(A.5)
where
∑
{n} ≡
∑
n1,n2,n3,n4
, etcetera. To get rotational invariance of the inter-
action Hamiltonian we have now two possibilities: either 1) we take the rotations
to be only site-dependent (i.e., not resolved with respect to the shells and orbital
angular momenta), so that the rotation matrices are independent of n and l, or
2) we further assume that the interaction parameter is
∝ δn1n4 δ
n2
n3δ
l1
l4
δl2l3 , (A.6)
which implies that the local Coulomb interaction is spherically symmetric. In
both cases, we can perform the summations over M5 and M6, obtaining:
HˆφV =
1
2
∑
a
∑
{n}
∑
{l}
∑
{S}
∑
{M}
ψˆ†a,n1,l1,S1,M1 ψˆ
†
a,n2,l2,S2,M2
· δM1M4 δ
M2
M3
δS2S3 δ
S1
S4
V
{n1,l1,S1},{n2,l2,S2}
a,{n3,l3,S3},{n4,l4,S4}
ψˆa,n3,l3,S3,M3 ψˆa,n4,l4,S4,M4
=
1
2
∑
a
∑
n1,l1,S1,M1
∑
n2,l2,S2,M2
∑
n3,l3
∑
n4,l4
ψˆ†a,n1,l1,S1,M1 ψˆ
†
a,n2,l2,S2,M2
· V
{n1,l1,S1},{n2,l2,S2}
a,{n3,l3,S2},{n4,l4,S1}
ψˆa,n3,l3,S2,M2ψˆa,n4,l4,S1,M1 , (A.7)
which is invariant. Therefore, the assumption (A.4) guarantees the invariance
of the interaction Hamiltonian under rotations of the magnetic moments site-
resolved but not shell-resolved, while the additional assumption (A.6) allows for
rotational invariance under shell-resolved rotations.
Appendix B. Analysis of the matrix M˜iαi′α′
In our theory, the matrix M˜iαi′α′ [cfr. Eq.(77)] is one of the key quantities in
terms of which the magnetic parameters are expressed. We now take a closer
look at the structure of this matrix, starting with the term W iαi′α′ [cfr. Eq.(79)].
We see that we can decompose Eq.(79) in order to separate the parts of
W iαi′α′ involving the local single-particle Hamiltonian T
i
i from those involving
the non-local part. We put
W iαi′α′ ≡
(
W iαi′α′
)loc
+
(
W iαi′α′
)loc/nloc
+
(
W iαi′α′
)nloc
, (B.1)
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where the three parts originate from terms in the summation over (j, j′) in
Eq.(79) having different specific values of j and j′ in relation with i and i′.
Namely, the local parts are the terms with j = i and j′ = i′,(
W iαi′α′
)loc
≡
∑
M1M2M3M4
[
Siα, T
i
i
]M2
M1
χ˜
(iM1)(i
′M3)
(iM2)(i′M4)
[
Si′α′ , T
i′
i′
]M4
M3
; (B.2)
then, there are terms involving both local and non-local components of the
single-particle Hamiltonian, corresponding to (j = i, j′ 6= i′) or (j 6= i, j′ = i′),
(
W iαi′α′
)loc/nloc
≡
∑
M1M2M3M4
{
∑
j 6=i
[(
Siα · T
i
j
)M2
M1
χ˜
(jM1)(i
′M3)
(iM2)(i′M4)
−
(
T ji · Siα
)M2
M1
χ˜
(iM1)(i
′M3)
(jM2)(i′M4)
] [
Si′α′ , T
i′
i′
]M4
M3
+
∑
j′ 6=i′
[
Siα, T
i
i
]M2
M1
[
χ˜
(iM1)(j
′M3)
(iM2)(i′M4)
(
Si′α′ · T
i′
j′
)M4
M3
− χ˜
(iM1)(i
′M3)
(iM2)(j′M4)
(
T j
′
i′ · Si′α′
)M4
M3
]}
;
(B.3)
finally, the completely non-local term corresponds to (j 6= i, j′ 6= i′),
(
W iαi′α′
)nloc
≡
∑
j 6=i
∑
j′ 6=i′
∑
M1M2M3M4
[ (
Siα · T
i
j
)M2
M1
(
Si′α′ · T
i′
j′
)M4
M3
χ˜
(jM1)(j
′M3)
(iM2)(i′M4)
−
(
Siα · T
i
j
)M2
M1
(
T j
′
i′ · Si′α′
)M4
M3
χ˜
(jM1)(i
′M3)
(iM2)(j′M4)
−
(
T ji · Siα
)M2
M1
(
Si′α′ · T
i′
j′
)M4
M3
χ˜
(iM1)(j
′M3)
(jM2)(i′M4)
+
(
T ji · Siα
)M2
M1
(
T j
′
i′ · Si′α′
)M4
M3
χ˜
(iM1)(i
′M3)
(jM2)(j′M4)
]
.
(B.4)
The terms
(
W iαi′α′
)loc
and
(
W iαi′α′
)loc/nloc
are completely relativistic terms, since
they vanish when
[
Siα, T
i
i
]
= 0, i.e., when there is no external magnetic field and
no local anisotropy. The term
(
W iαi′α′
)nloc
, on the other hand, survives also in
the non-relativistic regime. It should be noted that in our theory, in the general
relativistic case, all the terms of the exchange tensor depend on the magnetic
field and the local anisotropy not only via the intrinsic dependence of the Green’s
functions, but also via terms which are explicitly linear and even quadratic in
such parameters, as it is evident by looking at the terms of Eqs.(B.2), (B.3),
(B.4), as well as by considering the terms arising from Miαi′α′ + βViαVi′α′ in
Eq.(77).
To get some insights into the structure of the parameters, it is instructive to
consider the case (iα) = (i′α′), which is relevant for Eqs.(69). Using Eq.(82),
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we can write(
W iαiα
)loc
≡
∑
M1M2M3M4
[
Siα, A
i
i
]M2
M1
χ˜
(iM1)(iM3)
(iM2)(iM4)
[
Siα, A
i
i
]M4
M3
+ 2iµBgi
∑
M1M2M3M4
[(Bi × Si) · u
α
i ]
M2
M1
χ˜
(iM1)(iM3)
(iM2)(iM4)
[
Siα, A
i
i
]M4
M3
− µ2Bg
2
i
∑
M1M2M3M4
[(Bi × Si) · u
α
i ]
M2
M1
χ˜
(iM1)(iM3)
(iM2)(iM4)
[(Bi × Si) · u
α
i ]
M4
M3
,
(B.5)
(
W iαiα
)loc/nloc
≡ 2
∑
M1M2M3M4
([
Siα, A
i
i
]M2
M1
+ iµBgi [(Bi × Si) · u
α
i ]
M2
M1
)
·
∑
j 6=i
[
χ˜
(iM1)(jM3)
(iM2)(iM4)
(
Siα · T
i
j
)M4
M3
− χ˜
(iM1)(iM3)
(iM2)(jM4)
(
T ji · Siα
)M4
M3
]
.
(B.6)
We then obtain, for the quantities relevant to Eqs.(69),
M˜iαiα = M˜
iα
iα
∣∣∣
Bi=0
− µBgi
(
Bi ·
〈
Sˆi
〉
−Bαi
〈
Sˆiα
〉)
− 2iµBgi
∑
M1M2M3M4
[(Bi × Si) · u
α
i ]
M2
M1
χ˜
(iM1)(iM3)
(iM2)(iM4)
[
Siα, A
i
i
]M4
M3
+ µ2Bg
2
i
∑
M1M2M3M4
[(Bi × Si) · u
α
i ]
M2
M1
χ˜
(iM1)(iM3)
(iM2)(iM4)
[(Bi × Si) · u
α
i ]
M4
M3
− 2iµBgi
∑
M1M2M3M4
[(Bi × Si) · u
α
i ]
M2
M1
·
∑
j 6=i
[
χ˜
(iM1)(jM3)
(iM2)(iM4)
(
Siα · T
i
j
)M4
M3
− χ˜
(iM1)(iM3)
(iM2)(jM4)
(
T ji · Siα
)M4
M3
]
+ βµ2Bg
2
i
[(
Bi ×
〈
Sˆi
〉)
· uαi
]2
+ 2βµBgi Viα|Bi=0
(
Bi ×
〈
Sˆi
〉)
· uαi ,
(B.7)
where M˜iαiα
∣∣∣
Bi=0
, we recall, is not independent on Bi, but it is a term which
does not vanish when Bi = 0. A simplification of the parts which depend
explicitly on the local relativistic terms can be achieved after decomposing the
two-particle Green’s functions as in Eq.(43),
χ1,32,4(τ, τ
+, τ ′, τ ′+) =
(
χ0
)1,3
2,4
(τ, τ+, τ ′, τ ′+) +
(
χΓ
)1,3
2,4
(τ, τ+, τ ′, τ ′+), (B.8)
where
(
χ0
)1,3
2,4
(τ, τ+, τ ′, τ ′+) = −ρ12 ρ
3
4 − G
1
4(τ − τ
′ − ε) G32(τ
′ − τ − ε) and χΓ
contains the vertex corrections. Using the Matsubara-frequency representation
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and Eq.(105), we can then reduce Eq.(B.7) to
M˜iαiα = M˜
iα
iα
∣∣∣
Bi=0
− µBgi
(
Bi ·
〈
Sˆi
〉
−Bαi
〈
Sˆiα
〉)
−
µ2Bg
2
i
β
TrM
{
[(Bi × Si) · u
α
i ] ·
∑
ω
eiω0
+
Gii(iω)·[(Bi × Si) · u
α
i ]·G
i
i(iω)
}
+ µ2Bg
2
i
∑
M1M2M3M4
[(Bi × Si) · u
α
i ]
M2
M1
(
χ˜Γ
)(iM1)(iM3)
(iM2)(iM4)
[(Bi × Si) · u
α
i ]
M4
M3
− 2iµBgi
∑
M1M2M3M4
∑
j
[ (
χ˜Γ
)(iM1)(jM3)
(iM2)(iM4)
(
Siα ·
(
T ij
)
Bi=0
)M4
M3
−
(
χ˜Γ
)(iM1)(iM3)
(iM2)(jM4)
((
T ji
)
Bi=0
· Siα
)M4
M3
]
[(Bi × Si) · u
α
i ]
M2
M1
+
2iµBgi
β
TrM
{
[(Bi × Si) · u
α
i ] ·
∑
ω
eiω0
+
[
Gii(iω) · Siα · [TBi=0 ·G(iω)]
i
i
− [G(iω) · TBi=0]
i
i · Siα ·G
i
i(iω)
]}
. (B.9)
In addition to the first term, which survives in the non-relativistic regime (and
also includes anisotropy contributions), and to the second term in the first line,
which as discussed should be identified with a component of the effective mag-
netic field, Eq.(B.9) explicitly shows how the relativistic exchange parameters
have a non-trivial dependence on the magnetic field Bi.
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