Earlier models for the self-organization of orientation preference and orientation selectivity maps are explicitly designed to reproduce the functional structures observed in cortical tissue. They mostly use formal though biologically motivated implementations and artifical assumptions to achieve this result. In particular, orientation selective cells are usually encoded by doubling the orientation preference angle, which introduces an ad hoc 180' symmetry to the models. This symmetry is then rejected by the emerging +180' vortices, which parallel physiological findings. In this work a linear feed-forward neural network model is presented that is not designed to reproduce orientation maps but instead is designed to parallel the anatomical architecture of the early visual pathway. The network is trained using a general In addition, for strong lateral interactions, regions of reduced orientation selectivity appear, which coincide with these singularities. Thus, the present model suggests an implicit and biologically plausible coupling mechanism for the coordinated development of orientation preference and orientation selectivity maps.
I. INTRODUCTION The representation of visual data in mammal area 17 is to a large extent performed by feature detecting neurons, the activities of which encode the presence of oriented contrast lines within their receptive fields [1 -3] . The receptive fields of simple orientation selective neurons are subdivided into elongated, roughly stripe shaped regions, where either on or off response of the cell to small light stimuli is observed. These regions will henceforth be referred to as "lobes" [see Fig. 2 (a) for a bilobed receptive field, which consists of one on and one off lobe]. Simple cell receptive fields in monkeys and cats exhibit at most two or three lobes [4, 5] and can be found even in visually inexperienced animals [6] . For each cell, the stimulus orientation, which leads to maximum neural response, defines the orientation preference angle or orientation preference p. Since gr and tp+n represent identical stimulus orientations, the orientation preference is restricted to the interval [ [6] . Further studies of cortical topological orientation maps, which investigate their two-dimensional structure, were carried out using the 2-deoxiglucose method [7] .
These investigations showed complex and patchy but in general stripelike iso-orientation domains. Unfortunately, this method does not allow us to separate regions of poor orientation selectivity from those with high orientation selectivity parallel to the previously applied stimulus.
This separation can be done by the more recently developed in vivo differential imaging technique using voltage-sensitive dyes [8 -10] . With [10 -13] . Similar pinwheellike orientation preference maps, though without variations in orientation selectivity as reported for the monkey, were also found in area 18 of the cat [14] .
Several models have been suggested for the structure [15 -20] as well as for the self-organization of orientation preference and orientation selectivity maps in mammal area 17 [21 -26] . Some of these approaches suggest orientation preference distributions to consist of a system of +1 vortices [15, 16] , which could be shown to agree with the 2-deoxiglucose experiments [7] as well as quantitative evaluations of orientation drift rates [17] . Wolf et al. [19] showed that some structural analogy can be found between orientation preference maps and electric force vectors between conveniently positioned electric charges.
Other authors use formal orientation preference vectors with doubled polar angles [18, 20] in order to account for the 180' symmetry of orientation preference. Thereby, they introduce the 180' symmetry of the experimentally observed +-, ' vortices into their systems.
The developmental models can be divided into several categories. Yon der Malsburg and Cowan [22] showed that structured orientation preference maps can form in a system with predefined wave patterns of cortical activity and genetically predetermined subsets of orientation selective neurons. However, since the structures of the cortical activity patterns, which are applied to the network as input, determine the appearance of the emerging orientation map, the value of this model for the prediction of orientation preference structures is restricted. Swindale [23, 24] To investigate the maturation behavior of the network, it is convenient to express the learning dynamics in terms of the eigenstates of the input correlation function G [26] . For this step, translational invariance of the correlation function is assumed. To perform the transformation to the eigenrepresentation of 6, the synaptic fields are expanded with respect to the eigenstates c& of the correlation function w (r)=pa gati(r), P with f dr'G(r -r')c&(r') =Ay&(r) . (7) Each quantum number P incorporates the radial and angular node indices (n, l) of the eigenlevel [29] -F(u, w )w (r -r ) . (4) +QQQ p(r ")a"p, n P Insertion of (3) into (4) and time averaging as defined above leads to b, w (r)= f G(r r')w (r')-dr' f(()w )[)-w (r) +&I(r "} f G(r -r')w"(r' -r ")dr', (5) I(r }: =I'(r)g(~) . 
are introduced. Then, the fix points of (8) (14) In this section it will be shown that for weak lateral interactions most of the expansion coefficients a can be neglected. For a vanishing lateral interaction, the stable fix points of (5) and (8) (14) - (16) remain the only stable ones. Note that this condition is best fulfilled for the all excitatory (0,0), the bilobed (0, 1), and the circularly symmetric (1,0) receptive field profiles [27] .
Equation (15) For convenience, gabor functions will be used to represent the eigenstates c"(r)=exp( -r /2P )sin(kx), c (r)=exp( -r /2P )sin(ky) .
Fitting P and k to numerically obtained (0,1) receptive field profiles corresponding to a projection radius p gives P =0. 5p, k =2/p. The evaluation of (9) using these functions yields dye Idt =g(A"/A )t Q(r ")a".
From the approximate solution of (18) ,
S"~(r, R ) =S (rr, R ) 2bN exp( r l-2Rg )- Fig. 5 , where the bars encoding the orientation preference of the nodes of the output layer are plotted. The length of the bars is related to the strength of the orientation preference, while their orientation is orthogonal to the preferred orientation of the corresponding output neuron [27] . In the special case of (0,1) receptive fields, they are parallel to the orientation preference vector as defined in Fig. 2 Table I Fig. 6(b) , suggest a high probability for the training process to be trapped in the corresponding minimum.
To obtain the optimal radius R p& for the vortex structures, several calculations similar to those shown in Fig. 6 Fig. 7(a) for excitatory lateral interaction and in Fig. 7(b Fig. 8(a) for excitatory interactions and in Fig. 8(b) for sombrero-type interactions. In both graphs, the coefBcients show an approximately linear dependence on I, for weak interaction strengths and become saturated for stronger I, where the condition~~U~~&&Ao -iL&VP is no longer fulfilled. For excitatory lateral interactions a qualitative change of the system behavior is found at I"-=0. 08 states is more strongly represented in the synaptic fields depends on the direction of the orientation preference vectors, which is constant for the parallel structure. In the particular simulations in Fig. 8(a) , the coefficient a4 dominates a5-=0 above the boundary, because the symmetry axis of the (0,2) receptive field belonging to a4 is closely aligned to the orientation preference angle of the parallel orientation map resulting in these simulations.
From Fig. 8(a) , one can derive that the radial vortex structures obtained for excitatory lateral interaction become unstable if the strength of the lateral interaction is increased above I, =0.08. In contrast, the formation of tangential vortices induced by sombrero-type lateral interactions is nearly independent of the strength of the intracortical connectivity. For both cases, however, Fig. 8 shows that even for strong lateral interactions, all but the coeScients of the few highest eigenstates remain small (see also Fig. 4 , where in fact the relative interaction strength was set to I, =0. 84, which is not small cornpared to unity}. As mentioned above, this is due to the strongly decreasing overlap of the eigenstates with the external perturbation in (15) . Thus [20] , where reduction of orientation selectivity at discontinuities is achieved by explicitly convolving the orientation preference map with an appropriate kernel, the present model contains an inherent mechanism for the coordinated arrangement of orientation preference and orientation selectivity. It suggests a general principle for the coupling of discontinuities in orientation preference maps and dips in orientation selectivity maps, which is also observed in biology [10] .
Finally, the (1,0) and (0,0) domains were investigated.
As mentioned above, no strong orientation selectivity can result in these domains in the case of very weak lateral interactions. With increasingly stronger, purely excitatory lateral interactions, (0,0) receptive fields themselves maintain their profiles, but with sombrero-type lateral interactions a stripe pattern of alternating sign of the receptive field profiles is created. In the (1,0) domain, the receptive fields partially deform to three-lobed profiles [due to admixture of (0,2) states]. However, instead of expressing k -, ' vortices as found by Linsker [26] , the lateral interaction causes phase shifts of the receptive field profiles, which then orient into the parallel configuration.
IV. DISCUSSION
The main purpose of this paper is to investigate the training behavior of a simple neural network, the architecture of which is derived from experimental data for the anatomical structure of the prenatal early visual pathway in mammals. One of the most prominent features of this anatomically motivated network is a retinotopic projection of the input neurons to the output layer. Retinotopic axonal terminals lead to spacially restricted receptive fields of the output neurons, which show roughly circular symmetry and are shifted against each other in the same way as the output neurons they belong to. This approach is based on the chemoaffinity hypothesis [33] , which suggests the development of retinotopy by mechanisms of directed axonal growth rather than by synaptic plasticity. The network is trained using a general Hebbtype learning rule as introduced earlier [27] , which at least for weak lateral interactions approximately extracts the principal component from the ensemble of input patterns. Since prenatal development is considered, these input patterns are spatially uncorrelated at the level of the photoreceptor layer and model spontaneous photoreceptor activity.
The present network represents an inductive mode1 in that it first determines the architecture and the learning principle of the network according to biological data and then characterizes the structural features, in the present context the orientation maps, that are found to arise in the system during the training process. This approach is in contrast to models which are explicitly designed to show the structural features found in adult mammals [18 -20] One common feature which is characteristic to the latter two models is the explicit introduction of a 180' symmetry to the receptive field properties of their model neurons. This is done by doubling the polar angle of the preferred orientation, which was introduced by Swindale [23] and repeated in more recent approaches [24, 25] . In these models, the developmental process describes the time dependence of each orientation preference as a function of all other preferences. Because these quantities remain identical for changes about +180', the developing orientation preference maps also show this symmetry. In particular, +-, ' [34] Finally, the approach is restricted to weak lateral interactions, which is in contrast to biological evidence (in monkeys, each neuron receives about 2300 synapses [28] , where at most 300 belong to afFerent fibers [27] discontinuities, and a reduction of orientation selectivity at these discontinuities, is an inherent feature of our network (see, in contrast, [20] [17] also suggests that regions with +1 vortices might exist in area 17. The strongest reduction of orientation selectivity in the present model occurs in +1 centers of the vortices (though also present at other discontinuities). The concentration to + 1 centers is most evident for the radial vortices obtained with purely excitatory lateral interactions but can also be found for tangential vortices (see Fig. 9 ). This result strongly supports the El model of Baxter and Dow [17] 
