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In the asymptotic theory of the Riccati equation, certain a priori bounds are of 
importance. The upper bound is of the form W -1 + _dlC with W the observability 
matrix, C the controllability matrix, and A 1 a constant. In [3, 4, 6] we asserted that A 1 
could be taken to be 1, this is not the case in general, although in certain cases where 
the Sensor is in the positive eigenfunction space of an operator elated to the control- 
lability matrix--see Theorem 2.2--it is. In this paper we find an explicit bound for A 1 
dependent only on the information rate and control energy rate and state dimensions. 
Further, a simple counterexample is given which shows A 1 may be greater than 1. 
In order to effectively compute this example, we developed explicit expressions 
for the infinite lag error variance for stationary problems as well as a very simple 
expression for the limit solution of the autonomous Riccati equation as the initial 
matrix gets large. The results all are given in terms of the equilibrium solution to 
a dual Riccati equation. 
1. NOTATION 
Let Mr.s(R ) denote the r >,~ s matrices with real entriesF, G and H continuous maps 
of the real numbers into Maze(R), Maxr(R) and M~ze(R), respectively. For typo- 
graphical simplicity, we will suppress the arguments of F, G and H, and describe 
the case in which these maps are constant as the autonomous case. By ~ we denote 
the convex cone of symmetric nonnegative definite members ofMexa(R ) and by A >~ B, 
for A and B in Maze(R), the partial ordering induced by ~, the transpose of a matrix A 
will be denoted as A', while r x) will denote the fundamental matrix ofF. 
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Further, we assume there exist fixed positive real numbers a, fl, 7, 8, a such that 
C(t,t  aa - -= r v) a(v)  a'(v) r ( l .0) 
t--o 
f l  ~ W(t , t - -a )  da f t  r t) H'(s) H(s) r t) as < 31, (1.1) 
for all t. By zr(t, F, to) we denote the solution of 
dP/dt = FP  + PF '  - -  PH 'HP  + GG',  
(1.2) 
P(to) -~ 1" with /1E ~. 
In the autonomous case, let/5 and S denote the unique positive definite solution of 
FP  +/SF '  - -  PH 'HP  + GG'  = 0, (1.3) 
F 'S  q-- SF  --  SGG'S  + H 'H  = 0, (1.4) 
and F o ~ F --  PH 'H ,  Fc ~ F --  GG'S .  
We remark that Arimoto [2] first considered (1.3) and (1.4) as a filter and controller 
problem in duality. 
2. BOUNDS 
We will be interested in deriving upper and lower bounds for ~r(t, F, to) in the 
ordering of c~ when/~ ~ c~. In all that follows, (1.0) and (1.1) are assumed to hold. The 
first lemma is wellknown. 
LEMMA 2.1. For t - -  t o > a and F ~ c~, 
rr(t, I', to) ~ W-l ( t ,  t - -  a){W(t, t - -  o) + K(t ,  t - -  a)} W-l( t ,  t - -  a) 
clef 
~- W- l ( t ,  t - -  a)  ~- Cw( t  , t - -  a),  
where 
t t 
t -- a) ---- f f r t) H'(s) H(s) r t) C(t, max(s, v)) K(t ,  
t -o  t--a 
• r t) H' (v)  H(v)  r t) dv ds. 
Proof. 7r(t, F, to) represents the error covariance of the optimal filter, while the 
right side is the error covariance of the matched filter with weighting function 
W-l( t ,  t - -  a) r t) H'(s) for t -- a ~ s ~ t and zero otherwise; see [6] for details. 
and 
LEMMA 2.2. 
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Cw(t, t - -  a) ~ AC(t ,  t - -  a) with 
: (;,_o . , ,  
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but 
11 ~ ~) c-~(t, t - ~))I I  a I I c . . , -~) ,  tlw-~.,,_~) ~ (Tr W-X(t, t - -  
so that the lemma follows, as cx was arbitrary. Now 
Tr C-l(t, t - -  a) W-l(t ,  t - -  a) < (d/aT), 
Tr f r t) H'(s) H(s) r t) C(t, s) ds ~ aft3, 
t--o 
so that A ~ d~([38]~7). 
THEOREM 2.1. For t - -  t o > a and all I" ~ ~,  
[C-l(t, t - -  a) + A~W(t,  t - -  a)] -1 <~ rr(t, F, to) ~ W-t(t ,  t - -  a) -}- ArC(t,  t - -  a), 
B = Tr C-l(t, t - -  a) W- l ( t ,  t - -  a). 
Yu, ther, A ~ (J~l~r) U2. 
Proof. We denote by [I " ll2c for r R a and C 6 cd the quadratic form induced by C. 
Then for arbitrary Qt r R a 
t 
1[ a Ncw(t,~-o} = g'(s) K(s, v) g(v) ds dv 
t--g t--v 
with = = W(t, t - -  (~)[~; g(v) = H(v) r t)~ and 
t 
: H(s) r t) f r A) G(A) G'(A) r A) da r t) H'(v). K(s, V) 
max(s,v) 
Now K(s, v) is a positive definite matrix valued function and hence Mercer's theorem 
(see [8]) gives 
[.j* (jr g'(s)K(s, v)g(v )ds  dv <~ ( f  K(s, s ) H  g(v)]t 2 dr, 
t 
~--a t--a t--o t--o 
or  
' ) ' ( f  ' [1 a [Icjt.t-o) ~ Tr K(s, s) ds t[ a llw-,..~_o), 
t--a 
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with 
A 1 = A, 
t 
f T r  {G'(s) 4;(t, s) W(t, s) d~(t, s) G(s)} ds B, A2 
f--Ix 
A, < (3~/~r) as. 
Proof. The upper bound follows from Lemma 2.2, while the lower bound results 
form the result that (1.0) implies ,r(t, F, to) is invertible for t -- t o > or, see [4], and 
u- l ( t , / ' ,  to) satisfies a Riccati equation. 
Remarks. It was asserted in [4, 6] that (2.1) held with As ---- 1. Both proofs contain 
gaps in [6], the error is that cov(X + Y) is not dominated by cov(X)+ cov(Y), 
while in [4] A >/B  >/0  in Me• was asserted to imply A 2 >/B  2 which it does not 
in general. 
For d = 1, A may be taken 1 as 
Cw(t,t--a) <~C(t,t - -a)  as A >/B~>0 
does imply A 2 >~ B 9" for numbers. 
EXAMPLE 1. For d = 1, F = 0, G = q~/2, H = r-I~ ~ with 
the solution of the Riccati equation is 
q and r positive, 
Since d = 1, the bounds 
rq 1 
r/e + q~ -- 1/q~ + ~[r ~ rr(t, ~, to) ~ r/~ + q~ 
are valid for arbitrary g positive. 
uPPER 8ouNo 
2 ~ - ~ E R  P BOUNDARY 
~/2_~><.~., - - . . .  ~ - /  "~  " " _ LOWER BOUNDARY 
~ LOWER BOUND 
% t 
FIGURE 1 
~r(t, y, to) = s inh(x /~ t) + y cosh(~/~ t) (1) 
cosh(v/q-~ t) + -~ sinh(v/ q/--r t) 
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Now the left-hand side achieves its maximum where the right-hand side achieves 
its minimum at a 0 = X/r/q so that for (t -- to) ~> %. Hence the bounds give the 
following qualitative picture (see Figure I below). The bounds therefore supply one 
with the information that the solution of the Riccati equation lies in the funnel 
determined by the crosshatched area, in Fig. I. Interestingly enough, the bounds imply 
the inequality 
coth(t) <~t+l / t  for t >0.  
The importance of Theorem (2.1) lies in the fact that it establishes uniform asymptotic 
stability for the optimal filter, since under the conditions of (1.0) and (1.1) the Ai are 
independent of t and F (see [4, p. 73, Theorem (4.5)]). It is quite easy to see that for a 
large enough both bounds hold with Ax = 1 for rr(t, O, to) <~ C(t, to) hence P(t) ~< 
C(t, to) for t o close enough to --oo but ~r(t, 0% to )~/5( t )  as t o --~--oo hence 
rr(t, 0% to) <~ C(t, c 0 for some ~ and the upper bound holds. This result has as its 
consequence the existence uniqueness of positive definite solutions of (1.3) and (1.4), 
as well as establishing the uniform asymptotic stability of F c and F 0 . Further, clearly 
the bounds give a qualitative picture of the behavior of rr(t, T', to) analogous to Fig. 1. 
For general d, if W(t, a) = f(t, ~)I with f a scalar-valued function, then the upper 
bound holds with A 1 = 1, while, if a similar condition holds for the C(t, s) matrix, the 
lower bound is valid, when A 2 = 1. By counterexample, we will show that 
lim ~r(t, T', to) ~ W-l(t, to) + C(t, to) 
F-~ oo  
for the systemF = (o  01), a = (~ 0) and H : (1, 0). 
The following theorem is immediate from Lemma 2.1. 
THEOREM 2.2 .  
AI= 1 
A2:1  
where 
t .t 
if f j r162 
t -~ t -a  
t t 
if f f r a(s) a'(s) W*(max(s, r -- 
t -a  t--a 
X a(v) G'(v) r v) dv ds e (~, 
f 
ma~x(s ,v )  
C*(max(s ,  v), t - ,,) = r a) r a) da, 
W*(max(s, v), t - -  a) = fmax(..~) q~'CA, s) H'(A) H(A) r v) dh. 
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Before describing the counterexample, we will develop autonomous results of 
independent interest which were important in the computation relevent for the 
counterexample. 
3. STEADY-STATE AUTONOMOUS CASES 
In the autonomous case, P represents he Wiener filter errors, i.e., 
o0 
P = inf J(K) = inf 1/27r f (I -- K(ioJ)H) X(ico) GG'X'(--iw) 
Krealizable Krealizable -Qo 
• (I -- H'K'(--io~)) + K(ioJ) K'(--ioJ) doJ, 
where x(iw) = (ioJI -- F) -1 and F is assumed stable. The Wiener filter is Kw(iOJ ) ---- 
(ioI --Fo)-IPH ' as can be seen since 
I + HX(io~) GG'X'(--ioo) H' = (I + HX(io) PH')(I + HPX'(--io) H'), (3.1) 
when P is a positive definite solution of (1.3) and classical spectral factorization deter- 
mines K w as given (see [7]). Let j0 be the absolute minimum of J(K) over all filters, 
then jo is the steady-state error of the infinite lag filter. The following theorem 
characterizes jo. 
THEOREM 3.1. JO is the unique solution of 
FoJ ~ + J~ c' = --GG' (3.2) 
which is jo __ (p-1 + S)-~. 
Proof. It is easily calculated that the K which minimizes J(K), K* is given by 
K*(ioJ) = x(ioJ) eG'X'(--ioJ ) S ' ( I  -- Hx(ioJ ) Ge'X'(--ioJ ) H') -~ 
and 
1 
J(K*(ioJ)) = ~ _.I_. x(ic~ G{I -- G'X' ( - io  0 H'(I + Hx(io, ) GG'x' (-ico) U') -~ 
Hx(ioo)G ) G'x(--ioo ) do) 
i f  ~ = N -r x(ic~ G(I + G'x'(--ioJ ) H'Hx(io~)G) -~ G'x(--io~ ) doJ 
by the Schur lemma [see [4]). However, in view of (1.4) it is easily seen that 
I + G'x'(--io~ ) H'Hx(ioJ)G ---- (I + G'x'(--io~ ) SG)(I + G'Sx(i~o)G ) 
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analogous to (3.1). Hence it follows that 
if J(g*(i~) = ~ -~ x(i~o) G(I 4- G'Sx(ico)G) -1 (I 4- G'x(--ioJ ) SG) -1 G'x'(--ioJ ) &o 
Now the Shur relations imply 
x(iw) G(I + G'Sx(ico)G) -1 = (iwI -- F~)-aG 
so that by the Plancherel theorem 
oo 
]o= ](K*) = f eF'aGG' eF;a d~. (3.3) 
0 
Of course, (3.3) converges as F~ is exponentially stable as S is a positive definite 
solution of (1.4) and [[ x ]12 s is a Liaponnov function for F,'. It is easily seen that (3.3) 
is a solution of (3.2), and it is unique, since F~ is asymptotically stable. 
Using (1.3) and (1.4), we find 
F'(S + p- l )  4- (S + P-1)F  - -  SGG'S + p-1GG'P-I = O, 
or  
Vc'(S + p-a) + (S + P-a)Fc + (S + p- l )  GG'(S + /D--l) = 0. 
Hence (p-1 + S)-I is a solution of (3.2) as well as j0 and by uniqueness they must 
coincide. 
Of course, j0 is the infinite lag or interpolation error. S -1 may be physically inter- 
preted as the filter error of the present state with future observations and J0 - (/5 : S-a) 
in terms of the Duffin parallel resistance, see [1] and [5]. 
EXAMPLE 2. Specify the system matrices in terms of positive scalars --f, q, r as 
f = ( f ) ,  G = (ql/2), H = (1/r1/2). Then 
/5 = r(f  + ~/f~ + q/r), 
S = 1/q(4-f + ~/~ + q/r), 
1//5 = (- - f  4- VU + q/r)/q 
s +/5-~ = 2 (~/f2 4- q/r)/q 
or  
]o = q/(2 V/2 4- q/r). 
In order for Theorem (3.1) to be useful, it is necessary to be able to find /5 and S. 
The following theorem is proved in [4]: 
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then 
Let 
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( - -P ,  I )  A(H) -~ 0 
where R(A) ---- det(M -- H) = (-- 1) n A(A) A(--A), and A(A) ---- det(M -- Fo) is Hurwitz. 
The following theorem identifies S and then gives results of [2] which are important 
in order to obtain Corollary 3.2, which gives an explicit expression for zr(t, 0% to). 
THEOREM 3.2. With A as in the previous theorem, 
A(H) I /S ]  = O; [I, S ]A( - -H ' )  = O. 
Further, For T = (I + PS)  
F o ~- TFcT-1 
and the equation Fo'L + LF  o : - -HH" (3.4) has unique solution L - - -  (S -1 -]- V)-l, 
Proof. 
(sP I]{--F' H'H]{O 
of,ao' F I,, ~)=(~ 9;); 
however, 
( /  
using (1.3) and (1.4) or 
S~(--F' = (--F~' 0~[ I_ I1~aa' ~H) S), 
0 --Fd~--P 
,)(, 
In order for the last equality to hold 
- -T'F~'S - -  ST -W o = H'H,  
T ' - IF  ' = F o' T ' - I  
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validating our last assertions. The first equation follows by direct evaluation of A(H) 
using (3.5). 
COROLLARY 3.2. 
lim w(t, F, to) : /5  + (e-rgt(S-1 +/5)-1 e-FO, _ (S -1  ~_/5)-1)-1 
F?oo 
Proof. Follows by differentiation, using (3.4). 
4. COUNTEREXAMPLE 
Consider the system specified by the 
F= (O 1 10), G= (10 ~), H=(al /~,O) 9 
Introducing the parameters ~ and/3 as positive solutions of 
/3z= 1 -t- a, 
o~  =2/3 - -2+a,  
and using the Bass-Roth result and Theorem 3.2, it follows that 
, 
aB- i  ~/3 ' 
1 (c~fi o f i - -1)  
S - - l+~ ~ 1 
/cos ~ot + ~/2w sin ~ot --1/w sin wt 
e-F0 ' = e~m (e~/2)  ] 
/( ~ q- co ) sinoJt cos o J t -  c~/2o0 sin a)t]' 
4 ~2 ~1 1 a a 
( ' ~ w(,,  0) = a 12, + sin 2, cos 2, - h C(t, O) ~0 ' 24 \cos2t- -  1 2t- -s in2t]"  
Using Corollary (3.2), it is quite easily seen with the aid of a computer that for a = 1 
and t ~< .4940~ the upper bound does not hold with A 1 = 1; however, the lower 
bound holds with A 2 = 1 as the controllability matrix is the identity. In Fig. 2, the 
smallest eigenvalue of --rr(t, 0%0)+ C(t,O)+ W-I(t,O) is plotted versus tfir. 
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It is interesting to note that bound holds for t greater than the time constant of the 
optimal filter. We conjecture this is generally true. 
20 - Xm,.(C, +w~'-  rr(t,co,O)) 
o / oH/ 
,.o 
t i / i  l i I I I 
/ [ "3  ~' ,5 .6 .7 ,8 .9 f/rrl'O ] 
,4491rr is the zero of hml" 
-I.0 .478rr iS the time constant 
I/X of the optimal systemJ 
-2.0 
-3s 
FIGURE 2 
For a = 1, the following is a table of the values of the various variables of interest 
to 4 significant figures: 
: 1.3522, 
# = 1.4142, 
A = 0.6761, 
oJ = 0.9783, 
p = /1.3522 .4142] S = [.7921 .1716], 
k .4142 1.9123]' ~.1716 .56011 
(p + S_1)_ 1 = [ .3698 0.0000~, 
~,0.0000 .26151 
(p-1 + S)-I (.6312 .0000] 
= \.0000 .89271" 
CONCLUSIONS 
We have given a complete theory of the a priori bounds for the Riccati equation, 
correcting the results presented in [3, 4, 6]. Further, various stationary results of 
interest were given. It is clear that the a priori bounds results can be generalized to 
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various settings dependent only upon the existence of a version of Mercer's theorem 
being valid. In the future, we hope to investigate whether Xi can be taken equal to 1 
when the interval of interest is greater than the time constant of the optimal system. 
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