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1. Introduction
Field-theory description of unstable particles (UP’s) with a large width runs into some problems which have
been under considerable discussion for many decades (see [1–17] and references therein). These problems are
both conceptual and computational in character and arise due to the fact that UP’s lie somewhat outside the
traditional formulation of quantum theory [6, 14, 17]. An unstable particle with a large width cannot be treated
as an asymptotic initial or final state. So, a UP is usually described in an intermediate state with the help of
the dressed propagator or the S-matrix with a complex pole. However, the application of the Dyson procedure
leads to a deviation from the scheme of fixed-order calculations and to some problems with gauge cancellation
[18–20]. In order to overcome these obstacles, some approximation schemes and methods have been worked out.
For instance, double-pole approximation (DPA) [21–24], pinch-technique method [25, 26], complex-mass scheme
(CMS) [27, 28], semi-analytical approximation [20], narrow-width approximation (NWA) [20, 29], convolution
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method (CM) [30–35], etc. At the same time, alternative ways to deal with UPs were developed, such as effective
theories of UP’s [36, 37], modified perturbation theory [38, 39] and models with continuous mass spectrum [40–46].
The properties of UP have also been a subject of discussion in the literature. In particular, the assumption that
the decay of unstable particle R proceeds independently of its production remains of interest [47–49]. Formally,
this effect is expressed quantitatively as the factorization of a cross section or decay width [49]. The processes of
the type ab→ Rx→ cdx were considered in [49]. It was shown that in the framework of the traditional approach
the factorization is always valid for a scalar R and does not take place for a vector or spinor R. The effect of the
factorization is usually considered as related to NWA [20], which is based on five assumptions [29].
In this work, we derive the continuous-mass propagators and analyse the factorization effects in the framework of
a model that describes UP’s as the generalized fields with continuous mass spectrum introduced in [40, 41]. The
formalism of the generalized fields was developed further in [42–44].
In our previous papers [50, 51], it was shown by straightforward calculations that expressions for the width of the
decay a → bR → bcd and for the cross section of the process ab → R → cd factor exactly for scalar, vector and
spinor R. The exact factorization is caused by the specific structure of the propagators of UP’s with a continuous
mass. The factorization method based on these results was developed in [52, 53]. It has been applied to some
processes that are studied experimentally [46, 54–56] or could be studied in future experiments [57, 58]. In all
cases, it was found that the difference between continuous-mass–model predictions and standard calculations does
not exceed 0.1 %, much less than experimental uncertainties.
Note that the discussion in [50–53] was limited to some of the simplest tree diagrams. Here, we consider a more
general case—vertices having an arbitrary (loop) structure and UP carrying an arbitrary spin jR. It is shown
that the amplitude squared can be exactly factorized upon integration over the phase space of the final states.
On the basis of this analysis, the factorization method [53] receives further development.
The paper is organized as follows. In Sec. 2, we derive expressions for the model propagators and systematically
study the factorization of the amplitudes squared for the processes with UP in an intermediate time-like state.
Universal factorized formulae for decay widths and cross sections are derived in Sec. 3. The factorization approach
is applied to the processes with several consequent decays of UP’s in Sec. 4, where the factorization method is
formulated in its most general form. In Sec. 4, we also discuss some methodological and phenomenological aspects
of the factorization. Appendices give details of the mathematical proofs.
2. Factorization effects in the model of unstable particles with
continuous masses
In this section, we consider the structure of the amplitudes for the processes XI → R → XF (XI and XF are
arbitrary sets of initial and final states; R stands for an unstable particle in an intermediate state transferring a
time-like momentum). We show that a special form of the propagators of unstable fields leads to the factorization of
transition probabilities. In contrast to the traditional treatment (the narrow-width approximation), the approach
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under consideration provides the exact factorization for any type of UP with arbitrary width. This effect makes
it possible to represent decay widths and cross sections in a universal factorized form.
The model under consideration is based upon uncertainty relation δm·δτ ∼ 1 [1, 5, 59, 60]. In our model the notion
of mass indefiniteness following from the mass-lifetime uncertainty relation is formalized by using generalized free
fields [40, 41]
φ(x) =
∫
w(µ)φ(x,µ)dµ, (1)
where φ(x,µ) is a canonical free field with a continuous mass µ, and w(µ) is a weight function. The generalized
fields are treated as asymptotic states, which leads to convolution formulae for observables (see Sec. 4 and 5).
The mass indefiniteness is linked to the contributions of vacuum fluctuations to UP mass [46, 52].
The canonical commutation relation is generalized straightforwardly supposing that acts of creation/annihilation
of UP with different values of mass parameter µ are independent:
[
φ¯+(k, µ), φ−(p, µ′)
]
= δ(k− p)δ(µ− µ′). (2)
Using the commutation relation, we can calculate the propagator of a scalar generalized field. The propagator is
given by a sum of the fixed-mass Green’s functions similar to the Ka¨lle´n–Lehmann spectral representation [46]:
D(q2) = i
∫
dxe−iqx〈0|Tˆ φ(x)φ(0)|0〉 = i
∫ +∞
µ0
ρ(µ2)dµ2
q2 − µ2 + iǫ , (3)
where µ0 is a decay threshold and ρ(µ
2) = |w(µ)|2 is a probability density of the mass squared.
Using the Sokhotski–Plemelj formula
1
x± iǫ = ∓iπδ(x) + P
1
x
, (4)
we can obtain the real part of the propagator (3):
ℜD(q2) = 1
2
[
D(q2) +D∗(q2)
]
= πρ(q2). (5)
In a particular case of the propagator defined in the conventional Dyson way,
D(q2) =
i
q2 −M2(q) + iℑΠ(q) , (6)
it follows from Eq. (5) that the spectral density takes the form
ρ(q2) =
1
π
ℑΠ(q)
[q2 −M2(q)]2 + [ℑΠ(q)]2 . (7)
Now, let us consider the spectral-like representation for the propagator of a vector field
Dµν(q
2) = i
∫ +∞
µ0
(
gµν − qµqν
µ2
)
ρ(µ2)dµ2
q2 − µ2 + iǫ . (8)
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The real part of the above propagator is as follows:
ℜDµν (q2) = π
(
gµν − qµqν
q2
)
ρ(q2). (9)
Comparing Eqs. (5) and (9), we find that the propagators of scalar and vector fields in the continuous-mass model
can be written as
D(q) =
i
P0(q)
, Dµν (q) = −i gµν − qµqν/q
2
P1(q)
. (10)
In the general case, the propagators of the fields carrying integer spins j = ℓ and half-integer ones j = ℓ + 1/2
(ℓ = 1, 2, . . . ) can be written, respectively, as
Dµ¯ν¯(q) = − i
Pj(q)
P
(ℓ)
µ¯ν¯ (q), Dˆ(q) = −i
q/+ q
P1/2(q)
Dˆµ¯ν¯(q) = −i q/+ q
Pj(q)
P
(ℓ+1/2)
µ¯ν¯ (q). (11)
Here, µ¯ = µ1µ2 . . . µℓ, ν¯ = ν1ν2 . . . νℓ are multi-indices; P
(j)
µ¯ν¯ are the spin-j projection operators defined in
Appendix 3.
In Eqs. (10) and (11) the denominators Pj(q) can be taken in various forms (pole, Breit–Wigner and other
definitions). It is essential that the effect of factorization does not depend on the form of the denominators P (q),
but depends crucially on the tensor-spinor structure of the numerators in (10) and (11). The propagators (10)
and (11) with a continuous mass parameter q result in the exact factorization, while conventional field-theory
expressions with a constant mass M lead to an approximate factorization in the narrow-width limit. We note
that the factorization occurs in any model leading to the spectral representation (3) and (8) of the propagators.
Also, it should be noted that there is no unique definition of the UP propagators in the literature. For example,
the following expressions are used instead of P
(1)
µν (q): gµν − qµqν/(m − iΓ/2)2 [30], gµν − qµqν/(m2 − imΓ) [31],
and P
(1)
µν (q)a(q
2) + qµqν/q
2b(q2) [61].
It should be emphasized that the structures (10) and (11) are not constrained by the choice of the gauge. The
model under consideration is not a gauge one, because it describes effective unstable fields (see [46] for details).
We also note that the difference between the model and field-theory functions is given by the value (q2−M2)/M2,
which is small in the vicinity of a resonance. Moreover, it is strongly suppressed by additional small factors [53].
So, the approach discussed can be treated as some close approximation to the standard one, that is, it gives an
analytical alternative to NWA (see Sec. 4 and [53]).
The factorization can be illustrated diagrammatically by cutting an internal line that stands for UP with a
time-like momentum, if such an operation disconnects the diagram into two independent fragments. So, in the
framework of the phenomenological model under consideration we need to include UP in initial and final states.
The polarization density matrices of vector, spinor, and vector-spinor UPs are defined as the following spin sums
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Figure 1. The scattering ab → R → XF .
[52, 53]:
Πµν(q) =
3∑
a=1
eaµ(q)e˙
a
ν(q) = −gµν + qµqν
q2
,
Πˆ(q) =
2∑
a=1
ua,∓(q)u¯a,±(q) =
q/± q
2q0
,
Πˆµν(q) = − q/± q
2q0
[
gµν − 1
3
γµγν − γµqν − γνqµ
3q
− 2
3
qµqν
q2
]
.
(12)
For higher spins j > 1 the operators (12) become
Πµ¯ν¯(q) = −P (ℓ)µ¯ν¯ (q), Πˆµ¯ν¯(q) = −
q/± q
2q0
P
(ℓ+1/2)
µ¯ν¯ (q). (13)
Further, we show that the similarity of the propagators (10), (11) and the polarization matrices (12), (13) leads to
the exact factorization of the cross sections and decay widths in a few of the simplest special cases. In Appendix
A, we generalize the result to any interaction mediated by UP with arbitrarily high spin.
To give an example of the factorization, let us consider first the simplest two-particle scattering ab → R → cd,
where R is UP with a large width (see Fig. 1). In the case of a spinor UP we can prove by simple calculation
that the amplitude squared of the process φ1ψ1 → ψR → φ2ψ2 (φa and ψa are scalar and fermion particles,
respectively) can be written in a factorized form
|M|2 = 4(q
0)2
|PR(q)|2 |M1|
2 · |M2|2. (14)
Here,M1 andM2 are the amplitudes of the processes ψR → φ1ψ1 and ψR → φ2ψ2, respectively. The amplitudes
squared |M|2 and |Mi|2 contain traces of 4× 4 spinor matrices and the factorization in Eq. (14) is caused by the
factorization of the trace
Tr
[
(k/1 +m2)(q/+ q)(p/1 +m1)(q/+ q)
]
= 2Tr
[
(k/1 +m2)(q/+ q)
]
· Tr
[
(p/1 +m1)(q/+ q)
]
, (15)
where q = p1 + p2; p1 and k1 are the momenta of spinor particles in the initial and final states; m1,2 are their
masses.
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By direct calculations it can be checked that the factorized relation (14) is not valid for the process φ1V1 →
VR → φ2V2, where φ denotes scalar fields and V are vector fields. However, the factorization is restored upon
integrating over the phase space of the final states (φ2, V2):
J(|M|2) = 4(q
0)2
|PV (q)|2 |M1|
2 · J(|M2|2). (16)
Here, the operator J(A) denotes the integration over the phase space of the final momenta k1 and k2 (see Eq. (A8)
in Appendix A). The relation (16) can be verified by direct calculations, however, we prove it in a more general
way. In the case under consideration, the amplitude squared |M(p, q, k)|2 is given by
|M(p, q, k)|2 = 12(q
0)2
|PR(q)|2M
µν
(1)(p, q)M
(2)
µν (k, q),
|M1(p, q)|2 ≡Mµ(1)µ(p, q) =
g21
24q0p0ap
0
b
ηµν(pa)η
µν(q),
|M2(k, q)|2 ≡Mµ(2)µ(k, q) =
g22
24q0k01k
0
2
ηµν(k1)η
µν(q).
(17)
Here, gk (k = 1, 2) are coupling constants; ηµν(q) = −gµν + qµqν/q2. Integrating M (2)µν (k, q) over the final
momenta k1 and k2 gives
J
[
Mµν(2)(k, q)
] ≡
∫
dk1dk2δ(q − k1 − k2)Mµν(2)(k, q) = c1(q)gµν + c2(q)qµqν . (18)
Multiplying Eq. (18) by ηµν(q) we get
c1(q) =
1
3
J
[
Mµ(2)µ(k, q)
]
=
1
3
J
[|M2(k, q)|2]. (19)
It is immediately seen that Eq. (16) follows from Eqs. (17), (18), and (19). Generalizing this result to the case of an
arbitrary multi-particle final state and arbitrary structure of the vertices (which might include loop contributions)
is considered in Appendix A. In this general case (see Appendix A), Eq. (16) becomes
J
[|M(p, k, q)|2] = (2jR + 1)(2q0)2
(2ja + 1)(2jb + 1)|PR(q)|2 |M1(p, q)|
2J
[|M2(k, q)|2]. (20)
Here, ja,b are the spins of the initial particles, jR is an integer spin of the resonance, and J denotes the integration
over the multi-particle phase space. It should be noted that a stronger factorized relation is valid for a broad class
of interactions of UPs carrying half-integer spins (including gauge and Fermi’s interactions of fermions). In this
case, the same factorization (20) of the amplitude squared exists even without the integration J over the phase
space of the final particles.
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Figure 2. Factorization in a → bXF decay diagram.
3. Factorized formulae for the observables
For any kinds of particles in the initial XI = (a, b), final XF , and intermediate R states the cross section of the
scattering ab→ R→ XF (Fig. 1) can be written in a factorized form (see Appendix B):
σ(ab→ R→ XF ) = 16πLR
LaLbλ¯2(m2a,m
2
b ; s)
1
|PR(s)|2 Γ(R(s)→ ab)Γ(R(s)→ XF ). (21)
Here, Li = 2ji + 1; s = q
2; R(s) is UP with a continuous mass
√
s; λ¯(m2a,m
2
b ; s) is an analogue of the Ka¨lle´n
function
λ¯(p2a, p
2
b ; s) =
[
1− 2m
2
a +m
2
b
s
+
(m2a −m2b)2
s2
]1/2
. (22)
The cross section (21) does not depend explicitly on the spins of the final states. Therefore, it can be summed
over the final channels R(s)→ XF
σinclusive(ab→ R) = 16π
2LRΓ(R(s)→ ab)
LaLb
√
sλ¯2(m2a, m
2
b ; s)
ρR(s), (23)
where the function
ρR(s) =
√
sΓtotR (s)
π|PR(s)|2 (24)
is interpreted in the model of UP with continuous mass as probability density of UP mass [46].
Now, we consider the decay process of type a → bR → bXF , where R is UP with an arbitrary spin, a and b are
quasi-stable particles with negligible width, and XF is the set of final states (see Fig. 2).
For the decay process a→ bR→ bXF the relation similar to Eq. (20) holds (see Appendix A):
J
[|M(p, k, q)|2] = 4(q0)2|PR(q)|2 |M1(p, q)|
2J
[|M2(k, q)|2], (25)
where M1(p, q) = M1(a → bR), M2(k, q) = M2(R → XF ). We can then calculate the width of the decay (see
Appendix B):
Γ(a→ bXF ) =
∫
Γ(a→ bR(q))qΓ(R(q)→ XF )
π|PR(q)|2 dq
2. (26)
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R1
R2
b
a
XF
c
1 2
3
Figure 3. Factorization in ab → cXF scattering-decay diagram.
In the above equation, the domain of integration is constrained by the kinematics of the reaction. Summing over
all the decay channels of UP we get
Γ(a→ bR) =
∫
Γ(a→ bR(q))ρR(q2)dq2, (27)
where the function ρR(q
2) is defined above in Eq. (24). Note that the factorization (21) and (26) is exact within
the framework of the continuous-mass model and approximate in the standard treatment (the narrow-width
approximation and convolution method).
The factorization of the cross section (21) and width (26) is a direct consequence of the factorization of the
amplitude squared (20). In [50, 51], the formulae (21) and (26) were obtained in some special cases (for specific
tree processes in the case of the lowest-spin UP, jR = 0, 1/2, 1). In Appendices A and B these relations are
derived in the most general case—for any spin of UP, any set of initial and final particles, and any structure of
the vertices involved.
It should be noted that for scalar and fermion UP (jR = 0, 1/2, 3/2, . . . ) the differential cross sections and decay
widths also take a factorized form (see Appendix A).
4. Factorization method in the model of UP’s with continuous
mass
The method is based on the exact factorization (21), (26) of the simplest processes with UP in an intermediate
state that were considered in Sec. 3 (see also [52, 53]). It can be applied to complicated decay chains and scattering
processes that can be reduced to a tree constructed from the basic subdiagrams depicted in Figs. 1 and 2 (loop
contributions are limited to the vertex blobs). Further, we consider some examples of such processes with UP’s
in time-like intermediate states.
4.1. Process ab → R1 → cR2 → cXF
The cross section of this process (Fig. 3) is a combination of the expressions (21) and (26):
σ(ab→ cXF ) = 16LR1
LaLbλ¯2(ma,mb;
√
s)
ΓabR1(s)
|PR1(s)|2
∫ q2
2
q2
1
Γ(R1(s)→ cR2(q))
qΓXFR2 (q)
|PR2(q)|2
dq2, (28)
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Figure 4. Factorization in a → bcXF decay diagram.
R
b
a
XF
c
1
2
Figure 5. Factorization in ab → cR → cXF process.
where Li = 2ji + 1 and Γ
B
A(q) = Γ(A(q) → B). It should be noted that the factorization reduces the number
of independent kinematic variables to be integrated over. For example, in the general case of the 2 → 3 process
there are N = 5 variables that uniquely specify a point in the phase space, four of which have to be integrated
over [62]. Some of these variables can be easily integrated out if the process possesses specific symmetry. In the
framework of the approach suggested, the number of variables being integrated is always N ′ = 1 (the variable q2
in Eq. (28)).
4.2. Decay chain
The width of the decay chain a→ bR1 → bcR2 → bcXF depicted in Fig. 4 is a direct consequence of Eq. (26):
Γ(a→ bcXF ) =
∫ q2
2
q2
1
qΓ(a→ bR1(q))
π|PR1(q)|2
∫ g2
2
g2
1
Γ(R1(q)→ cR2(g))gΓ(R2(g)→ XF )
π|PR2(g)|2
dg2dq2. (29)
Note that in the general case the number of kinematic variables which uniquely specify a point in the four-particle
phase space is N = 5 [62], while the model under consideration leaves N ′ = 2 (invariants q2 and g2).
4.3. Decay of the resonance produced in t-channel scattering
The cross section of the process ab→ cR→ cXF (Fig. 5) is given by a convolution of the cross section σ(ab→ cR)
and the width Γ(R→ XF ):
σ(ab→ cXF ) =
∫ q2
2
q2
1
σ(ab→ cR(q))qΓ(R(q)→ XF )
π|PR(g)|2 dq
2. (30)
9
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R2
R1
b
a
X2
X1
1
2
Figure 6. R1R2-pair production process.
This formula can be applied to the description of the processes e+e− → γZ → γff¯ [56] and eN → e∆ → eπN
[53].
4.4. Resonance-pair production ab → R1R2 → X1X2
Now, we consider the process of boson-pair production depicted in Fig. 6 (e.g. four-fermion production in the
double-pole approximation). Applying the model to the process e+e− → R1R2 directly or using the factorization
method for the whole process ab→ R1R2 → X1X2 leads to the following expression for the inclusive cross section
at the tree level [46]:
σtree(e
+e− → R1R2) =
∫
ρ1(m1)ρ2(m2)σtree[e
+e− → R1(m1)R2(m2)]dm21dm22, (31)
where σtr[e+e− → R1(m1)R2(m2)] is a cross section for the case of the fixed boson masses m1 and m2, while the
probability density function of a mass ρ(m) is defined by the expression
ρR(m) =
1
π
mΓtotR (m)
(m2 −M2R)2 + (mΓtotR (m))2
. (32)
These expressions can be applied to the processes e+e− → ZZ,W+W− [54, 55] and e+e− → ZH [56]. To describe
exclusive processes e+e− → R1R2 → fif¯i′fkf¯k′ , we have to substitute the decay width ΓiR = Γ(R → fif¯i′) for
the total width ΓtotR (m) in the numerator of the righthand side of Eq. (32) (double-pole approximation).
Using the factorization method one can describe complicated decay-chain and scattering processes in a simple
way. The same results could be obtained as approximations within the framework of the standard treatment,
such as the narrow-width approximation [20, 29], convolution method [30–35], decay-chain method [30], and semi-
analytical approach [20]. All of these approximations get a strict analytical formulation within the framework
of the factorization method. For instance, the narrow-width approximation includes five assumptions, which
were considered in detail in [29], while the factorization method contains only one assumption—non-factorable
corrections are small (the fifth assumption of the narrow-width approximation [29]).
It is important to estimate the error of the calculations in the model with continuous masses that is the deviation
of the model results from the standard ones. For a scalar UP the error equals zero. For a vector UP the error
10
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comes from the following difference:
ηµν(q
2)− ηµν(m2) = qµqνm
2 − q2
m2q2
. (33)
In the case of the meson-pair production e+e− → ρ0, ω, φ→ π+π−,K+K−, ρ+ρ−, ... the deviation equals to zero,
due to the vanishing contribution of the transverse parts of the amplitudes in cases:
Mtrans(q) ∼ e¯−(p1)q/e−(p2) = e¯−(p1)(p/1 + p/2)e−(p2) = 0. (34)
In the case of the high-energy collisions e+e− → Z0 → ff¯ (we neglect γZ interference) the transverse part of the
amplitude is [55]
Mtrans(q) ∼ e¯−(p1)q/(ce − γ5de)e−(p2) · f¯+(k1)(cf − γ5df )f+(k2). (35)
We then get at q2 ≈M2Z
δM∼ memf
M2Z
MZ − q
MZ
. (36)
Thus, the error of the factorization method at the vicinity of resonance is always small. Similar estimates can be
easily made for the case of a spinor UP.
The relative deviation of the partial cross section for the boson-pair production with consequent decays of the
bosons to fermion pairs is
ǫf ∼ 4mf
M
[
1−M
∫ s
m2
f
ρ(q2)
q
dq2
]
, (37)
where M is a boson mass. If the fermion f is a τ lepton, the deviation is maximal, ǫτ ∼ 10−3. It should be noted
that the deviations which are caused by the approach at the tree level are significantly smaller than the errors
related to the uncertainties in taking account of radiative corrections [56].
In the case of µ and τ decays the relative deviations of the widths from the standard results are as follows:
ǫ(µ→ eνν¯) ≈ 5 · 10−4, ǫ(τ → eνν¯) ≈ 3 · 10−6, ǫ(τ → µνν¯) ≈ 3 · 10−2. (38)
The error in the last case is noticeable because of the factor mµ/mτ . In the case of a spinor UP the deviation is
of the order of (Mf − q)/Mf . It could be substantial, if q is far from the resonance region, but it is suppressed by
averaging over variable mass as in Eq. (37). So, the accuracy of the existing experimental data on the processes
with participation Z, W , and t does not make it possible to distinguish the predictions of continuous-mass model
from the standard ones.
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5. Conclusion
The factorization method is a convenient analytical way to describe decays and scattering processes. It follows
directly from the model of UP with a continuous mass that is based on the mass-lifetime uncertainty relation.
The factorization simplifies calculations considerably and gives compact universal formulae for decay widths and
cross sections of complicated processes. The method is phenomenological in its character and has been applied so
far to the description of processes in Born approximation. Its applicability beyond tree level is an open question.
In this work, we have shown that in the model with continuous masses the exact factorization holds for time-like
intermediate states of arbitrarily high spin tree diagrams. The factorization is due to the specific tensor-spinor
structure of the propagators in the model. We have derived the factorization formulae for some particular cascade
processes. The model of UP with continuous mass is an analytical analogue of the narrow-width approximation.
This approach can be considered as a convenient approximation to the conventional field theory which is always
valid in the vicinity of the resonance peak, if nonresonance contributions are negligible. To distinguish exper-
imentally between predictions of the continuous-mass model and standard calculations, we need a considerable
improvement in the accuracy of collider measurements. Note also that the method allows us to take into account
all factorable corrections.
Appendix A: Factorization of amplitude squared
The normalization of the amplitudes can be defined by their relations to the observables. Differential width of
the decay process a(p) → XF (k1, . . . kf ), where XF is a set of f final particles with 4-momenta ki, i = 1, . . . f ,
has the form:
dΓ(p, k1, . . . kf ) =
1
2πK2
δ
(
p−
∑
ki
)
|M(p, k1, . . . kf )|2
∏
dki. (A1)
where K = (2π)3(s+f)/2+4(m−n). Here, s = 1 and f are numbers of initial and final states, m and n are numbers
of internal lines and vertices.
Differential cross section of the process a(pa)b(pb)→ XF (k1, . . . kf ) is:
dσ(pa, pb, k1, . . . kf ) =
(2π)2
v(p)K2
δ
(
q −
∑
ki
)
|M(pa, pb, k1, . . . kf )|2
∏
dki, (A2)
where q = pa + pb and v(p)p
0
ap
0
b =
√
(papb)2 −m2am2b . The amplitude M(p, k) does not contain any (2π) and
is normalized by (2p0)
−1/2 for the boson states. For the spinor states, the same normalizing coefficients in the
amplitude squared come from the polarization matrices (12) and (13).
1. UP with a spin jR = 1/2
Let us consider a process XI → R → XF , where R is a spin-1/2 UP with a large width. To reduce the number
of nonessential indices in the following equations, we restrict ourselves to the case of a two-particle initial XI
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and multi-particle final state XF consisting of one spin-1/2 particle and a number of scalar particles (see Fig. 1).
As it will be easily seen, however, all of the following results are valid for XI and XF including any number of
particles of arbitrarily high spins. The vertices (1) and (2) in Fig. 1 are not specified and can involve loops. The
amplitude of this process is written as follows:
M(p, q, k) = 1√
2p0b
ψ¯+F (k1)Γ(2)(k, q)
q/+ q
PR(q)
Γ(1)(p, q)ψ
−
I (pa)
f∏
i=2
1√
2k0i
. (A3)
Here, p = pa, pb and k = k1, k2, . . . kf are momenta of the initial and final particles, respectively. Hermitian
conjugation of the amplitude M†(p, q, k) is taken so that equalities (ψ¯+1 Γψ−2 )† = ψ¯+2 Γ¯ψ−1 and Γ¯ = γ0Γ+γ0 hold.
The amplitude squared |M(p, q, k)|2 (summed over the spin states of the final particles and averaged over the
spin states of the initial ones) is as follows:
|M(p, q, k)|2 = (2p
0
a2p
0
b
∏
2k0i )
−1
(2ja + 1)(2jb + 1)
1
|PR(q)|2 Tr
[
(p/a +ma)Γ¯(1)(q/+ q)Γ¯(2)(k/1 +m
′
1)Γ(2)(q/+ q)Γ(1)
]
. (A4)
In Eq. (A4), the spins of the initial particles ja = 1/2 and jb = 0 are preserved as symbols for generality.
We can also write the amplitudes of the decays ψR → XI and ψR → XF
M1(p, q) =M(ψR(q)→ XI) = 1√
2p0b
ψ¯+I (pa)Γ¯(1)(p, q)ψ
−
R (q),
M2(k, q) =M(ψR(q)→ XF ) =
f∏
i=2
1√
2k0i
· ψ¯+F (k1)Γ(2)(k, q)ψ−R(q).
(A5)
The amplitudes squared |M1,2|2 are as follows:
|M1(p, q)|2 = Tr Mˆ1(p, q) = 1
8LRp0ap
0
bq
0
Tr
[
(q/+ q)Γ(1)(p/a +ma)Γ¯(1)
]
;
|M2(k, q)|2 = Tr Mˆ2(k, q) = 1
LR(2q0)
∏
(2k0i )
Tr
[
(q/+ q)Γ¯(2)(k/1 +m
′
1)Γ(2)
]
,
(A6)
where LR = 2JR + 1. The above equations define 4 × 4 matrices Mˆ1(p, q) and Mˆ2(k, q) that have a structure
Mˆ1,2 = Mˆ
′
1,2(q/+ q).
Now we can prove the following identity:
J
[|M(p, q, k)|2] = L2R(2q0)2
LaLb|PR(q)|2 Tr J
[
Mˆ2(k, q)Mˆ1(p, q)
]
=
LR(2q
0)2
LaLb|PR(q)|2 Tr Mˆ1(k, q) · J
[
Tr Mˆ2(p, q)
]
. (A7)
Here, J [X] stands for the integration over the phase space of the final state XF
J [X] =
∫
Xδ
(
q −
∑
ki
)∏
dki. (A8)
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To this end, let us consider the trace in the right-hand side of Eq. (A7), T (p, q) ≡ Tr J[Mˆ2(k, q)Mˆ1(p, q)]. Since
(q/+ q)2 = 2q(q/+ q), we obtain
T (p, q) =
1
4q2
Tr J
[
Mˆ2(k, q)(q/+ q)Mˆ1(p, q)(q/+ q)
]
=
1
4q2
Tr
[
Aˆ(q)Mˆ1(p, q)
]
, (A9)
where Aˆ(q) = (q/+ q)J
[
Mˆ2(k, q)
]
(q/+ q) and the following identity holds:
Aˆ(q) =
1
4q2
(q/+ q)Aˆ(q)(q/+ q). (A10)
The matrix Aˆ(q) can be expanded in terms of linearly independent matrices as follows:
Aˆ(q) = (q/+ q)(a1 + b1γ5) + (q/− q)(a2 + b2γ5). (A11)
Here ai = ai(q) and bi = bi(q) are scalar coefficients. Substituting the decomposition (A11) into the righthand
side of Eq. (A10), we obtain Aˆ(q) = a1(q/+ q). As a result, we have
Aˆ(q) = q(q/+ q)Tr J
[
Mˆ2(k, q)
]
(A12)
and consequently
T (p, q) =
1
2
Tr J
[
Mˆ2(k, q)
] · Tr Mˆ1(p, q), (A13)
where we have used the structure Mˆ1(p, q) = Mˆ
′
1(p, q)(q/+ q). Finally, we have proved the identity (A7) and the
factorization of the amplitude squared for the case of a spin-1/2 UP (2jR + 1 = 2):
J
[|M(p, q, k)|2] = LR(2q0)2
LaLb|PR(q)|2 |M1(p, q)|
2J
[|M2(k, q)|2]. (A14)
2. UP with a spin jR = 1
Now, we proceed to a process XI → VR → XF with a vector UP in the intermediate state. In the case of scalar
initial and final particles, the amplitude is
M(p, q, k) = 1√
2p0a
1√
2p0b
f∏
i=1
1√
2k0i
· Γ(1)µ (p, q)η
µν(q)
PR(q)
Γ(2)ν (k, q). (A15)
Here, Γ
(1,2)
µ are vertices; ηµν(q) = −gµν + qµqν/q2. For the amplitude squared we then have
|M(p, q, k)|2 = [4p
0
ap
0
b
∏
(2k0i )]
−1
(2ja + 1)(2jb + 1)
1
|PR(q)|2 Γ
(1)∗
µ′ (p, q)Γ
(1)
µ (p, q)η
µν(q)ηµ
′ν′(q)Γ
(2)∗
ν′ (q, k)Γ
(2)
ν (q, k). (A16)
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For the processes VR → XI and VR → XF the amplitudes and their squares can be written as
M1(p, q) = 1√
2q0
1√
2p0a
1√
2p0b
eµ(q)Γ(1)µ (p, q), (A17)
M2(k, q) = 1√
2q0
f∏
i=1
1√
2k0i
· eν(q)Γ(2)ν (k, q) (A18)
and
|M1(p, q)|2 = (8q
0p0ap
0
b)
−1
2jR + 1
Γ
(1)∗
µ′ (p, q)Γ
(1)
µ (p, q)η
µµ′(q), (A19)
|M2(k, q)|2 = [2q
0
∏
(2k0i )]
−1
2jR + 1
Γ
(2)∗
ν′ (q, k)Γ
(2)
ν (q, k)η
νν′(q). (A20)
For brevity we introduce tensors T
(1)
µµ′ (p, q) and T
(2)
νν′(k, q) so that Eqs. (A16), (A19), and (A20) take the form
|M(p, k, q)|2 = (2jR + 1)
2(2q0)2
(2ja + 1)(2jb + 1)|PR(q)|2 T
(1)
µµ′(p, q)η
µν(q)ηµ
′ν′(q)T
(2)
νν′(k, q), (A21)
|M1(p, q)|2 = T (1)µµ′(p, q)ηµµ
′
(q), (A22)
|M2(k, q)|2 = T (2)νν′(k, q)ηνν
′
(q). (A23)
We can show that the exact factorization arises as a result of integrating over the phase space of the final state
XF
J
[|M(p, k, q)|2] = (2jR + 1)2(2q0)2
(2ja + 1)(2jb + 1)|PR(q)|2 T
(1)
µµ′(p, q)η
µν(q)ηµ
′ν′(q)J
[
T
(2)
νν′(k, q)
]
. (A24)
The tensor integral J [T
(2)
νν′ (k, q)] can be decomposed in the following way:
J
[
T
(2)
νν′
(k, q)
]
=
1
2jR + 1
[
T (q)ηνν′(q) + S(q)qνqν′
]
. (A25)
The second term does not contribute to (A24) because of the property ηµν(q)qν = 0. Multiplying Eq. (A25) by
ηνν
′
(q), we find
T (q) = J
[
T
(2)
νν′(k, q)η
νν′(q)
]
= J
[|M2(k, q)|2]. (A26)
Finally, substituting Eqs. (A25) and (A26) into Eq. (A24) gives
J(|M(p, k, q)|2) = (2jR + 1)(2q
0)2
(2ja + 1)(2jb + 1)|PR(q)|2 |M1(p, q)|
2J
[|M2(k, q)|2]. (A27)
Therefore, we have proved that being integrated over the final momenta the transition probability of a process
with a vector UP in the intermediate time-like state is factorized exactly in the framework of the model with the
propagator (10).
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3. UP with a spin jR > 3/2
It is also necessary to discuss the case of UP carrying arbitrarily high spin jR. In the model of UP with continuous
mass, the tensor-spinor structure of the propagators of higher-spin particles is given by the projection operators
introduced in [63, 64]. For integer spins jR = ℓ = 1, 2, . . . , the simplest projector ℓ = 1 is well known:
P (1)µν (q) = gµν − qµqνq2 = −ηµν(q). (A28)
The projection operators for higher integer spins ℓ > 2 are defined by the recurrence relation
P
(ℓ)
µ¯ν¯ (q) =
1
ℓ2
{
P
(ℓ−1)
µ¯f ν¯g
(q)P (1)µf νg (q)−
1
2(2ℓ − 1)
[
P
(ℓ−1)
µ¯fµf ν¯
gh(q)P
(1)
νgh
(q) + P
(ℓ−1)
ν¯f νf µ¯
gh (q)P
(1)
µgh
(q)
]}
, (A29)
where µ¯ = µ1µ2...µℓ, µ¯
f = µ1µ2...µf−1µf+1...µℓ, µfg = µfµg are multi-indices. The summation over repeated
Latin indices f, g, h of the Greek multi-indices is implied from 1 to ℓ.
The projectors possess the following properties [63, 64]
P
(ℓ)
µ1···µaµb···µℓ ν¯
= P
(ℓ)
µ1···µbµa···µℓ ν¯
, P
(ℓ)
µ¯ν¯ = P
(ℓ)
ν¯µ¯ ,
P
(ℓ)
µ¯λ¯
P (ℓ)λ¯ν¯ = P
(ℓ)
µ¯ν¯ , P
(ℓ)λ¯
λ¯ = 2ℓ+ 1,
qµaP
(ℓ)
µ¯ν¯ = 0, g
µaµbP
(ℓ)
µ¯ν¯ = 0
(A30)
for any a, b = 1, . . . ℓ. For ℓ = 1, 2, 3, 4 the relations (A30) are checked straightforwardly. For ℓ > 4 these properties
can be proved by induction.
The projectors for half-integer spins jR = ℓ+ 1/2 = 3/2, 5/2, . . . are written as
P
(ℓ+ 1
2
)
µ¯ν¯ (q) =
ℓ+ 1
2ℓ + 3
γαγβP
(ℓ+1)
µ¯αν¯β (q), ℓ > 1. (A31)
For ℓ = 1 and ℓ = 2 the projectors (A31) coincide with the known expressions for P
(3/2)
µν [65, 66] and P
(5/2)
µ1µ2ν1ν2
[67].
The properties of the projectors (A31) are
P
(ℓ+ 1
2
)
µ¯λ¯
P λ¯(ℓ+ 1
2
)ν¯ = P
(ℓ+ 1
2
)
µ¯ν¯ , P¯
(ℓ+ 1
2
)
µ¯ν¯ (q) = P¯
(ℓ+ 1
2
)
ν¯µ¯ (q),
TrP
(ℓ+ 1
2
)µ¯
µ¯ = 4(ℓ+ 1), q/P
(ℓ+ 1
2
)
µ¯ν¯ (q) = P
(ℓ+ 1
2
)
µ¯ν¯ (q)q/,
qµaP
(ℓ+ 1
2
)
µ¯ν¯ (q) = 0, γ
µaP
(ℓ+ 1
2
)
µ¯ν¯ (q) = 0.
(A32)
These identities follow from the identities (A30) for the projectors P
(ℓ)
µ¯ν¯ . It is the properties (A30) and (A32)
which allow us to generalize the consideration of the previous subsections to the case of arbitrary spins.
Now, it is easy to see that the factorized formula (A27) for the amplitude squared is valid for any integer spin
of UP. Indeed, in the proof of Appendix A.2 we just need to change all Lorentz indices to multi-indicies (µ→ µ¯,
ν → ν¯, etc.) and spin-1 projectors to spin-ℓ ones (ηµν → −P (ℓ)µ¯ν¯ ). By similar substitutions we can generalize the
proof of the relation (A27) to arbitrarily high half-integer spins.
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Appendix B: Factorized formula for cross section and convolution
formula for decay width
In this Appendix we derive universal factorized formula for the cross section of the scattering ab→ R→ XF and
convolution formula for the decay a→ bR→ bXF .
Using Eqs. (A1), (A2), and (A27), we find the cross section of the process under consideration
σ(p1, p2) =
(2π)2
K2v(p)
J
[|M(p, k)|2]
=
(2jR + 1)(2q
0)2|M1(p, q)|2J
[|M2(k, q)|2]
(2π)K22 (2ja + 1)(2jb + 1)v(p)|PR(q)|2
=
(2jR + 1)(2q
0)2|M1(p, q)|2Γ(R(q)→ XF )
(2ja + 1)(2jb + 1)v(p)|PR(q)|2 , (B1)
where K = (2π)3f/2−1 = 2πK1K2 and K1 = (2π)
1/2. The amplitude squared |M1(p, q)|2 is related to the decay
width
Γ(R(q)→ ab) = 1
(2π)2
∫
δ(q0 − p0a − p0b)|M1(p, q)|2dpa = 1
π
|M(1)(p, q)|2p0ap0b p
q0
.
In the centre-of-mass frame, it follows from Eq. (B2) that
|M1(p, q)|2 = 2π Γ(R(q)→ a1a2)
p0ap
0
b λ¯(m
2
1,m
2
2; q
2)
, (B2)
where the function λ¯(m2a, m
2
b ; q
2) = 2v(p)p0ap
0
b/q
2 is defined by Eq. (22).
Upon substituting Eq. (B2) into Eq. (B1) we get
σ(q2) =
16π(2jR + 1)
(2ja + 1)(2jb + 1)λ¯2(m2a,m
2
b ; q
2)|PR(q2)|2 Γ(R(q)→ ab)Γ(R(q)→ XF ). (B3)
Universal factorized formula (B3) describes cross section of the process ab → R → XF , where R is UP with
arbitrarily high spin in the time-like intermediate state, XF is any set of final particles, and the vertices Γ(1,2)
have an arbitrary (loop) structure. This result is a generalization of the corresponding formula for the tree
processes ab→ R→ cd that was obtained for some particular interactions mediated by scalar, vector, and spinor
UP R in [51].
Now, let us consider the decay a → bR → bXF with all particles and vertices being of any type. The factorized
relation for the amplitude squared of the decay differs from that for the scattering amplitude (A27) by a numeric
factor
J
[|M(p, k, q)|2] = (2q0)2|PR(q)|2 |M1(p, q)|
2J
[|M2(k, q)|2], (B4)
In Eq. (B4) the amplitudes M1(p, q) and M2(k, q) correspond to the subprocesses a → bR and R → XF ,
respectively. In terms of the normalized amplitudes Ai =Mi/Ki, the decay width (A1) is
Γ =
1
(2π)3
∫
(2q0)2
|PR(q)|2 |A1(p, q)|
2|A2(k, q)|2δ(p− k1 − q)
f∏
i=1
dki
=
4
(2π)2
∫
(q0)2
|PR(q)|2 |A1(p1, q)|
2Γ(R(q)→ XF )dk1, (B5)
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where q = k2 + k3 + · · ·+ kf . Then, we find from Eq. (B2) that
Γ(a→ bR(q)) = 2|A1(p, q)|2|k1|k01 q
0
p0
, (B6)
where A1 = M1/
√
2π. Substituting (B6) into (B5) and noting that dk1 = 2πdq
2|k1|k01/p0 in the rest frame of
the decayed particle a, we get
Γ(a→ bR→ bXF ) =
∫
Γ(a→ bR(q))qΓ(R(q)→ XF )
π|PR(q)|2 dq
2. (B7)
Here, the limits of integration are determined by the kinematics of the process and we have used the relation
qΓ(q) = q0Γ(q0), where Γ(q0) is the width in the centre-of-mass frame, q = 0. Summation over all decay channels
of UP R(q) gives:
Γ(a→ bR) =
∫
Γ(a→ bR(q))ρR(q)dq2, (B8)
where ρR(q) = qΓ
totR(q)/(π|PR(q)|2) is interpreted in the framework of the model of UP with continuous mass
as the probability density of the mass parameter m2 = q2.
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