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RECOVERING COERCIVITY FOR THE G-EQUATION IN
GENERAL RANDOM MEDIA
WILLIAM M FELDMAN
Abstract. The G-equation is a popular model for premixed turbulent com-
bustion. Mathematically it has attracted a lot of interest in part because it
is a simple example of a Hamilton-Jacobi equation which is only coercive ‘on
average’. This paper shows that, after an almost surely finite waiting time, co-
ercivity is recovered for the G-equation in a small mean, incompressible, space-
time stationary ergodic velocity field. The argument follows ideas from recent
work of Burago, Ivanov and Novikov [3, 4], while significantly weakening the
assumption on the velocity field. The waiting time is explicitly characterized
in terms of the space-time means of the velocity field and so mixing estimates
on the waiting time can easily be derived. Examples are provided.
1. Introduction
The G-equation is
(1) ut = A|∇u|+ V (t, x) · ∇u in R
d × [t0,∞) with u(x, t0) = u0(x)
where V is a space-time stationary ergodic random field on Rt×Rdx that is Lipschitz
continuous with |V | ≤M ,
∇ · V (t, x) = 0, and |E[V ](t, x)| < A.
This is a simple model for premixed turbulent combustion. In this interpretation,
the super-level sets of u are “burnt regions” and the sub-levels are “unburnt re-
gions”, V models a turbulent fluid flow, and A is the laminar flame speed. Usually
u is called G in the applied literature, which explains the name of the equation.
In mathematical terms this is a (geometric) Hamilton-Jacobi equation with con-
vex Hamiltonian H(p, t, x) = A|p|+V (t, x) · p. The difficulty of the problem comes
from the lack of coercivity: it may be that M ≫ A. The key consequences of
coercivity are Lipschitz estimates (in the time independent case) and reachability
estimates for controlled trajectories (in general). These estimates, derived from
coercivity, play a fundamental role in homogenization results for Hamilton-Jacobi
equations, but they are not present for the G-equation. Nonetheless, the formal
intuition is that the Hamiltonian associated with the G-equation is “coercive on
average” since EH(p, t, x) = |p| + E[V ] · p is coercive. Of course, one cannot just
take expectations on both sides of (1) and hope to derive something since V and
∇u are not independent. Nonetheless, as we will show here, the primary conse-
quences of coercivity (Lipschitz/reachability estimates) are indeed recovered at the
length/time scale T (t, x) (a stationary random field) where the space-time averages
of V centered at (t, x) become less than A.
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We put the above in more precise terms. The G-equation (1) has a natural
control interpretation with trajectories
X˙t = V (t,Xt) + αt with any measurable control |αt| ≤ A.
It turns out that
(2) u(t, x) = sup
x∈Rt(t0,x0)
u0(t0, x0),
where Rt is called the reachable set, defined for t ∈ R,
Rt(t0, x0) =
{
x ∈ Rd :
there exists a controlled trajectory X on [t0, t]
with Xt0 = x0 and Xt = x
}
.
The reachable set from a given space-time point is the main object of interest in
this study. The indicator function 1Rt(t0,x0)(t, x) is a special solution of (1), in PDE
language it is like a nonlinear version of a fundamental solution.
We say that there is a finite waiting time if there is a stationary random field
T : Rd×R→ [0,∞) that is finite almost surely and for which the following delayed
coercivity condition holds: there exists c > 0 universal such that,
(3) Bc(A−|E[V ]|)|t−t0|(x) ⊂ Rt(t0, x0) for all |t− t0| ≥ T (t0, x0).
In the time independent case V (t, x) = V (x), by some simple manipulations of
the control formula (2) using (3), it follows that solutions of the G-equation are
Lipschitz continuous at length/time scales larger than the waiting time
|u(t, x)− u(y, s)| ≤ ‖∇u0‖∞[2MT (x) ∨ T (y) + |x− y|+M |t− s|].
Thus, this can be thought of as a large scale regularity property. In general such
results play an important role in quantitative homogenization theory. The waiting
time estimate (3) has been proved previously in space-time periodic [5, 13], sta-
tionary ergodic (time independent) [6, 11]. Recently, Burago, Ivanov and Novikov
[3] proved (3) in space-time uniformly ergodic environments, a class which at least
includes periodic, almost periodic, and some finite range dependence random veloc-
ity fields with special structure. We give the first proof of (3) in the most general
setting for homogenization theory, space-time stationary ergodic random environ-
ments, building on the new ideas of [3]. This also gives a new proof of finite waiting
time in time independent media, which was proved some time ago by Cardaliaguet
and Souganidis [6].
In what follows we make some simplifications and consider only the case A = 1
and E[V ] = 0. The general case presented above can be recovered by a rescaling of
the time variable and “trading” some of the control to make E[V ] = 0.
The starting point to understanding the spreading of the reachability set Rτ fol-
lows from the divergence free condition and the isoperimetric inequality. Integrating
(1) over Rd, since 1Rt itself is a solution of the G-equation,
d
dt
|Rt| =
ˆ
∂Rt
1 + V (t, x) · n dS = |∂Rt| ≥ dω
1/d
d |Rt|
1− 1d .
Integrating this differential inequality from t0 to t yields
(4) |Rt| ≥ ωd(t− t0)
d.
In combination with the uniform upper bound M on the speed of trajectories one
can obtain
|Rt(t0, x0) ∩BM(t−t0)(x0)| ≥ ωd(t− t0)
d.
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This estimate, however, contains no information on how the reachable set spreads.
In the below we write
r(x) = x+ (−
r
2 ,
r
2 )
d
Let us consider a localization of the reachability set growth estimate on a large
open box r = r(x0)
d
dt
|r ∩Rt|d = |r ∩ ∂Rt|d−1 − flux(V,Rt ∩ ∂r).
If the flux term was not present the relative isoperimetric inequality would allow to
show that r is completely filled by Rt in time proportional to r. Thus the issue
lies with the flux through Rt ∩ ∂r.
The clever new arguments introduced by Burago, Ivanov, and Novikov [3] show
how to control this flux in terms of only the uniform convergence of the spatial
averages. Given ε > 0 define
(5) r∗ε = sup
{
r > 0 : sup
x,t
|
1
|r|d
ˆ
r(x)
V (t, x) dx| ≥ ε
}
.
There is a universal ε0(d,M) such that if r
∗
ε0 < +∞ then [3] obtain a finite waiting
time T (independent of t, x) such that (3) holds. This is similar to, although slightly
weaker than, uniform ergodicity, the condition that the ergodic averages converge
to the mean uniformly in space-time. This makes heuristic sense since we imagine
that the problem is coercive on average at length scale r∗ε0 . This condition does
hold for periodic, almost periodic, and also on a non-trivial class of finite range of
dependence random velocity fields V [3, Remark 6.5]. Still the condition is fairly
restrictive in the context of random media, such uniform space-time convergence
of the ergodic averages contained in the condition r∗ε < +∞ for small ε > 0 will
definitely not hold in general even on random velocity fields with good mixing
properties.
In the present paper we greatly generalize the class of velocity fields to which
these methods are applicable. We are able to prove (3) in the class of space-time
stationary ergodic velocity fields, this is the absolute weakest assumption which
is widely used in studying homogenization. We will only need to control a much
weaker quantity than (5). First define the space-time boxes
Qr(t, x) = (t, x) + (−
r
2 ,
r
2 )×r.
Fix N > 1 and define the empirical averages
(6) EN [V ;Qr] = sup
(k,n),∈Z×Zd, |(k,n)|∞<N/2
∣∣∣∣∣ 1|Qr/N |
ˆ
Qr/N (k
r
N ,n
r
N )
V (t, x) dxdt
∣∣∣∣∣ .
Define EN [V,Qr(t, x)] analogously for (t, x) ∈ Rt × R
d
x. From the ergodic theorem
and E[V ] = 0 the following limit holds on an event of full probability
lim
r→∞
EN [V ;Qr(t, x)] = 0 for all (t, x) ∈ Rt × R
d
x.
Then define
(7) r∗N,ε(t, x) = sup {r > 0 : EN [V ;Qr(t, x)] ≥ ε} .
This quantity is stationary in (t, x) and, by the ergodic theorem (see Akcoglu and
Krengel [1]), it is finite almost surely for every ε > 0.
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We show that r∗N,ε controls the waiting time for a sufficiently large, universal,
N .
Theorem 1. Suppose that V is a space-time stationary ergodic random field, uni-
formly bounded ‖V ‖∞ ≤M , and Lipschitz continuous. Then there are dimensional
constants c(d), C(d) > 0 such that
Bc|t−t0|(x0) ⊂ Rt(t0, x0) for all |t− t0| ≥ T (t0, x0) := Cr
∗
N,ε(t0, x0)
for ε = C−1M−(d−1) and N = ⌈CM5d+2⌉. In particular T is finite almost surely.
Since the dependence of ε and N on M is quite explicit, this would probably
allow to consider unbounded velocity fields with finite moments, at least under
some mixing conditions.
This bound also allows to naturally derive mixing estimates and tail bounds on
the waiting time if we assume mixing conditions on V . In particular one can get
an explicit upper bound (depending on M) for the length scale where coercivity
first holds with high probability. We give an example result in this direction.
The statement will be slightly imprecise, since we do not want to explicitly define
this mixing condition yet. When we say a constant is universal below, we mean it
depends at most on the dimension and the hidden constants in the mixing condition,
see Section 5 for a precise description.
Corollary 2. Suppose that V satisfies an α-mixing condition with stretched expo-
nential decay with stretching exponent β > 0 and unit length scale. Then there are
universal constants c, C > 0 such that
P(T (t, x) ≥ t) ≤ C exp
[
−c( tℓ(M) )
β′
]
and T is α-mixing with stretched exponential decay with exponent β′ = (d+1)βd+1+β and
length scale ℓ(M) = CM2(d−1)/β
′
(1 + | logM |)C .
We expect that this quantitative regularity will have applications for quantitative
homogenization of the G-equation especially in the time independent case.
1.1. Literature. The G-equation was introduced by Williams [2], it is a popular
simple model for flame propagation in turbulent combustion [12]. In the mathemati-
cal community popular questions have been related to homogenization [3–6,8,11,13]
and quantifying front speed enhancement asM →∞ [9,10,14–17]. The topic of as-
ymptotic flame speed enhancement has lead to some very interesting mathematics,
including connections with dynamical systems, however this direction seems to be
less relevant to the present paper, so we will focus on explaining the works studying
homogenization.
In the homogenization results listed below more and more general coercivity
estimates have been developed progressively. What we want to emphasize about
our coercivity estimate, in comparison to previous results, is that it allows the most
general assumption on the random media while still having explicit dependence on
the random field V .
The first works on homogenization of the G-equation were by Cardaliaguet,
Nolen and Souganidis [5] (considering space-time periodic media) and, at the same
time, by Xin and Yu [13] (considering time independent periodic). In stationary
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ergodic media (time independent), d = 2, Nolen and Novikov [11] proved homoge-
nization assuming the existence of a stream function with a certain growth condi-
tion, this would follow from a sufficiently strong mixing condition on the field. A
key step there is a waiting time estimate, their proof strongly uses the 2-d structure
(scalar stream function, periodic trajectories are boundaries of open sets). Their
bound on the waiting time does explicitly depend on the spatial averages of V
via the stream function. Next Cardaliaguet and Souganidis [6] obtained a very
general homogenization result, covering stationary ergodic media in all dimensions
in the time independent case. As an important step they proved a new waiting
time bound in stationary ergodic (time independent) media, the proof is abstract,
using ergodicity, so, unlike our result, the dependence of the waiting time on V is
not explicit. Finally we come to the works of Burago, Ivanov and Novikov [3, 4],
which, as explained above, are the inspiration for the present work. Their main
results were the delayed coercivity condition (3) under the uniform convergence of
the means (5), and a homogenization result in space-time finite range dependence
media with a special structure. Our new result, building on [3], is the first bound
on the waiting time in the most general setting of space-time stationary ergodic
media.
1.2. Acknowledgments. Thank you to Takis Souganidis for many helpful conver-
sations and for bringing the result [3] to my attention. Thank you to Inwon Kim
and Chris Henderson for helpful comments on the manuscript.
1.3. Support. The author appreciates the support of the Friends of the Institute
for Advanced Study and NSF RTG grant DMS-1246999.
2. Notation
For Section 4 the only relevant parameters of the problem, which will appear
in the estimates, are d and M = ‖V ‖∞. Dependence on d will be omitted in
general, we write c, C for positive constants depending at most on the dimension
which may change from instance to instance. All dependence on M will be made
explicit. In Section 5 we will introduce some additional parameters related to the
mixing condition, the dependence of constants c, C on these parameters will also
be omitted.
We will need to measure various co-dimension sets E of Rn. We will denote Hm
for the m-dimensional Hausdorff measure. We usually write |E|m = Hm(E) when
it is not too confusing. We will also make use of the perimeter, for an open Ω ⊂ Rn
and a set E ⊂ Rn
Per(E,Ω) = sup{
ˆ
E∩Ω
∇ · ϕ dx : ϕ ∈ C1c (Ω) and |ϕ| ≤ 1}.
This can be defined also on closed sets K as the infimum of Per(E,Ω) over open
Ω ⊃ K. It can also be defined similarly for Ω in a flat m-dimensional slice of Rn
or a finite union of such. We will use this to compute perimeters on d-dimensional
boundaries of boxes in dimension d+ 1. See [3] for more details and references on
the geometric measure theoretic tools needed for the G-equation.
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3. General strategy
This section outlines the general strategy of [3] to integrate the local volume
growth ODE
(8)
d
dt
|r(x0) ∩Rt|d = |r(x0) ∩ ∂Rt|d−1 − flux(V,Rt ∩ ∂r(x0)).
The argument proceeds in three steps: Step 1 filling a small fraction α|r(x0)|, Step
2 filling from α|r(x0)| to (1− α)|r(x0)|, Step 3 filling the small complement.
Step 1: Set t1 = t0 +
r
2M , then we claim
(9) |r ∩Rt|d ≥ α|r|d with α =
ωd
(2M)d
.
By the control formula and |V | ≤ M we have Rt ⊂ r for t0 ≤ t ≤ t1. Thus
|Rt| = |r ∩Rt|d and (4) proves the claim.
Step 2: If the boundary flux term could be ignored, then we could just integrate
(9) using the relative isoperimetric inequality:
(10) |r ∩ ∂Rt|d−1 ≥ λ1(d)min{|r ∩Rt|d, |r \Rt|d}
d−1
d .
The central difficulty is to show that the boundary flux is appropriately small, and
this is where the beautiful new ideas of [3] come in. In Section 4 we show how to
modify those ideas to handle a much more general class of velocity fields.
Step 3: Suppose that |Rt2 ∩ 2r|d ≥ (1 − 2
−dα)|2r|d at some time t2. Let
y0 ∈ r. Then by step 1 above
|R− r
2M
(t2 +
r
2M , y0) ∩2r|d ≥ α|r|d ≥ 2
−dα|2r|d.
Thus, for every y0 ∈ r(x0)
R− r
2M
(t2 +
r
2M , y0) ∩Rt2(t0, x0) 6= ∅
and so
r(x0) ⊂ Rt2+ r2M (t0, x0).
Thus the proof of Theorem 1 will be complete if we can prove the following
proposition.
Proposition 3. Suppose that r ≥ r∗N,ε(t, x) with ε = c(d)M
−(d−1) and N =
C(d)M5d+2. Call t1(r) and t2(r) as defined above (t2 = +∞ if such time does
not exist). Then t2(r) exists and
t2 − t1 ≤ C(d)r
d.
3.1. Regularity. The regularity of the reachable set is already discussed in [3] and
[6], from (8) one can derive that Rt is a finite perimeter set for almost every time.
For our purposes we need a bit more. In particular we need to understand the
regularity of the space-time reachable set R, of which Rτ = R ∩ {t = τ} are the
time slices.
We argue formally here, and justify below by regularization, also we consider
only the case t ≥ t0, the case t ≤ t0 follows by symmetry. The indicator function
of the reachable set 1Rt solves the G-equation in the viscosity sense
∂t1Rt = |∇1Rt |+ V (t, x) · ∇1Rt in R
d × [t0,∞)
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with initial data Rt0 = {x0}. First, from the control interpretation, it is immediate
that
Rt ⊂ B(1+M)(t−t0)(x0).
Taking absolute values on both sides of the G-equation
(11) |∂t1Rt | ≤ (1 +M)|∇1Rt |.
If instead we integrate the G-equation over Rd and use the divergence theorem
∂t|Rt|d =
ˆ
Rd
|∇1Rt |.
Integrating in time
(1 +M)d(t− t0)
d ≥ |Rt|d − |Rt0 |d =
ˆ t
t0
ˆ
Rd
|∇1Rτ | dxdτ
Then using the pointwise inequality (11) we obtain alsoˆ t
t0
ˆ
Rd
|∂t1Rτ |+ |∇x1Rτ | dxdτ ≤ (1 +M)
d(2 +M)(t− t0)
d.
Summarized we have the following result:
Lemma 4. For each (t0, x0) the reachable set R(t0, x0) is a finite perimeter set of
Rt × Rdx with
Per(R(t0, x0), [t0 − τ, t0 + τ ]× R
d) ≤ 2(1 +M)d(2 +M)τd for all τ ≥ 0.
Proof. Apply all the above arguments to the solution of the G-equation with initial
data
uδ(t0, x) = ϕ(|x − x0|/δ)
where ϕ smooth, ϕ(0) = 1, and ϕ is supported in B1(0). Then, by the control
formulation, uδ converges pointwise to 1Rt . The bound of the Lemma holds for
the space-time BV norm of uδ, since the BV norm is lower semi-continuous for
sequences converging in L1 the result is obtained. 
We mention one other piece of regularity information, which is a lower continuity
estimate on |r ∩Rt|d.
Lemma 5. For each (t0, x0), each r, and t ≥ t0
d
dt
|r ∩Rt(t0, x0)|d ≥ −C(d)Mr
d−1.
Proof. Follows from (8) bounding the term |r ∩ ∂Rt|d−1 ≥ 0 and the term
|flux(V,Rt ∩ ∂r)| ≤ M |∂r|d−1 = 2dMrd−1. Again do a regularization as in
the previous proof to make this rigorous. 
4. Controlling the boundary flux
The following arguments are adaptations of [3]. The aim is to control the flux
term using that that space-time averages of V are small at the length scale r ≥ r∗N,ε
(at least down to scale r/N). We provide a heuristic description and then move
to formal statements. The first claim is that the averages of V on d-dimensional
boundary faces of r × [t − r, t + r] are small. This is not true at scale r/N , but
at some intermediate scale Lr/N it follows from the mean value theorem and the
divergence free condition. This is made precise in the following Lemma.
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Lemma 6. Suppose that r ≥ r∗N,ε(t, x), let 1 ≤ L < N an integer and F be a
(d− 1)-dimensional cube contained in r(x) with side lengths LN−1r and I a time
interval of length at least LN−1r contained in [t− r/2, t+ r/2], then∣∣∣∣
ˆ
I
flux(V, F ) dτ
∣∣∣∣ ≤ C(d)(ε +ML−1)|F × I|d+1
The next issue is that we are not looking at flux(V, ∂r × [t − r, t + r]) but
at flux(V,R ∩ (∂r × [t − r, t + r])). Looking in LN−1r size sub-faces tiling the
boundary we see that if R takes up most of the measure of the face, or only a small
portion then there is no problem. The only issue is on the sub-faces where R and
RC both take up a nontrivial portion of the measure. However, in this case, by
the relative isoperimetric inequality there must be a corresponding proportion of
the total perimeter Per(R, ∂r × I). This allows to control the total flux through
R∩ (∂r × [t− r, t+ r]) by the total flux (already small) plus a term involving the
perimeter Per(R, ∂r × I). This is not precisely how the argument goes, there are
some nice tricks which were introduced by [3], which we re-use.
We make a technical note before stating the Lemma. It is convenient to estab-
lish our bounds actually on a space-time rectangle r × [t0 − γr, t0 + γr], with
a dimensional constant γ = 1 + 2dλ1(d) where λ1(d) is the constant of the relative
isoperimetric inequality in the cube as in (10).
Lemma 7. Let [t − γr, t + γr] × r(x) be a space-time rectangle with side length
r ≥ r∗N,ε(t, x), L ∈ {1, . . . , N}, and I be a subinterval of [t − γr, t + γr] of length
LN−1r. Then∣∣∣∣
ˆ
I
flux(V,Rτ ∩ ∂r(x)) dτ
∣∣∣∣ ≤ C(d)MLN−1rPer(R, ∂r×I)+C(d)(ε+ML−1)|I×∂r|d.
It is not a-priori obvious but it turns out to be optimal to choose L = ⌈Mε−1⌉.
First the proof of Lemma 7 using Lemma 6
Proof of Lemma 7. Let F be (d−1)-dimensional sub-face of ∂r(x) with with side
lengths LN−1r and I a subinterval of [t− γr, t+ γr] of the same length. First note
that
flux(V, F ) = flux(V, F ∩Rτ ) + flux(V, F \Rτ ),
and so, applying Lemma 6 on with radius γr, and by reverse triangle inequality∣∣∣∣|
ˆ
I
flux(V, F ∩Rτ ) dτ | − |
ˆ
I
flux(V, F \Rτ ) dτ |
∣∣∣∣ ≤ |
ˆ
I
flux(V, F ) dτ |
≤ C(ε+ML−1)|F × I|d.
By the relative isoperimetric inequality on F × I (see [3, Theorem A.5])
min{|(F × I) ∩R|d, |(F × I) \R|d} ≤ CLN
−1rPer(R,F × I).
Therefore
|
ˆ
I
flux(V, F ∩Rτ ) dτ | ≤ C(ε+ML
−1)|F × I|d + CMLN−1rPer(R,F × I).
Summing over a partition of ∂r(x) × I by sub-faces F × I
|
ˆ
I
flux(V, ∂r(x)∩Rτ ) dτ | ≤ C(ε+ML
−1)|∂r(x)×I|d+CMLN−1rPer(R, ∂r×I)

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Proof of Lemma 6. Let F as in the statement of the Lemma, we can assume that
F = [0, LrN ]
d−1 × {xd = 0} and I = [0, rLN ]. Then I × F is contained in a union of
(L+1)d of the Nd+1 space-time cubes of width r/N partitioning r× [t−
r
2 , t+
r
2 ].
Call P to be the union of the spatial projection of these rectangles,
P = y + [− r2N , (L+
1
2 )
r
N ]
d−1 × [− r2N ,
r
2N ] for some |y|∞ ≤
r
2N
and call J to be the union of the temporal projections
J = s+ [− r2N , (L+
1
2 )
r
N ] for some |s| ≤
r
2N .
By the definition of r∗N,ε(t, x)∣∣∣∣ 1|J × P |d
ˆ
J×P
V (t, x) · ed dtdx
∣∣∣∣ ≤ ε.
Then, by Fubini and the mean value theorem, there is a face F ′ = P ∩ {xd = h}
with h ∈ yd + [−
r
2N ,
r
2N ] such that∣∣∣∣ 1|J × F ′|d
ˆ
J×F ′
V (t, x) · ed dtdx
∣∣∣∣ ≤ ε.
Applying the divergence theorem in the region P ∩{xd ∈ [0, h]} (assume h > 0, the
other case is symmetric) at each fixed time and using ∇ · V = 0∣∣∣∣∣
ˆ
J×(P∩{xd=0})
V (t, x) · ed dH
d−1
∣∣∣∣∣ =
∣∣∣∣∣
ˆ
J×F ′
V (t, x) · ed dtdH
d−1 +
ˆ
J×(∂P∩{0<xd<h})
V (t, x) · n dtdHd−1
∣∣∣∣∣
≤ ε|J × F ′|d + CMh((L+ 1)r/N)d−2|J |
≤ (ε+ CM/L)|J × F ′|d
Finally |F ′| − |F | ≤ C 1L |F | and |J | − |I| ≤ C
1
L |I| and, similarly,∣∣∣∣∣
ˆ
J×(P∩{xd=0})
V (t, x) · ed dtdH
d−1(x)−
ˆ
I×F
V (t, x) · ed dtdH
d−1(x)
∣∣∣∣∣ ≤ CML |I×F |d
and, combining, we get the result.

4.1. Volume growth differences. Integrating the ODE (8) and using the flux
bound Lemma 7, we have proven that for r ≥ r∗N,ε(t0, x0, ε) and I = [t
′, t] a
subinterval of [t0, t0 + γr] of length at least Lr/N (with L = ⌈Mε−1⌉, as it will be
fixed for the rest of the section)
(12)
|r(x0)∩Rt|d−|r(x0)∩Rt′ |d ≥
ˆ t
t′
|r∩∂Rτ |d−1 dτ−Cε|I×∂r|d−CM2ε−1N−1rPer(R, I×∂r).
Our goal is the following estimate
Lemma 8. Let 1 > ε > 0 and M−1 ∧ 14 > β > 0 fixed, let N = ⌈β
−2ε−3M3⌉, let
r ≥ r∗N,ε(t0, x0), and let I a subinterval of [t0, t0 + γr] of length |I| = βr. Then
(13) |r(x0) ∩Rt|d − |r(x0) ∩Rt′ |d ≥
ˆ
I
|r ∩ ∂Rτ |d dτ − Cεr
d−1|I|1.
10 WILLIAM M FELDMAN
This is basically achieved by averaging over a small range of r and applying
the mean value theorem to find a value of r where the term Per(R, I × ∂r) is
of “typical” size. In the proof we will apply the following co-area formula several
times:
Lemma 9 (Federer co-area formula). Let f : Rn → R be a Lipschitz function, and
E ⊂ Rn be an Hk-rectifiable set. Then the function λ 7→ Hk−1(E ∩ f−1(λ)) is
Lebesgue measurable, E ∩ f−1(λ) is Hk−1-rectifiable for Lebesgue a.e. λ ∈ R andˆ
E
|∇tanf(y)|dH
k(y) =
ˆ
R
Hk−1(E ∩ f−1(λ)) dλ
where ∇tanf(y) is the component of ∇f(y) tangent to E at y.
Proof of Lemma 8. By the co-area formula Lemma 9 applied to ∂R with f(t, x) =
|x|∞ and using |∇tanf | ≤ 1, for some δ > 0 to be chosen,
(14) Hd((I ×(1+δ)r) ∩ ∂R) ≥
ˆ (1+δ)r
r
Per(R, I × ∂ρ) dρ.
Again from the co-area formula Lemma 9 applied to ∂R now with f(t, x) = t
(15)
1
(1 +M2)1/2
Hd((I ×(1+δ)r) ∩ ∂R) ≤
ˆ
I
Hd−1((1+δ)r ∩ ∂Rτ )dτ.
In more detail, since the normal direction n = (nt, nx) to ∂R at (t, x) has
|nx| =
1
(1 + |V (t, x) · nˆx|2)1/2
≥
1
(1 +M2)1/2
and so, using ∇t,xf(t, x) = (1, 0),
|∇tanf |(t, x) = (1− |∇f(t, x) · n|
2)1/2 = (1 − |nt|
2)1/2 = |nx| ≥
1
(1 +M2)1/2
.
Plugging this inequality into the co-area formula Lemma 9 gives (15).
Next estimate
´
I H
d−1((1+δ)r ∩ ∂Rτ ) dτ , as in [3, Lemma 4.2], by integrating
(8) on I and bounding the flux term by M |∂r|d−1 and the volume difference by
the total volume of r:
(16) rd + CMrd−1|I| ≥
ˆ
I
Hd−1((1+δ)r ∩ ∂Rτ ) dτ.
Since |I| ≤M−1r the left hand side is bounded above by Crd.
Combining the previous inequalities (16), (15), and (14)
CMrd ≥
ˆ (1+δ)r
r
Per(R, I × ∂ρ) dρ
and so, for some r ≤ ρ ≤ (1 + δ)r
Per(R, I × ∂ρ) ≤ CMδ
−1rd−1.
Plugging this into the difference equation (12)
|ρ ∩Rt|d − |ρ ∩Rt′ |d ≥
ˆ
I
|ρ ∩ ∂Rτ |d−1 dτ − Cε|∂ρ|d−1|I|1 − CM2ε−1N−1rPer(R, I × ∂ρ).
≥
ˆ
I
|r ∩ ∂Rτ |d−1 dτ − Cεrd−1|I|1 − CM3δ−1ε−1N−1rd.
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Then using
||ρ ∩Rt|d − |r ∩Rt|d| ≤ |ρ \r|d ≤ Cδr
d
and choosing δ = βε and N = β−2M3ε−3 to match the size of all the error terms
|r ∩Rt|d − |r ∩Rt′ |d ≥
ˆ
I
|r ∩ ∂Rτ |d−1 dτ − Cεrd−1|I|1.
Note that with these choices LN−1 = β2ε2M−2 ≤ β using β ≤ 1/4, M ≥ 1/2 and
ε < 1, thus the application of (12) above was justified since |I|1 = βr ≥ LN−1r. 
4.2. Integrating the volume growth differences. This section considers the
difference equation (13) for the the growth of |Rt ∩r(t0, x0)|. All of the necessary
analysis was already carried out by [3], we provide a proof anyway for completeness
and to be clear about the choice of the constants ε and N .
By Lemma 8 and the relative isoperimetric inequality the difference inequality
holds for intervals of length |I| = βr
(17)
|r(x0)∩Rt|d−|r(x0)∩Rt′ |d ≥ λ1(d)
ˆ t
t′
min{|r∩Rτ |d, |r\Rτ |d}
d−1
d dτ−Cεrd−1|I|1
as long as N(ε, β) as in Lemma 8 and r ≥ r∗N,ε(t0, x0). Here λ1(d) is the relative
isoperimetric constant for cubes in Rd. We will compare |r(x0)∩Rt| with rdφ(t/r)
where φ solves the ODE
(18) φ′(t) =
1
2
λ1min{φ(t), 1− φ(t)}
d−1
d with φ(0) = 0.
The ODE (18) comes, after rescaling, from (17) if the error term is ignored and
t− t′ could be taken arbitrarily small. The factor of 12 in the front is used to absorb
the error terms, any constant smaller than 1 could be used which would affect the
choice of parameters ε and N . Of course (18) does not have uniqueness, so we
specify the solution we are interested in
φ(t) =
{
atd 0 ≤ t ≤ b
1− a(2b− t)d b ≤ t ≤ 2b
with a = (λ12d )
d and b = ( 12a )
1/d = dλ1 . Note that |φ
′(t)| ≤ dabd−1, which is just
another dimensional constant.
Lemma 10. Suppose that r ≥ r∗N,ε(t0, x0) with N = C(d)M
5d+2 and ε = c(d)M−(d−1)
for appropriately large/small dimensional constants. Let t0 < t1 < t2 be, respec-
tively, the first time that |r ∩ Rt|d ≥ α|r|d and the first time that |r ∩ Rt|d ≥
(1− 2−dα)|r|d. Then
|r ∩Rt|d ≥ r
dφ((t − t1)/r) for t1 ≤ t ≤ t2,
in particular t2 exists and t2 ≤ t1 +
2d
λ1(d)
r.
Now we can also specify that γ = 1 + 2dλ1(d) , since t1 ≤ t0 +
r
2M ≤ t0 + 1, and
with the above Lemma t2 ≤ t1 +
2d
λ1(d)
r.
Proof. Fix 1 > ε > 0 and 1M ∧
1
4 > β > 0 to be made precise in the course of the
proof. Let N = β−2M3ε−3 and r ≥ r∗N,ε(t0, x0) so that Lemma 8, and hence (17),
hold on intervals I of length |I| = βr.
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Call ψ(t) = rdφ((t − t′1)/r) started at time t0 ≤ t
′
1 ≤ t1 chosen so that ψ(t1) =
α
2 |r|d, precisely,
t0 ≤ t
′
1 = t1 −
dα1/d
2λ1
r
Then ψ(t1) < α|r| ≤ |r ∩ Rt1 |. Let t1 < t∗ ≤ t2 be the first time that the
inequality ψ(t) < |r ∩Rt|d fails (if such time exists). Note that equality does hold
at t∗ by Lemma 5.
First we get a lower bound on t∗ − t1. Note that, from the lower continuity
estimate for |r ∩ Rt|d Lemma 5 and the upper bound on the derivative of φ and
hence ψ,
−Mrd−1(t∗−t1) ≤ |r∩Rt∗ |d−|r∩Rt1 |d ≤ ψ(t∗)−α|r|d ≤ Cr
d−1(t∗−t1)−α2 |r|d.
Rearranging this
(t∗ − t1) ≥ cM−1αr
We will apply (17) on an interval of length βr with
(19) β ≤ cM−1α.
to be specified more precisely below (actually matching this upper bound, up to
a dimensional constant, will be the right choice). With this choice the ordering
|r ∩Rτ | ≥ ψ(τ) holds on the interval t∗ − βr ≤ τ ≤ t∗.
Note that for all t∗ − βr ≤ τ ≤ t∗
(20) rd − ψ(τ) − Cβrd ≤ rd − ψ(t∗) ≤ |r \Rt∗ |d ≤ |r \Rτ |d +Mβr
d
again from Lemma 5 and the bound on ψ′. Also note that on t∗ − βr ≤ τ ≤ t
(21) ψ′(τ) ≥
1
2
λ1(d)(2
−dα)
d−1
d rd−1
since t∗ − βr ≥ t1 by (19) so ψ(τ) ≥ α2 |r|d and, by definition, t∗ ≤ t2 so
ψ(τ) ≤ ψ(t∗) = |r ∩Rt∗ |d ≤ (1− 2
−dα)|r|d.
Now finally we have all the necessary set up to compute the “slope” at the
touching time
ψ(t∗)− ψ(t∗ − βr) ≥ |r(x0) ∩Rt∗ |d − |r(x0) ∩Rt∗−βr|d
by (17), (19) ≥ λ1(d)
ˆ t∗
t∗−βr
min{|r ∩Rτ |d, |r \Rτ |d}
d−1
d dτ − Cεrd−1|I|
by (20) ≥ λ1(d)
ˆ t∗
t∗−βr
min{ψ(τ), rd − ψ(τ) − CMβrd}
d−1
d dτ − Cεrd−1|I|
by subadditivity ≥
ˆ t∗
t∗−βr
λ1(d)min{ψ(τ), r
d − ψ(τ)}
d−1
d − C[M
d−1
d β
d−1
d + ε]rd−1 dτ
by (21) ≥
ˆ t∗
t∗−βr
ψ′(τ) + [2−dλ1(d)α
d−1
d − C(M
d−1
d β
d−1
d + ε)]rd−1 dτ
>
ˆ t∗
t∗−βr
ψ′(τ)dτ
which is a contradiction as long as we have fixed
β = c(d)M−1α and ε = c(d)α
d−1
d
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so that the term in square brackets in the second to last line is strictly positive.
Recalling the definition of α from (9) we see, for M ≥ 1, β = c(d)M−(d+1) and
ε = c(d)M−(d−1). This also finally specifies N = C(d)M5d+2. Also note that the
constraint (19) are satisfied, up to good choices of the dimensional constants c(d).

5. Bounds and mixing estimates
Given a mixing condition on V it is straightforward to apply known result and
derive from Theorem 1 tail bounds and mixing estimates on T . We will work with
the notion of α-mixing since that is a standard notion which is more general than
finite range dependence.
For each Borel set U ⊂ Rt × Rdx define the cylinder σ-algebras generated by V
F(U) = σ(V (t, x) : (t, x) ∈ U).
For a pair of σ-algebras F1 and F2 the α-mixing coefficient is defined
α(F1,F2) = sup
A∈F1,B∈F2
|P(A ∩B)− P(A)P(B)|
Say that V is α-mixing in (t, x) if for all diameters D > 0 the coefficients (abusing
notation)
α(r,D) = sup{α(F(U),F(U ′)) : U,U ′ Borel sets with d(U,U ′) ≥ r with diameter ≤ D}
have limr→∞ α(r,D) = 0.
We make the assumption of stretched exponential decay of the α-mixing coeffi-
cients, for some exponent β > 0 and length scale ℓ > 0 and parameters A,B > 0
we assume
α(r,D) ≤ A(1 +D)B exp(−ℓ−βrβ),
and say that V has α-mixing with stretched exponential decay with exponent β and
length scale ℓ. We take ℓ = 1, since the general case can be derived by rescaling.
The constants c, C which appear in the remainder of the section will depend on
A,B as well as d and we will not keep track of this dependence any further.
In this case a concentration estimate holds for the spatial averages, from [7,
Proposition 1.9], for any 0 < ε < 1/2
(22) P(|
1
|Qr|
ˆ
Qr(t0,x0)
V (t, x) dtdx| ≥ ε) ≤ C exp(−cε2| log ε|−β
′
rβ
′
)
with β′ = (d+1)βd+1+β < β. Of course the constants in the concentration estimate depend
on the constants in the α-mixing assumption, but we will not keep track of this
dependence.
We now aim to use this estimate to bound the tails of T (t0, x0). By stationarity
we can work with T = T (0, 0). Recall
T = r∗N,ε = sup{r : EN [V,Qr] ≥ ε}
with ε = c(d)M−(d−1) and N = ⌈C(d)M5d+2⌉ and EN defined in (6).
Applying (22) with a union bound gives
P(EN [V ;Qr] ≥ ε) ≤ CM
(5d+2)(d+1) exp(−cM−2(d−1)| logM |−β
′
rβ
′
)
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We want to control T by a union bound so we need to discretize in r. The dis-
cretization error is
|EN [V ;Qλr]− EN [V ;Qr]| ≤ CM
(5d+2)(d+1)(λ − 1)d ≤ ε/2
if we choose λ = 1 + cM−
(5d+2)(d+1)
d −2. So that
P(T ≥ τ) ≤
∑
λk≥τ
P(EN [V ;Qλkr0 ] ≥ ε/2)
≤
∑
λk≥τ
CM (5d+2)(d+1) exp(−cM−2(d−1)| logM |−β
′
λkβ
′
)
≤ C exp(−cM−2(d−1)| logM |−Cτβ
′
)
where finally we absorbed all the polynomial powers of M in front by changing the
power of the logarithm inside the exponential. This proves the desired tail bounds
on T .
Next we consider the mixing estimate on T . Define the localization,
rR∗ (t, x) = sup{0 < r ≤ R : EN [V,Qr(t, x)] ≥ ε}
and, for a bounded Borel set U ⊂ Rt × R
d
x,
r∗(U) = sup
(t,x)∈U
r∗(t, x).
Note that
rR∗ (t, x) ∈ F(U +QR) for all (t, x) ∈ U.
On the event that {r∗(U) < R} the localizations rR∗ (t, x) and the actual values of
r∗(t, x) agree on U . More precisely, for all (t, x) ∈ U ,
rR∗ (t, x)1{r∗(U)<R} = r∗(t, x)1{r∗(U)<R}.
This event has high probability since, by a standard discretization and union bound
and the tail bounds established above for r∗(t, x),
P(r∗(U) ≥ R) ≤ C(1 + diam(U))d+1 exp(−cM−2(d−1)| logM |−CRβ
′
).
Let U and U ′ Borel sets with diameter at most D and call R = 1
3
√
d+1
d(U,U ′).
Then U + QR and U
′ + QR have distance apart at least 13d(U,U
′) and, by the
mixing condition of V
α(F(U +QR),F(U
′ +QR)) ≤ α(R,D)
≤ C(1 +D + 2R)C exp(−cRβ)
≤ C(1 +D)C exp(−cRβ
′
)
where the constants c, C may have changed in the last inequality and we used
β′ < β to absorb the C| logR| term in the exponential.
Let random variables X ∈ σ(r∗|U ) and Y ∈ σ(r∗|U ′) of the form (abusing no-
tation) X = X(r∗(t1, x1), . . . , r∗(tn, xn)) for some X : Rn → R with |X | ≤ 1 and
points (tj , xj) ∈ U , and Y = Y (r∗(s1, y1), . . . , r∗(sm, ym)) for some Y : Rm → R
with |Y | ≤ 1 and points (s,yj) ∈ U
′. Call XR and Y R to be the same functions ap-
plied to the localized rR∗ at the same points. ThenX andX
R agree on {r∗(U) < R},
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and Y and Y R agree on {r∗(U ′) < R}.
|E[XY ]− E[X ]E[Y ]| ≤ |E[XRY R]− E[XR]E[Y R]|+ |E[XY ]− E[XRY R]|
+ |E[XR]E[Y R]− E[X ]E[Y ]|
≤ α(R,D) + 4P(r∗(U) > R) + 4P(r∗(U ′) > R)
≤ C(1 +D)C exp(−cM−2(d−1)| logM |−Cd(U,U ′)β
′
)
This establishes the α-mixing rate for the field T = r∗.
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