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Abstract 
Litvinchev, I.S., Iterative aggregation method for constrained optimal control problems, Journal of Computa- 
tional and Applied Mathematics 39 (1992) 315-328. 
A two-level iterative algorithm, based on aggregation-disaggregation ideas, is proposed for the solution of 
large-scale optimal control problems. A linear aggregation of the controls is used and a linear disaggregation is 
iteratively adjusted in order to get the disaggregated control optimal for the original problem. It is shown that 
the problem of updating the disaggregation in each iteration decomposes in some cases into dependent 
subproblems of lower dimension. Numerical examples are presented. 
Keywords: Constrained optimal control, aggregation, decomposition, first-order methods. 
Introduction 
Hierarchical algorithms have been widely used to derive optimal control of linear as well as 
nonlinear dynamical systems [5,14,16]. The literature on the development and investigation of 
the properties of hierarchical optimization algorithms is quite extensive. At the same time there 
are only a few methods dealing with constrained optimal control problems. In this regard, we 
recall the work reported in [11,12] where they deal with control bound constraints. 
Different approaches in large-scale systems can be categorized mainly in the following: (a) 
decomposition-coordination approach [14]; and (b) aggregation [2]. Concerning the aggregation, 
the main idea is to substitute the original large problem for a smaller one. In iterative 
aggregation algorithms an iterative adjustment of the aggregated problem is used in order to 
obtain an optimal solution of the original problem [17]. In the decomposition-coordination 
methods we usually have a coordinating problem at the higher level and a set of independent 
subproblems at the lc - er level. At the higher level the coordinating variables are updated until 
we reach the final convergence. 
In this paper we propose a two-level iterative method for the constrained optimal control 
problems, in which we combine decomposition-coordination a d aggregation-disaggregation 
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ideas. The method is intended for the problems where the main difficulty is the large number 
of the controls and hard control constraints. The typical example of such a problem is a 
dynamical resource allocation system, where we have a large number of relatively simple 
individual subsystems, gathered by control (resource) constraints. A linear aggregation of the 
controls is fixed and then a linear disaggregation is iteratively adjusted to get the disaggregated 
control optimal for the original problem. A freedom in the choice of the aggregation-disaggre 
gation rule is used in order to provide the decomposition properties of the algorithm. The 
convergence properties of the method are also investigated. 
This paper is considered to be a generalization of [8,9] and is divided as follows. In Section 2 
the original problem is formulated and the aggregation-disaggregation rules are introduced. In 
Section 3 the optimal&y criteria for the disaggregated control are formulated and the algorithm 
is proposed. In Section 4 the linearly constrained optimal control problems are considered. 
Examples are discussed in Section 5. 
2. Problem formulation 
Let n be the n-dimensional Euclidean space with the inner product denoted by (x, y ), 
Z&[O, T] be the Hilbert space of an m-dimensional vector-function square integrable on [0, T] 
with the inner product denoted by ( x, y ). In this paper we consider the following optimal 
control problem. 
Find u( t ) E Lt[O, T] such that 
J(zd( l )) =&(x(T)) + f-f@, u, t) dt --) max, (2-l) 
subject o 
i(t) =A(t)x(t) +b(u, t), x(0) =xg, (2 2) . 
u@(T)) G 0, (2 3) . 
P(& u, t) G 0, (2 4) . 
where x E RN, u E W; b( - , l ), v( - ) and p( - , - , l ) are N-, V- and P-dimensional vector- 
functions, respectively; A(t) is a square N x N real matrix. 
Throughout this paper we assume that the original problem (2.1)-(2.4) can be converted to a 
concave programming problem in the Hilbert space, such that the saddle point and the 
Kuhn-Tucker theorems hold. For example, one may use Ter-Krikorov [lS] conditions, which 
guarantee this property: 
(a) -p(x, u, 0, -b(u, t) and f(x, u, t) are continuousljj differentiable and concave with 
respect to x, ti and monotonously increasing with respect to x; 
(b) --c(y) and Qiy> are continuously differentiable, concave and monotonously 
with respect to y; 
increasing 
(c) the Slater conditions for (2.3), (2.4) hold; 
(d) x(t) 2 E > 0, ~(0, 0, t) G 0. 
Note, that under these conditions the maximum principle for the original problem holds 115-j. 
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Remark 2.1. In the literature one can find the other conditions to guarantee the optimality in 
the Kuhn-Tucker form (see, e.g., [l, 4, 131). As fas as the author knows, differentiability, 
concavity and Slater conditions are used almost everywhere. The monotony and condition (d) 
are natural and easily verified for the optimal control problems of mathematical economy [15]. 
In this paper we do not try to state the respective conditions in the most general or the simplest 
form. To formulate the results given below, it is essential only that one can write the optimality 
conditions in the Kuhn-Tucker form. Note that if tht original problem is not mixed con- 
strained, but has the separate control and (or) state constraints, then the respective conditions 
are simplified [3]. 
We introduce a vector of the aggregated controls U( t ) = (U’( t ), . . . , U “( t 1, . . . , U”( t )I, 
M < n, and a linear disaggregation 
U = au, (2 5) 
where cu( t) is a rectangular matrix having n rows and M columns, a(t) = 11 alm( t) 11, lo= 
1, 2 ,..., n, m = 1,2 ,..., 144. The disaggregation matrix cu( t) satisfies the following condition: 
a! EA = (a(t): Ca(t) = E, t E [0, T]), (2 6) . 
where C is a fixed rectangular matrix having the full column rank M, and E is the identity 
M x M matrix. Note, that A is nonempty since a! = CT(CCT)-’ EA. 
If ac E A, then it follows from (2.5), (2.6) that U = Cu and hence in our case the aggregation 
is fixed. 
Fixing 4 E A and substituting (2.5) into (2.1)-(2.4), we get the aggregated problem 
j<& U) = Q(x(T)) + lTf(x, 6U, t) dt + max, 
0 
k(t) =A(t)x(t) i- b(;U, t), x(0) =x0, 
v( x(t)) < 0, p(x, cXJ, t) GO. W) 
The aggregated problem (2.7) has only M macrocontrols U”( t ), m = 1, 2, . . . , M, instead of n 
controls l+(t), i = 1, 2,. . . , n, in the original problem (2.2)-(2.4). 
Denote by P(&) the set of all optimal controls of the aggregated problem (2.7) and let 0(a) 
be the extremal-value function of (2.7) depending on the choice of a! E A. 
Obviously, if d E P(a) for some 6 E A, then the disaggregated control fi = & is a feasible 
control of the original problem. In the following we shall propose an iterative algorithm in 
order to find cy *E A such that if U * E P(a *)), then the disaggregated control u* = cy *U * is an 
optimal control of the original problem. 
For our aggregated problem we consider the dual problem [15]: 
QW-1) + jT[ f( x, 6U, t) + (b(a& t) +A(t)x(t) -i(t), A(t)) 
0 
- (P(x, GU, 0, v(f))] dt- (v(x(T)), P) + min, 
i(t) =AT(t)A(t) - 
a&, cd t) af(x, fw t) 
ax 17(t) + ax ’ 
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Am(t)= A(t)Y ( 
iv+w, t) ( ap(x, su, t) df(k a t) 
+ aum 1 - \IICt), aurn 1 au” =Oy 
m=l,2 ,..., M, 
av(x(T)) 
A(T)= - ax p+ 
aQ(W)) 
ax Y dt)a”, b-O- (2 8) . 
Here h(t) is the vector of the costate variables, q(t) and p are the Lagrange multipliers with 
respect o the mixed and terminal constraints in (2.1)-(2.4). Denote by D(6) the set of all 
optimal solutions of the dual problem (2.8). 
3. The optimality criteria and the iterative aggregation algorithm 
The following theorem establishes the optimality criterion for the disaggregated control. 
Theorem 3.1. Let 6 E A, d E P( 6) and 2 is the respective state vector in the aggregated problem. 
l&e disaggregated control do= 66 is an optimal control of the @@nal problem (2.1)-(2.4) if and 
only if there exists a triplet A, $, fi such that the element [H, U, A, $, fi] E D(6) and 
A#)= [(qt).‘b(dl;t)) - ( 9:tj”(y, f’) + af(;;, f)]l;,r=O, 
l=l,2 ,..., n, tE [0, T]. (3 1) . 
Proof. Let (3.1) be satisfied. It is easy to verify that (3.1) is the respective part of the restrictions 
of the dual to the original problem (2.1)-(2.4), calculated for the disaggregated solution. 
Moreover, by the Kuhn-Tucker complementary slackness conditions for the aggregated prob- 
lem we have 0 = (~(2, diU, t), G(t)) = (~(2, ii, t), 4(t)). 
I+ we have that a pair 2, 6 is a feasible solution of the original problem, the element 
[Z, 6, A, 4, g] is a feasible solution of its dual and the complementary slackness conditions are 
satisfied. Then it follows from the Kuhn-Tucker theorem [IS] that 6 is an optimal control of 
the original problem. 
Converse!y, let H = 6U be an optimal control of the original problem. By the Kuhn-Tucker 
theorem, applied to the original problem an< its dual, there exist A(t), SC t) and i suzh that 
&t)=O, I= 1,2 ,..., nd t E [O, T]; where A,(t) h,as been defined in (3.1). Since A”( t ) = 
C,6l,(t) &t), where A”(t) =Am(t)l J,H,~,+, then Am(t) = 0, m = 1, 2,. . .d M, t E [0, T]. Thus 
we have 2, d feasible for the aggregated problem with oc = 6; [H, fi, A, 4, $1 is a feasible 
solution of the ducl aggregated problem and the complementarity conditions are obviously 
satisfied. Hence, U is an optimal control of the aggregated problem for cw = 6 and (3.1) is 
satisfied. o 
In order to find 6 E A such that the conditions of Theorem 3.1 are satisfied, let us consider 
the auxiliary problem 
max@(cu) Icu~~). (3 2) . 
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Obviously, if a! * is the global maximum in (3.2) and U * E P( a*), then the disaggregated 
control u* = cu*U * is an optimal control of the original problem. But though the auxiliary 
problem has a simple feasible set, the objective functional 8(cu) is not a concave funbtional in 
general. Nevertheless, as we shall show below, the first-order necessary conditions of optimal@ 
in (3.2) are also sufficient. 
Consider now some differential properties of I. 
Assumption 3.2. (a) P(ar) and D(cu) are uniformly bounded for ar EA. 
(b) f, Q, b, v and p have first-order partial derivatives with respect to x and u, satisfying 
the Lipschitz condition for every t E [0, T] and uniformly bounded for all t E [0, T] if X, u 
belong to any bounded subset of I&” X IV. 
It is not hard to see that under this assumption the marginal value theorem [7] holds. For 
simple consideration we restrict ourselves only to the case of a unique optimal solution of the 
aggregated problem and its dual for all cu EA. Moreover, for the sake of simplicity, we assume 
that 8(cy) is a finite-value functional. 
Remark 3.3. Note that from (2.6) it follows that the matrix cr(t) has full rank for all t E [0, T]. 
Thus P(a) is a singleton for all a! E A if f is strictly concave with respect to u. The sufficient 
conditions to guarantee the unity of the Lagrange multipliers for some classes of the original 
problem can be found, for example, in [1,13] and the references therein. In Section 4 we shall 
also discuss the problem for which P( ac) and D( ar) are singletons for all (Y EA. 
If P(cu) and D&E>, are singletons for all a! E A, then 8(cu) is Frechet-differentiable, such that 
Ve(d;) = V&(2, U, A, 4, fi, G), where L is the standard Lagrange functional, associated with 
the aggregated problem. In our case, L coincides with the objective functional of the dual 
problem (2.8). By straightforward calculation we get 
ve(G)=1~g’(t)ll, m=l,2 ,..., M, l=l,2 ,..., n, 
&y(t) = @(t) do,(t), 
(3 3) . 
where d,(t) has been defined in (3.1). 
The following theorem shows that any stationary point of (3.2) gives the global solution of 
the auxiliary problem (3.2). 
Theorem 3.4. Let 6 E A be a stationary point of, the auxiliary problem, i.e., the first-order 
necessary conditions of optimal@ arcsatisfied. Let U E P(6), and for each t E [0, T] there exists 
a nonzero component of the vector U( t ). Then the disaggregated control is an optimal control of 
the original problem. 
Proof. Write the first-order optimality conditions in the form 6 = &<d + p Ve(G)) for all p > 0 
where nA is the projection operator and A has been defined in (2.6): A = {a(t): Ccu( t) = E). 
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Since C is the full-rank matrix, we have &(cu) = (Y - CT(CCT)-‘(C~ -EL Thus, since 6 EA, 
we can rewrite the first-order optimal&y conditions in the form 
ve(6) = cT(ccT)-IC ve@). (3 4) . 
Let t) be the column vector and &t) = {&), . . . ,* ,, d” (t)} be the row vector. In accordance 
with (3.3) we have W(d) = ]I &,,# ]I, where SInr = fi,,&, m = 1, 2,. . . , M, I = 1, 2,. . . , n, or in 
matrix form V@(G) = d”rbT. Since the element [fi, 2, A, 4, fi] is optimal for the dual aggregated 
problem, we have 
= CG,,,(t)do,(t), m = 1,2 ,..., M, 
or in matrix form b6 = 0. Multiplying both sides of (3.4) with 6 and since CG = E, we obtain 
O=GT V8(6)-6TCT(CCT)-*C Ve(6)=6TfibT-(CCT)-‘C W(6) 
= -(ccT)-‘c vet;). (3 5) . 
The last equality in this equation holds since 0 = do6 = gT>. It follows by (3.41, (3.5) that 
V%(6) = 0. If all conditions of Theorem 3.4 are satisfied, then by the definition of W(6) in (3.3) 
we have d,(t>=O, I= 1, 2 ,..., n, t E [0, T], and hence, in accordance with Theorem 3.1, we get 
the optimality of the disaggregated control. q 
If follows from Theorem 3.4 that if you find a stationary point of (3.2i, solve the aggregated 
problem and find the disaggregated control, then you get an optimal control of the original 
problem. 
In order to find a stationary point of (3.2), one may use the first-order methods, such as 
feasible directions, PrGjected gradient, conditional gradient methods and so on 1181. Describe, 
for example, one iteration of the projected gradient method. Let 6 EA be given from the 
previous iteration. 
:Sl> Solve the aggregated problem and its dual for cy = 
d and i, iY fi. Let 2 = 66 
6 and find their optimal solutions i, 
62) Compute VW(&) in (3.3). If do,(t) = 0, I = 1, 2,. . . , n, t E [0, T], then 6 is an optimal 
control of ihe orignal problem. Otherwise go to (S3). 
63) If A,(t) f 0, then define the new matrix of the disaggregation in the form 
a =n,(G +p” ve(6)) = G +$ ve(d;) -;cT(ccT)-Ic ve(d;) =6 +;s”, (3 6) . 
where 5 is such that e(j!$ = max{e(cr) I p 2 0) and 8(p) = 0[6 +ps”]. 
Of course, one may use in 63) another appropriate rule to choose the steplength b in order 
to preserve the monotonous growth of the objective functional. 
The original problem has n controls. In the proposed iterative aggregation method we deal 
with the problems of lower dimension. The aggregated problem in (Sl) has M controls. In 
order to find the projection in (S3), you have to compute the M x M matrix (CCT)-*, which 
does not depend on the number of iterations. Moreover, in 63) you have to solve the 
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aggregated problem in order to calculate 8(p) for some p > 0. We shall show below, that the 
problem of choosing the steplength in (S3) could be simplified for some class of the original 
problem. 
The convergence of the first-order methods to a stationary point was established in [18], 
where the gradient of the objective functional was assumed to be Lipschitz continuous. It holds 
for V&X) in (3.3) if Assumption 3.2 is satisfied and P(a), D(Q) are singletons. 
In each iteration of the proposed method we have the disaggregated control, feasible to the 
original problem. Moreover, the respective sequence of the values of the original objective 
functional is a monotonously increasing sequence. 
Note that we have a relatively large freedom to choose the aggregation matrix C. For 
example, we may choose C such that the proposed iterative aggregation method will accept 
some decomposition properties. To this end we note that the restrictions of the auxiliary 
problem (3.2) are independent of the structure of the original problem. Let A be such that 
A=A,xA,x *a. xA,. Then in order to find the projection of V&X) on A, you have to 
calculate I independent projections. The same thing is true when you deal with the first-order 
methods, because the problem of finding the direction of the ascent decomposes into I 
independent subproblems. 
Suppose that the vectors u and U are broken up into I disjoint subvectors: 
. U= ( Ul:, . . . . uiY*ag9u~)9 UiE (wJ’, Ui= U1, t . ..) Ui, . ..) u;, ’ > c Ji=n, 
i 
u= (U’,...,U’)...) U’), Ui~[WM’, Mi~Ji, CMi=M, M<n. 
Introduce a linear disaggregation 
Ui = (YiUi, l-l,2 ,...) 1, 
and a set of A of the disaggregation parameters 
A=A,XA*X ‘.. XA,, Ai=(ai:CiCYi=Ei), i=l,2,...,I. 
Here cwi(t) and Ci are the rectangular matrices having the appropriate dimensions, Ei is the 
identity Mi X Mi matrix. Then for all a! E A we have U’(t) = CiUi( t ). If rank Ci = Mi, i = 
1,2,..., I, then in order to find the projection on A, we have to calculate (CiCT)-‘, 
i= 1,2,..., I. Thus in this case the decomposition effect arises due to the special struct!!re of 
the aggregation matrix and the respective structure of the disaggregation. 
4. The aggregation for the special case of the original problem 
In this szction we consider the linearly constrained optimal control problem 
/ 
T 
f(x, u, t) dt + max, 
.20(t) -A(t)x(t) + b(u, t), x(O) =x0, 
(4.1) 
a < Cu(t) Gi, - 
where C is a constant rectangular matrix, having n columns and M < n rows, such that 
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rank C = ; a and Z are the constant M-dimensional vectors. We suppose that all the 
assumptions OF the previous sections are satisfied for problem (4.1). Moreover, we assume that 
f( x, N, 11 is a strictly concave function with respect to ZL 
Define an &f-vector of the aggregated controls U(t) and a linear disaggregation as follows: 
~=acU, at~A=(ar:Ca!=E), 
where C is the same as in (4.1). Then we have U( t ) = Cd t) and the aggregated problem 
becomes 
/ 
T 
f(x, i%J, t) dt + max, 
_& =Ajr) +&%I, t), x(O) =x,,, (4 2) 
. 
a<Ujt)<ii, - 
where d E A. It is not hard to see that due to the strict concavity of f(x, u, t ), the aggregated 
problem and its dual have the unique optimal solutions, i.e., P(ar) and D(cu) are singletons for 
all a! E A. Moreover, if the vector a has a positive component, then for each t E [0, T] there 
exists a nonzero component of th; vector U(t) and thus the condition of Theorem 3.4 is 
satisfied. 
The aggregated problem (4.2) has a very simple set of feasible controls. In order to solve (4.2) 
one may use the projected gradient method, because the projection on the set F = (U(t): a < 
L_( t ) < a is calculated analytically and moreover, decomposes into M independent project&s. 
Note that if the projected gradient method is applied to (4.1) directly, then in each iteration 
you have to perform a projection onto the feasible set P = (u(t) a < Cu( t) < ii}. In order to 
obtain the projection of some II(t) onto P, you have to calculate-(Cc*)- ‘, where c is the 
matrix with respect to the constraints active for U(t). Generally speaking, the indices of the 
active constraints are different for the different values of t and hence c depends on t. Thus, if 
the projected gradient method is applied directly, then you have to invert the matrix, which 
depends on t and on the number of iteration. In the proposed aggregation method the constant 
matrix (CC*) is inverted only once. 
The most difficult problem in (S3) of the proposed aggregation method is to maximize the 
implicitly defined function e(p), because in order to calculate 8(p) for some p 2 0 you have to 
solve the aggregated problem. In our case the set of the feasible controls in (4.2) is independent 
of the disaggregation parameters cy. This property will help us to simplify the problem of 
choosing the steplength in (S3). 
Denote by xk%J, t) the solution of the differentiai equation in (4.2). Obviously, if U is the 
optimal control of the aggregated problem, then x( ;U, t) =2(t). Denote 
&UT p) = /Tf(x[(a +ps”)U, I], (6 +p.qi;. 2 3, 
0 
I (4 3) . 
where s” has been defined in (3.6). In accordance with our notation, e(G) = &, 0). Moreover, 
using the marginal-value theorem, it is not hard to verify, that 
ae( 6 + ps”) w(k P) = 
aP p=o aP l p-o 
(4 4) . 
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Thus, if 6 is not optimal for (3.2), then s” is the direction of the ascent for (3.2) and the 
left-hand side of (4.1) is strictly positive. Hence, there exists c > 0 such that +(b, p) > 4(fi, 0) 
= e(6). Then we have 
e(& +ps”) = max a(& P) 3 @[fi, P) > e(G), 
adUG 
i.e., 6, is an appzonriate steplength in 63). For example, we may choose p” such that 
4(5, p) = rny{b(L., y) I p 3 0). Note that in many cases we haye an analytical formula to 
cal$ulate #(U, p) in (4.3). In the linear-quadratic case, x[(6 + ps”)U, t] is a linear function of p, 
+(U, p) is a st ric . tl y concave quadratic function of p and the respective coefficients are easily 
calculated by straightforward integration. 
Thus, if the feasible set of the aggregated problem is independent of Q(, then the problem of 
finding the steplength in 63) is simplified. 
5. Examples 
Example 5.1. Consider the following optimal control problem: 
J(~)=OS/~[x;+xf+x~+OS(x~+x;+x,Z)] dt 
0 
u; + up2 -I- U& + ugq -I- urju, + u6u, dt + min, 
. 
x3=2x3++ x3(0)=3, &=xq--uq, XL@) = 1, 
. 
x5=2xs+u5, x5(Oj=2, &=x6--u6, x&q = 3, 
-8~u,+“2+u3+u~+us~8, -l<u,-u&l. 
Here the complex system consists of simple subsystems, gathered by the control constraints. 
Such problems arise in the resource allocation systems, when the individual subsystems divide 
common resources. 
We use the linear aggregation discussed in Section 4, such that U’ = u, + u2 + ~1~ + uq + u5, 
U2=14,- u6. The starting value of Q( is cyO = CT(CCT)- ‘, where 
c= 111110 
l 4 -1 -1 -1 -1 -5 
1 0 0 0 0 -1’ 
+ - 
91 2 2 2 2 1’ 
The discrete version of the aggregated problem with 40 nodes per time interval [0, l] was solved 
by the projected gradient method. In order to calculate 6(~) by the projected gradient 
method, we put the initial constant aggregated controls Uil, = Ui,” = 0.3. The respective value of 
the objective functional was J((w,Ui”) = 87.9666. Following the same way as in Section 4, we get 
the following values of the objective functional e(a) in the auxiliary problem from iteration to 
iteration: 
t?( (Ye) = 70.3427, ch(@,, p,) = 13.3660, 
e(q) = 11.9790, +,, c,) = 11.7403, 
8(a2) = 11.6836, +(ii,, p,) = 11.6836. 
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-6 
-8 
Here 6’ and & are the optimal aggregated control and the respective stepsize for the kth 
iteration, +(u, p) was defined in (4.3). The stopping rule was 
le(a,) -4(& P,)l dMoo1, 
Numerical calculations were done on an IBM PC/XT with an INTEL 8088 processor. The 
total CPU-time is around 1 minute. The calculation of 6(a,), k = 0, 1, 2, by the projected 
gradient method takes more than 40 CPU-seconds and the updating of the disaggregation 
parameters cyk takes the rest of 1 minute CPU. 
The optimal aggregated and some of the disaggregated controls are graphically shown in 
Figs. 1 and 2, respectively. 
Example 5.2. The second problem concerns the optimal control of a vertical oven, having 12 
heating zones, which was considered in [6]. The most simple representation of the linearized 
process is a 24-dimensional model with 12 controls and localized constants. The optimal control 
problem is formulated as follows: 
v/ 
r 12 
C(Z,(t) -Zid)* dt +p/‘E(Ui(f) -Uid)* dt + min, 
* i 0 i 
9(t) =Ay(;) +Jqt), Y(O) =y,, z=cy, 
where y( t 1 is the state vector, u( t 1 the c ntrol vector (energy consumption) and z(t) the output 
vector (temperature at the observation points). The dimensions of these vectors are 24, 12, and 
12, respectively. The vectors zd = 
positive. 
( Zid} and ud = {U id} are given, scalar parameterS y and p are 
We have also the following terminal constraints at the observation points: 
CzitT) -Zid)*~8, i= 1,2,...91,2. 
In order to solve this problem, we use both spatial and time aggregation of the controls. To get 
the spatial aggregation we introduce the disaggregation parameters ~i( t), i = 1, 2,. . . ,12, which 
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Fig. 2. 
satisfy the condition &xi(t) = 0, t E [0, T]. Note that here the normalizing condition differs 
from (2.6), but it is not hard to verify that all the previous considerations remain true. 
To get the time aggregation, the time interval [0, T] is divided into L equal subintervals 
[ti_ 1, tj] of length h = T/L, j = 1, 2,. . . , L, to = 0, t, = T. We introduce one time-aggregation 
parameter a,(t), such that: 
a0 t dt=O, j=l,2 ,..., L. ( ) 
Thus the set of the disaggregation parameters is 
A = a$), a&) 1 /” (Y&) dt = 0, j = 1, 2 ,..., L&xi(f) =O, t E [0, T] . 
'j-1 i I 
Introduce L scalar aggregated controls, independent of t: q, j = 1, 2,. l . , L. For any given 
a E A define the disaggregated controls in the form 
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From the definition of the disaggregated control and the set A we get the following relation 
between the original and the aggregated controls: 
q= jr’ &(t) dt, j= 1, 2 ,..., L. 
‘1-1 i 
Thus in our case the aggregated control q is the total energy consumption during the time 
subinterval [tj_ 1, tj]. 
Fixing 6 E A and substituting the disaggregated controls into the original problem, we get 
the aggregated problem. It has L scalar controls, independent of time, and hence the 
aggregated problem is an ordinary finite-dimensional mathematical programming problem. In 
order to solve the auxiliary problem (3.2) we use the projected gradient method. Since the set 
A decomposes into L + 1 independent subsets, the projection on A decomposes into L + 1 
projections on L + 1 hyperplanes, which are computed analytically. 
Numerical experiments were done on an IBM PC/XT with an INTEL 8088 processor for 
the same values of A, 13, C as in [6]. Moreover, Zid = 30, i = 1, 2,. . . ,12, y0 = 0, 6 = 0.01, 
L = 12. After time discretization with 26 nodes per time interval, the aggregated problem was 
solved by the augmented Lagrangian method. The initial values of the aggregation parameters 
are a&)=0, q(t)=O, i= 1,2 ,..., 12, t E [0, T], and hence the initial disaggregated controls 
are constants. The stopping rule is ]I cy’+l - cy’ ]I/ I] a! I] < 0.001, where I is the number of 
iterations. For y//3 = 1 we get the following values of the objective functional 8(cu) in the 
auxiliary problem from iteration to iteration: 
@(ix’) = 8.748, ~(cR’) = 2.645, ~(cY’) = 1.296, e(a’) = 1.148, 
@(a’) = 1.123, e(cy5) = 1.119, e(d) = im. 
The CPU-time is around 4 minutes per iteration. The optimal values of ul( t) and zl( t) are 
graphically shown in Figs. 3 and 4, respectively. The total CPU-time is practically independent 
of the ratio y//3 
A more detailed 
and depends considerably on S, i.e., the accuracy in the terminal constraints. 
consideration can be found in [lo]. 
0 T t 
Fig. 3. 
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