Theorem 1. Let α > 0. For n 1 an even let n 2 = αn 1 /2 . For j ≥ 2, let U j denote the number of connected components of size j in a uniformly random graph from G n 1 ,n 2 . Then, for every j, as n 1 → ∞ along the even integers,
and
Furthermore, for any integer q ≥ 2, as n 1 → ∞ along the even integers, the vector
converges in distribution to a multivariate Gaussian N (0, H(α)), where the positive semi-definite matrix H(α) = (H i,j (α), 2 ≤ i, j ≤ q) is given by H i,j (α) = − α i+j−4 (1 + α) i+j−2 1 + (i − 2 − α)(j − 2 − α) α(1 + α)
Specifically, in order to prove the theorem, we show that in the neighborhood of the vector 0, the multivariate Laplace transform of the rescaled random variables converges point-wise to the Laplace transform of a multivariate Gaussian distribution.
In order to simplify the formulation of the lemmas, we introduce the uniform Landau notation
which means that there exists two constants K and δ > 0 independent of u such that for all u in V and |z − z 0 | ≤ δ, |f (z, u)| ≤ Kg(z).
As usual with the Landau notation, the limit z 0 is often implicit when the context leaves no ambiguity. This definition extends naturally to the "small o" Landau notation.
Expression of the Generating Function
To derive the limit distribution of the sizes of the components in G n 1 ,n 2 , we analyze its generating function, defined below. Definition 1. Let q ≥ 2 be a natural number. Let u denote the vector (u 2 , . . . , u q ), and G n 1 ,n 2 (u) denote the ordinary multivariate generating function of graphs in G n 1 ,n 2 where for j = 2, 3, . . . , q, the variable u j marks the number of connected components of size j. Therefore, the number of graphs in G n 1 ,n 2 with m j components of size j for all 2 ≤ j ≤ q is
The following notations will also prove useful throughout the paper.
Definition 2. The sequence (v n 1 ,n 2 ) and the multivariate generating functions Path(z, u) and Cycle(z, u) are defined by
In the following lemma, we derive a simple exact formula for the generating function of the graphs in G n 1 ,n 2 with variables marking the components of sizes from 2 to q. Lemma 1. The generating function G n 1 ,n 2 (u) is zero when n 1 is odd, otherwise, it is given by
Proof. A component of a graph in G n 1 ,n 2 is either a non-oriented path of size at least 2, or a non-oriented cycle of size at least 3. For simplicity, in the following we refer to those connected graphs as paths and cycles. Let us first consider vertices of degree 1 as unlabelled (we will label them later on). The number of oriented paths with n 2 vertices of degree 2 is then n 2 ! and the number of non-oriented cycles n 2 !/(2n 2 ). Let the variable z mark the vertices of degree 2, then the exponential generating functions of oriented paths and non-oriented cycles are respectively
Now for all 2 ≤ j ≤ q, we introduce the variable u j to mark the components of size j. Since a path with n 2 vertices of degree 2 is a connected component of size n 2 + 2, in the generating function of oriented paths, for j from 2 to q, the jth coefficient is multiplied by u j+2 . Similarly, the jth coefficient of the generating function of cycles is multiplied by u j . Finally, the generating functions of oriented paths and non-oriented cycles, exponential with respect to z and ordinary with respect to all u j , are
Note that each path contains exactly two vertices of degree 1, while all the vertices of a cycle have degree 2. Therefore, G n 1 ,n 2 is empty when n 1 is odd and a graph in G n 1 ,n 2 is a set of n 1 /2 non-oriented paths and a set containing an arbitrary number of non-oriented cycles. We now add labels to the vertices of degree 1. The set of those labels can be any of the (n 1 +n 2 )! n 1 !n 2 ! subsets of size n 1 of {1, 2, . . . , n 1 + n 2 }. We then need to choose a permutation of size n 1 to associate to each vertex of degree 1 its label. (Note here that the generating function Path(z, u) above counts oriented paths, so that the vertices of degree one are distinguished.) Furthermore, each nonoriented path matches exactly two oriented paths, so we replace Path(z, u) with Path(z, u)/2. Finally, the generating function
which reduces to the result of the lemma.
We will obtain in Lemma 2 a uniform asymptotic estimate of G n 1 ,n 2 (u) using the FourierLaplace method. In the next corollary, we reformulate the exact expression derived in Lemma 1 to adopt a form that is a more adapted to this method. In particular, the coefficient extraction is replaced by an integral, and the variables u 2 , u 3 , . . . , u q are considered as positive real numbers. Corollary 1. For any ζ ∈ (0, 1), and u in a neighborhood of 1,
where φ and A are defined by
Proof. For every u, the generating function G(z, u) has radius of convergence 1. We rewrite the coefficient extraction of Equation (1) as a Cauchy integral on a circle of radius ζ ∈ (0, 1), whose value will be adjusted later
with φ and A defined as in the lemma.
The Laplace method requires to locate the minimum of the function θ → φ(θ, u) and the behavior of A and φ in its vicinity. This information is derived in the following lemma. Lemma 2. Let α > 0, n 1 be an even number and n 2 the closest integer to αn 1 /2. Let ζ denote the unique solution in (0, 1) of the equation
There exists a neighborhood V ⊂ R q >0 of 1, such that the functions φ and A satisfy the following properties for θ in a complex neighborhood of 0:
1. uniformly for u ∈ V , it holds that
2. for all u ∈ V , we have ∂ 2 θ φ(0, u) > 0, and A(0, u) = 0, 3. for all u ∈ V , the real part of φ(θ, u) is non-negative, Re(φ(θ, u)) ≥ 0, with equality only at θ = 0.
Before proceeding to the proof, observe that the value of ζ in the statement actually depends on α and u. When needed, we shall write ζ u instead of ζ to avoid any ambiguity.
Proof. By definition, φ(0, u) = 0. We choose ζ such that
which is equivalent with Equation (2). A simple computation reduces this last expression to
In particular, when u = 1, we have
When the components u 2 , u 3 , . . . , u q of u are positive numbers, the analytic function
has positive coefficients, so it is strictly increasing. Furthermore, using Expression (3), we see that this function tends to 0 (resp. infinity) when z goes to 0 (resp. 1) along the real axis. Therefore, for any positive real numbers α and u 2 , u 3 , . . . , u q , Equation (2) has a unique solution ζ in (0, 1). In particular, for u = 1, Equation (3) becomes ζ 1 /(1 − ζ 1 ) = α, which implies that
Equation (2) defines ζ implicitly as a function of α and u, and has a solution ζ 1 for u = 1. Furthermore, the derivative with respect to ζ of the left-hand side of Equation (2) does not vanish at u = 1, since
Therefore, according to the Implicit Function Theorem, for all positive α, there exists a neighborhood of 1 on which the function u → ζ is continuous and thus close to ζ 1 .
By continuity, for any α > 0, there exists a neighborhood of (0, 1) where the function
is bounded. Using Taylor's Theorem, we conclude that for every α > 0, there exists a neighborhood V of 1 such that
Since ∂ 2 θ φ(0, 1) and A(0, 1) are non-zero (the first one is equal to α(1 + α), the second an exponential), by a continuity argument, we can choose V small enough to ensure that ∂ 2 θ φ(0, u) is positive and A(0, u) does not cancel.
Asymptotic extraction of the coefficients
In this section, we obtain the asymptotics for the coefficients of the generating function G n 1 ,n 2 (u). The result relies on the following technical lemma. The idea is very classical, but we coud not find a reference to this multidimensional version and we include a proof for the sake of completeness. 1. for all u ∈ V , the functions θ → A(θ, u) and θ → φ(θ, u) are analytic at the origin and have a radius of convergence greater than , 2. uniformly for u ∈ V ,
3. for all u ∈ V , we have ∂ 2 θ φ(0, u) > 0 and A(0, u) = 0, 4. for all u ∈ V , and θ ∈ [− , ], the real part of φ(θ, u) is non-negative, Re(φ(θ, u)) ≥ 0, with equality only at θ = 0.
Then there exists a neighborhood W ⊂ V of u 0 where
Proof. We follow the same steps as in the proof of the Large Power Theorem [2, Theorem VIII.8 page 587], but all the intermediate results need to be uniform with respect to u. First, we reduce the domain of integration, then the integrand is approximated by a Gaussian integrand and finally the domain of integration is extended to R, and we replace the classic Gaussian integral by its value.
Reduction of the domain of integration. Let C ⊂ V denote a compact set that contains a neighborhood of u 0 . We first show that the main contribution of the integral
comes from the vicinity of θ = 0. Specifically, we introduce the integral
A(θ, u)e −nφ(θ,u) dθ and prove that there exists a constant K independent of u such that
We start with the inequality
where the right-hand side is at most 2 sup |θ|≤ u∈C
Since the function (θ, u) → |A(θ, u)| is continuous, it reaches a finite maximum in the compact
According to Assumptions 2 and 3,
We conclude that
. Combined with Equation (5), this last result proves Equality (4).
Approximation of the integrand. We inject the expressions of A(θ, u) and φ(θ, u) from Assumption 2 in the definition ofĨ n (u)
Uniformly with respect to u ∈ C and θ ∈ [−n −2/5 , n −2/5 ], we have
Remark that this property holds because we reduced the domain of integration. We then obtaiñ
after the linear change of variable
Gaussian integral. To conclude the proof, we quickly prove the classic fact
Indeed, the complete Gaussian integral is
as soon as n 1/10 is greater than 1. Injecting this relation in Equations (6) and (4), we obtain
which concludes the proof.
The error term of the previous lemma could be improved up to O W (n −1 ), but this would require more work. Actually, in the following we will simply use a o W (1) error term, which is sufficient for our purpose and reduces the notations.
Combining Corollary 1 and Lemmas 2 and 3, we obtain the asymptotics of G n 1 ,n 2 (u) for u 2 , u 3 , . . . , u q in small but fixed real neighborhood of 1, n 1 even and 2n 2 /n 1 close to a fixed positive constant α.
Corollary 2.
With the notations of Corollary 1 and Lemma 2, for all α > 0, there is a neighborhood W of 1 such that, when n 1 is even and n 2 = αn 1 /2 ,
Limit Distribution
We now exploit the expression in Corollary 2 to obtain the limit distribution of the vector (U 2 , U 3 , . . . , U q ) of counts of connected components of sizes 2, 3, . . . , q in a graph drawn uniformly at random from G n 1 ,n 2 .
Lemma 4. Let α > 0, t 2 , . . . , t q > 0, n 1 an even integer and n 2 = αn 1 /2 . For all 2 ≤ j ≤ q, let U j be the random variable counting the number of connected components of size j in a graph drawn uniformly from G n 1 ,n 2 , and let V j denote the rescaled random variable
Then the limit when n 1 goes to infinity of the multivariate Laplace transform of
where H(α) is a positive semi-definite symmetric matrix with rows and columns indexed from 2 to q (i.e. its upper-left coefficient is H 2,2 (α)) and defined by
As a consequence (V 2 , . . . , V q ) converges in distribution to the multivariate Gaussian N (0, H(α)).
Proof. This lemma is a multivariate version of the Quasi-Power Theorem of Hwang [3] , also available in [2, Lemma IX.1 page 646], applied to a particular case. (Note however that the main point of Hwang's theorem is the improvement on the rate of convergence; here, we only use the same approach but do not try to obtain the best possible rate.) When t = (t 2 , . . . , t q ) is a vector, the notation e t denotes the vector (e t 2 , . . . , e tq ).
Note first that the asymptotics of the Laplace transform L (U) n 1 ,n 2 (t) about t = 0 yield asymptotics for the moments of the vector U = (U 2 , U 3 , . . . , U q ). We have
where B(t) and χ(t) are defined by
χ(t) = log Path(ζ e t , e t ) Path(ζ 1 , 1) − α log ζ e t ζ 1
and are such that B(0) = 1 and χ(0) = 0. So, for 2 ≤ j ≤ q,
So EU j ∼ n 1 ∂ t j χ(0)/2 and Var(U j ) = O(n 1 ). So for the limit distribution of U = (U 2 , U 3 , . . . , U q ), the natural rescaling involves
It now suffices to obtain pointwise convergence of the corresponding Laplace transform L (V) n 1 ,n 2 (t) = E[e tV ]. so that, for any t,
In the following, we write n 1 = 2k, for an integer k, and we want asymptotics as k → ∞. However, by definition of
Now, for any fixed t, for all n 1 large enough t/ √ k is in a neighborhood of 0, and u = e t/ √ k is in a neighborhood of 1. Thus, we can apply Lemma 2 to obtain the asymptotics for the Laplace transform L (V) n 1 ,n 2 (t), as the number of nodes tend to infinity, and this uniformly with respect to t in a fixed neighborhood W of 0:
The multivariate Taylor expansion of χ(t) near t = 0 is
where ∇χ(0) and H denote respectively the gradient and Hessian matrix of χ at 0. Following (7), we are interested in asymptotics of kχ(t/k), as k → ∞:
The uniform convergence in Equation (7) allows us to apply this rescaling to the Laplace trans-
Since B is continuous and its value at 0 is 1, we can rewrite this expression as 
It follows that, in a fixed neighborhood of 0, we have
From (10) above, in order to complete the proof of the convergence in distribution of V = (V 2 , V 3 , . . . , V q ), it suffices to verify that the right-hand side above is the Laplace transform of a multivariate Gaussian, which reduces to checking that the Hessian matrix H is positive semidefinite. To see that this is the case, it suffices to consider the cumulant generating function log L (V) n 1 ,n 2 (t), which is a convex function for every n 1 and n 2 [see, e.g., 1]. It follows that the quadratic form tHt is convex, so that the matrix H is positive semi-definite.
Finally, we turn to the evaluation of ∇χ(0) and H. Remark that, although this is not explicit in the notation, both ∇χ(0) and H depend on α. By definition of the Gradient and the Hessian matrix, with the convention that rows and columns are indexed from 2 to q, the jth component of ∇χ(t) is ∂ t j χ(0) and the coefficient (i, j) of H is ∂ t i ∂ t j χ(0). Since χ(t) = log Path(ζ u , u) Path(ζ 1 , 1) − α log ζ u ζ 1 u=e t , we have ∂ t j χ(t) = e t j ∂ u j (log(Path(ζ u , u)) − α log(ζ u ))| u=e t = e t j ∂ u j log(Path(z, u)) |z=ζu + (∂ u j ζ u )∂ z log(Path(ζ u , u)) − α ζ u ∂ u j ζ u u=e t .
By the definition (2) of ζ u , ∂ z log (Path(ζ u , u)) − α ζ u = 0, so ∂ t j χ(t) = e t j ∂ u j log(Path(z, u))| z=ζ e t ,u=e t .
According to the value of ζ 1 derived in Lemma 2 and the expression of Path(z, u), we have
