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Abstract
Travelling waves form a prominent feature in the dynamics of scalar reaction-
diffusion equations on unbounded cylinders. The travelling waves can be identi-
fied with the bounded solutions of the elliptic PDE{
∂2t u− c∂tu+ ∆u+ f(x, u) = 0 t ∈ R, x ∈ Ω,
B(u) = 0 t ∈ R, x ∈ ∂Ω, (1)
where c 6= 0 is the wavespeed, Ω ⊂ Rd is a bounded domain, ∆ is the Laplacian
on Ω, and B denotes Dirichlet, Neumann, or periodic boundary data. We develop
a new homological invariant for the dynamics of the bounded solutions of (1).
Restrictions on the nonlinearity f are kept to a minimum, for instance, any
nonlinearity exhibiting polynomial growth in u can be considered. In particular,
the set of bounded solutions of the travelling wave PDE may not be uniformly
bounded. Despite this, the homology is invariant under lower order (but not
necessarily small) perturbations of the nonlinearity f , thus making the homology
amenable for computation. Using the new invariant we derive lower bounds on
the number of bounded solutions of (1), thus obtaining existence and multiplicity
results for travelling wave solutions of reaction-diffusion equations on unbounded
cylinders.
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1 Introduction
A prominent feature of reaction-diffusion equations is the formation of spatial and temporal
patterns. The formation of spatial patterns is often observed to be in the form of a travelling
wave invading one state (e.g. a homogeneous distribution) and leaving behind another (more
complicated) state (e.g. a spatial pattern). In this paper we develop a topological invariant
based on a Floer homology construction. This gives insight in the structure of the solutions
of the reaction-diffusion equations. Furthermore, it demonstrates emphatically that Floer
homology has applications to a broad class of evolutionary PDEs, far beyond the realm of
symplectic topology where it is traditionally employed.
Historically Floer homology is defined for the Hamilton action functional in order to
develop a Morse type theory for contractible period-1 orbits. In particular, this approach
has led to the resolution of the Arnol’d conjecture in many settings, see [6,20,22,34] and the
references therein. In the classical context Floer homology gives an algebraic invariant which
is related to a weighted count of critical points of the Hamilton action and is isomorphic to
the singular homology of the symplectic manifold. Floer homology has been developed for
numerous nonclassical settings, including [3,17,28,29]. The basic idea in the construction is
that solutions of a differential equation can be organized using gradient dynamical systems.
The main message of this paper is that such an approach works for the much larger class
of gradient-like dynamical systems, including strongly indefinite ones, and may be regarded
as an extension of the Conley index for elliptic partial differential equations. Indeed, in the
theory of pattern formation the differential equations in question often display canonical
gradient-like behaviour.
In this introduction we will start off with an overview of the main results and explain the
advantages of the Floer homology approach, followed by a summary of the Floer construc-
tion. We conclude the introduction with an example of a classical travelling wave problem
using the Conley index and point out the analogues with the Floer homology approach.
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1.1 Main results
We consider a scalar reaction-diffusion equation on an unbounded cylindrical domain R×Ω
∂sϕ = ∆x¯ϕ+ f(x¯, ϕ), for s ∈ R, x¯ ∈ R× Ω, (RDE)
together with Dirichlet, Neumann, or periodic boundary conditions for x¯ ∈ R× ∂Ω. Here u
is a scalar function, and Ω ⊂ Rd is a bounded domain with smooth boundary. The operator
∆x¯ denotes the Laplacian on R× Ω, that is,
∆x¯ = ∂
2
x0 + ∂
2
x1 + · · ·+ ∂2xd , for x¯ = (x0, x) = (x0, x1, . . . , xd) ∈ R× Ω.
We will also be using the Laplacian on Ω, which we will denote by ∆, that is,
∆ = ∂2x1 + · · ·+ ∂2xd , for x = (x1, . . . , xd) ∈ Ω.
Suppose the nonlinearity f is homogeneous in the (unbounded) x0 variable. Then a
natural class of solutions (often observed experimentally) of (RDE) to consider are of the
form ϕ(s, x¯) = u(x0 + cs, x1, . . . , xd), for some c 6= 0 (without loss of generality we will
assume c > 0). Then u(t, x) (where t ∈ R, x ∈ Rd) satisfies the elliptic PDE
∂2t u− c∂tu+ ∆u+ f(x, u) = 0, for t ∈ R, x ∈ Ω, (2)
together with Dirichlet, Neumann, or periodic boundary conditions at x ∈ ∂Ω.
If u is a solution of (2), then ϕ(s, x¯) = u(x0 + cs, x1, . . . , xd) is called a travelling wave
(but we will also refer to u as such) if it converges (locally uniformly in x) as s → ±∞ to
stationary solutions of (RDE). To make this more precise we first need to define α- and
ω-limit sets. Let α(u) denote the set of all accumulation points in the C1loc topology of the
shifts u(·+τ, ·) as τ → −∞. Similarly, let ω(u) denote all those accumulation points of shifts
u(·+ τ, ·) as τ →∞. Then u is a travelling wave when α(u) ∩ ω(u) = ∅, and α(u) and ω(u)
consist solely of stationary solutions of (2), i.e. each z ∈ α(u)∪ω(u) satisfies ∆z+f(x, z) = 0
and the same boundary conditions as were chosen in (2). Later on we will see that, under
suitable conditions on the nonlinearity f , any bounded solution of (2) is either a stationary
solution or a travelling wave.
In section 2 we will formulate precise conditions on the nonlinearity f for which our
theory works. Special instances of such nonlinearities are of the form
fodd,±(x, u) = ±α(x)|u|p−1u+ h(x, u) (3)
or
feven,±(x, u) = ±α(x)|u|p + h(x, u). (4)
Here α ∈ C4b (Ω) is such that infx∈Ω α(x) > 0, and the lower order term h ∈ C4(Ω ×R) is
such that
lim sup
|u|→∞
sup
x∈Ω
|h(x, u)|
|u|p = 0.
It should be stressed that, although the names fodd,± and feven,± are suggestive, we do not
assume any symmetry of the lower order term h. For the power p we restrict attention to
the “subcritical range”: 1 < p < ∞ if dim Ω = 1, and 1 < p 6 3 if dim Ω = 2. Extension of
the theory which also deals with higher dimensional domains and bigger p are subjects for
future research, see also remark 2.2 in section 2.
Stationary solutions of (2), i.e. solutions which are independent of t, solve a semilinear
elliptic problem on a bounded domain Ω. We say that a stationary solution z is hyperbolic
if the only solution of
∆v + fu(x, z)v = 0, for x ∈ Ω,
3
together with the same boundary condition considered in (2) is v ≡ 0.
In this paper we develop an algebraic/topological invariant which takes into account
solutions of (2) which are stationary, as well as certain solutions which connect stationary
solutions (i.e. certain travelling waves). In terms of applications, the main result from this
paper is the following theorem.
Theorem A (theorem 10.2 from section 10):
Consider any wave speed c 6= 0, and let k > 1. Then the following holds:
• If f = fodd,− and (2) has at least 2k distinct hyperbolic stationary solutions, then
(RDE) has at least k distinct travelling wave solutions of wave speed c. More precisely,
to each given hyperbolic stationary solution z (but with the possible exception of
at most one of them), there corresponds at least one travelling wave u such that
α(u) = {z} or ω(u) = {z} (but it is possible that ω(u) resp. α(u) consist of non-
hyperbolic stationary solutions).
• If either f = fodd,+, or f = feven,−, or f = feven,+, and (2) has at least 2k− 1 distinct
hyperbolic stationary solutions, then (RDE) has at least k distinct travelling wave
solutions of wave speed c. More precisely, to each given hyperbolic stationary solution
z, there corresponds at least one travelling wave u such that α(u) = {z} or ω(u) = {z}
(but it is possible that ω(u) resp. α(u) consist of non-hyperbolic stationary solutions).
Furthermore, in each of these cases there exists at least one more stationary solution (which
might be non-hyperbolic).
Here we consider two travelling wave solutions ϕ1, ϕ2 of (RDE) to be distinct from each
other if ϕ1(s1, ·) 6= ϕ2(s2, ·) for all s1, s2 ∈ R, i.e. they are not simply time translates
of one another. We note that the problem of establishing hyperbolic stationary solutions
is amenable to computer-assisted proof techniques, making the assumptions in theorem A
verifiable in practice (see e.g. [5, 48]).
When f = fodd,−, equation (2) is dissipative, meaning that the set of all bounded
solutions is compact. In that case, similar results have previously been obtained using
different methods. See for example [19, 24, 25, 35]. However, the methods used there break
down when the set of bounded solutions is not compact.
We point out that for suitable conditions on f (e.g. demanding that f = fodd,+ has the
symmetry f(x,−u) = −f(x, u)) equation (2) has infinitely many stationary solutions. This
is well known, see for example [10, 26, 40, 49, 50], although this can also be deduced from
theorem A directly. Now theorem A implies that if all the stationary solutions are hyperbolic
(a condition which can be ensured by adding a small perturbation), for such anti-symmetric
nonlinearities f = fodd,+ there exist infinitely many travelling wave solutions of (RDE) with
any given nonzero wave speed.
When Ω is zero-dimensional, a classical approach to proving the existence of connecting
orbits in (2) is by using Conley index theory, see also subsection 1.4. However, since (2) is
a strongly indefinite problem, arguments based on Conley index theory cannot be applied
directly. Indeed, any index pair for a stationary solution is homotopy equivalent to a pointed
infinite dimensional sphere, hence the Conley index of any rest point is trivial. In [19] this
problem was circumvented by, roughly speaking, assigning an index to isolated invariant
sets via the limit of Conley indices of finite dimensional approximations of (2). In order
for this limit to make sense, one needs global compactness results on the set of all bounded
solutions of (2), i.e. this method is only applicable for dissipative nonlinearities f .
Previous work by various authors has shown that Floer homology is capable of dealing
with a larger class of problems than the analogous Conley index approach: compare e.g.
[14,15] with [20,42], and [30] with [3]. Inspired by this, we construct a Floer-type homology
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theory for (2). This construction only requires a local compactness result on the space of
bounded solutions of (2), hence our results also apply to nondissipative nonlinearities (e.g.
f = fodd,+).
1.2 Comparison to classical Floer theory
We want to point out here that this work is not a straightforward application of the standard
Floer theory for Hamiltonian systems. Equation (2) takes over the role of the (perturbed)
Cauchy-Riemann equation in the standard Floer theory. Although both (2) and the Cauchy-
Riemann equation are elliptic, there are some important differences.
Equation (2) is not a (formal) gradient flow (but it is gradient-like), and it is not im-
mediately be clear whether the construction of the homology still works for gradient-like
equations. For example, the index theory for this problem becomes more involved. The
obtained index can be related to the classical Morse index of a related parabolic equation,
thus making the index amendable for computations. The existence of a Lyapunov function
for (2) guarantees that, just as in the classical situation, the moduli spaces of connecting
orbits can be compactified by adding broken orbits.
In the case of standard Floer theory, transversality can be obtained by perturbing the
Hamiltonian and the almost complex structure. Thus the perturbed equation is again a
PDE. However, to us it seems that a natural way to achieve generic transversality is by
adding a nonlocal term to equation (2). Of course, the downside of this approach is that
the perturbed equation is then no longer a PDE.
To illustrate why this is a sensible choice, it is best to rewrite the equation (2) as a
dynamical system
∂tU = A(U). (5)
Here U = (u, ∂tu), and A(U) is a differential operator acting on U plus a nonlinear term
f(x, u). But from a different viewpoint, A is a (densely defined) vector field on a function
space X (consisting of functions depending on x ∈ Ω). To obtain generic transversality,
one should allow for perturbations of (5) which are localised in the “phase space” X. In
general, there seems to be no reason to assume such a perturbation can be chosen to be
a differential operator. The fact that this is possible in classical Floer theory is because
solutions of perturbed Cauchy-Riemann equations share most properties with holomorphic
functions, see [21].
The choice to perturb the equation (2) out of the class of PDEs does introduce a number
of new technical obstacles. The biggest hurdle turns out to be the unique continuation
theory developed in section 4. To deal with the nonlocal perturbation we had to develop a
new variety of Carleman estimates.
Finally, we note that with classical Floer theory one is interested in the generators of the
homology. The boundary operator, which counts connecting orbits for the gradient-flow, is
merely introduced in order to define the homology. In contrast to this, we are interested
in the connecting orbits of a gradient-like equation. Hence the boundary operator encodes
the information we are actually interested in. The latter is comparable to the connection
matrix in Conley index theory.
1.3 Future work
We have chosen to present the theory only for Ω of dimension 1 and 2. This allows us to work
solely over Hilbert spaces. The advantage of this becomes apparent especially in sections 3
and 4. By replacing the various Sobolev spaces by their Lp counterparts, one should be able
to obtain similar results for higher dimensional Ω.
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Figure 1: Sketch of an index pair (N,L) for the set of all bounded solutions of (6), with
f(u) = (u − a)(1 − u2), where 0 < a < 1 and c > 0. The lightly shaded area indicates a
possible choice of an isolating neighbourhood N , while the darkly shaded area indicates a
possible choice for an exit set L. The number of heteroclinic connections depend on choices
of a and c.
We restrict to spaces Ω which are either tori, or smooth domains in Rd. It appears to
be straightforward to generalize the current results to work for more general spaces Ω. A
natural requirement would be that Ω is an orientable Riemannian manifold, either closed,
or with cylindrical ends. It would then be natural to allow for mixed boundary conditions
at the cylindrical ends.
Another aim for future work is to extend the invariant to higher order equations. One
of the main technical hurdles will then be the extension of the unique continuation theory
from section 4.
In this article we only consider travelling waves in a scalar reaction-diffusion equation.
However, the same construction will work, essentially without modifications, for systems of
reaction-diffusion equations, provided that the reaction term is of the form f = ∇F .
The invariant that we develop only incorporates index 1 connecting orbits, for any wave
speed c 6= 0. However, a similar invariant can be developed to detect index 0 orbits, for
a specific wave speed c = c∗. For this, one should incorporate a slow drift on the wave
speed c, which connects a slow wave speed system with a fast wave speed system. Using
similar techniques as presented here the existence of nontrivial orbits for such systems can
be shown. By combining this with a priori estimates on the solutions, we are convinced that
one can prove the existence of index 0 orbits for a specific wave speed c = c∗, see [36,46].
In [18] (and, using different methods, in [1]) symplectic nonsqueezing results are devel-
oped in the setting of Hamiltonian PDEs. These rigidity properties are derived using the
analysis of J-holomorphic curves. The current paper demonstrates that Floer homology
can be constructed using travelling waves instead of J-holomorphic curves. This suggests
the PDEs dealt with in this paper possess additional rigidity properties which are worth
exploring in more detail.
1.4 A classical example
To illustrate how a topological invariant can be used to deduce the existence of solutions of
(2), we now briefly recall how this problem can be tackled using standard tools when Ω is
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zero-dimensional. In that setting (2) reduces to the ODE
u′′ − cu′ + f(u) = 0. (6)
A topological approach to existence of solutions of this ODE dates back to work by Conley
and Gardner, see [13,23].
We first recall the definition of the Conley index. Given a flow (ϕt)t on a metric spaceX, a
pair (N,L) is called an index pair if, roughly speaking, L ⊂ N ⊂ X are compact subsets, such
that N and N rL are isolating neighbourhoods of the flow with Inv(N) = Inv(N rL), and
all orbits which leave N must do so through L without re-entering NrL. The (homological)
Conley index of (N,L) is then defined as the relative (singular) homology of the pair (N,L).
In this example we will use Z2 coefficients for the homology. It can be shown that any
isolated invariant set S for the flow (ϕt)t admits an index pair (N,L), i.e., an index pair
for which Inv(N) = S. Moreover, if (N1, L1) and (N2, L2) are two index pairs for the same
isolated invariant set S, then the relative (singular) homologies of those pairs are isomorphic
via a natural isomorphism. Thus one can define the (homological) Conley index HC∗(S, ϕ),
up to natural isomorphism, as the relative homology of an index pair (N,L) for S. That
is to say, HC∗(S, ϕ) should be interpreted as an equivalence class of relative homologies.
This notion of defining HC∗(S, ϕ) up to natural isomorphisms can be formalized by defining
HC∗(S, ϕ) as the inverse limit over all index pairs (N,L) with Inv(N) = S.
A crude way to apply Conley index theory to (6) makes use of the direct sum property
of the index. This property states that, if an isolated invariant set S for the flow (ϕt)t can
be written as the disjoint union of S1, and S2, then
HC∗(S, ϕ) ∼= HC∗(S1, ϕ)⊕HC∗(S2, ϕ).
Consider (6) as a dynamical system on R2, and let S ⊂ R2 consist of all bounded orbits
of this dynamical system. Now note that for c = 0 the dynamical system is Hamiltonian,
and for c > 0 the system displays gradient-like behaviour, with the original Hamiltonian
function now strictly decreasing along nonstationary orbits. This gradient-like behaviour
implies that S consists of stationary solutions and heteroclinic orbits.
Using the invariance property of the Conley index it can be seen that HC∗(S, ϕ) is
isomorphic to HC∗({0}, ψ), where (ψt)t is the flow of (6) with f(u) = −u3 − u. Since 0 is
a saddle point for (ψt)t, it follows that HC∗({0}, ψ) is isomorphic to the reduced singular
homology of a 1-sphere. Hence
HCn(S, ϕ) ∼= HCn({0}, ψ) ∼= Hn(S1,pt;Z2) ∼=
{
Z2 if n = 1,
0 otherwise.
This is further illustrated in figure 1.
Now suppose the system does not possess any connecting orbits. The gradient-like be-
haviour then implies that S consists solely of rest points of the flow, hence the direct sum
property implies
HC∗(S, ϕ) ∼= HC∗({(−1, 0)}, ϕ)⊕HC∗({(a, 0)}, ϕ)⊕HC∗({(1, 0)}, ϕ).
But local phase plane analysis shows that all of the rest points have nontrivial Conley index.
Hence the rank of the direct sum is at least 3, while HC∗(S, ϕ) is of rank 1. This contradiction
allows us to conclude that S contains at least one connecting orbit.
1.5 Outline of the paper
As was already indicated, the proof of theorem A is of the same spirit as the example sketched
in the previous section. Note that one of the essential ingredients in this approach is the
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gradient-like behaviour, i.e., that the set of bounded solutions consists of stationary solutions
and connecting orbits. The other essential ingredient is the existence of an algebraic object
associated to isolating neighbourhoods, such that:
(1) It is amenable to computation, which follows from the invariance of the algebraic object
under (not necessarily small) perturbations of the nonlinearity f . In other words, it is
a topological invariant.
(2) It encodes dynamical information. In particular, it should satisfy a direct sum property.
Since the equation we consider is infinite dimensional the Conley index is not applicable.
In this paper we develop a new topological invariant, which we call the travelling wave
homology.
Let us now sketch the construction of the travelling wave homology as well as give
an outline of the paper. We begin by assigning an index µf (Z) to hyperbolic stationary
solutions Z of (2). This index can be thought of as a generalization of the classical Morse
index. The existence of this (relative) index in our strongly indefinite setting relies on a
version of the Fredholm alternative for (2), for which the hyperbolicity of the stationary
solutions is needed, and which is discussed in section 5.
The construction of the invariant then relies on a careful analysis of the spaces
M(Z−, Z+) of connecting orbits between fixed stationary solutions Z−, Z+. One impor-
tant observation is that these spaces are compact modulo “broken trajectories”. In section 7
we give precise definitions as well as a proof of this property. Essential ingredients are the
local compactness results from section 3, as well as the existence of a Lyapunov function E .
Using the rapid decay of connecting orbits towards stationary solutions (discussed in
section 6) the spaces M(Z−, Z+) can be described as the zero set of a differential oper-
ator defined between certain affine Hilbert spaces. Thus, roughly speaking, if the image
of this differential operator intersects the zero section transversely, the implicit function
theorem (making use of the Fredholm theory from section 5) gives us a manifold struc-
ture on M(Z−, Z+). In fact, this manifold is finite dimensional, with dimension equal to
µ(Z−)− µ(Z+).
As it turns out, the natural way to ensure transversality holds generically is by perturb-
ing (2) using a small nonlocal term. The perturbed equation takes the form
∂2t u(t, x)− c∂tu(t, x) + ∆u(t, x) + f(x, u(t, x)) + g(x, (u(t, ·), ∂tu(t, ·))) = 0. (7)
We stress that the perturbation g depends on u(t, ·) and ∂tu(t, ·) as functions on Ω. A
typical example of such a perturbation is of the form displayed in (42). One particular part
where this nonlocal term prevents us from applying known results is the unique continuation
theory developed in section 4. There we prove that if two solutions (u, ∂tu) and (v, ∂tv) of (7)
coincide at a certain time t = t0, they must in fact coincide for all t ∈ R, i.e. u ≡ v. In the
absence of the term g this would follow from classical Carleman estimates [7,8,11,12,32,47].
To deal with the nonlocal perturbation g, in section 4 we have derived a version of the
Carleman estimates where the function is not required to be localised except for the t-
direction. This is possible, at the cost of the Carleman estimates no longer holding uniformly
over all localised functions (as in the classical case), but the way in which the estimates
depend on the chosen function works well together with localising a solution of (2) in the
t-direction using cutoff functions. This allows us to prove the desired uniqueness result. In
the end, we are able to show that for generic choices of g the transversality condition is
satisfied (see section 8).
Of particular interest is then the case whenM(Z−, Z+) is of dimension 2 and noncom-
pact. A careful analysis shows that this space can be compactified by adding, for each
noncompact connected component ofM(Z−, Z+), precisely two broken trajectories. In the
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definition of the homology we shall also make use of isolating neighbourhoods (the precise
definition of which will be given in section 9), which will play a similar role as in Conley
theory. Then, if one lets Cn denote the group which is Z2-generated by index n station-
ary solutions contained in a fixed isolating neighbourhood N , and define homomorphisms
∂n : Cn → Cn−1 by counting (modulo 2) connecting orbits which are contained in N , it
follows that ∂n ◦ ∂n+1 ≡ 0. This way we arrive at the following theorem.
Theorem B (theorem 9.1 from section 9):
One has ∂n ◦ ∂n+1 = 0, and consequently,
HTWn(N, f, g, c) := Hn(C∗, ∂∗) =
ker ∂n
im ∂n+1
is well-defined.
The resulting homology HTW∗(N, f, g, c) is independent (up to natural isomorphisms)
of the particular choice of g (for small g). Thus we obtain an invariant HTW∗(N, f, c)
for (2). Furthermore, if (fλ, cλ) is a homotopy between nonlinearities (f0, c0) and (f1, c1),
and N satisfies an appropriate stability property with respect to this homotopy (see section
9 for precise details), then HTW∗(N, f0, c0) ∼= HTW∗(N, f1, c1). In particular, when N is
the entire phase space and the nonlinearity f is of the form given in (3) or (4), then the
homology is invariant under homotopy on the lower order term h and the coefficient α, as
long as infx∈Ω αλ(x) > 0 uniformly in the homotopy parameter λ. This is what allows us to
determine explicitely the homology of the global dynamics in all four cases, see theorem 10.1.
The invariant HTW satisfies a direct sum property similar to that of the Conley index.
If N = A ∪B, where A and B are disjoint isolating neighbourhoods for the dynamics, then
HTW∗(N, f, c) ∼= HTW∗(A, f, c)⊕HTW∗(B, f, c).
This allows us to prove theorem A in a way analogous to the simplified example involving
Conley index theory in section 1.4.
2 The extended problem
In this section we set up the extended problem into which our original problem can be
embedded. In later sections we will see that for generic choices from this class of extended
problems we can set up the desired transversality theory. It appears that this is not possible
without considering the extended problem.
2.1 Perturbations
Let either Ω ⊂ Rd be a bounded domain with smooth boundary, or Ω = Td = Rd/Zd.
We will restrict ourselves to d ∈ {1, 2}, see remark 2.2. Since we want to consider (2) as
a dynamical system we are going to rewrite it as a system of equations which involve first
order derivatives of t only. We choose to incorporate the boundary conditions in the phase
space.
We denote by Hk(Ω) the L2 Sobolev space, defined as the closure of C∞(Ω) in the norm
‖u‖Hk(Ω) =
∑
|α|6k
‖∂αu‖2L2(Ω)
1/2 .
When Ω ⊂ Rd is a domain, let B : C∞(Ω) → C∞(∂Ω) be given by either B(u) = u|∂Ω
(Dirichlet), or B(u) = ∂νu|∂Ω (Neumann), where ν denotes the outward pointing unit
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normal on ∂Ω. When Ω is a torus (corresponding to periodic boundary conditions), we set
B = 0. For any k ∈ N0 we now define
HkB(Ω) := clHk(Ω)
{
u ∈ C∞(Ω) : B(u) = 0}.
Whenever it is convenient, the operator B shall also be identified with its extension to
Sobolev spaces Hk(Ω).
We can now introduce the phase spaces
Xk := Hk+1B (Ω)×HkB(Ω), k ∈ N0.
Together with the norms
‖(u, v)‖2Xk :=
(‖u‖2Hk+1(Ω) + ‖v‖2Hk(Ω))1/2, (u, v) ∈ Xk
these become separable Hilbert spaces.
Given a possibly unbounded open subset J ⊂ R define
W k,2loc (J ;X
0, . . . , Xk) := W k,2loc (J,X
0) ∩W k−1,2loc (J,X1) ∩ · · · ∩W 1,2loc (J,Xk−1) ∩ L2loc(J,Xk).
We endow these spaces with the compact-open topology. Convergence in this topology,
which in fact makes W k,2loc (J ;X
0, . . . , Xk) into a Fréchet space, is characterised as follows: a
sequence (Un)n ⊂W k,2loc (J ;X0, . . . , Xk) converges towards U∞ if and only if for any bounded
open subset J ′ ⊂ J it holds that
max
06`6k
max
06j6k−`
∫
J′
‖∂jtUn(t)− ∂jtU∞(t)‖2X` dt→ 0 as n→∞. (8)
The spaces Wm,2(J ;X0, . . . , Xm) are defined in a similar fashion, where now J ′ in (8) is
replaced by J . The spaces Cm(J ;X0, . . . , Xm) are defined by
Cm(J ;X0, . . . , Xm) := Cm(J,X0) ∩ Cm−1(J,X1) ∩ · · · ∩ C1(J,Xm−1) ∩ C0(J,Xm),
where the topology is defined by uniform convergence of functions and their derivatives on
compact subsets of J . The spaces of bounded differentiable functions Cmb (J ;X
0, . . . , Xm)
are defined in an analogous manner, where now the convergence is uniform over J itself.
Lemma 2.1:
One has the continuous embeddings
Wm,2(J ;X0, . . . , Xm) ↪→ Cm−1b (J ;X0, . . . , Xm−1),
Wm,2loc (J ;X
0, . . . , Xm) ↪→ Cm−1(J ;X0, . . . , Xm−1).
Furthermore, the embeddings
Wm,2(J ;X0, . . . , Xm) ↪→Wm−1,2(J ;X0, . . . , Xm−1), with J bounded,
Wm,2loc (J ;X
0, . . . , Xm) ↪→Wm−1,2loc (J ;X0, . . . , Xm−1), for any J
are compact.
Proof: We give a sketch here, for more details we refer to [2]. The first two state-
ments are a consequence Morrey’s inequality. This relies on the integral representation
U(t) = U(t0) +
∫ t
t0
∂sU(s) ds, which is well-defined since the spaces Xi are separable.
The compact embeddings follow from the RellichâĂŞKondrachov theorem for vector-valued
Sobolev spaces. Here one uses that Xi are seperable Banach spaces and the embeddings
Xi ↪→ Xi−1 are compact.
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Let Af,g,c : X1 → X0 be the nonlinear operator defined by
Af,g,c(u, v)(x) :=
( −v(x)
∆u(x) + f(x, u(x))− cv(x) + g(x, (u, v))
)
for (u, v) ∈ X1. We stress here that the term g(x, (u, v)) depends on the functions u and v,
and not on the point (u(x), v(x)). We assume f : Ω×R→ R is of class Cm with m > 1, and
g : Ω×X0 → R is Cm (in the Fréchet sense), and c > 0. At each point in the development
of the theory we will point out exactly how big m needs to be, but we already want to point
out that all theorems hold for m > 4. The nonlocal term g will typically be a very small
term. Additional restrictions on f and g will be formulated in the next section. For brevity
we shall write A instead of Af,g,c whenever this does not give rise to ambiguity.
We will study the behavior of the dynamical system
∂tU +Af,g,c(U) = 0, U ∈W 1,2loc (J ;X0, X1). (TWE)
Note that U = (u, v) is a solution of (TWE) if and only if v = ∂tu, and
∂2t u− c∂tu+ ∆u+ f(x, u) + g(x, (u, ∂tu)) = 0 on J × Ω,
and for each t ∈ J the boundary condition B(u(t, ·)) = 0 is satisfied. Unless mentioned
otherwise, we assume that J = R. Note that as a consequence of the nonlocal perturbation
g (TWE) is in general not a PDE.
2.1.1 Conditions on f , g, and c
Henceforth we shall assume that (f, g) ∈ Cm(Ω ×R) × Cm(Ω ×X0) and c > 0 satisfy the
following hypotheses.
(f1) There exists Cf > 0 such that f satisfies the growth bounds
sup
x∈Ω
|f(x, u)| 6 Cf (1 + |u|p),
where 1 6 p <∞ if dim Ω = 1, and 1 6 p 6 3 if dim Ω = 2.
(f2) There exist some −1 < θ < 1 and C ′f > 0 such that f satisfies
|F (x, u)| 6 C ′f +
θ
2
f(x, u)u.
Here F (x, u) =
∫ u
0
f(x, s) ds.
As an alternative to (f2) we can also consider (see also remark 2.3)
(f2′) There exist some −1 < θ < 1 and C ′f > 0 such that f satisfies
|F (x, u)| 6 C ′f +
θ
2
f(x, u)|u|.
When dealing with Neumann or periodic boundary conditions, we need an additional re-
striction on the nonlinearity, given by (f3).
(f3) When considering Neumann or periodic boundary data, assume f satisfies the super-
linear growth condition
lim inf
|u|→∞
inf
x∈Ω
∣∣∣∣f(x, u)u
∣∣∣∣ > 0.
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Besides these restrictions on f we need to put a few restrictions on g:
(g1) There exists a constant C0,g such that
sup
x∈Ω, U∈X0
|g(x, U)| 6 C0,g,
and for each k ∈ {1, . . . ,m} there exists a constant Ck,g such that
sup
x∈Ω, U∈X0
‖ dkg(x, U)‖L((R×X0)k,R) 6 Ck,g.
(g2) The perturbation g satisfies the Lipschitz condition
sup
x∈Ω, u∈H1B(Ω)
|g(x, u, v)| 6 c
2
√
Vol(Ω)
‖v‖L2(Ω).
Note the dependence of the Lipschitz constant on the wave speed c.
(g3) The perturbation g satisfies
dg(x, u, 0) = 0 for all x ∈ Ω, u ∈ H1B(Ω).
Remark 2.2:
We want to stress here that both the dimensional restriction d = dim Ω 6 2 and the growth
restriction (f1) are merely technical. The dimensional restriction ensures that the Sobolev
embedding H2(J × Ω) ↪→ C0(J × Ω) holds, where J ⊂ R is a domain. This fact is used
in order to obtain the compactness results in section 3. The choice of p in hypothesis (f1)
ensures that the Sobolev embedding H1(J × Ω) ↪→ L2p(J × Ω) holds. Consequently, the
growth bound on f ensures that the map Af,g,c : X1 → X0 is indeed well-defined, bounded,
and continuous (see [4]). Both these conditions can be relaxed by replacing all the spaces
Hk = W k,2 by W k,q spaces, for appropriately chosen q. Since we mainly want to convey the
idea that Floer theory can be applied to travelling wave problems in (RDE), we have chosen
to stick with the Hilbert space theory in order to reduce the technicality of the estimates,
which tend to complicate the spirit of the arguments. 2
Remark 2.3:
Conditions (g1)–(g3) could seem restrictive, but recall that the nonlinear term g is only
introduced to put the equation (TWE) into “general position” (i.e. to achieve transversality).
In the application of the theory we are eventually interested in the case where g = 0, hence
conditions (g1)–(g3) are not particularly restricting.
On the other hand, conditions (f1)–(f3) clearly put restrictions on the types of nonlin-
earities to which the theory is applicable. Examples (but not exhausting all possibilities) of
such nonlinearities are f = fodd,± and f = feven,± which where introduced in equations (3)
and (4). Then clearly hypotheses (f1) and (f3) are satisfied. The appropriate choice between
hypotheses (f2) and (f2′) and the corresponding value of −1 < θ < 1 can be summarised as
follows:
σ = − σ = +
fodd,σ (f2) θ < −2/(p+ 1) θ > 2/(p+ 1)
feven,σ (f2′) θ < −2/(p+ 1) θ > 2/(p+ 1)
As was already indicated in the introduction, the difference between the various choices of
f is also reflected in the possible dynamics, a fact which we will return to once we discuss
applications of the theory in section 10. 2
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2.1.2 Conditions on the nonautonomous equation
In order to develop continuation of the Floer homology groups, we need to allow (f, g, c) to
depend explicitly on t; i.e. consider a nonautonomous version of (TWE). We shall assume
that t-dependent (f, g, c) ∈ Cm(R×Ω×R)×Cm(R×Ω×X0)×Cm(R, (0,∞)) satisfy the
following hypotheses.
(n1) For each t ∈ R, the triple (f(t, ·, ·), g(t, ·, ·), c(t)) satisfy hypotheses (f1)–(f3) and (g1)–
(g3), with the constants Cf , C ′f , θ, and Ck,g uniform in t ∈ R.
(n2) There exists an ` > 0 and t-independent triples (f−, g−, c−), (f+, g+, c+), such that{(
f(t, ·, ·), g(t, ·, ·), c(t)) = (f−, g−, c−) for t 6 −`,(
f(t, ·, ·), g(t, ·, ·), c(t)) = (f+, g+, c+) for t > +`.
The final hypothesis makes use of a sufficiently small constant Θ. How small this Θ should
really be depends on θ, inft∈R c(t), and `, and will be dictated by theorems 3.3 and 3.5.
(n3) There exist Θ > 0 sufficiently small, and C ′′f > 0, such that
|∂tF (t, x, u)| 6 C ′′f + Θ|F (t, x, u)|.
2.2 Auxiliary definitions
2.2.1 The energy/Lyapunov functional
Recall from hypothesis (f2) that F : Ω × Rd → R is chosen such that F (·, 0) = 0,
∇uF (x, u) = f(x, u). By hypothesis (f1) and the continuous embedding H1(Ω) ↪→ Lp+1(Ω),
it follows that the induced Nemytskii operator
F : H1(Ω)→ L1(Ω), u(x) 7→ F (x, u(x))
is bounded and C1, see e.g. [4]. We can therefore define energy functional Ef ∈ C1(X0,R)
by
Ef (u, v) =
∫
Ω
−1
2
|v(x)|2 + 1
2
|∇u(x)|2 − F (x, u(x)) dx.
Here | · | denotes the Euclidean norm. When the choice of f is clear from the context, we
shall sometimes abbreviate Ef by E .
Note that, in light of the continuous embedding W 1,2loc (R;X
0, X1) ↪→ C0(R, X0), the
map
Ef : W 1,2loc (R;X0, X1)→ C0(R), U 7→ Ef (U(·))
is C1. Let A consist of all U = (u, ∂tu) that solve (TWE). Elliptic regularity theory
combined with hypothesis (f1) implies that in particular A ⊂ Cm(R;X0, X1). Therefore Ef
restricts to a continuous map
Ef : A → Cm(R), U 7→ Ef (U(·)).
Remark 2.4:
Details on the regularity of A can be found in the proof of theorem 3.1. Although step 1
of the proof depends on the regularity of the map Ef , steps 2 until 4 do not rely on such
properties of Ef . The argument given in steps 2 until 4 of the proof can be modified to show
that A ⊂ Cm(R;X0, . . . , Xm) whenever f is of class Cm. 2
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The derivative of Ef along U ∈ A has the form
dEf (U(t))
dt
=
∫
Ω
(
− ∂2t u(t, x)−∆u(t, x)− f(x, u(t, x))
)
∂tu(t, x) dx
= −c‖∂tu(t, ·)‖2L2(Ω) + 〈g(·, U(t)), ∂tu(t, ·)〉L2(Ω).
Hypothesis (g2) then implies that
dEf (U(t))
dt
6 − c
2
‖∂tu(t, ·)‖2L2(Ω), (9)
thus Ef is a Lyapunov function for (TWE).
Remark 2.5:
In fact, from our regularity theory (section 3) and the unique continuation theorem (theorem
4.3) it will follow that Ef is a strict Lyapunov function. That is, inequality (9) is strict unless
∂tu(t) = 0 for all t. 2
2.2.2 Stationary solutions and hyperbolicity
Denote by S(f) ⊂ X1 the collection of stationary solutions (also referred to as rest points)
of (TWE), i.e. S = A−1f (0). Given −∞ 6 a 6 b 6∞, we define Sba(f) := S(f)∩ E−1f ([a, b]).
Whenever the choice of f is clear from the context, it will be suppressed in the notation.
Given Z = (z, 0) ∈ S(f), we will see in section 3 (more specifically, see theorem 3.6) that
the Nemytskii operator
f : H1B(Ω)→ L2(Ω), u(x) 7→ f(x, u(x))
is m times continuously differentiable near z whenever f : Ω ×R → R is of class Cm. In
particular, the operator A : X1 → X0 is differentiable near Z. By hypothesis (g3) the
linearised operator looks like
dA(Z) : X1 → X0,
dA(Z) =
(
0 −1
∆ + fu(x, z) −c
)
.
To do spectral theory we shall consider the linear extension of this operator to the complex-
ified Banach spaces XkC := X
k × iXk. We will say that Z is hyperbolic if the linearised
operator dA(Z), considered as an unbounded operator onX0C with domain D(dA(Z)) = X1C,
has its spectrum disjoint from the imaginary axis, i.e. σ(dA(Z))∩iR = ∅. Denote by Shyp(f)
the collection of all hyperbolic rest points. A nonlinearity f for which all rest points are
hyperbolic shall be called regular.
Note that dA(Z) is a compact perturbation of the operator (u, v) 7→ (−v,∆u), hence it is
Fredholm of index 0. Hence, if Z is hyperbolic, the inverse function theorem can be applied,
thus ensuring that hyperbolic rest points are isolated in X1. Later on, in section 8, we will
see that hyperbolicity can always be acquired by a slight perturbation of the nonlinearity f .
2.2.3 Connecting orbits and transversality
A solution U of (TWE) is called a connecting orbit if there exist Z− ∈ S(f−), Z+ ∈ S(f+)
such that ‖U(t)− Z±‖X0 → 0 as t→ ±∞. We will later on see that any bounded solution
of (TWE) is in fact either an equilibrium or a connecting orbit. Also note that, in light of
the existence of the Lyapunov function Ef , connecting orbits in the autonomous equation
are heteroclinic orbits, i.e. Z− 6= Z+. Thus (TWE) is a gradient-like system.
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We need to introduce another technical condition. A connecting orbit U is said to be
transversal provided that the linearised operator ∂t+dA(U(t)) (which according to theorem
3.6 is well-defined) is surjective when considered as an operator from W 1,2(R;X0, X1) to
L2(R;X0).
In section 5 it is shown that there is a natural way to assign an index to connecting
orbits between hyperbolic rest points. Equation (TWE) is said to satisfy the transversality
condition up to order k if all connecting orbits of index at most k are transversal. In section
8 we will see that, whenever f is of class Cm, transversality up to order m−1 can always be
obtained by choosing generic nonlocal perturbations g. Such a g shall then be called regular.
3 Regularity and compactness
In this section we will see that the collection of solutions of (TWE) is locally compact.
The relatively compact neighborhoods are determined by sub-superlevel sets of the energy
functional. These results, in a way, replace the Palais-Smale condition which appears in
classical Morse theory, and will form one of the cornerstones in defining the Floer boundary
operator.
Throughout this section we let J = (j−, j+), where −∞ 6 j− < j+ 6 +∞. Given
numbers a, b ∈ R, define
Aba(J, f, g, c) :=
U ∈W 1,2loc (J ;X0, X1) :
∂tU +Af,g,c(U) = 0 on J,
a 6 lim inft↗j+ Ef(t,·,·)(U(t)),
lim supt↘j− Ef(t,·,·)(U(t)) 6 b
 ,
where Ef is as defined in section 2.2.1. Note that when f , g, and c are independent of t
and hypothesis (g2) is satisfied, then the set Aba(J, f, g, c) consists of all solutions to (TWE)
whose energy remains between a and b. Whenever the choices of f , g, and c are clear we
shall suppress them from the notation. We will also write Aba instead of Aba(R, f, g, c).
3.1 Compactness of Aba(J, f, g, c) with Dirichlet boundary data
3.1.1 The autonomous case
We have the following compactness result.
Theorem 3.1:
Consider Dirichlet boundary data. Let (f, g) be of class Cm, with m > 1. Suppose hypothe-
ses (f1), either (f2) or (f2′), (g1), and (g2) are satisfied. Then for any J = (j−, j+) ⊂ R
and J ′ ⊂ J ′ ⊂ J , the set Aba(J, f, g, c)
∣∣
J′ is bounded in C
m
b (J
′;X0, . . . , Xm) and compact
in Wm,2loc (J
′;X0, . . . , Xm).
Here Aba(J, f, g, c)
∣∣
J′ =
{
U |J′ : U ∈ Aba(J, f, g, c)
}
. Note that we cannot obtain compact-
ness of Aba(J, f, g, c) itself, since solutions may blow up as t approaches j− or j+. However,
if J = R we do retrieve compactness of the full space Aba(R, f, g, c).
Proof of theorem 3.1: The proof is split into four steps. In the first step we will use
hypotheses (g1), (g2) and either (f2) or (f2′) to obtain a local H1 bound on the solutions.
In the second step we combine these bounds together with hypothesis (f1) and a regularity
argument to obtain a local L∞ bound. This argument does not immediately extend to higher
degrees of regularity, since the Nymetskii operator induced by f potentially does not possess
the required regularity. To circumvent this problem, in the third step a new nonlinearity f˜
is constructed which possesses the required regularity, in such a way that solutions of the
original equation (TWE) are also solutions of the equation with this new nonlinearity. In
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the fourth and final step, the desired compactness result are derived from the preceding
steps.
Step 1. We will first construct a convenient family of test functions. Let
δ :=
1
2
min{inf J ′ − j−, j+ − sup J ′}.
Then let ϕ0 : R → R be a C2 function such that supp(ϕ0) ⊂ [−δ, δ], and ϕ0(t) > 0 for all
t ∈ R, and ϕ0(t) > C1,ϕ > 0 for t ∈ [−δ/2, δ/2], and |ϕ′(t)| 6 C2,ϕϕ(t)1/2 for all t ∈ R, for
some C2,ϕ > 0. For any τ ∈ J ′ we then define ϕτ (t) := ϕ0(t− τ). Note that the definition
of δ ensures that supp(ϕτ ) ⊂ J .
Fix any U = (u, ∂tu) ∈ Aba(J, f, g, c). We shall henceforth identify u with the R-valued
function on J×Ω given by u(t, x) = u(t)(x). Pick any τ ∈ J ′, and for the moment abbreviate
ϕτ by ϕ. Letting Q = J × Ω, we now list some estimates.
(a) Observe that since U = (u, ∂tu) is a solution to (TWE) and hypothesis (g2) is satisfied,
estimate (9) holds, hence∫
Q
|∂tu|2 dx dt 6 −2
c
∫
J
dE(U(t))
dt
dt 6 2
c
(b− a). (10)
(b) Note that∫
Q
ϕ|∇u|2 dx dt = 2
∫
J
ϕ(t)E(U(t)) dt+ 2
∫
Q
ϕ|∂tu|2 dxdt+ 2
∫
Q
ϕF (x, u) dx dt. (11)
By hypothesis (g2) and since J is connected, t 7→ E(U(t)) is a monotone function, so
that in particular E(U(t)) 6 b for all t ∈ J . Therefore the first term in (11) is bounded
from above. By estimate (10) the second term in (11) is also bounded from above.
Hence ∫
Q
ϕ|∇u|2 dxdt 6 C + 2
∫
Q
ϕ|F (x, u)|dxdt,
where C > 0 is independent of U ∈ Aba(J, f, g, c). We will now continue estimating the
last term.
(c) If f satisfies hypothesis (f2), using the fact that U = (u, ∂tu) solves (TWE) and partial
integration we obtain
2
∫
Q
ϕ|F (x, u)|dx dt 6 2C ′f + θ
∫
Q
ϕf(x, u)udxdt
= 2C ′f − θ
∫
Q
ϕ
(
∂2t u+ ∆u− c∂tu+ g(x, U(t))
)
udxdt
= 2C ′f + θ
∫
Q
ϕ′u∂tu+ ϕ
(|∂tu|2 + |∇u|2 + cu∂tu− g(x, U(t))u) dx dt
6 2Cf + |θ|
∫
Q
ϕ|∂tu|2 dxdt+ |θ|
∫
Q
ϕ|∇u|2 dxdt
+ |θ|
∫
Q
(|ϕ′|+ cϕ)|u||∂tu|dx dt+ |θ|
∫
Q
ϕ|g(x, U(t))||u|dxdt. (12)
We will now bound the last two terms in (12). In light of Cauchy’s inequality, for any
µ > 0 there exists a 0 < Cµ <∞∫
Q
ϕ|g(x, U(t))||u|dxdt 6 µ
∫
Q
ϕ|u|2 dxdt+ Cµ
∫
Q
ϕ|g(x, U(t))|2 dxdt.
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Using hypothesis (g1), the last term can be estimated from above by some constant
C˜µ. Now recall that |ϕ′(t)| 6 C2,ϕϕ(t)1/2. Hence, by again using Cauchy’s inequality,
for any ν > 0 there exists a 0 < Cν <∞ such that∫
Q
(|ϕ′|+ cϕ)|u||∂tu|dxdt 6
∫
Q
(
ϕ1/2|u|)((C2,ϕ + cϕ1/2)|∂tu|)dxdt
6 ν
∫
Q
ϕ|u|2 dx dt+ Cν
∫
Q
(C2,ϕ + cϕ
1/2)2|∂tu|2 dx dt
6 ν
∫
Q
ϕ|u|2 dx dt+ C˜ν
∫
Q
|∂tu|2 dxdt,
where C˜ν = Cν‖C2,ϕ + cϕ1/2‖2L∞(R).
Combining these estimates with (12), we obtain
2
∫
Q
ϕ|F (x, u)|dx dt 6 2Cf + C˜µ + |θ|(1 + C˜ν)
∫
Q
|∂tu|2 dxdt
+ |θ|
∫
Q
ϕ|∇u|2 + (µ+ ν)ϕ|u|2 dxdt. (13)
Using estimate (10) the first integral is bounded from above by a constant which is
independent of U ∈ Aba(J, f, g, c). Hence we have found that there exists a constant
Cθ,µ,ν independent of U ∈ Aba(J, f, g, c) such that
2
∫
Q
ϕ|F (x, u)|dx dt 6 Cθ,µ,ν + |θ|
∫
Q
ϕ|∇u|2 + (µ+ ν)ϕ|u|2 dxdt. (14)
(c′) If on the other hand hypothesis (f2′) holds, we still get the same estimate as above.
Care needs to be taken to avoid the non-differentiability of u 7→ |u| around u = 0,
which prevents us from applying integration by parts. As a workaround, we first select
a function η ∈ C1(R) such that η(u) = |u| for |u| > 1, and |η(u)| 6 1 for |u| 6 1, and
|η′(u)| 6 1 for all u. For example, one can consider
η(u) =
{
1
2u
2 + 12 if |u| 6 1,
|u| if |u| > 1.
Then, after updating the constant C ′f , we have
|F (x, u)| 6 C ′f +
θ
2
f(x, u)η(u).
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Then we estimate
2
∫
Q
ϕ|F (x, u)|dxdt 6 2C ′f + θ
∫
Q
ϕf(x, u)η(u) dxdt
6 2C ′f + |θ|
∫
Q
ϕ|η′(u)||∂tu|2 + ϕ|η′(u)||∇u|2 dx dt
+ |θ|
∫
Q
(|ϕ′|+ cϕ)|η(u)||∂tu|dx dt+ |θ|
∫
Q
ϕ|g(x, U(t))||η(u)|dxdt
6 2C ′f + |θ|
∫
Q
ϕ|∂tu|2 + ϕ|∇u|2 dx dt
+ |θ|
∫
Q
(|ϕ′|+ cϕ)|u||∂tu|dx dt+ |θ|
∫
Q
ϕ|g(x, U(t))||u|dxdt
+ |θ|
∫
Q|u|61
(|ϕ′|+ cϕ)|η(u)||∂tu|dxdt+ |θ|
∫
Q|u|61
ϕ|g(x, U(t))||η(u)|dxdt,
where Q|u|61 = {(t, x) ∈ Q : |u(t, x)| 6 1}. Now by using that |η(u)| 6 1 for |u| 6 1,
and the observation that the L2-norm of ∂tu is bounded by a constant independent of
U ∈ Aba(J, f, g, c), we see that the last two integrals in the above estimate are bounded
by a constant independent of U ∈ Aba(J, f, g, c). Therefore, proceeding as before we
again arrive at estimate (13), and consequently (14).
Combining all these estimates, we obtain the following gradient bound. For any
U = (u, ∂tu) ∈ Aba(J, f, g, c) we have∫
Q
ϕ|∂tu|2 + ϕ|∇u|2 dxdt 6 Cθ,µ,ν + |θ|
∫
Q
ϕ|∇u|2 + (µ+ ν)ϕ|u|2 dxdt, (15)
where Cθ,µ,ν > is independent of U ∈ Aba.
Now we use the Dirichlet boundary data to apply Poincaré’s inequality (with constant
CP (Ω)), which yields∫
Q
ϕ|∂tu|2 + ϕ|∇u|2 dx dt 6 Cθ,µ,ν + |θ|
(
1 + (µ+ ν)CP (Ω)
) ∫
Q
ϕ|∇u|2 dxdt.
By choosing µ, ν > 0 sufficiently small and using the fact that 0 6 |θ| < 1, the inte-
gral on the right-hand side can be absorbed into the left-hand side. Finally, we use that
ϕ(t) = ϕτ (t) > C1,ϕ > 0 for t ∈ [τ − δ/2, τ + δ/2] to obtain∫
Qτ
|∂tu|2 + |∇u|2 dxdt 6 C for all U = (u, ∂tu) ∈ Aba(J, f, g, c). (16)
Here Qτ = [τ − δ/2, τ + δ/2]× Ω. Note that the only way that this constant depends on τ
is via ‖ϕτ‖W 1,∞(R) and Vol(supp(ϕτ )), which are in fact independent of τ .
Step 2. For any U = (u, ∂tu) ∈ Aba(J, f, g, c), note that
∂2t (ϕτu) + ∆(ϕτu) = ϕ
′′
τu+ 2ϕ
′
τ∂tu+ cϕτ∂tu− ϕτf(x, u)− ϕτg(x, U).
By Gårding’s inequality (see e.g. [16]) applied to the Laplacian ∆t,x = ∂2t + ∆, and writing
Hk = Hk(Q) as a shorthand, we have
‖ϕτu‖Hk+2 6 C
(‖ϕ′′τu+ 2ϕ′τ∂tu+ cϕτ∂tu− ϕτf(x, u)− ϕτg(x, U)‖Hk + ‖ϕτu‖Hk)
6 C
(‖ϕ′′τu‖Hk + ‖ϕτu‖Hk + 2‖ϕ′τ∂tu‖Hk + c‖ϕτ∂tu‖Hk
+ ‖ϕτf(x, u)‖Hk + ‖ϕτg(x, U)‖Hk
)
. (17)
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We note here that by shift invariance of ∆t,x the constant C can in be chosen independent
of τ ∈ J ′.
First we consider the case k = 0. Using (16) and hypothesis (g1) we obtain an upper
bound for the first four terms and the last term. Hypothesis (f1) implies that the Nemytskii
operator f : L2p(Qτ ) → L2(Qτ ) is bounded and continuous, hence by the Sobolev em-
bedding H1(Qτ ) ↪→ L2p(Qτ ) the map f : H1(Qτ ) → L2(Qτ ) is bounded and continuous,
see [4]. Again using (16), we see that also the fifth term in (17) is bounded above by some
constant. Note that this upper bound is independent of τ ∈ J ′ and U ∈ Aba(J, f, g, c). Since
ϕτ (t) > C1,ϕ > 0 for t ∈ [τ − δ/2, τ + δ/2], we find that there exists some constant M such
that
‖u‖H2(Qτ ) 6M for all τ ∈ J ′, (u, ∂tu) ∈ Aba(J, f, g, c).
Using a Sobolev embedding it then follows that the set
D :=
{
u|J′×Ω : (u, ∂tu) ∈ Aba(J, f, g, c)
}
is bounded in C0b (J
′ × Ω).
Step 3. Estimate (17) cannot be directly employed for k > 1, since it is not clear whether
the Nemytskii operator f : Hk+1(Qτ )→ Hk(Qτ ) is bounded (indeed, (f1) only ensures that
the Nemytskii operator is bounded and C0 for k = 0). To circumvent this problem we will
consider modified nonlinearities f˜ . Set
ρ := sup
u∈D
‖u‖L∞(J′×Ω),
which in light of step 2 is a finite number. The definition of ρ implies that if f˜ is another
nonlinearity which coincides with f on Ω× [−ρ, ρ], then clearly
∂tU(t) +Af˜ (U(t)) = 0 and Ef˜ (U(t)) = Ef (U(t)), for U ∈ Aba(J, f, g, c), t ∈ J ′
hence Aba(J, f, g, c)
∣∣
J′ ⊂ Aba(J ′, f˜ , g, c).
Let η ∈ C∞(R) be such that η(u) = 1 for |u| 6 ρ and η(u) = 0 for |u| > 2ρ. Now set
f˜(x, u) := η(u)f(x, u) + (1− η(u))u3.
Then f˜ satisfies hypotheses (f1)–(f3) and (g1)–(g3). Furthermore, f˜ induces a bounded
Cm−k Nemytskii operator from Hk+1(Qτ ) into Hk(Qτ ), see [4]. After choosing a further
subinterval J ′′ ⊂ J ′′ ⊂ int J ′, the argument from steps 1 and 2 can be repeated to obtain
estimate (17), now with f replaced by f˜ , and this time for τ ∈ J ′′. Inductively we can then
obtain a bound for ‖ϕτf(x, u)‖Hk with k ∈ {0, . . . ,m}. Consequently, there exists some
constant M such that
‖u‖Hm+2(Qτ ) 6M for all τ ∈ J ′′, (u, ∂tu) ∈ Aba(J ′, f˜ , g, c), (18)
in particular this estimate holds for (u, ∂tu) ∈ Aba(J, f, g, c).
Step 4. Henceforth without loss of generality replace J ′′ by J ′ in (18). Note then that (18)
combined with a Sobolev embedding implies that Aba(J, f, g, c)
∣∣
J′ is bounded in the topology
of Cmb (J
′;X0, . . . , Xm). Since the embeddingHm+2(Qτ ) ↪→ Hm+1(Qτ ) is compact it follows
that Aba(J, f, g, c)
∣∣
J′ is relatively compact in W
m,2
loc (J
′;X0, . . . , Xm). Moreover, hypotheses
(f1) and (g1) imply that the nonlinear operator
∂t +A(·) : Wm,2loc (J ′;X0, . . . , Xm)→ L2loc(J ′;X0)
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is continuous. Hence the limit point U of a sequence (Un)n in Aba(J, f, g, c)
∣∣
J′ is a solution
of (TWE) on J ′. To see that such a limit point has an extension to a solution of (TWE)
on J , apply steps 1 through 3 with J ′ replaced by J ′′, where J ′ ⊂ J ′′ ⊂ J ′′ ⊂ J . We
then find that Un converges over a subsequence to U ′ in W
m,2
loc (J
′′;X0, . . . , Xm), and U ′
solves (TWE) on J ′′. By uniqueness of the limits one has U ′|J′′ = U . Since this holds
for any such J ′′, we find that U ∈ A+∞−∞(J, f, g, c)
∣∣
J′ . By continuity of the energy func-
tional E : Wm,2loc (J ;X0, X1) → C0(J) we find that in fact U ∈ Aba(J, f, g, c)
∣∣
J′ . Hence
Aba(J, f, g, c)
∣∣
J′ is compact in W
m,2
loc (J
′;X0, X1). This proves the theorem.
Remark 3.2:
Note that the estimates in the proof of theorem 3.1 do not depend explicitly on (f, g, c),
but only on the constants appearing in hypotheses (f1)–(f3) and (g1)–(g3). Hence,
if ((fn, gn, cn))n is a sequence of triplets satisfying hypotheses (f1)–(f3) and (g1)–(g3),
with contants uniform in n, then step 1 through 3 of the proof shows that the sets
Aba(J, fn, gn, cn)
∣∣
J′ are bounded in C
m
b (J
′;X0, . . . , Xm), uniformly in n. Suppose (f, g, c) is
another triples satisfying hypotheses (f1)–(f3) and (g1)–(g3), and (fn, gn, cn) → (f, g, c) as
n→∞, where the convergence takes place in Cmloc(Ω×R)×Cmb (Ω×X0)× (0,∞). For each
n select a solution Un ∈ Aba(J, fn, gn, cn). Then a slight adaption of step 4 of the proof shows
that there exists a subsequence (Unk)k of (Un)n and a solution U ∈ Aba(J, f, g, c) such that
Unk → U as k → ∞, with convergence in Wm,2loc (J ′;X0, . . . , Xm). The same result applies
when considering different boundary conditions and/or the nonautonomous equations. 2
3.1.2 The nonautonomous case
For t-dependent (f, g, c) we have the following compactness result.
Theorem 3.3:
Consider Dirichlet boundary data. Given θ ∈ (−1, 1), γ > 0, and ` > 0, there ex-
ists Θ = Θ(θ, γ, `) > 0 for which the following is true. Let (f, g, c) be of class Cm
(m > 1) for which hypotheses (n1)–(n3) are satisfied with the chosen constants θ, `, Θ,
and inft∈R c(t) > γ. Fix J = (j−, j+) ⊂ R, and J ′ ⊂ J ′ ⊂ J with [−`, `] ⊂ J ′. Then the set
Aba(J, f, g, c)
∣∣
J′ is bounded in C
m
b (J
′;X0, . . . , Xm) and compact in Wm,2loc (J
′;X0, . . . , Xm).
Proof: The argument from the autonomous case cannot be directly applied to the nonau-
tonomous case, because along a solution U of the nonautonomous equation the energy
t 7→ Ef(t,·,·)(U(t)) may increase. This is the reason why we introduce hypothesis (n3). Con-
ceptually, this condition allows us to extract an a priori bound for the amount the energy can
increase along a solution U , provided that the energy is asymptotically bounded as t→ j±.
We will now explain in detail how the proof of theorem 3.1 can be adapted for the
nonautonomous case. First note that, since the problem is autonomous outside (−`, `),
there is no loss of generality in assuming that J ′ = (−` − ε, ` + ε), where ε > 0 is small
enough so that J ′ ⊂ J . Indeed, suppose the conclusion of the theorem holds for this choice
of J ′, so that in particular Aba(J, f, g, c)
∣∣
J′ is bounded in C
m
b (J
′;X0, . . . , Xm). Hypothesis
(n1) then ensures that the map t 7→ Ef(t,·,·)(U(t)) is bounded for t ∈ J ′, with a bound which
is uniform in U ∈ Aba(J, f, g, c)
∣∣
J′ . In particular, there exists an M > 0 such that
|Ef+(U(`))− Ef−(U(−`))| 6M for all U ∈ Aba(J, f, g, c).
Now consider J ′ ⊂ J ′ ⊂ J chosen arbitrarily. Set J− := (j−,−`) and J ′− := J ′∩(j−,−`−ε);
here we need the ε > 0 in order to ensure that J ′− ⊂ J−. Then
Aba(J, f, g, c)
∣∣
J′−
⊂ Aba−M (J−, f−, g−, c−)
∣∣
J′−
.
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Similarly, with J+ := (`, j+) and J ′+ := J ′ ∩ (`+ ε, j+) it holds that
Aba(J, f, g, c)
∣∣
J′+
⊂ Ab+Ma (J+, f+, g+, c+)
∣∣
J′+
.
For J ′± the conclusion of the theorem thus follows from the analogous result for the au-
tonomous case. The result for general J ′ then follows by combining the results for the
autonomous and nonautonomous parts.
Henceforth assume J ′ = (−` − ε, ` + ε). Compared to the proof of theorem 3.1 we will
use a slightly modified test function ϕ ∈ C2(R), namely, assume 0 6 ϕ(t) 6 1 for all t ∈ R,
and ϕ(t) = 1 for t ∈ J ′, and supp(ϕ) ⊂ J is compact, and |ϕ′(t)| 6 C2,ϕϕ(t)1/2 for all t ∈ R,
for some C2,ϕ > 0. Then, using hypothesis (n3), it follows that
|∂tF (t, x, u)| 6 C ′′f 1supp(ϕ)(t) + Θϕ(t)|F (t, x, u)|. (19)
Here we used that ϕ(t) = 1 for t ∈ (−`, `) and that the left-hand side vanishes for |t| > `, in
light of hypothesis (n2).
We will now point out how estimates (a)–(c) from step 1 of the proof of theo-
rem 3.1 can be modified to the nonautonomous case. Throughout these estimates, let
U = (u, ∂tu) ∈ Aba(J, f, g, c).
(a) Note that by hypotheses (n1) and (n3) the map t 7→ Ef(t,·,·)(U(t)) is C1, and
dEf(t,·,·)(U(t))
dt
= −〈c(t)∂tu(t, ·), ∂tu(t, ·)〉L2(Ω) + ∂sEf(s,·,·)(U(t))
∣∣
s=t
+ 〈g(t, ·, U(t)), ∂tu(t, ·)〉L2(Ω)
6 −1
2
〈c(t)∂tu(t, ·), ∂tu(t, ·)〉L2(Ω) + ∂sEf(s,·,·)(U(t))
∣∣
s=t
6 −γ
2
‖∂tu(t, ·)‖2L2(Ω) +
∫
Ω
| ∂sF (s, x, u(t, x))|s=t |dx. (20)
Here the penultimate inequality holds since for each t the pair (g(t, ·, ·), c(t)) satisfies
hypothesis (g2). Therefore, using (19),∫
Q
|∂tu|2 dxdt 6 − 2
γ
∫
J
dEf(t,·,·)(U(t))
dt
dt+
2
γ
∫
Q
| ∂sF (s, x, u(t, x))|s=t |dx dt
6 2
γ
(
b− a+ C ′′f Vol(supp(ϕ)× Ω)
)
+ Θ
2
γ
∫
Q
ϕ|F (t, x, u)|dx dt. (21)
(b) Estimate (20) implies that
dEf(t,·,·)(U(t))
dt
6
∫
Ω
| ∂sF (s, x, u(t, x))|s=t |dx,
so that
Ef(t,·,·)(U(t)) 6 b+
∫ t
j−
∫
Ω
| ∂sF (s, x, u(t, x))|s=t |dx dt
6 b+
∫
Q
| ∂sF (s, x, u(t, x))|s=t |dxdt
6 b+ C ′′f Vol(supp(ϕ)× Ω) + Θ
∫
Q
ϕ|F (t, x, u)|dxdt,
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where we again used (19). Hence∫
J
ϕEf(t,·,·)(U(t)) dt 6 C + Θ‖ϕ‖L1(R)
∫
Q
ϕ|F (t, x, u)|dxdt
for some constant C > 0 independent of U ∈ Aba(J, f, g, c). Plugging this into (11) and
combining with (21), after increasing the constant C we find∫
Q
ϕ|∇u|2 dxdt 6 C + 2C1,Θ
∫
Q
ϕ|F (t, x, u)|dxdt,
where
C1,Θ := Θ
(
2
γ
‖ϕ‖L∞(R) + ‖ϕ‖L1(R)
)
+ 1.
(c) If for each t the function f(t, ·, ·) satisfies hypothesis (f2), the same computation as in
the autonomous case leads to estimate (13). Combining this with estimate (21) results
in
2
∫
Q
ϕ|F (t, x, u)|dxdt 6 Cθ,µ,ν + Θ2|θ|(1 + C˜ν)
γ
∫
Q
ϕ|F (t, x, u)|dxdt
+ |θ|
∫
Q
ϕ|∇u|2 + (µ+ ν)ϕ|u|2 dx dt,
for some Cθ,µ,ν independent of U ∈ Aba(J, f, g, c). Consequently,
2
∫
Q
ϕ|F (t, x, u)|dx dt 6 C2,ΘCθ,µ,ν + |θ|C2,Θ
∫
Q
ϕ|∇u|2 + (µ+ ν)ϕ|u|2 dxdt,
where
C2,Θ =
(
1−Θ |θ|(1 + C˜ν)
γ
)−1
.
The modifications needed in (c′) are similar to those made for (c).
Combining these estimates, we obtain∫
Q
ϕ|∂tu|2 + ϕ|∇u|2 dxdt 6 C + 2C3,Θ
∫
Q
ϕ|F (t, x, u)|dxdt
6 CΘ,θ,µ,ν + |θ|C2,ΘC3,Θ
∫
Q
ϕ|∇u|2 + (µ+ ν)ϕ|u|2 dx dt,
where C3,Θ = Θγ−1‖ϕ‖L∞(R) + C1,Θ, and C,CΘ,θ,µ,ν > 0 are some constants independent
of U ∈ Aba(J, f, g, c). Now observe that for Θ > 0 sufficiently small (depending upon θ, γ,
and ` only) we have |θ|C2,ΘC3,Θ < 1. Therefore, if hypothesis (n3) is satisfied with a small
enough Θ, one can proceed as in the autonomous case to arrive at estimate (16). Steps 2,
3, and 4 in the proof of 3.1 are also valid for the nonautonomous case. Hence the theorem
is proven.
3.2 Compactness of Aba(J, f, g, c) with Neumann or periodic bound-
ary data
3.2.1 The autonomous case
When dealing with Neumann or periodic boundary conditions, the question of compactness
becomes more delicate. We can no longer use Poincaré’s inequality in order to bound the
L2-norm of u in terms of the L2-norm of ∇u. To obtain such a bound, we will need the
superlinear growth condition (f3) on f .
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Theorem 3.4:
Consider Neumann or periodic boundary data. Let (f, g) be of class Cm, with m > 1.
Assume hypotheses (f1)–(f3), (g1), and (g2) are satisfied. Then for any J = (j−, j+) ⊂ R
and J ′ ⊂ J ′ ⊂ J , the set Aba(J, f, g, c)
∣∣
J′ is bounded in C
m
b (J
′;X0, . . . , Xm) and compact
in Wm,2loc (J
′;X0, . . . , Xm).
Proof: First note that we can split hypothesis (f3) into four cases:
lim inf
|u|→∞
inf
x∈Ω
f(x, u)
|u| > 0, lim inf|u|→∞ infx∈Ω
f(x, u)
u
> 0,
lim sup
|u|→∞
sup
x∈Ω
f(x, u)
|u| < 0, lim sup|u|→∞
sup
x∈Ω
f(x, u)
u
< 0.
We will assume that the first case holds; the proof for the other three cases goes in a similar
fashion. There exist ε > 0 and K > 0 such that
ε|u|2 6 f(x, u)|u| for all x ∈ Ω, |u| > K.
Let η ∈ C1(R) be as defined in estimate (c′) in the proof of theorem 3.1. Then there exists
a constant M such that
ε|u|2 6M + f(x, u)η(u) for all x ∈ Ω, |u| > K.
Fix any U = (u, ∂tu) ∈ Aba(J, f, g, c). For a.e. t we have
ε‖u(t, ·)‖2L2(Ω) = ε
∫
{x∈Ω : |u(t,x)|<K}
|u(t, x)|2 dx+ ε
∫
{x∈Ω : |u(t,x)|>K}
|u(t, x)|2 dx
6 (εK2 +M) Vol(Ω) +
∫
{x∈Ω : |u(t,x)|>K}
f(x, u(t, x))η(u(t, x)) dx
6
(
εK2 +M + sup
x∈Ω, |v|6K
|f(x, v)η(v)|
)
Vol(Ω) + 〈f(·, u(t, ·), η(u(t, ·))〉L2(Ω).
Now multiply this inequality by the test function ϕ from theorem 3.1 and integrate over
t ∈ J . First we note that computations similar to the ones in the proof of theorem 3.1 yield∫
J
ϕ(t)〈f(·, u(t, ·), η(u(t, ·))〉L2(Ω) dt 6 Cµ +
∫
Q
ϕ|∇u|2 dx dt+ µ
∫
Q
ϕ|u|2 dx dt
for any µ > 0. We then find that
ε
∫
Q
ϕ|u|2 dxdt 6 CK,µ +
∫
Q
ϕ|∇u|2 dxdt+ µ
∫
Q
ϕ|u|2 dxdt,
where CK,µ is independent of U = (u, ∂tu) ∈ Aba(J, f, g, c). Choosing µ sufficiently small,
the last integral can be absorbed into the left hand side. Thus we obtain the desired bound∫
Q
ϕ|u|2 dxdt 6 C1 + C2
∫
Q
ϕ|∇u|2 dxdt for any U = (u, ∂tu) ∈ Aba(J, f, g, c).
This estimate can now replace the Poincaré inequality in the proof of theorem 3.1. The
remainder of the proof of theorem 3.1 remains valid without further modifications.
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3.2.2 The nonautonomous case
In the nonautonomous case we can now readily combine the ideas from the preceding para-
graphs to conclude the following.
Theorem 3.5:
Consider Neumann or periodic boundary data. Given θ ∈ (−1, 1), γ > 0, and ` > 0,
there exists Θ = Θ(θ, γ, `) > 0 for which the following is true. Let (f, g, c) be of class Cm
(m > 1) for which hypotheses (n1)–(n3) are satisfied with the chosen constants θ, `, Θ, and
inft∈R c(t) > γ. Fix J = (j−, j+) ⊂ R, and J ′ ⊂ J ′ ⊂ J with [−`, `] ⊂ J ′. Then the set
Aba(J, f, g, c)
∣∣
J′ is bounded in C
m
b (J
′;X0, . . . , Xm) and compact in Wm,2loc (J
′;X0, . . . , Xm).
3.3 Regularity of the map ∂t + Af,g,c(·)
Consider the map
∂t +Af,g,c(·) : W 1,2loc (J ;X0, X1)→ L2loc(J ;X0).
Smoothness of g and hypothesis (g1) imply that the map U 7→ (0, g(x, U(t))) induces a
smooth map from W 1,2loc (J ;X
0, X1) into L2loc(J ;X
0). Hence that the regularity class of
this map is the same as that of the Nemytskii operator f : H1(J ′′ × Ω) → L2(J ′′ × Ω),
for bounded subsets J ′′ ⊂ J . As we already remarked in the proofs of the compactness
theorems, hypothesis (f1) implies that the Nemytskii operator f : H1(J×Ω)→ L2(J×Ω) is
bounded and continuous, but in general does not possess additional regularity. However, the
failure to be more regular only stems from the behaviour of f(t, x, u) for large u. Since we
have seen that Aba(J, f, g, c)
∣∣
J′ is bounded in C
1
b (J
′;X0, X1), the map does have additional
regularity near solutions of (TWE). For clarity these observations are summarised in form
of a theorem.
Theorem 3.6:
Suppose f is of class Cm, with m > 1. Given J = (j−, j+) ⊂ R, and J ′ ⊂ J ′ ⊂ J , and
a, b ∈ R, the maps
Af,g,c(·) : X1 → X0
and
∂t +Af,g,c(·) : W 1,2loc (J ′;X0, X1)→ L2loc(J ′;X0)
are bounded and of class Cm in neighbourhoods of Sba(f) and Aba(J, f, g, c)
∣∣
J′ , respectively.
3.4 Energy bounds
The following lemma shows that the energy is bounded from below on the collection S of
stationary solutions. Observe that by the implicit function theorem hyperbolic stationary
points are isolated in S with respect to the topology of X1. Hence combining this energy
bound with our compactness result shows that if (TWE) is hyperbolic, then for arbitrary
a ∈ R the collection Sa−∞ is a finite set. We will need this fact later on when defining the
Floer boundary operator.
Lemma 3.7:
Suppose either hypothesis (f2) or (f2′) is satisfied. There exists a constant M ∈ R such that
E(Z) >M whenever Z ∈ S. In particular, Sa−∞ is finite for hyperbolic nonlinearities f .
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Proof: We will first prove the statement when hypothesis (f2) is satisfied. For any
Z = (z, 0) ∈ S, we then have
E(Z) >
∫
Ω
1
2
|∇z(x)|2 − |F (x, z(x))|dx
>
∫
Ω
1
2
|∇z(x)|2 − θ
2
f(x, z(x))z(x) dx− C ′f Vol(Ω)
>
∫
Ω
1
2
|∇z(x)|2 − |θ|
2
f(x, z(x))z(x) dx− C ′f Vol(Ω)
=
∫
Ω
1
2
|∇z(x)|2 + |θ|
2
∆z(x)z(x) dx− C ′f Vol(Ω)
=
∫
Ω
1− |θ|
2
|∇z(x)|2 dx− C ′f Vol(Ω)
> −C ′f Vol(Ω),
where we used that 0 6 |θ| < 1.
When on the other hand hypothesis (f2′) holds, we let η ∈ C1(R) be as defined in
estimate (c′) in the proof of theorem 3.1. Then, after updating the constant C ′f , we have
|F (x, u)| 6 C ′f +
θ
2
f(x, u)η(u),
and consequently it again holds that
E(Z) >
∫
Ω
1− |θ||η′(z(x))|
2
|∇z(x)|2 dx− C ′f Vol(Ω) > −C ′f Vol(Ω).
4 Unique continuation
The initial value problem associated with (TWE) is ill-posed. However, in this section
we will show that if a solution through some initial value exists, then it must be unique.
This implies that time shifting defines a dynamical system on the space of all heteroclinic
solutions to (TWE), and this dynamical system posesses a strict Lyapunov function given
by the energy functional. For second order elliptic equations such a uniqueness result is
relatively well known; it follows for example from Aronszajn’s unique continuation theorem
(see [7, 8]). However, the nonlocal term appearing in (TWE) prohibits application of this
theory. Therefore we present a new continuation result, tailored towards (TWE).
4.1 Carleman estimates
Here we generalize the Carleman estimates (see [11]) for the Laplacian. More precisely,
instead of only considering compactly supported functions, we allow for Dirichlet, Neumann
or periodic boundary conditions in the variables which are not being controlled by the weight
function. We can do so at the expense of having the lower bound on the weight τ depend
on ‖u(t, ·)‖L2(Ω) and ‖∇u(t, ·)‖L2(Ω).
For notational convenience we write ∇t,x = (∂t,∇) and ∆t,x = ∂2t + ∆.
Lemma 4.1:
Let ϕ(t) := t+ t2/2. For each 0 < ε < 1 there exists C > 0 so that the following holds. For
each u ∈ H3(R× Ω) with B(u(t, ·)) = 0 for each t ∈ R, and supp(u) ⊂ (−ε, ε)× Ω one has
the following Carleman estimate: there exists τ0(u) > 0 such that for all τ > τ0(u) one has
τ4‖eτϕu‖2L2(R×Ω) + τ‖eτϕ∇t,xu‖2L2(R×Ω) 6 C‖eτϕ∆t,xu‖2L2(R×Ω).
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Furthermore, if u˜ ∈ H3(R×Ω) is another function satisfying the above mentioned hypothe-
ses, and for all t ∈ R one has
‖∇u˜(t, ·)‖L2(Ω)
‖u˜(t, ·)‖L2(Ω) 6
‖∇u(t, ·)‖L2(Ω)
‖u(t, ·)‖L2(Ω) ,
then τ0(u˜) 6 τ0(u).
Proof: Let us abbreviate ‖ · ‖ = ‖ · ‖L2(R×Ω) and 〈·, ·〉 = 〈·, ·〉L2(R×Ω). Set v = eτϕu and
observe that
‖eτϕ∂tu‖2 = ‖∂tv − τϕ˙v‖2 6 2‖∂tv‖2 + 2‖τϕ˙v‖2 6 2‖∂tv‖2 + 2(1 + ε)2τ2‖v‖2.
Hence it suffices to see that for all v ∈ H3(R×Ω) with B(v) = 0 and supp(v) ⊂ (−ε, ε)×Ω
τ4‖v‖2 + τ‖∇t,xv‖2 6 C‖Pv‖2 for all τ > τ0(u), (22)
where P = eτϕ∆t,xe−τϕ.
We now decompose P into a symmetric part and an anti-symmetric part:
P = PS + PA,
PS = ∆t,x + τ
2(1 + t)2 − τ,
PA = −2τ(1 + t)∂t.
Then
‖Pv‖2 = ‖PSv‖2 + ‖PAv‖2 + 〈[PS , PA]v, v〉
where [·, ·] denotes the commutator bracket. At this point we used that v is of class H3, so
that it lies in the domain of definition of [PS , PA].
We are now ready to make the estimates. Note that
‖PSv‖2 = ‖∆t,xv‖2 + 2〈∆t,xv, (τ2(1 + t)2 − τ)v〉+ ‖(τ2(1 + t)2 − τ)v‖2
> 2〈∆t,xv, (τ2(1 + t)2 − τ)v〉+ ‖(τ2(1 + t)2 − τ)v‖2
= 2τ‖∇t,xv‖2 − 1
2
‖PAv‖2 − 2τ2‖(1 + t)∇v‖2 − 4〈∂tv, τ2(1 + t)v〉
+ τ4‖(1 + t)2v‖2 − 2τ3‖(1 + t)v‖2 + τ2‖v‖2
> (1− ε)
4
2
τ4‖v‖2 + 2τ‖∇t,xv‖2 − 1
2
‖PAv‖2
− 2τ2(1 + ε)2‖∇v‖2 − 4〈∂tv, τ2(1 + t)v〉
for τ > 2(1 + ε)2/(1− ε)4. Here we used that supp(v) ⊂ (−ε, ε)× Ω. Hence
‖PSv‖2 + ‖PAv‖2 > (1− ε)
4
2
τ4‖v‖2 + 2τ‖∇t,xv‖2
− 2τ2(1 + ε)2‖∇v‖2 − 4〈∂tv, τ2(1 + t)v〉. (23)
To estimate the last term in (23), note that
[PS , PA] = −4τ∂2t + 4τ3(1 + t)2,
Hence
−4〈∂tv, τ2(1 + t)v〉 = −4〈τ1/2∂tv, τ3/2(1 + t)v〉
> −2τ‖∂tv‖2 − 2τ3‖(1 + t)v‖2
= 2τ〈∂2t v, v〉 − 2τ3‖(1 + t)v‖2
= −1
2
〈[PS , PA]v, v〉.
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Therefore, since
〈[PS , PA]v, v〉 = 4τ‖∂tv‖2 + 4τ3‖(1 + t)v‖2 > 0,
we find that
‖Pv‖2 > (1− ε)
4
2
τ4‖v‖2 + 2τ‖∇t,xv‖2 − 2τ2(1 + ε)2‖∇v‖2. (24)
To get rid of the last term in (24) we need to take a u-dependent lower bound τ0. Since
‖v‖ = 0 implies ‖∇v‖ = 0, for a fixed v we can always find τ0 > 2(1 + ε)2/(1− ε)4 such that
(1− ε)4
2
τ4‖v‖2 − 2(1 + ε)2τ2‖∇v‖2 > (1− ε)
4
4
τ4‖v‖2 for all τ > τ0. (25)
If u˜ is as in the hypotheses of the lemma, and v˜ = eτϕu˜, then since the exponential factors
through the inequalities, also
‖∇v˜(t, ·)‖
‖v˜(t, ·)‖ 6
‖∇v(t, ·)‖
‖v(t, ·)‖
for all t ∈ R. Therefore, if τ0(u) denotes the smallest constant τ0 for which (25) holds, it is
readily seen that τ0(u˜) 6 τ0(u). Hence
‖Pv‖2 > (1− ε)
4
4
τ4‖v‖2 + 2τ‖∇t,xv‖2 for all τ > τ0(u),
from which (22) follows.
4.2 Continuation for an integro-differential inequality
The following lemma is in a sense an integrated version of Aronszajn’s continuation theorem.
Lemma 4.2:
Let J ⊂ R be an open interval, and let u ∈ H3(J × Ω) with B(u(t, ·)) = 0 for all t ∈ J .
Assume that it satisfies the integro-differential inequality∫
Ω
|∆t,xu(t, x)|2 dx 6 C
∫
Ω
|u(t, x)|2 + |∇t,xu(t, x)|2 dx, (26)
for almost every t in some neighbourhood of t0, for a certain t0 ∈ J . Assume furthermore
that u satisfies the following decay conditions around t0:∫ t0+δ
t0−δ
∫
Ω
|u(t, x)|2 dx dt = O(δ5) as δ ↓ 0,∫ t0+δ
t0−δ
∫
Ω
|∂tu(t, x)|2 dx dt = O(δ3) as δ ↓ 0. (27)
Then u ≡ 0 in a neighbourhood of {t0} × Ω.
Proof: The strategy is as follows. First we note there is no loss of generality in assuming
that t0 = 0. We localize on the left side of the hyperplane t = 0. The Carleman estimates are
still valid for these localized solutions, at the cost of some error terms. One of the error terms
stems from the behaviour of our localized solution away from t = 0. This error term can
be made to decay at an exponential rate, precisely because the localized solution vanishes
on the right side of the hyperplane t = 0. The other error terms stem from the behaviour
of the localization near t = 0. To deal with these terms, we actually consider a sequence of
localizations. The decay conditions (27) allow us to take the limit in which the error terms
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disappear. Combining this extension of the Carleman estimates with estimate (26), we are
left with a family of exponentially weighted inequalities, which forces the localization to be
zero near t = 0. This just means that our original function must be zero for small negative
t. Then considering a time reversal, the same must be true for small positive t.
We will now first construct the sequence of localizations. Let ε > 0 be sufficiently small
such that (−ε, ε) ⊂ J , and let ϕ be as in lemma 4.1. Let 0 < ` < ε/2 be such that ϕ is
increasing on [−2`, 0], and such that (26) holds for a.e. t ∈ (−2`, 2`). Given 0 < δ < `, let
χδ ∈ C3(R) be such that χδ(t) = 0 for t 6∈ [−2`, 0], and χδ(t) = 1 for t ∈ [−`,−δ]. Further-
more, we demand that |∂kt χδ(t)| = O(δ−k) uniformly for t ∈ [−δ, 0] and k ∈ {0, 1, 2}, and also
that ∂δχδ(t) = 0 for t ∈ [−2`,−`]. Now set Vδ(t, x) := χδ(t)u(t, x). Then Vδ ∈ H3(R× Ω),
and moreover B(Vδ(t, ·)) = 0 for each t ∈ R, and supp(Vδ) ⊂ (−ε, ε)×Ω, hence the Carleman
estimates apply to Vδ.
We will again abbreviate ‖ · ‖ = ‖ · ‖L2(R×Ω). Observe
‖χδeτϕ∂tu‖2 = ‖eτϕ∂tVδ − χ˙δeτϕu‖2
6 2‖eτϕ∂tVδ‖2 + 2‖χ˙δeτϕu‖2
6 2‖eτϕ∂tVδ‖2 + 2
∫ −`
−2`
∫
Ω
|χ˙δ|2e2τϕ|u|2 dx dt
+ 2 sup
−δ6t60
|χ˙δ(t)|2
∫ 0
−δ
∫
Ω
|u|2 dxdt
6 2‖eτϕ∂tVδ‖2 + 2e2τϕ(−`) sup
−2`6t6−`
|χ˙δ(t)|
∫ −`
−2`
∫
Ω
|u|2 dxdt+O(δ3),
where we used the decay condition (27) and the monotonicity of ϕ. Thus we have∑
|α|61
‖χδeτϕ∂αu‖2 6 2
∑
|α|61
‖eτϕ∂αVδ‖2 + C1e2τϕ(−`) +O(δ3). (28)
Here C1 depends on ‖u‖ but is independent of δ and τ . We use the multi-index notation
α = (α0, . . . , αd) ∈ Nd+10 , and |α| = α0 + · · ·+ αd, and
∂α = ∂α0t ∂
α1
x1 · · · ∂αdxd .
In a similar fashion, we compute
‖eτϕ∆t,xVδ‖2 6 3‖χδeτϕ∆t,xu‖2 + 3‖2χ˙δeτϕ∂tu‖2 + 3‖χ¨δeτϕu‖2
6 3‖χδeτϕ∆t,xu‖2 + 3
∫ −`
−2`
∫
Ω
e2τϕ(|2χ˙δ∂tu|2 + |χ¨δu|2) dx dt
+ 12 sup
−δ6t60
|χ˙δ(t)|2
∫ 0
−δ
∫
Ω
|∂tu|2 dxdt
+ 3 sup
−δ6t60
|χ¨δ(t)|2
∫ 0
−δ
∫
Ω
|u|2 dx dt
6 3‖χδeτϕ∆t,xu‖2 + C2e2τϕ(−`) +O(δ), (29)
where we again used the decay condition (27) and the monotonicity of ϕ. The constant C2
depends on ‖u‖ and ‖∂tu‖ but is independent of δ and τ .
Combining estimates (28) and (29) with the Carleman estimates from lemma 4.1, we
find that
τ
∑
|α|61
‖χδeτϕ∂αu‖2 6 C3‖χδeτϕ∆t,xu‖2 + C3(1 + τ)e2τϕ(−`) +O(δ) +O(τδ3) (30)
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for all τ > τ0(Vδ). Since |Vδ(t, x)|/|∇Vδ(t, x)| = |Vδ′(t, x)|/|∇Vδ′(t, x)| for any two
0 < δ, δ′ < `, from lemma 4.1 it follows that the lower bound τ0 := τ0(Vδ) on τ is in-
dependent of δ. Therefore, using the dominated convergence theorem, we can send δ to 0 in
equation (30), and obtain
τ
∑
|α|61
‖χ0eτϕ∂αu‖2 6 C3‖χ0eτϕ∆t,xu‖2 + C3(1 + τ)e2τϕ(−`) for all τ > τ0. (31)
Here
χ0(t) =
{
1 for t ∈ [−`, 0],
χ1(t) for t 6∈ [−`, 0].
Using (26) we have
‖χ0eτϕ∆t,xu‖2 6 C
∫
R
|χ0(t)|2e2τϕ(t)
∫
Ω
|u(t, x)|2 + ‖∇t,xu(t, x)‖2 dxdt
= C‖χ0eτϕu‖2 + C‖χ0eτϕ∇t,xu‖2.
Combining this inequality with (31) yields
τ
∑
|α|61
‖χ0eτϕ∂αu‖2 6 C4
∑
|α|61
‖χ0eτϕ∂αu‖2 + C3(1 + τ)e2τϕ(−`) for all τ > τ0.
After increasing τ0 if need be, the sum over |α| 6 1 on the right hand side can be absorbed
by the left hand side, hence
τ
∑
|α|61
‖χ0eτϕ∂αu‖2 6 C5(1 + τ)e2τϕ(−`) for all τ > τ0.
Since χ0 = 1 on [−`, 0] and ϕ is increasing on [−`, 0], this implies that
‖u‖2L2([t∗,0]×Ω) 6 C5
1 + τ
τ
e2τ(ϕ(−`)−ϕ(t∗)) → 0 as τ →∞,
for any t∗ ∈ (−`, 0]. Hence u ≡ 0 on (−`, 0]× Ω.
4.3 Uniqueness of the IVP
Theorem 4.3:
Let J ⊂ R be an open interval, assume f is of class C3, and suppose U, V ∈W 1,2loc (J ;X0, X1)
are both solutions of (TWE). Suppose that U(t0) = V (t0) for some t0 ∈ J . Then
U(t) = V (t) for t ∈ J .
Proof: Let J ′ ⊂ J ′ ⊂ J be a bounded open interval such that t0 ∈ J ′. Let us introduce the
set
Z(J ′) := {t ∈ J ′ : ‖U(t)− V (t)‖X0 = 0} .
By assumption Z(J ′) 6= ∅. By the regularity theory from section 3 we know that
U, V ∈ C3(J ′;X0, . . . , Xm), hence Z(J ′) is closed in J ′. Thus by connectedness of J ′
we can conclude that Z(J ′) = J ′ if we are able to prove that Z(J ′) is open in J ′. Since J
can be written as the union of bounded open intervals J ′ ⊂ J ′ ⊂ J , the conclusion of the
theorem will then follow.
Pick any t∗ ∈ Z(J ′). Writing U = (u, ∂tu) and V = (v, ∂tv), and set
W = (w, ∂tw) := U − V . We will prove that w is zero in a neighbourhood of {t∗} × Ω.
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To do so, we shall invoke lemma 4.2. We thus have to check that w satisfies the hypotheses
of said lemma.
Note that by the regularity theory of section 3, w ∈ H3(J ′ × Ω), and B(w(t, ·)) = 0 for
each t ∈ J ′, and w satisfies
∆t,xw = f(x, v)− f(x, u) + c∂tw + g(x, V )− g(x, U)
=
∫ 1
0
∂sf(x, u− sw) ds+ c∂tw +
∫ 1
0
∂sg(x, U − sW ) ds
= α(t, x)w + c∂tw + L(t)[W (t)].
Here α : J ′ × Ω→ R is given by
α(t, x) = −
∫ 1
0
fu(x, u(t, x)− sw(t, x)) ds,
and note that by the regularity results from section 3 this α is a continuous function.
Furthermore, L : J ′ → L(X0, L2(Ω)) is given by
(
L(t)ξ
)
(x) = −
∫ 1
0
d2g(x, U(t)− sW (t))ξ ds.
We note here that this integral is indeed well defined, since the map
s 7→ I(s) := d2g(x, U(t)− sW (t))
is continuous from [0, 1] to L(X0, L2(Ω)) with its uniform operator topology. Hence s 7→ I(s)
is absolutely continuous and therefore strongly measurable, and since by hypothesis (g1) one
has
∫ 1
0
‖I(s)‖L ds < ∞, it follows that I is Bochner integrable. By the regularity results
from section 3 we know that U and V form continuous curves in X0, hence t 7→ L(t) is
continuous. Hence ‖L(t)‖L(X0,L2(Ω)) 6 C uniformly for t in a neighbourhood of t∗, and
consequently w satisfies an inequality of the form (26).
All that is left is to check that w satisfies the decay conditions (27) around t∗. Let
δ > 0 be sufficiently small such that [t∗ − δ, t∗ + δ] ⊂ J ′. Since f is of class C3, it follows
from section 3 that W = (w, ∂tw) ∈ C3b ([t∗ − δ, t∗ + δ];X0, . . . , X3), hence in particular
w ∈ C4b ([t∗ − δ, t∗ + δ];L2(Ω)). Now consider the function η : (t∗ − δ, t∗ + δ)→ R given by
η(t) =
∫
Ω
|w(t, x)|2 dx.
It is C4 and the first three derivatives are given by
η′(t) = 2
∫
Ω
w(t, x)∂tw(t, x) dx,
η′′(t) = 2
∫
Ω
w(t, x)∂2tw(t, x) dx+ 2
∫
Ω
|∂tw(t, x)|2 dx,
η′′′(t) = 2
∫
Ω
w(t, x)∂3tw(t, x) dx+ 6
∫
Ω
∂tw(t, x)∂
2
tw(t, x) dx.
Since w(t∗, ·) = ∂tw(t∗, ·) = 0, we have η(k)(t∗) = 0 for k ∈ {0, . . . , 3}. By the mean value
theorem it follows that |η(t)| 6 C ′δ4, hence∫ t∗+δ
t∗−δ
∫
Ω
|w(t, x)|2 dx dt 6 Cδ5 for |t− t∗| 6 δ.
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A similar computation shows that∫ t∗+δ
t∗−δ
∫
Ω
|∂tw(t, x)|2 dxdt 6 Cδ3 for |t− t∗| 6 δ.
Hence lemma 4.2 applies, proving that w ≡ 0 in a neighbourhood of {t∗} × Ω. Therefore
U(t) = V (t) for t in a neighbourhood E ⊂ J ′ of t∗. Hence E ⊂ Z(J ′), and since this holds
for any t∗ ∈ Z(J ′) it follows that Z(J ′) is open in J ′, thus proving the theorem.
5 Fredholm theory
Let L consist of all L ∈ L(X1, X0) of the form
L =
(
0 −1
∆ + L1 L2,
)
.
where L1 ∈ L(H1B(Ω), L2(Ω)) and L2 ∈ L(L2(Ω)). Let Lhyp consist of those L ∈ L which
are hyperbolic, i.e. σ(L) ∩ iR = ∅.
In this section we will study Fredholm properties of the linear operator
DL : W 1,2(R;X0, X1)→ L2(R;X0),
DLW = ∂tW + L(t)W,
where L ∈ C0(R;L) is such that the limits L± = limt→±∞ L(t) exist in the uniform operator
topology on L(X1, X0), and L± ∈ Lhyp. The study of Fredholm properties of this class of
operators is motivated by the following lemma.
Lemma 5.1:
Let Z− ∈ S(f−) and Z+ ∈ S(f+) be hyperbolic rest points of (TWE), and suppose U is a
path connecting Z− with Z+. Then the linearization ∂t + dAf,g,c(U) of (TWE) along U is
Fredholm, with index given by ind(DLc,f ), where
Lc,f (t) =
(
0 −1
∆ + fu(t, x, u(t, x)) −c(t)
)
.
Proof: Note that the linearization of (TWE) along U takes the form
∂tW + Lc,f (t)W +K(t)W, (32)
where
K(t) =
(
0 0
∂1g(x, U(t)) ∂2g(x, U(t))
)
.
Here ∂1g(x, (u, v)) =
∂g(x, (u, v))
∂u
and ∂2g(x, (u, v)) =
∂g(x, (u, v))
∂v
. For each t,
K(t) ∈ L(X0), hence K(t) : X1 → X0 is compact. Furthermore, K ∈ C0(R,L(X1, X0))
and ‖K(t)‖L(X1,X0) → 0 as t→ ±∞ by hypothesis (g3). This implies that the multiplication
operator K : W 1,2(R;X1, X0) → L2(R;X0) is compact, see [41]. Therefore the Fredholm
properties of (32) are the same as those of DLc,f .
The Fredholm properties which will be derived allow us to assign a (normalized) Morse in-
dex to hyperbolic rest points, even though the operators dAc−,f−,g−(Z−) and dAc+,f+,g+(Z+)
are strongly indefinite.
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5.1 Fredholm alternative for DL
Before discussing the Fredholm alternative for DL, let us first consider a resolvent estimate
for the operator L(t).
Lemma 5.2:
Let L ∈ C0(R;L) such that the limits L± = limt→±∞ L(t) exist in the uniform operator
topology on L(X1, X0). Then one has the following resolvent estimate: there exist M > 0,
R0 > 0 such that
‖λ(L(t)− iλ)−1‖L(X0) 6M for t ∈ R, |λ| > R0.
Proof: First consider the unbounded operator P on X0 with domain D(P ) = X1, given by
P =
(
0 −1
∆ 0
)
.
Note that iλ 6∈ σ(P ) whenever λ ∈ Rr {0}, and
(P − iλ)−1 =
(
iλ−1
(
1− (∆− λ2)−1) (∆− λ2)−1
−(∆− λ2)−1 −iλ(∆− λ2)−1
)
.
Now, since
‖(∆− µ)−1‖L(L2(Ω),HkB(Ω)) 6
C(
1 + d
(
µ, σ(∆)
))(2−k)/2
for k ∈ {0, 1, 2}, we find that
‖(P − iλ)−1‖X0 6 C
1 + |λ| for λ ∈ Rr {0}.
Now let K(t) be defined by
K(t) :=
(
0 0
L1(t) L2(t)
)
,
so that L(t) = P + K(t). Note that K(t) is a bounded operator on X0, and
K ∈ C0(R,L(X0)). Using a perturbative argument (see e.g. [31]) one has that
iλ 6∈ σ(L(t)) when ‖K(t)‖L(X0)‖(P − iλ)−1‖L(X0) < 1, (33)
and for such λ one has
‖(L(t)− iλ)−1‖L(X0) 6 1
1− ‖K(t)‖L(X0)‖(P − iλ)−1‖L(X0) ‖(P − iλ)
−1‖L(X0).
We have already argued that ‖(P − iλ)−1‖L(X0) = O(|λ|−1) as |λ| → ∞. Hence for each
fixed t ∈ R, condition (33) is satisfied for |λ| sufficiently big, say |λ| > R0(t). Since K
depends continuously on t, and K(t) converges as t→ ±∞, the constant R0 can be chosen
uniformly in t.
Combining this lemma with the results from [39], we obtain the following theorem (see
appendix A for details).
Theorem 5.3:
Let L ∈ C0(R;L) be such that L(t) → L± as t → ±∞ in the uniform operator topology
on L(X1, X0), where L± ∈ Lhyp. Then the map DL is Fredholm from W 1,2(R;X0, X1) to
L2(R;X0), and its index depends on the endpoints L−, L+ only.
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This allows us to define a relative index:
ν : Lhyp × Lhyp → Z,
ν(L−, L+) = ind(DL).
The relative index has the following transitivity property.
Lemma 5.4:
Let Lα, Lβ , Lγ ∈ Lhyp. Then
ν(Lα, Lβ) = −ν(Lβ , Lα) (antisymmetry),
ν(Lα, Lγ) = ν(Lα, Lβ) + ν(Lβ , Lγ) (cyclicity).
The proof of the lemma uses an algebraic trick similar to the one employed in [41]. See
appendix A for details.
5.2 Computing the index
Consider L ∈ C0b (R,L) with limt→±∞ L(t) ∈ Lhyp, given by
L(t) =
(
0 −1
∆ + L1(t) −c(t)
)
. (34)
Here we assume c ∈ C∞(R, (0,∞)), and L1 ∈ C0(R,L(H1B(Ω), L2(Ω))), and for each t ∈ R
the operator L1(t) is symmetric when considered as an unbounded operator on L2(Ω).
Consider the operator
ΨL1 : W
1,2(R;H1B(Ω), H
2
B(Ω))→ L2(R;L2(Ω)),
ΨL1w = ∂tw + ∆w + L1(t)w.
The following lemma relates the Fredholm index of the elliptic operator DL with that of the
parabolic operator ΨL1 .
Lemma 5.5:
Let L, L1 be as in (34). Then DL and ΨL1 are Fredholm operators, and
ind(DL) = ind(ΨL1).
Proof: The Fredholm property of DL was discusses in theorem 5.3. Moreover, theorem
A.1 is also applicable to the operator ΨL1 , thus establishing the Fredholm property of that
operator as well. To relate the two indices we will make use of spectral flows.
Loosely speaking, the spectral flow SF(A) of a curve of (densely defined unbounded)
operators t 7→ A(t) is an algebraic count of the number of eigenvalues of A(t) that cross the
imaginary axis as t increases from −∞ to +∞. More precisely, we define
SF(A) := −
∑
t∗
∑
i
sgnReλ′i(t∗).
Here t∗ are those t where a spectral crossing takes place, i.e. σ(A(t∗)) ∩ iR 6= ∅, and
t 7→ λi(t) are differentiable curves defined near t∗ which parametrize the spectrum, i.e.
σ(A(t)) =
⋃
i{λi(t)} for t near t∗. This definition only makes sense if there is no ambiguity
in counting the crossings of eigenvalues: the operators A(t) should have pure point spectrum
near the imaginary axis, there should be finitely many crossings, the crossings should be
transverse to iR, the crossing eigenvalues should be algebraically simple. This is generically
achieved by perturbing the curve t 7→ A(t) of operators.
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Recall from [41] that we can choose a perturbation S1 ∈ C0(R,L(H2B(Ω), L2(Ω))), with
limt→±∞ ‖S(t)‖L(X1,X0) = 0, such that SF(−(∆ + L1 + S1)) is well-defined, and
ind(ΨL1) = SF(−(∆ + L1 + S1)).
Furthermore, one can ensure that for any t ∈ R the operator S1(t) is symmetric when
considered as an unbounded operator on L2(Ω), and given ε > 0 (to be specified in the next
paragraph), supt∈R ‖S1(t)‖L(X1,X0) < ε.
Now let
S(t) =
(
0 0
S1(t) 0
)
.
Suppose for the moment that SF(−(L + S)) is well-defined. It then follows from [39] that,
provided that supt∈R ‖S(t)‖L(X1,X0) is sufficiently small, one has
ind(DL) = SF(−(L+ S)).
The proof of the lemma is then completed if we can show that
SF(−(L + S)) = SF(−(∆ + L1 + S1)). We will do so by demonstrating that any
spectral crossing of −(∆ +L1 +S1) is in one-to-one correspondence with a spectral crossing
of −(L+ S). This then also shows that SF(−(L+ S)) is indeed well-defined.
Note that µ ∈ σ(−(L(t) + S(t))) if and only there exists a nonzero vector (u, v) ∈ X1
such that {
−µu+ v = 0,
−∆u− L1(t)u− S1(t)u+ c(t)v − µv = 0.
This can only happen if µ2 − c(t)µ ∈ σ(−(∆ + L1(t) + S1(t))). Because the operator
−(∆ + L1(t) + S1(t)) is self-adjoint, it has real-valued spectrum. Since c(t) > 0, the only
µ ∈ iR which can satisfy µ2−c(t)µ ∈ R is µ = 0. Collecting these observations, we conclude
that eigenvalues of −(L(t) + S(t)) which cross the imaginary axis as t increases must do so
through the origin. Furthermore, if an eigenvalue of −(L(t) + S(t)) crosses the imaginary
axis (i.e. the origin) from left to right as t increases, then (since c(t∗) > 0) an eigenvalue of
−(∆ +L1(t) +S1(t)) passes the origin from left to right as t increases, and vice versa. From
this we conclude that the spectral flow of −(L+ S) is well-defined for generic S1, and
SF(−(L+ S)) = SF(−(∆ + L1 + S1)).
Combined with our previous observations this complete the proof.
5.3 Normalized Morse indices
Given a regular nonlinearity f satisfying hypothesis (f1), andm0 ∈ Z, we define a normalized
Morse index µf (Z) of Z = (z, 0) ∈ S(f) as
µf (Z) := m0 −mf (z), where mf (z) := #
(
σ(∆ + fu(x, z)) ∩ (0,∞)
)
. (35)
See remark 5.7 after the next theorem for the rationale behind the sign convention. Whenever
the choice of nonlinearity f is clear from the context we shall drop the subscript.
Theorem 5.6:
Let Z− ∈ S(f−) and Z+ ∈ S(f+) be hyperbolic rest points of (TWE), and suppose U is a
path connecting Z− with Z+. Then
ind(∂t + dAf,g,c(U)) = µf−(Z−)− µf+(Z+).
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Proof: Define the multiplication operator
L1(t) : H
1
B(Ω)→ L2(Ω), w(x) 7→ fu(x, u(t, x))w(x).
Combining lemmata 5.1 and 5.5, we find
ind(∂t + dAf,g,c(U)) = ind(ΨL1).
From [41] it follows that
ind(ΨL1) = mf+(z+)−mf−(z−).
Combined with the definition of µf this concludes the proof.
Remark 5.7:
The reason for choosing a minus sign in the definition of the normalized Morse index is to
ensure that the index can only decrease along heteroclinic connections. One can drop the
minus sign in (35) and arrive at a cohomology theory instead. 2
6 Exponential decay
In this section we will show that a solution of (TWE) which converges in forward time (or
similarly, in backward time) towards some hyperbolic fixed point, will in fact converge at
an exponential rate.
Theorem 6.1:
Let f be of class C4. Suppose hypotheses (f1)–(f3) and (g1)–(g3) are satisfied. Let Z be
a hyperbolic rest point of (TWE). Then there exist constants C, γ, ε > 0 such that the
following holds. Let U be a solution of (TWE) on J = [τ0,∞) for which it holds that
limt→∞ ‖U(t)− Z‖X0 = 0. Then
‖U − Z‖W 1,2((T,T+1);X0,X1) 6 Ce−γ(T−T0) for all T > T0 + 1,
where T0 > τ0 + 1 is chosen such that ‖U(T0)− Z‖X0 < ε.
A similar statement holds for solutions U of (TWE) on J = (−∞,−τ0] which converge
towards a hyperbolic rest point in backward time.
Proof of theorem 6.1: First note that from lemma 5.2, the unique continuation theorem
4.3 (using that f is C4), and [37], the following follows: there exists γ > 0 and K > 0 such
that any W ∈ C0(J ;X1) ∩ C1(int J ;X0, X1) which satisfies
∂tW + dA(U)W = 0
and supt∈J ‖W (t)‖X0 <∞, satisfies the exponential decay estimate
‖W (t)‖X0 6 Ke−γ|t−τ |‖W (τ)‖X0 for t > τ > τ0. (36)
See appendix B for details.
We know that U ∈ C4b (J ;X0, X1, . . . , X4), hence W := ∂tU satisfies
supt∈J ‖W (t)‖X0 < ∞ and also ∂tW + dA(U)W = 0 on J . From (36) it then follows
that W ∈ L1(J ;X0), and for any t, T0 ∈ J with t > T0 we have
‖U(t)− Z‖X0 =
∥∥∥∥− ∫ ∞
t
W (s) ds
∥∥∥∥
X0
6
∫ ∞
t
‖W (s)‖X0 ds 6 K
γ
e−γ|t−T0|‖W (T0)‖X0 . (37)
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Now let
LZ : W 1,2(R;X0, X1)→ L2(R;X0),
LZW = ∂tW + dA(Z)W.
By hyperbolicity of Z this operator has a continuous inverse; this follows using lemma 5.2 and
the results from [38]. Let η0 ∈ C∞c (R) be such that η0(t) = 1 for t ∈ [0, 1] and η0(t) = 0 for
t 6∈ [−1, 2]. Then set ηT (t) := η0(t−T ). Now fix T0, T ∈ J such that [T −1, T +2] ⊂ [T0,∞)
(i.e. T > T0 + 1). Note that
LZ(ηT (t)(U(t)− Z)) = η˙T (t)
(
U(t)− Z)+ ηT (t)(∂tU(t) + dA(Z)(U(t)− Z))
= η˙T (t)
(
U(t)− Z)+ ηT (t)( dA(Z)(U(t)− Z)− (A(U(t))−A(Z)))
+ ηT (t)
(
∂tU(t) +A(U(t))
)− ηT (t)A(Z)
= η˙T (t)
(
U(t)− Z)+ ηT (t)( dA(Z)(U(t)− Z)− (A(U(t))−A(Z)))
= η˙T (t)
(
U(t)− Z)+ ηT (t)( 0fu(x, z)(u(t)− z)− f(x, u) + f(x, z)
)
+ ηT (t)
(
0
g(x, U(t))
)
,
(38)
where U = (u, ∂tu) and Z = (z, 0).
Since the map f : H1(Ω)→ L2(Ω) is differentiable near z we have∥∥∥∥( 0fu(x, z)(u(t)− z)− f(x, u) + f(x, z)
)∥∥∥∥
X0
= o(‖U(t)− Z‖X0) as t→∞.
By hypotheses (g1), (g2), and a mean value estimate, we find that for all t ∈ J one has∥∥∥∥( 0g(x, U(t))
)∥∥∥∥
X0
=
∥∥∥∥∫ 1
0
d
ds
g(x, Z+s(U(t)−Z)) ds
∥∥∥∥
L2(Ω)
6 C1,g
√
Vol(Ω)‖U(t)−Z‖X0 .
Combining these observations with estimate (38), we find that
‖LZ(ηT (t)(U(t)− Z))‖X0 = O(‖U(t)− Z‖X0) for t ∈ J, uniform in T.
Since supp(ηT ) ⊂ [T0,∞) we can now apply estimate (37) to obtain
‖LZ(ηT (t)(U(t)− Z))‖X0 6 Ce−γ|t−T0|‖W (T0)‖X0 ,
for some constant C which is independent of T . By invertibility of
LZ : W 1,2(R;X0, X1)→ L2(R;X0) we then find
‖U − Z‖W 1,2((T,T+1);X0,X1) 6 ‖ηT · (U − Z)‖W 1,2(R;X0,X1)
6 ‖L−1Z ‖‖LZ(ηT · (U − Z))‖L2(R;X0)
6 C‖L
−1
Z ‖
γ
e−γ|T−T0|‖W (T0)‖X0 .
The above estimate already proves the exponential decay of the single solution U towards
Z. Next, we will argue why the constant ‖W (T0)‖X0 = ‖∂tU(T0)‖X0 can be bounded
independently of U , as long as T0 is chosen big enough such that U(T0) lies in some given
X0-neighbourhood of Z. Let a := E(Z), and choose any b > a. From section 3 it follows that
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Aba(J, f, g, c)
∣∣
[τ0+1,∞) is bounded in the norm topology on C
1
b ([τ0 + 1,∞);X0, X1). Denote
this upper bound by M . By continuity of E : X0 → R, there exists some ε > 0 such that
if T0 > τ0 + 1 is such that ‖U(T0) − Z‖X0 < ε, then a 6 E(U(T0)) 6 b. If we define
U˜(t) := U(t− τ0 − 1 + T0), then U˜ ∈ Aba(J, f, g, c)
∣∣
[τ0+1,∞), hence
‖∂tU(T0)‖X0 = ‖∂tU˜(τ0 + 1)‖X0 6M.
7 Moduli spaces
At this point we are ready to define the moduli spaces of heteroclinic orbits. Given two
hyperbolic rest points Z−, Z+ ∈ Shyp, we define
M(Z−, Z+) =
{
U ∈W 1,2loc (R;X0, X1) : U solves (TWE), limt→±∞ ‖U(t)− Z±‖X0 = 0
}
.
We will now discuss two useful modes of convergence on this space, and the interplay between
these two. For conciseness we will do this only for the autonomous case. We refer to remark
7.7 at the end of this section for details on how to adapt the arguments to the nonautonomous
setting.
7.1 The manifold structure
Let Z ∈ C1(R;X0, X1) be such that Z(t) = Z− for t 6 −1 and Z(t) = Z+ for t > 1. We
then define the affine space of paths between Z− and Z+
P(Z−, Z+) := Z +W 1,2(R;X0, X1).
By the exponential decay of solutions towards hyperbolic rest points we have
M(Z−, Z+) ⊂ P(Z−, Z+). Therefore, if we introduce the nonlinear operator
ΦZ−,Z+ : P(Z−, Z+)→ L2(R;X0),
ΦZ−,Z+(U) = ∂tU +A(U),
we find that
M(Z−, Z+) = Φ−1Z−,Z+(0).
The linearization of ΦZ−,Z+ around any U ∈ P(Z−, Z+) is Fredholm with
ind(dΦZ−,Z+(U)) = µ(Z−)−µ(Z+). This index is independent of the chosen U ∈ P(Z−, Z+),
thus ΦZ−,Z+ is a Fredholm map with ind(ΦZ−,Z+) = µ(Z−)− µ(Z+).
Recall from section 2.2.3 the definition of transversality up to order k. We now assume
that the transversality condition up to order µ(Z−)−µ(Z+) is satisfied. If the nonlinearity f
is of class Cm, then the map ΦZ−,Z+ is of class Cm in a neighbourhood ofM(Z−, Z+) (recall
theorem 3.6), hence the implicit function theorem implies thatM(Z−, Z+) with the topology
inherited from P(Z−, Z+) is again a Cm manifold of finite dimension µ(Z−)− µ(Z+).
Since we study the autonomous case, time translations s 7→ U(·+ s) induce an R-action
on M(Z−, Z+). We will denote the equivalence class of U ∈ M(Z−, Z+) with respect to
this R-action by [U ], and write
M̂(Z−, Z+) :=M(Z−, Z+)/R
for the quotient space.
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Lemma 7.1:
Assume the transversality condition up to order µ(Z−)−µ(Z+) is satisfied. Then the space
M̂(Z−, Z+) is a Cm manifold of dimension µ(Z−)− µ(Z+)− 1.
Proof: We verify that the R-action of time translations on M(Z−, Z+) is Cm, free, and
proper. The lemma then follows from the quotient manifold theorem [33]. The Cm smooth-
ness of the action, where we considerM(Z−, Z+) to be endowed with the topology inherited
from P(Z−, Z+), follows from the regularity results stated in section 3. Since the energy
functional E is strictly decreasing with time translations, see also remark 2.5, the action is
free. Finally, properness follows from the compactness estimates in section 3.
7.2 Geometric convergence
In general M(Z−, Z+) will not be compact in the topology of P(Z−, Z+); just consider
a sequence of time translations of a nonconstant solution, this cannot have a convergent
subsequence in this topology. In order to better understand exactly how M(Z−, Z+) fails
to be compact, we introduce the notion of geometric convergence.
Definition 7.2:
Let Z0, . . . , Zk+1 be hyperbolic stationary solutions of (TWE). Pick any
([U0], [U1], . . . , [Uk−1], [Uk]) ∈ M̂(Z0, Z1)×M̂(Z1, Z2)× · · · ×M̂(Zk−1, Zk)×M̂(Zk, Zk+1).
We will call such a k-tuple ([V0], . . . , [Vk]) a k-fold broken orbit.
Given ([Un])n ⊂ M̂(Z0, Zk+1), we will say that ([Un])n converges geometrically to the
k-fold broken orbit ([V0], . . . , [Vk]) if the following holds. For each j ∈ {0, . . . , k} there exists
a sequence (sj,n)n ⊂ R so that
Un(·+ sj,n)→ Vj in W 1,2loc (R;X0, X1), as n→∞,
and this k-fold broken orbit is maximal in the sense that for each sequence (s′n)n ⊂ R and V ′
such that Un(·+s′n)→ V ′ inW 1,2loc (R;X0, X1) as n→∞ it holds that [V ′] ∈ {[V0], . . . , [Vn]}.
In this case we will also write
[Un] ; ([V0], . . . , [Vk]) as n→∞.
See also figure 2(a).
To arrive at the main result regarding geometric convergence, we will first discuss a
property which was already hinted at in the introduction. First, given a solution U of
(TWE), let α(U) denote the set of accumulation points in the topology ofW 1,2loc (R;X
0, X1) of
the sequence (U(·+ τ))τ where τ → −∞. Similarly, let ω(U) denote the set of accumulation
points of the sequence (U(· + τ))τ where τ → ∞. In other words, these are the α- and
ω-limit sets of the shift dynamics on the set of solutions to (TWE).
Lemma 7.3 (Gradient-like behaviour):
Consider a t-independent triple (f, g, c) satisfying (f1)–(f3) and (g1)–(g3). Let U be a
bounded solution of (TWE). Then the limit sets α(U) and ω(U) are both nonempty and
connected, and α(U), ω(U) ⊂ S. Moreover, if α(U) ∩ ω(U) 6= ∅, then U is a stationary
solution of (TWE). If in addition we assume that f is regular, then α(U) and ω(U) each
consist of a single point, hence any bounded solution of (TWE) is either a rest point or a
heteroclinic orbit.
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E(a) Convergence towards a broken trajectory.
2
1 1
1 1
Z−
Y Y ′
Z+
(b) Noncompact connected component of di-
mension 2 ofM(Z−, Z+).
Figure 2: Analysis of the moduli spacesM(Z−, Z+) in the autonomous setting.
Proof: Let U ∈ W 1,2loc (R;X0, X1) be a solution of (TWE) with supt∈R ‖U(t)‖X0 < ∞.
Then there exist a, b ∈ R such that a 6 E(U(t)) 6 b for all t ∈ R. Endow Aba with the
topology inherited from W 1,2loc (R;X
0, X1). Then note that time translation s 7→ U(· + s)
defines a continuous dynamical system on Aba. The compactness results from section 3 im-
ply that the α- and ω-limit sets of any U ∈ Aba are nonempty. The dynamical system also
posesses a Lyapunov function given by L(U) = E(U(0)), with E as defined in section 2.2.1.
In light of theorem 4.3 this Lyapunov function is stricly decreasing along nonstationary tra-
jectories. Since the Lyapunov function must be constant on the limit sets, this implies that
α(U), ω(U) ⊂ Sba. Futhermore, this implies that α(U)∩ω(U) = ∅ when U is a nonstationary
solution of (TWE).
If we in addition assume that f is regular, the hyperbolicity implies that Sba is totally
disconnected. On the other hand, since α(U) and ω(U) are the limit sets of a continuous
dynamical system, they are both connected. Hence each of these limit sets must consist of
a single point.
With this settled, a standard argument shows that M̂(Z−, Z+) is compact up to broken
orbits. Roughly speaking, any sequence (Un)n ⊂ M(Z−, Z+) must have some convergent
subsequence by the results from section 3, and by lemma 7.3 the limit point must then
again belong to some moduli space M(Zi, Zj). If Zi 6= Z− or Zj 6= Z+, using the energy
functional E defined in section 2.2.1 we can then find a sequence (tn)n ⊂ R such that the
time-translated sequence (Un(tn+ ·))n converges over a subsequence towards a limit point in
yet another moduli spaceM(Zk, Zl). This iterative procedure must terminate after a finite
number of steps, since hyperbolicity implies there are only a finite number of rest points
with bounded energy. See figure 2(a), and also [43] for additional details. Note that in this
reference only gradient flows are considered, but the particular argument only relies on the
existence of a strict Lyapunov function. Summarizing, we have the following result.
Theorem 7.4:
Consider (TWE) with t-independent (f, g, c). Suppose all rest points of (TWE) are hy-
perbolic. Then the space M̂(Z−, Z+) is compact up to broken orbits, i.e., for each
([Un])n ⊂ M̂(Z−, Z+) there exists a k ∈ N0, intermediate points Z1, . . . , Zk ∈ S, a broken
orbit
([V0], [V1], . . . , [Vk−1], [Vk]) ∈ M̂(Z−, Z1)× M̂(Z1, Z2)× · · · × M̂(Zk−1, Zk)× M̂(Zk, Z+),
and a subsequence ([Unj ])j such that
[Unj ] ; ([V0], . . . , [Vk]) as j →∞.
39
See also figure 2(a).
7.3 Relating the modes of convergence
The following theorem highlights an important link between geometric convergence and the
topology inherited from P(Z−, Z+). An important consequence will be that for generic
choices of f and g one can count index 1 orbits.
Theorem 7.5:
Consider (TWE) with t-independent (f, g, c). Let Z− and Z+ be hyperbolic rest points of
(TWE), and suppose M̂(Z−, Z+) is compact up to 0-fold broken orbits. Then M̂(Z−, Z+)
is sequentially compact in the quotient topology inherited from P(Z−, Z+). In particular, if
µ(Z−)− µ(Z+) = 1, then M̂(Z−, Z+) is sequentially compact.
Proof: Without loss of generality we can assume E(Z+) < E(Z−); because otherwise ei-
ther M(Z−, Z+) = ∅ (if Z− 6= Z+) or M(Z−, Z+) = {Z−} (if Z− = Z+). Select any
([Un])n ⊂ M̂(Z−, Z+). For each n fix a representative Un of [Un]. By assumption we may
find a subsequence (U ′n)n, a sequence (tn)n ⊂ R, and a limit point V0 ∈M(z−, z+) such that
U ′n(·+tn)→ V0 inW 1,2loc (R;X0, X1) as n→∞. After replacing U ′n by U ′n(·+tn), i.e. choosing
a different representative for [U ′n], we may as well assume that U ′n → V0 in W 1,2loc (R;X0, X1)
as n→∞. To ease on notation, we shall henceforth denote the subsequence (U ′n)n by just
(Un)n.
We claim that Un(t) converges uniformly in n towards Z± as t→ ±∞, i.e.
∀ε > 0 ∃T0 > 0 ∀n ∈ N ∀t > T0 : ‖Un(t)− Z±‖X0 6 ε. (39)
Suppose for the moment that this is true. Choosing ε as small as needed, we may now apply
the exponential decay theorem 6.1 to find δ0 > 0, C > 0, and T0 > 0 such that
‖Un − V0‖W 1,2((T,T+1);X0,X1) 6 ‖Un − Z±‖W 1,2((T,T+1);X0,X1)
+ ‖V0 − Z±‖W 1,2((T,T+1);X0,X1)
6 Ce−δ0T
for all T > T0. Consequently,
‖Un − V0‖W 1,2(Rr[−T,T ];X0,X1) → 0 as T →∞, uniformly in n ∈ N.
Since we also have that Un → V0 in W 1,2loc (R;X0, X1) as n→∞, we in particular find that
for each T > 0 it holds that
‖Un − V0‖W 1,2((−T,T );X0,X1) → 0 as n→∞.
Together these estimates imply that ‖Un−V0‖W 1,2(R;X0,X1) → 0 as n→∞, so that Un → V0
in P(Z−, Z+) as n → ∞. Hence M̂(Z−, Z+) is compact in the quotient topology inherited
from P(Z−, Z+).
It remains to prove the claim (39). We will only discuss the uniform convergence towards
Z+ = (z+, 0) as t → ∞; the case for t → −∞ is obtained analogously. We shall first show
that ‖∂tun(t)‖L2(Ω) → 0 uniformly in n as t → ∞, where Un = (un, ∂tun). Assume on the
contrary that we can find a sequence (tk)k ⊂ R with tk → ∞, (nk)k ⊂ N with nk → ∞,
and ε > 0 such that
‖∂tunk(tk)‖L2(Ω) > ε for all k ∈ N. (40)
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Recall from section 3 that M(Z−, Z+) is uniformly bounded in C1b (R;X0, X1). From this
we obtain the following equicontinuity condition: there exists an M ∈ R such that∣∣∣∣‖∂tw(s)‖2L2(Ω) − ‖∂tw(t)‖2L2(Ω)∣∣∣∣ 6 ∫ s
t
∣∣∂τ‖∂tw(τ)‖2L2(Ω)∣∣dτ
= 2
∫ t
s
|〈∂2tw(τ), ∂tw(τ)〉L2(Ω)|dτ
6 2
∫ t
s
‖∂2tw(τ)‖L2(Ω)‖∂tw(τ)‖L2(Ω) dτ
6M |s− t|
for all s, t ∈ R and W = (w, ∂tw) ∈ M(Z−, Z+). Combining this with (40), we may find
δ > 0 such that
‖∂tunk(s)‖2L2(Ω) > ε2/2 whenever |tnk − s| 6 δ.
In turn, this gives
E(Unk(tk))− E(unk(tk + δ)) = −
∫ tk+δ
tk
∂τE(Unk(τ)) dτ
> c
2
∫ tk+δ
tk
‖∂tunk(τ)‖2L2(Ω) dτ
> cδε2/4 =: ε0.
Since t 7→ E(Unk(t)) is a decreasing function, this finally implies that for all k
E(Unk(tk))− E(Z+) > ε0.
But we can find s0 ∈ R such that E(V0(s0)) − E(Z+) = ε0/2, and since tk → ∞ we then
find that for k large enough
E(Unk(s0))− E(Z+) > E(Unk(tk))− E(Z+) > ε0.
However, Unk → V0 in W 1,2loc (R;X0, X1), so we in particular have E(Unk(s0)) → E(V0(s0)).
Hence the left hand side of the last inequality tends to ε0/2 as k →∞ over a subsequence,
which is impossible since ε0 > 0. This contradiction shows that ‖∂tun(t)‖L2(Ω) → 0 uni-
formly in n as t→∞.
Next, we will show that from this it also follows that ‖un(t)− z+‖H1(Ω) → 0 uniformly
in n as t→∞, thus completing the proof of (39). Suppose on the contrary that we can find
a sequence (tk)k ⊂ R with tk →∞, (nk)k ⊂ N with nk →∞, and ε > 0 such that
‖unk(tk, ·)− z+‖H1(Ω) > ε for all k ∈ N.
From section 3 we know that, after selecting a further subsequence,
Unk(tk + ·) → W = (w, ∂w) in W 1,2loc (R;X0, X1) as k → ∞. The assumed inequal-
ity ensures that w 6= z+. Yet since ‖∂tun(t)‖L2(Ω) → 0 uniformly in n as t → ∞, it holds
that ∂tw = 0. Since M(Z−, Z+) is assumed compact up to 0-fold broken orbits, we thus
must have W = Z−. Hence for any δ > 0 and s0 > 0 we can choose k large enough so that
E(Z+) < E(Z−) 6 E(Unk(tk)) +
δ
2
6 E(Unk(s0)) +
δ
2
6 E(V0(s0)) + δ.
However, E(V0(s0)) → E(Z+) as s0 → ∞. So we find that for any δ > 0 we have
E(Z+) < E(Z−) 6 E(Z+) + δ. Hence E(Z−) = E(Z+), in contradiction with the assumption
that E(Z+) < E(Z−).
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7.4 The glueing map
The following “glueing theorem” allows us to understand the structure of the boundary of
the two-dimensional moduli spaces.
Theorem 7.6:
Suppose Z0, Z1, Z2 are hyperbolic stationary solutions of (TWE), where
µ(Z0) = µ(Z1) + 1 = µ(Z2) + 2. Assume the transversality condition up to order 2 is
satisfied. Let (U, V ) ∈M(Z0, Z1)×M(Z1, Z2). Then there exists an immersion
# : [T0,∞)→M(Z0, Z2),
T 7→ U#TV,
such that [U#TV ] ; ([U ], [V ]) as T → ∞. Moreover, any sequence in M̂(Z0, Z2) which
converges geometrically towards ([U ], [V ]) eventually lies within the range of [U#V ].
The ideas in this construction are fairly standard, see e.g. [9,20,43,44]. We will only give
a sketch here. First define a pre-glueing map(
U#0TV
)
(t) :=
(
1− η
(
t
T
))
U(t+ 2T ) + η
(
t
T
)
V (t− 2T ),
where η ∈ C∞(R) is such that 0 6 η 6 1, η(t) = 0 for t 6 −1, and η(t) = 1 for t > 1. Note
that U#0TV ∈ P(Z0, Z2), and U#0TV converges geometrically towards ([U ], [V ]) as T →∞.
However, the pre-glueing is in general not a solution of (TWE), but a brief computation
yields ∥∥ΦZ0,Z2(U#0TV )∥∥L2(R;X0) → 0 as T →∞,
which suggest there must be a true solution nearby the pre-glueing. The aim is to find this
true solution using a contraction mapping argument.
Define
FT : W
1,2(R;X0, X1)→ L2(R;X0),
FT (γ) = ΦZ0,Z2(U#
0
TV + γ).
By hyperbolicity and transversality, the maps dΦZ0,Z1(U) and dΦZ1,Z2(V ) are surjective
Fredholm operators, hence they have bounded right inverses M01 and M12 respectively. We
then patch these operators together to obtain an “approximate right inverse” for dFT (0):
MT := ζ
−
T τ2TM01τ−2T ζ
−
T + ζ
+
T τ−2TM12τ2T ζ
+
T .
Here τa denotes the operator induced by time translation t 7→ t + a, and ζ±T ∈ C∞(R) is
such that ζ−T (t)
2 + ζ+T (t)
2 = 1, ζ+T (t) = 0 for t 6 −T , ζ−T (t) = ζ+T (−t), ζ±T (t) = ζ±1 (t/T ).
This is an approximate right inverse in the sense that dFT (0) ◦MT → I in L(L2(R;X0)) as
T →∞. In turn, this implies the existence of a true right inverse GT of dFT (0); in addition
the operator norm of GT can be bounded independent of T . This allows us to define a
Newton-like operator
NT : W
1,2(R;X0, X1)→ im(GT ),
NT = GT ◦
(
dFT (0)− FT
)
.
Since FT (0) → 0 as T → ∞ and the norm of GT can be bounded independent of T , this
operator turns out to be a contraction for T large enough. Consequently, there exists an
ε > 0 such that, for large T , there exists a unique γT ∈ Bε(0)∩im(GT ) such that FT (γT ) = 0.
Furthermore, one can show that ‖γT ‖W 1,2(R;X0,X1) → 0 as T →∞. Hence, if we set
U#TV := U#
0
TV + γT , (41)
then U#TV ∈M(Z0, Z2) and [U#TV ] ; ([U ], [V ]) as T →∞.
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7.5 The geometric picture
Now assume that both f and g are regular. Pick any Z−, Z+ ∈ S with µ(Z−)− µ(Z+) 6 2.
SupposeM(Z−, Z+) 6= ∅, and pick U ∈M(Z−, Z+). Then
µ(Z−)− µ(Z+) = dim ker(dΦZ−,Z+(U)) > 0.
Hence transversality implies that the Morse index can never increase along orbits.
We now combine the various results from this chapter to get a detailed picture of geo-
metric properties of the trajectory spaces. We present this in the following list.
µ(Z−) = µ(Z+). Assume thatM(Z−, Z+) 6= ∅. In this caseM(Z−, Z+) is a 0-dimensional
manifold, i.e. a discrete set. If U ∈M(Z−, Z+), then s 7→ U(s+ ·) defines a continuous
curve in M(Z−, Z+). This curve has to be constant since M(Z−, Z+) is discrete.
Hence U is t-independent, and since U(t) → Z± as t → ±∞, we find that Z− = Z+.
We conclude that the space of index 0 trajectoriesM(Z−, Z+) is a finite set.
µ(Z−) = µ(Z+) + 1. Let ([Un])n ⊂ M̂(Z−, Z+) and suppose that [Un] ; ([V0], . . . , [Vk]), a
k-fold broken orbit. Since the index can never increase along orbits, we find that all
except one of the Vj ’s is of index 0. But as we just saw, index 0 orbits are stationary
solutions, hence all but one of the Vj ’s equal either Z− or Z+. So ([Un])n converges
geometrically to a 0-fold broken orbit, i.e. an element of M̂(Z−, Z+) itself. From this
and theorem 7.4 we deduce that M̂(Z−, Z+) is compact up to 0-fold broken orbits.
We then conclude from theorem 7.5 that M̂(Z−, Z+) is sequentially compact in the
quotient topology. We also know that M̂(Z−, Z+) is a 0-dimensional manifold with
this quotient topology. Consequently M̂(Z−, Z+) is a finite set. This means that
modulo time shifts,M(Z−, Z+) consists of finitely many trajectories.
µ(Z−) = µ(Z+) + 2. Let O be a connected component of M(Z−, Z+). Arguing as above,
we find that O is either compact up to 0-fold broken orbits, or compact up to 1-fold
broken orbits.
We can also study Ô := O/R, the 1-dimensional manifold obtained by dividing out
the time shifts. SinceM(Z−, Z+) is obtained as a regular level 0 set via the implicit
function theorem, it is a manifold without boundary. Therefore also O and hence Ô
are manifolds without boundary. It follows from the classification of 1-dimensional
spaces that Ô is homeomorphic to either S1 or (0, 1). The former corresponds to the
case where Ô is compact up to 0-fold broken orbits. In the latter case, we obtain
a 1-parameter family ([Us])s∈(0,1) ⊂ Ô such that [Us] ; ([V −0 ], [V −1 ]) as s ↓ 0 and
[Us] ; ([V
+
0 ], [V
+
1 ]) as s ↑ 1. These broken orbits ([V −0 ], [V −1 ]) and ([V +0 ], [V +1 ]) are
distinct, otherwise we would have two sequences which are separated by open sets, yet
converging geometrically to the same 1-fold broken trajectory. However, the latter is
impossible in light of the glueing theorem. See figure 2(b) for a schematic depiction of
this situation.
Remark 7.7:
In this section we analyzed the geometry of (the compactification of) the moduli spaces in
the autonomous case. We now indicate how this analysis can be adapted to the nonau-
tonomous case. The main technical difference is that one needs the compactness estimates
for the nonautonomous case, as given in section 3. The other difference is the lack of trans-
lational invariance of (TWE). In this case we can therefore only use the classification of
1-dimensional manifolds when the index difference is µ(Z−) − µ(Z+) = 1. What one ob-
tains is, much the same as in the autonomous setting, that any connected component of
M(Z−, Z+) is either compact, or can be compactified by two pairs of broken trajectories.
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Figure 3: Geometric closures of index 1 connected component ofM(Z−, Z+) in the nonau-
tonomous setting. Double arrow heads indicate autonomous trajectories, single arrow heads
indicate nonautonomous trajectories, numbers indicate their indices.
Here, a nonautonomous trajectory can break into either one of the following (using notation
as in hypothesis (n2))
• a concatenation of an index 0 nonautonomous trajectory corresponding to (f, g, c),
and an index 1 autonomous trajectory corresponding to (f+, g+, c+), or
• a concatenation of an index 1 autonomous trajectory corresponding to (f−, g−, c−),
and an index 0 nonautonomous trajectory corresponding to (f, g, c).
Hence, accounting for multiplicity, there are three possible boundaries for any noncompact
connected component of M(Z−, Z+) when µ(Z−) − µ(Z+) = 1, see figure 3, and [43] for
more detail. 2
8 Generic properties
In this section we show that for generic choices of f and g, all rest points are hyperbolic
and connecting orbits up to order m− 1 are transversal. In other words, we will show that
regular f and g are generic. Thus, the results from the preceding sections apply in generic
cases.
8.1 Hyperbolicity
As already indicated, hyperbolicity of all rest points of (TWE) can always be achieved by
perturbing the nonlinearity f . We shall now first construct a space from which our generic
perturbations of the nonlinearity can be chosen. Since we will apply the Sard-Smale theorem
to a map defined on this space, it must be constructed in such a way that it is a Banach
manifold.
Given m ∈ N, let Cm0 (Ω × R) consist of those functions ϕ0 ∈ Cmb (Ω × R) such that
limu→±∞ ϕ0(x, u) = 0 uniformly in x ∈ Ω, and ϕ0|∂Ω×R = 0. Equipped with the norm
inherited from Cmb (Ω×R), this becomes a separable Banach space. Now let Fm consist of
those functions ϕ of the form
ϕ(x, u) = e−|u|
2
ϕ0(x, u), where ϕ0 ∈ Cm0 (Ω×R).
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Define a norm on Fm by setting ‖ϕ‖Fm := ‖ϕ0‖Cmb . As such, Fm is isometric to Cm0 (Ω×R),
hence Fm is a separable Banach space. Note that the rapid decay of ϕ ∈ Fm implies that
f + ϕ satisfies hypotheses (f1)–(f3) whenever f does.
Recall that a subset of a topological space is called residual if it can be written as the
countable intersection of open and dense subsets. Since Fm is a Baire space, any residual
subset of Fm is also dense in Fm.
Theorem 8.1:
Fix a nonlinearity f ∈ Cm(Ω × R), with m > 1, satisfying hypotheses (f1)–(f3). Then
there exists a residual set Fmreg ⊂ Fm such that for each ϕ ∈ Fmreg equation (TWE) with the
perturbed nonlinearity f + ϕ has only hyperbolic rest points.
Proof: Given a nonlinearity f , for notational convenience we will write Af instead of Af,g,c
(the construction of Fmreg will in fact be independent of g and c). Consider the map
Ψ : Fm ×X1 → X0,
Ψ(ϕ,Z) = Af+ϕ(Z).
Note that this Ψ is of class Cm.
We claim that 0 is a regular value of Ψ, i.e. for any (ψ,Z) ∈ Ψ−1(0) the linear operator
dΨ(ψ,Z) ∈ L(Fm × X1, X0) has a continuous right inverse. Assume without loss of gen-
erality that Ψ−1(0) 6= ∅, and pick any (ϕ,Z) ∈ Ψ−1(0). For any (ψ,W ) ∈ Fm × X1, one
has
dΨ(ϕ,Z)(ψ,W ) = dAf+ϕ(Z)W +B(Z)ψ,
where
B(Z)ψ(x) =
(
0
ψ(x, z(x))
)
, where Z = (z, 0).
Note that by the Rellich-Kondrachov theorem the operator dAf+ϕ(Z) is a compact
perturbation of (u, v) 7→ (−v,∆u) ∈ L(X1C, X0C). The latter is Fredholm of index 0, hence
dAf+ϕ(Z) is also Fredholm of index 0. Hence dΨ(ϕ,Z) is the direct sum of a Fredholm
map and a bounded map, therefore the existence of a bounded right inverse will follow from
surjectivity of dΨ(ϕ,Z).
Note that im dΨ(ϕ,Z) ⊃ im dAf+ϕ(Z) is finite codimensional, and consequently dΦ(ψ, z)
has closed range. It thus suffices to see that im dΨ(ϕ,Z) is dense in X0. For this, we
note that by the compactness results from section 3 the function z is continuous and uni-
formly bounded. Thus with ψ defined by ψ(x, u) = ξ(x)η(u), where we choose ξ ∈ C∞c (Ω)
and η ∈ C∞c (R) with η(u) = 1 on supp(z), it follows that B(Z)ψ = (0, ξ). Hence
{0} × C∞c (Ω) ⊂ im dΨ(ϕ,Z). Also, because of the shape of dAf+ϕ(Z), there exists a sub-
space E ⊂ L2(Ω) such that H1B(Ω)× E ⊂ im dΨ(ϕ,Z). From this we see that im dΨ(ϕ,Z)
is dense in X0, thus showing that 0 is a regular value of Ψ.
Let Z ∈ S(f + ϕ) be a stationary solution of (TWE) with nonlinearity f + ϕ. We
claim that dAf+ϕ(Z) is surjective precisely when Z is a hyperbolic solution of (TWE).
Indeed, for any µ ∈ C it follows by the Rellich-Kondrachov theorem that dAf+ϕ(Z)− µ is
a compact perturbation of dAf+ϕ(Z), hence Fredholm of index 0. Therefore the spectrum
of dAf+ϕ(Z) consists solely of eigenvalues. Consequently, µ ∈ σ(dAf+ϕ(Z)) if and only if
µ2 − cµ ∈ σp(P ), where P = ∆ + fu(x, z) + ϕu(x, z) as an unbounded operator on L2(Ω)C
with domain D(P ) = H2B(Ω)C. As such P is symmetric, hence it has real-valued point
spectrum; i.e. σp(P ) ⊂ R. If µ = iλ ∈ iR r {0}, then µ2 − cµ 6∈ R, thus proving that
iRr {0} ∩ σ(dA(Z)) = ∅. From this the claim follows.
Now let Fmreg consist of those ϕ ∈ Fm for which 0 is a regular value of Ψ(ϕ, ·). We will now
argue that Fmreg is residual in Fm. By the implicit function theorem, Z := Ψ−1(0) is a Cm
manifold. Let pi : Z → Fm be the restriction to Z of the projection Pr1 : Fm ×X1 → Fm,
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i.e. pi = Pr1|Ψ−1(0), and note that this is a Cm map. Moreover note that ϕ is a regular
value of pi = Pr1|Ψ−1(0) if and only if 0 is a regular value of Ψ(ϕ, ·) = Ψ|Pr−11 (ϕ). Pick any
ϕ ∈ Fm, and note that ϕ is a regular value of Pr1. The linearization of Ψ|Pr−11 (ϕ) = Ψ(ϕ, ·)
around Z equals dAf+ϕ(Z), hence the former map is Fredholm of index 0. Then also pi is
Fredholm of index 0. Consequently, the Sard-Smale theorem [45] implies that the regular
values of pi are residual in Fm, thus proving the claim.
8.2 Transversality
We will show here that there is an abundance of g for which the transversality condition up
to order m − 1 is satisfied. To do so we must first introduce a separable Banach manifold
Gm(c) from which our perturbations g can be chosen.
The following lemma indicates how we can build localized perturbations g. We stress
that the proof of the lemma relies heavily on the unique continuation theorem (theorem
4.3).
Lemma 8.2:
Fix any ψ ∈ C∞c (R) with
∫∞
0
ψ(t) dt 6= 0. Suppose f is of class C4 and suppose hypothesis
(f1)–(f3) are satisfied. Let U be a non-stationary bounded solution of (TWE). For any
ε > 0 and t∗ ∈ R, define Λε ∈ C1b (R) by
Λε(t) := ε
−1ψ
(
ε−1‖U(t)− U(t∗)‖X0
)
.
Set C := 2‖∂tU(t∗)‖−1X0
∫∞
0
ψ(t) dt. Then for any χ ∈ C0(R) one has
lim
ε→0
C−1
∫
R
χ(t)Λε(t) dt = χ(t∗).
Proof: Let a > 0 be such that supp(ψ) ⊂ [−a, a]. Given ε > 0, consider the function
ξ+ε : [t∗,∞)→ [0,∞), defined by ξ+ε (t) := ε−1‖U(t)− U(t∗)‖X0 . Note that, for t ∈ (t∗,∞),
d
dt
ξ+ε (t) =
1
ε
〈∂tU(t), U(t)− U(t∗)〉X0
‖U(t)− U(t∗)‖X0 ,
where 〈·, ·〉X0 denotes the Hilbert space inner product on X0. We claim that there exists
δ > 0 and ε0 > 0 such that
(1)
d
dt
ξ+ε (t) > 0 for t ∈ (t∗, t∗ + δ) and 0 < ε 6 ε0, and
(2) ξ+ε (t) > a for any t ∈ [t∗ + δ,∞) and 0 < ε 6 ε0.
To see why (1) holds, note that
d
dt
ξ+ε (t) =
1
ε
〈
∂tU(t),
U(t)− U(t∗)
t− t∗
〉
X0∥∥∥∥U(t)− U(t∗)t− t∗
∥∥∥∥
X0
→ 1
ε
‖∂tU(t∗)‖X0 as t ↓ t∗.
Since U is assumed to be non-stationary, the unique continuation theorem 4.3 (here we use
that f is C4) ensures that ‖∂tU(t∗)‖X0 > 0. Hence, by continuity, there must exist a δ > 0
such that claim (1) holds (with any ε > 0).
We will now consider claim (2). Let δ > 0 be as in the preceding paragraph, and suppose
an ε0 such that claim (2) holds does not exist. Then we would be able to find sequences
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(tn)n ⊂ [t∗ + δ,∞) and (εn)n ⊂ (0,∞) with εn → 0 as n→∞, such that ξ+εn(tn) < a for all
n. Hence ‖U(tn)− U(t∗)‖X0 < aεn → 0 as n→∞.
We claim that the sequence (tn)n is convergent, with limn→∞ tn = t∗. This is obviously
in contradiction with the construction of the sequence, hence this will prove claim (2). To
see why tn → t∗ as n → ∞, we first note that (tn)n must be bounded. Indeed, since we
assume U to be bounded, lemma 7.3 implies that it is a connecting orbit. Hence if we could
find an unbounded subsequence (t′n)n of (tn)n, then U(t′n)→ Z ∈ S(f). But by assumption
U(tn) → U(t∗), hence U(t∗) = Z. The unique continuation theorem 4.3 would then imply
that U(t) = Z for all t ∈ R, which contradicts our assumption that U is non-stationary. We
have thus proved that (tn)n is bounded. Given any subsequence, select a further subsequence
(t′n)n which is convergent, say t′n → t∞ ∈ R. Then U(t∞) = limn→∞ U(t′n) = U(t∗), hence
if t∞ 6= t∗ the unique continuation theorem 4.3 would imply that U is periodic. However,
such behaviour is excluded by the gradient-like structure of (TWE). Hence t∞ = t∗, which
proves that (tn)n is convergent, with limn→∞ tn = t∗. This proves claim (2).
The implicit function theorem now ensures the existence of a family of maps
t+ε : [0, a) → [t∗, t∗ + δ) (with 0 < ε 6 ε0), which restrict to C1 diffeomorphisms from
(0, a) onto their image, such that
ξ+ε ◦ t+ε = id[0,a),(
t+ε
)−1
(t∗) = 0,
and
ξ+ε
(
[t∗,∞)r t+ε ([0, a))
) ∩ [0, a) = ∅.
Furthermore, since ξ+ε (t) → ∞ as ε → 0 when t 6= t∗, and ξ+ε (t∗) = 0, it follows that
t+ε (s) ↓ t∗ as ε→ 0.
Similarly, we define the family of maps ξ−ε : (−∞, t∗] → [0,∞) by
ξ−ε (t) := ε
−1‖U(t) − U(t∗)‖X0 . The same argument as above then proves the existence
of a family t−ε : [0, a)→ (−∞, t∗] with the same properties as the maps t+ε .
At this point we are prepared to compute the limit of Λε as ε→ 0. Fix any χ ∈ C0(R).
Then, since Λε(t) = 0 for t 6∈ t−ε ([0, a)) ∪ t+ε ([0, a)), one has∫
R
χ(t)Λε(t) dt =
∫
Rr{0}
χ(t)Λε(t) dt =
∫
t−ε ((0,a))
χ(t)Λε(t) dt+
∫
t+ε ((0,a))
χ(t)Λε(t) dt
=
∫ a
0
χ(t−ε (s))Λε(t
−
ε (s))
dt−ε (s)
ds
ds+
∫ a
0
χ(t+ε (s))Λε(t
+
ε (s))
dt+ε (s)
ds
ds.
Consider for example the last integral. Filling in the definition of Λε gives∫ a
0
χ(t+ε (s))Λε(t
+
ε (s))
dt+ε (s)
ds
ds =
∫ a
0
χ(t+ε (s))ψ(s)
‖U(t+ε (s))− U(t∗)‖X0
〈∂tU(t∗), U(t+ε (s))− U(t∗)〉X0
ds.
Since t+ε (s) ↓ t∗ as ε→ 0, we have
χ(t+ε (s))→ χ(t∗)
as ε→ 0, and
‖U(t+ε (s))− U(t∗)‖X0
〈∂tU(t∗), U(t+ε (s))− U(t∗)〉X0
=
∥∥∥∥U(t+ε (s))− U(t∗)t+ε (s)− t∗
∥∥∥∥
X0〈
∂tU(t∗),
U(t+ε (s))− U(t∗)
t+ε (s)− t∗
〉
X0
→ ‖∂tU(t∗)‖−1X0
47
as ε→ 0. Using the dominated convergence theorem it follows that∫ a
0
χ(t+ε (s))Λε(t
+
ε (s))
dt+ε (s)
ds
ds→ C
2
χ(t∗) as ε→ 0.
Similarly, we find that∫ a
0
χ(t−ε (s))Λε(t
−
ε (s))
dt−ε (s)
ds
ds→ C
2
χ(t∗) as ε→ 0.
This concludes the proof of the lemma.
Let G˜m consist of all g ∈ Cmb (Ω × X0) which vanish on X0S := Ω × (H1B(Ω) × {0}).
Equipped with the Cmb (Ω × X0)-norm G˜m becomes a Banach space. We now construct a
suitable separable subspace of G˜m. Fix ψ ∈ C∞c (R) as in lemma 8.2. Consider g ∈ G˜m of
the form
g(x, U) = ϕ(x)ψ
(
1
ε
‖U − U0‖X0
)
, (42)
where ϕ ∈ C∞(Ω), U0 ∈ X0rX0S , and ε > 0 is sufficiently small (depending on U0). Denote
by Gm the smallest closed subspace of G˜m which contains all maps of this form. Since
Cmb (Ω), R, and X
0 are all separable, and the map
Cmb (Ω)×R×X0 → G˜m,
(ϕ, ε, U0) 7→ g
is continous, the space Gm is a separable Banach space.
Now let Gm(c) consist of those g ∈ Gm for which
sup
x∈Ω, u∈H1B(Ω)
|g(x, u, v)| < c
2
√
Vol(Ω)
‖v‖L2(Ω) whenever v 6= 0.
Note that Gm(c) is an open subspace of Gm. Also remark that any g ∈ Gm(c) satisfies
hypotheses (g1)–(g3).
Theorem 8.3:
Let f be of class Cm withm > 4 and suppose hypotheses (f1)–(f3) are satisfied. Furthermore,
assume that each stationary solution of (TWE) is hyperbolic. Then there exists a residual
set Gmreg ⊂ Gm(c) such that for any g ∈ Gmreg the transversality condition up to order m − 1
is satisfied.
Proof: Fix Z−, Z+ ∈ S with µ(Z−)− µ(Z+) 6 m− 1, and consider the map
ΨZ−,Z+ : Gm(c)× P(Z−, Z+)→ L2(R;X0),
ΨZ−,Z+(g, U) = ∂tU +Af,g,c(U).
Here P(Z−, Z+) is the affine space defined in section 7. With the aid of theorem 3.6 we see
that ΨZ−,Z+ is of class Cm in a neighbourhood of Ψ
−1
Z−,Z+(0).
We will argue that 0 is a regular value of ΨZ−,Z+ . Assume without loss of generality
that Ψ−1Z−,Z+(0) 6= ∅, and pick any (g, U) ∈ Ψ−1Z−,Z+(0). Then
dΨZ−,Z+(g, U)(γ, V ) = d2ΨZ−,Z+(g, U)V +B(U)γ,
where B(U) ∈ L(Gm, L2(R;X0)) is given by
B(U)γ =
(
0
γ(·, U)
)
.
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We know from section 5 that d2ΨZ−,Z+(g, U) ∈ L(W 1,2(R;X0, X1), L2(R;X0)) is Fredholm
of index µ(Z−) − µ(Z+). Therefore dΨZ−,Z+(g, U) has a bounded right inverse as soon
as it is surjective. Furthermore, im dΨZ−,Z+(g, U) is finite codimensional hence closed in
L2(R;X0). So it suffices to check that im dΨZ−,Z+(g, U) is dense in L2(R;X0).
Select any (ξ1, ξ2) ∈ (im dΨZ−,Z+(g, U))⊥. Then〈(
ξ1
ξ2
)
,d2ΨZ−,Z+(g, U)V
〉
L2(R;X0)
= 0 for all V ∈W 1,2(R;X0, X1), (43)〈(
ξ1
ξ2
)
, B(U)γ
〉
L2(R;X0)
= 0 for all γ ∈ Gm. (44)
Set ξ∗1(t) := 〈ξ1(t), ·〉H1B(Ω) and ξ∗2(t) := 〈ξ2(t), ·〉L2(Ω), so that ξ∗1 ∈ L2(R;H1B(Ω)∗) and
ξ∗2 ∈ L2(R;L2(Ω)∗). Combining equation (43) with the regularity results from [39] show
that
(ξ∗1 , ξ
∗
2) ∈W 1,2(R;H2B(Ω)∗ ×H1B(Ω)∗, H1B(Ω)∗ × L2(Ω)∗)
and
(ξ∗1 , ξ
∗
2) ∈ ker
(− ∂t + dAf,g,c(U)∗),
which means that {
−∂tξ∗1 + ∆∗ξ∗2 + f ′(·, u)∗ξ∗2 + ∂1g(·, U)∗ξ∗2 = 0
−∂tξ∗2 − ξ∗1 − cξ∗2 + ∂2g(·, U)∗ξ∗2 = 0.
(45)
Here the adjoints are to be considered as the dual operators of bounded
operators between Banach spaces, where ∆ : H2B(Ω) → L2(Ω),
f ′(·, u) : H1B(Ω) → L2(Ω), ∂1g(·, (u, v)) =
∂g(·, (u, v))
∂u
: H1B(Ω) → L2(Ω), and
∂2g(·, (u, v)) = ∂g(·, (u, v))
∂v
: L2(Ω)→ L2(Ω). We shall be using this observation later on.
Equation (44) implies that for all γ ∈ Gm it holds that∫
R
∫
Ω
γ(x, U(t))ξ2(t, x) dx dt = 0.
In particular, consider γ = γε of the form
γε(x, V ) := ϕ(x)ψ
(
1
ε
‖V − U(t0)‖X0
)
,
where t0 ∈ R, and ϕ ∈ C∞c (Ω), and ψ is as in (42). Since ξ∗2 ∈W 1,2(R;H1B(Ω)∗, L2(Ω)∗) it
follows that ξ∗2 ∈ C0b (R;L2(Ω)∗), hence the map
t 7→
∫
Ω
ϕ(x)ξ2(t, x) dx
is continuous. By lemma 8.2
0 = lim
ε→0
ε−1
∫
R
∫
Ω
γε(x, U(t))ξ2(t, x) dxdt =
2
∫ ∞
0
ψ(s) ds
‖∂tU(t0)‖X0
∫
Ω
ϕ(x)ξ2(t0, x) dx.
This holds for all t0 ∈ R and ϕ ∈ C∞c (Ω), hence ξ2 = 0. Consequently, equation (45)
implies that ξ1 = 0 as well. This shows that (im dΨZ−,Z+(g, U))⊥ = {0}, hence E is dense
in L2(R, X0), as desired.
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By the implicit function theorem the regular level set Z := Ψ−1Z−,Z+(0) is a Cm smooth
submanifold of Gm(c)×P(Z−, Z+). The projection pi : Z → Gm(c) is Cm smooth and Fred-
holm of index ind(pi) = µ(Z−)− µ(Z+) 6 m− 1. Applying the Sard-Smale theorem [45] to
this map (here we use thatm > max{0, ind(pi)}+1) and using a transversality argument sim-
ilar to the one in the proof of theorem 8.1 we find a residual subset Gmreg(c;Z−, Z+) ⊂ Gm(c)
such that for each g ∈ Gmreg(c;Z−, Z+) orbits connecting Z− and Z+ are transversal. Now
set
Gmreg(c) :=
⋂
Z−,Z+∈S
µ(Z−)−µ(Z+)6m−1
Gmreg(c;Z−, Z+).
By the compactness results from section 3 and hyperbolicity of the rest points, this is a
countable intersection, hence Gmreg(c) is residual.
9 The travelling wave homology
9.1 The homology for generic perturbations
Given N ⊂ X0, denote by BInv(N ; f, g, c) the set of all points U(t) ∈ X0, with t ∈ R,
where U is a solution of (TWE) for which U(t) ∈ N for all t ∈ R, and for which
supt∈R ‖U(t)‖X0 < ∞. We will call BInv(N ; f, g, c) the bounded invariant set of N . In
light of lemma 7.3, if f is a regular nonlinearity the set BInv(N ; f, g, c) will consists solely
of stationary solutions and connecting orbits. The set N shall be called an isolating neigh-
bourhood if
(1) N is closed in X0,
(2) BInv(N ; f, g, c) ⊂ intN , i.e. N isolates the rest points and connecting orbits.
Note that our definition of an isolating neighbourhood differs from the usual one since we
allow N to be unbounded. Let S(N, f) := S(f) ∩ N , and given a normalized Morse index
µ, define
Sk(N, f) := {Z ∈ S(N, f) : µf (Z) = k} .
An isolating neighbourhood N shall be called finitely generating provided that for each
k ∈ Z, the set Sk(N, f) is finite. Note that this notion is independent of the chosen normal-
ized Morse index µ.
The chain complex will depend on the choices of a finitely generating isolating neigh-
bourhood N , a triplet (f, g, c) satisfying hypotheses (f1)–(f3) and (g1)–(g3) and for which f
and g are both regular (henceforth (f, g, c) shall also be called a regular triplet), the chosen
boundary data B, and the chosen normalized Morse index µ. Assume f and g are at least
C4 smooth; this ensures that all the results from preceding sections can be applied in this
setting.
Define the graded Z2-module
C :=
⊕
n∈Z
Cn, where Cn :=
⊕
X∈Sn(N,f)
Z2〈X〉.
Since the chain groups Cn are finitely generated, we can define a homomorphism
∂n : Cn → Cn−1 by declaring its action on the generators of Cn as follows: for each
X ∈ Sn(N, f), we set
∂nX :=
∑
Y ∈Sn−1(N,f)
i(X,Y )Y,
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where
i(X,Y ) := #
{
[U ] ∈ M̂(X,Y ) : U(t) ∈ N for all t ∈ R
}
(mod 2).
From section 7 we know that M̂(X,Y ) is a finite collection, hence the number i(X,Y ) is
well-defined. The sum in the definition of ∂n is always finite since N is finitely generating.
We now arrive at one of our main theorem.
Theorem 9.1:
One has ∂n ◦ ∂n+1 = 0, and consequently,
HTWn(N, f, g, c) := Hn(C∗, ∂∗) =
ker ∂n
im ∂n+1
is well-defined.
Proof: The homomorphism ∂n◦∂n+1 counts (modulo 2) the 1-fold broken orbits, consisting
of two index 1 orbits, which are entirely contained in N . We have seen that 1-fold broken
orbits consisting of two index 1 orbits are always the limit of a 1-parameter family of index
2 orbits, and therefore always appear in pairs. Since N is an isolating neighbourhood, 1-
parameter families of solutions with fixed endpoints are trapped by N , hence pairs of 1-fold
broken orbits are also trapped by N . Since all counting is done modulo 2, it follows that
∂n ◦ ∂n+1 ≡ 0.
We will call HTW∗(N, f, g, c) the travelling wave homology.
9.2 Invariance
We now want to study what happens to the chain complex and the homology if we perturb
N , f , g, or c. First we introduce conditions under which perturbations of N do not change
the homology. We will then show that the homology is independent of the choice of g, thus
allowing the definition of HTW∗(N, f, c). Finally, we give criteria under which a homotopy
t 7→ (ft, ct) induces an isomorphism on the level of homology.
9.2.1 Perturbing N
Let N , f , g, and c satisfy the same conditions as in the previous section. Clearly the
construction of the homology does not depend explicitly on N , but only on BInv(N ; f, g, c).
Hence if N˜ is another isolating neighbourhood such that BInv(N ; f, g, c) = BInv(N˜ ; f, g, c),
then HTW∗(N˜ , f, g, c) is well-defined and HTW∗(N, f, g, c) = HTW∗(N˜ , f, g, c).
9.2.2 Independence of g
Begin by fixing a regular nonlinearity f which satisfies hypotheses (f1)–(f3). Also fix c > 0.
Assume N ⊂ X0 is a finitely generating isolating neighbourhood for (f, 0, c). Since N is
finitely generating, the set
Ef (S(N, f)) =
⋃
k∈Z
Ef (Sk(N, f))
is countable, hence the set of regular energy levels
Ereg(N, f) := Rr Ef (S(N, f))
is dense in R. Then, for each E ∈ Ereg(N, f), the set
NE := N ∩ E−1f ((−∞, E])
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is also a finitely generating isolating neighbourhood for (f, 0, c).
Recall from section 8 the definition of the space Gm(c). Denote by B(δ) the set of those
g ∈ Gm(c) for which ‖g‖Cmb (Ω×X0) < δ. The following lemma now guarantees that NE
remains an isolating neighbourhood when we consider small perturbations in g.
Lemma 9.2:
Let N , f , and c be as described above. Then for each E ∈ Ereg(N, f) there exists δE > 0
such that the following is true: for any curve t 7→ gt with values in B(δE) which is constant on
(−∞,−1) and on (1,∞), the set NE is an isolating neighbourhood for the nonautonomous
equation (TWE) associated with (f, gt, c).
Proof: Suppose the claim is false. Then one could find a E ∈ Ereg(N, f), a sequence (δn)n
with limn→∞ δn = 0, and a sequence of curves t 7→ gnt with values in B(δn) which are
constant for t ∈ (−∞,−1) and for t ∈ (1,∞), such that the following holds: for each n there
is a bounded solution Un to the nonautonomous equation associated to (f, gnt , c) such that
Un(t) ∈ NE for all t ∈ R, but Un(tn) ∈ ∂NE for a certain tn.
Combining lemmata 3.7 and 7.3 it follows that there exists an M > E such that
|Ef (Un(t))| 6 M for all n ∈ N and t ∈ R. As discussed in remark 3.2 one then finds
that Un(·+ tn) converges in W 1,2loc (R;X0, X1) over a subsequence to a bounded solution U
of the autonomous equation associated with (f, 0, c). This solution is entirely contained in
NE , but U(0) ∈ ∂NE . Since E was chosen to be a regular energy level, this contradicts the
assumption that N is an isolating neighbourhood for (TWE) with (f, 0, c).
Let us fix, for the moment, a value E ∈ Ereg(N, f) and a corresponding δE > 0 as
dictated by lemma 9.2. Since B(δE) is open in Gm(c), it follows from theorem 8.3 that
the collection Breg(δE) of regular g ∈ B(δE) is dense in B(δE). For each g ∈ Breg(δE),
the triplet (f, g, c) is regular, and NE is a finitely generating isolating neighbourhood for
(f, g, c). Hence, the homology HTW∗(NE , f, g, c) is well-defined.
The isomorphism induced by homotopies of g. Let λ 7→ gλ be a smooth homotopy
between regular endpoints in B(δE), i.e. λ 7→ gλ ∈ C∞([0, 1],B(δE)) and g0, g1 ∈ Breg(δE).
After choosing a suitable reparameterization t 7→ λ(t), we obtain a curve t 7→ gλ(t) which
satisfies hypotheses (n1)–(n3). Henceforth we shall write gt instead of gλ(t).
Denote by Ck the k-th chain group associated with f and the isolating neighbourhood
NE . Define a homomorphism
ψ1,0k : Ck → Ck,
by defining it on a generator X0 of Ck to be
ψ1,0k (X0) =
∑
X1∈Sk(N,f)
i1,0(X0, X1)X1.
Here i1,0(X0, X1) counts (modulo 2) the number of heteroclinic orbits U of the nonau-
tonomous equation (TWE) associated with (f, gt, c), with U(t) ∈ N for all t ∈ R, and
limt→−∞ U(t) = X0, and limt→∞ U(t) = X1.
Lemma 9.3:
The map ψ1,0k is well-defined and satisfies
∂k(N
E , f, g1, c) ◦ ψ1,0k = ψ1,0k−1 ◦ ∂k(NE , f, g0, c), (46)
where ∂k(NE , f, gi, c) : Ck → Ck−1 denotes the boundary operator associated with the
chosen quadruple (NE , f, gi, c).
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Proof: By lemma 3.7 and since N is finitely generating we know that the sum appearing
in the definition of ψ1,0k is finite. The fact that i
1,0(X0, X1) itself is well-defined relies on
the compactness results we have obtained for the nonautonomous equation, together with
a detailed analysis of the manifold structure of the moduli space. For this one first has to
repeat the analysis from section 7 for the nonautonomous equation. We refer to remark 7.7
and note that the essential ingredients are compactness, transversality, and glueing for the
nonautonomous equation, together with the fact that NE is an isolating neighbourhood for
the dynamics.
The fact that (46) holds follows entirely out of the geometry of the moduli space of index
1 nonautonomous solutions. See figure 3 towards the end of section 7, but also [43]. The
case depicted in figure 3(a), corresponding solely to the term ∂k(NE , f, g1, c)◦ψ1,0k in the left
hand side of (46), results in no net contribution as we count with Z2 coefficients. Likewise,
the situation described by figure 3(b) corresponds solely to the right hand side of (46) and
has no net contribution. The last case, depicted in figure 3(c), yields the identity (46).
Note that lemma 9.3 implies that ψ1,0k induces a homomorphism Ψ
1,0
k on the homology
groups. To verify that Ψ1,0k is indeed an isomorphism, independence of the chosen homotopy
gλ has to be checked. To do so, one choses a 2-parameter family gλ,µ ∈ B(δE), and considers
the parameter dependent moduli spaceMµ(Z−, Z+), consisting of pairs
(µ∗, Uµ∗) ∈Mµ(Z−, Z+),
where Uµ∗ belongs to the moduli spaceM(Z−, Z+) for the nonautonomous equation (TWE)
corresponding to (f, gλ(t),µ∗ , c). The analysis of this parameter dependent moduli space is
much the same as the work in section 7, with the exception that there are more cases to
distinguish in the compactification. We refer to [43] for a concise description, the conclusion
of which is that on the level of homology the homomorphism Ψ1,0k is independent of the
chosen homotopy gλ. Combined with a glueing argument, this yields the relation
Ψ2,0k = Ψ
2,1
k ◦Ψ1,0k ,
which in particular shows that Ψ1,0k is an isomorphism. We summarize this discussion in the
following theorem.
Theorem 9.4:
Given g0, g1 ∈ Breg(δE), the homomorphism Ψ1,0∗ : HTW∗(NE , f, g0, c)→ HTW∗(NE , f, g1, c)
is independent of the choice of homotopy λ 7→ gλ between g0 and g1. Furthermore,
(1) if g0 = g1, then Ψ
1,0
∗ is the identity, and
(2) for any three g0, g1, g2 ∈ Breg(δE) one has Ψ2,0∗ = Ψ2,1∗ ◦Ψ1,0∗ .
In particular, Ψ1,0∗ is an isomorphism.
We will refer to this isomorphism as the canonical isomorphism between HTW∗(NE , f, g0, c)
and HTW∗(NE , f, g1, c).
The limit as E →∞ and g → 0. For each k ∈ Z, define
Ecrit(k) := max {Ef (X) : X ∈ Sk(N, f) ∪ Sk+1(N, f)} .
The maximum is attained since N is finitely generating. Pick regular energy levels
E0 > Ecrit(k) and E1 > Ecrit(k), and let g ∈ Breg(min{δE0 , δE1}). Let U be a con-
necting orbit of (TWE) associated with (f, g, c), with limt→−∞ U(t) = X where X is a
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rest point with index µf (X) = k + 1 or µf (X) = k. Then Ef (U(t)) 6 Ecrit(k) for all
t ∈ R, hence if U is trapped by NE0 then it is also trapped by NE1 , and vice versa. Thus
∂k(N
E0 , f, g, c) = ∂k(N
E1 , f, g, c) and ∂k+1(NE0 , f, g, c) = ∂k+1(NE1 , f, g, c). Hence there
is a canonical isomorphism
HTWk(N
E0 , f, g, c) ∼= HTWk(NE1 , f, g, c), for g ∈ Breg(min{δE0 , δE1}).
For any two g˜0, g˜1 ∈ Breg(min{δE0 , δE1}), the following diagram commutes:
HTWk(N
E0 , f, g0, c)
HTWk(N
E0 , f, g˜0, c) HTWk(N
E0 , f, g˜1, c)
HTWk(N
E1 , f, g˜0, c) HTWk(N
E1 , f, g˜1, c)
HTWk(N
E1 , f, g1, c)
Here each of the arrows denote one of the canonical isomorphisms. It follows that the iso-
morphism between HTWk(NE0 , f, g0, c) and HTWk(NE1 , f, g1, c), which is defined via the
commuting diagram, is independent of the intermediate point g˜0. Denote this isomorphism
by Φ(E1,g1),(E0,g1)k .
Thus HTWk(NE , f, g, c) is independent, up to a canonical isomorphism, of E and g,
as E → ∞ and g → 0. We then define HTWk(N, f, c) as the isomorphism class of
HTWk(N, f, g, c), for small generic g. To formalize the notion of defining HTWk(N, f, c) up
to natural isomorphism, we make use of an inverse limit of the isomorphisms Φ(E1,g1),(E0,g1)k
and set
HTWk(N, f, c) := lim←−HTWk(N
E , f, g, c).
9.2.3 Continuation in f and c
Suppose a curve t 7→ (ft, ct) with regular endpoints (f−, c−) and (f+, c+) satisfies hypotheses
(n1)–(n3). In addition, assume N ⊂ X0 is a finitely generating isolating neighbourhood for
the dynamics associated with the autonomous equations (TWE) corresponding to (f−, 0, c−)
and (f+, 0, c+), as well as being an isolating neighbourhood the nonautonomous equation
(TWE) corresponding to (ft, 0, ct). We will call such an N stable with respect to t 7→ (ft, ct).
By repeating the construction from the preceding section, but with the constant f and c
replaced by their t-dependent analogues, one finds the following theorem.
Theorem 9.5:
A curve t 7→ (ft, ct) which satisfies hypotheses (n1)–(n3), which has regular endpoints
(f−, c−) and (f+, c+), and for which N is stable, induces an isomorphism of homologies:
HTW∗(N, f−, c−) ∼= HTW∗(N, f+, c+).
9.2.4 Classes of isomorphic homologies when N = X0
Let us now consider the special case where N = X0. Clearly this means that N is stable
with respect to any homotopy between regular endpoints (f−, c−) and (f+, c+) for which X0
is finitely generating. Thus (X0, f−, c−) and (X0, f+, c+) will have isomorphic homologies
whenever there exists a curve t 7→ (ft, ct) connecting (f−, c−) with (f+, c+) and satisfying
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hypotheses (n1)–(n3). A first thing to note is that any two c−, c+ > 0 can be connected via
such a path (keeping f fixed). In fact, the induced isomorphism will then be independent of
the chosen homotopy between c− and c+ (this can be verified by considering two-parameter
families of c > 0, similar to how independence of the chosen path t 7→ gt is verified). Thus,
for f for which X0 is finitely generating, we can define
HTW∗(f) := lim←−HTW∗(X
0, f, c),
where lim←− is the inverse limit over the isomorphisms induced by homotopies of c. In the
remainder of this subsection we give a concrete description of a class of nonlinearities f for
which the homology remains unchanged.
Let f∗, which will function as a reference point for our perturbations, be of class Cm
(with m > 4) and satisfy hypotheses (f1)–(f3). Recall that hypotheses (f3) was only needed
when considering Neumann or periodic boundary data, in order to arrive at the compactness
results from section 3. In contrast to this, even when considering Dirichlet boundary data
we will now demand that f∗ satisfies the superlinear growth condition (f3). This will help in
the construction of allowed perturbations from f∗, as we will see shortly hereafter. Consider
f of the form
f(x, u) = α(x)f∗(x, u) + h(x, u), (47)
where α ∈ Cmb (Ω), and h ∈ Cm(Ω×R),
inf
x∈Ω
α(x) > 0,
and
lim sup
|u|→∞
sup
x∈Ω
∣∣∣∣ h(x, u)f∗(x, u)
∣∣∣∣ = 0.
Lemma 9.6:
Any f of the form (47) satisfies hypotheses (f1)–(f3).
Proof: It is obvious that f will satisfy hypotheses (f1) and (f3). Checking whether (f2)
or (f2′) are satisfied takes slightly more effort. Let us assume that f∗ satisfies (f2), the
argument for the other case is completely similar. We shall prove that f then also satisfies
(f2), i.e., we need to show that
|α(x)F∗(x, u) +H(x, u)| 6 C + θ
2
(α(x)f∗(x, u) + h(x, u))u, (48)
for some constants C > 0, and −1 < θ < 1. Here H(x, u) := ∫ u
0
h(x, u) ds. First note that,
by dividing by α(x) and updating the values of C and h(x, u), it suffices to prove (48) for
α ≡ 1.
Suppose for the moment that
lim sup
|u|→∞
sup
x∈Ω
∣∣∣∣H(x, u)F∗(x, u)
∣∣∣∣ = 0. (49)
Then for each ε > 0 we can find Cε > 0 such that
|F∗(x, u) +H(x, u)| 6 Cε + (1 + ε)θ∗
2
f∗(x, u)u,
where θ∗ is the value of θ for which f∗ satisfies hypothesis (f2). Then note that hypotheses
(f2) and (f3) taken together imply that θ∗f∗(x, u)u is strictly positive for |u| large. Combining
this observation with the assumption that h = o(f∗) as |u| → ∞, uniformly in x, gives
θ∗
2
f∗(x, u)u 6 C˜ε + (1 + ε)
θ∗
2
(f∗(x, u) + h(x, u))u.
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Combined with the penultimate estimate this shows that f satisfies hypothesis (f2), with θ
arbitrarily close to θ∗.
We still need to see why (49) holds, i.e. that H = o(f∗) as |u| → ∞, uniformly in x.
As we have already seen that hypotheses (f2) and (f3) together imply that f∗(x, u) does not
change signs for |u| large. Therefore, to prove (49) we can replace f∗ by |f∗|, and can thus
assume that f∗(x, u) > 0 for all x and u. Since h = o(f∗) as |u| → ∞, uniformly in x, for
each ε > 0 we can find K > 0 such that for all |u| > K we have
|H(x, u)| 6 εF∗(x, u) + 1
2
∫ K
−K
|h(x, s)|ds− ε
2
∫ K
−K
f∗(x, s) ds.
Hypothesis (f3) ensures that infx∈Ω F∗(x, u) → ∞ as |u| → ∞. Hence given any ε > 0 and
K > 0 we can find L > K such that for any x ∈ Ω and |u| > L one has
1
2
∫ K
−K
|h(x, s)|ds− ε
2
∫ K
−K
f∗(x, s) ds 6 εf∗(x, u).
Hence |H(x, u)| 6 2εF∗(x, u) for all |u| > L. Since ε > 0 was chosen arbitrarily, we arrive
at (49).
We will call a curve t 7→ ft ∈ Cm(R, Cm(Ω×R)), where ft is of the form
ft(x, u) = αt(x)f(x, u) + ht(x, u),
an ε-perturbation of f∗ provided that
(1) it is constant for t ∈ (−∞, 1) and for t ∈ (1,∞),
(2) sup(t,x)∈R×Ω |1− αt(x)| < ε and sup(t,x)∈R×Ω |∂tαt(x)| < ε, and
(3) |ht(x, u)| 6 ε(1 + |f∗(x, u)|) for all t ∈ R, (x, u) ∈ Ω×R.
Lemma 9.7:
There exists a sufficiently small ε > 0 such that any ε-perturbation of f∗ satisfies hypotheses
(n1)–(n3).
Proof: Properties (2) and (3) from the definition of ε-perturbations ensure that the esti-
mates made in the proof of lemma 9.6 can be made uniformly in t. Hence hypothesis (n1)
is satisfied. By definition (according to property (1)) ε-perturbations also satisfy (n2).
Left to check is that hypothesis (n3) holds when ε is chosen sufficiently small, i.e. that
|∂tαt(x)F (x, u) + ∂tHt(x, u)| 6 C + Θ|αt(x)F (x, u) +Ht(x, u)|,
for some C > 0 and sufficiently small Θ. Here Ht(x, u) =
∫ u
0
ht(x, s) ds. As noted in the
proof of lemma 9.6, for each t the function Ht is o(F ) as |u| → ∞, uniformly in x, and in
light of property (3) from the definition of ε-perturbations, these estimates are also uniform
in t. Thus it suffices to see that
|∂tαt(x)F (x, u) + ∂tHt(x, u)| 6 C + Θ|αt(x)F (x, u)|.
Since by assumption |∂tαt(x)| < ε and |1 − αt(x)| < ε, given any Θ > 0 we can find ε > 0
such that
|∂tαt(x)F (x, u)| 6 Θ
2
|αt(x)F (x, u)|.
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Furthermore, since for each t we have Ht = o(F ) as |u| → ∞, uniformly in x, we also have
∂tHt = o(F ) as |u| → ∞, uniformly in x. Hence in particular, for any given Θ > 0 there
exists a C > 0 such that
|∂tHt(x, u)| 6 C + Θ
2
|αt(x)F (x, u)|.
This proves that hypothesis (n3) holds, and the constant Θ can be made arbitrary small by
choosing ε sufficiently small.
Combining lemmata 9.6 and 9.7 with theorem 9.5 shows that any two nonlinearities (reg-
ular and for which X0 is finitely generating) which can be connected via an ε-perturbation
have isomorphic homologies.
Denote by Σ(f∗) the set of all nonlinearities f of the form (47). Endow Σ(f∗) with the
topology of Cmloc(Ω × R). Let Σreg(f∗) consist of all those f ∈ Σ(f∗) which are regular;
in light of theorem 8.1 Σreg(f∗) is dense in Σ(f∗). Finally, denote by Σfin(f∗) the set of
those f ∈ Σreg(f∗) for which X0 is finitely generating. Now note that any two nonlinearities
f0, f1 ∈ Σ(f∗) can be connected via a concatenation of finitely many ε-perturbations. How-
ever, these ε-perturbations can only be inducing isomorphisms of homologies if the endpoints
of each of the individual ε-perturbations can be chosen to be elements of Σfin(f∗). Hence
we arrive at the following theorem.
Theorem 9.8:
Fix arbitrary f0, f1 ∈ Σfin(f∗) and suppose f0 and f1 belong to the same path-component
of clΣ(f∗)Σfin(f∗). Then
HTW∗(f0) ∼= HTW∗(f1).
Remark 9.9:
In the examples in section 10 we consider nonlinearities f∗ which are homogeneous in u.
For these nonlinearities it follows that Σfin(f∗) = Σreg(f∗), and since clΣ(f∗)Σfin(f∗) = Σ(f∗)
is path-connected, it follows that any two f0, f1 ∈ Σreg(f∗) have isomorphic homologies.
It remains an open question whether any regular f which satisfies hypotheses (f1)–(f3)
automatically has X0 as a finitely generating isolating neighbourhood. If this turns out to
be true, it follows that any two regular nonlinearities f0, f1 ∈ Σreg(f∗) induce isomorphic
homologies. One can then proceed to define the homology for any nongeneric nonlinearity
f∗ as the inverse limit over Σreg(f∗). 2
9.3 Direct sum property
We conclude this section with an algebraic property of the travelling wave homology which
will come in useful when applying the theory to concrete problems.
Lemma 9.10:
Let f be a regular nonlinearity and c > 0. Let N ⊂ X0 be a finitely gen-
erating isolating neighbourhood for the dynamics associated with (f, 0, c). Sup-
pose V1, V2 ⊂ X0 are isolating neighbourhoods for the dynamics associated
with (f, 0, c), such that BInv(N ; f, 0, c) = BInv(V1; f, 0, c) ∪ BInv(V2; f, 0, c) and
BInv(V1; f, 0, c) ∩ BInv(V2; f, 0, c) = ∅. Then
HTW∗(N, f, c) = HTW∗(V1, f, c)⊕HTW∗(V2, f, c).
Proof: Note that without loss of generality we may assume V1 ∩ V2 = ∅. Fix any k ∈ Z
and E > Ecrit(k). We claim that, for any g ∈ Breg(δ) with 0 < δ 6 δE sufficiently small,
any bounded solution U of the dynamics of (TWE) associated with (f, g, c), and for which
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U(t) ∈ NE for all t ∈ R, has either U(t) ∈ intV E1 for all t ∈ R, or U(t) ∈ intV E2 for all
t ∈ R. Suppose this is not the case. Then one can find a sequence of (gn)n with gn → 0 as
n→∞, bounded solutions Un of (TWE) associated with (f, gn, c) and such that Un(t) ∈ NE
for all t ∈ R, and a sequence (tn)n ⊂ R such that Un(tn) 6∈ intV E1 ∪ intV E2 for all n ∈ N. As
discussed in remark 3.2, Un(·+ tn) converges over a subsequence to a solution U∞ of (TWE)
corresponding to (f, 0, c). But then U∞(0) 6∈ intV E1 ∪ intV E2 , and since Ef (U∞(0)) 6 E,
also U∞(0) 6∈ intV1 ∪ intV2. However, U∞(t) ∈ N for all t ∈ R. Hence we have constructed
a solution U∞ of (TWE) corresponding to (f, 0, c) which is isolated by N , but not isolated
by either V1 or V2. This is in contradiction with the hypotheses of the lemma.
We conclude that whenever g ∈ Breg(δ) and 0 < δ 6 δE is sufficiently small, the sets
NE , V E1 , and V E2 are isolating neighbourhoods for the dynamics of (TWE) associated with
(f, g, c), and
BInv(NE ; f, g, c) = BInv(NE ; f, g, c) ∪ BInv(NE ; f, g, c).
Hence the critical groups satisfy the direct sum property C∗(NE) = C∗(V E1 )⊕C∗(V E2 ) (here
C∗(N) denotes the chain group corresponding to a given isolating neighbourhood N) and
the boundary operator ∂k(NE , f, g, c) factorizes through this direct sum. Hence
HTWk(N
E , f, g, c) = HTWk(V
E
1 , f, g, c)⊕HTWk(V E2 , f, g, c).
This is true for any E sufficiently large and g sufficiently small, hence the conclusion of the
lemma follows.
10 Applications
In this section we will first compute the travelling wave homology for various classes of
nonlinearities, and finally give some examples of how this information can be used to derive
conclusions about the existence of travelling waves.
In this section we consider nonlinearities fodd,± and feven,± as introduced in (3) and (4).
It was already pointed out in remark 2.3 that these nonlinearities satisfy hypotheses (f1)–
(f3). We will compute the travelling wave homologies for these nonlinearities of this form,
after which we will show how this information can be used to prove existence of travelling
waves in reaction-diffusion equations.
Theorem 10.1:
For any regular nonlinearity f = fodd,± or f = feven,±, the set N = X0 is a finitely gener-
ating isolating neighbourhood. There exists a k0 ∈ Z (depending on the chosen normalized
Morse index µ) such that
HTWk(fodd,−) ∼=
{
Z2 if k = k0,
0 otherwise.
Furthermore,
HTW∗(fodd,+) = 0,
HTW∗(feven,−) = 0,
HTW∗(feven,+) = 0.
Proof: We begin with verifying that X0 is finitely generating for each of the nonlinearities,
so that the homologies are indeed well-defined. We will in fact show that Σfin(f) = Σreg(f).
This also shows that, in light of theorem 9.8, all the nonlinearities in Σreg(f) have isomorphic
homologies.
58
When either f = fodd,−, or f = feven,−, or f = feven,+, this is true because the set of
solutions z of {
∆z + f(·, z) = 0 on Ω,
B(z) = 0 on ∂Ω
is compact in H2B(Ω) (see e.g. [19]), hence S(f) is finite for regular f . Hence
Σfin(f) = Σreg(f).
When f = fodd,+ the set S(f) will typically not be finite. Assume that f is regular,
and recall from the definition of the normalized Morse index that there exists a constant m0
such that for the index of a rest point Z = (z, 0) ∈ S(f) we have the following identity:
µf (Z) = m0 −mf (z), (50)
where mf is the classical Morse index
mf (z) := #
(
σ(∆ + fu(x, z)) ∩ (0,∞)
)
.
For any given k ∈ Z, a classical result from Bahri and Lions (see [10], but also [26, 27, 40,
49, 50]) then gives us a priori bounds on the L∞ norm of rest points Z with a given morse
index mf (z) 6 k. In light of (50) this gives L∞ bounds on Z with a given index µf (Z) > k.
Thus Sk(X0, f) is finite for each k, i.e. X0 is finitely generating for f . Thus we again find
that Σfin(f) = Σreg(f).
We now proceed to the actual computation of the various homologies. Computation of
the homology for fodd,− requires a different technique from the computation of the homology
for fodd,+, but these approaches work for any boundary condition. The homology for the
nonlinearities feven,− and feven,+ can be computed using the same technique, but in this
case the chosen approach depends on the boundary data.
Computation for fodd,−. By theorem 9.8,
HTW∗(fodd,−) ∼= HTW∗(fε),
where
fε(x, u) = −|u|p−1u− εu.
For ε > 0, suppose z is a solution of{
∆z + fε(x, z) = 0 on Ω,
B(z) = 0 on ∂Ω. (51)
Then ∫
Ω
|∇z|2 + |z|p+1 + ε|z|2 dx = −
∫
Ω
(
∆z + fε(x, z)
)
z dx = 0.
Hence the only solution z of (51) is z ≡ 0. Moreover, for ε > 0 sufficiently small this rest
point is hyperbolic, so that
HTWk(fε) ∼=
{
Z2 if k = µfε(0),
0 otherwise.
Computation for fodd,+. By theorem 9.8,
HTW∗(fodd,+) ∼= HTW∗(fβ),
where
fβ(x, u) = |u|p−1u+ βu+ ϕβ(x, u).
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Here ϕβ is chosen such that any solution z ∈ H2B(Ω) of ∆z + fβ(·, z) = 0 is hyperbolic, and
‖∂uϕβ‖L∞(Ω×R) 6 1. Such ϕβ exist in light of theorem 8.1. Note that if z is a solution of
∆z + fβ(·, z) = 0, then for the linearization one has
∆ +
∂fβ
∂u
(·, z) = ∆ + p|z|p−1 + β + ∂uϕβ(x, z)  ∆ + β − 1,
where “” denotes the partial ordering on L2(Ω) induced by the cone of positive operators
on L2(Ω). It then follows from the min-max characterization of eigenvalues of self-adjoint
operators (see e.g. [16]) that
mfβ (z) > #
(
σ(∆ + β − 1) ∩ (0,∞)).
So for any Z = (z, 0) ∈ S(fβ) it follows that
µfβ (Z) = m0 −mfβ (z) 6 m0 −#
(
σ(∆ + β − 1) ∩ (0,∞)).
The right hand side tends to −∞ as β → ∞. Hence, for each given k we can choose β
sufficiently large so that Sk(X0, fβ) = ∅, and therefore HTWk(fβ) = 0.
Computation for feven,±, Dirichlet boundary data. By theorem 9.8,
HTW∗(feven,±) ∼= HTW∗(fµ,±),
where
fµ,±(x, u) = ±µ|u± 1|p.
We will argue that for µ > 0 sufficiently large, there is no solution to the equation
∆z+fµ,±(·, z) = 0. Let us now first discuss the case where fµ,± = fµ,−. Suppose z ∈ H2B(Ω)
is a solution of
∆z + fµ,−(x, z) = 0. (52)
Then z is subharmonic, and zero on ∂Ω, hence by the maximum principle z 6 0. So
fµ,−(x, z) =
(− |z − 1|p−2(z − 1))(µ(z − 1)) 6 µ(z − 1) 6 µz.
Furthermore, z ≡ 0 is clearly not a solution of (52). Thus z also satisfies
∆z + µz > 0 on Ω,
z 6= 0 on Ω,
z 6 0 on Ω,
z = 0 on ∂Ω.
(53)
Let λ1 be the fundamental eigenvalue of ∆ with Dirichlet boundary data, and let ϕ1 be a
corresponding eigenfunction. Recall (see e.g. [16]) that λ1 < 0 and we may assume that
ϕ1(x) > 0 for all x ∈ int Ω. Now multiply (53) by ϕ1 and integrate to obtain
0 6
∫
Ω
ϕ1∆z + µϕ1z dx =
∫
Ω
z∆ϕ1 + µϕ1z dx = (λ1 + µ)
∫
Ω
ϕ1z dx. (54)
Since z 6 0 and z 6= 0 on Ω, and ϕ1 > 0 on int Ω, the last integral must be strictly negative.
But then (λ1 + µ)
∫
Ω
ϕ1z dx < 0 for µ > −λ1, contradicting inequality (54). Hence there
can be no solution of (52) whenever µ > −λ1. Similarly, for µ > −λ1 there are no solutions
of ∆z + fµ,+(·, z) = 0 with Dirichlet boundary conditions. Hence for µ > −λ1 we have
HTW∗(fµ,±) = 0.
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Computation for feven,±, Neumann or periodic boundary data. By theorem 9.8,
HTW∗(feven,±) ∼= HTW∗(f±),
where
f±(x, u) = ±|u|p ± 1.
Now if z ∈ H2B(Ω) were a solution of ∆z + f±(z) = 0, one would find that
Vol(Ω) 6 ±
∫
Ω
f±(z) dx = ∓
∫
Ω
∆z dx.
But by Stokes’ theorem and the chosen boundary data, the last integral equals 0. Hence
∆z + f±(z) = 0 does not have any solutions with Neumann or periodic boundary data.
Therefore, HTW∗(f±) = 0.
With the homologies computed, we can now apply this information to prove existence of
travelling wave solutions of (RDE).
Theorem 10.2:
Consider any wave speed c 6= 0, and let k > 1. Then the following holds:
• If f = fodd,− and (TWE) has at least 2k distinct hyperbolic stationary solutions, then
(RDE) has at least k distinct travelling wave solutions of wave speed c. More precisely,
to each given hyperbolic stationary solution Z (but with the possible exception of
at most one of them), there corresponds at least one travelling wave U such that
α(U) = {Z} or ω(U) = {Z} (but it is possible that ω(U) resp. α(U) consist of non-
hyperbolic stationary solutions).
• If either f = fodd,+, or f = feven,−, or f = feven,+, and (TWE) has at least 2k − 1
distinct hyperbolic stationary solutions, then (RDE) has at least k distinct travelling
wave solutions of wave speed c. More precisely, to each given hyperbolic stationary
solution Z, there corresponds at least one travelling wave U such that α(U) = {Z}
or ω(U) = {Z} (but it is possible that ω(U) resp. α(U) consist of non-hyperbolic
stationary solutions).
Furthermore, in each of these cases there exists at least one more stationary solution (which
might be non-hyperbolic).
Proof: Let us first discuss the case where f = fodd,−. Fix any c > 0. Let S1 consist of the
2k given hyperbolic stationary solutions of (TWE).
Suppose there exist two points Z1, Z2 ∈ S1, such that for both of them there exist no
connecting orbit which converges to Zi in either forward or backward time. This means
that both {Z1} and {Z2} are connected components of BInv(X0; f, 0, c). Hence we can find
mutually disjoint isolating neighbourhoods V1, V2, and N such that {Zi} = BInv(Vi; f, 0, c),
and BInv(X0; f, 0, c) = BInv(V1; f, 0, c) ∪ BInv(V2; f, 0, c) ∪ BInv(N ; f, 0, c). We claim we
can choose a small perturbation fε of f such that
(1) fε is regular,
(2) V1, V2, and N are isolating neighbourhoods for (TWE) associated with (fε, 0, c), and
(3) BInv(X0; fε, 0, c) = BInv(V1; fε, 0, c) ∪ BInv(V2; fε, 0, c) ∪ BInv(N ; f, 0, c).
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Figure 4: Detection of a travelling wave with given wave speed c. When the index of
the stationary solution Z does not coincide with the full homology, a heteroclinic orbit U
connecting Z to another, unknown, stationary solution must exist. Direction of propagation
of the travelling wave depends on whether Z is the α- or ω-limit set of U .
Indeed, set fε := f + ϕε, where ϕε is an arbitrarily chosen ϕε ∈ Fmreg with ‖ϕε‖Fm 6 ε
(recall that Fmreg and ‖ · ‖Fm are defined in section 8.1). The first property then follows from
theorem 8.1. The fact that the other two properties hold for sufficiently small choices of ε
follows from an argument identical to the one used in the proof of lemma 9.10.
In light of theorem 10.1, the isolating neighbourhood X0 is finitely generating for fε
(hence so are the isolating neighbourhoods N , V1, and V2), and HTW∗(X0, fε, c) is of rank
1. Since V1 and V2 each contain exactly one hyperbolic stationary solution of the unperturbed
equation (TWE) associated with (f, 0, c), it follows from the implicit function theorem that
(after choosing a sufficiently small perturbation and shrinking the neighbourhoods V1 and
V2) they each contain exactly one hyperbolic stationary solution of the perturbed equation
(TWE) associated with (fε, 0, c). Hence both HTW∗(V1, fε, c) and HTW∗(V2, fε, c) are of
rank 1.
By invariance and the direct sum property (lemma 9.10) of the homology,
HTW∗(X0, fε, c) = HTW∗(V1, fε, c)⊕HTW∗(V2, fε, c)⊕HTW∗(N, fε, c).
We have arrived at a contradiction, since the homology on the left hand side has rank 1,
while the homology on the right hand side has rank at least 2. From this we conclude that
one of the Zi must have a corresponding bounded solution U of (TWE) associated to the
triplet (f, 0, c), such that either α(U) = {Zi} or ω(U) = {Zi}. See also figure 4.
For simplicity of the argument, say Z1 is the point which is not isolated, and U converges
towards it in backward time, i.e., α(U) = {Z1}. From lemma 7.3 it follows that ω(U)
consists of stationary solutions of (TWE), which can either be another one of the hyperbolic
stationary solutions, or (a family of) non-hyperbolic solution(s). In the first case (that is,
{Z3} = ω(U) is hyperbolic), set S2 := S1r{Z1, Z3}. In the latter case (that is, ω(U) consists
of non-hyperbolic solutions), set S2 := S1 r {Z1}. By repeating the preceding argument
with Z1 and Z2 replaced by points Z˜1, Z˜2 ∈ S2, we prove the existence of another connecting
orbit which is distinct from the one previously found. We can iterate this procedure k times,
at which point the iteration terminates since we can no longer guarantee that #Sk > 2.
In the other cases, when either f = fodd,+, or f = feven,−, or f = feven,+, a similar
argument shows that the existence of a single isolated rest point Z is already excluded. This
again relies on the direct sum property, combined with the fact that for these nonlinearities
the full homology HTW∗(X0, f, c) is of rank 0.
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A Fredholm theory
Let L and Lhyp be as defined in section 5. In this appendix we will fill in some details about
the Fredholm theory for the operator
DL : W 1,2(R;X0, X1)→ L2(R;X0),
DLW = ∂tW + L(t)W,
where L ∈ C0(R;L) is such that the limits L± = limt→±∞ L(t) exist in the uniform operator
topology on L(X1, X0), and L± ∈ Lhyp.
A.1 Fredholm alternative for DL
We will use the results from [39]. Let us first cite a simplified version of the main result
from said article.
Theorem A.1 ( [39]):
Let H be a Hilbert space and W ⊂ H a normed space. Let (L(t))t∈R be a family of
unbounded operators on H with common domain W . Assume that the following holds:
(1) W is a Banach space and the embedding W ↪→ H is continuous, compact, and dense.
(2) L ∈ C0(R,L(W,H)).
(3) There are operators L−, L+ ∈ GL(W,H) such that
lim
t→∞ ‖L(t)− L+‖L(W,H) = limt→−∞ ‖L(t)− L−‖L(W,H) = 0.
(4) For every t ∈ R ∪ {±∞} there exist constants C0(t) > 0 and R0(t) > 0 such that
‖λ(L(t)− iλ)−1‖L(H) 6 C0(t) for all λ ∈ R, |λ| > R0(t).
(5) σ(L±) ∩ iR = ∅.
Then the operator ∂t + L(t) is Fredholm from W 1,p(R;H,W ) to Lp(R;H) for every
p ∈ (1,∞).
Note that, in contrast to the classical Robbin-Salamon theorem [41], the operators L(t)
do not have to be symmetric. In fact, the spectrum may cross the imaginary axis, as long
as we remain in control of the resolvent as per property (4).
In our case, W = X1 and H = X0. It is then obvious that properties (1), (2), (3), and
(5) hold. The fact that also property (4) is satisfied is the content of lemma 5.2.
Theorem A.1 combined with lemma 5.2 shows that DL is a Fredholm operator. The index
is independent of the particular choice of the path L, but only depends on the hyperbolic
limits L−, L+. To see why, let L′ ∈ C0(R;L) be another curve with L(t)→ L± as t→ ±∞,
convergence in the uniform operator topology on L(X1, X0). Then for each t ∈ R
L(t)− L′(t) =
(
0 0
L1(t)− L′1(t) L2(t)− L′2(t)
)
,
note that this is a bounded operator from X0 to X0 and therefore compact operator from
X1 to X0. Moreover, L−L′ ∈ C0(R,L(X1, X0)), and L(t)−L′(t)→ 0 as t→ ±∞. Hence
the induced multiplication operator L−L′ is compact from W 1,p(R;X0, X1) to L2(R;X0),
see [39]. Consequently, ind(DL) = ind(DL′).
Summarising these observations, we have the following theorem.
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Theorem A.2:
Let L ∈ C0(R;L) be such that L(t) → L± as t → ±∞ in the uniform operator topology
on L(X1, X0), where L± ∈ Lhyp. Then the map DL is Fredholm from W 1,2(R;X0, X1) to
L2(R;X0), and its index only depends on the endpoints L−, L+.
This allows us to define a relative index:
ν : Lhyp × Lhyp → Z,
ν(L−, L+) = ind(DL).
A.2 Transitivity
We now prove lemma 5.4.
Lemma A.3:
Let Lα, Lβ , Lγ ∈ Lhyp. Then
ν(Lα, Lβ) = −ν(Lβ , Lα) (antisymmetry),
ν(Lα, Lγ) = ν(Lα, Lβ) + ν(Lβ , Lγ) (cyclicity).
Proof: This proof is an adaption of the argument given in [41]. First we note that the
antisymmetry follows from the cyclicity. Indeed, since σ(Lα) ∩ iR = ∅ and lemma 5.2 is
applicable, the operator
DLα = ∂t + Lα : W 1,2(R;X0, X1)→ L2(R;X0)
is invertible, see [38] for details. Consequently,
ν(Lα, Lβ) + ν(Lβ , Lα) = ν(Lα, Lα) = ind(DLα) = 0.
To prove the cyclicity we first choose paths Lαβ , Lβγ ∈ C0(R;L) such that Lαβ(t) = Lα
for t 6 −1, Lαβ(t) = Lβ for t > 1, Lβγ(t) = Lβ for t 6 −1, Lβγ(t) = Lγ for t > 1. Moreover,
given T > 0 let Lαγ ∈ C0(R;L) be defined by
Lαγ(t) =
{
Lαβ(t+ T + 1) for t 6 0,
Lβγ(t− T − 1) for t > 0.
Consider the operators
M = ∂t +
(
Lαβ 0
0 Lβγ
)
,
N = ∂t +
(
Lαγ 0
0 Lβ
)
.
These are bounded Fredholm operators from
X := W 1,2(R;X0, X1)×W 1,2(R;X0, X1)
to
Y := L2(R;X0)× L2(R;X0).
We have ind(M) = ν(Lα, Lβ)+ν(Lβ , Lγ) and ind(N) = ν(Lα, Lγ)+ν(Lβ , Lβ) = ν(Lα, Lγ).
Hence we need to prove that ind(M) = ind(N).
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Let η ∈ C∞(R) be such that η(t) = 0 for t 6 −1, and η(t) = pi/2 for t > 1, and define
R(t) =
(
cos(η(t/T )) sin(η(t/T ))
− sin(η(t/T )) cos(η(t/T ))
)
.
Then R induces automorphisms of both X and Y. Hence we can conjugate N with R without
changing the Fredholm index. Computing the conjugate yields
(R−1NR)(t) = ∂t + I(t) + J(t) +K(t)
where
I(t) =
η′(t)
T
(
0 −1
1 0
)
,
J(t) =
(
cos2(η(t/T ))Lαγ(t) + sin
2(η(t/T ))Lβ 0
0 cos2(η(t/T ))Lβ + sin
2(η(t/T ))Lαγ(t)
)
,
K(t) = cos(η(t/T )) sin(η(t/T ))
(
0 Lαγ(t)− Lβ
Lαγ(t)− Lβ 0
)
.
Since I → 0 in the uniform operator topology on L(X ,Y) as T → ∞, con-
tinuity of the Fredholm index implies that after choosing T sufficiently large,
ind(N) = ind(R−1NR) = ind(∂t + J + K). Observe that Lαγ(t) = Lαβ(t + T + 1) for
−∞ < t 6 T , so that
cos2(η(t/T ))Lαγ(t)+sin
2(η(t/T ))Lβ(t) = Lαβ(t+T +1)+sin
2(η(t/T ))
(
Lβ−Lαβ(t+T +1)
)
for all t ∈ R. Since Lαβ(t+ T + 1) = Lβ for t > −T , in fact
cos2(η(t/T ))Lαγ(t) + sin
2(η(t/T ))Lβ(t) = Lαβ(t+ T + 1).
Using a similar computation for the other nonzero entry in J(t) one sees that
J(t) =
(
Lαβ(t+ T + 1) 0
0 Lβγ(t− T − 1)
)
.
Similarly one can verify that K(t) = 0 for all t ∈ [−T, T ] (and hence K(t) = 0 for all t ∈ R).
Let S ∈ L(Y) be the shift operator S(U, V )(t) = (U(t+ T + 1), V (t− T − 1)). Note that
S is an automorphism of Y and restricts to an automorphism of X . So we can let S act on
L(X ,Y) via conjugation. Note that S commutes with ∂t, and
S−1JS =
(
Lαβ 0
0 Lβγ
)
,
so that S−1(∂t + J)S = ∂t + S−1JS = M . Hence
ind(N) = ind(S−1R−1NRS) = ind(S−1(∂t + J)S) = ind(M),
thus concluding the proof.
B Exponential dichotomy along heteroclinic orbits
Here we give some details as to why the linearization of (TWE) along heteroclinic orbits
possesses an exponential dichotomy. We begin with citing a simplified version of the main
theorem from [37].
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Theorem B.1 ( [37]):
Let X0 be a reflexive Banach space, and L : D(L) → X0 a closed, possibly unbounded
operator such that X1 := D(L) is dense in X0. Let X1 be equipped with the graph norm of
L, i.e., ‖u‖X1 = (‖u‖2X0 + ‖Lu‖2X0)1/2. Let J = [τ0,∞) and suppose that B ∈ C0(J,L(X0))
is Lipschitz continuous. Consider the abstract differential equation
∂tW (t) + (L+B(t))W (t) = 0, W ∈ C0(J ;X1) ∩ C1(int J ;X0, X1). (55)
Assume that the following four conditions are satisfied.
(1) There exists a constant C such that
‖(L− iµ)−1‖L(X0) 6 C
1 + |µ| (56)
for all µ ∈ R. Assume that there is a projection P− ∈ L(X0) such that L−1 and P−
commute. Furthermore, assume there exists a constant δ > 0 such that Reλ < −δ for
λ ∈ σ(LP−) and Reλ > δ for λ ∈ σ(L(1− P−)).
(2) It holds that ‖B(t)‖L(X0) → 0 as t→∞.
(3) The operator L has compact resolvent.
(4) The only solution W of (55) such that supt∈J ‖W (t)‖X0 < ∞ and W (0) = 0 is the
trivial solution W ≡ 0.
Then (55) has an exponential dichotomy in X0 on the interval J with rate γ, for any
0 6 γ < δ. In particular, there exists K > 0 such that if W is a solution of (55) with
supt∈J ‖W (t)‖X0 <∞, it holds that
‖W (t)‖X0 6 Ke−γ|t−τ |‖W (τ)‖X0 for t > τ > τ0.
We need to check that this theorem applies to our linearised equation. Suppose hypotheses
(f1)–(f3) and (g1)–(g3) are satisfied. Let U be a solution of (TWE) such that U(t)→ Z in
X0 as t→∞, where Z ∈ S is a hyperbolic rest point. Define J = [0,∞). We decompose
dA(U(t)) = L+B(t),
where L = dA(Z+) ∈ L(X1, X0), and
B(t) =
(
0 0
fu(x, u(t, x))− fu(x, z(x)) 0
)
+
(
0 0
∂1g(x, U(t)) ∂2g(x, U(t))
)
.
Here ∂1g(x, (u, v)) :=
∂g(x, (u, v))
∂u
and ∂2g(x, (u, v)) :=
∂g(x, (u, v))
∂v
.
Let us now construct the projections needed in condition (1) of theorem B.1. First, let
{µn}n be the eigenvalues (counting multiplicity) of ∆ + fu(x, z(x)), arranged in decreasing
order. Let k0 be such that µk0+1 < 0 < µk0 , let kc be such that µkc+1 < c2/4 6 µkc , and
let kdef denote the number of eigenvalues which are equal to c2/4.
Let (ϕn)n be an orthonormal basis for H1B(Ω) consisting of eigenfunctions for ∆+fu(·, z),
arranged so that ϕn is an eigenfunction corresponding to the eigenvalue µn. Then L has
eigenvalues
λ±n = −
c
2
± 1
2
√
c2 − 4µn,
with corresponding eigenfunctions Ψ±n given by
Ψ±n =
(
ϕn
−λ±nϕn
)
.
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A direct computation shows that these eigenfunctions are orthogonal in X0. If µn = c2/4
(i.e. when kdef > 1 and kc − kdef 6 n 6 kc), then λ±n = −c/2 is a defective eigenvalue of L
and a corresponding generalized eigenfunction is given by
Ψ˜n =
(
0
ϕn
)
.
Also, note that for 1 6 n 6 kc, we have
ReΨ±n =
(
ϕn
c
2ϕn
)
and ImΨ±n =
(
0
∓ 12
√
4µn − c2ϕn
)
.
Define
E− := span
({
ReΨ−n , ImΨ
−
n : n > 1
} ∪ {ReΨ+n , ImΨ+n : 1 6 n 6 k0}
∪
{
Ψ˜n : µn = c
2/4
})
and
E+ := span
{
Ψ+n : n > k0 + 1
}
.
Denote by E− and E+ the closure of E− and E+ in X0.
We claim that X0 = E− ⊕ E+. First note that if (an)n ∈ `2(N), then
∑∞
n=kc+1
anΨ
+
n
converges in X0. Indeed,∥∥∥∥∥
j∑
n=i
anΨ
+
n
∥∥∥∥∥
2
X0
=
∥∥∥∥∥
j∑
n=i
anϕn
∥∥∥∥∥
2
H1B(Ω)
+
∥∥∥∥∥
j∑
n=i
anλ
+
nϕn
∥∥∥∥∥
2
L2(Ω)
=
j∑
n=i
(
1 + |λ+n |2‖ϕn‖2L2(Ω)
)|an|2,
(57)
and we need to check that the right hand side tends to zero as i, j → ∞. Note that, since
‖ϕn‖H1B(Ω) = 1,
−µn‖ϕn‖2L2(Ω) = ‖∇ϕn‖2L2(Ω) − 〈fu(·, z)ϕn, ϕn〉L2(Ω) 6 1 + ‖fu(·, z)‖L∞(Ω),
and since −µn →∞ as n→∞ it follows that ‖ϕn‖L2(Ω) → 0 as n→∞. Then, since
−µn‖ϕn‖2L2(Ω) = ‖ϕn‖2H1B(Ω) − ‖ϕn‖
2
L2(Ω) − 〈fu(·, z)ϕn, ϕn〉L2(Ω)
= 1− 〈(1 + fu(·, z))ϕn, ϕn〉L2(Ω),
we see that −µn‖ϕn‖2L2(Ω) ∼ 1 as n → ∞ (here “∼” denotes asymptotic equivalence of
sequences). Since |λ+n |2 ∼ −µn as n → ∞, it now follows that the right hand side in
(57) tends to 0 as i, j → ∞. An identical computation shows that (an)n ∈ `2(N), then∑∞
n=kc+1
anΨ
−
n converges in X0. Thus E− + E+ contains elements of the form
(
x
y
)
=
kc∑
n=1
an
(
ϕn
c
2ϕn
)
+
kc−kdef∑
n=1
bn
(
0
1
2
√
4µn − c2ϕn
)
+
kc∑
n=kc−kdef+1
bn
(
0
ϕn
)
+
∞∑
n=kc+1
an
(
ϕn
λ+nϕn
)
+
∞∑
n=kc+1
bn
(
ϕn
λ−nϕn
)
,
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where (an)n, (bn)n ∈ `2(N). To see why any (x, y) ∈ X0 is of this form, write x =
∑∞
n=1 cnϕn
and y =
∑∞
n=1 dnϕn, where (cn)n ∈ `2(N) and (‖ϕn‖L2(Ω)dn)n ∈ `2(N). Set

an = cn
bn = − c√
4µn − c2
cn +
2√
4µn − c2
dn
n 6 kc − kdef,
{
an = cn
bn = − c
2
cn + dn
kc − kdef + 1 6 n 6 kc,

an =
λ−n
λ−n − λ+n
cn − 1
λ−n − λ+n
dn
bn = − λ
+
n
λ−n − λ+n
cn +
1
λ−n − λ+n
dn
n > kc + 1.
Note that, as n→∞,∣∣∣∣ λ±nλ−n − λ+n
∣∣∣∣2 ∼ 14 and
∣∣∣∣ 1λ−n − λ+n
∣∣∣∣2 ∼ − 14µn ∼ 14‖ϕn‖2L2(Ω).
Hence (an)n, (bn)n ∈ `2(N), and since anϕn+ bnϕn = cnϕn and anλ+nϕn+ bnλ−nϕn = dnϕn,
this proves that (x, y) ∈ E− + E+. Since E− and E+ are orthogonal in X0, it follows that
E− ∩ E+ = {0}. Thus X0 = E− ⊕ E+.
Let P− be the projection onto E− along E+. Then P− commutes with L−1. The
construction of the sets E± ensures that Reλ < −δ for λ ∈ σ(AP−) and Reλ > δ for
λ ∈ σ(A(1 − P−)). Finally, estimate (56) is a special case of the result from lemma 5.2.
Hence condition (1) of theorem B.1 is satisfied.
Note that B ∈ C1(J,L(X0)) and ‖B(t)‖L(X0) → 0 as t→∞, hence B is Lipschitz con-
tinuous. Thus condition (2) of theorem B.1 is also satisfied. Since the embedding X1 ↪→ X0
is compact, L has compact resolvent. Hence condition (3) of theorem B.1 is satisfies.
To ensure condition (4) of theorem B.1 is satisfied we need to assume that the nonlinearity
f is of class C4. Recalling from section 3 that U ∈ C4b (R;X0, . . . , X3), we see that
B ∈ C3(int J,L(X0)) ∩ C2(int J,L(X1)) ∩ C1(int J,L(X2)) ∩ C0(J,L(X3)).
In turn elliptic regularity theory implies that w ∈ C4(int J, L2(Ω)) (where W = (w, ∂tw)).
Together with the mean value theorem this ensures that if W (0) = 0, then w satisfies the
decay estimates (27) from lemma 4.2 around t = 0. Hence by lemma 4.2, w(t) = 0 and hence
W (t) = 0 for t in a neighbourhood of 0. By an argument similar to the proof of theorem 4.3
one then finds that W ≡ 0.
The preceding discussion shows that the linearized equation posesses an exponential
dichotomy on X0 with some rate γ > 0 on the time interval J = [τ0,∞), provided that the
nonlinearity f is of class Cm with m > 4.
References
[1] A. Abbondandolo and P. Majer. A non-squeezing theorem for convex symplectic im-
ages of the hilbert ball. Calculus of Variations and Partial Differential Equations,
54(2):1469–1506, 2015.
[2] H. Amann. Linear and Quasilinear Parabolic Problems, volume 1 of Monographs in
Mathematics. Birkhäuser Basel, 1995.
68
[3] S. Angenent and R. van der Vorst. A superquadratic indefinite elliptic system and its
Morse-Conley-Floer homology. Mathematische Zeitschrift, 231(2):203–248, 1999.
[4] J. Appell and P. P. Zabrejko. Nonlinear superposition operators, volume 95 of Cambridge
Tracts in Mathematics. Cambridge University Press, 1990.
[5] G. Arioli and H. Koch. Some symmetric boundary value problems and non-symmetric
solutions. Journal of Differential Equations, 259(2):796–816, 2015.
[6] V. I. Arnol’d. Mathematical Methods of Classical Mechanics, volume 60 of Graduate
Texts in Mathematics. Springer-Verlag, New York, 2 edition, 1989. Translated from
the Russian by K. Vogtmann and A. Weinstein.
[7] N. Aronszajn. A unique continuation theorem for solutions of elliptic partial differ-
ential equations or inequalities of second order. Journal de Mathématiques Pures et
Appliquées, 36(9), 1956.
[8] N. Aronszajn, A. Krzywicki, and J. Szarski. A unique continuation theorem for exterior
differential forms on Riemannian manifolds. Arkiv för Matematik, 4(5):417–453, 1962.
[9] M. Audin and M. Damian. Morse theory and Floer homology. Universitext. Springer-
Verlag London, 2014.
[10] A. Bahri and P. Lions. Solutions of superlinear elliptic equations and their morse
indices. Communications on pure and applied mathematics, 45(9):1205–1215, 1992.
[11] T. Carleman. Sur un problème d’unicité pour les systèmes d’équations aux dérivées
partielles à deux variables indépendantes. Arkiv för matematik, astronomi och fysik,
26B(17):1–9, 1939.
[12] F. Colombini, C. Grammatico, and D. Tataru. Strong uniqueness for second order
elliptic operators with gevrey coefficients. Mathematical Research Letters, 13(1):15–27,
2006.
[13] C. Conley and R. Gardner. An application of the generalized Morse index to travelling
wave solutions of a competitive reaction-diffusion model. Indiana University Mathe-
matics Journal, 33(43):319–343, 1980.
[14] C. Conley and E. Zehnder. Morse-type index theory for flows and periodic solutions for
hamiltonian equations. Communications on Pure and Applied Mathematics, 37(2):207–
253, 1984.
[15] C. C. Conley and E. Zehnder. The birkhoff-lewis fixed point theorem and a conjecture
of v. i. arnold. Inventiones Mathematicae, 73(1):33–49, 1983.
[16] L. Evans. Partial Differential Equations, volume 19 ofGraduate Studies in Mathematics.
American Mathematical Society, 1998.
[17] O. Fabert. Floer theory for hamiltonian pde using model theory, 07 2015.
[18] O. Fabert. Infinite-dimensional symplectic non-squeezing using non-standard analysis,
01 2015.
[19] B. Fiedler, A. Scheel, and M. I. Vishik. Large patterns of elliptic systems in infinite
cylinders. Journal de Mathématiques Pures et Appliquées, 77(9):879–907, 1998.
[20] A. Floer. Symplectic fixed points and holomorphic spheres. Communications in Math-
ematical Physics, 120(4):575–611, 1989.
69
[21] A. Floer, H. Hofer, and D. Salamon. Transversality in elliptic Morse theory for the
symplectic action. Duke Mathematical Journal, 80(1):251–292, 1995.
[22] K. Fukaya and K. Ono. Arnold conjecture and Gromov-Witten invariant. Topology,
38(5):933–1048, 1999.
[23] R. Gardner. Existence of travelling wave solutions of predator-prey systems via the
connection index. SIAM Journal on Applied Mathematics, 44(1):56–79, 1984.
[24] R. Gardner. Existence of multidimensional travelling wave solutions of an initial-
boundary value problem. Journal of Differential Equations, 61(3):335–379, 1986.
[25] K. Gęba, M. Izydorek, and A. Pruszko. The conley index in hilbert spaces and its
applications. Studia Mathematica, 134(3):217–233, 1999.
[26] H. Hajlaoui, A. Harrabi, and F. Mtiri. Morse indices of solutions for super-linear elliptic
pdes. Nonlinear Analysis: Theory, Methods & Applications, 116:180–192, 2015.
[27] A. Harrabi, M. O. Ahmedou, S. Rebhi, and A. Selmi. A priori estimates for superlinear
and subcritical elliptic equations: the neumann boundary condition case. Manuscripta
Mathematica, 137(3):525–544, 2012.
[28] S. Hohloch, G. Noetzel, and D. A. Salamon. Hypercontact structures and floer homol-
ogy. Geometry & Topology, 13(5):2543–2617, 2009.
[29] T. Isobe and A. Maalaoui. Morse-floer theory for super-quadratic dirac-geodesics, 12
2017.
[30] M. Izydorek and K. P. Rybakowski. The conley index in hilbert spaces and a problem
of angenent and van der vorst. Fundamenta Mathematicae, 173:77–100, 2002.
[31] T. Kato. Perturbation Theory for Linear Operators, volume 132 of Grundlehren der
Mathematischen Wissenschaften. Springer-Verlag Berlin Heidelberg, 1966.
[32] C. E. Kenig. Carleman estimates, uniform sobolev inequalities for second-order differ-
ential operators, and unique continuation theorems. In Proceedings of the International
Congress of Mathematicians, volume 1, pages 948–960, 1986.
[33] J. M. Lee. Introduction to Smooth Manifolds, volume 218 of Graduate Texts in Mathe-
matics. Springer-Verlag New York, 2003.
[34] G. Liu and G. Tian. Floer homology and Arnold conjecture. Journal of Differential
Geometry, 49(1):1–74, 1998.
[35] A. Mielke. Essential manifolds for an elliptic problem in an infinite strip. Journal of
Differential Equations, 110(2):322–355, 1994.
[36] K. Mischaikow and M. Mrozek. Conley index, chapter 9, pages 393–460. North-Holland,
2002.
[37] D. Peterhof, B. Sandstede, and A. Scheel. Exponential dichotomies for solitary-wave
solutions of semilinear elliptic equations on infinite cylinders. Journal of Differential
Equations, 140(2):266–308, 1997.
[38] P. J. Rabier. An isomorphism theorem for linear evolution problems on the line. Journal
of Differential Equations, 15(4):779–806, 2003.
70
[39] P. J. Rabier. The Robbin-Salamon index theorem in Banach spaces with UMD. Dy-
namics of Partial Differential Equations, 1(3):303–337, 2004.
[40] M. Ramos, H. Tavares, and W. Zou. A bahri–lions theorem revisited. Advances in
Mathematics, 222(6):2173–2195, 2009.
[41] J. Robbin and D. Salamon. The spectral flow and the Maslov index. Bulletin of the
London Mathematical Society, 27(1):1–33, 1995.
[42] D. Salamon. Lectures on Floer homology. Symplectic Geometry and Topology, 7:143–
229, 1999.
[43] M. Schwarz. Morse homology, volume 111 of Progress in Mathematics. Birkhäuser
Basel, 1993.
[44] M. Schwarz. Cohomology operations from S1-cobordisms in Floer homology. PhD thesis,
ETH Zürich, 1995.
[45] S. Smale. An infinite dimensional version of Sard’s theorem. American Journal of
Mathematics, 87(4):861–866, 1965.
[46] J. Smoller. Shock Waves and Reaction-Diffusion Equations, volume 258 of Grundlehren
der Mathematischen Wissenschaften. Springer-Verlag New York, 1994.
[47] D. Tataru. Unique continuation problems for partial differential equations, volume 137
of The IMA Volumes in Mathematics and its Applications, pages 239–255. Springer
New York, 2004.
[48] J. B. van den Berg, M. Gameiro, J.-P. Lessard, and R. van der Vorst. Computing
relative indices of critical points in strongly indefinite problems, 2017. In preparation.
[49] X.-F. Yang. Nodal sets and morse indices of solutions of super-linear elliptic pdes.
Journal of functional analysis, 160(1):223–253, 1998.
[50] X. Yu. Solutions of the mixed boundary problem and their morse indices. Nonlinear
Analysis: Theory, Methods & Applications, 96:146–153, 2014.
71
