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Abstract. We investigate the ﬁrst order system least squares Legendre and Chebyshev pseu-
dospectral method for coupled Stokes–Darcy equations. A least squares functional is deﬁned by
summing up the weighted L2-norm of residuals of the ﬁrst order system for coupled Stokes–Darcy
equations and that of Beavers–Joseph–Saﬀman interface conditions. Continuous and discrete homo-
geneous functionals are shown to be equivalent to a combination of weighted H(div) and H1-norms
for Stokes and Darcy equations. The spectral convergence for the Legendre and Chebyshev methods
is derived. Some numerical experiments are demonstrated to validate our analysis.
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1. Introduction. The coupled Stokes–Darcy equation which connects ﬂuid and
porous media ﬂow has become a very active area of research recently, from both
mathematical and numerical points of view. Filtration of blood through arterial
vessel walls in physiology, air and oil ﬁltration in industrial processes, and percolation
of water of hydrological basin through rocks and sand are indications of practical
applications.
Let Ω be an open bounded domain subdivided into two subdomains ΩS and ΩD
with the curve Γ, such that Ω = ΩS ∪ΩD ∪ Γ. Here, Γ is referred to as the interface.
The boundary of Ω is denoted by ∂Ω and ∂ΩS = ΩS ∩ ∂Ω, ∂ΩD = ΩD ∩ ∂Ω (see
Figure 1).
ΩDΩS   Γ ∂ ΩD∂ ΩS   
Fig. 1. Schematic of domain for Stokes–Darcy equations with interface Γ.
Assume that ﬂow in ΩS is governed by the Stokes equation
(1.1)
{ −∇ ·T = f in ΩS ,
∇ · u = 0 in ΩS ,
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1196 PEYMAN HESSARI
where T := −p I + 2ν E(u) is the stress tensor, u is velocity, and f is external force
function. Here, E(u) = 12 (∇u + ∇uT ) is the strain tensor, p is pressure, and ν is
kinetic viscosity of the ﬂuid. Suppose also that ﬂow in the porous medium domain
ΩD is governed by the Darcy equation
(1.2)
{
w+K∇q = 0 in ΩD,
∇ ·w = g in ΩD,
where w is velocity, q is pressure, g is a source (sink) function, and K is a symmetric
and positive deﬁnite permeability tensor with component bounded from above which
depends on the properties of ﬂuid as well as on the characteristics of porous medium
and can be diagonalized by introducing three mutually orthogonal axes called principal
directions of anisotropy. For simplicity of exposition, we assume that K is constant,
but a nonconstant and suﬃciently smoothK can be treated without essential changes.
We consider the following boundary conditions:
(1.3)
{
u = 0 on ∂ΩS ,
w · n = 0 on ∂ΩD,
where n is outward unit normal vector on ∂ΩD. Additional conditions on interface are
the necessity of a well-posed formulation. On the interface Γ, the Beavers–Joseph–
Saﬀman conditions are imposed,
(1.4)
⎧⎨
⎩
u · n−w · n = 0,
n · (T · n) + q = 0,
βn× (T · n) + u× n = 0,
where β is a positive constant and n is unit normal vector pointing from Γ into ΩD.
For details of proper choice of β, see [6]. The ﬁrst and second conditions of (1.4)
impose continuity of ﬂux and normal stress, respectively, and the last one is known
as the Beavers–Joseph–Saﬀman law. The interface condition (1.4) was proposed by
Beavers and Joseph [2] based on experiments, and a mathematical justiﬁcation of
these conditions was given by Saﬀman [24] and Ja¨ger and Mikelic´ [14].
The coupled Stokes–Darcy equation has been investigated from mathematical
and numerical analysis viewpoints ([16, 22, 7, 18] are some references in ﬁnite element
framework). A survey of ﬁnite element method for coupling of Navier–Stokes and
Stokes–Darcy ﬂow can be found in [8]. The discontinuous Galerkin method [23] and
edge stabilized method [4] are proposed for coupled Stokes–Darcy problems. Least
squares ﬁnite element methods for Stokes–Darcy equations have been studied in [19].
In this work we wish to solve Stokes–Darcy equations based on the pseudospectral least
squares method, which is known to be very accurate, by giving a rigorous analysis.
On one hand, the accuracy of spectral methods which employ the global polyno-
mial for discretization makes it a popular method to approximate solutions of partial
diﬀerential equations. Spectral collocation method also has been used to approximate
the solution of interface problems. Shin and Jung [25] presented a spectral collocation
method for one-dimensional interface problems. Hessari, Kim, and Shin [12] have de-
veloped an algorithm to approximate the solutions of second order elliptic interface
problems. On the other hand, least squares methods have received much attention in
past decades, due to their advantages. Among the advantages of least squares meth-
ods is that the algebraic system which must be solved to compute the discrete solution
is always symmetric and positive deﬁnite. One of the motivations to investigate least
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FOSLS METHOD FOR STOKES–DARCY EQUATIONS 1197
squares methods is that the choice of approximation spaces for velocity and pressure
is not subject to the LBB compatibility condition and one can use equal order inter-
polation polynomials to approximate all variables. Hessari [26] has investigated least
squares pseudospectral methods for the interface problem of Stokes equations. The
least squares pseudospectral method for the Navier–Stokes equation is also analyzed
in [13].
The aim of this paper is to combine least squares and pseudospectral methods
to approximate the solution of Stokes–Darcy equations, and the signiﬁcant contri-
bution is the combination of spectral space and the ﬁrst order system least squares
method. To achieve this combination, the least squares functionals are deﬁned to
be the sum of weighted L2-norm of residuals of the ﬁrst order system and that of
Beavers–Joseph–Saﬀman interface conditions. The continuity and coercivity of the
least squares functionals are proposed. For the continuous Legendre least squares
functional, we follow the continuous least squares functional developed in [19]. The
continuous and discrete Legendre least squares functionals are shown to be equivalent
to product norm ‖T‖2div,ΩS +‖T ·n‖2Γ+‖u‖21,ΩS +‖w‖2div,ΩD +‖w ·n‖2Γ+‖q‖21,ΩD . The
continuous and discrete Chebyshev least squares functionals are also demonstrated to
be equivalent to product norm ‖T‖2w,div,ΩS+‖T·n‖2w,Γ+‖u‖21,w,ΩS+‖w‖2w,div,ΩD+‖w·
n‖2w,Γ + ‖q‖21,w,ΩD . Spectral convergence of the proposed method for both Legendre
and Chebyshev cases is presented.
Numerical methods for coupled Stokes–Darcy equations lead to coupled discrete
problems, implementation is complicated, and numerical diﬃculties arise when the
mesh size is decreased. However, the algebraic system resulting from least squares
pseudospectral discretization is symmetric and positive deﬁnite and can be eﬃciently
solved by iterative and direct methods.
The structure of this paper is as follows. Some preliminaries, facts, and deﬁnitions
are given in the following section. In section 3, the ﬁrst order system of the Stokes–
Darcy equation is provided. The Legendre and Chebyshev least squares functionals
are deﬁned and shown to be equivalent to some appropriate product norm. Spectral
convergence of the proposed methods is also presented. Some numerical examples are
given in section 4 to demonstrate spectral convergence of our method. The paper is
ﬁnalized by some concluding remarks in section 5.
2. Preliminaries. In this section, we provide some deﬁnitions and facts which
are needed in subsequent sections. We use the standard notation and deﬁnitions for
the weighted Sobolev spaces as follows. We suppose that D = [−1, 1]2. The weighted
L2w(D) is deﬁned as
(2.1) L2w(D) = {v : D → R
∣∣ v ismeasurable and ‖v‖0,w,D < ∞}
equipped with the norm and the associated scalar product
‖v‖0,w,D =
(∫
D
|v(x)|2w(x)dx
)1/2
, (u, v)w =
∫
D
u(x)v(x)w(x)dx.
Deﬁne the weighted Sobolev space Hsw(D) for a nonnegative integer s as
(2.2) Hsw(D) = {v ∈ L2w(D)
∣∣ v(α) ∈ L2w(D), |α| = 1, 2, . . . , s},
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1198 PEYMAN HESSARI
where α = (α1, α2) with α1, α2 ≥ 0, |α| = α1 + α2, and v(α) = ∂|α|v∂xα1∂yα2 , equipped
with the norm and the associated scalar product
‖v‖s,w,D =
( ∑
|α|≤s
‖v(α)‖20,w,D
)1/2
, (u, v)s,w =
∑
|α|≤s
(u(α), v(α))w.
We note that w(x) = wˆ(x)wˆ(y) is either the Legendre weight function with wˆ(t) = 1,
or the Chebyshev weight function with wˆ(t) = 1√
1−t2 . The space H
0
w(D) indicates
L2w(D), in which the norm and inner product will be denoted by ‖ ·‖w,D and (·, ·)w,D,
respectively. Let H10,w(D) be the subspace ofH1w(D), consisting of the functions which
vanish on the boundary. For the Legendre case, we will simply write the notation
without the subscripts w, i.e., ‖ · ‖D, (·, ·)D. Denote by H−1w (D) (see page 18 in [3])
the dual space of the space H10,w(D) equipped with its norm
(2.3) ‖u‖−1,w,D := sup
φ∈H10,w(D)
(u, φ)w,D
‖φ‖1,w,D .
Let
Hw(div,D) = {v ∈ L2w(D)2 : ∇ · v ∈ L2w(D)},
which is a Hilbert space under the norm
‖v‖w,div,D =
(‖v‖2w,D + ‖∇ · v‖2w,D)1/2.
Deﬁne its subspaces
H0,w(div,D) = {v ∈ Hw(div,D) : n · v = 0 on ∂D}.
Let PN be the space of all polynomials of degree less than or equal to N . Let {ξi}Ni=0
be the Legendre–Gauss–Lobatto (LGL) or Chebyshev–Gauss–Lobatto (CGL) points
on [−1, 1] such that −1 =: ξ0 < ξ1 < · · · < ξN−1 < ξN := 1. For the Legendre case,
{ξi}Ni=0 are the zeros of (1− t2)L′N (t), where LN is the Nth Legendre polynomial and
the corresponding quadrature weights {wi}Ni=0 are given by
(2.4) w0 = wN =
2
N(N + 1)
, wj =
2
N(N + 1)
1
[LN (ξj)]2
, 1 ≤ j ≤ N − 1.
For the Chebyshev case, {ξi}Ni=0 are the zeros of (1− t2)T ′N(t), where TN is the Nth
Chebyshev polynomial and the corresponding quadrature weights {wi}Ni=0 are given
by
(2.5) w0 = wN =
π
2N
, wj =
π
N
, 1 ≤ j ≤ N − 1.
We have the following exactness of numerical integration of the Gaussian quadrature
rule:
(2.6)
∫ 1
−1
p(t)wˆ(t)dt =
N∑
i=0
wi p(ξi) ∀ p ∈ P2N−1.
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FOSLS METHOD FOR STOKES–DARCY EQUATIONS 1199
Let {φi}Ni=0 be the set of Lagrange polynomials of degree N with respect to LGL or
CGL points {ξi}Ni=0 which satisfy
φi(ξj) = δij ∀i, j = 0, 1, . . . , N,
where δij denotes the Kronecker delta function. For any continuous function v on
I = (−1, 1), denote by INv ∈ PN its Lagrangian interpolant at the nodes {ξj}Nj=0,
i.e., INv(ξj) = v(ξj). The interpolation error estimate [21] is given by
(2.7) ‖v − INv‖k,w,I ≤ C Nk−s‖v‖s,w,I, k = 0, 1,
provided v ∈ Hsw(I) for some s ≥ 1. Deﬁne the discrete scalar product and norm as
〈u, v〉w,I,N =
N∑
j=0
u(ξj)v(ξj)wj , ‖v‖w,I,N = 〈v, v〉2w,I,N .
By (2.6), we have
(2.8) 〈u, v〉w,I,N = (u, v)w,I for uv ∈ P2N−1.
It is well known that
(2.9) ‖v‖w,I ≤ ‖v‖w,I,N ≤ γ∗‖v‖w,I ∀ v ∈ PN ,
where γ∗ =
√
2 + 1N for the Legendre case and γ
∗ =
√
2 for the Chebyshev case [21].
For u ∈ Hsw(I), s ≥ 1, and vN ∈ PN ,
(2.10) |(u, vN )w,I − 〈u, vN 〉w,I,N | ≤ C N−s ‖u‖s,w,I ‖vN‖w,I .
If the interval [−1 , 1] is replaced by [a , b], we can use the following linear transfor-
mation:
t =
b− a
2
(x + 1) + a : [−1, 1] → [a, b]
to ﬁnd Gauss points {ξˆj}Nj=0 and the quadrature weights {wˆj}Nj=1,
ξˆj =
b− a
2
(ξj + 1) + a, and wˆj =
b− a
2
wj .
The two-dimensional LGL or CGL nodes {xij} and the corresponding weights {wij}
are denoted as
xij = (ξi, ξj), wij = wiwj , i, j = 0, 1, . . . , N.
Let QN be the space of all polynomials of degree less than or equal to N with respect
to each single variable x and y. Deﬁne the basis for QN as
ψij(x, y) = φi(x)φj(y), i, j = 0, 1, . . . , N.
For any continuous functions u and v in D¯, the associated discrete scalar product and
norm are given by
(2.11) 〈u, v〉w,D,N =
N∑
i,j=0
wij u(xij) v(xij) and ‖v‖w,D,N = 〈v, v〉1/2w,D,N .
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From (2.6), we have
(2.12) 〈u, v〉w,D,N = (u, v)w,D for uv ∈ Q2N−1,
and it is well known that
(2.13) ‖v‖w,D ≤ ‖v‖w,D,N ≤ γ∗‖v‖w,D ∀ v ∈ QN ,
where γ∗ =
(
2 + 1N
)
for the Legendre case and γ∗ = 2 for the Chebyshev case [21].
We recall some approximation properties given in [3, 5, 21]. The interpolation error
estimate is given by
(2.14) ‖v − INv‖k,w,D ≤ C Nk−s‖v‖s,w,D, k = 0, 1,
provided v ∈ Hsw(D) for some s ≥ 2. For u ∈ Hsw(D), s ≥ 2, and vN ∈ QN ,
(2.15) |(u, vN )w,D − 〈u, vN 〉w,D,N | ≤ C N−s ‖u‖s,w,D ‖vN‖w,D.
Lemma 2.1. For any v ∈ [L2w(D)]2, we have
‖∇ · v‖−1,w,D ≤ C‖v‖w,D.
Proof. The proof is similar to Lemma 4.2 of [17].
We use the following bounds for traces from H1w(ΩD) and H
1
w(ΩS) [20]:
(2.16) ‖q‖21/2,w,Γ ≤ CT (‖q‖20,w,ΩD + ‖∇q‖20,w,ΩD),
(2.17) ‖v‖21/2,w,Γ ≤ CT (‖v‖20,w,ΩS + ‖∇v‖20,w,ΩS).
Remark 1. If the domain D is replaced by a simply connected domain, then we
can use the Gordon and Hall transformation [10, 11] to map the simply connected
domain into D (see Appendix A).
The following a priori estimate holds for Stokes equations with homogeneous
Dirichlet boundary condition on ∂D:
(2.18) ‖νu‖1,ω,D + ‖p‖ω,D ≤ C
(‖ − νΔu+∇p‖−1,ω,D + ‖ν∇ · u‖ω,D).
Its proof can be found for the cases ν = 1 and ω = 1 in [9]. For the Chebyshev weight
ω in [3], the case for general ν is then immediate. The a priori estimate for Poisson
equation −Δq = g with the Neumann boundary condition ∂q∂n = 0 on ∂D is [1]
(2.19) ‖q‖1,w,D ≤ C‖ −Δq‖−1,w,D,
subject to solvability condition
∫
D
g = 0 or
∫
D
q = 0.
D
ow
nl
oa
de
d 
09
/0
2/
15
 to
 1
14
.7
0.
7.
20
3.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
FOSLS METHOD FOR STOKES–DARCY EQUATIONS 1201
3. First order system least squares method. In this section, we investigate
the ﬁrst order system least squares pseudospectral method to approximate the solution
of Stokes–Darcy equations (1.1)–(1.4). The pressure p is eliminated from the Stokes
equation by taking the trace operator on T = 2ν E(u)− pI to get
p = −1
2
trT.
We impose the following condition:
(3.1)
∫
ΩS
trT = 0
in order to get the unique solution. We also have
T+ p I− 2ν E(u) = T− 1
2
tr (T) I − 2ν E(u) = Tˆ− 2ν E(u).
We consider the following ﬁrst order system of equations for the Stokes–Darcy problem
(1.1)–(1.2):
(3.2)
⎧⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−∇ ·T = f in ΩS ,
∇ · u = 0 in ΩS ,
Tˆ− 2ν E(u) = 0 in ΩS ,
w +K∇q = 0 in ΩD,
∇ ·w = g in ΩD,
along with boundary condition (1.3) and interface condition (1.4).
3.1. Legendre pseudospectral least squares method. We consider the Le-
gendre pseudospectral least squares method for the ﬁrst order system of equations
(3.2). Let
VS = {v ∈ H(div,ΩS) : v · n ∈ L2(Γ)},
VD = {v ∈ H∂ΩD (div,ΩD) : v · n ∈ L2(Γ)},
W = [VS ]
2 × [H1∂ΩS (ΩS)]2 ×VD ×H1(ΩD),
where
H1∂ΩS (ΩS) = {v ∈ H1(ΩS) : v = 0 on∂ΩS},
H∂ΩD (div,ΩD) = {v ∈ H(div,ΩD) : v · n = 0 on∂ΩD}.
Deﬁne the least squares functional as
(3.3)
G(T,u,w, q; f) = ‖∇ ·T+ f‖2ΩS + ‖ 1√2ν Tˆ−
√
2ν E(u)‖2ΩS + ‖∇ · u‖2ΩS
+‖ 1√
K
w +
√
K∇q‖2ΩD + ‖∇ ·w − g‖2ΩD + ‖u · n−w · n‖2Γ
+‖n · (T · n) + q‖2Γ + ‖βn× (T · n) + u× n‖2Γ
for (T,u,w, q) ∈ W. The ﬁrst order system least squares variational problem for
(3.3) is to minimize the quadratic function G(T,u,w, q; f) over W. That is, ﬁnd
(T,u,w, q) ∈W such that
(3.4) G(T,u,w, q; f) = inf
(S,v,z,r)∈W
G(S,v, z, r; f).
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The corresponding variational problem is to ﬁnd (T,u,w, q) ∈W such that
(3.5) A(T,u,w, q;S,v, z, r) = F(S,v, z, r) ∀(S,v, z, r) ∈W,
where
(3.6)
A(T,u,w, q;S,v, z, r)
= (∇ ·T,∇ · S)ΩS +
(
1√
2ν
Tˆ−√2ν E(u), 1√
2ν
Sˆ−√2ν E(v))
ΩS
+(∇ · u,∇ · v)ΩS +
(
1√
K
w +
√
K∇q, 1√
K
z+
√
K∇r)
ΩD
+ (∇ ·w,∇ · z)ΩD
+(u · n−w · n,v · n− z · n)Γ +
(
n · (T · n) + q,n · (S · n) + r)
Γ
+
(
βn× (T · n) + u× n, βn× (S · n) + v × n)
Γ
and
(3.7) F(S,v, z, r) = (g, ∇ · z)ΩD − (f ,∇ · S)ΩS .
For U = (T,u,w, q) ∈W, deﬁne
|||U ||| =
(
‖T‖2div,ΩS + ‖T · n‖2Γ + ‖u‖21,ΩS + ‖w‖2div,ΩD + ‖w · n‖2Γ + ‖q‖21,ΩD
)1/2
.
The following theorem, which shows coercivity and continuity of variational problem
(3.5), can be found in [19].
Theorem 3.1. There are positive constants c and C such that
(3.8) c|||U |||2 ≤ G(T,u,w, q; 0) ≤ C|||U |||2
hold for all (T,u,w, q) ∈W which satisfy (3.1).
To consider the discrete least squares Legendre method, let
VS,N = VS ∩ Q2N (ΩS), VD,N = VD ∩ Q2N (ΩD),
and
WN = [VS,N ]
2 × [H1∂ΩS (ΩS) ∩ QN (ΩS)]2 ×VD,N × [H1(ΩD) ∩ QN (ΩD)].
We now deﬁne the discrete least squares functional using the discrete Legendre spec-
tral norm as
(3.9)
GN (T,u,w, q; f) = ‖∇ ·T+ f‖2ΩS ,N + ‖ 1√2ν Tˆ−
√
2ν E(u)‖2ΩS ,N + ‖∇ · u‖2ΩS,N
+‖ 1√
K
w +
√
K∇q‖2ΩD ,N + ‖∇ ·w‖2ΩD ,N + ‖u · n−w · n‖2Γ,N
+‖n · (T · n) + q‖2Γ,N + ‖βn× (T · n) + u× n‖2Γ,N
for (T,u,w, q) ∈WN . The discrete least squares problem associated with (3.9) is to
minimize the quadratic functional GN (T,u,w, q; f) over WN , and the corresponding
variational problem is to ﬁnd (TN ,uN ,wN , qN) ∈WN such that
(3.10) AN (TN ,uN ,wN , qN ;S,v, z, r) = FN (S,v, z, r) ∀(S,v, z, r) ∈WN ,
where
(3.11)
AN (TN ,uN ,wN , qN ;S,v, z, r) = 〈∇ ·TN ,∇ · S〉ΩS ,N
+
〈
1√
2ν
TˆN −
√
2ν E(uN ), 1√2ν Sˆ−
√
2ν E(v)〉
ΩS ,N
+ 〈∇ · uN ,∇ · v〉ΩS ,N
+
〈
1√
K
wN +
√
K∇qN , 1√K z+
√
K∇r〉
ΩD ,N
+ 〈∇ ·wN ,∇ · z〉ΩD ,N
+ 〈uN · n−wN · n,v · n− z · n〉Γ,N + 〈n · (TN · n) + qN ,n · (S · n) + r〉Γ,N
+ 〈βn× (TN · n) + uN × n, βn× (S · n) + v × n〉Γ,N
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and
(3.12) FN (S,v, z, r) = 〈g,∇ · z〉ΩD ,N − 〈f ,∇ · S〉ΩS ,N .
Now, we show continuity and coercivity of the GN (T,u,w, q;0).
Theorem 3.2. There are positive constants c and C such that
(3.13) c|||U |||2 ≤ GN (T,u,w, q;0) ≤ C|||U |||2
hold for all (T,u,w, q) ∈WN which satisfy (3.1).
Proof. We have ∇ · T ∈ [QN−1]2, ∇ · u, ∇ · w ∈ QN−1, 1√2ν Tˆ −
√
2ν E(u) ∈
[QN ]4, 1√Kw+
√
K∇q ∈ [QN ]2, and u·n−w·n, n·(T·n)+q, βn×(T·n)+u×n ∈ PN ;
by using (2.13) and (2.9), there are constants c and C such that
cG(T,u,w, q;0) ≤ GN (T,u,w, q;0) ≤ C G(T,u,w, q;0).
Hence the bounds (3.13) are consequences of Theorem 3.1.
Now, we show the spectral convergence of the Legendre pseudospectral least
squares method.
Theorem 3.3. Suppose that the solution (T,u,w, q) of (3.5) is inW∩[Hs(ΩS)4∩
Hs(ΩS)
2∩Hs(ΩD)2∩Hs(ΩD)
]
for some s ≥ 1, and g ∈ Hk(ΩD), f ∈ [H(ΩS)]2, for
, k ≥ 2. Let (TN ,uN ,wN , qN ) ∈ WN be the approximate solution of (3.10). Then
there exists a constant C such that
‖T−TN‖2div,ΩS + ‖u− uN‖21,ΩS + ‖w−wN‖2div,ΩD + ‖q − qN‖21,ΩD
≤ C
(
N1−s
[‖T‖s,ΩS + ‖u‖s,ΩS + ‖w‖s,ΩD + ‖q‖s,ΩD](3.14)
+N−‖f‖,ΩS +N−k‖g‖k,ΩD
)
.
Proof. Using the ﬁrst Strang lemma [3], we have
|||U − UN ||| ≤ infV ∈WN
[
|||U − V |||+ supW∈WN |A(V,W )−AN (V,W )||||W |||
]
+supW∈WN
|F(W )−FN(W )|
|||W ||| ,
where U = (T,u,w, q), UN = (TN ,uN ,wN , qN ), and so on. Using inequality (2.15)
yields
|F(W )− FN (W )| =
∣
∣(g, ∇ · z)ΩD − (f ,∇ · S)ΩS − 〈g,∇ · z〉ΩD ,N + 〈f ,∇ · S〉ΩS ,N
∣
∣
≤ CN−‖f‖,ΩS‖∇ · S‖ΩS + CN−k‖g‖k,ΩD‖∇ · z‖ΩD
≤ C(N−‖f‖,ΩS +N−k‖g‖k,ΩD )|||W |||.
If we take V ∈ WN−1, then by using (2.8) for the interior inner product and (2.12)
for the interface inner product, we have
(3.15)
∣∣A(V,W )−AN (V,W )∣∣ = 0, W ∈WN .
Hence we arrive at
|||U − UN ||| ≤ inf
V ∈WN
|||U − V |||+ C(N−‖f‖,ΩS +N−k‖g‖k,ΩD).
Applying (2.7) and (2.14) to the above inequality results in (3.14) and the proof is
complete.
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3.2. Chebyshev pseudospectral least squares method. We now consider
the Chebyshev pseudospectral least squares method for ﬁrst order system of equations
(3.2) of the Stokes–Darcy equations. To do so, let
Vw,S = {v ∈ Hw(div,ΩS) : v · n ∈ L2w(Γ)},
Vw,D = {v ∈ Hw,∂ΩD(div,ΩD) : v · n ∈ L2w(Γ)},
Ww = [Vw,S ]
2 × [H1w,∂ΩS (ΩS)]2 ×Vw,D ×H1w(ΩD),
where
H1w,∂ΩS(ΩS) = {v ∈ H1w(ΩS) : v = 0 on∂ΩS},
Hw,∂ΩD (div,ΩD) = {v ∈ Hw(div,ΩD) : v · n = 0 on∂ΩD}.
Deﬁne the least squares functional as
(3.16)
Gw(T,u,w, q; f , g) = ‖∇ ·T+ f‖2w,ΩS + ‖ 1√2ν Tˆ−
√
2ν E(u)‖2w,ΩS
+ ‖∇ · u‖2w,ΩS + ‖ 1√Kw +
√
K∇q‖2w,ΩD
+ ‖∇ ·w − g‖2w,ΩD + ‖u · n−w · n‖2w,Γ
+ ‖n · (T · n) + q‖2w,Γ + ‖βn× (T · n) + u× n‖2w,Γ
for (T,u,w, q) ∈ Ww. The ﬁrst order system least squares variational problem for
(3.16) is to minimize the quadratic function Gw(T,u,w, q; f) over Ww; that is, ﬁnd
(T,u,w, q) ∈Ww such that
(3.17) Gw(T,u,w, q; f , g) = inf
(S,v,z,r)∈Ww
Gw(S,v, z, r; f , g).
The corresponding variational problem is to ﬁnd (T,u,w, q) ∈Ww such that
(3.18) Aw(T,u,w, q;S,v, z, r) = Fw(S,v, z, r) ∀(S,v, z, r) ∈Ww,
where
(3.19)
Aw(T,u,w, q;S,v, z, r)
= (∇ ·T,∇ · S)w,ΩS +
(
1√
2ν
Tˆ−√2ν E(u), 1√
2ν
Sˆ−√2ν E(v))
w,ΩS
+(∇ · u,∇ · v)w,ΩS +
(
1√
K
w +
√
K∇q, 1√
K
z+
√
K∇r)
w,ΩD
+ (∇ ·w,∇ · z)w,ΩD
+(u · n−w · n,v · n− z · n)w,Γ +
(
n · (T · n) + q,n · (S · n) + r)
w,Γ
+
(
βn × (T · n) + u× n, βn× (S · n) + v × n)
w,Γ
and
(3.20) Fw(S,v, z, r) = (g, ∇ · z)w,ΩD − (f ,∇ · S)w,ΩS .
For U = (T,u,w, q) ∈Ww, we deﬁne
|||U |||w =
(
‖T‖2w,div,ΩS+‖T·n‖2w,Γ+‖u‖21,w,ΩS+‖w‖2w,div,ΩD+‖w·n‖2w,Γ+‖q‖21,w,ΩD
)1/2
.
We assume that the a priori estimate (2.18) holds for the Stokes equation in ΩS ; that
is,
(3.21) ‖νu‖1,ω,ΩS + ‖p‖ω,ΩS ≤ C
(‖ − νΔu+∇p‖−1,ω,ΩS + ‖ν∇ · u‖ω,ΩS).
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We note that the elimination of w in (1.2) gives the Poisson equation −KΔq = g
with the Neumann boundary condition ∂q∂n = 0 on ∂ΩD, and we assume that a priori
estimate (2.19) holds; that is,
(3.22) ‖q‖1,w,ΩD ≤ C‖ −KΔq‖−1,w,ΩD .
The coercivity and continuity of variational problem (3.18) is given in the following
theorem.
Theorem 3.4. Assume that inequalities (3.21) and (3.22) hold. Then there exist
positive constants c and C such that
(3.23) c|||U |||2w ≤ Gw(T,u,w, q; 0) ≤ C|||U |||2w
hold for all (T,u,w, q) ∈Ww which satisfy (3.1).
Proof. By deﬁnitions, we have
(3.24) ‖E(u)‖2w ≤ ‖∇u‖2w.
The upper bound of (3.23) is a consequence of using (3.24) and triangle inequality.
To proof the lower bound of (3.23), we have
(3.25)
‖T‖2w,ΩS = (T,T)w,ΩS = (Tˆ,T)w,ΩS + ( 12 trT,T)w,ΩS
=
√
2ν( 1√
2ν
Tˆ−√2ν E(u),T)w,ΩS + 2ν(E(u),T)w,ΩS + ( 12 trT,T)w,ΩS
≤ √2ν‖ 1√
2ν
Tˆ−√2ν E(u)‖w,ΩS‖T‖w,ΩS + 2ν‖E(u)‖w,ΩS‖T‖w,ΩS
+‖ 1
2
trT‖w,ΩS‖T‖w,ΩS
=
(√
2ν‖ 1√
2ν
Tˆ−√2ν E(u)‖w,ΩS + 2ν‖E(u)‖w,ΩS + ‖ 12 trT‖w,ΩS
)‖T‖w,ΩS .
Using  inequality with  = 1 gives
(3.26)
‖T‖2w,ΩS ≤
(√
2ν‖ 1√
2ν
Tˆ−√2ν E(u)‖w,ΩS + 2ν‖E(u)‖w,ΩS + 12‖trT ‖w,ΩS
)2
= 6ν‖ 1√
2ν
Tˆ−√2ν E(u)‖2w,ΩS + 12ν2‖E(u)‖2w,ΩS + 3‖ 12 trT ‖2w,ΩS .
By (3.24), we have
(3.27)
‖T‖2w,ΩS ≤ 6ν‖ 1√2ν Tˆ−
√
2ν E(u)‖2w,ΩS + 12ν2‖E(u)‖2w,ΩS + 3‖ 12 trT ‖2w,ΩS
≤ 6ν‖ 1√
2ν
Tˆ−√2ν E(u)‖2w,ΩS + 12(ν2‖∇u‖2w,ΩS + ‖ 12 trT ‖2w,ΩS)
≤ 6ν‖ 1√
2ν
Tˆ−√2ν E(u)‖2w,ΩS + 12(ν2‖u‖21,w,ΩS + ‖ 12 trT ‖2w,ΩS)
≤ CGw(T,u,w, q; 0).
Obviously,
(3.28) ‖∇ ·T‖2w ≤ Gw(T,u,w, q; 0).
By using (3.22), and Lemma 2.1, we have
‖q‖21,w,ΩD ≤ C‖ −KΔq‖2−1,w,ΩD
≤ C‖ − ∇ · (K∇q +w)‖2−1,w,ΩD + C‖∇ ·w‖2−1,w,ΩD
≤ C‖K∇q +w‖2w,ΩD + C‖∇ ·w‖2w,ΩD
≤ CGw(T,u,w, q; 0).
The triangle inequality gives
(3.29) ‖w‖2w,ΩD ≤ C‖w +K∇q‖2w,ΩD + C‖q‖21,w,ΩD ≤ CGw(T,u,w, q; 0);
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then
(3.30) ‖w‖2div,w,ΩD ≤ CGw(T,u,w, q; 0).
With the similar idea of [19], by using trace inequalities (2.16) and (2.17), for α ∈
(0, 12 ], we have
(3.31)
‖u · n−w · n‖2w,Γ +‖n · (T · n) + q‖2w,Γ + ‖βn× (T · n) + u× n‖2w,Γ
≥ α(‖w · n‖2w,Γ + ‖n · (T · n)‖2w,Γ + ‖βn× (T · n)‖2w,Γ)
−2α(‖u · n‖2w,Γ + ‖q‖2w,Γ + ‖u× n‖2w,Γ)
≥ α(‖w · n‖2w,Γ +min{1, β2}‖T · n‖2w,Γ)
−2α(‖u · n‖2w,Γ + ‖q‖2w,Γ + ‖u× n‖2w,Γ)
≥ α(‖w · n‖2w,Γ +min{1, β2}‖T · n‖2w,Γ)
−2α(‖u‖2w,Γ + ‖q‖2w,Γ)
≥ α(‖w · n‖2w,Γ +min{1, β2}‖T · n‖2w,Γ)
−2αCT (‖u‖21,w,ΩS + ‖q‖2w,ΩD + ‖∇q‖2w,ΩD).
Therefore, there exists a constant C such that
(3.32) ‖w · n‖2w,Γ + ‖T · n‖2w,Γ ≤ CGw(T,u,w, q; 0).
The lower bound of (3.23) follows from inequalities (3.24)–(3.32).
To investigate the discrete Chebyshev least squares method, let
Vw,S,N = Vw,S ∩ Q2N (ΩS), Vw,D,N = Vw,D ∩Q2N (ΩD),
and
Ww,N = [Vw,S,N ]
2 × [H1w,∂ΩS (ΩS) ∩ QN(ΩS)]2 ×Vw,D,N × [H1w(ΩD) ∩QN (ΩD)].
We now deﬁne the discrete least squares functional using discrete Chebyshev spectral
norm as
(3.33)
Gw,N(T,u,w, q; f)
= ‖∇ ·T+ f‖2w,ΩS,N + ‖ 1√2ν Tˆ−
√
2ν E(u)‖2w,ΩS ,N + ‖∇ · u‖2w,ΩS,N
+ ‖ 1√
K
w +
√
K∇q‖2w,ΩD,N + ‖∇ ·w‖2w,ΩD,N + ‖u · n−w · n‖2w,Γ,N
+ ‖n · (T · n) + q‖2w,Γ,N + ‖βn× (T · n) + u× n‖2w,Γ,N
for (T,u,w, q) ∈ Ww,N . The discrete least squares problem of (3.33) is to minimize
the quadratic functional Gw,N (T,u,w, q; f) overWw,N . Hence the corresponding vari-
ational problem is to ﬁnd (TN ,uN ,wN , qN ) ∈Ww,N such that
(3.34) Aw,N (T,u,w, q;S,v, z, r) = Fw,N(S,v, z, r) ∀(S,v, z, r) ∈Ww,N ,
where
(3.35)
Aw,N (TN ,uN ,wN , qN ;S,v, z, r) = 〈∇ ·TN ,∇ · S〉w,ΩS ,N
+
〈
1√
2ν
TˆN −
√
2ν E(uN), 1√
2ν
Sˆ−√2ν E(v)〉
w,ΩS ,N
+ 〈∇ · uN ,∇ · v〉w,ΩS ,N
+
〈
1√
K
wN +
√
K∇qN , 1√
K
z+
√
K∇r〉
w,ΩD ,N
+ 〈∇ ·wN ,∇ · z〉w,ΩD ,N
+ 〈uN · n−wN · n,v · n− z · n〉w,Γ,N + 〈n · (TN · n) + qN ,n · (S · n) + r〉w,Γ,N
+ 〈βn× (TN · n) + uN × n, βn× (S · n) + v× n〉w,Γ,N
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and
(3.36) Fw,N(S,v, z, r) = 〈g,∇ · z〉w,ΩD ,N − 〈f ,∇ · S〉w,ΩS ,N .
Now, we show continuity and coercivity of Gw,N(T,u,w, q;0).
Theorem 3.5. Suppose that (3.21) and (3.22) hold. There are positive constants
c and C such that
(3.37) c|||U |||2w ≤ Gw,N (T,u,w, q;0) ≤ C|||U |||2w
hold for all (T,u,w, q) ∈Ww,N which satisfy (3.1).
Proof. We have ∇ · T ∈ [QN−1]2, ∇ · u, ∇ · w ∈ QN−1, 1√2ν Tˆ −
√
2ν E(u) ∈
[QN ]4, 1√Kw+
√
K∇q ∈ [QN ]2, and u·n−w·n, n·(T·n)+q, βn×(T·n)+u×n ∈ PN ;
by using (2.13) and (2.9), there are constants c and C such that
cGw(T,u,w, q;0) ≤ Gw,N(T,u,w, q;0) ≤ C Gw(T,u,w, q;0).
Hence the bounds (3.37) are a consequence of Theorem 3.4.
The spectral convergence of the Chebyshev pseudospectral least squares method
is investigated in the following theorem.
Theorem 3.6. Assume (3.21) and (3.22) hold. Suppose that the solution (T,u,w, q)
of (3.18) is in Ww ∩
[
Hsw(ΩS)
4 ∩ Hsw(ΩS)2 ∩ Hsw(ΩD)2 ∩ Hsw(ΩD)
]
for s ≥ 1, and
g ∈ Hkw(ΩD), f ∈ [Hw(ΩS)]2, for k,  ≥ 2. Let (TN ,uN ,wN , qN ) ∈ Ww,N be the
approximate solution of (3.34). Then there is a constant C such that
(3.38)
‖T−TN‖2w,div,ΩS + ‖u− uN‖21,w,ΩS + ‖w−wN‖2w,div,ΩD + ‖q − qN‖21,w,ΩD
≤ C
(
N1−s
[‖T‖s,w,ΩS + ‖u‖s,w,ΩS + ‖w‖s,w,ΩD + ‖q‖s,w,ΩD]
+N−‖f‖,w,ΩS +N−k‖g‖k,w,ΩD
)
.
Proof. Using the ﬁrst Strang lemma [3], we have
(3.39)
|||U − UN |||w ≤ infV ∈Ww,N
[
|||U − V |||w + supW∈WN |Aw(V,W )−Aw,N (V,W )||||W |||w
]
+supW∈WN
|Fw(W )−Fw,N (W )|
|||W |||w ,
where U = (T,u,w, q), UN = (TN ,uN ,wN , qN ), and so on. Using inequality (2.15)
yields
(3.40)∣∣Fw(W )−Fw,N(W )|
=
∣∣(g, ∇ · z)w,ΩD − (f ,∇ · S)w,ΩS − 〈g,∇ · z〉w,ΩD ,N + 〈f ,∇ · S〉w,ΩS ,N ∣∣
≤ CN−‖f‖,w,ΩS‖∇ · S‖w,ΩS + CN−k‖g‖k,w,ΩD‖∇ · z‖w,ΩD
≤ C(N−‖f‖,w,ΩS +N−k‖g‖k,w,ΩD)|||W |||w .
If we take V ∈Ww,N−1, then by using (2.8) for the interior inner product and (2.12)
for the interface inner product, we have
(3.41)
∣∣Aw(V,W )−Aw,N(V,W )∣∣ = 0, W ∈Ww,N .
So
|||U − UN |||w ≤ inf
V ∈Ww,N
|||U − V |||w + C(N−‖f‖,w,ΩS +N−k‖g‖k,w,ΩD).
Application of (2.7) and (2.14) in the above inequality gives the result and the proof
is complete.
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4. Numerical experiments and implementation. In this section, we present
implementation of the pseudospectral least squares method brieﬂy (see [13, 15, 17] for
more details) and give some numerical examples to support our theory. Let DN be
the one-dimensional pseudospectral derivative matrix associated to the N + 1 values
of {∂Nv(ξj)}Nj=0 at LGL or CGL points [5]. The entries of DN can be computed
by diﬀerentiating the Lagrange polynomials φj . First, we reorder the LGL and CGL
points from bottom to top and then from left to right such that xk(N+1)+l := xkl =
(ξk, ξl) for k, l = 1, . . . , N. The pseudospectral derivative matrix in two-dimensional
space is deﬁned via the Kronecker tensor product; that is,
Sx = DN ⊗ IN and Sy = IN ⊗DN ,
where IN is identity matrix of the same order as DN . Let rˆ be the vector containing
the nodal values of a continuous function r; that is,
rˆ = (r(x0), . . . , r(x(N+1)2−1))T .
By using
∂tv(xi) =
(N+1)2−1∑
j=0
(St)ijv(xj) = (Stvˆ)i for t = x, or y,
we have
〈v, z〉w,N = zˆTW vˆ and 〈∂t1v, ∂t2z〉w,N = (St2 zˆ)TW (St1 vˆ),
where t1 and t2 are x or y, and W = diag{wi} is the diagonal weight matrix. Then
the problems (3.10) and (3.34) can be easily assembled.
Remark 2. The proposed method can be applied to the Stokes–Darcy problem
deﬁned on curved domain with curve interface by using the Gordon–Hall transfor-
mation [10, 11]. A brief introduction of the Gordon–Hall transformation is given in
Appendix A. The good feature of the Gordon–Hall map and pseudospectral method
is that the collocation points always lie on the interface and two neighboring domains
ΩS and ΩD share the same nodes on the interface, regardless of interface shape. Due
to this property, the error discretization in our method does not include mismatch
parameter introduced in [28].
In the following examples, we take Ω = (0, 1) × (0, 2) with ΩD = (0, 1) × (0, 1),
ΩS = (0, 1) × (1, 2), and Γ = (0, 1) × {1}. The results are given for K = 1, β = 1,
and ν = 1. The functions T and w can be computed by deﬁnition of T and (1.2),
respectively. Let (TN , uN , wN , qN ) be the approximate solution of Stokes–Darcy
equations by Legendre or Chebyshev least squares method, and let Ev = v − vN for
v = T,u,w, or q.
Example 1. Let
(4.1)
⎧⎪⎪⎨
⎪⎪⎩
u1 = − cos(π2 y) sin(π2x),
u2 = sin(
π
2 y) cos(
π
2x) − 1 + x,
p = 12 − x,
q = ( 2π ) cos(
π
2x) cos(
π
2 y)− y(x− 1)
be the exact solution of the Stokes–Darcy equations. Error discretization of Example
1 for Legendre and Chebyshev approximation are given in Figures 2 and 3, which
show that the spectral errors decay exponentially with respect to N.
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Fig. 2. L2w-error discretization for Example 1.
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Fig. 3. Error discretization for Example 1.
Example 2. We consider the following velocity and pressure:
(4.2)
⎧⎪⎪⎨
⎪⎪⎩
u1 = exp(x+ y) + y,
u2 = − exp(x + y)− x,
p = cos(πx) cos(πy) + x− 12 ,
q = exp(x+ y)− cos(πx) + yx
as exact solutions of the Stokes–Darcy equations. Error discretization of Example 2
for Legendre and Chebyshev approximation are given in Figures 4 and 5, which show
spectral convergence of the errors.
Example 3. In this example, let exact solutions of the Stokes–Darcy equations be
(4.3)
⎧⎪⎨
⎪⎪⎩
u1 = − cos(πx) sin(πy),
u2 = sin(πx) cos(πy),
p = sin(πx)− 2π ,
q = y sin(πx).
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Fig. 4. L2w-error discretization for Example 2.
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Fig. 5. Error discretization for Example 2.
Error discretization of Example 3 for Legendre and Chebyshev approximation are
presented in Figures 6 and 7, which show that the spectral errors decay exponentially
with respect to N.
5. Conclusion. We have presented and analyzed the ﬁrst order system least
squares method for coupled Stokes–Darcy equations using Legendre and Chebyshev
pseudospectral methods, which are known to be very accurate. The least squares func-
tionals are deﬁned as the sum of squared L2w-norm of residuals in the ﬁrst order system
of coupled Stokes–Darcy equations. While the boundary conditions are imposed on
the solution spaces, the Beaver–Joseph–Saﬀmann interface conditions are treated dif-
ferently. The squared L2w-norm of residuals of the interface conditions are also added
to the least squares functional. Continuous and discrete homogeneous least squares
functionals for Legendre and Chebyshev pseudospectral methods are shown to be
equivalent to ‖T‖2w,div,ΩS+‖T·n‖2w,Γ+‖u‖21,w,ΩS+‖w‖2w,div,ΩD+‖w·n‖2w,Γ+‖q‖21,w,ΩD .
The spectral convergence for both Legendre and Chebyshev pseudospectral methods is
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Fig. 6. L2w-error discretization for Example 3.
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Fig. 7. Error discretization for Example 3.
derived. Some numerical experiments are given to demonstrate the analysis. The pro-
posed method can be employed in the Stokes–Darcy problem in the three-dimensional
case as well as the Navier–Stokes–Darcy equation in two and three dimensions. How-
ever, it involves more technicalities.
Appendix A. Gordon–Hall transformation. In this section, we brieﬂy review
the Gordon–Hall transformation. Let F be a vector-valued function of two indepen-
dent variables xˆ and yˆ over a domain S in the xˆyˆ-plane whose range is Ω in R2. We
assume that F is a continuous transformation which maps S one-to-one onto a simply
connected bounded region Ω in R2 such that F : ∂S→ ∂Ω. For convenience, suppose
that S = [0, h]× [0, h].
We would like to construct a one-to-one function T : S→ Ω which matches F on
the boundaries of S, the so-called boundary interpolant of F , such that
(A.1)
{
T(0, yˆ) = F(0, yˆ), T(h, yˆ) = F(h, yˆ), 0 ≤ yˆ ≤ h,
T(xˆ, 0) = F(xˆ, 0), T(xˆ, h) = F(xˆ, h), 0 ≤ xˆ ≤ h.
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By using the similar arguments given in [10, 11], we can choose the following simple
transﬁnite bilinear Lagrange interpolant of F:
(A.2)
T(xˆ, yˆ) =
[
x(xˆ, yˆ)
y(xˆ, yˆ)
]
:= (1 − xˆ/h)F(0, yˆ) + (xˆ/h)F(h, yˆ)
+(1− yˆ/h)F(xˆ, 0) + (yˆ/h)F(xˆ, h)
−(1− xˆ/h)(1− yˆ/h)F(0, 0)− (1 − xˆ/h)(yˆ/h)F(0, h)
−(1− yˆ/h)(xˆ/h)F(h, 0)− (yˆ/h)(xˆ/h)F(h, h).
It is to be noted that in practice we do not need the function F in the transﬁnite
interpolation T. The only thing we need is the geometric description of Ω in terms of
its boundary which is subdivided into four parametric curve segments. It is necessary
that the transﬁnite interpolation T has to be one-to-one in the interior of Ω. If T is
one-to-one, it is invertible [27]. By the implicit function theorem [27], if the Jacobian
of the transformation T
(A.3)
∣∣∣∣∂(x, y)∂(xˆ, yˆ)
∣∣∣∣ =
∣∣∣∣∣∣∣∣
∂x
∂xˆ
∂x
∂yˆ
∂y
∂xˆ
∂y
∂yˆ
∣∣∣∣∣∣∣∣
is nonzero and T is continuously diﬀerentiable in the interior of S, then T has a
local inverse at each point of Ω. Then we have the transformed function uˆ(xˆ, yˆ) :=
u(T(xˆ, yˆ)) deﬁned on the rectangular domain S, and the elliptic equation deﬁned on
curved domain Ω is also transformed to an elliptic equation deﬁned on the rectangular
domain S. For more details and examples, see [12, 15].
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