Parameter estimates for associated genetic variants, reported in the discovery samples are often grossly inflated compared to the values observed in the follow-up samples. This type of bias is a consequence of the sequential procedure as a declared associated variant must first pass a stringent significance threshold. We propose a hierarchical Bayes method in which a spike-and-slab prior is used to account for the possibility that the significant test result may be due to chance. We investigate the robustness of the method using different priors corresponding to different degrees of confidence in the testing results and propose a Bayesian model averaging procedure to combine estimates produced by different models. The Bayesian estimators yield smaller variance compared to the conditional likelihood estimator and outperform the latter in studies with low power. We investigate the performance of the method with simulations and illustrate it using four real data examples.
Introduction
Parameter estimates (e.g. odds ratio) for associated genetic variants (e.g. SingleNucleotide Polymorphisms), reported in the discovery samples are often grossly inflated compared to the values observed in the follow-up samples ).
This type of bias is a consequence of model selection, because a declared associated variant must pass a stringent significance threshold as well as be the winner among all competing variants. This phenomenon is also known as the Beavis effect (Xu (2003)) or the Winner's curse (Zöllner and Pritchard (2007) ) in the biostatistics literature.
The Winner's curse has recently gained much attention in genetic studies, because it's been recognized as one of the major contributing factors to the failures of many attempted replication studies (e.g. Ioannidis et al. (2009) ). For example, five Nature Genetic publications in the first three months of 2009 acknowledged the effect of Winner's curse (e.g., Nair et al., 2009) . In their recent Nature Review paper entitled "Validating, augmenting and refining genome-wide association signals", Ioannidis et al. (2009) Some authors (e.g., Göring et al., 2001 ) have argued that reliable parameter estimates can only be obtained from an independent sample. However, collecting additional samples could be undesirable in some cases due to, for example, time and budget constraints as well as concerns over population heterogeneity and sampling differences. Two categories of methods were subsequently proposed to correct for the selection bias using the original dataset only: the model-free resampling based methods (e.g., Sun and Bull1, 2005; Wu et al., 2006; Yu et al., 2007) and the likelihood based methods (e.g., Zöllner and Pritchard, 2007; Ghosh et al., 2008; Zhong and Prentice, 2008) . Both types of approaches were shown to substantially reduce the estimation bias in relatively modest sample sizes, and comparable performances in terms of accuracy and efficiency were observed (Faye et al., 2008) . However, one caveat is that the variances of the proposed estimators in both categories are considerably higher than the original naïve estimator, rendering highly variable estimates of sample size for replication studies, even if the Root Mean Squared Errors (RMSE) are lower.
For example, Figure 4 of Zöllner and Pritchard (2007) shows that the bias-adjusted sample size estimates range from ∼ 500 to ∼ 100, 000 compared to the actual required sample size of 1,261 for a successful replication study (α = 10 −6 , 1 − β = 80%).
The increased variance of the bias-reduced estimators via either the resampling or likelihood methods is a consequence of the "double use" of the same data for both variant detection and parameter estimation. The original sample size n can be deceptively large for parameter estimation if the same samples were first used for selecting the most promising variant(s). The loss of effective sample size for estimation is inversely proportional to the power of variant detection. It is a form of hidden data contamination as discussed by Meng (1994) .
Motivated by the above observations and the fact that some form of prior information is often available in genetic studies, we propose here a Bayesian framework to further reduce the bias and decrease the variance of the estimates. In particular, we focus on the log odds ratio estimates from genome-wide association (GWA) studies via logistic regression analyses of case-control disease status, because most of the current genetic mapping studies adopt the GWA study design. We first describe the statistical model in Section 2. We prove in Section 3 that there are no unbiased estimators for log odds ratio obtained conditionally on statistical significance. We present the Bayesian methodology in Section 4 with detailed discussions on the prior specifications and the advantages of model averaging. We assess the performance of the proposed methods in Section 5 via simulation studies and demonstrate their utility in Section 6 using four studies. Our concluding remarks are in Section 7.
The Statistical Model
Let β refer to the true log odds ratio (LOR), the parameter of interest, for the risk allele of an associated SNP, and Z the statistic for the associate test. Following Ghosh et al. (2008) , we assume that Z is asymptotically normally distributed and has the form
where β is the estimate for β from the logistic regression in which the response variable is the affection status of the sample (i.e. 0=unaffected and 1=affected by the disease of interest) and the predictor is the SNP genotypes coded additively (i.e. 0, 1 or 2 copies of the risk allele), with or without other covariates. Without loss of generality, we assume that the minor allele is the risk allele and the alternative of interest is one-sided, i.e. H 0 : µ = 0 vs.
In a more general statistical setup, we assume that n iid samples, {X 1 , . . . , X n }, were collected from a population with mean µ and variance σ 2 . We assume that σ 2 is known because in genetic association studies, σ 2 depends on the allele frequency of a SNP and can be easily estimated (Slager and Schaid, 2001 ). We consider a normal test for H 0 : µ = 0 vs. H 1 : µ > 0 based on the sample mean,
The standard practice is to directly use X, from the same sample, as an estimate for µ unconditional on the null hypothesis being rejected, i.e. T n > c, where c is the critical value corresponding to type I error rate α, ignoring the fact that estimation is performed for samples with positive findings only. Note that, although E[X] = µ, the conditional mean E[X|X > c σ/ √ n] ≥ µ. As a result, such naïve estimate is upward biased unless the power of the test is 100%. The amount of bias is inversely proportional to the power as was first demonstrated by Göring et al. (2001) in genome-wide linkage settings and later by Garner (2007) for genome-wide association studies. The likelihood based methods proposed by Ghosh et al. (2008) and other authors essentially correct for this selection bias by calculating the maximum likelihood estimate (MLE) from the correct conditional likelihood. In this setting,
where φ and Φ are the probability density function (pdf) and cumulative distribution function (cdf) of the standard normal distribution.
3 Lack of Unbiased Estimators for µ Ghosh et al. (2008) and other authors have demonstrated that the MLE from the correct conditional likelihood could substantially reduce the bias. However, they also observed via simulation studies that the conditional MLE tends to over-correct for large µ and under-correct for small µ. Here, we prove analytically that an unbiased estimator for µ conditional on statistical significance does not exist.
Since T n is a sufficient statistic for µ assuming that σ 2 is known, the completeness of the normal family of distributions implies that if there exists no function h such
exists. Therefore, we can restrict the search for unbiased estimators of
Now suppose that some function h(T n ) is an unbiased estimator of
Multiplying both sides by 1
Now, let δ + c (y) to be a Dirac-delta function defined for y ≥ c such that it is equal to 0 for all y greater than c with the property that ǫ c δ + c (y) dy = 1 for all ǫ > 0. It is easy to see that a solution to equation (3.2) is g(T n ) = δ + c (T n ). By the completeness of the normal distribution, the solution g(T n ) is unique almost everywhere on [c, ∞). Thus, h(T n )|T n > c = T n |T n > c is true almost everywhere on [c, ∞). Hence, T n |T n > c is also an unbiased estimator for µ σ/ √ n . However, T n |T n > c has an upward bias equals
. Therefore, we conclude that there are no unbiased estimators of µ σ/ √ n and hence no unbiased estimators of µ.
A similar argument was used by Stallard et al. (2008) who showed that there is no conditional unbiased estimator for the effect of treatment A from a sample that was first used to select treatment A over B, i.e. conditioning on the fact that the sample effect of treatment A was larger than that of treatment B.
Bayesian Bias Correction

Prior Specification
The possible available prior information for genome-wide association studies is diverse, for example, results from previous genome-wide linkage analyses and/or candidate studies and/or biological evidence of the SNPs. However, one common theme is the anticipated low power of the GWA studies and the well acknowledged fact that an apparent significantly associated SNP could be a false positive (Ioannidis et al., 2009 ). Thus, the performance of the proposed Bayesian methods is assessed in this context, although the practical implementation of the methods could be study specific depending on the available prior.
The Bayesian paradigm allows us to incorporate in our model the prior belief that the significance of the effect observed may be due to chance. Mathematically, this belief can be modeled using a "spike and slab" prior which is essentially a mixture between a discrete probability with mass at zero and a continuous density f with support on the positive real line
Spike and slab priors have a long history in the Bayesian literature on variable selection and shrinkage estimation, e.g. Box and Meyer (1986) , Mitchell and Beauchamp (1988) , George and McCulloch (1993) , Chipman (1996) , Clyde et al. (1996 ), Geweke (1996 , and Kuo and Mallick (1998) . A recent theoretical study by Ishwaran and Rao (2005) discusses similarities between Bayesian procedures using spike and slab priors and frequentist procedures.
We use Uniform(0, 2) to specify f (µ), the density function for the normalized LOR, where the upper bound of the uniform prior was chosen as the maximum attained value of realistic LOR of susceptibility loci of complex diseases and traits.
For example, the truly associate SNP in the well known major histocompatibility complex (MHC) region has perhaps the highest genetic effect observed to date, with a log odd ratio of log(5.49) = 1.7 (WTCCC, 2007) . However, we should mention that our simulations have shown that the results remain largely the same if the prior support for µ is larger (e.g. µ = 6). We treat ξ as a hyperparameter with a Beta distribution,
The parameters a, b reflect our degree of prior belief in µ = 0 (false positive) versus
density, which implies that we do not favor, a priori, any region of (0, We reparametrize the model using θ = µ/2 for easier implementation. Therefore, the proposed Bayesian method has the following hierarchical structure
where g 0 (θ) = δ {0} (θ) and g 1 is the density of Uniform(0, 1). 
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Posterior distribution
To obtain the posterior distribution of θ, we introduce a mixture indicator Z and let Z = 0 if the significant SNP is a false positive (θ ∼ g 0 ) and Z = 1 for a true positive (θ ∼ g 1 ):
Thus, conditional on Z, the joint prior distribution for (θ, ξ) is
Therefore, conditional on Z, the posterior distribution for the vector (θ, ξ) can be expressed as:
The posterior distribution of (θ, ξ) is then
Sampling from the Posterior Distribution
The characteristics of the posterior distribution cannot be studied analytically due to its complex form. Thus we propose to use Markov chain Monte Carlo (MCMC)
to sample from π. The posterior distribution has a mixture form for which the Data Augmentation algorithm of Tanner and Wong (1987) has been proven extremely efficient. The algorithm relies on sampling alternatively from the distribution of Z|T n , θ, ξ and θ, ξ|Z, T n . More precisely, at iteration t we carry out the following steps:
Step 1 Sample Z t ∈ {0, 1} given ξ t−1 and θ t−1 from the conditional distribution Z t |ξ t−1 , θ t−1 = 0, with probability p 0 p 0 +p 1 1 with probability
Step 2 i) If Z t = 0, sample
and set µ t = θ t = 0.
ii) If Z t = 1, sample
and set µ t = 2θ t .
The sampling of θ t at step 2.ii) cannot be carried out directly so we use a MetropolisHasting algorithm Metropolis et al. (1953) . 20,000 iterations are used to obtain 15,000 simulated samples, discarding the first 5,000 "burn-in" samples. The sample mean of the above 15,000 posterior samples of µ, denoted as µ B , is the Bayesian estimate of the posterior mean E[µ|T n > c].
Bayesian Model Averaging (BMA)
The Bayesian model averaging (BMA) is a coherent and conceptually simple method devised to take into account the model uncertainty (see Hoeting et al., 1999 , and references therein). For the problem discussed here, the uncertainty is related to our lack of information regarding the power of the test performed in the first stage. If we knew say, that the power of the test is high, then we would be more confident that the signal detected is a true signal and this would be reflected in our choice of the prior. In the absence of such information, one could adopt the BMA methodology to increase the robustness of the Bayesian estimator.
Assume that ∆ is the quantity of inferential interest, for which a number of candidate models, say M 1 , ..., M K , are available. Given the prior probability for each candidate model, p(M i ), 1 ≤ i ≤ K, the traditional BMA method assigns the poste-
where
, and
In our setting, K=2 because only two models are considered. Let M 1 be the model with prior p(ξ) = Beta(8, 0.5) and M 2 for p(ξ) = Beta(0.5, 8). To specify the values for p(M 1 ) and p(M 2 ), we utilize the threshold value c in the following fashion, p(M 1 ) = e (−c/2) and p(M 2 ) = 1 − e (−c/2) . Thus our prior belief in model M 1 (with higher density for false positive) decreases as the testing threshold value increases at an exponential rate. The posterior probabilities for the two models can be derived as:
Thus,
The direct computation, however, is difficult because the integral
cannot be calculated in a closed form. Note that
thus p(T n |M) can be viewed as the normalizing constant of the posterior distribution p(µ, ξ|T n , M). Therefore, the first ratio in (4.5) is a ratio of two normalizing constants for two densities from which we can sample. The problem of estimating ratios of two normalizing constants has been discussed by, among others, Meng and Wong (1996) and Gelman and Meng (1998) . We use the bridge sampling method proposed by Meng and Wong (1996) to compute the ratio in (4.5).
To compute (4.5), let ω = (µ, ξ) and
and
First, we simulate n i = 10, 000 samples {(µ i1 , ξ i1 ), ..., (µ in i , ξ in i )} from each density p i , i = 1, 2. Then we compute l ij as follows:
If we denote the bridge sampling estimater for
then, from equations (4.4) and (4.5), we obtain the BMA estimator of μ µ BM A =r e Remark Although highest posterior density (HPD) regions with posterior mass 1 − α may be estimated using samples from the posterior under models M 1 and M 2 , there is no direct way to construct a HPD for the model averaging estimator. In this paper, we will use only the model averaging estimates without a HPD associated to them.
Simulation Study
We performed a set of simulations to investigate the effect of sample size on the different estimators, under a complete factorial design. The factors are three levels of the type 1 error rate of the association test, α ∈ {0.05, 10 −4 , 10 −6 } corresponding to threshold values c ∈ {1.645, 3.719, 4.753}, and six levels of the power of the association test, η = {0.1, 0.2, 0.5, 0.9, 0.99}. Throughout the simulation the true mean was fixed at µ = log(1.1) = 0.095 (i.e. OR of 1.1). and σ was assumed to be known and set at 1.6855 so that the corresponding sample size n is reasonable for causal variant with low OR at each combination of α and η values ( Table 1 ). The value of 10 −4
and 10 −6 for α were chosen for association studies at the genome-wide level and 0.05 for candidate gene type of studies. Power levels of 10%, 20% and 50% reflect the low power anticipated for the current genome-wide association studies, while a power level of 99% allows us to investigate the asymptotic behavior of the methods.
Under each scenario, we began by simulating 200 significant data sets, X i ∼ N(µ, σ 2 ), i = 1, ..., n, i.e., the value of the test statistics T n = X σ/ √ n is greater than c.
The following seven estimates of µ were computed for each generated data set: 
Application Studies
We applied our methods as discussed above to four datasets, one of which is I) the candidate gene association study of Lymphoma by Wang et al. (2006) Example I The Lymphoma study reported two significant SNPs (rs1800629 and rs909253) from a candidate gene study using a total of 48 SNPs and 318 cases and 766 controls. The naive OR estimates are 1.54 and 1.40, respectively. We applied the MLE and Bayesian methods using a p-value threshold of 0.1/48 ≈ 0.002 as in Ghosh et al. (2008) . The follow up estimates are the results from a larger pooled analysis involving seven studies reported in Rothman et al. (2006) . From the results, shown in Table 2 , one can see that the Bayesian model averaging estimate is closer to the replicated value than the conditional MLE estimate. In this case the average model "favors" the B.H model which, in turn, yields estimates very close to the replicated values.
Example II The GWAS of T1D by WTCCC (2007) used about 2,000 cases and 3,000 controls genotyped with the 500K Affymetrix chip, and it reported six significant loci at the 5 × 10 −7 level. We focus on the four SNPs analyzed by Ghosh et al. (2008) because replication results are available from the study of Todd et al. (2007) . The results in Table 3 show that the Bayesian methods considered yield similar results to the MLE. In this case, the prior influences the result only minimally, a fact that can be attributed to the strong signal in the data.
Example III Nair et al. (2009) conducted a GWAS of Psoriasis using 438,670
SNPs in 1,359 cases and 1,400 controls and a follow-up study on 21 promising SNPs.
"Owing to the 'winner's curse', odds ratios estimated in the discovery sample were larger than those estimated in the follow-up samples" ( Table 2 of Nair et al., 2009 ).
The original selection of SNPs for follow-up study was based on p-value ranking and biological evidence. We used here α = 10 −4 which captured all but one of the ten reported SNPs. The results (see Table 4 ) show again that the Bayesian model averaging procedure leads to similar estimates as the conditional maximum likelihood.
However, we should emphasize that the main advantage of the methods proposed here is the smaller variance in low-power studies, which in turn can produce more reliable sample size estimates for replication studies. The similarity between the estimates produced by our methods and the conditional likelihood approach is an added bonus since it shows that one does not trade bias for variance in this case. before the starting of the two different treatments) were used for the regression analysis so that the two groups are comparable and the intensive treatment group could be used as a replication dataset. Both the MLE and the B.BMA fail to produce estimates close to the replicated value, as seen in 
Conclusions and Future Work
We propose hierarchical Bayes methods for bias reduction in statistical genetics analyses. The basis of the approach is a spike-and-slab prior which essentially allows for the possibility that the signal detected may be the product of chance. In addition, the prior permits the researchers to quantify their belief in the strength of the signal.
Depending on the prior, inference based on the posterior distribution may be different from model to model. The researcher therefore faces the choice (sometimes difficult) between various models. We propose a Bayesian averaging method in which we use the data to weigh in on the more appropriate model. However, we should emphasize that the model averaging is not necessarily the best approach and, as in other choices one makes when dealing with genetics data (e.g., choice of false discovery level, number of markers, sample size, etc) other factors may contribute to the decision of using a say, conservative model like B.L or anti-conservative one like B.H.
We have conducted additional simulation studies in which the effect of the true genetic effect size on the different estimators are investigated. For example, in a set of simulation, we fixed the sample size, n = 1, 000 but vary µ so that µ = {0, log(1.1), log(1.2), log(1.3), log(1.4), log(1.5)}, and we still assumed σ = 1.6855 and α = {0.05, 10 −4 , 10 −6 }. The results changed quantitatively buy the main conclusion remained same as the one illustrated by the set of simulation studies above.
To apply the proposed Bayesian methods to the DCCT dataset with a quantitative trait phenotype, we first used the same Uniform(0, 2) density for f (µ) as for LOR.
This allowed us to test the robustness of the method since the upper bound for µ in the regression setting can be reasonable assumed to be 0.2. To be more precise, note that µ is a regression coefficient in this setup and is related to the percentage of phenotype variation explained by the SNP via the expression,
where S 2 X = 0.4674 is the sample variance of the SNP (coded as 0, 1 and 2) and S 2 Y = 0.136914 2 = 0.0187 is the sample variance of the phenotype (i.e. log(A1c) value). Since r 2 ≤ 100%, thus µ ≤ 0.2. When Uniform(0, 0.2) was used, the estimates were largely unchanged compared to results in Table 5 The likelihood-based methods and the proposed Bayesian approach both correct for threshold effect, i.e. the SNP of interest must pass significance threshold. In practice, another source of bias is the maximization effect. More precisely, suppose that a number of independent SNP are considered but only the maximum effect is estimated.
Again, the effect estimate is biased but a likelihood-based correction is cumbersome since the effects included in the maximization may have different distributions and may depend on unknown parameters. The proposed Bayesian method only indirectly models the maximum effect by allowing the SNP of interest to be false positive. So far, the method of choice for this problem remains the bootstrap-based correction method of Sun and Bull1 (2005) . The root of the estimation bias discussed here is due to the sequential analysis strategy of first selecting significant variants then estimating their effects. We are currently working on methods for joint modeling of testing and estimation as an alternative solution to the problem discussed here. 
