Abstract-Consider a distributed control problem with a communication channel connecting the observer of a linear stochastic system to the controller. The goal of the controller is to minimize a quadratic cost function in the state variables and control signal, known as the linear quadratic regulator (LQR). We study the fundamental tradeoff between the communication rate r bits/sec and the limsup of the expected cost b. In the companion paper [1], which can be read independently of the current one, we show a lower bound on a certain cost function, which quantifies the minimum mutual information between the channel input and output, given the past, that is compatible with a target LQR cost. The bound applies as long as the system noise has a probability density function, and it holds for a general class of codes that can take full advantage of the memory of the data observed so far and that are not constrained to have any particular structure. In this paper, we prove that the bound can be approached by a simple variablelength lattice quantization scheme, as long as the system noise satisfies a smoothness condition. The quantization scheme only quantizes the innovation, that is, the difference between the controller's belief about the current state and the encoder's state estimate. Our proof technique leverages some recent results on nonasymptotic high resolution vector quantization.
I. INTRODUCTION

A. System model
Consider the following discrete time stochastic linear system:
where X t ∈ R n is the state, V t ∈ R n is the process noise, U t ∈ R m are deterministic controls, and A and B are fixed matrices of dimensions n × n and n × m, respectively. See Fig. 1 . At time t, the controller observes output G t of the channel, and chooses a control action U t based on everything it has observed up to time t. That is, U t ∈ G t , where G t is the σ-algebra generated by G t = (G 0 , G 1 , . . . , G t ).
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At time t, the encoder observes the output of the sensor Y t ∈ R k :
where C is a k × n deterministic matrix, and W t ∈ R k is the observation noise. The encoder forms a codeword F t , which is then passed on to the channel. Like the controller, the encoder has access to the entire history of the data it has observed.
We assume that system noises V 0 , V 1 . . . ... are i.i.d. independent of everything else, distributed the same as V ; and that observation noises W 0 , W 1 , . . . are also i.i.d. independent of everything else and distributed as W . If
we say that the system is fully observed. 
B. Prior art
Most of the prior work on quantization for control systems focused on fixed-rate quantizers, that is, compressors whose outputs can take one of 2 r values, and on stabilizing the system, but not explicitly on cost-quantization tradeoffs. Nair and Evans [3] showed that time-invariant fixed-rate quantizers are unable to attain bounded cost if the noise is unbounded [3] , regardless of their rate. The reason is that since the noise is unbounded, over time, a large magnitude noise realization will inevitably be encountered, and the dynamic range of the quantizer will be exceeded by a large margin, not permitting recovery. From that point on the cost will grow without bound. Brockett and Liberzon [4] proposed an adaptive quantization scheme, which "zooms out" (i.e. increases the quantization intervals) when the system is far from the target and "zooms in" to drive the system state further to 0 when the system is close to the target. Nair and Evans [3] proposed a stabilizing quantization scheme in which he number of quantization levels is finite at each step but varies with time. Yüksel [5] , [6] considered fixedrate quantizers with adaptive bin sizes and showed that there exists a unique invariant distribution for the system state and the quantizer parameters in [5] , and studied the existence and the structure of optimal quantization and control policies in [6] . Structural properties of optimal zero-delay quantizers for the compression Markov sources were investigated in [7] - [15] .
In variable rate (or length) quantization, the quantizer can have a countably infinite number of quantization cells. Entropy coding is applied to encode the indices of quantization cells, so that the more likely quantization cells have a shorter description and the less likely ones a longer one. That way, once in a while a rare source realization might cause a longer string of bits to be transmitted. Elia and Mitter [16] considered stabilization of a noiseless linear system controlled with a variable-length scalar quantizer, and showed that for a certain notion of coarseless, the coarsest quantizer is logarithmic (i.e. its levels follow a logarithmic law). Silva et al. [17] noticed that the rate of a quantizer embedded into a feedback loop of a control system is lower bounded by the directed mutual information from its output to the input. As discussed in [17] , the bound is approached to within 1 bit by a dithered prefixfree quantizer, a compression setting in which both the compressor and the decompressor have access to a common dither -a random signal with special statistical properties. More recently, Silva et al. [18] computed a lower bound to the minimum rate and proposed a dithered quantization scheme that performs within 1.254 bits from it. Leveraging the high resolution quantization results of Linder and Zamir [19] , Tatikonda et al. [20] argued that for any time horizon t, the ratio of normalized output entropy of the best sequential quantizer,
is the entire history of the encoder's outputs, over the functional inverse of (5) converges to 1 as b ↓ b min,t . In other words, the normalized entropy of the history of encoder's outputs is well approximated by min {r : B t (r) < b} in the limit of small b.
If the channel in the feedback control loop introduces random noise, designing good codes is a challenge. To see why, let us consider first separated source/channel schemes, in which the data is first quantized (source code), and then the redundancy is added to protect the quantized representation of the data against the channel noise (channel code). Since the channel introduces random noise, the probability of confusing different quantization indices is nonzero. If such an error event occurs, it may lead to an unbounded error in the applied control, resulting in an unbounded cost. Sahai and Mitter [21] showed that the necessary condition for a separated scheme to attain stabilizability is an exponential decay in probability of decoder's error in deciding past channel outputs. It is unclear how to implement such codes in practice for general channels (for erasure channels see [22] ). A possible solution is to employ a joint design of sourcechannel codes, recently explored in [23] . In an uncommon special case of a probabilistic match between the source and the channel statistics [24] , the optimal joint design is particularly simple. Such a scenario has been previously explored in control literature. A simple linear scheme attains the optimum in the control of a scalar Gaussian system over a scalar AWGN channel [20] , [23] , [25] . Tatikonda and Mitter [26] exploited a special property of the erasure channel with feedback, in which a retransmission scheme attains its capacity without delay. A related example is control over a packet drop channel, considered by Sinopoli et al. [27] . There, a simple retransmission scheme attains the optimum, as long as the packet drop probability is not too high.
C. Our contribution
In this paper, we show that the optimal rate-cost tradeoff achievable within the general class of variable-rate quantizers that are allowed to use the memory of the infinite past is closely approached by a simple, time-invariant lattice quantization scheme that only transmits the difference between the encoder's estimate about the current system state and the controller's estimate. We provide a rigorous proof that the gap between the performance of the achievable scheme and the lower bound in [1] decreases as the target LQR cost approaches the minimum LQR cost attainable without rate constraints. The gap can be further decreased as the dimensionality of the system increases, permitting block coding. We provide estimates on the speed of this convergence.
D. Technical approach
We build on the ideas from high resolution quantization theory. A pioneering result of Gish and Piece [28] states that in the limit of high resolution, a uniform scalar quantizer incurs a loss of only about 1 2 log 2 2πe 12 ≈ 0.254 bits per sample. Ziv [29] showed that regardless of target distortion, the normalized output entropy of a dithered scalar quantizer exceeds that of the optimal vector quantizer by at most 1 2 log 4πe 12 ≈ 0.754 bits per sample. A lattice quantizer presents a natural extension of a scalar uniform quantizer to multiple dimensions. The advantage of lattice quantizers over uniform scalar quantizers is that the shape of their quantization cells can be made to approach a Euclidean ball in high dimensions. Indeed, relying on a fundamental result by Rogers [30] and crediting Poltyev, Zamir and Feder [31, (25) ] showed that the logarithm of the normalized second moment of the best n-dimensional lattice quantizer converges to that of a ball, log 1 2πe , at a speed O log n n . The works of Gersho [32] , Zamir and Feder [33] and Linder and Zeger [34] established that the entropy rate of dithered lattice quantizers converges to Shannon's lower bound in the limit of vanishing distortion.
While the presence of a dither signal both at the encoder and the decoder greatly simplifies the analysis and can improve the quantization performance, it also complicates the engineering implementation. In this paper, we do not consider dithered quantization. Neither do we rely directly on the classical heuristic reasoning by Gish and Piece [28] . Instead, we use a non-dithered lattice quantizer followed by an entropy coder. To rigorously prove that its performance approaches our converse bound, we employ a recent upper bound [35] , [36] on the output entropy of lattice quantizers in terms of the differential entropy of the source, the target distortion and a smoothness parameter of the source density.
E. Paper organization
The rest of the paper is organized as follows. In Section II, we state and discuss our main results: Section II-A introduces the main quantities of interest, Section II-B focuses on the scenario where the observer sees the system state (fully observed system), Section II-C discusses a generalization to the scenario where the observer sees a noisy measurement of the system state (partially observed system). Section III discusses the operational implications of our bounds in the settings of fixed-rate quantization, variable-rate quantization and joint source-channel coding. The proofs are presented in Section IV.
II. MAIN RESULTS
A. The rate-cost tradeoff
The efficiency of a given control law at time t is measured by the linear quadratic regulator (LQR) cost function:
where the matrices Q ≥ 0 (positive semidefinite), R ≥ 0 and S t+1 ≥ 0. For t ≥ 0 and r > 0, consider the following optimization problem:
where
is the mutual information between F i and G i given the history of the observed channel outputs,
The following information-theoretic quantity plays a central role in determining the operational fundamental limits of control under communication constraints.
Definition 1 (rate-cost function [1] ). The rate-cost function is defined as
Applying
where H(·|·) is the conditional entropy, to (28) , we see that Theorem 1 provides a lower bound on the output entropy of a quantizer achieving cost b. Formally,
where H(b) is defined below.
Definition 2 (entropy-cost function). The entropy-cost function is defined as
The entropy-cost function serves as a measure of information that needs to be transmitted from the encoder to the controller in order to attain LQR cost b. It is also closely linked to the minimum average rate of variablerate quantizers that can keep the system at cost b. It also determines the minimum capacity of the channel F t → G t compatible with target cost b in the setting where the channel F t → G t introduces random noise. So as not to break the flow of the presentation and to quickly get to the main results, we defer a detailed discussion of these implications to Section III.
In the absence of communication constraints, the minimum cost can be written as
It is well known that the total minimum cost decomposes into two terms, the cost due to the noise in the system, b t min V , and the cost due to the noise in the observation of the state, b t min W :
The celebrated separation principle of estimation and control states that the minimum cost in (11) can be attained by separately estimating the value of X t using the noisy observations
, and applying the optimal control to the estimate as if it was the true state of the system.
The minimum quadratic cost due to the system noise attainable in the limit of infinite time can be expressed as (e.g. [37] )
• S is the solution to the algebraic Riccati equation
• Σ V is the covariance matrix of each of the V 1 , V 2 , . . .,
In the presence of observation noise, the optimal estimator of X t is the conditional expectation of X t given all the observations up to time t:
. . , Y t ) in the limit of infinite time, that is,
we can write the minimum quadratic cost due to the observation noise as
If the noises V 1 , V 2 , . . . and W 1 , W 2 , . . . are jointly Gaussian, then the optimal estimator admits a particularly elegant implementation via the Kalman filter. In that case, P is given by
• T is the solution to the algebraic Riccati equation
• K is the steady state Kalman filter gain:
• Σ W is the covariance matrix of each of the W 1 , W 2 , . . .,
B. Fully observed system
Our results are expressed in terms of the entropy power of the system and observation noises. The entropy power of an n-dimensional random vector X is defined as
where h(X) = − R n f X (x) log f X (x)dx is the differential entropy of X, and f X (·) is the density of X with respect to the Lebesgue measure on R n . The entropy power satisfies the following inequalities:
where the variance of X can be written as
The first equality in (25) is attained if and only if X is Gaussian and the second if and only if X is white.
Thus, N (X) is equal to the normalized variance of a white Gaussian random vector with differential entropy h(X).
If L is square, the entropy power scales as
We quote a lower bound from the companion paper [1] .
Theorem 1 ( [1]).
Consider the fully observed linear stochastic system (1), (3) . Suppose that V has a density. At any LQR cost b > tr(Σ V S), the rate-cost function is bounded below as
where M is defined in (16) .
Theorem 1 gives a lower (converse) bound on the output entropy of quantizers that achieve the target cost b, without making any assumptions on the quantizer structure and permitting the use of the entire history of observation data. The achievability result we are about to present, Theorem 2 below, proves that the converse can be approached by a strikingly simple quantizer coupled with a standard controller, without common randomness (dither) at the encoder and the decoder.
Theorem 2 below holds under the assumption that the density of the noise is sufficiently smooth. Specifically, we adopt the following notion of a regular density.
Definition 3 (Regular density, [38]). Let
A wide class of densities satisfying smoothness condition (29) is identified in [38] . Convolution with Gaussians produces a regular density: more precisely, the density of B+Z,
Theorem 2. Consider the fully observed linear stochastic system (1), (3) . Suppose that M > 0 and that V has a regular density. Then, at any LQR cost b > tr(Σ V S)), the entropy-cost function is bounded by
where O 1 (log n) ≤ C 1 log n and O 2 (ξ) ≤ C 2 min {ξ, c 2 } for some nonnegative constants C 1 , C 2 and c 2 .
The first two terms in (30) match the first two terms in (28) . The O 1 (log n) term is the penalty due to the shape of lattice quantizer cells not being exactly spherical. In Section IV, we provide a precise expression for that term
is the penalty due to the distribution of the innovation not being uniform. It becomes negligible for small b − tr(Σ V S), and the speed of that convergence depends on the smoothness parameters of the noise density.
Theorem 2 implies that if the channel F t → G t is noiseless, then there exists a quantizer with output entropy given by the right side of (30) that attains LQR cost b > tr(Σ V S)), when coupled with an appropriate controller. In fact, as we will show in Section IV, the bound in (30) is attainable by a simple lattice quantization scheme that only transmits the innovation of the state, i.e. the difference between the controller's prediction of the state at time t given the information the controller had at time t − 1 and the true state. The controller acts as if it observed a noisecorrupted version of the state: it forms its best estimate of the state based on the quantized data, and computes the control action based on that estimate. The near optimality of this simple scheme is particularly interesting in light of the recent result of Fu [39] , demonstrating that quantizers designed to minimize the distortion at current step do not generally attain the optimal performance. The result in Theorem 3 suggests that the performance loss is negligible in the regime of low b.
The entropy of the scalar version of the above quantization scheme, together with the general lower bound in Theorem 1, is plotted in Fig. 2 and Fig. 3 . As predicted by Theorem 2, the performance of the uniform innovations quantizer closely approximates the lower bound at low b. More surprisingly, it stays within 0.5 nat from the lower bound even at large b. The gap can be further decreased for multidimensional systems by taking advantage of lattice quantization.
C. Partially observed system
Consider now the scenario in which the encoder sees only a noisy observation of the system state and forms a codeword to transmit to the controller using its present and past noisy observations.
If the system noise and the observation noise are jointly Gaussian, the minimum asymptotically attainable cost without rate constraints is given by (from (11))
so the cost attainable with rate constraints must be above b min . As Theorem 3 below shows, the rate-cost function is bounded in terms of the steady state covariance matrix of the innovation in encoder's state estimate: Fig. 4 displays the lower bound in Theorem 3 as a function of the target cost b, together with the entropy of a simple uniform variable-rate quantizer. As in the fully observed case, the observer quantizes the innovation, only now the innovation is the difference between the observer's estimate and the controller's estimate. The scheme operates as follows. The observer sees Y t , recursively computes its state estimate, computes the innovation, quantizes the innovation. The controller receives the quantized value of the innovation, recursively computes its state estimate, and forms the control action that is a function of controller's state estimate only. Accordingly, the tasks of state estimation, quantization and control are separated. The momentous insight afforded by Theorem 4 below is that in the high rate regime, this simple scheme performs provably close to R(b), the best rate-cost tradeoff theoretically attainable. 
III. OPERATIONAL IMPLICATIONS So far we have formally defined the rate-cost / entropycost functions as the limiting solutions of an LQR cost minimization problem subject to a mutual information / entropy constraint (Definition 1 / Definition 2) and presented lower and upper bounds to those functions. In this section we discuss the operational implications of the results in Section II-B and Section II-C in several communication scenarios.
1) Control under a fixed rate constraint:
In control under a fixed rate constraint, the channel connecting the encoder to the controller is a noiseless bit pipe that accepts a fixed number of r bits per time unit. Formally, the set of allowable encoder and decoder mappings is
and the operational fundamental limit of interest is the minimum quadratic cost at time t compatible with communication rate r:
The operational rate-cost function is defined as the minimum communication rate compatible with limiting cost b:
Since for any F i ∈ F fix, t (r),
we have F fix, t (r) ⊆ {F i : I(F i ; G i |G i−1 ) ≤ r}, and so
Therefore, the converse results in Theorems 1 and 3 give sharp lower bounds on the minimum size of a fixed-rate quantizer compatible with LQR cost b. The achievability results in Theorems 2 and 4 are insufficient to establish the existence of a fixed-rate quantizer of rate approaching R(b). While attempting to find a time-invariant fixed-rate quantizer operating at any finite cost is futile [3] , determining whether there exists an adaptive fixed-rate quantization scheme approaching the converses in Theorems 1 and 3 remains an intriguing open question.
2) Control under an average rate constraint:
Assume now that the channel connecting the encoder to the controller is a noiseless channel that accepts an average of r bits per time unit. That is, the set of allowable encoder mappings is
where {0, 1} ⋆ denotes the set of all binary strings:
and ℓ(·) is the length of the binary string in its argument. Note that we do not impose any prefix constraints on the codewords, as appropriate in our discrete time control setting. A variable-rate quantizer of rate r is an encoder/decoder pair (F t , G t ) such that F t ∈ F var, t (r).
The operational fundamental limit of interest is the minimum quadratic cost at time t compatible with average communication rate r:
The operational rate-cost function is defined as the minimum average communication rate compatible with limiting cost b:
The minimum encoded average length L ⋆ (X) in lossless compression of object X is bounded as [40] , [41] 
Note that (45) states that the optimum compressed length is below the entropy. This is a consequence of lifting the prefix condition: without prefix constraints one can indeed compress at an average rate slightly below the entropy [40] , [42] . The prefix condition allows the decoder to locate the end of the codeword without error. In our discrete-time control scenario, imposing a prefix condition on the transmitted codewords is entirely unnecessary, because the underlying assumption behind the discrete-time system model in (1), (2) is the presence of syncronized clocks at the observer and the controller, which determine the beginning and the end of each transmission. It follows that
which implies the existence of a variable-rate quantizer whose average rate does not exceed the expressions in Theorems 2 and 4. Likewise,
leads to a lower bound on R var (b) via applying (48) and (8) to the bounds in Theorems 1 and 3. Consequently, our converse and achievability results in Section II-B and Section II-C characterize the operational rate-cost tradeoff for control with variable rate quantizers.
Remark 1. The minimum average compressed length L ⋆ p (X) among all prefix-free lossless compressors satisfies,
Therefore, the minimum average rate of a prefix-free quantizer compatible with cost b is bounded as
Accordingly, although the prefix condition is not needed in our control scenario as discussed above, the theorems in Section II-B and Section II-C also characterize the operational rate-cost tradeoff for control with variable rate prefix-free quantizers.
3) Control over a noisy channel:
Suppose now that the channel in Fig. 1 introduces random i.i.d. noise according to some probability kernel P G|F , that is,
Using (51), it is easy to verify that for all i,
where C is the channel capacity. It follows from Definition 1 and (52) that
is a necessary condition for stabilizing the system at LQR cost b over a stationary memoryless communication channel with capacity C. Thus, the converse results in Theorems 1 and 3 present lower bounds on the capacity of the channel necessary to attain b. One remarkable special case when equality in (53) is attained is control of a scalar Gaussian system over a scalar AWGN channel [20] , [23] , [25] . In that case, the channel is probabilistically matched to the data to be transmitted [24] , and no coding beyond simple amplification is needed. In practice, such matching rarely occurs, and intelligent joint source-channel coding techniques can lead to a significant performance improvement. One such technique that approaches (53) in a particular scenario is discussed in [23] . In general, how closely the bound in (53) can be approached over noisy channels is an open problem.
IV. PROOFS
In this section, we will prove the main results of the paper, Theorems 2 and 4. Before describing our achievability schemes, we introduce the tools that will be key to their analysis. The first result provides a means to bound the difference between the differential entropies of two random variables whose distributions are close to each other.
Proposition 1 ( [38]). Let X and Y be random vectors with finite second moments. If the density of
where W (X, Y ) is the Wasserstein distance between the distributions of X and Y :
where the infimum is over all joint distributions P XY whose marginals are P X and P Y .
The next result will help us establish that the random variables that we will encounter at each step of the control system operation have regular densities. Our achievability schemes employ lattice quantization. A lattice C in R n is a discrete set of points that is closed under reflection and addition. The nearest-neighbor quantizer is the mapping q C : R n → C defined by
Covering efficiency of lattice C is measured by
where V C the volume of the Voronoi cells of lattice C:
and B C is the volume of a ball whose radius is equal to that of the Voronoi cells of C. By definition,
and the closer ρ C is to 1 the more sphere-like the Voronoi cells of C are and the better lattice C is for covering. The next result gives an upper bound to the output entropy of lattice quantizers.
Theorem 5 ( [36]).
Suppose that f X is (c 0 , c 1 )-regular. There exists a lattice quantizer q C such that
and
where ρ Cn is the lattice covering efficiency defined in (57), and α n n 2 log 2e n
where Γ(·) is the Gamma function.
The leading term in (61) is Shannon's lower bound. The contribution of the remaining terms becomes negligible if n is large and d is small. Indeed, by Stirling's approximation, as n → ∞,
On the other hand, Rogers [30, Theorem 5.9] showed that for each n ≥ 3, there exists an n-dimensional lattice C n with covering efficiency n log ρ Cn ≤ log 2 √ 2πe (log n + log log n + c) ,
where c is a constant. Therefore, the terms n log ρ Cn and α n are logarithmic in n, so in high dimension their contribution becomes negligible compared to the first term in (61). In low dimension, the contribution of these terms can be computed as follows. The thinnest lattice covering is known in dimensions 1 to 23 is Voronoi's principal lattice of the first type [43] (A * n ), which has covering efficiency
A * n is proven to be the thinnest lattice covering possible in dimensions n = 1, 2, . . . , 5. For A * n -based lattice quantizer, we can compute the constant appearing in (61) as
We are now equipped to prove Theorem 2.
Proof of Theorem 2:
Fix t ≥ 1. Denote for brevity
where S t is the solution to the discrete-time Ricatti recursion,
We will show that it is sufficient to transmit only the state innovationX t , given bỹ
whereX t−1 is the controller's estimate of the state at time t − 1, computed recursively using the formula,
and G t are the channel outputs received by the controller by time t. In our case of noiseless variable-rate transmission, each G i , i = 1, 2, . . . , t is a index uniquely identifying a quantization cell. Note thatX t = E [X t |G t ]. First, we describe how the codebook is generated, then we describe the operation of the encoder and the controller, and then we proceed to the analysis of the scheme.
Codebook design.
To maximize covering efficiency, we use the best lattice known in dimension n scaled so that its covering radius is ≤ d 1 2 t :
The random variable that will be quantized is
Encoder. Upon observing X t , the encoder computes the innovationX t according to (72), and outputs the index of the lattice cell in which Z t falls.
Controller. The controller recovers the lattice cell identified by the encoder, forms its state estimate (73), and sets the control action to
Analysis. At time t, control U t is applied, and the total accumulated cost is given by, according to the standard square completion argument,
Without rate constraints, the nonnegative last term can be made zero by letting U t = −L t AX t . Thus, the last term in (80) measures the penalty to the running LQR cost due to quantization. For our achievability scheme, substituting (78) into (80), we conclude that the penalty is bounded as, for a.s. all G t ,
• to get (81) we substituted
for X t and (73) forX t ;
• (83) holds because by construction, the lattice covering radius does not exceed d 1 2 t , so
It follows that the total normalized cost is ≤ b − tr (Σ V S t+1 ), as desired.
It remains to compute the entropy of the quantized representation of Z t . First, we establish that Z t has a regular density. Using the assumption that V has a (c 0 , c 1 )-regular density, it's easy to see that t , similar to (81)- (83), we have almost surely,
From (87), we obtain
where a t is the following operator norm of A:
Finally, sinceX
it follows via Proposition 2 that Z t has (s
t c 1 )-regular density. Now we can apply Theorem 5 to obtain the following bound on the entropy of q C (Z t ):
To evaluate E [ Z t ], combine (88) and (90) to obtain
where we denoted for brevity
The desired upper bound on E [ Z t ] follows from
To estimate the entropy power of Z t , recall since (R + B T S t+1 B) 1 2 L t AV has a regular density, we can use (88) and (90) in Proposition 1 to obtain
+ log e c 1 2 v
Gathering (91), (92), (94) and (95), we conclude that
is given by 
Applying (27) and taking t → ∞, we obtain
(99)
where s is the smallest singular value of A T MA, and a > 0, v > 0 are given by a sup
The statement of Theorem 2 now follows.
Proof of Theorem 4:
Denote the encoder's state estimate at time t
At time t, having observed Y t , the Kalman filter forms an estimate of the plant state at time t using Y t and the prior estimateX t−1 as follows (e.g. [44] ):
is the innovation independent ofX t−1 , U t−1 andỸ
The covariances of the innovation and the estimation error are given by, respectively,
Cov(X t −X t ) = P t .
We will show that it is sufficient to transmit only the innovation in the state estimate,X t , given bỹ
whereX t−1 is the controller's estimate of the encoder's state estimate at time t − 1, computed recursively using the formula,X
and G t is the channel output received by the controller. In our case of noiseless variable-rate transmission, each G i , i = 1, 2, . . . is an index uniquely identifying a quantization cell.
Codebook design. To maximize covering efficiency, we use the best lattice known in dimension n with covering radius is ≤ d 1 2 t , where
Encoder. Upon observing X t , the encoder transmits the index of the lattice cell in which Z t falls.
Controller. The controller recovers the lattice cell identified by the encoder, forms its state estimate (112), and sets the control action to
In the same manner as in (81)- (83), we conclude that the quantization penalty of our scheme is bounded as
so the total normalized cost in the limit of infinite time is ≤ b − b min , as desired.
To evaluate the average rate of the scheme, we proceed as in the proof of Theorem 2. Applying (107) and (116) to (111), we note that
Using (121), we have
where a t is defined in (89). Without loss of generality,
It follows via Proposition 3 that the density of Z t is
st -regular, where s t is the smallest singular value of Σ t .
Combining (115), (122) and (123), we get
To upper bound the entropy of q Cn (Z t ), we apply Theorem 5 and (94) to deduce
To estimate the entropy power of Z t , recall since 
Gathering (125), (126), and (127), we conclude that
is given bŷ
2s t log e a
wherê
2s log e a 1 2
(tr Σ)
where a > 0 is defined in (100), and s is the smallest singular value of
The statement of Theorem 4 is implied by (130).
V. CONCLUSION
We studied the fundamental tradeoff between the communication requirements and the attainable quadratic cost in the fully and partially observed linear stochastic control system. The achievability results in Theorem 2 (fully observed system) and Theorem 4 (partially observed system) show that the lower bound in [1] can be approached, in the high rate / low cost regime, by a simple variable-rate latticebased scheme in which only the quantized value of the innovation is transmitted. Allowing variable rate quantization circumvented the issue of exceeding the quantizer's dynamic range, while the new tools developed in [35] , [36] permitted us to perform a nonasymptotic analysis of the innovation quantization scheme.
It would be interesting to see whether using non-lattice quantizers, such as Elia-Mitter quantizer [16] , or the LloydMax quantizer, can help to narrow down the gap in Figures  2, 3 and 4 . It also remains a major open question whether the lower bound in [1] can be approached by fixed-rate quantization. Finally, we hope that the analysis presented here can hint at novel ways to design almost optimal joint source-channel codes for control, perhaps by combining variable-rate quantization with anytime channel coding. 
