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Résumé
Cet article présente un état de l’art des méthodes
de génération numérique d’hologrammes appliquées
à la vidéo 3D. Les méthodes présentées permettent
de générer l’hologramme d’une scène synthétique
ou réelle sans passer par le processus physique
réel d’interférence entre deux ondes lumineuses.
Les principales limitations liées à l’holographie
conventionnelle, qui sont (1) la nécessité d’utiliser
une source laser cohérente et (2) l’obligation d’avoir
un système optique extrêmement stable, peuvent
ainsi être évitées.
This paper reviews Computer Generated Ho-
lography techniques applied to 3D video. Using
these methods, it is possible to acquire holograms
of synthetic or existing scenes without physical
interference between light waves. Most limitations
characterizing conventional holography, namely the
need for a powerful, highly coherent laser and ex-
treme stability of the optical system are thus avoided.
Mots clés : Holographie, Génération Numérique
d’Hologrammes, Vidéo 3D, Laser
1 Introduction
Avec le développement des environnements immer-
sifs et collaboratifs, les consommateurs souhaitent
toujours plus de sentiment de présence lors de leurs
interactions à distance. Les systèmes de télé-présence
incluent aujourd’hui la spatialisation du son et la
visualisation des interlocuteurs en grandeur nature.
Ainsi, la capacité à fournir une visualisation 3D avec
une illusion du relief naturelle et réaliste est devenue
l’une des caractéristiques les plus attendues pour ces
systèmes [1].
La stéréoscopie 1 est aujourd’hui la méthode la plus
largement utilisée pour la capture et la diffusion de
vidéos 3D. Ce procédé consiste à créer une illusion de
relief en envoyant deux vues différentes d’une même
scène à chacun des yeux de l’utilisateur. Grâce à
sa simplicité d’implémentation et à sa compatibi-
lité avec les systèmes de visualisation 2D existants,
la stéréoscopie a très vite attiré l’attention de nom-
breux chercheurs et industriels [2]. Cependant, cette
technologie présente toujours un certain nombre de
contraintes et de limitations, comme la nécessité de
porter des lunettes pour les écrans stéréoscopiques
ou la zone de visualisation limitée des écrans auto-
stéréoscopiques [3]. De plus, la stéréoscopie ne four-
nit pas de parallaxe de mouvement et crée un conflit
entre les indices d’accommodation et de vergence, ce
qui peut produire une fatigue visuelle ou des maux de
tête lors d’une utilisation prolongée [4]. En réponse
à ces limitations, plusieurs technologies alternatives
ont été proposées ces dernières années. Parmi celles-
ci, l’holographie est souvent considérée comme la plus
prometteuse, puisqu’elle fournit l’illusion du relief la
plus naturelle et la plus réaliste possible [5–8].
L’hologramme enregistre les informations d’ampli-
tude et de phase provenant de la scène. C’est à dire
1. Il est à noter que l’utilisation du terme stéréoscopie pour
désigner l’attribution d’une image différente à chaque œil est
abusive, puisqu’étymologiquement le préfixe stéréo fait réfé-
rence à la notion d’espace.
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les informations décrivant complètement l’onde lu-
mineuse. L’hologramme dit optique ou conventionnel
n’enregistre pas directement ces informations (ampli-
tude et phase) mais l’image d’amplitude de l’interfé-
rence entre deux ondes lumineuses. Cette image d’in-
terférence permet de reconstruire l’onde complète.
Tandis qu’en imagerie classique, chaque pixel me-
sure l’amplitude de l’onde provenant d’un angle solide
donné (grâce au dispositif optique de l’objectif), en
holographie, le pixel enregistre l’amplitude et la phase
de l’onde provenant de l’ensemble de la scène. L’in-
formation de phase est importante car c’est elle qui
définit la courbure du front d’onde. L’hologramme est
ensuite affiché sur un écran holographique qui resti-
tue l’onde lumineuse émise par la scène. L’hologra-
phie fournit donc tous les indices de perception de la
profondeur du système visuel humain. Il n’est pas né-
cessaire de porter de lunettes et il n’y a pas de fatigue
visuelle.
L’acquisition d’un hologramme optique s’effectue
à l’aide d’un processus d’interférence entre deux fais-
ceaux lumineux issus d’un laser. Le système optique
doit être extrêmement stable car une vibration de
l’ordre de la longueur d’onde du laser utilisé peut mo-
difier radicalement les franges d’interférence. Cette
contrainte, ainsi que la durée d’exposition et de déve-
loppement du support photosensible, rend l’acquisi-
tion optique de vidéos holographiques très difficile [9].
En outre l’holographie optique conventionnelle sup-
pose que la scène est éclairée par un laser, ce qui
interdit l’acquisition directe de scènes illuminées par
un éclairage naturel.
Pour éviter ces contraintes, plusieurs méthodes ont
été proposées pour remplacer le processus d’acquisi-
tion optique d’un hologramme par des calculs numé-
riques. Grâce à ces méthodes, il est possible de gé-
nérer l’hologramme d’une scène synthétique ou réelle
sans passer par le processus physique d’interférence
entre deux ondes lumineuses. Les principales limi-
tations liées à l’holographie optique conventionnelle
peuvent ainsi être évitées. Cet article présente un état
de l’art des méthodes de génération d’hologrammes
de scènes synthétiques, qui sont les plus susceptibles
d’intéresser la communauté graphique. Néanmoins,
ces méthodes peuvent également s’appliquer à la gé-
nération d’hologrammes de scènes réelles en utilisant
un système de captation ou de reconstruction 3D ap-
proprié (comme un scanner tridimensionnel ou une
caméra de profondeur).
La Section 2 donne quelques notions théoriques sur
l’holographie conventionnelle. La Section 3 définit les
paramètres de calcul des méthodes de génération nu-
mérique d’hologrammes. La Section 4 présente les dif-
férentes méthodes de calcul de l’onde objet issue de la
scène. La Section 5 présente les différentes méthodes
de représentation de l’onde objet complexe en holo-
gramme à valeurs réelles et positives. Enfin, la Section
6 donne quelques éléments de comparaison entre les
méthodes de génération numérique d’hologrammes et
les techniques de synthèse d’image.
2 Holographie conventionnelle
Afin de mieux comprendre les méthodes de géné-
ration numérique d’hologrammes, cette section donne
quelques notions théoriques sur l’holographie conven-
tionnelle.
L’holographie a été inventée en 1948 par le physi-
cien hongrois Dennis Gabor alors qu’il effectuait des
recherches en microscopie électronique [10]. Toute-
fois, cette technique ne trouva d’application optique
qu’avec le développement des premiers lasers dans les
années 1960 [11]. Alors que la photographie ou la vi-
déo conventionnelles ne permettent de capturer que
l’énergie lumineuse, qui est proportionnelle à l’inten-
sité de l’onde lumineuse provenant de la scène, l’ho-
lographie permet d’enregistrer à la fois l’amplitude
et la phase de l’onde lumineuse provenant d’un objet
éclairé à la lumière d’un laser. Lorsqu’il est éclairé
par le laser ayant servi pour l’enregistrement, l’holo-
gramme restitue une image en relief de l’objet initial,
donnant l’illusion à l’observateur que l’objet est phy-
siquement présent dans la scène. L’holographie four-
nit ainsi une illusion de relief naturelle et réaliste.
Le procédé holographique comprend généralement









Figure 1 – Acquisition optique d’un hologramme : le
faisceau du laser est diffracté et réfléchi par la scène
donnant l’onde objet (O) qui crée des franges d’inter-
férence sur l’hologramme avec le faisceau de l’onde de
référence (R).
2.1 Acquisition optique de l’holo-
gramme
Le schéma général du processus d’acquisition op-
tique est donné Figure 1. L’onde cohérente (mono-
chromatique) issue d’un laser est séparée en deux
faisceaux : le premier faisceau, appelé onde objet,
est diffracté et/ou réfléchi par l’objet en direction
de la plaque photosensible, tandis que le deuxième,
appelé onde de référence, illumine la plaque directe-
ment. Les franges d’interférence ainsi obtenues sont
enregistrées par développement chimique du support
photosensible. Ce motif d’interférence est appelé ho-
logramme. On note O = |O| exp(jφ(O)) l’onde ob-
jet et R = |R| exp(jφ(R)) l’onde de référence dans
le plan de l’hologramme. |C| et φ(C) sont respective-
ment l’amplitude et la phase de C. Ainsi, la transmit-
tance enregistrée par la plaque est donnée par [12]
H = K(O +R)(O +R)∗
= K|O|2 +K|R|2 +KOR∗ +KRO∗, (1)
où K est une constante et C∗ est le conjugué de C.
L’hologramme dépend donc à la fois de l’amplitude











Figure 2 – Restitution optique d’un hologramme :
l’hologramme est éclairé par l’onde de référence (R),
ce qui reproduit l’onde objet (O).
2.2 Restitution optique de l’holo-
gramme
Le schéma général du processus de restitution op-
tique est donné Figure 2. L’hologramme est éclairé
par l’onde de référence R utilisée lors de l’étape d’ac-
quisition. Ainsi, l’onde lumineuse transmise par l’ho-
logramme est donnée par [12]
U = H ×R
= K(|O|2 + |R|2)R+K|R|2O +KR2O∗.(2)
L’onde lumineuse transmise par l’hologramme
comprend trois termes. Le premier terme, appelé
ordre de diffraction zéro, est proportionnel à l’onde
de référence R. Il représente l’onde non diffractée pas-
sant à travers l’hologramme. Le deuxième terme, ap-
pelé "image virtuelle", est proportionnel à l’onde ob-
jet O. Il produit une image en trois dimensions de
l’objet, donnant l’illusion à l’observateur que l’objet
est physiquement présent dans la scène. Le troisième
terme, appelé "image réelle" ou "image jumelle", est
proportionnel au conjugué de l’onde objet O∗. Il pro-
duit une image pseudoscopique de l’objet avec un
relief inversé. L’ordre de diffraction zéro et l’image
réelle sont des artefacts qui peuvent se superposer
avec l’onde objet restituée. Cependant, quand l’onde
de référence et l’onde objet éclairent l’hologramme
avec des angles d’incidence différents lors de l’enregis-
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trement, les trois ondes sont transmises à des angles
différents lors de la restitution, permettant à l’image
3D de l’objet d’être clairement observée [13].
Malgré ses propriétés prometteuses pour la visuali-
sation 3D, l’holographie conventionnelle présente de
nombreuses contraintes qui l’empêchent d’être utili-
sée pour la capture de vidéos 3D ou pour une acqui-
sition en extérieur. En effet, le processus d’acquisi-
tion optique nécessite que la scène soit éclairée ex-
clusivement à l’aide d’un laser et que le dispositif op-
tique soit extrêmement stable, car la moindre vibra-
tion peut détruire les franges d’interférence. Pour évi-
ter ces contraintes, plusieurs méthodes ont été propo-
sées ces dernières années pour remplacer le processus
d’acquisition optique d’un hologramme par des cal-
culs numériques. Grâce à ces méthodes, il est possible
de générer l’hologramme d’une scène synthétique ou
réelle sans passer par le processus physique réel d’in-
terférence entre deux ondes lumineuses.
3 Paramètres pour la géné-
ration numérique d’holo-
grammes
Bien que toutes les méthodes présentées dans cet
état de l’art ont pour même objectif de générer l’holo-
gramme d’une scène synthétique, il est difficile de pro-
poser un angle de comparaison de ces méthodes. En
effet, aucune normalisation n’a été effectuée dans le
domaine de la génération numérique d’hologrammes,
et les méthodes présentées dans cet état de l’art ont
toutes été proposées et testées avec des paramètres
de calcul différents. Les paramètres de calcul d’un
hologramme peuvent se classer en trois catégories :
les paramètres de la scène (ou paramètres d’entrée),
les paramètres de rendu et enfin les paramètres de
l’hologramme (ou paramètres de sortie).
3.1 Paramètres de la scène
Les paramètres de la scène dépendent à la fois des
données d’entrée utilisées et des choix effectués pour
chacune des méthodes. Les paramètres de la scène
sont :
La résolution de la scène : En nombre de points
ou de polygones, la résolution de la scène dépend
des données d’entrée utilisées : une scène réelle
captée à l’aide d’un scanner 3D ou d’une caméra
de profondeur a souvent une résolution moins
importante qu’une scène purement synthétique.
Une résolution élevée permet d’avoir un grand
niveau de détail dans la scène mais augmente le
temps de calcul de l’hologramme.
La taille de la scène : L’affichage d’une scène de
grande taille (de l’ordre de la dizaine de cen-
timètres) est l’un des enjeux des méthodes de
génération numérique d’hologrammes. En effet,
la taille maximum de la scène est limitée par
les dimensions de l’hologramme. Comme la taille
des pixels de l’hologramme doit être de l’ordre
de grandeur de la longueur d’onde (de l’ordre
du micromètre), un hologramme de grande taille
doit comporter un nombre de pixels très impor-
tant et est donc plus long à générer. Pour cette
raison, de nombreuses méthodes présentées dans
cet état de l’art n’ont été testées que pour des
scènes de quelques centimètres seulement.
La distance entre la scène et l’hologramme :
Suivant les applications, la scène peut être
positionnée plus ou moins proche du plan de
l’hologramme. Positionner la scène proche du
plan de l’hologramme permet souvent de réduire
le temps de calcul de celui-ci (Section 4.1).
Cependant, plus une scène est située proche de
l’hologramme, plus sa taille est limitée par les
dimensions de celui-ci.
3.2 Paramètres de rendu
Les paramètres de rendu ont une très forte in-
fluence sur le temps de calcul de l’hologramme. Les
paramètres de rendu sont :
Le nombre de couleurs : En fonction du nombre
de lasers utilisés pour la restitution, un holo-
gramme peut produire une scène monochroma-
tique ou en couleur. Néanmoins, plus l’holo-
gramme contient de couleurs, plus le temps de
calcul de celui-ci est important.
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La parallaxe fournie par l’hologramme :
L’holographie permet de fournir une parallaxe
de mouvement dans les deux directions (hori-
zontale et verticale), mais certaines méthodes
font le choix de restreindre la parallaxe dans
la direction horizontale uniquement, réduisant
ainsi considérablement le temps de calcul de
l’hologramme.
La prise en compte des occultations : Les oc-
cultations forment l’un des principaux indices
monoculaires de perception de la profondeur.
Par conséquent, la prise en compte des occul-
tations dans la scène lors de la génération d’un
hologramme est un élément très important pour
fournir une illusion de la profondeur naturelle
et réaliste. Comme en holographie l’observateur
a la possibilité de changer son point de vue
sur la scène, la prise en compte des occulta-
tions doit s’effectuer pour tous les points de vue
possibles, augmentant ainsi considérablement le
temps de calcul de l’hologramme. Par consé-
quent, certaines méthodes présentées dans ce pa-
pier utilisent un champ de vision très restreint
(et donc un nombre de points de vues réduit) et
ne prennent en compte les occultations que pour
un seul point de vue. De même, certaines mé-
thodes ne prennent pas du tout en compte les
occultations dans la scène.
3.3 Paramètres de l’hologramme
Les paramètres de l’hologramme dépendent des ca-
ractéristiques du système optique utilisé pour la res-
titution. Les paramètres de l’hologramme sont :
La résolution de l’hologramme : La résolution
de l’hologramme correspond à la résolution de
l’écran holographique sur lequel il doit être af-
fiché. Comme dit Section 3.1, la résolution de
l’hologramme détermine la taille maximale de la
scène. Néanmoins, plus la résolution de l’holo-
gramme est grande, plus le temps de calcul de
celui-ci est long et plus la quantité de mémoire
nécessaire est importante.
La taille des pixels de l’hologramme : La taille
des pixels de l’hologramme correspond à la taille
des pixels de l’écran holographique sur lequel il
doit être affiché. Elle détermine le champ de vi-
sion maximum (et donc le nombre de points de
vue) fourni par l’hologramme. Plus la taille des
pixels est petite, plus le champ de vision est im-
portant mais plus la taille maximum de la scène
est réduite.
3.4 Comparaison et classement des
méthodes
Afin de proposer un classement des méthodes pré-
sentées dans cet état de l’art, celles-ci devraient être
comparées avec des paramètres de calcul strictement
identiques. Cependant, dans la mesure où chacune
des méthodes a été prévue pour fonctionner dans
un cadre très spécifique, les comparer avec des pa-
ramètres de calcul identiques définis de manière ar-
bitraire serait peu pertinent. C’est pour cette raison
que nous ne comparerons dans ce papier que les com-
plexités théoriques de ces méthodes.
Les méthodes de génération numérique d’holo-
grammes comprennent généralement deux étapes :
(1) une étape de calcul de l’onde objet, et (2) une
étape de représentation de cette onde complexe en
hologramme. L’étape de calcul de l’onde objet corres-
pond au calcul de la propagation de la lumière prove-
nant de la scène jusqu’au plan hologramme. Durant
l’étape de représentation, l’onde objet complexe doit
être transformée en valeurs positives et réelles pour
former un hologramme.
4 Calcul de l’onde objet
La première étape des méthodes de génération nu-
mérique d’hologrammes est de simuler la propagation
de la lumière provenant de la scène jusqu’au plan ho-
logramme pour former l’onde objet. Pour cela, il est
possible d’utiliser un modèle 3D de la scène. Ce mo-
dèle 3D peut être décomposé en un nuage de points
ou en un maillage de polygones.
Le milieu de propagation de la lumière considéré
en holographie étant linéaire, isotrope, homogène et











Figure 3 – Calcul de l’onde objet à partir d’un nuage
de points : l’hologramme est calculé comme la somme
des ondes sphériques issues des points arrivant sur le
plan hologramme.
se fait en utilisant les équations du modèle d’onde
scalaire [12].
4.1 A partir d’un nuage de points
Méthode originale
Dans les premiers travaux sur la génération numé-
rique d’hologrammes [14], les scènes 3D étaient re-
présentées sous la forme d’un nuage de points non
maillés, chaque point correspondant à une source lu-
mineuse sphérique (Figure 3).
L’onde sphérique émise par un point i de coordon-
nées (xi, yi, zi) et échantillonnée dans le plan de l’ho-




exp[j(kri + φi)]hi(x, y), (3)
où l’amplitude initiale ai du point i est définie par des
calculs d’illuminations, et sa phase initiale φi est défi-
nie arbitrairement. Le nombre d’onde k est donné par
k = 2πλ , avec λ la longueur d’onde de la lumière. La
distance oblique ri entre le point de la scène (xi, yi, zi)




(x− xi)2 + (y − yi)2 + z2i . (4)
Dans l’équation (3), hi est une fonction fenêtre uti-
lisée pour limiter la région de contribution du point
lumineux dans le plan de l’hologramme. hi est égale
à un dans la région de contribution du point et à
zéro ailleurs. Cette fonction limite les fréquences spa-
tiales de l’onde lumineuse pour éviter le repliement de
spectre. Selon le théorème d’échantillonnage de Ny-
quist, la fréquence spatiale maximale pouvant être
représentée avec un pas d’échantillonnage p est don-
née par fmax = (2p)−1. La relation entre la fréquence
spatiale maximale fmax et l’angle de diffraction maxi-
mum θ est donnée par l’équation des réseaux de
diffraction [12] par sin(θ) = λfmax. Ainsi, le rayon
Ri,max de la région de contribution du point lumi-
neux i est donné par








comme illustré Figure 4.





(x− xi)2 + (y − yi)2 < Ri,max
0 sinon.
(6)
Enfin, il est important de noter que le terme de dé-
pendance temporelle exp(jωt) n’apparait pas dans
l’équation (3) car les calculs peuvent se faire à temps
fixé sans perte de généralité [12].
Ainsi, l’onde objet complexe dans le plan de l’holo-
gramme peut être calculée comme la superposition de
toutes les ondes sphériques émises par tous les points






exp[j(kri + φi)]hi(x, y), (7)
























Figure 5 – Prise en compte des occultations lors du
calcul de l’onde objet par analyse géométrique de la
scène : la région de contribution du point lumineux
dans le plan de l’hologramme est réduite à cause de
la surface occultante.
Prise en compte des occultations et de l’illu-
mination
La méthode originale proposée par Brown [14] est
relativement simple à mettre en œuvre et est poten-
tiellement la plus flexible pour générer l’hologramme
d’une scène 3D. Cependant, cette méthode ne prend
pas en compte les occultations dans la scène, rédui-
sant fortement le réalisme de la scène restituée. En
effet, la prise en compte des occultations dans la scène
3D est nécessaire pour que les objets plus proches oc-
cultent correctement les objets plus lointains.
Dans [15], l’auteur propose une méthode pour
prendre en compte les occultations dans la scène lors
du calcul de l’onde objet. La méthode proposée prend
en compte les occultations en effectuant une analyse
géométrique de la scène : l’algorithme consiste à cal-
culer la région de contribution de chacun des points
lumineux de la scène dans le plan de l’hologramme en
fonction des éventuelles surfaces occultantes entre ce
point et le plan de l’hologramme (Figure 5). L’illumi-
nation de la scène est prise en compte en utilisant un
nuage de points très dense avec une amplitude corres-
pondant à la somme d’une composante d’ambiance,
d’une composante diffuse et d’une composante spé-
culaire. Afin d’éviter que les ondes sphériques émises









Figure 6 – Calcul de l’onde objet par lancer de
rayons : des rayons distribués uniformément dans la
direction horizontale et verticale sont lancés depuis
chaque pixel de l’hologramme. L’intersection de ces
rayons avec la scène produit un nuage de points qui
sont considérés comme des sources lumineuses sphé-
riques.
phase des points est initialisée de manière aléatoire.
Une autre méthode pour prendre en compte les oc-
cultations dans la scène lors du calcul de l’onde objet
consiste en l’utilisation du lancer de rayons [16–18].
Des rayons distribués uniformément dans la direc-
tion horizontale et verticale sont lancés depuis chaque
pixel de l’hologramme. L’intersection de ces rayons
avec la scène produit un nuage de points qui sont
considérés comme des sources lumineuses sphériques
(Figure 6). L’onde provenant de ces points est alors
calculée pour chacun des pixels de l’hologramme en
utilisant la formule (7). La technique du lancer de
rayons prend en compte naturellement les occulta-
tions de la scène.
Réduction de la complexité
Une autre limitation de la méthode originale pro-
posée par Brown [14] est sa grande complexité algo-
rithmique puisqu’elle nécessite un calcul par point de
la scène et par pixel de l’hologramme. Ainsi, sa com-
plexité algorithmique est de l’ordre de αNM , avec α
le nombre d’opérations arithmétiques, N le nombre
de points de la scène et M le nombre de pixels de










Première étape Deuxième étape 
Figure 7 – Réduction de la complexité du calcul de
l’onde objet par la méthode du plan intermédiaire :
l’onde lumineuse issue de chacun des points de la
scène est calculée dans le plan intermédiaire, puis pro-
pagée dans le plan de l’hologramme par la formule du
spectre angulaire.
pour réduire cette complexité.
Pour réduire la complexité du calcul de l’onde ob-
jet, une méthode simple consiste à positionner la
scène très proche du plan de l’hologramme et à ne
calculer l’onde lumineuse issue des sources que dans
leur région de contribution [19]. Comme la scène est
très proche du plan de l’hologramme, la région de
contribution de chacun des points de la scène est très
petite, et la charge de calcul est donc réduite. La com-
plexité algorithmique de cette méthode est de l’ordre
de αNM ′, avec M ′ le nombre moyen de pixels des
régions de contribution des sources dans le plan de
l’hologramme. On a






avec Rmax le rayon moyen des régions de contribu-
tion des sources dans le plan de l’hologramme et p le
pas d’échantillonnage. Bien que cette méthode per-
mette de réduire considérablement le temps de cal-
cul de l’hologramme, pour certaines applications il
n’est pas possible de positionner la scène suffisam-
ment proche du plan de l’hologramme.
Une autre méthode consiste à échantillonner l’onde
objet dans un plan intermédiaire situé entre la scène
et l’hologramme [20–23] (Figure 7). L’algorithme de
simulation de la propagation des ondes comprend
alors deux étapes. La première étape consiste à échan-
tillonner l’onde objet issue du nuage de points lumi-
neux dans le plan intermédiaire en utilisant la formule
(7). Comme le plan intermédiaire est très proche de la
scène, la région de contribution de chacun des points
de la scène est très petite, et la charge de calcul est
donc réduite. La complexité algorithmique de cette
première étape est également de l’ordre de αNM ′,
avec M ′ le nombre moyen de pixels des régions de
contribution des sources dans le plan intermédiaire.
La deuxième étape consiste à propager l’onde objet
depuis le plan intermédiaire jusqu’au plan de l’holo-
gramme en utilisant la formule de propagation du
spectre angulaire [12], qui nécessite deux transfor-
mées de Fourier et une multiplication complexe. La
complexité algorithmique de cette deuxième étape est
de l’ordre de 2βM log(M), avec β le nombre d’opé-
rations arithmétiques. Ainsi, la complexité totale de
cette méthode est de l’ordre de αNM ′+2βM log(M).
Lorsque N est très grand, la complexité devient
αNM ′ + 2βM log(M) ≈ αNM ′.
Une autre manière de réduire la complexité du cal-
cul de l’onde objet est de réduire le nombre d’opéra-
tions arithmétiques α nécessaires au calcul de l’onde
sphérique.
Le calcul de la distance oblique donnée par l’équa-
tion (4) nécessitant un nombre d’opérations arithmé-
tiques non négligeable, plusieurs méthodes ont été
proposées pour la calculer plus rapidement. Ainsi,
plusieurs méthodes tirent parti du fait que la distance
d’un point de la scène change peu d’un échantillon
de l’hologramme à un autre, et utilisent une relation
de récurrence pour la calculer, diminuant les temps
de calcul de manière significative [24, 25]. Dans [19],
les auteurs proposent de pré-calculer cette distance
oblique et de la stocker dans une table de corres-
pondance indexée suivant xi, yi et zi. Cette table de
correspondance est alors simplement adressée lors du
calcul de l’onde objet.
Une autre méthode pour réduire le nombre d’opé-
rations arithmétiques nécessaires au calcul de l’onde
objet est de pré-calculer les ondes sphériques émises
par un ensemble de sources lumineuses si de coordon-
nées (0, 0, zi) et de les stocker dans une table de cor-
respondance indexée suivant zi [26–28]. Ainsi, l’onde
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objet émise par la scène peut être simplement calculée
en adressant la table de correspondance pour chacun
des points de la scène et en ajoutant leurs contribu-
tions dans le plan de l’hologramme. Cette méthode
permet de réduire considérablement le temps de cal-
cul de l’onde objet. Dans [29], les auteurs proposent
de réduire l’occupation mémoire de la table de corres-
pondance en exploitant la symétrie circulaire d’une
onde sphérique échantillonnée dans un plan. La mé-
thode proposée consiste à ne stocker dans la table
de correspondance qu’une ligne de l’onde sphérique
échantillonnée dans la direction radiale. Pour chaque
plan de la scène situé à la distance zi du plan de
l’hologramme, l’onde sphérique complète est générée
à partir de la ligne pré-calculée et stockée dans une
table de correspondance temporaire. L’onde sphé-
rique issue de chacun des points du plan est alors
générée en adressant cette table de correspondance
temporaire.
Enfin, il est possible de réduire la complexité du
calcul de l’onde objet en diminuant le nombre N de
points de la scène dont l’onde sphérique doit être cal-
culée.
Une méthode pour réduire le nombre N de points
de la scène est de tirer parti des redondances spatiales
au sein d’une scène 3D [30]. La méthode proposée
comprend trois étapes. La première étape consiste à
analyser les redondances spatiales dans la scène en
regroupant les points adjacents de la scène ayant la
même profondeur zi et la même intensité. Ces grou-
pements de points sont ensuite classés en fonction du
nombre Ni de points qui les composent. La seconde
étape consiste à utiliser une table de correspondance
indexée par zi et Ni pour stocker l’onde lumineuse
issue des groupements de Ni points en ajoutant les
ondes sphériques émises par chacun des points du
groupement. La troisième étape consiste à adresser
cette table de correspondance pour calculer l’onde is-
sue de tous les groupements de points. En utilisant
cette approche, le nombre de points de la scène N
peut ainsi être fortement diminué, et par conséquent
le temps de calcul de l’onde objet est réduit.
Une autre méthode pour réduire le nombre de
points de la scène N est de tirer parti des redon-
dances temporelles entre deux images consécutives
d’une vidéo 3D [31–35]. En effet, il n’y a que peu
de changements entre deux images d’une vidéo, et il
n’est pas nécessaire de recalculer toute l’onde objet
pour chaque image. Le principe est de détecter les
changements dans la scène, de calculer l’onde lumi-
neuse des points qui ont changé et d’ajouter cette
onde à l’onde objet de l’image précédente.
Bien que de nombreuses méthodes aient été propo-
sées pour réduire le temps de calcul de l’onde objet à
partir d’un nuage de points, cette approche présente
toujours une grande complexité. En effet, pour que
l’image 3D de l’objet apparaisse solide et continue,
la scène doit être composée d’une grande densité de
points, rendant le calcul de l’onde objet beaucoup
trop long pour être utilisé dans un système temps
réel.

















Figure 8 – Calcul de l’onde objet à partir d’un
maillage de polygones : chaque polygone propage une
onde jusqu’au plan hologramme.
Pour contourner les limites des méthodes basées
sur une représentation de la scène sous forme d’un
nuage de points, une méthode basée sur un maillage
de la scène en polygones a été proposée [36]. Suivant
cette approche, la scène est représentée sous la forme
d’un maillage de polygones en 3D (Figure 8). Cha-
cun des polygones constituant la scène est considéré
comme une source de lumière surfacique.
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Le système de coordonnées global est défini par
(x, y, z) tel que l’hologramme est situé dans le plan
de coordonnées (x, y, 0). Des coordonnées locales sont
définies pour chaque polygone i par (xi, yi, zi), telles
que le polygone est situé dans le plan (xi, yi, 0). Pour
chaque polygone, une fonction surfacique complexe
si(xi, yi) est définie par
si(xi, yi) = ai(xi, yi) exp[jφi(xi, yi)], (9)
où l’amplitude ai(xi, yi), définie par des calculs d’illu-
minations, donne au polygone sa forme et sa texture,
et la phase φi(xi, yi) est définie arbitrairement.
Le champ lumineux complexe Oi émis par le po-
lygone dans le plan hologramme est appelé champ
polygonal. Oi(x, y) ne peut pas être calculé à l’aide
des formules de propagation classiques telles que la
propagation du spectre angulaire car ces formules ne
peuvent s’appliquer que dans le cas de la propaga-
tion entre deux plans parallèles [12]. Dans [37–41],
les auteurs proposent une méthode pour calculer la
propagation d’une onde lumineuse entre deux plans
non parallèles basée sur une rotation de coordon-
nées dans le domaine de Fourier. Cette méthode peut
être implémentée en utilisant deux transformées de
Fourier rapide, une multiplication complexe et une
interpolation du spectre de Fourier. La complexité
algorithmique de cette méthode est de l’ordre de
2βM log(M), avec β le nombre d’opérations arith-
métiques et M le nombre de pixels de l’hologramme.
Le temps de calcul de cette propagation est compa-
rable à celui des formules de propagation classiques
entre deux plans parallèles.
L’onde objet peut ainsi être calculée comme la






La complexité algorithmique de cette méthode est de
l’ordre de 2βNM” log(M”), avec N le nombre de po-
lygones de la scène et M” le nombre moyen d’échan-
tillons des polygones. Bien que le calcul d’un champ
polygonal est plus lent que celui d’une onde sphérique
émise par un point, le nombre de polygones nécessaire
pour former la surface d’un objet est très inférieur au
nombre de points. Ainsi, le calcul total de l’onde ob-
jet dans le cas d’une approche par maillage polygonal
peut être moins long que dans le cas d’une approche
par nuage de points.
Prise en compte des occultations et de l’illu-
mination
Malgré ses nombreux atouts, la méthode originale
proposée par Leseberg [36] ne prend pas en compte les
occultations, ni l’illumination de la scène, réduisant
fortement le réalisme de l’image restituée. Dans [39],
les auteurs proposent un modèle numérique d’illu-
mination pour améliorer l’aspect visuel de l’objet.
Dans [42,43], les auteurs proposent une méthode pour
prendre en compte les occultations lors du calcul de
l’onde objet. Cette méthode utilise la formule de pro-
pagation entre deux plans non parallèles présentée
dans [37] pour calculer l’occultation d’une onde lu-
mineuse par une surface polygonale.
Dans [44,45], les auteurs utilisent le modèle d’illu-
mination de Blinn et Torrance-Sparrow [46, 47] pour
la prise en compte de surfaces avec diverses proprié-
tés de réflexion. La méthode consiste à décompo-
ser chaque polygone de la scène en un ensemble de
micro-facettes inclinées. L’onde lumineuse incidente
sur chaque micro-facette est réfléchie dans une di-
rection déterminée par l’angle d’incidence de la lu-
mière et par l’angle d’inclinaison de la facette. Ainsi,
l’onde lumineuse émise par chaque polygone est don-
née par la somme des ondes lumineuses réfléchies
par l’ensemble des micro-facettes le composant. Dans
[48,49], les auteurs utilisent la méthode Finite Diffe-
rence Time Domain (FDTD) [50] pour calculer l’onde
lumineuse réfléchie par un polygone donné en fonc-
tion de ses propriétés de surface.
Le principal inconvénient des méthodes basées sur
un maillage polygonal de la scène est la grande quan-
tité de mémoire nécessaire au calcul de la propagation
de tous les champs polygonaux lorsque l’hologramme
est de grande résolution. Dans [51], les auteurs pro-
posent une méthode pour réduire l’utilisation de la
mémoire principale durant le calcul de l’onde objet
en divisant l’onde objet en segments. Seuls quelques
segments de l’onde sont stockés et traités simultané-
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ment. Cette méthode permet de calculer la propaga-
tion d’un grand champ lumineux, même dans le cas
où il ne peut pas être stocké entièrement dans la mé-
moire principale.
Réduction de la complexité
Dans [52], les auteurs proposent une méthode pour
calculer de manière analytique l’onde objet d’une
scène composée de facettes polygonales directement
dans le domaine fréquentiel. L’algorithme permet de
calculer directement le spectre de Fourier d’un champ
polygonal dans le plan hologramme analytiquement,
en évitant ainsi de devoir faire une transformée de
Fourier par polygone. Une fois le spectre de Fourier
de l’onde objet calculé, il faut effectuer une transfor-
mée de Fourier inverse pour obtenir l’onde objet dans
le plan hologramme. La complexité algorithmique de
cette méthode est de l’ordre de αNM + βM log(M),
avec N le nombre de polygones de la scène et M le
nombre de pixels de l’hologramme.
Dans [53], les auteurs proposent une méthode pour
calculer l’onde objet à partir d’un champ polygonal
pré-calculé correspondant à un polygone de taille et
de forme connues. La méthode consiste à pré-calculer
et à stocker dans une table de correspondance le
champ polygonal émis dans le plan de l’hologramme
par un polygone de taille et de forme connues. En-
suite, pour chaque polygone de la scène, le champ
pré-calculé est transformé en fonction de la trans-
lation et de la rotation du polygone à traiter pour
générer le champ polygonal associé. Enfin, l’onde ob-
jet est calculée par superposition de tous les champs
polygonaux de la scène. La complexité algorithmique
de cette méthode est de l’ordre de αNM , avec N le
nombre de polygones de la scène et M le nombre de
pixels de l’hologramme.
5 Représentation de l’onde ob-
jet
Une fois l’onde objet calculée dans le plan de l’holo-
gramme, il faut adopter une représentation de celle-ci
qui puisse être encodée en hologramme, c’est-à-dire
en valeurs réelles et positives. Une fois l’hologramme
obtenu, celui-ci peut être imprimé sur une diapositive
transparente ou affiché sur un Spatial Light Modula-
tor (SLM). Tandis qu’un hologramme acquis opti-
quement ne peut moduler que l’amplitude de l’onde
de référence incidente, un hologramme généré numé-
riquement et affiché sur un SLM peut moduler l’am-
plitude et/ou la phase de l’onde incidente [12].
5.1 Modulation d’amplitude
Un hologramme qui module uniquement l’ampli-
tude de l’onde de référence incidente est appelé ho-
logramme d’amplitude. Un hologramme d’amplitude
peut facilement être généré en simulant l’interfé-
rence entre l’onde objet préalablement calculée et
l’onde de référence. Ainsi, si O = |O| exp(jφ(O))
et R = |R| exp(jφ(R)) représentent respectivement
l’onde objet et l’onde de référence dans le plan de
l’hologramme, l’intensité calculée est donnée par
Itotal = (O +R)(O +R)
∗
= |O|2 + |R|2 + 2<{OR∗}, (11)
où <{C} correspond à la partie réelle du nombre com-
plexe C. Dans l’équation (11), les premier et second
termes sont respectivement l’intensité de l’onde objet
et l’intensité de l’onde de référence. Lors de la resti-
tution, ces termes sont inutiles et produisent l’ordre
de diffraction zéro, un artefact indésirable. Le troi-
sième terme est le motif d’interférence entre l’onde
objet et l’onde de référence. Ce motif d’interférence
contient toute l’information holographique nécessaire
et suffisante pour la restitution de l’onde objet.
Comme toute l’information holographique est
contenue dans le troisième terme de l’équation (11),
les deux premiers termes n’ont pas besoin d’être cal-
culés, et l’équation (11) devient
I = 2<{OR∗}. (12)
Cette technique a été introduite pour la première
fois par Burch [54], puis proposée à nouveau par Lu-
cente [26]. Lucente la désigne "intensité bipolaire" car
l’intensité calculée contient à la fois des valeurs posi-
tives et négatives. Cette intensité est numériquement
plus simple à calculer que Itotal et présente l’avantage
de ne pas produire l’ordre de diffraction zéro lors de
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la restitution. Une fois que cette intensité bipolaire a
été calculée, elle doit être normalisée afin d’avoir des
valeurs positives pour pouvoir être imprimée sur une
diapositive ou affichée sur un SLM. L’étape de nor-
malisation ne modifie pas les capacités de restitution
de l’hologramme.
5.2 Modulation de phase
Un hologramme qui module la phase de l’onde de
référence incidente est appelé hologramme de phase.
Comme il ne module pas l’amplitude de l’onde inci-
dente, un hologramme de phase a une meilleure effi-
cacité de diffraction qu’un hologramme d’amplitude.
Cependant, la génération d’un hologramme de phase
à partir de l’onde objet complexe est un problème
non-linéaire pour lequel on ne peut pas trouver de so-
lution analytique. En effet, plusieurs hologrammes de
phase différents peuvent restituer la même onde ob-
jet. Par conséquent, la génération d’un hologramme
de phase ne peut être effectuée qu’en utilisant un al-
gorithme itératif.
Il existe plusieurs familles d’algorithmes itératifs
permettant de générer un hologramme de phase,
telles que les algorithmes de recuit simulé, de di-
rect binary search ou encore les algorithmes géné-
tiques. Parmi celles-ci, la plus connue est la famille
des Transformée de Fourier Itératives (IFTA). Le pre-
mier algorithme IFTA a été proposé par Hirsch et al.
en 1971 [55], puis adapté pour la génération d’holo-
grammes de phase par Gerchberg et Saxton [56]. Cet
algorithme est ainsi souvent référencé comme algo-
rithme de Gerchberg-Saxton dans la littérature. La
Figure 9 présente un schéma bloc de cet algorithme.
Cet algorithme commence avec un hologramme ini-
tial, qui peut être défini comme l’onde objet complexe
dans le plan de l’hologramme. A chaque itération k,
l’algorithme suit ces étapes :
1. Le champ lumineux dans le plan hologramme est
propagé jusqu’au plan objet, formant le champ
objet Ok = ak exp(jϕk)
2. L’amplitude ak du champ Ok est remplacée par
l’amplitude cible de la scène a, produisant un
nouveau champ objet O′k = a exp(jϕk)
3. Ce nouveau champ objet est propagé jusqu’au
Plan de 
l’hologramme 























Figure 9 – Schéma bloc de l’algorithme de
Gerchberg-Saxton
plan de l’hologramme, produisant le champ lu-
mineux Hk = Ak exp(jφk)
4. L’amplitude Ak du champ Hk est remplacée par
l’amplitude A de l’onde de référence utilisée pour
la restitution, produisant un nouvel hologramme
H ′k = A exp(jφk)
Ce processus est réitéré jusqu’à ce qu’un hologramme
de phase qui reproduit l’onde objet soit atteint à une
certaine erreur près. Fienup a démontré que cet al-
gorithme permet de diminuer l’erreur de l’onde objet
restituée à chaque pas d’itération [57].
5.3 Modulation d’amplitude et de
phase
Un hologramme qui module à la fois l’amplitude et
la phase de l’onde de référence est appelé hologramme
à modulation complexe. En modulant à la fois l’am-
plitude et la phase de l’onde incidente, la restitution
de l’onde objet par l’hologramme ne présente aucun
artefact, permettant à l’objet d’être observé claire-
ment. Malheureusement, les SLMs actuels peuvent
moduler soit la phase, soit l’amplitude d’une onde
lumineuse, mais pas les deux. Ainsi, l’affichage d’un
hologramme complexe ne peut se faire qu’à l’aide de
deux SLMs, l’un permettant de moduler l’amplitude
de l’onde de référence, l’autre permettant d’en mo-
duler la phase [58–60]. Une autre méthode est d’uti-
liser un séparateur de faisceaux pour combiner les
ondes lumineuses diffractées par deux SLMs, l’un af-
fichant la partie réelle et l’autre affichant la partie
imaginaire de l’hologramme complexe [61–63]. Enfin,
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d’autres méthodes ont été proposées pour afficher un
hologramme complexe à l’aide d’un seul SLM en uti-
lisant plusieurs pixels pour chaque valeur complexe
de l’hologramme [64–66] au prix d’une perte de réso-
lution ; de plus l’hologramme doit être recalculé pour
convenir aux spécificités de l’affichage.
6 Liens avec la synthèse d’image
Les méthodes de génération numérique d’holo-
grammes peuvent faire penser à certaines techniques
utilisées en synthèse d’image. En effet, en généra-
tion numérique d’hologrammes comme en synthèse
d’images, on cherche à calculer une représentation de
l’onde lumineuse provenant d’une scène 3D dans un
plan 2D. De plus, dans les deux cas la scène peut être
décomposée en un nuage de points ou en un maillage
de polygones.
Cependant, en synthèse d’image l’objectif est de
calculer l’image perçue par une caméra virtuelle de-
puis un point de vue donné. La valeur de chaque
pixel de l’image est proportionnelle à l’intensité de
l’onde lumineuse émise par l’élément de surface vi-
sible depuis celui-ci. Pour les méthodes de génération
numérique d’hologrammes, en revanche, l’objectif est
de calculer la totalité du champ lumineux issu de la
scène dans un plan de coupe donné, puis de repré-
senter ce champ sous la forme d’une transmittance
à valeurs réelles et positives. Ce processus ne corres-
pond pas à la formation optique d’une image sur le
capteur d’une caméra.
Néanmoins, bien que leurs objectifs soient diffé-
rents, les calculs impliqués en synthèse d’image et
en génération numérique d’hologrammes présentent
certaines similitudes. De ce fait, certaines techniques
utilisées en synthèse d’image telles que le lancer de
rayons ont été directement adaptées à la génération
d’hologrammes. De la même façon, on peut penser
que d’autres méthodes utilisées en synthèse d’images
puissent être adaptées pour améliorer l’efficacité des
méthodes de génération numérique d’hologrammes.
7 Conclusion
Dans cet article, nous avons présenté un état de
l’art des méthodes de génération numérique d’holo-
grammes. Nous avons vu que le processus de géné-
ration numérique d’un hologramme se fait générale-
ment en deux étapes : (1) une étape de calcul de
l’onde lumineuse issue de la scène, et (2) une étape
de représentation de cette onde complexe en holo-
gramme à valeurs réelles et positives. Nous avons
présenté deux approches différentes pour le calcul
de l’onde objet : une approche basée sur une re-
présentation de la scène sous forme d’un nuage de
points et une approche basée sur un maillage poly-
gonal de la scène. Une fois calculée, l’onde objet doit
être représentée sous la forme d’un hologramme à va-
leurs réelles et positives qui peut moduler l’amplitude
et/ou la phase de l’onde lumineuse cohérente issue
d’un laser pour restituer une image en trois dimen-
sions de la scène.
Grâce à ces méthodes, il est possible de générer
l’hologramme d’une scène synthétique ou réelle sans
passer par un processus d’interférence entre deux
ondes lumineuses. Les principales limitations liées à
l’holographie conventionnelle, telles que la nécessité
d’utiliser une source laser cohérente ainsi que d’avoir
un système optique extrêmement stable, peuvent
ainsi être évitées. Les scènes réelles peuvent être cap-
turées à la lumière naturelle à l’aide d’une caméra
de profondeur, permettant à l’holographie d’être uti-
lisée en extérieur et ouvrant son champ d’applica-
tion à la vidéo 3D. Ainsi, de nombreuses applications
pratiques telles que les systèmes de télé-présence ou
la télé-médecine pourront bénéficier des nombreux
atouts de l’holographie pour la visualisation 3D.
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