Abstract. We develop a cohomology theory for Jordan triples, including the infinite dimensional ones, by means of the cohomology of TKK Lie algebras. This enables us to apply Lie cohomological results to the setting of Jordan triples. Some preliminary results for von Neumann algebras are obtained.
Introduction
A veritable army of researchers took the theory of derivations of operator algebras to dizzying heights-producing a theory of cohomology of operator algebras as well as much information about automorphisms of operator algebras-Richard Kadison [19] In addition to associative algebras, cohomology groups are defined for Lie algebras and, to some extent, for Jordan algebras. Since the structures of Jordan derivations and Lie derivations on von Neumann algebras are well understood, and in view of the above quotation, isn't it time to study the higher dimensional non associative cohomology of a von Neumann algebra? The present paper is motivated by this rhetorical question.
In this paper we develop a cohomology theory for Jordan triples, including the infinite dimensional ones, by means of the cohomology of TKK Lie algebras. This enables us to apply Lie cohomological results to the setting of Jordan triples. Several references, which will be mentioned below, use Lie theory as a tool to study Jordan cohomology.
The outline of the paper is the following. In the rest of this introduction, we give an overview of various cohomology theories, both classical and otherwise. (For a more detailed survey see [29] .) In section 2, the definitions of Jordan triple module and Lie algebra module, as well as the Tits-KantorKoecher (TKK) construction are reviewed, basically following [5] . It is shown in Theorem 2.3 that a Jordan triple module gives rise to a Lie module for the corresponding TKK algebra. The proof of Theorem 2.3 is deferred to subsection 6.1.
After reviewing the cohomology of Lie algebras (with or without an involution) in section 3, two infinite families of cohomology groups are defined for a Jordan triple system V in section 4, one using the Lie cohomology of the TKK algebra of V and the other using the Lie cohomology of the TKK algebra with its canonical involution θ. A complete analysis is given for the first cohomology groups in Proposition 4.6, which shows that structural transformations on V correspond to derivations of the TKK Lie algebra, and triple derivations on V correspond to the θ-invariant derivations.
Section 5 contains examples of Jordan cocycles and TKK algebras, and applications, including a characterization of certain 3-cocycles in Theorem 5.5, the proof of which appears in subsection 6.2. The applications to von Neumann algebras appear in Theorem 4.7 and Corollary 5.7.
1.1. Brief survey of cohomology theories. The starting point for the cohomology theory of associative algebras is the paper of Hochschild from 1945 [12] . The standard reference of the theory is [3] . Two other useful references are due to Weibel ([35] , [36] ).
Shortly after the introduction of cohomology for associative algebras, there appeared in [4] a corresponding theory for Lie algebras. We follow [16] for the definitions and initial results. Applications can be found in [7] and [20] .
The cohomology theory for Jordan algebras is less well developed than for associative and Lie algebras. A starting point would seem to be the papers of Gerstenhaber in 1964 [8] and Glassman in 1970 [10] , which concern arbitrary nonassociative algebras. A study focussed primarily on Jordan algebras is [9] .
We next recall two fundamental results, namely, the Jordan analogs of the first and second Whitehead lemmas as described in [15] . Two proofs of Theorem 1.2 are given in [17] . One of them, which uses the classification of finite dimensional Jordan algebras, is outlined in [29, 4.3.1] . The other proof uses Lie algebras and is contained in [17, pp. 324-336] .
A study of low dimensional cohomology for quadratic Jordan algebras is given in [24] . Since quadratic Jordan algebras (which coincide with "linear" Jordan algebras over characteristic 0 fields) can be considered a bridge from Jordan algebras to Jordan triple systems, this would seem to be a good place to look for exploring cohomology theory for Jordan triples. Indeed, this is hinted at in [25] , since although [24] is about Jordan algebras, the concepts are phrased in terms of the associated triple product {abc} = (ab)c + (cb)a − (ac)b.
However, both papers stop short of defining higher dimensional cohomology groups. The paper [24] , which is mostly concerned with representation theory, proves, for the only cohomology groups defined, the linearity of the functor H n :
The paper [25] , which is mostly concerned with compatibility of tripotents in Jordan triple systems, proves versions of the linearity of the functor H n , n = 1, 2, corresponding to the Jordan triple structure.
The earliest work on cohomology of triple systems seems to be [11] (Lie triple systems), which is discussed in section 3. Four decades later, the second paper on the cohomology of Lie triple systems appeared [13] .
The following is from the review [32] of [1] (associative triple systems). "A cohomology for associative triple systems is defined, with the main purpose to get quickly the cohomological triviality of finite-dimensional separable objects over fields of characteristic = 2, i.e., in particular the Whitehead lemmas and the Wedderburn principal theorem." The authors of the present paper know of only two other references dealing with the Wedderburn principal theorem in the context of triple systems, namely, [2] (alternative triple systems) and [23] (Jordan triple systems). In the latter paper, the well-known Koecher-Tits-construction of a Lie algebra from a Jordan algebra is generalized to Jordan pairs. The radical of this Lie algebra is calculated in terms of the given Jordan pair and a Wedderburn decomposition theorem for Jordan pairs (and triples) in the characteristic zero case is proved.
Finally, we mention that a more general approach to cohomology of algebras and triple systems appears in the paper of Seibt [31] .
Jordan triples and TKK Lie algebras
By a Jordan triple, we mean a real or complex vector space V , equipped with a Jordan triple product {·, ·, ·} : V 3 → V which is linear and symmetric in the outer variables, conjugate linear in the middle variable, and satisfies the Jordan triple identity {x, y, {a, b, c}} = {{x, y, a}, b, c} − {a, {y, x, b}, c} + {a, b, {x, y, c}} for a, b, c, x, y ∈ V . Given two elements a, b in a Jordan triple V , we define the box operator a b :
All Lie algebras in this paper are real or complex. We construct a cohomology theory of Jordan triples using the Tits-Kantor-Koecher (TKK) Lie algebras associated with them. Although we could develop the theory for all Jordan triples, we focus on the nondegenerate ones, which will be assumed throughout, to avoid unnecessary complication. For degenerate Jordan triples, the construction is exactly the same albeit more computation is involved. A Jordan triple is called nondegenerate if for each a ∈ V , the condition {a, a, a} = 0 implies a = 0. Given that V is nondegenerate, one has
which facilitates a simple definition of the TKK Lie algebra L(V ) of V , with an invoultion θ (cf. [5, p.45] ), where
and for each h = i a i b i in the Lie subalgebra V 0 of L(V ), the map h ♮ : V → V is well defined by
Identifying V with the subspace {(x, 0, 0) : x ∈ V } of L(V ), we have the following relationship between the triple and Lie products:
If no confusion is likely, we often simplify the notation {a, b, c} to {abc}. Given a Lie algebra L and a module X over L, we denote the action of L on X by
Definition 2.1. Let V be a Jordan triple. A vector space M over the same scalar field is called a Jordan triple V -module (cf. [29] ) if it is equipped with three mappings
(ii) {·, ·, ·} 1 is linear in the first two variables and conjugate linear in the last variable, {·, ·, ·} 2 is conjugate linear in all variables; (iii) denoting by {·, ·, ·} any of the products {·, ·, ·} j (j = 1, 2, 3), the identity
is satisfied whenever one of the above elements is in M and the rest in V .
For convenience, we shall omit the subscript j from {·, ·, ·} j in the sequel. A V -module M is called nondegenerate if for each m ∈ M , each one of the conditions {m, V, V } = {0}; {V, m, V } = {0} implies m = 0. A nondegenerate Jordan triple V is a nondegenerate module over itself. For a JB*-triple V , its dual V * is a nondegenerate V -module. All Jordan triple modules throughout the paper are assumed to be nondegenerate.
Given a, b ∈ V , the box operator a b : V → V can also be considered as a mapping from M to M . Similarly, for u ∈ V and m ∈ M , the "box operators" Using similar arguments to the proof in [5, Lemma 1.3.7] , one can show that
in the vector space L(V, M ) of linear maps from V to M . Then M 0 is the space of inner structural transformations Instrl (V, M ) (see [25, Section 7] ) . Extending the above product by linearity, we can define an action of
Proof. We are required to show that
We can assume that h = a b, k = c d and ϕ = w m or m w. We assume ϕ = w m, the other case being similar. For the left side of (2.3), we have
For the right side of (2.3), we have Let
where, for h = i a i b i and ϕ = i u i m i + j n j v j , we have the following natural definitions
Theorem 2.3. Let V be a Jordan triple and let L(V ) be its TKK Lie algebra. Let M be a triple
The proof of Theorem 2.3 consists of straightforward but tedious calculations. Details can be found in subsection 6.1.
Cohomology of Lie algebras with involution
Let T be a Lie triple system. Harris [11, p. 155 ] has developed a cohomology theory for T in which the cohomology groups are derived from the ones of its enveloping Lie algebra
where L u is equipped with an involution θ and the cochains in the cohomology complex are invariant under θ.
Our Jordan triple cohomology makes use of TKK Lie algebras which are involutive. To pave the way, we review briefly the cohomology for Lie algebras, with or without an involution. Let L be a (real or complex) Lie algebra with involution θ.
For ℓ ∈ L and µ ∈ M, we define
For k = 0, 1, 2, . . ., we define the coboundary operator
where the symbol z indicates the omission of z. The restriction of d k to the subspace A 
We often omit the subscript k from d k if there is no ambiguity. As usual, we define the k-th cohomology group of L with coefficients in M to be the quotient
We define the k-th involutive cohomology group of (L, θ) with coefficients in an (L, θ)-module M to be the quotient 
h ♮ = −h} be the 1-eigenspace of the involution θ (see [5, p.48] ), which is a real Lie subalgebra of L(V ), and let
♮ } be the 1-eigenspace of θ. Then k(M ) is a Lie module over the Lie algebra k(V ). We will construct cohomology groups of a Jordan triple V with coefficients in a V -module M using the cohomology groups of L(V ) with coefficients L(M ). For a real Jordan triple V , one can also make use of the cohomology groups of the real Lie algebra k(V ) with coefficients k(M ).
Let V be a Jordan triple. As usual, V is identified as the subspace
and we will identify M with ι(M ). We denote by ι p :
We define A 0 (V, M ) = M and for k = 1, 2, . . ., we denote by A k (V, M ) the vector space of all alternating k-linear maps ω :
To motivate the definition of an extension 
Thus a Jordan triple derivation is extendable, and if ω is any extendable transformation in
is well defined and extends linearly to an element
, in which case we call L 1 (ω) the Lie extension of ω on the Lie algebra L(V ). Now for k > 1, given a k-linear mapping ω : V k → M , we say that ω is extendable if it satisfies the following condition under the assumption i u i v i = 0:
For an extendable ω, we can unambiguously
We call L k (ω) the Lie extension of ω and often omit the subscript k if no confusion is likely. The following lemma is easy to verify.
This lemma enables us to define the following extension map on the subspace
. ., one can define an alternating map
We call J k (ψ) the Jordan restriction of ψ in A k (V, M ) and sometimes write J for J k if the index k is understood.
With the identification of M and ι(M ), the map
We can now define the cohomology groups for a Jordan triple V with coefficients M by means of the cochain complexes for the Lie algebra L(V ) and the involutive Lie algebra (L(V ), θ):
and
where
We see that the map 
Let us compute the first involutive cohomology group
coincides with the space of inner triple derivations from V to M . Let ω be an inner triple drivation on V . We show that its Lie extension L(ω) is a Lie inner derivation on the Lie algebra L(V ). Indeed, we have
where θ(ϕ) = ϕ implies that ϕ : V → M is an inner triple derivation. We now show that Z 1 θ (V, M ) coincides with the set of triple derivations of V .
and it is clear that D is θ-invariant. We need to verify
we only need to verify the three identities
These are easy consequences of the definitions. For completeness we include details. The left side of (4.2) is
and the right side is
proving (4.3). The left side of (4.4) is
The previous lemma shows that all triple derivations ω on V are contained in A triple derivation D is a special case of a structural transformation with D * = −D. By polarization, this property is equivalent to S{xyz} + {x(S * y)z} = {zySx} + {xySz} and S * {xyz} + {x(Sy)z} = {zyS * x} + {xyS * z}.
As noted earlier, the space of inner structural transformations coincides, by definition, with the space M 0 . Triple derivations which are inner structural transformations are inner triple derivations. Also, if ω is a structural transformation, then ω −ω * is a triple derivation and if ω is a triple derivation, then iω is a structural transformation which is inner if ω is inner.
(
Let us define n : V → M , and n 1 : V → M by the formulas ψ(0, 0, x) = (m(x), ϕ(x), n(x)), and
If ψ is θ-invariant, then ψ ′ = ψ so that Jψ is a triple derivation, proving (ii). Example 4.3 provides a proof of (iii).
(iv) is immediate from Lemma 4.5 since ω − ω * is a triple derivation. The definitions show that θDθ = D if and only if ω = (ω −ω * )/2, proving (v). Finally, if ω is an inner structural transformation, then ω − ω * is an inner triple derivation, so that L 1 (ω − ω * ) is an inner derivation, proving (vi).
The following theorem provides some significant infinite dimensional examples of Lie algebras in which every derivation is inner. Its proof is in the spirit of [28] .
Theorem 4.7. Let V be a von Neumann algebra considered as a Jordan triple system with the triple product {xyz} = (xy * z + zy * x)/2. Then every structural transformation on V is an inner structural transformation. Hence, every derivation of the TKK Lie algebra L(V ) is inner.
Proof. Let S be a structural transformation on the von Neumann algebra V and to avoid cumbersome notation, denote S * by S. From the defining equations, S(1) = S(1) * , and if S(1) = 0, then S is a Jordan derivation.
For an arbitrary structural transformation S, write S = S 0 + S 1 where S 0 = S − 1 S(1) is therefore a Jordan derivation and S 1 = 1 S(1) is an inner structural transformation. By the theorem of Sinclair [33] , S 0 is a derivation and by the theorems of Kadison and Sakai, [18, 30] , S 0 is an inner derivation, say S 0 (x) = ax − xa for some a ∈ V . By well known structure of the span of commutators in von Neumann algebras due to Pearcy-Topping, Halmos, Halpern, Fack-de la Harpe, and others (see [28] for the references), a = z + [c i , d i ], where c i , d i ∈ V and z belongs to the center of V . It follows that
and is therefore also an inner structural transformation. The second statement follows from Proposition 4.6.
We determine the structure of L(V ) when V is a finite von Neumann algebra in Corollary 5.7 below.
Examples
We conclude the paper with some examples of TKK Lie algebras and some Jordan triple cocycles. Let us first note the following immediate consequences of our construction. 
We have noted the one-to-one correspondence between the triple derivations of a Jordan triple V and the θ-invariant Lie derivations of the TKK Lie algebra (L(V ), θ), as well as the one-to-one correspondence between the Jordan inner derivations of V and the Lie inner derivations of (L(V ), θ).
Corollary 5.2. Let V be a finite dimensional Jordan triple with semisimple TKK Lie algebra L(V ). Then for any finite dimensional V -module M , we have
In particular, every triple derivation from V to M is inner.
Proof. This follows from Whitehead's lemmas
In fact, in the above corollary, we have
is a nontrivial irreducible module over L(V ). We refer to [37] for a converse of this result. 
) is the space of triple inner derivations on V , coming from the θ-invariant Lie inner derivations B 1 θ (L(V ), L(M )). Examples of triple 2-cocycles can be constructed from Jordan restrictions of Lie 2-cocycles.
hence ω(x, y) z = 0 for all x, y, z and ω = 0.
Example 5.4. Let ϕ ∈ M 0 be an inner triple derivation, and let b ∈ V . Define a linear map
Observe that ψ is not θ-invariant. Indeed, it can be seen readily thatθψ(x, 0, 0) = (0, b ϕ(x), 0) while We have seen in Example 5.3 that there are no non-zero extendable elements ω ∈ Z 2 (V, M ) with 
for all a, b, x, y, z ∈ V ;
for all a, b, c, d ∈ V ; and
for all x, y, z, a, b, c ∈ V . Theorem. Let V be a Jordan triple and let L(V ) be its TKK Lie algebra. Let M be a triple
Examples of TKK algebras.
For the proof, we are required to show that
Let L denote the left side of (6.1). Then
).
We can assume that h = x y, k = u v so that
Let R denote the right side of (6.1). Then
As above, with h = x y, k = u v and with ϕ = w p + q z, with p, q ∈ M , we have
We now show that
We have from (6.2) We next show that It remains to show that
We leave this as an exercise for the reader. for all a, b, x, y, z ∈ V ;
for all x, y, z, a, b, c ∈ V .
. By the alternating character of ψ, it is a Lie 3-cocycle, that is, ψ(X 1 , X 2 , X 3 , X 4 ) = 0 for X j ∈ k(V ), if and only if the following five equations hold for Straightforward calculation of (6.16), using (3.1) and (4.1), shows that it is equivalent to
We shall see shortly that (6.21) is redundant since it will follow from the identity (6.14), which will be proved using (6.18). However, (6.21) will be used later, in the proof that (6.13)-(6.15) imply (6.16)- (6.20) .
Similarly, (6.17) is equivalent to
2 ) = 0. which can be rewritten as
, proving (6.13) (assuming only (6.17) ).
An interpretation of (6.22) is that the inner triple derivation [a, b] (for the triple product {·, ·, ·} of V ) is also a "triple derivation" for the (ad hoc M -valued) triple product (x, y, z) → ω(x, y, z) of V .
In order to proceed efficiently, it is convenient to state the following formulas. First, for a i and
Second, for a, b, c ∈ V and m ∈ M , by (2.4),
and, for a i and b i in V , by (2.1),
Returning to (6.18)-(6.20) and observing that L 3 (ω)(( * , 0, * ), (0, * , 0), ( * , * , * )) = 0, a straightforward calculation of (6.18) shows that it is equivalent to
which by (6.23) and (6.24) is equivalent to
We shall now see that (6.27) simplifies considerably and gives the same information as (6.19), namely (6.27) is equivalent to (6.28) [
which is (6.14). Assuming that this has been done, we will have proved that (6.17) is equivalent to (6.13); and that (6.18), (6.19) and (6.14) are equivalent. We shall complete the proof by showing that (6.20) , together with (6.13) and (6.14), implies (6.15); and then proving that (6.13)-(6.15) imply (6.16)- (6.20) . Note that (6.13), (6.15) and the alternating character of ω imply [[a, b]ω(x, y, z), c] = 0, and that (6.14) and (6.15) imply (6.29) [
We continue the proof of Theorem 5.5 by showing that (6.28) follows from (6.27) and that (6.19) does not contribute any new properties of ω. After that, we shall deal with (6.20).
Since we are assuming (6.18), we may set x 1 = 0 and a 3 = 0 in (6.27). The result is
If one repeats this process with (x 1 = 0 and) a 3 = 0 replaced successivly by a 4 = 0, b 3 = 0, b 4 = 0, one obtains three more such equations. Next, replace x 1 = 0 by x 2 = 0 to obtain four more such equations. Finally, setting a 3 = 0 and a 4 = 0 in (6.27), and repeating with (a 3 , a 4 ) replaced successively with (a 3 , b 4 ), (b 3 , a 4 ), (b 3 , b 4 ) results in four more such equations. By changing the names of the variables, the resulting twelve equations reduce to (6.28) (which is (6.14)). We next show that (6.19) yields the same information as (6.18) . Straightforward calculation of (6.19) shows that it is equivalent to 
Thus, (6.19) results in (6.31)
where Λ is given by (6.30) . Comparing this with (6.27) shows that (6.19) is equivalent to (6.18) . We now have that (6.18), (6.19) , (6.27) , (6.28) and (6.14) are equivalent, and that (6.17) and (6.13) are equivalent. It remains, for this part of the proof, to establish (6.15) using (6.16)- (6.20) . This will take some perseverance! In order to process (6.20) we shall adopt the following self-explanatory notation. For distinct elements i, j, k, l ∈ {1, 2, 3, 4}, set
Then equation (6.20) 
and by (6.25), (6.36) ijkl
By (6.33), using (6.26) and (6.23)-(6.24),
We next analyze (6.37) and (6.39). First, applying (6.13) to the first bracket on each line of (6.37) and applying (6.14) to the expansion of those brackets results in 72 terms, 24 of which cancel with all of the terms in the second bracket on each line of (6.37). Thus the 96 terms in (6.37) are reduced to the 48 terms in
Second, the 8 first brackets on the lines of (6.39) sum to zero, as can be seen by expanding and noting that the resulting terms cancel in pairs by applying (6.14). Thus (6.39) reduces (initially) to the sum of the 8 second brackets on the lines of (6.39), namely,
However, there is still more cancellation in (6.41) using (6.14) , and what remains is
.
The equation (6.34) is thus equivalent to
where Γ ijkl and ∆ ijkl are given by (6.40) and (6.42).
We are now going to decompose each term in (6.43) into "irreducible pieces" as follows. First some notation. Let Σ denote the right side of (6.43), let Γ ijkl (a 1 = 0) denote the sum of the terms of Γ ijkl which do not involve the variable a 1 , and Γ ijkl (a 1 = 0) the sum of the terms of Γ ijkl which contain the variable a 1 , with similar notation for other variables, for more then one variable, and for ∆ ijkl . With Σ(a 1 = 0) denoting the sum of the terms of Σ not containing a 1 , etc., we have (and this is the first of two underlying principles in what follows) Σ = 0 if and only if Σ(a 1 = 0) = 0 and Σ(a 1 = 0) = 0.
We shall use (6.40) to process the Γ ijkl in (6.43) and in parallel use (6.42) to process the ∆ ijkl in (6.43). Here we go! By (6.40),
On the other hand, by (6.42),
Returning to (6.40), by (6.44) (6.52) Γ 1234 (a 1 = 0) = 0.
By (6.45) The identity given by (6.60) is "irreducible" in the sense that if any of its variables is zero, then it vanishes identically (This is the second of the two underlying principles mentioned earlier). However, since it is a consequence of (6.14), it does not give any new identities and can be ignored. We proceed to decompose (6.61) as follows. The identity given by (6.62) is irreducible and can also be ignored, so we proceed to decompose (6.63) as follows. By using (6.14), each of (6.64) and (6.65) gives the new identity This completes the analysis of (6.53), which has produced (6.15). Since (6.54) is obtained from (6.53) by interchanging the indices 3 and 2, no new information is provided by (6.54). Similarly, since (6.55) is obtained from (6.54) by interchanging the indices 3 and 4, no new information is provided by (6.55). Thus we have found all irreducible expressions which sum to Σ(a 1 = 0), resulting in only one identity, namely (6.15) . This completes the proof that (6.16)-(6.20) imply (6.13)- (6.15) . (See the paragraph following (6.43) .)
It is now a simple matter to prove that, conversely, (6.13)-(6.15) imply (6.16)- (6.20) . Note that by (6.15), (6.29) , and (6.37),(6.39), Γ ijkl and ∆ ijkl vanish, showing that Σ(a 1 = 0) = 0, hence (6.13)-(6.15) imply (6.20) . Since earlier arguments have shown that
• (6.14) ⇒ (6.21) ⇔ (6.16), • (6.13) = (6.22) ⇔ (6.17), • (6.14) ⇔ (6.27) ⇔ (6.18)⇔ (6.19), this completes the proof that (6.13)-(6.15) imply (6.16)- (6.20) , and hence the proof of Theorem 5.5.
