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У статтi описано метод моделювання та керування показниками Ляпунова в ґратцi на основi диск-
ретних вiдображень. Розроблено метод для динамiчної емуляцiї моделi ґратки зв’язаних осциляторiв
складної просторової динамiки в епiлептичному мозку, який виявляє характернi просторово-часовi змi-
ни, що спостерiгаються при наближеннi приступу епiлепсiї.
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1. Вступ
Наявнiсть хаосу докладно продемонстрована
у природничих i технiчних системах. Протягом
останнiх кiлькох десятилiть керування хаосом при-
вернуло пiдвищену увагу через його широке засто-
сування у фiзичних, хiмiчних i бiологiчних систе-
мах. Важливою галуззю застосування методiв ке-
рування хаосом є проблема лiкування неврологiч-
них розладiв таких, як епiлепсiя. Характеристи-
ка електроенцефалограми (ЕЕГ) через вимiрюван-
ня хаотичностi була дуже корисною для отриман-
ня iнформацiї про динамiчний стан епiлептично-
го мозку. Дослiдження епiлепсiї у людей [Iasemi-
dis, 1990; Iasemidis, 1991; Iasemidis, 2004, Yatsenko,
2004] i тварин [Nair, 2004] показують, що виник-
нення спонтанних приступiв корелює з переходом
мозку до бiльш впорядкованого стану. Це було
продемонстровано за допомогою змiн в основних
властивостях системи (таких, як показники Ляпу-
нова), що обчисленi з ЕЕГ, записаної у кiлькох дi-
лянках мозку. Ранiше висловлено припущення, що
такi просторово-часовi змiни вiдбуваються через
самоорганiзацiю епiлептичного мозку, яка перево-
дить його вiд хаосу до порядку. Бiльш того, прис-
туп епiлепсiї вважається механiзмом «переванта-
ження» мозку — вiд порядку до хаосу [Iasemidis,
1996].
Пiдтримка хаосу в таких бiологiчних систем
вкрай бажана через його наслiдки з терапевтичної
точки зори або з точки зору керування. Зовсiм не-
давно «некерована» схема, де метою є пiдтримка
хаосу, була темою великої кiлькостi дослiджень,
результатом яких стала розробка кiлькох алгорит-
мiв [Ramaswamy, 1998; Wang, 2000; Morgu, 2003].
Проектування й адаптацiя таких алгоритмiв керу-
вання хаосом у динамiчних системах, якi мають
надзвичайно складну динамiку (наприклад, мозок),
є нетривiальним завданням.
Бiологiчнi системи мають адаптивний характер
за своєю природою i тому потребують адаптив-
них методiв керування [Glass, 1988]. Недавнi до-
слiдження епiлепсiї показали, що для ефективної
модуляцiї динамiки мозку потрiбнi новi методи ке-
рування, якi спираються на стiйкi прогнозування
й адаптивнi методи оптимiзацiї [Iasemidis, 2000;
Yatsenko, 2004; Pardalos, 2004; Iasemidis, 2003]. Тут
увагу зосереджено на теоретичнiй проблемi керо-
ваностi системи, яка показала таку саму власти-
вiсть вiдображення змiни стану в системах нейро-
нiв, як i в експонентi Ляпунова. Застосування спе-
ктра Ляпунова у реальному свiтi мiстять можли-
вiсть керування конвергенцiєю та дивергенцiєю ве-
личини як кiлькiсно-статистичного показника Т-iн-
дексу мiж рiзними зонами епiлептичного мозку. Як
було показано, Т-iндекс може бути прогнозованим
iз вимiрiв сприйнятливого стану мозку [Yatsenko,
2004; Kaneko, 1984]. Проблему керованостi по-
казниками Ляпунова можна переформулювати як
завдання оптимiзацiї, в якому оцiнено параметри
керування завдяки мiнiмiзацiї функцiї помилки, об-
численої з глобальних показникiв Ляпунова.
2. Керування хаосом у ґратках зв’язаних
осциляторiв
2.1. Ґратки зв’язаних осциляторiв. Ґратка зв’яза-
них осциляторiв (ҐЗО) — це N -вимiрна мережа по-
в’язаних елементiв, де кожен елемент еволюцiонує
з часом по вiдображенню (чи рекурентному рiв-
c Яценко В. О., Кочкодан О. I., 2012
Яценко В. О., Кочкодан О. I. Моделювання i керування показниками Ляпунова . . . 29
нянню) дискретної форми:
Xk+1 = F (Xk); (1)
деXk позначає значення поля (N -мiрний вектор) у
зазначений час k. У разi глобально-зв’язаних осци-
ляторiв з глобальними (середнiми) коефiцiєнтами
зчеплення " динамiка може бути переписана у виг-
лядi:
xk+1n = (1  ")fn

xkn

+
"
L
LX
j=1
fj

xkj

; (2)
де n i j — iндекси вузлiв ґратки (j 6=n). Значення
L вказує, скiльки в середньому є сусiдiв i його iно-
дi називають координацiйним числом. Локальнi N -
вимiрнi осцилятори вважаються хаотичними. Пов-
нiстю синхронний хаотичний стан можливий за
цiєю моделлю, коли вiдповiднi N -вимiрнi множи-
ни є залученими або стабiльними. Критерiй стiй-
костi цiєї синхронiзацiї множин отримано в [Ding,
1997]. Подальший аналiз стабiльностi синхронiзо-
ваних перiодичних орбiт у ґратках зв’язаних осци-
ляторiв зроблено в [Amritkar, 1991]. Змiнюючи "
i L, можна змiнити масштаб просторової кореля-
цiї вiд систем iз локальними взаємодiями до сис-
тем iз дальнiми взаємодiями. Цi системи зазвичай
мають просторово i/або часово-хаотичну поведiн-
ку, керування якою дуже бажане через його по-
тенцiйнi застосування у реальних умовах. Деякi
стратегiї запропоновано для керування колектив-
ною просторово-часовою динамiкою таких систем.
У цiй статтi спочатку описано адаптивнi стратегiї
керування зi зворотним зв’язком для систем ґраток
зв’язаних осциляторiв, а потiм — метод оптимiза-
цiї для вибору оптимальних параметрiв зворотного
зв’язку.
2.2. Оновлення моделi. Головною iдеєю керуван-
ня динамiчними системами є керування рiзкими
i перiодичними переходами мiж динамiчними ре-
жимами роботи, якi становлять основу нелiнiй-
них хаотичних систем. Деякi завдання, якi повин-
нi бути виконанi пiд час керування просторово-
часовою системою мiстять утворення специфiч-
них просторово-часових шаблонiв, стабiлiзацiю
поведiнки, синхронiзацiї/десинхронiзацiї, приду-
шення/посилення хаосу тощо. Мета цiєї адаптив-
ної стратегiї зворотного зв’язку — керування де-
якими специфiчними властивостями системи. Па-
раметри керування, що застосовуються у зворотно-
му зв’язку, пов’язанi з кожною комiркою в структу-
рi ґратки, побудованiй на внутрiшнiх станах систе-
ми. Вхiдний параметр керованостi U* для системи
може бути визначений так:
Uk = G( k    k); (3)
де G — це жорсткiсть керування, а   i  вiдповiд-
но, — очiкуванi й реальнi значення властивостей
системи. Цiльове значення властивостей системи
може бути постiйним або змiнним з часом за функ-
цiєю. У разi багатовимiрної системи  може бу-
ти глобальною властивiстю системи або будь-якою
властивiстю окремих пiдсистем.
2.3. Оптимiзацiя параметрiв зворотного зв’яз-
ку. Надалi введемо функцiю продуктивностi, яка
також може бути подана як функцiя помилки, на-
ведена нижче рiвнянням (4). Вона обчислює по-
хибку в дiапазонi вiд бажаного значення власти-
востей системи до обчисленого значення на кожно-
му кроцi часу. Мета оптимiзацiї — мiнiмiзацiя цiєї
похибки, вибираючи найоптимальнiшi параметри
зворотного зв’язку в системi. При виборi середньо-
го показника Ляпунова  властивiстю системи, за
якою спостерiгаємо, функцiя повинна бути мiнiмi-
зована так:
 =    k; (4)
де  — бажане значення показника Ляпунова, i
для ґратки зв’язаних осциляторiв середнiй показ-
ник Ляпунова визначається як
k =
1
L
LX
n=1
kn: (5)
3. Алгоритми керування
3.1. Обчислення показникiв Ляпунова. Якщо зав-
дання полягає в збереженнi необхiдного рiвня хао-
тичностi, природним вибором для керування влас-
тивостями керованої системи є показники Ляпу-
нова. Глобальний показник Ляпунова для дискрет-
ної одновимiрної системи xk+1= f(xk) може бути
визначений:
 = lim
N!1
1
N
N 1X
k=0
ln
f 0(xk) : (6)
Для вивчення еволюцiї показникiв Ляпунова ґрат-
ки зв’язаних осциляторiв, описаної рiвнянням (2),
введемо спочатку матрицю Якобi:
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3777775 : (7)
Показники Ляпунова системи обчислюються з
власних чисел поданої вище матрицi. Якщо влас-
нi числа }k є fk1 ; k2 ; k3 ; : : : ; kLg, то локальнi
показники Ляпунова визначено наступним чином
n
k = log jnkj; (n = 1; 2; : : : L): (8)
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Теорема 1. Розглянемо системи, якi опису-
ють рiвнянням (1). Нехай } позначає Якобi-
ан F в X , i i визначає i-те власне чис-
ло матрицi m=}0(Xm 1) : : : }0(X1)}0(X0), де
X =X0 у часовому кроцi t=0. Припустимо, що
k}0(X)kM , де M — додатна константа, i
що найменше власне число [}0(X)]T}0(X) задо-
вольняє min([}0(X)]T}0(X)) > 0, де M2
i X 2
. Тодi для будь-якого X0 2
 всi показни-
ки Ляпунова в X0 розмiщено всерединi iнтервалу
[0; 5 ln; lnN ].
3.2. Адитивне керування. Для системи, що опи-
сується рiвнянням (1), стратегiю керування реалi-
зовано на наступних загальних динамiчних рiвнян-
нях:
Xk+1 = F (Xk) + Uk; (9 а)
Uk = G(   k): (9 б)
Розглянемо логiстичне вiдображення, визначе-
не рiвнянням:
xk+1 = kxk(1  xk): (10)
Використовуючи рiвняння (9), можемо переписати
рiвняння (10) як:
xk+1 = xk(1  xk) + g(   k); (11)
де g визначає керування коефiцiєнтом пружностi
для маятника. Тут шукане значення глобального
показника Ляпунова є постiйним, на вiдмiну вiд
змiнної функцiї часу. Оптимальне значення керу-
вання параметром g повинно бути визначеним у
будь-якiй практичнiй реалiзацiї цiєї стратегiї. Для
ґратки зв’язаних осциляторiв середнiй глобальний
показник Ляпунова використано так, як описано в
рiвняннi (5).
3.3. Мультиплiкативне керування. Розглянемо
систему описану рiвнянням (1) з додатково керо-
ваною змiнною V . При цьому керування здiйсню-
ється шляхом змiни цiєї змiнної, використовуючи
метод зворотного зв’язку. Розглянемо ґратки з ке-
рованими осциляторами:
Xk+1 = F (Xk; Uk); (12)
де V k — мультиплiкативне керування. Для ґратки з
мультиплiкативним керуванням необхiдно вивчити
завдання керованостi. Припустимо, що ґратка мiс-
тить тiльки один осцилятор зi скалярним мульти-
плiкативним керуванням, описаний наступним рiв-
нянням:
Xk = F (Xk 1; Uk 1) = [A+BUk 1]Xk 1;
k = 1; 2; 3; : : : ; (13)
де Xk — вектор стану, Uk 1 — скалярне керуван-
ня, i A, B — матрицi дiйсних констант вiдповiдних
розмiрiв.
Якщо <^n=<n   f0g n-вимiрний простiр з вико-
лотими точками, тодi
Xk =
kY
i=1

A+ U iB

X0  (X0; Uk);
Uk = [U 1 ; : : : ; U
k] 2 <k: (14)
Визначення 1. Ґратка називається керованою над
<^n, якщо для будь-якого X1; X2 2 <^n iснують до-
датнi цiлi s i скiнченна послiдовнiсть керування Us
такi, щоX2 = (X1; Us), де  дiльник осцилятора.
Головний результат визначено у наступнiй тео-
ремi.
Теорема 2. Система ґраток, визначена з (13), є
керованою над <^n тодi, коли iснують додатнi цiлi
P , Q такi, що для всiх X 2 <^n маємо:
(а) kAPXk = kXk,
(б) rankHQ(X) = n,
деHQ(X) = [BAQ 1X; ABAQ 2X; : : : ; AQ 1BX].
Алгоритм керування зi зворотним зв’язком мо-
же бути описано рiвняннями:
Xk+1 = F (Xk; Uk); (15 а)
Uk+1 = Uk +R(   ); (15 б)
де R — постiйний параметр. Ця схема, як i попе-
редня, буде адаптивною в природi, тому що пара-
метри, що визначають характер динамiки адапту-
ються до бажаної динамiки. Цей тип зворотного
зв’язку також названо «динамiчним керуванням зi
зворотнiм зв’язком» у (6). Реалiзацiя цiєї стратегiї
керування демонструється i в одиночних, i в зв’я-
заних логiстичних осциляторах, для яких спосте-
режувана властивiсть є середнiм показником Ля-
пунова в остаточному випадку.
3.4. Адитивне i мультиплiкативне керування.
Третя i заключна стратегiя керування — це комбi-
нацiя адитивного i мультиплiкативного керування.
Керування в цьому випадку випливає з двох попе-
реднiх схем i може бути описане наступною дина-
мiкою:
Xk+1 = F (Xk; Uk) +G(   k); (16 а)
V k+1 = V k +R(   ): (16 б)
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3.5. Технiка генетичної оптимiзацiї. Застосуван-
ня методiв оптимiзацiї в керуваннi динамiчни-
ми системами передбачає зведення до мiнiмуму
функцiї помилки, описаної в рiвняннi (4). Ме-
та оптимiзацiї в наших прикладах — знаходження
оптимального параметра жорсткостi, що дає умов-
ний мiнiмум функцiї помилки. Розглянемо муль-
типлiкативну стратегiю керування, як це описа-
но в рiвняннi (13). Визначимо лiнiйну нерiвнiсть
Rmin6R6Rmax i знайдемо iтеративно значення R,
яке дає мiнiмум рiвняння (4). Задача формулюється
так:
min
R
(R) subject to: Rmin  R  Rmax: (17)
Для розв’язку цього завдання оптимiзацiї було
використано оптимiзацiйнi iнструменти Matlabr.
Послiдовне квадратичне програмування (SQP) ви-
користовується для розв’язку цього завдання мiнi-
мiзацiї. У цьому методi функцiя розв’язує пiдзав-
дання квадратичного програмування (QP) на кож-
нiй iтерацiї. Обчислення гессiана i лагранжiана
оновлюється на кожнiй iтерацiї. Лiнiйний пошук
здiйснюється за допомогою оцiнної функцiї. Для
детальнiшого пояснення оптимiзацiї функцiї тре-
ба звернутися до документацiї Matlabr оптимiза-
цiї iнструментiв стратегiй мультиплiкативного ке-
рування вiдповiдно.
Рис. 1. A — амплiтудний спектр як функцiя часу; B — профiль показника Ляпунова однiєї комiрки; C —
середнiй показник Ляпунова профiлю (L = 5) оцiнений за п’ятьма комiрками ҐЗО; D — параметр " як
функцiя часу
Рис. 2. Мультиплiкативне керування: вiд параметра  залежно вiд кроку iтерацiї
для =0; 3, i жорсткостi (а) g=0; 001, i (b) g=0; 02. Рiзнi кривi вiдповiдають
рiзним початковим . Розподiл ймовiрностей кiнцевих крокiв показникiв Ляпунова
для 0=4; 0 i жорсткостi (с) g=0; 001 i (d) g=0; 01
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4. Чисельнi й експериментальнi значення
Експериментальнi дослiдження епiлепсiї у гри-
зунiв [Nair, 2004] використовували ЕЕГ, записану
за допомогою 4–6 електродiв, розташованих у ло-
бовiй i скроневiй дiлянках мозку тварин. Iз цих
мiркувань обрано модель ҐЗО iз п’ятьма неiден-
тичними логiстичними осциляторами. Параметри
системи 1; : : : ; 5 обрано випадковим чином як
3,9; 3,97; 3,95; 3,965 i 3,96. Величина " змiнюва-
лася вiд значення 0,10 до 0,14 для вивчення ди-
намiчної поведiнки в обох просторових i часових
режимах. На рис. 1 показано змiни в просторово-
часовiй моделi у мiру збiльшення значення пара-
метра ". Для наочностi тут показано тiльки профi-
лi амплiтуди i показника Ляпунова в однiй комiрцi
(комiрка 1). Решта комiрок мають аналогiчну схе-
му. При збiльшеннi значення " поступово, як по-
казано на рис. 1D, графiк, зображений на рис. 1А,
стає бiльш впорядкованим, i можна побачити змен-
шення показникiв Ляпунова (розраховано як змiн-
не середнє) за той самий час, припускаючи пере-
хiд у бiльш упорядкований стан, як показано на
рис. 1 В. Рис. 1 С вiдтворює профiль середнього по-
казника Ляпунова обчисленого за всiма 5 комiрка-
ми у ҐЗО. При збiльшеннi значення зв’язку можна
спостерiгати поступове зниження цього глобально-
го значення.
На рис. 2 проiлюстровано стратегiю керування
зi зворотним зв’язком, яка також називається «ди-
намiчне керування зворотного зв’язку». У [Nair,
2004] цей тип зв’язку описано для шуканого зна-
чення =0; 3. Отже, може бути кiлька значень
керованих параметрiв  (вiдповiдно до кiлькох рi-
зних атракторiв), якi дають необхiдне значення по-
казника Ляпунова. Фактичне значення параметра
керування, залежить вiд жорсткостi керування i
початкових умов. Коливання параметра керуван-
ня пропорцiйне значенню жорсткостi: вiн прямує
до єдиного значення для малих жорсткостей i для
нього проявляються великi коливання для великих
значень жорсткостi.
5. Висновки
Отже, тут запропоновано метод оптимiзацiї для
керування просторово-часовою динамiкою в систе-
мах ґраток зв’язаних осциляторiв. Показано, що
метод умовної оптимiзацiї може бути використа-
но для мiнiмiзацiї функцiї помилки i для вибору
оптимальних параметрiв керування. Також показа-
но, що керування зi зворотним зв’язком може бу-
ти застосоване до систем iз прихованими змiнни-
ми i, отже, може бути достатньо корисним у ке-
руваннi достатньо складними системами такими,
як епiлептичний мозок, де не всi змiннi вiдомi.
Тут запропоновано метод для обчислення скiнчен-
них за часом показникiв Ляпунова для експери-
ментальних часових рядiв за допомогою чисельно-
го моделювання для наближення локального Яко-
бiана системи на кожному кроцi часу. Це в по-
єднаннi з чисельно-експериментальним пiдходом
до обчислень показникiв Ляпунова застосовно до
будь-якої фiзичної системи, яка може бути чисель-
но апроксимованою.
Рис. 3. Пропонований адаптивний алгоритм
навчання для ґратки зв’язаних осциляторiв за
допомогою оптимiзованого управлiння зi
зворотним зв’язком для емуляцiї цiльової
динамiки будь-якої складної мережi. CO належить
до умовної оптимiзацiї блоку.  посилається на
помилку, згенеровану з нелiнiйно
трансформованими оцiнками локальних
показникiв Ляпунова i бажаних показникiв
Ляпунова
Успiшне застосування методiв керування для
динамiки мозку повинно бути спрямоване при-
наймнi на наступнi елементи: (I) вибiр змiнних для
вхiдних даних, вихiдних даних i бажаної поведiн-
ки, (II) побудова динамiчних моделей сторiн мозку
та їх взаємодiї, (III) побудова вiдповiдних гiпотез
спрощення у встановленнi меж продуктивностi.
У запропонованому алгоритмi навчання сис-
тема ґраток зв’язаних осциляторiв може бути вико-
ристана для моделювання динамiчної еволюцiї по-
казникiв Ляпунова у складнiй системi (рис. 3). Ал-
горитм мiстить генерування функцiї помилки мiж
профiлем бажаного показника Ляпунова складної
системи i деякi нелiнiйнi перетворення ґратки зна-
чень показникiв Ляпунова. Похибка використову-
ється для генерування оптимiзованого зворотного
зв’язку вхiдних даних для ґратки. Такий алгоритм
навчання може бути використаний у розробцi ре-
алiстичної моделi складної динамiки системи, що
зробить її бiльш корисною пiд час вивчення й ке-
рування.
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V. Yatsenko, O. Kochkodan
MODELING AND CONTROL OF LYAPUNOV EXPONENTS IN A COUPLED MAP
LATTICE
We describe a control method based on optimization techniques to control of spatiotemporal chaos in a
globally coupled map lattice (CML) system. We have developed a method for updating a CML model emulating
complex spatial dynamics in an epileptic brain that exhibits characteristic spatiotemporal changes seen during
transitions into a seizure susceptible state. Results from numerical simulations show that this algorithm is
robust and effective in achieving controllability of the lattice model.
Keywords: modeling, optimization, Lyapunov exponent, control, chaos, oscillator.
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