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ABSTRACT
The commonly used isotropic baryon acoustic oscillation (BAO) equation is an approximation
derived from empirical and geometric arguments, and the equivalent anisotropic BAO equations
were written down by analogy. Using fit-lines to CMB compatible solutions, Ωm and H0 values
have been derived for BAO studies without recourse to those equations, and have been applied
for their appraisal. The isotropic expression becomes problematic at precision levels of ∼ 1 per-
cent or better, and at high redshift values of z & 1. Most revealing, the anisotropic equations,
DM (z)/DM,fid(z) = α⊥rd/rd,fid, and DH(z)/DH,fid(z) = α‖rd/rd,fid, are invalid when α ∼ 1, since
under that condition, DM (z)/DM,fid(z) = DH(z)/DH,fid(z) = rd/rd,fid ∼ 1, and neither equation is
satisfied with anisotropic data. (The ratios are respectively, the angular distance, the inverse Hubble
parameter, and the comoving acoustic horizon, each divided by its fiducial value). α can be driven
towards unity for any BAO study, e.g., by applying the derived Ωm, H0 pair as the core of a second
iteration fiducial parameter-set. Thus, the anisotropic equations are untenable. Dissociated from the
BAO equations, we have extracted weighted mean values of Ω¯mw = 0.299±0.011 and H¯0w = 68.6±0.7
km s−1Mpc−1 for eight uncorrelated BAO data sets.
Subject headings: baryon acoustic oscillations — cosmic microwave background radiation — cosmo-
logical parameters — early Universe
1. INTRODUCTION
Since the first successful statistical recoveries
(Eisenstein et al. 2005; Cole et al. 2005) of the baryon
acoustic oscillation (BAO) acoustic scale, a steady
stream of studies has followed (Percival et al. 2007,
2010; Blake et al. 2011a; Beutler et al. 2011; Blake et al.
2011b; Padmanabhan et al. 2012; Anderson et al.
2012, 2014; Kazin et al. 2014; Cuesta et al. 2016;
Alam et al. 2017). The BAO data analyses employ
either the modified matter power spectrum, or its
Fourier transform, the two point correlation function
(2PCF). We concentrate herein on the 2PCF stud-
ies. Several investigations, e.g., (Hinshaw et al. 2013;
Planck 2015 results XIII 2016; Aubourg et al. 2015;
Addison et al. 2018; Planck 2018 results VI 2018) have
constrained cosmological parameters by using BAO
outcomes in combination with cosmic microwave back-
ground (CMB) data. In each instance those analyses
made use of results derived from BAO equations that
are approximate, in the case of isotropic studies, or have
been written down by analogy to the isotropic equation,
with respect to the anisotropic studies. In this work we
appraise the effectiveness of those equations. At this
juncture, precise CMB measurements in conjunction
with gravitational lensing have restricted deviation from
flatness to ΩK = −0.012
+0.021
−0.023, (Simard et al. 2018),
and combined CMB and SNe Ia measurements constrain
w to −1.03 ± 0.03 (Planck 2018 results VI 2018). We
rely on these restrictions to justify the analysis of BAO
results over a range of CMB compatible cosmologies in
which we set ΩK = 0 and w = −1. That enables us
to derive specific values of cosmological parameters for
the various BAO studies without implementation of the
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BAO equations.
Eisenstein et al. (2005) instituted the volume averaged
distance construct,
DV (z) =
(
D2M (z)
cz
H(z)
)1/3
, (1)
where DM (z) is the angular distance, and H(z) is the
Hubble parameter. The function DV (z ) combines two
parts of an angular distance and one part of a quantity
designed to compensate for the distortion of radial dis-
tance in redshift space. For those analyses in which the
correlation function, ξ(r), is spherically averaged, and an
isotropic distance scale is extracted, the BAO feature is
characterized by the parameter, α, defined by the rela-
tionship,
α ≡ rp,fid/rp, (2)
where rp is the derived isotropic correlation-peak value
in comoving coordinates, and rp,fid is the fiducial value.
Figure 6 of Eisenstein et al. (2005) plotted χ2 ver-
sus scale change (α), where scale change was altered by
varying DV (z). Succeeding teams (Sa´nchez et al. 2009;
Kazin et al. 2010; Beutler et al. 2011) observed that the
variation appeared to be linear, i.e.,
α = DV (z)/DV,fid(z). (3)
Sa´nchez et al. (2012) fine tuned the correspondence, ob-
taining, DV (z)
rd
= α
DV,fid(z)
rd,fid
, (4)
where rd is the comoving acoustic horizon. That form
was used in their companion papers (Anderson et al.
2012; Reid et al. 2012) and has since been universally
used for isotropic BAO studies (Padmanabhan et al.
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2012; Mehta et al. 2012; Anderson et al. 2014;
Kazin et al. 2014; Cuesta et al. 2016). Though Equa-
tion 4 is written as an exact relationship, we readily
establish that it is an approximation by rearranging the
terms,
α
rd
rd,fid
=
DV (z)
DV,fid(z)
(5)
The lefthand side of this equation, comprised of terms in
comoving coordinates, is independent of z. The values of
rd and rd,fid depend solely on the respective cosmologies,
and although the correlation peak, rp, broadens as z de-
creases, the peak position itself is independent of z. (See
Weinberg et al. (2013), figure 11, and Percival (2017),
figure 1, for illustrations of this conclusion). However,
the righthand side of the equation varies with z, and
hence the equation is inexact. We appraise the accu-
racy of eq. 4 using values of Ωm and H0, derived from
our CMB compatible solutions, and further, evaluate the
suitability of the analogous equations used in anisotropic
BAO studies:
DM (z)
rd
= α⊥
DM,fid(z)
rd,fid
, (6)
DH(z)
rd
= α‖
DH,fid(z)
rd,fid
, (7)
where DH(z) = c/H(z). The analysis for the anisotropic
correlation function typically splits the BAO feature into
two components, rp⊥ and rp‖, the transverse and ra-
dial components, respectively. As with the isotropic
relationship, rp = rp,fid/α, the relationships, rp⊥ =
rp,fid⊥/α⊥, and rp‖ = rp,fid‖/α‖ describe the anisotropic
survey results. In accord with geometric arguments
(Sa´nchez et al. 2012), we find that in studies less precise
than 1 percent, the isotropic expressions of eqs. 4 and 5
provide a good approximation. We further indicate how
to proceed at sub-percent precision levels. Contrary to
the isotropic example, we demonstrate that the analo-
gous anisotropic expressions are invalid. That is a signif-
icant conclusion that has repercussions regarding previ-
ous joint analyses of BAO and CMB data (Hinshaw et al.
2013; Planck 2015 results XIII 2016; Aubourg et al.
2015; Addison et al. 2018; Planck 2018 results VI 2018).
To assess the BAO equations, we employ a joint
CMB, BAO analysis that does not depend upon those
relationships. To execute that analysis, in addition
to the flat, w=-1 ΛCDM cosmology, we make an
additional key assumption. Though non-linearities
are not a major concern at the large scale of rd,
they do have some effect on the BAO correlation
function peak location, rp, as do redshift distor-
tions and galaxy biasing (Guzik, Bernstein & Smith
2007; Smith, Scoccimarro & Sheth 2008;
Crocce & Scoccimarro 2008). These are of impor-
tance in determining the absolute peak location. Rather
than dwelling on that absolute scale we focus on the
shift of the correlation function peak from its fiducial
position to the position determined by the data. That
shift is usually small, a few percent at most. Over that
limited range, changes in the magnitude of the peak
location perturbations are negligible. Hence, regardless
of procedures that were adopted in a specific work to
account for those perturbations, α is a stable parameter.
We take advantage of that stability by implementing a
perturbation-free analysis. To avoid ambiguity, we label
the perturbation-free correlation-function peak-location,
rq, to distinguish it from the absolute peak location,
rp. The ratio of the fiducial peak position to the data
peak value in the perturbation-free analysis differs from
α in second order terms, and setting the two equal
is consistent with current and foreseeable levels of
precision.
Incorporating a perturbation-free formulation places
all BAO studies on the same basis. In particular,
this allows for the determination of values of rq for a
range of precisely determined CMB compatible parame-
ter sets (Calabrese et al. 2017; Planck 2013 results XVI
2014; Planck 2015 results XIII 2016), and establishes a
standard scale for Ωm and H0, with which we can read
off these critical parameters from the various BAO stud-
ies. We work solely with the Fourier transform of the
modified matter power spectrum, incorporating the no-
wiggle form of Eisenstein & Hu (1998, 1999) to account
for the non-linearities at small scales. Unlike fits to CMB
TT power spectra data for different CMB compatible so-
lutions, the Ωm and H0 pairs are readily differentiated
in the rq mapping. Thus, the Ωm, H0 CMB near degen-
eracy can be broken by BAO studies, using the derived
value of α and the fiducial cosmology to compute rq.
In Section 2, in preparation for an analysis of BAO
isotropic studies, we calculate the 2PCF for CMB com-
patible cosmologies and derive simple relationships be-
tween Ωm, H0, the fiducial peak position, rq,fid, and the
peak shift parameter, α. In Section 3 we review a num-
ber of isotropic 2PCF studies and derive values of Ωm
and H0 from that body of work. Section 4 extends the
analysis to anisotropic BAO studies. The considerations
of sections 2, 3, and 4 are put to use in Section 5 to assess
the commonly used BAO equations. Section 6 sets forth
our conclusions.
2. CMB COMPATIBLE BAO SOLUTIONS
2.1. CMB Compatible Cosmologies
Satellite expeditions conducted by NASA’s
Wilkinson Microwave Anisotropy Probe (WMAP)
(Hinshaw et al. 2013), and ESA’s Planck mission
(Planck 2013 results XVI 2014; Planck 2015 results XIII
2016; Planck 2018 results VI 2018), and the earth-
bound, high altitude and high resolution observations
conducted by the Atacama Cosmology Telescope (ACT )
(Dunkley et al. 2013; Das et al. 2014), and the South
Pole Telescope (SPT ) (Story et al. 2013; George et al.
2015) have yielded an abundance of precise CMB data.
WMAP preceded Planck and had a lower resolution. Its
maximum effective multipole was ∼1000. Planck and
WMAP9 data are in good agreement through multipole
1000 (see figure 48 of Planck 2015 results XI (2016)).
In this subsection we define the term “CMB com-
patible cosmologies”. CMB TT power spectra curves
that represent two widely differing Ωm and H0 pair
values are plotted in Figure 1a. The CAMB soft-
ware package (Lewis et al. 2000) was used to gener-
ate the TT power spectra curves.1 In the analysis of
their nine-year data (Hinshaw et al. 2013), WMAP9 ap-
pended the high resolution data provided by ACT and
1 Our CAMB calculations were derived from NASA’s online
Lambda utility at https://lambda.gsfc.nasa.gov.
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Fig. 1.— a) CMB TT power spectra comparing the
Calabrese et al. (2017) fit to Planck intermediate results XLVI
(2016) data (fit parameters given in Table 1), and the
Hinshaw et al. (2013) fit to WMAP9+eCMB data (fit parameters,
Ωbh
2 = 0.02229±00037, Ωch2 = 0.1126±0.0035, 109∆2R = 2.43±
0.084, ns = 0.9646± 0.0098, τ = 0.084± 0.013, h = 0.705± 0.016,
Σmν = 0. The dimensionless parameter h is that used to define
the Hubble constant, H0 = 100h km s−1Mpc−1). The minimum
value of the abscissa is l=25. Cosmic variance is increasingly signif-
icant below that point. The fit curve to the Hinshaw et al. (2013)
spectrum has been multiplied by 0.9936, setting the two fit curve
amplitudes equal at the first peak. The difference between the two
curves is barely perceptible on this scale. b) The fractional resid-
uals, 100 times the difference between the WMAP9+eCMB and
Planck fits divided by the Planck fit, illustrating how the damped
tail has a lower amplitude for CMB solutions with lower values of
Ωm and higher values of H0.
SPT, which included TT multipoles well beyond the
WMAP9 range, and enabled a comparison with Planck.
The designation, WMAP9+eCMB (“extended CMB”),
refers to that supplemented WMAP9 data. As indi-
cated in the figure caption, the fit parameters for the
plots are found in Calabrese et al. (2017) (Planck) and
in Hinshaw et al. (2013) (WMAP9+eCMB). Although
Planck and WMAP9 are in good agreement through
multipole 1000, the same is not true for Planck and
WMAP9+eCMB, or +ACT, or +SPT, where the ACT
and SPT data draw the WMAP9+ curves below the
Planck curve, as seen for WMAP9+eCMB in Figure 1b.
Without referral to the residual plot of Figure 1b it is
difficult to make out any significant difference between
the two spectra. It is that family of similar spectra that
we refer to as “CMB compatible cosmologies”. Though
the CMB data is precise, there is a near degeneracy be-
tween Ωm and H0 that returns almost identical spectra
for different pair values. Under these circumstances, Ωm
and H0 are tied together in a strict relationship.
The relative amplitude of the CMB TT spectrum
damping tail correlates directly with the mass fraction,
Ωm, the higher the mass fraction the greater the am-
plitude of the tail relative to the power spectrum peak
value (Hu & Dodelson 2002). Conversely, a relatively
low damping tail is indicative of a higher value of H0.
The term “damping tail” derives from Silk damping (Silk
1968), which occurred during the recombination epoch,
when photon diffusion attenuated the acoustic oscillation
Fig. 2.— Perturbation-free correlation functions in real space for
four sets of parameters that satisfy the CMB observations of Planck
data, and of ACT, ACT + SPT (”eCMB”), and SPT data in com-
bination with WMAP9 from Calabrese et al. (2017) (see Table 1
for parameter values). The curves have been computed for a red-
shift, z = 0.35. (The peak locations are independent of redshift).
Three plots have been offset vertically from that of the Ωm = 0.319,
H0 = 67.0 km s−1Mpc−1 curve for ease of viewing. The ordinate
axis scale refers to the Ωm = 0.319, H0 = 67.0 plot. (a) Curves
computed using a value of k∗ = 0.3 h Mpc−1 in Equation 8. (b)
Same as (a) except that k∗ = 0.12 h Mpc−1
amplitude at smaller angular scales .
2.2. Determination of 2PCF Peak Positions
As discussed in the introduction, the large co-moving
radius of the BAO acoustic feature, ∼150 Mpc, leads
to the feature being, on the whole, impervious to the
non-linearities introduced by the clustering of matter af-
ter recombination. We look at differences between the
correlation function data peak position, rp and the fidu-
cial peak position, rp,fid. Assume that the perturbing
mechanisms shift the ξ(r) peak position by as much as
1 percent. At the scale of the peak position, the only
parameter available for modifying the summation of the
non-linear mechanisms, when shifting from rp,fid to rp, is
the scale itself. Thus, a 5 percent shift of rp from rp,fid in-
troduces an additional movement in the perturbed peak
position on the order of 0.05 percent. That conclusion
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TABLE 1
CMB parameter sets
Ωbh
2 Ωch2 109∆2R ns τ h Ωm Ref.
0.02217±0.00021 0.1205±0.0021 2.14±0.04 0.9625±0.0056 0.064±0.01 0.670±0.009 0.319±0.013 1
0.02205±0.00028 0.1199±0.0027 2.20±0.06 0.9603±0.0073 0.089±0.013 0.673±0.012 0.315±0.017 2
0.02226±0.00023 0.1186±0.0020 2.14±0.06 0.9677±0.006 0.066±0.016 0.678±0.009 0.308±0.012 3
0.02243±0.00040 0.1156±0.0043 2.08±0.05 0.966±0.01 0.06±0.009 0.685±0.02 0.296±0.025 4
0.02242±0.00032 0.1134±0.0036 2.06±0.04 0.9638±0.0087 0.058±0.009 0.703±0.016 0.276±0.019 5
0.02223±0.00033 0.1126±0.0036 2.05±0.04 0.9610±0.0089 0.057±0.009 0.705±0.016 0.273±0.019 6
Note. — The neutrino mass, Σmν = 0.06 ev for all data sets. Ωb is the baryon mass fraction, Ωc the cold dark matter fraction, ∆
2
R
is the CMB amplitude term. The scalar spectral index is denoted by ns and the reionization optical depth by τ . Calabrese et al. (2017),
Planck, reference (1) refit the data from Planck 2015 results XIII (2016), reference (3). The differences in the Ωm, h pair values is indicative
of the Ωm, h pair degeneracy in CMB TT spectra parameter evaluations.
References. — (1) Calabrese et al. (2017), Planck ; (2) Planck 2013 results XVI (2014); (3) Planck 2015 results XIII (2016); (4)
Calabrese et al. (2017), WMAP9+ACT ; (5) Calabrese et al. (2017), WMAP9+eCMB; (6) Calabrese et al. (2017), WMAP9+SPT
Fig. 3.— Location of the peak values of ξ(r) plotted for two CMB
solutions as a function of the value of the damping factor, k∗ used
in eq. (8). Specific parameter values are listed in Table 1. Two sets
of computations are performed herein, with k∗ = 0.12 h Mpc−1,
and with k∗ = 0.3 h Mpc−1, to test whether the significant dif-
ference in their derived rq values affects the results. Here, rq, is
the perturbation-free peak position, to be distinguished from the
absolute peak position, rp.
fixes α as a stable parameter. It further allows us to eval-
uate the 2PCF without introducing corrections for peak
position perturbations. If ∆rp,fid represents the shift of
the fiducial peak position due to perturbations, and we
set α=1+γ, then the ratio of fiducial and data peak po-
sitions, rq,fid/rq, in the perturbation-free analysis effec-
tively differs from α by second order terms, γ∆ and ∆2.
We set the ratio equal to α, with little or no degrada-
tion of precision. Most importantly, though the multiple
BAO studies used diverse means to account for the differ-
ent peak position perturbations, the α values determined
in those studies are valid for use in our perturbation-free
analysis. That permits us to place all results on the same
basis, and establishes the ability to calibrate the BAO
study results using CMB compatible peak positions.
The CAMB software package generates the matter
power spectrum, P lin(k), required for evaluating the cor-
relation function. Eisenstein & Hu (1998, 1999) intro-
duced a baryon-free,“no-wiggle”, spectrum, P nw(k), that
when combined with P lin(k) provides a power spectrum
that accounts for small scale non-linearities by diminish-
ing the higher order oscillations. With the inclusion of
the no-wiggle term, the modified matter power spectrum,
pmod(k), takes the form (Percival et al. 2010),
Pmod(k) = P nw(k)+[P lin(k)−P nw(k)]e−1/2((k/k
∗)2 . (8)
To obtain the perturbation-free correlation function in
real space we take the Fourier transform of Equation (8)
(Sa´nchez et al. 2008),
ξ(r) =
1
2pi2
∫ ∞
0
dkk2Pmod(k)j0(kr)e
−k2a2 . (9)
Here, a2 is a damping factor that has been introduced
to regulate convergence of the numerical integration at
higher values of k where the zero order spherical Bessel
function, j0(kr) undergoes rapid oscillation. We set its
value to 0.6 h−2 Mpc2, which ensures that it does not
interfere with the determination of rq .
Figure 2 depicts a series of correlation functions, each
calculated using a set of cosmological parameters that
satisfy CMB observations. The perturbation-free corre-
lation function peak location, rq, is dependent upon the
value of the Pmod(k) damping parameter, k∗. In Fig-
ure 2a, k∗ = 0.3 h Mpc−1 , while in Figure 2b its value is
0.12 h Mpc−1. Table 1 provides the relevant parameter
values for six CMB data sets, four of which were used to
derive the ξ(r) curves of figure 2.
In Figure 3, rq is plotted as a function of k
∗ for the
two cosmologies provided in Table 1 with the largest
spread in Ωm and H0 values. The choice of k
∗ = 0.3
and 0.12 h Mpc−1 for our computations was influenced
by the significant differences in rq those values returned,
and fosters a rigorous test as to the effect of k∗ choice
on outcomes. In Figures 4a and 4b we have taken the
correlation function peak results from Figure 2, and com-
puted rq for the other two data sets of Table 1, and have
derived fitted lines for the Table 1, Ωm, H0 values. Er-
ror bars for one data set, Planck 2013 results XVI (2014)
from Table 1 are indicated, shown on only one fit line on
each plot for clarity. See discussion after Equations 10
through 13 regarding the arrows on the error bars. A to-
tal of eleven pairs of Ωm and H0, taken from CMB stud-
ies and analyses, as referenced in the figure caption, are
plotted in Figure 4 against ξ(r) peak locations. The data
sets from Table 1 were derived in the referenced works
assuming the minimum neutrino mass, Σmν = 0.06 ev.
The other five data sets had not incorporated a neutrino
mass and we have not included them in computing the
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Fig. 4.— Ωm and H0 values as a function of the perturbation-
free ξ(r) peak locations. The parameter sets used to com-
pute ξ(r) were acquired from the following references: (1)
Calabrese et al. (2017) (Planck intermediate results XLVI (2016));
(2) Planck 2013 results XVI (2014); (3) Planck 2015 results XIII
(2016); (4) Calabrese et al. (2017) (WMAP9+ACT ); (5)
Calabrese et al. (2013) (WMAP9+ACT ); (6) Hinshaw et al.
(2013) (WMAP9); (7) Calabrese et al. (2017) (WMAP9+eCMB);
(8) Hinshaw et al. (2013) (WMAP9+eCMB); (9) Calabrese et al.
(2017) (WMAP9+SPT ); (10) Calabrese et al. (2013)
(WMAP9+SPT ); (11) Spergel et al. (2007) (WMAP3). Data sets
1-4 and 7 and 9 incorporated a total neutrino mass of 0.06 ev and
were used to derive the fit lines. The filled in circles indicate those
data points. The other data sets assigned a neutrino mass value
of zero. The error bars for the Planck 2013 results XVI (2014)
data points are indicated (on one fit line in each plot for clarity).
See discussion after Equations 10 to 13 regarding the arrows on
those error bars.
least-squares fits. Figure 4 data points (1) through (3)
represent Planck derived quantities. At the other ex-
treme, data point (11) was obtained from WMAP3. At
an Ωm=0.238 value, it is an outlier for WMAP for which
their other data releases WMAP1, 5, 7 and 9 produced
values of 0.27, 0.273, 0.272 and 0.279 respectively. The
fact that the eleven data points on Figure 4 are taken
from only four studies, WMAP, Planck, ACT, and SPT
is not of concern. The points trace out the CMB degen-
eracy between H0 and Ωm, and correlated data points
is not an issue. As will be seen with the reference to
Planck 2013 results XVI (2014) in Figure 5, the degen-
eracy can be mapped from a single data set.
In preparation for the Section 3 analysis of BAO
isotropic studies we substitute the relationship rq =
rq,fid/α into the formulas for the fit-lines of Figure 4.
Those formulas are, with k∗ = 0.3 h Mpc−1,
H0 = 12.4648± 0.9156
+ (0.5475± 0.00893)
rq,fid
α± σα
km s−1Mpc−1 (10)
Ωm = 1.0298± 0.02375
− (0.00714± 0.000232)
rq,fid
α± σα
(11)
and for k∗ = 0.12 h Mpc−1,
H0 = 15.0843± 0.7068
+ (0.5320± 0.00703)
rq,fid
α± σα
km s−1Mpc−1 (12)
Ωm = 0.99594± 0.0189
− (0.00694± 0.000188)
rq,fid
α± σα
, (13)
where the units of rq,fid are h
−1Mpc. We have de-
rived the fit lines using ordinary least squares. Given
the range of data point deviations in Table 1, it may
appear that a weighted least squares fit is more ap-
propriate. However, those deviations also impact the
value of rq, and in a way that moves the data point
variance along the fit line, rather than away from it.
Planck 2013 results XVI (2014), figure 3 provides a plot
of posterior samples showing near degeneracy for H0 ver-
sus Ωm. In Figure 4 we have included the error bars for
the Planck 2013 results XVI (2014) data point. The ar-
rows indicate that whatever the error direction, rq will
be shifted to move the deviation of the data point closer
to the fit line. Rather than running vertical, as depicted
in Figure 4, the error bars are nearly parallel with the
fit lines. A more detailed error analysis requires detailed
knowledge of the degree of correlation between the pa-
rameters for each of the Table 1 entries. For the ordinary
least squared solutions that we use, the computed fit line
deviations are dependent upon the deviations of the data
point means from the mean fit lines. As seen in Equa-
tions. 10 through 13, those fit line deviations are added
in quadrature with the α deviations.
Expressions that relate the mean values of Ωm and H0
are readily obtained from the equation pairs (10), (11),
and (12), (13),
H0 + 76.68Ωm = 91.43 , k
∗ = 0.3 h Mpc−1, (14)
and
H0 + 76.66Ωm = 91.43 , k
∗ = 0.12 h Mpc−1. (15)
The agreement between Equations. (14) and (15) gives
an indication that the variation in rq magnitude as a
function of k∗ is not a major problem.
Figure 4, and eqs. (14) and (15) demonstrate an in-
verse relationship between the Ωm, H0 pair for various
CMB compatible data sets and fits, but the near degen-
eracy shows up most vividly when varying the parame-
ters for a specific data set to obtain an optimum fit to a
CMB TT power spectrum. Percival et al. (2002) deter-
mined that the degeneracy is well approximated by an
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Fig. 5.— Ωm, H0 CMB degeneracy as described by
Equations 14 and 15, and compared with the Ωmh3 fit to
Planck 2013 results XVI (2014). Also depicted is the 1 σ con-
tour adapted from figure 3 of Planck 2013 results XVI (2014), in
which the Planck data is constrained by the introduction of lens-
ing and WMAP polarization. The rectangle indicates the bounds
within which Equations 14 and 15 are applicable. Within those
bounds the agreement with the degeneracy relationship described
by Planck 2013 results XVI (2014) is excellent. Nine of the eleven
Ωm, H0 pairs plotted in figure 4 fall within the bounded area. The
two that fall outside that area, (10) and (11), are denoted.
expression, Ωmh
3 = constant. Planck 2013 results XVI
(2014), equation (12), sets that constant for their data
at 0.0959±0.0006. An Ωm, H0 degeneracy plot in which
the spectral index, ns has been varied to maintain a good
fit to the characteristic TT spectrum curve (e.g., Fig-
ure 1a), is provided in the previously referenced figure 3
of Planck 2013 results XVI (2014). Figure 5 compares
the Planck results and the Ωmh
3 relationship with the
Ωm, H0 expression described by Equations (14) and (15)
and shows excellent agreement over the applicable range
of those equations. Specific Ωm, H0, and ns values can
be read off of the Planck degeneracy plot. Such a plot
supplemented with the corresponding values of Ωbh
2 and
τ could be used to generate fit lines and the results would
closely follow those of Equations 10 through 13.
What is most germane to this discussion is that while
there is difficulty in arriving at a specific pair of Ωm, H0
values from CMB measurements, Figures 2, 3, and 4 in-
dicate that the same is not true for 2PCF measurements.
The different CMB compatible solutions are clearly de-
fined by differences in their rq values. Equations (10)
through (13) and Figure 4 map the Ωm, H0 values as
a function of rq. In the following section we use that
mapping and the results of the 2PCF BAO study α de-
terminations to break the CMB Ωm, H0 degeneracy.
3. ISOTROPIC BAO STUDIES
Table 2 lists a number of 2PCF isotropic BAO stud-
ies. The listings are not comprehensive, but are repre-
sentative and include early pioneering work and major
studies conducted since that early work. Table 2 entries
from Padmanabhan et al. (2012), through Cuesta et al.
(2016) employed the reconstruction technique instituted
by Eisenstein et al. (2007a), which uses galaxy density
data to determine the velocity field and then, in essence,
runs the clock backwards and reverses the inflowing mass.
In Table 3, employing Equation (9), we use the stated
fiducial cosmology to obtain rq,fid for each of the data
sets of table 2 for both k∗ = 0.30 and 0.12 h Mpc−1.
We then place those results and the BAO study derived
α values into Equations (10) through (13) to compute
CMB compatible values of Ωm and H0.
We have performed our computations in real space,
while a number of the studies listed in Tables 2 and 3
worked in redshift space. For a monopole/isotropic anal-
ysis, at the larger distance scale of the 2PCF peak loca-
tion, the classical theoretical difference in the two lies in
multiplication by the Kaiser factor, ξs = (1+
2
3β+
1
5β
2)ξr ,
where β is a redshift distortion factor (Kaiser 1987;
Hamilton 1992). Scoccimarro (2004) and Angulo et al.
(2004) verified through analysis and simulations that the
Kaiser factor is approached at large scales. What matters
is the absence of significant change in the proportionality
factor over the small range of the BAO feature shift. Un-
der that condition, the ratio of the fiducial peak location
to that of the data peak is identical in real and redshift
space.
The fiducial cosmology may not be CMB compatible,
e.g., the combination Ωm = 0.3 and H0 = 0.7 was once a
popular choice and was used in Eisenstein et al. (2005).
A quick check, using Equation (14) or (15) reveals that
either Ωm orH0 is too high for this combination to satisfy
CMB observations. Regardless of whether or not the
fiducial cosmology is consistent with CMB observations,
we expect, and assume, that the data derived outcomes
are.
The standard deviations in Table 3 stem directly from
those of the α’s (see Table 2) provided by the various
studies, added in quadrature with the deviations of the
appropriate fit line, as per Equations 10 to 13. The de-
viations of the fit lines are comparable to the α devia-
tions, and have the effect of reducing the weight of the
more precise studies in comparison with those of lower
precision. Though the mean values of a specific study
are unaffected, the weighted average of several studies is
impacted.
We compute weighted means and weighted standard
deviations for Ω¯mw and σ¯mw, cognizant of the potential
difficulty in obtaining a meaningful result:
Ω¯mw =
N∑
i=1
Ωmi/σ
2
mi
N∑
i=1
1/σ2mi
, (16)
σ¯mw =
(
N∑
i=1
(Ωmi − Ω¯mw)
2/σ2mi
)1/2
(
(N − 1)/N
N∑
i=1
1/σ2mi
)1/2 (17)
and similarly for H¯0w and σ¯H0w
(Bevington and Robinson (2003), chapter 4). Ta-
ble 3 cites weighted averages for a group of six data
sets, each at a different effective redshift, ranging from
z = 0.106 to z = 1.52. Turning off the fit line deviations,
to assess the effect of α deviations alone, decreases the
Ωm average by about 1 percent, and increases the H0
average by approximately 0.25 percent. This relatively
small effect leads us to conclude that the weighted
averages are relevant quantities. Table 3 also lists
computed parameter values for the other five Table 2
data sets. These are from earlier studies that have
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TABLE 2
Representative 2PCF isotropic BAO studies.
References Survey # galaxies Eff. z Fiducial Cosmol. α
(103) Ωm, Ωbh
2, h0, ns
Eisenstein et al. (2005) SDSS (LRG) 46 0.35 0.3, 0.024 0.7, 0.98 1.028±0.048a
Beutler et al. (2011) 6dFGS 75 0.106 0.27, 0.02227, 0.7, 0.966 1.039±0.062
Blake et al. (2011b) WiggleZ 133 0.6 0.27, 0.0226, 0.71, 0.96 1.075±0.055
Padmanabhan et al. (2012) SDSS DR7 (LRG) 106 0.35 0.274, 0.0225, 0.702, 0.968b 1.012±0.019
Anderson et al. (2012) BOSS DR9 264 0.57 0.274, 0.0224, 0.7, 0.95 1.024±0.016
Anderson et al. (2014) BOSS DR11 691 0.57 0.274, 0.0224, 0.7, 0.95 1.0178±0.0089
Kazin et al. (2014) WiggleZ 159 (total 0.44c 0.27, 0.0226, 0.71, 0.96 1.061 (4.8%)
for both eff. z) 0.73 1.03 (3.4%)
Cuesta et al. (2016) BOSS DR12 362 0.32 0.29, 0.0225, 0.7, 0.97 1.0230±0.0170
777 0.57 1.0093±0.0097
Ata et al. (2017) eBOSS (quasars) 147 1.52 0.31, 0.022, 0.676, 0.97 0.991±0.041
a) Value of α extracted from Eisenstein et al. (2005) fig. 6, and the ±0.048 deviation from their data point of DV (0.35) =
1370±64.
b) Found in companion paper, Mehta et al. (2012).
c) Kazin et al. (2014) evaluated α at three effective redshifts. However, the dataset for effective z = 0.60 is a composite of
data and mock catalogues from effective z = 0.44 and 0.73 and has been omitted to avoid the inclusion of correlated data
sets.
Note. — Padmanabhan et al. (2012) were first to exploit the reconstruction technique of Eisenstein et al. (2007a), and
Anderson et al. (2012, 2014); Kazin et al. (2014); Cuesta et al. (2016) also employed reconstruction. In all those instances
the value recorded for α is post-reconstruction. Σmν = 0 for all fiducial cosmologies except for Ata et al. (2017), where it
was assigned a value of 0.06 eV.
TABLE 3
Computation results for Table 2 entries.
k∗ = 0.3 h Mpc−1 k∗ = 0.12 h Mpc−1
References rq,fid (h
−1 Mpc) Ωm rq,fid (h
−1 Mpc) Ωm
H0 (km s−1 Mpc
−1) H0 (km s−1 Mpc
−1)
Beutler et al. (2011) z = 0.106 105.8 0.303±0.055 104.0 0.301±0.049
68.22±3.57 68.34±3.33
Kazin et al. (2014) z = 0.44 106.4 0.314±0.048 104.6 0.312±0.042
67.37±2.93 67.53±2.71
z = 0.73 106.4 0.292±0.042 104.6 0.291±0.036
69.02±2.32 69.11±2.09
Cuesta et al. (2016) z = 0.32 104.0 0.304±0.036 102.3 0.302±0.029
68.12±1.59 68.28±1.33
z = 0.57 104.0 0.294±0.034 102.3 0.293±0.028
68.88±1.41 69.01±1.13
Ata et al. (2017) z = 1.52 100.8 0.304±0.045 98.9 0.303±0.039
68.15±2.64 68.18±2.41
Weighted 0.301±0.007 0.299±0.007
totals (six data sets) 68.46±0.53 68.61±0.52
Eisenstein et al. (2005) z = 0.35 102.3 0.319±0.047 100.8 0.315±0.041
66.95±2.85 67.25±2.63
Blake et al. (2011b) z = 0.6 106.4 0.323±0.049 104.6 0.321±0.043
66.65±3.05 66.85±2.83
Padmanabhan et al. (2012) z = 0.35 105.5 0.285±0.037 103.8 0.284±0.030
69.54±1.69 69.65±1.44
Anderson et al. (2012) z = 0.57 105.3 0.296±0.036 103.3 0.296±0.029
68.77±1.57 68.75±1.31
Anderson et al. (2014) z = 0.57 105.3 0.291±0.034 103.3 0.292±0.028
69.11±1.39 69.08±1.11
Note. — A weighted total is provided for six data sets, each at a different effective redshift.
effective redshifts at, or near, those included in the
summation.
The agreement between the k∗=0.12 and 0.3 analyses is
a direct result of the role that the fit lines of Figure 4 play
in establishing a standard measure. Changing k∗ accord-
ingly shifts the fit lines to maintain that standard, which
in turn is anchored to the reliable CMB parameter set
fits of Table 1.2 As noted earlier, Planck 2018 results VI
2 To make use of our fit lines, in addition to using the same value
(2018) have determined that w = −1.03 ± 0.03, and
Simard et al. (2018) have constrained curvature to ΩK =
−0.012+0.021−0.023. Our results generate baseline Ωm and H0
of k∗, it is also necessary to verify that the applied CAMB variant
is compatible. Although any deviations in the matter power spec-
trum from one variant to another are slight, because the spectrum
is integrated, small deviations add up. Verify by replicating rq,fid
values listed in Tables 3 and 4. If the values do not replicate, then
generate a compatible pair of fit lines using the parameter sets of
Table 1.
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values for w = −1 and ΩK = 0. We emphasize that
these values were obtained without application of the
BAO equations.
4. EXTENSION TO ANISOTROPIC BAO STUDIES
Anisotropic determinations (Xu et al. 2013;
Kazin et al. 2013; Anderson et al. 2014,b; Cuesta et al.
2016) have been facilitated as spectroscopic galaxy
surveys have increased in size. Translating mea-
sured redshift into configuration space with an in-
correct cosmology is one source of anisotropy, the
Alcott-Paczyn´ski effect (Alcott and Paczyn´ski 1996).
However, that effect is difficult to detect because of
the redshift distortions caused by peculiar velocities
(Ballinger, Peacock, and Heavens 1996). In addition to
the Kaiser effect, which occurs at large scales, a “fingers
of God” distortion occurs at smaller scales due to the
virial motions of galaxies within a cluster.
Our work applies strictly to isotropic findings. Most
pertinent, α can be obtained from the anisotropic studies
through the relation,
α = α
1/3
‖ α
2/3
⊥ (18)
(Anderson et al. 2014b). Using that relationship we ex-
tend the assessment of the isotropic BAO studies of Sec-
tion 3 to isotropic α values extracted from anisotropic
studies. Table 4 lists a number of the major data sets.
Since we have established that the value of k∗ has little
effect on the results, the computations for this table have
all been performed with k∗ = 0.3.
All entries in Table 4 stem from the various SDSS data
releases. Two of the referenced works considered in Ta-
bles 2 and 3 also performed anisotropic studies, which are
included in Table 4 (Anderson et al. 2014; Cuesta et al.
2016), and, with the exception of the Lyα forest anal-
yses, all of the studies coincide with areas of the sky
covered by the isotropic studies. Hence, we include these
entries mainly to monitor the consistency of the results,
and, further, to illustrate the application of the isotropic
analysis to anisotropic studies.
The auto-correlation Lyα forest analysis of
Bautista et al. (2017) and the cross-correlation study
of des Bourboux et al. (2017) cover the same segments
of sky, but their α⊥, α‖, pairs are largely uncorrelated
(des Bourboux et al. 2017). Since they represent a
region not accessed by the isotropic studies, we have
summed them separately in Table 4 and added them
to the group of six studies summed in Table 3, with
the total sum shown in Table 5. A straight average
of the Table 5, k∗ = 0.3 and k∗ = 0.12, sums gives
Ω¯mw = 0.299 ± 0.011 and H¯0w = 68.6 ± 0.7 km s
−1
Mpc−1, which we refer to as the ”principal summation”.
Referring to Table 1, our results come closest to sup-
porting the WMAP9 +ACT values of Ωm=0.296±0.025
and H0=68.5±2.0 km s
−1 Mpc−1. The principal
summation, however, is at some variance with the
Planck 2018 results VI (2018), values of 0.315±0.007,
67.4±0.5 km s−1 Mpc−1. The Ωm values manifest ten-
sion at ∼ 1.2σ and the H0 results differ by ∼1.4σ. In
contrast, Riess et al. (2016) have provided a local dis-
tance constraint of H0 = 73.24± 1.74, which falls ∼ 2.5σ
above the principal summation value. Thus, with regard
to the persistent dilemma of the discrepancy between low
z determinations of H0, and CMB determinations, our
Fig. 6.— Plots of both sides of Equation 5. The mean val-
ues of DV (z)/DV,fid(z) are indicated with filled in circles, and
those of αrd/rd,fid with horizontal bars. The data sets are,
Beutler et al. (2011) at z=0.106, Eisenstein et al. (2005) at z=0.35
and Cuesta et al. (2016) at z=0.57. Parameter values are derived
from Table 3, k∗ = 0.12.
results fall in-between, though more in line with CMB
values. As indicated in Section 2.1, the WMAP9 and
Planck CMB TT power spectra are in good agreement
over the more limited range of WMAP . Addison et al.
(2016) have analyzed the Planck TT power spectra in de-
tail and found that the Hubble constant with l < 1000,
is given by H0 = 69.7 ± 1.7 km s
−1 Mpc−1, and with
l > 1000, by H0 = 64.1± 1.7 km s
−1 Mpc−1. The inter-
nal consistency of the Planck ΛCDM model parameters
is discussed extensively in Planck 2018 results VI (2018),
section 6.
5. BAO EQUATION ASSESSMENT
5.1. Isotropic equation
In Section 1 we demonstrated that Equation 4 is an
approximation. Having derived values of Ωm and H0
for a variety of BAO studies, we are now in a position
to assess the accuracy of that approximation. The equa-
tion is most conveniently studied in the reconfigured form
of Equation 5. DV (z) and DV,fid(z) are evaluated using
Equation 1, and calculations are performed for a flat cos-
mology, with w = −1, in which instance:
H(z) = H0[Ωm(1+z)
3+1−Ωm]
1/2 km s−1Mpc−1. (19)
Values for DM are obtained from the Wright (Wright
2006) online calculator.3 While rd can be computed
using CAMB, here, we reproduce a fitting formula fur-
nished by Aubourg et al. (2015) that gives a close ap-
proximation to the CAMB values, accurate to 0.021 per
cent with values of ωb and ωcb within 3σ of the Planck
derived values:
rd ≃
55.154 exp[−72.3(ων + 0.0006)
2]
ω0.25351cb ω
0.12807
b
Mpc, (20)
where ωx ≡ Ωxh
2 and the subscript, cb, refers to the
combined mass fraction of baryons and CDM. We use
3 The Wright calculator is found online at,
http://www.astro.ucla.edu/%7Ewright/ACC.html.
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TABLE 4
Representative anisotropic BAO studies.
References Eff. z Fid. Cosmol.a α⊥ α k
∗ = 0.3 Ωm
Survey Ωm, Ωbh
2 α‖ ρα⊥α‖ rq,fid H0
h0, ns
Bautista et al. (2017) 2.33 0.3147, 0.02222 0.965±0.055 0.993±0.035 100.1 0.310±0.042
SDSS DR12 (Lyα) 0.6731, 0.9655 1.053±0.036 −0.369b 67.66±2.33
des Bourboux et al. (2017) 2.4 0.3147, 0.02222 0.898±0.042 0.954±0.028 100.1 0.281±0.040
SDSS DR12 (Lyα) 0.6731, 0.9655 1.077±0.042 -0.377 69.91±2.13
Weighted 0.295±0.021
totals (two data sets) 68.88±1.59
Anderson et al. (2014) 0.57 0.274, 0.0224 1.045±0.015 1.019±0.011 105.3 0.292±0.035
BOSS DR11 0.7, 0.95 0.968±0.033 -0.523 69.04±1.44
Cuesta et al. (2016) 0.32 0.29, 0.0225 1.0197±0.0204 1.026±0.024 104.0 0.306±0.037
BOSS DR12 0.7, 0.97 1.0377±0.0726 -0.2888 67.96±1.83
0.57 1.0368±0.0142 1.005±0.0098 104.0 0.291±0.035
0.9446±0.0324 -0.5671 69.12±1.41
Kazin et al. (2013) 0.57 0.274, 0.0224 1.020±3% 1.024±0.022 105.3 0.296±0.037
BOSS DR9 0.7, 0.95 1.031±6.7% -0.50 68.77±1.77
Ross et al. (2016) 0.2< z <0.5c 0.31, 0.022 0.988±0.018 0.999±0.012 100.8 0.309±0.034
BOSS DR12 0.676, 0.97 1.022±0.030 -0.39 67.71±1.45
0.5< z <0.75 0.995±0.019 0.983±0.008 100.8 0.298±0.034
0.958±0.25 -0.41 68.61±1.37
a) Σmν = 0.06 ev for the fiducial cosmologies of Bautista et al. (2017), des Bourboux et al. (2017), and Ross et al. (2016).
For all other entries Σmν = 0
b) ρα⊥α‖ for Bautista et al. (2017) found in des Bourboux et al. (2017) table 4.
c) Ross et al. (2016) evaluated α⊥ and α‖ over three redshift ranges. Since, the dataset for the range 0.4< z <0.6 is a
composite of data and mock catalogues from the other two ranges, it has been omitted to avoid the inclusion of correlated
data sets.
Note. — Units of H0 are km s−1Mpc
−1, units of k∗ are h Mpc−1, and units of rq,fid are h
−1 Mpc.
TABLE 5
Principal summation.
k∗ = 0.3 k∗ = 0.12
References Ωm Ωm
H0 H0
Beutler et al. (2011) z = 0.106 0.303±0.055 0.301±0.049
68.22±3.57 68.34±3.33
Kazin et al. (2014) z = 0.44 0.314±0.048 0.312±0.042
67.37±2.93 67.53±2.71
z = 0.73 0.292±0.042 0.291±0.036
69.02±2.32 69.11±2.09
Cuesta et al. (2016) z = 0.32 0.304±0.036 0.302±0.029
68.12±1.59 68.28±1.33
z = 0.57 0.294±0.034 0.293±0.028
68.88±1.41 69.01±1.13
Ata et al. (2017) z = 1.52 0.304±0.045 0.303±0.039
68.15±2.64 68.18±2.41
Bautista et al. (2017) z = 2.33 0.310±0.042 0.310±0.036
(anisotropic) 67.66±2.33 67.69±2.10
des Bourboux et al. (2017) z = 2.4 0.281±0.040 0.282±0.035
(anisotropic) 69.91±2.14 69.85±1.90
Weighted 0.299±0.011 0.298±0.010
totals (eight data sets) 68.55±0.71 68.66±0.69
Note. — Weighted totals are provided for eight data sets, each
at either a different effective redshift, or, as for the Lyα entries, are
otherwise uncorrelated. Units of H0 are km s−1Mpc
−1 and units
of k∗ are h Mpc−1.
the fiducial parameters to evaluate rd,fid, and assume
Ωνh
2=0.00064 for rd.
Although our fit procedure recovers Ωm and H0, Ωbh
2
remains unknown. For a given BAO study we adopt a
value from Table 1 by interpolating between those asso-
ciated with Ωm and H0 pair values that are the closest
matches to the recovered pair. The Ωb value is stated in
each instance.
Points, with error bars, for both DV (z)/DV,fid(z) and
αrd/rd,fid are plotted in Figure 6 for three BAO stud-
ies. For all three, the two sides of Equation 5 are closely
aligned, upholding the use of Equation 4 for isotropic
study evaluation. Error bars are derived from fit line
and α deviations, as found in Tables 2 and 3. For the
Eisenstein et al. (2005) study, Table 3, under k∗=0.12,
lists Ωm=0.315±0.032 and H0=67.3±2.4, . Unlike other
isotropic studies, Eisenstein et al. (2005) provide a data
point, DV (0.35)=1370±64 Mpc, that can be used to
gauge the reliability of our Ωm and H0 extracted values.
Using the derived values, and fixing z=0.35, leads to a
mean of, DV (0.35)=1380 Mpc. If, instead, DV (z) is con-
strained to equal 1370 Mpc, then we find that z=0.347,
both numbers supporting our analysis.
CMB studies strive to enhance parameter evaluations
by use of BAO results, and in doing so make use of stud-
ies over a range of z values. Ross et al. (2015) conducted
a study at effective z = 0.15, and their results have
been used in several analyses (Planck 2015 results XIII
2016; Aubourg et al. 2015; Planck 2018 results VI 2018;
Addison et al. 2018). Their study encompasses signif-
icantly fewer galaxies than contemporaneous investiga-
tions, and is not included in Tables 2 and 3, but we
have analyzed it, and as with the three results depicted
in Figure 6, the Ross et al. (2015) data satisfies Equa-
tion 5. However, a problem lies elsewhere. Their fidu-
cial parameters of, Ωm=0.31, and H0=67, approach the
limits of accepted values, and their derived value of,
α=1.050±0.040, places Ωm and H0 well beyond those
bounds, and falls outside the applicable limits of our
fit lines. Nonetheless, we use the fit lines to obtain a
rough estimate, and find mean values of Ωm ∼ 0.344 and
H0 ∼ 65.0 km s
−1 Mpc−1. The data point appears to be
an outlier.
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Fig. 7.— Mean value plots of DV (z)/DV,fid(z), αrd/rd,fid and α
as a function of z. (a) The Cuesta et al. (2016) fiducial set values
and CMB compatible solution have been applied to compute the
mean DV (z)/DV,fid(z) curve and the mean αrd/rd,fid and α lines.
DV (0.57)/DV,fid(0.57) with deviation is indicated with filled in
point and error bar. A value of, α=1.0093, close to unity, results
in adherence of both α and αrd/rd,fid to the DV (z)/DV,fid(z) curve
throughout the depicted range, 0.1 < z < 1.0. (b) The same plot
for Beutler et al. (2011), with DV (0.106)/DV,fid(0.106) indicated
by filled in point and error bar. A value of, α=1.039, further from
unity, results in greater dispersion between the DV (z)/DV,fid(z)
curve and αrd/rd,fid over the denoted redshift range.
We take a closer look at the isotropic results, with
an eye towards future studies with sub-percent precision
outcomes. Two of the Figure 6 entries are plotted in
Figure 7, Cuesta et al. (2016) and Beutler et al. (2011),
with DV (z)/DV,fid(z) deviations indicated at the specific
zeff values, and the mean values of, DV (z)/DV,fid(z),
αrd/rd,fid and α, plotted as a function of z. The
objective of Figure 7 is to assess what the effective-
ness of Equation 5 would be with results similar to
those of Cuesta et al. (2016) and Beutler et al. (2011),
but conducted at different redshifts. What stands out
in comparing Figure 7a with 7b is the close adher-
ence in Figure 7a of the DV (z)/DV,fid(z) curve to the
data point value throughout the range. That con-
trast is directly attributable to the different values of
α, 1.0093±0.0097 from Cuesta et al. (2016), and 1.039
±0.062 from Beutler et al. (2011). The closer the fiducial
cosmology is to the data set solution, the more reliable is
the Equation 5 algorithm. A second observation, regard-
ing Figure 7b, is the failure of the Equation 5 algorithm
for this example at the higher values of z. At z = 1 the
deviation approaches 2 percent.
From Figure 7 we conclude that, unless α is close to
unity Equation 4 cannot be assumed adequate for stud-
ies with precision comparable, or better, than that of
Cuesta et al. (2016) without further processing. The
simplest processing option, at a cost of an additional it-
eration, would be to apply the CMB compatible solution
from the first iteration as the core of a fiducial parameter
set for a second iteration, and thus drive α closer to unity.
However, if the derived Ωm, H0 pair fiducial parameter-
set does drive alpha to unity, then the isotropic equation
Fig. 8.— Plots of the mean values of DM (z)/DM,fid(z) and
DH(z)/DH,fid(z), as a function of z, using fiducial parameter sets
and CMB compatible solutions for anisotropic results at z=0.57,
Cuesta et al. (2016), and at z=2.4, des Bourboux et al. (2017).
See Table 4 for parameter values. The DM (z)/DM,fid(z) and
DH(z)/DH,fid(z) ratios and deviations at the effective z of each
study are indicated by the filled-in circles and error bars, with
the DH (z)/DH,fid(z) point offset to the right. The α⊥rd/rd,fid
and α‖rd/rd,fid points and their deviations are offset to the left.
For reference, the mean value of αrd/rd,fid is also depicted. a)
The Cuesta et al. (2016) data, Ωb=0.0470. Because α is close to
unity, the DM (z)/DM,fid(z), andDH (z)/DH,fid(z) curves, and the
mean value of αrd/rd,fid are nearly coincident with one another.
b) The des Bourboux et al. (2017) data, Ωb=0.0459. The mean
DM (z)/DM,fid(z) and DH(z)/DH,fid(z) curves diverge as z in-
creases. The mean DV (z)/DV,fid(z) curve is plotted with a short
dashed line, as is αrd/rd,fid. Their values also diverge at the higher
values of z.
is redundant.
5.2. Anisotropic equations
Similar to Equation 5, Equations 6 and 7 are reconfig-
ured to better assess their suitability,
DM (z)
DM,fid(z)
= α⊥
rd
rd,fid
, (21)
DH(z)
DH,fid(z)
= α‖
rd
rd,fid
, (22)
In Figure 8 we plot both sides of these equations for two
examples from Table 4, Cuesta et al. (2016), at z=0.57,
and des Bourboux et al. (2017), at z=2.4. The mean val-
ues of DM (z)/DM,fid(z) and DH(z)/DH,fid(z) are also
plotted over the respective ranges, 0.1 < z < 1.0, and
0.1 < z < 3.0. As with the isotropic example pro-
vided in Figure 7a, the value of α for the Cuesta et al.
(2016) anisotropic study falls close to unity. However, in
contrast to the isotropic example, where α ∼1 ensured
the suitability of Equation 5, the anisotropic example
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points towards a problem as to the validity of Equa-
tions 6 and 21, and Equations 7 and 22. From Table 4
we see that the Bautista et al. (2017) data at z=2.33,
with α=0.993±0.035, and the Ross et al. (2016) data
at 0.2 < z < 0.5, with α=0.999±0.011 correspondingly
present the same problem regarding the appropriateness
of Equations 6 and 21, and Equations 7 and 22 when
α ∼ 1. The value of α is controlled by the choice of the
fiducial cosmology, and can be impelled towards unity for
any data set, as per the prescription at the close of the
last subsection. The data, however, being anisotropic,
will exhibit the mismatch of Figure 8a. We highlight
this conclusion: (1) For any dataset, fiducial parame-
ters can be found such that α ∼ 1. (2) With α ∼ 1,
DM (z)/DM,fid(z) = DH(z)/DH,fid(z) = rd/rd,fid ∼ 1,
and neither Equation 21, nor Equation 22 can be satis-
fied with anisotropic data. (3) Equations 6 and 21, and
Equations 7 and 22 are invalid.
The results from the Lyα-quasar cross-correlation
study of des Bourboux et al. (2017) are plotted in Fig-
ure 8b, and here with α=0.954±0.028, not only is there
a mismatch for the anisotropic equations, but also, as in
Figure 7b, there is a mismatch between the mean values
of αrd/rd,fid and DV (z)/DV,fid(z) at the higher values of
z.
6. CONCLUSIONS
The derivation of Ωm and H0 values for multiple BAO
studies, without resort to the commonly used BAO equa-
tions, enables us to evaluate the efficacy of those equa-
tions, with a very different outcome for the isotropic
equation, as contrasted with the anisotropic equations.
The isotropic equation, Equation 4/5 is based on expe-
riential evidence, and geometric reasoning, and, as ex-
pected, is generally consistent. We find indications that
its effectiveness decreases with improved precision, bet-
ter than 1%, and at higher redshift, z & 1. By its
very definition, its accuracy improves as α approaches
unity, and, if required, α can be driven towards unity
by using the derived values of the Ωm and H0 pair as
the core of a fiducial parameter set for a second itera-
tion. On the other hand, we find no derivation, or jus-
tification in the literature for the anisotropic equations,
and conclude that their form was determined by anal-
ogy with the isotropic equation. Those equations are
invalid, since with fiducial parameters that yield α ∼ 1,
DM (z)/DM,fid(z) = DH(z)/DH,fid(z) = rd/rd,fid ∼ 1,
and neither Equation 21, nor Equation 22 can be sat-
isfied under this condition with anisotropic data. As
just noted, by using the derived Ωm, H0 pair as the
core of a fiducial parameter set for a second iteration,
α can always be driven towards unity. Equations 6
and 21, and Equations 7 and 22 are invalid. As a
consequence of this conclusion, cosmological analyses
in BAO anisotropic studies require re-appraisal, as do
CMB analyses in which BAO anisotropic results play
a role (Planck 2015 results XIII 2016; Aubourg et al.
2015; Addison et al. 2018; Planck 2018 results VI 2018).
We have also identified one isotropic result, Ross et al.
(2015), that is generally included in joint CMB, BAO
analyses, but that appears to be an outlier. The func-
tion of the BAO equations, isotropic and anisotropic, can
be filled by the derivation of the Ωm, H0 pair, as we have
delineated. Our analysis has been restricted to a flat cos-
mology with w=-1. However the findings can be tested
by performing the second iteration, although at a cost of
some considerable computation. The additional effort is
justified if that iteration yields α ∼ 1, i.e, the outcome is
substantiated.
Nineteen data sets were scrutinized herein, isotropic
and anisotropic, found in 13 different studies. Several
of those data sets represent expanded results from the
same segments of the sky. Others represent isotropic and
anisotropic analyses performed on the same underlying
data. We have culled one group from the aggregate that
includes six isotropic and two anisotropic data sets, the
principal summation. In this group each entry is either
at a different effective redshift, or for the auto-correlation
Lyα forest analysis of Bautista et al. (2017) and the
cross-correlation study of des Bourboux et al. (2017),
though they cover the same segments of sky, their α⊥,
α‖, pairs are largely uncorrelated (des Bourboux et al.
2017). The weighted means and standard deviations for
the principal summation are Ω¯mw = 0.299 ± 0.011, and
H¯0w = 68.6±0.7 km s
−1Mpc−1. Unlike previous joint
CMB, BAO analyses, this determination does not de-
pend upon the BAO equations.
We acknowledge the use of the Legacy Archive for Mi-
crowave Background Data Analysis (LAMBDA), part
of the High Energy Astrophysics Science Archive Cen-
ter (HEASARC). HEASARC/LAMBDA is a service of
the Astrophysics Science Division at the NASA Goddard
Space Flight Center.
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