In the framework of Wyner-Ziv Coding of Video, the coding efficiency depends on the quality of the side information (SI) at the decoder, where the side information is constructed from the key frames available at the decoder. In this paper, we propose a novel frame interpolation method for Wyner-Ziv coding, where the motion compensation is bidirectional and allows pixelwise estimation. The proposed interpolation method allows to obtain better SI quality than the one obtained by state-of-the-art interpolation methods.
INTRODUCTION
Distributed Video Coding (DVC) is a new and very interesting paradigm in video coding which proposes to move the computation complexity from the encoder to the decoder. 1, 2 This can be useful in many industrial applications such as video compression on mobile devices, multi-sensor system, etc. Contrary to classical video coding schemes (H.263, MPEG-4, 3 H.264 4 ), DVC performs intra-frame encoding of correlated frames (without exploiting any correlation between frames at the encoder), and inter-frame decoding (by exploiting the temporal frame correlation at the decoder). In other words, motion estimation is not realized anymore at the encoder as classical video coding schemes do, but at the decoder. This motion information extraction is performed to build an estimate, called side information (SI), of some frames of the sequence. The quality of this SI has a strong impact on the coding performance of the system. showed that the compression rate of separate encoding of correlated sources is the same for joint encoding/decoding in lossless case. Wyner and Ziv 6 extended the Slepian and Wolf theorem to the lossy case.
Distributed source coding has been recently brought into practice in video coding. One of the existing architectures has been proposed by Girod et al. 2 and works as follows: first the frames are separated in two subsets, the key frames (KFs) and the Wyner-Ziv frames (WZFs). In order to obtain two correlated sources, the groups of pictures (GOP) are made up of one KF and n WZFs 2 (in this paper n = 1). These two sources are encoded independently. The KFs are intra encoded/decoded. The WZFs encoding process is based on error correcting codes and is less complex than the KF encoding. The first step consists on splitting each frame into blocks which are transformed using e.g. a discrete cosine transform .
7 Then, the WZFs are quantized and finally channel encoded. The channel encoding step produces redundant bits (syndrome bits or parity bits), and only these bits are sent to the decoder. At the decoder, the redundant bits and the key frames are jointly decoded. The SI is generated from the already decoded KFs using the previously described method. This estimation is corrected by the channel decoder thanks to the redundant bits sent by the encoder. The reconstructed frames are finally inverse transformed. DVC efficiency strongly depends on the quality of the side information construction at the decoder. The SI construction consists of computing a frame estimation, for example with an interpolation between two existing frames. Coding efficiency strongly depends on the quality of the interpolation method. In this paper we propose a novel interpolation method which performs bidirectional motion estimation and uses pixelwise motion compensation by allowing overlapped motion vectors. This technique surpasses one of the best existing solution proposed by Ascenso et al.
The paper is organized as follows: first, the existing interpolation methods are briefly described in Section 2, then, in Section 3, we introduce the details of the proposed solution. Section 4 gives the experimental results of the proposed scheme for lossless and lossy coding of KFs, and shows an improvement of the side information quality. In Section 5, conclusion and future work are drawn.
RELATED WORK
In a DVC scheme, there are two kinds of frames: the KFs, available at the decoder, and the WZFs which are estimated by the SI. This SI is corrected at the decoder by the parity bits sent by the WZ encoder. The better the SI, the lower is the bitrate required for the correction. In order to expose what are the existing and the proposed interpolation methods, let us introduced some notations. The frames are now denoted by X j (where j is the temporal index). Let us assume that the frame to estimate is X 2i+1 . The interpolation methods will use two KFs: the backward frame X 2i and the forward frame X 2i+2 .
Averaging
The basic approach of the reconstruction of SI from two neighbor KFs assumes that there is no motion between pixels of neighboring frames. Under this assumption, a simple solution of frame interpolation for DVC scheme (studied in 8 ) only consists in averaging the two key frames:
Forward and Backward motion estimation
We assume that the motion between the frames X 2i and X 2i+1 is equal to the motion between the frames X 2i+1 and X 2i+2 . Then the motion estimation between X 2i and X 2i+2 can be used to interpolate the frame X 2i+1 . A block matching algorithm can be used to find the best block match of target block b k,l centered at the coordinates (k, l) of KF X 2i in the next KF, X 2i+2 . The parameters that characterize the estimation technique are the block size, the matching criterion, the search range and the precision. Given that the best matching of block
, the linear projection of these two blocks onto the frame X 2i+1 can be calculated as c = b+f 2 where c is centered at the location (
. Figure 1 (a) describes the forward motion estimation between X 2i and X 2i+2 and their linear projection on X 2i+1 . When the forward motion vectors are projected on the frame X 2i+1 , overlapping and uncovered areas will usually appear. The overlapping areas correspond to the multiple motion vectors which pass through a unique pixel, whereas uncovered areas correspond to the absence of the motion trajectory for these pixels.
A similar calculation can be done for the backward motion estimation (see Figure 1(b) ), where the aim is to find the block b m ,n in X 2i which is the best estimation of block f k ,l in X 2i+2 . Given a backward motion of 
Motion compensation using rigid motion vectors
In, 8 the authors used, besides forward and bidirectional motion estimation, a spatial motion smoothing algorithm to eliminate motion outliers. After finding the forward motion vectors for non-overlapping blocks in the frame X 2i+1 , the proposed scheme uses weighted vector median filters, which maintain the spatial coherence of the motion field by looking for candidate motion vectors in neighboring blocks. An extension of this method can be found in. 
PROPOSED INTERPOLATION METHOD
The proposed method is based on the forward and backward motion compensation between two frames which is explained in the previous section. However, in order to calculate the motion compensation, both forward and backward block matching algorithms are applied to two consecutive KFs X 2i and X 2i+2 for blocks of size n by n that are (r, r) pixel apart, which can be called as overlapped step size. Again, a linear motion is assumed between the key frames and the interpolated frames as in. 2 can be used for the motion compensation step. Furthermore, for each pixel of X 2i+1 , the proposed bidirectional frame interpolation step is applied as follows. Let p i (x, y) be the pixel value of the i-th frame located at (x,y). We define the set C of motion compensated blocks that passes through the pixel p 2i+1 (x, y) as C(p 2i+1 (x, y)). Then the interpolated pixel value is:
where |C| is the cardinal member of C. Hence if the set C is not empty, corresponding to at least one motion vector that passes through the pixel value p 2i+1 (x, y), then an averaging of the corresponding pixel values in the motion compensated blocks of the set C is done. Otherwise, a simple averaging of the pixel values in previous and next KFs is performed. The block diagram of the proposed method and the visualization of the bidirectional estimation can be found in Figure 2 . Hence the major difference of the proposed method from existing methods in 2, 9 is that the motion compensation is not based on non-overlapping block matching of the SI frame, but a pixel-wise interpolation. Contrary to the non-overlapped block matching approach in, 8 the proposed interpolation allows overlapped block matching and a pixel-by-pixel estimation using real bidirectional motion vectors between consecutive KFs is done in the final step. While small values of overlapped step size result in a more smoothing operation of a pixel value using a set of motion compensation, big values of overlapped size results in pixels with no motion vectors which corresponds simple averaging at the limit. In our experiments, we fix a ratio of 1/2 between the overlapped step size and the block size which gives satisfactory results.
EXPERIMENTAL RESULTS
In order to evaluate the proposed interpolation method, we use QCIF resolution sequences with 15 fps such as Foreman, News and Hall for the first 75 frames. Even frames are selected as KFs and their quantized version is available at the decoder, and the odd frames are interpolated from the KFs. We compare our results with average frame interpolation and with the methods proposed in 8, 9 available online at. 10 In all our experiments, we use a fixed block size of 8 × 8 pixels, a search range of ±16, a step size of 4 pixels for the overlapped blocks, and an integer pixel precision for the forward and the backward motion estimation. The step size determines the shift of the blocks for calculating the next motion vector, hence MV's are calculated for the overlapped blocks in every 4 pixels in height and width. For the generation of the interpolation, we use three different KF types: lossless coding of KFs, H.264 intra-coding of KFs with different visual qualities, and JPEG-2000 coding of KFs with different visual qualities. 
Lossless Key Frames
In this section, the side information is generated using non-degraded reference frames. We compare the proposed method (ESSOR) to the Discover approach (Section 2.3) and the basic interpolation method (average of the two reference frames, Section 2.1). Experimental results are presented in Table 1 . One can see that our approach outperforms the Discover solution up to 1.04 dB. 
Lossy Key Frames coded with H.264 Intra
In practical video coding contexts, the KFs are compressed, and the available KFs are not lossless anymore. In many coding schemes in the literature, 11 the coder used to encode the KFs is H.264 intra. 4 In this section, the proposed interpolation is compared to the Discover one, in case of H.264 intra transmission of the KFs. We use three different quantization levels corresponding to low, medium, and high bitrates. The experimental results are presented for the three test sequences in respectively Table 2 , 3, and 4. The respective KFs average PSNR values are given in the first row of each table. For each quantization levels, we compare the average PSNR values obtained with our approach to the ones obtained by Discover and by the average method. The results show an improvement of the performance in average PSNR value compared to the Discover approach, of 0.2 dB for News, 0.1 dB for Foreman, and 0.5 dB for Hall. Please note that, for low PSNR values of the KF coding, the interpolation methods can slightly surpass the average PSNR value of the KFs because the motion activity is really low. 
Lossy Key Frames coded with JPEG-2000
While the Discover approach consists in using discrete cosinus transform (DCT) based method, in the ESSOR project, the adopted DVC scheme is based on the discrete wavelet transform (DWT). Indeed, the intra coder is chosen to transmit the KFs is JPEG-2000. 12 This section provides the results obtained by this setup, and a comparison is given with the existing methods. Similar to the previous section, we produced three different levels of quantization, for the three sequences, which can be seen respectively at Table 5 , 6, and 7. One can see that the results of the proposed approach surpass the ones of the two other tested approaches.
Interpolation error analysis
As presented in the previous section, ESSOR interpolation method outperforms the Discover techniques. In this section we propose to analyze the behavior of the SI error for the different methods. Figure 3 represents the evolution of the PSNR of the side information along the time for QCIF Foreman test sequence. These plots show that when the motion activity is not important, ESSOR method outperforms the others. This can be explained by the fact that this technique presents a smoothing property. In case of high motion activity, Discover builds an SI of higher quality than ESSOR. In figure 4 , zooms on the side informations for the third frame of News test sequence are represented. Error images are also shown. Looking at these figures, one can clearly see the smoothed aspect of ESSOR estimation, while the SI of Discover presents some blocking artifacts.
CONCLUSION
We have presented in this paper an improvement of the state-of-the-art methods of frame interpolation in the framework of DVC. Indeed, in these schemes, the coding efficiency depends on the quality of the estimation of the side information at the decoder. The SI construction is performed thanks to a frame estimation, based on an interpolation between two existing frames. The proposed method is based on a bidirectional motion compensation using pixelwise estimation and allowing overlapped motion vectors., and allows to obtain side information of higher quality than the existing approaches. As a perspective, we want to implement shot detection methods in order to improve the performance of the interpolation method. For further works, we plan to integrate our frame interpolating method in a DVC scheme, in order to increase the whole performances of the coding. [3] "ISO/IEC 14496-2 (MPEG-4 visual), Information technology -Coding of audio visual objects -part 2: Visual, international standard," 2001.
