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В яасюпщви выпуске расскатриьаиюн вопросы техничес -
..ого оснащение совершенного эксперимента по физике твердого 
гея.а, ьопросы системного подхода при организаций лаборатор­
ного окспериьекта, возможность работы УЬМ " д н е п р - 1 " на два 
эксперимента. Б сборнике приведены результаты исследования 
пог^еиностеа линейных методов сглаживании. 
Сборник предназначен -дли научных работников, инженеров 
и с т у д е н т о в , интересуодихол применением ноье»,швй методики и 
техники в научной зкопэриментв. 
Г.ерьый выпуск вышел в с в е т в 1866 г о д у . 
Ю.Кузьмин 
ПРОБЛЕМА АВТОМАТИЗАЦИИ "ШНЙ-ЭКСПЕРИМШТА" 
Наряду с глобальными экспериментами в области я д е р ­
ных и космических исследований, для которых необходимость 
автоматизации на базе применения ЦВМ не вызывает сомне ­
н и й ^ науке существует масса небольших по масштабу э к с ­
периментов*) * Практически не охваченных автоматизацией. 
Типичными представителями последних являются эксперимен­
ты с области физики твердого т е л а . 
Следует сразу ше отметить , что ,йесмотря на малость 
информационных потоков в "мини-эксперименте" , в целом 
объем информацил, получаемой в области физики твердого 
тела , исключительно велик. Так, если поставить задачу 
исследования хотя бы основных параметров в с е х новых ма ­
териалов , то ежегодно пришлось бы проводить до 1Сг® и з ­
мерений. Оценивая количество операций, которые могут 
проделать вручную исследователи за год* числом 10* , 
найдем, что имеющиеся людские возможности примерно в 
1 0 2 раз с л а б е е , чем э т о требуется при та*сой постановке 
задачи. 
В настоящее время подобное несоответствие разрешается 
ограничением числа объектов , подлежащих исследованию; 
ограниченней **исяа исследуемых параметров, воздействую­
щих факторов и областей их изменения; использованием 
специальных методов исследований; ускорением операций 
эксперимента; увеличением количества исследований и 
техническим оснащением исследователей. 
Автоматизация также является одним йз способов ин­
тенсификации исследований. Однако, поскольку применение 
автоматизации обычно не позволяет ускорить сами опера ­
ции эксперимента более чем в Ю 2 * Ю 6 р а з , то основным 
такие эксперименты в дальнейшем будем называть "мини-
экспериментами", их основные черты рассмотрены ниже. 
- * * 
направлением развития автоматизации должна быть р а з р а ­
ботка новейших средств и методов исследований на о с н о ­
ве динамической переработки измерительной и управляющей 
информации с целью определения наиболее информативных 
параметров веществ и факторов воздействий . 
Динамику развития технических средств обеспечения 
эксперимента подлежащих автоматизации можно представить 
следующей последовательностью 
приборы установки системы 
—измерительные комплексы по научным проблемам — 
-^-единая с е т ь получения информации в рамках 
отраслей науки. 
В настоящее время технические средства обеспечейия 
физики т в е р д о г о тела находятся на стадии создания 
научно-исследовательских с и с т е м . Последовательность 
узловых моментов этой стадии отображена на р и с . 1 . 
о 






с ЗНСПГР С ОВРАВ 
АВТОМАТИЗАЦИЯ 
ТВЕРДОГО ТЕЛА 
повышение ПРОИЗВОДИТ И клч ТРУДА 
Рис . I 
На рисунке показано , что исход зависит от уровня 
финансирования, степени разработанности научной т е х н о ­
логии, позволяющей создавать элементную (приборную) 
базу и от наличия системных коллективов**") по отдельным 
напраэлениян автоматизации эксперимента. Успешное реше­
ние этих вопросов позволит начать разработку элементной 
базы и системных принципов организации эксперимента, 
э т о , в свою очередь , делает возможным создание научно-
кссдедовательских систем ( с б о р а , экспериментирования и 
о б р а б о т к и ) , которые п о з в о л я т человеку справиться с боль ­
шими и быстрыми потоками информации* 
§ I . ОСОБЕННОСТИ ''МИНИ-ЭКСПЕРИМЕНТА" 
Исследования по физике твердого тела редко связаны 
с аппаратурой стоимостью свыше нескольких десятков тысяч 
рублей (исключение составляют эксперименты с твердым т е ­
лом на р е а к т о р а х ) . Поскольку физики здесь не объединены 
мощным и дорогим оборудованием, вопросы эффективного и с ­
пользования экспериментальной базы и эффективности самих 
исследований практически не с т а в я т с я . 
Объем вычислительных работ при постановке "мини-экс ­
перимента" невелик и сводится в основном к применению 
корректирующих таблиц и несложных арифметических п р е о б ­
разований (например, смена системы координат на графи­
к а х ) . 
Измерительное оборудование современного "мини-экспе­
римента" часто довольно сложное и допускает регулировку 
до нескольких десятков параметров. Зопрео оптимальной 
регулировки актуален. 
Высокая чувствительность , воспроизводимость и т о ч ­
н о с т ь , — одни из основных требований физика, иногда к 
Соображения по с о с т а в у системного коллектива выска­
заны з § 7 . 
ним добавляется требование быстродействия, особенно при 
кинетических измерениях. 
"Лсследоваиия в физике твердого тела редко бывают 
массовыми. Чаще в с е г о используются поисковые эксперимен­
ты, по уточняющемуся в процессе исследования заданию. 
Зто затрудняет алгоритмизацию исследований. 
Как и з в е с т н о , основной с п о с о б получения информации в 
физике твердого тела - эксперимент, т . е , наблюдение за 
объектом в искусственно варьируемых у с л о в и я х , поэтому 
перспективность автоматизации только за счет построения 
систем сбора информации по примеру ядерщиков и биологов 
становитоя невысокой. 
Для физики твердого тела характерно большое р а з н о о б ­
разие измеряемых параметров ( т о к , интенсивность и длина 
волны с в е т а , температура , интенсивность поля и т . п . ) , 
вопрос преобразования в цифровой код которых либо не 
решен, либо решен только для грубых измерений. 
Основной с п о с о б обработки данных в поисковых э к с п е ­
риментах обычно не замкнут на измерительную информацию, 
а предполагает использование априорных сведений, лич­
ного опыта, журнальной информации и т . п . Обработка в е ­
д е т с я часто на уровне качественного анализа. 
Структуры научно-исследовательских систем (НИС) м е ­
няются довольно ч а с т о , причем эти изменения в основном 
геометрического характера . 
В таблице I ШрШШШШ другие характеристики типич­
ного "мини-эксперимента 1 1 на примере анализе- оптических 
исследований. 
Л и Характеристика Значения 
и Стоимость аппаратуры измери­
тельного ЦЮЩщ 1,0 * 11)0,0 т ы с р у 
Количессяо г^олуживающего 
Таблица I 
(6] о о нала 
измени г. информации 
[ * 10 человек 
п / Ч Ц ) 9 бит 
А . . . ШШШ9ХШ*~< « « м м ЗшаШ* * 
4 . Измерительные каналы 10 * 100 бит 
5 . Каналы управления 10 • 100 бит 
6 . Каналы контроля 10 * 50 (&т 
7 . Быстродействие измерит» и * 
управляющих каналов 10 * 1Сг герц 
8 . Критическое время, задержка на 
которое может вызвать аварию 0,1 * 1 0 , 0 с е к . 
9* Сложность эксперимента различная: 
от 10 до 1 0 * операций 
на I измерение 
1 0 . Продолжительность экспври-* 
мента 30 4 300 м м . 
Таким образом, первая оценка характера физических 
методов не позволяет сделать заключение о бесспорной , 
целесообразности применения ЦВМ при автоматизации и с с л е ­
дований твердого тела* 
§ 2 . НАПРАВЛЕНИЯ ВНЕДРЕНИЯ ЦВМ В "ШИ-ЭКСПЕРИМЕНТ1' 
Однако, несмотря на целый ряд отрицательных факторов» 
в физике твердого тела уже сейчас имеются задачи, в к о ­
торых ЦВМ целесообразна . Наряду с большим процентом п о и с ­
ковых исследований, существуют стандартные, проведенные 
опытом и проникшие далеко эа пределы фмвики методы. 
с I . Спектральные исследования. 
спектры люминесценции (возбуждения, излучения, гаше­
н и я ) ; спектры поглощения, отражения, рассеяния^ 
термостимулированные спектры (люминесценции, п о г л о ­
щения, проводимости и д р . ) ; спектры фотопроводи­
м о с т и ; инфракрасная спектроскопия; эаисноннаи 
спектроскопия и д р . 
2« Электрические измерения: 
вольтамперные характеристики, ф о т о - и термопровода-
м о с т ь ; т е р м о е д с , эффект Холла и д р . 
т а к и е и нформатив ни е м е т с ц-с, 
Наконец^как электронный парамагнитный и ядерный р е ­
зонанс , рентгеноскопия, массслектроскопия . 
Во в с е х этих исследованиях требуется обработка и з м е ­
рительной информации, управление и контроль аппаратуры. 
Информационные потоки з д е с ь могут быть значительными, 
до 10®- бит на эксперимент и выше. 
Следует о т м е т и т ь , что по некоторым методам имеется 
опыт автоматизации. 
3. В физике твердого тела существует ряд задач , 
которые требуют "весьма сложного управления в о з д е й с т в и я ­
ми на объект , причем это управление мсжет зависеть от 
результатов обработки текущей измерительной информации. 
Типичным примером такой задачи является метод фракцион­
ного высвечивания ( о м , н й ж е ) . В основном же -регулирова­
ние в эксперименте осуществляется по далека не всегда 
оптимальным режимам линейных изменений. 
4 . Имеются кинетические эадачн, требующие о д н о ­
временно большого быстродействия и точности регистрации 
(порядка Ю 2 * Ю б и з н / с е к и 0 ,1 % * 2 , 0 %). Прежде 
всего^ это исследования рекомбинадионных п р о ц е с с о в . 
5 . Существуют запросы на комплексные многопара­
метрические измерения, к о г д а одновременно изучается 
более двух параметров при изменении нескольких в о з д е й ­
ствий . Например, часто требуются одновременные измере ­
ния оптических и электрических характеристик твердых 
т е л . 
6. Наконец, существуют физико-технические и с с л е ­
дования по твердому телу , при которых ставится задача 
замера стандартных характеристик многих десяткоз и даже 
тысяч веществ . Часто и з - з а еятооди информационных п р о ­
цессов задача "вручную" но решается. Вообще с л е з е т о т ­
метить, что знедренке ЩМ з эксперимент бы:ь п р о ­
ведено в двух главных направлениях : 
- алгоритмизация старых традиционных методов , р а з р а ­
ботанных с учетом штшшштщШ ручного управления, 
контроля и сбора информации* Ст автоматизации э т о г о 
направления следует эжидата ускорения хода э к с п е р и ­
мента, разгрузку ст механической работы исследователя; 
- разработка принципиально новых методов исследовании, 
возможных ймерчо благодаря ЦЗМ. Это наиболее перспек­
тивный п у т ь , требующий, однако, коренного пересмотра 
многих "методических и теоретических положений физики 
твердого т е л а . 
Можно с к а з а т ь , что физики пока что не привыкли с м о т ­
реть на объекты своих исследований как на потенциальные 
источники колоссальных потоков измерительной информации, 
а потому еще не умеют разрабатывать соответствующие 
методы исследований. 3 этом смысле возможности ЦВМ пока 
что опережают потребности физиков. 
§ ТРЕБОВАНИЯ ЧШШШШШШк" К Ш 
Существует много точек зрения на требования в ЦВМ, 
применяемым при автоматизации эксперимента. На каш 
взгляд наиболее существенными из них являются т р е б о в а ­
ния к структуре команд, объему памяти, быстродействию, 
возможности реализации режима разделения времени, а 
также к типу машины. 
I , Структура команд 
Анализ ряда алгоритмов спектральных исследований 
показал следующее распределение операций в программах: 
Таблица 2 
к п о п е р а ц и и % относительно к длине п р о г р . 
Обмены с ОЗУ О 35 
Бе зу словн.переходы 21 
Щ - » А . ©з.» сдвиг 13 
Уел-перехода 7 
Управление приборами 6 
ОПРОС Прт/бсрОВ И КОНТРОЛЬ 7 
"Пауза" 5 ,5 
Остальные 5,5 
Лз таблицы 2 видяо| ч т о спектральные исследования 
требукт около 20% специфичных для управляющих малин 
о п е р а ц и и 
Опыт показал , что спектральные исследования довольно 
хороао программируется одноадресными командами. Длина 
слева управляющей и измерительной информации составляет 
10 + 16 разрядов . Объем соответствующих программ на м а ­
шине разработанной в Ш им.П.Стучкл составляет 300+500 
с л о в ; на " Д н е п р - ! " такие программы занимают 1+2 тысячи 
с л о в . 
Оказалось , ч т о , поскольку программы обработки 
спектров весьма продолжительны, имеет смысл распаралле­
лить спектральный эксперимент на этап непосредственного 
экспериментирования и этап 'Обработки. (Приведенная 
выше таблица относится к этапу экспериментирования) . 
Выяснилось т а к я е , что на этапе экспериментирование 
наиболее сильное парой контроля является графическая 
индикация измерительной информации на экране д в у х к о о р -
динатного осциллоскопа либо на диаграмме ХУ-самолиоца. 
2 . Объем требуемой оперативной памяти ЦВМ 
Он определяется длиной программ спектральных и с с л е ­
дований и объемом измерительной информации. Последний 
может быть значительно сокращен в следующих случаях. 
1 . Если усреднение данных производится во время э к с ­
перимента. 
2 . Если требуется только графическое изображение 
спектра. Тогда информация выводится на ХУ-самописзц. 
3. Если имеется подходящий цифровой накопитель, напри­
мер, НМЛ, барабан, либо скоростной перфоратор* 
4 . Если е с т ь возможность транслировать данные в 
память большого процессора . 
Во в с е х остальных случаях при спектральных и с с л е д о ­
ваниях необходимо иметь память объемом в несколько тысяч, 
а иногда десятков тысяч с л о в . Например, при люминесцент­
ных спектральных исследованиях для достижения максимальных 
точностей регистрации одного спектра в районе видимого 
света и ближнего ультрафиолета требуется память порядка 
10* бит . Если требуется исследовать изменения спектра 
под воздействием посторонних факторов, предположим, т е м ­
пературы, то необходимый объем памчти в о з р а с т а е т до 10*' 
бит . 
3. Требуемое быстродействие ЦВМ в режиме 
Оптимальное быстродействие зависит от соотношения 
времени исследуемых процессов - с одной стороны и в р е ­
мени исполнения в с е х машинных операций, затрачиваемых 
на эксперимент - с другой , 
Продолжительность операций эксперимента складывает­
ся из нескольких компонент: 
а ) времени срабатывания механических элементов 
( затворы, фильтры и т . п . ) 40 + 2 0 0 т 5 ; 
б ) время срабатывания измерительной и воздействую­
щей электроники (АЦП, коммутаторов сигналов, ЦАП с и с ­
полнителями и т . п . ) 20 + 100гп5; 
в ) время установления температурных процессов 
0,1 + 100 5 ; 
Например* продолжительность получения одной точки 
спектра люминесценции с о с т а в л я е т от 3 0 т 5 до I с е к . На 
мента с о с т а в и т 3 + 6 т ы с . о п е р . в с е к . 
4 . Разделение времени 
Для спектральных исследований характерна цикличность 
во времени. 
эту процедуру тратится от 100 до .200 операций. По этим 
данным среднее быстродействие УВМ для.данного э к с п е р и -
Рис.2 
Циклический характер эксперимента, относительно 
большая продолжительность процессов и наличие б ы с т р о ­
действующих ЦВМ позволяют поставить воспрос о примене­
нии режима разделения времени в таких системах . Однако 
режим разделений времени должен учитывать основную 
особенность исследований твердого тела - широкое Приме­
нение эксперимента, т . е . с бора измерительной информации 
в регулируемой и контролируемой с р е д е . При этом на ЦВМ 
воэлагаетей не только задача пассивного сбора и контроля, 
но и своевременного управления воздействиями на объек* . 
Неправильные решения могут привести к аварийным Ьитуа-
циям. А в а р и й н а я с и т у а ц и и - о собенность 
практически любого эксперимента. Существует два способа 
борьбы с ней: аппаратный й программный. Первый предпола­
г а е т различные автоблокировки , самоконтроль й другие 
меры* второй означав* ограничения на времена ожидания 
й обслуживания системы. Дли спектральных исследований 
необходимо сделать время ойиданйя на обслуживание систем 
не больше 20 • Ю 0 т $ # 
Система с разделением Времени целесообразна еще н 
потому, что позволяв* легко перераспределять вычислитель­
ные мощности между различными экспериментами. 
Режим разделения времени Позволяет также повысить 
эффективность использования ЦВМ за СЧе* возможности р е ­
шения "фоновых1* задач , параллельно с йроведением э к с п е ­
риментов. В качестве таких задач может идти обработка 
результатов предыдущих исследований, инженерные я другие 
расчеты. 
5. Тип ЦВМ 
Для обслуживания нескольких "Мйни-экспериментов" 
наиболее целесообразно применять иерархическую с т р у к т у ­
р у , состоящую из трех уровней : 
I - уровень организации работы каждого отдельного и з ­
мерительного и управляющего блока. На этом уровне 
эффективны.надежные и простые специализированные 
автоматы о жесткими программами. 
П - уровень организации взаимодействия этих блоков , на 
котором функционируют программы непосредственного 
получения измерительной информации. Здесь можно 
применять либо; специализированные машины, если 
идет речь о б автоматизации устоявшихся методик 
исследования, либо малые универсальные малины, 
если методики подвержены частым изменениям * либо , 
наконец, "витруальные" машины, запрограммированные 
в центральном п р о ц е с с о р е третьего уровня п имеющие 
регистры обмена информацией с устройствами первого 
уровня . 
Ш - уровень работы с потоками измерительной и управляю­
щей информации. Здесь целесообразно использовать 
большие ЦВМ с о значительным объемом памяти и со 
способностью работать в режиме разделения времени. 
На этом уровне происходит накопление измерительной 
информации; полная обработка измерительной информа­
ции с целью выдачи результатов исследователю; 
частичная обработка ' с целью формирования обратной 
связи эксперимента; вычисление сложных режимов физи­
ческих в о з д е й с т в и й ; подготовка программ для устройег 
в т о р о г о уровня в режиме автоматизации программирова­
ния и другие виды вычислений. 
В ЛГУ им.П.Схучки практически освоено три с п о с о б а 
организации эксперимента: 
1 . Задачи первого и зторогЬ уровней для одной системы 
полностью решаются УВМ " Д н е п р - Р . На ней же ведется 
последующая обработка данных. 
2 . Задачи первого уровня решаются автоматами, задачи 
в т о р о г о уровня - удаленной на 40 м от эксперимента 
"Днепр -ГЧ 
3. Реализована трехуровневая система на базе автоматов, 
специализированной управляющей-машины и машины 
"Днепр-1" , накапливающей и обрабатывающей информацию. 
Следует отметить , что выбор "Днепр - ! " в качестве 
машины для автоматизации исследований был обусловлен 
главным образом лишь простотой ее приобретения. Опыт 
показал* что Несложные эксперименты вполне реализуются 
ЯР. " Д н е п р - ! " , несмотря на целый ряд н е д о с т а т к о в , прису ­
щих т$А машине. 
Б настоящее время ведутся работы по созданию т р е х ­
уровневой системы на базе ЦВМ "Днепр-21 м обслуживающей 
че^кре эксперимента одновременно. 
Вообще промышленные управляющие машины без допол-
НЭЕ&Я йх специальными каналами ввода-вывода информации, 
на .наш в з г л я д , вряд ли могут быть непосредственно приме­
нены в ексйерименте* поскольку АЦП и ЦАПы етих машин не 
имеют требуемой чувствительности й точности для обслужи­
вания датчиков эксперимента, кроме т о г о , в управляющих 
машинах нет необходимых для эксперимента исполнительных 
элементов^ 
§ 5 . СИСТЕМА АВТОМАТИЗАЦИИ СПЕКТРАЛЬНЫХ 
ИССЛЕДОВАНИЯ В ЛГУ им.П.СТУЧКИ 
В ЛГУ с 1966 по 1968 г . г . последовательно вступили 
в строй три системы автоматизация спектральных и с с л е д о ­
ваний твердых т е л . Во в с е х трех системах УВМ работает в 
режиме реального времени. 
Структура систем оформлена по обычной схеме систем 
экспериментирования. 
Р и с . 3 . 
Функции системы следующие: 
непосредственное цифровое управление источниками физи 
ческих воздействий ( с в е т 4 рентген , температура) и вы­
числение параметров в о з д е й с т в и я ; 
непосредственное цифровое измерение ответов объекта 
( с в е т , т е м п е р а т у р а ) . На каждом канале стоят АЦП, изго 
товленные Ё Ш, либо типа "Солартрон" ; 
контроль за аппаратурой; 
1-я обработка информации (коррекция, усреднение) и 
вычисление некоторых физических параметров; 
графическое и табличное представление информации 
физику и накопление данных на перфоленте или в ОЗУ. 
Элементная б а з а , разработанная в ЛГУ 
;^ ли "конструктор физика" 1 ' ' 
Подобно тому, как и ь йрошшланшс^м, источники 
эффективности применения ЦБ!/ в исследопяннях можно 
разбить на две группы: явные, т . е . обусловленные н е п о с ­
редственно использованием ЦВМ, и мояь.: . 
К явным относится прежде в с е г о увеличение темпов 
измерение, ускорение обработки информации, возможность 
постановки качественно новых экспериментов и т . п . 
К неявным следует причислить расширение горизонта 
исследователей, усвоение незниксмых ранее прогрессивных 
методик, выработка более с т р о г о г о подхода к эксперимен­
ту и т . п . 
Промышленность оценивает соотношение этих источников 
как 1:1 о .Считается также, что общая эффективность внед ­
рения ЦВМ составляет не более 5 - 4 - 1 % * 
Известно, что для решении многих задач автоматизации 
большое значен!. 1 имеет стандартизация и полнота набора 
элементов , на основе которых предполагается собирать 
автоматические системы. 
В ЛГУ им.П.Стучки на базе этих тръОтШШ был р а з р а ­
ботан универсальный набор элементов, получивший название 
"конструктор физика", позволяющий осуществить большое 
количество экспериментов по оптическим исследованиям. 
Чтобы элементы могли быть подключены в УВМ, к ниы было 
предъявлено еще одно требование - возможность цифрового 
управления и контроля. 
Таким образом по принятой идеологии построения 
"конструктора" каждый из универсальных элементов р а з р а -
Разработка существующей элементной базы и систем -
заслуга физиков и конструкторов лаборатории: И.Тале, 
й .Витол, Я.Страумен, О.Аболиньш, СЗЛ'ардеиак, Г.Лимех 
и др . 
батывается в виде четырехполюсника. 
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На один из его входов поступает сигнал, подлежащий 
преобразованию (например, ток от ФЭУ), другой вход с л у ­
жит для управления ( " п у с к - с т о п " прибора, диапазон изме ­
рения прибора, режим измерения и т . п . ) . Соответственно , 
на одном из выходов появляется преобразованный прибором 
сигнал (код тока РЭУ, код температуры, свет заданной 
длины волны и т . п . ) , а на другом - контрольные сигналы 
от прибора ( г о т о в н о с т ь к следующему запуску , сигнал п е ­
реполнения шкалы и т . п . ) . 
" к о н с т р у к т о р " включает следующие элементы: 
- набор АЦП для непосредственного цифрового измерения 
интенсивности с з е т а и температуры. Кванты п р е о б р а з о ­
вания с о о т в е т с т в е н н о : 2 . 1 0 а и 4 мвк за 2 0 ^ 5 ; 
- набор преобразователей " к о д - в а л " для поворота призм 
и щелей монохроматоров^ 
- набор криостатных г о л о в о к для исследования спектров 
поглощения, люминесценции, фракционного высвечивании-
Область температур от -"*200°С до +400°С, быстродейст ­
вие до 15 г р а д / с е к ^ 
- блоки кодовой регуляции температурой в указанной 
вы'ле облает г ; 
- коробки с источниками света (ультрафиолетового , в и ­
димого и инфракрасного)' , 
- коробки с фотоумножителями разных марок. Ряд к о р о ­
бок позволяет охлаждать ФЭУ жидким азотом и стабили­
зировать температуру охлаждения^ 
- коробки с 6 оптическими, либо ослабляющими фильтрами. 
о 
- оптические затворы и модуляторы света^ 
- держатели линз, одиночных фильтров, переходные кольца 
и другие специальные элементы. 
У всех элементов с т а н д а р т и з и р о в а н 
д и а м е т р световых отверстий (38 мм) , имеется 
возможность закрепления либо на рельсах , либо с помощью 
специальных зажлмов. Предусмотрена возможность юстировки. 
"Конструктор физика" позволяет легко собирать р а з н о ­
образные схемы эксперимента. 
Сборка обычно производится на универсальных стендах , 
выполненных в виде амортизированных " с т о л о в " с к р и о с т а -
том в центре и^пазами, предназначенными для крепления 
на рельсах аппаратуры программируемого эксперимента. 
"Стол" представляет с о б о й , по существу , еще один универ­
сальный элемент "конструктора"* 
Ясно , что заложенные' в основу "конструктора физика" 
принципы: с т а н д а р т н о с т ь , у н и в е р с а л ь 
н о с т ь , п о л н о т а н а б о р а , в о з м о ж ­
н о с т ь у п р а в л е н и я и к о н т р о л я«гтЦВИ 
делают е г о ценным не только при автоматизации, но и • 
обычных условиях работы. 
Нам кажется, что э т о т подход неизбежен и для автома­
тизации и в других областях науки. Так постепенно сможет 
сформироваться "общий конструктор физика" - единая с и с ­
тема элементного обеспечения самых разнообразных и с с л е д о ­
ваний, система,подобная ГСП в промышленности. 
Система программированных и с с л е ­
дований спектров поглощения 
Система экспериментирования состоит из криостата с 
•программно перемещаемым объектом исследования, трактов 
р е н т г е н о в с к о г о , температурного и с в е т о в о г о воздействий. 
Измерительный тракт представляет собой оптические з а т ­
воры, два коммутируемых фотоэлемента и АЦП, работающий 
в режиме измерения слабых т о к о я , 
В контуре системы находится " Д н е п р - 1 " . Эта же с и с т е ­
ма при другом геометрическом расположении элементов 
позволяет исследовать спектры люминесценции ( р и с . 4 ) . 
По программе в ОЗУ " Д н е п р - ! " ( р и с . 5 ) производится 
вычисление угла поворота призмы, соответствующего э н е р ­
гии (Е) анализируемой точки спектра 
Днепр - / 
Рис. 4 
ПЕЧ и шлво 
0 0 0 0 . 
РИС. 5. 
После задания угла поворота , машина производит з а ­
мер темнового тока фотоэлемента Э т , при этом затвор 
32 закрыт. Затем "Днепр-1" включает соответствующий и с ­
точник света Л1 или Л2, устанавливает в криостате на 
оптическом пути отверстие* "Э" открывает 31 и 32 и п о д ­
гоняет щель 5 монохроматора т а к , чтобы АЦП показывал 
почти макс.значение (предел шкалы 9 , 9 9 9 в ) . 
Замеренное значение света запоминается, после 
чего "Днепр-1" выполняет команду введения объекта е из­
мерительный канал, (позиция "К" в к о и о с т а т е ) и произво­
дит замер с в е т а 3* . Для ш ш * ч е н й я возможной яюмияес* 
ценции, производится замер света 7 Л в позиции "К" при 
закрытом источнике с в е т а . Такая серия повторяется н е с ­
колько р а з , для получении статистических оценок. На 
основе полученной информации, вычисляется коэффициент 
поглощения 3? и соответствующая ошибка. Программа зани­
мает около 2 т ы с . с л о в * 
В ходе эксперимента машина выводит информацию на 
экран ХУ-осциллографа, цифропечать и ПЛ-80 для последую­
щей обработки* Новое , что дала такая система для физики 
заключается в высокой точности измерений, воспроизводи­
мости условий эксперимента, 5-кратном ускорении э к с п е р и ­
мента и доступности последующей обработки на ЦВМ. 
Обработка информации производится на той же ЦВМ по 
традиционной схемез 
- измерения подвергаются сглаживанию, затем корректирует ­
ся (чаще в с е г о в процессе эксперимента) ; 
- улучшенная таким образом информация подвергается р а з ­
ложению на г а ^ с с о в ы е , либо другие кривые заданной 
формы по разработанной у нас методике. Программа з а н и ­
мает около 3 т ы с . с л о в , работает 5 * 15 минут$ 
- с троится модель* анализ которой дает идеи для следую­
щего эксперимента. Анализ идет часто вручную, но имеет ­
ся и машинная модель зонной схемы. На этой модели, в 
ч а с т н о с т и , проверялась методика фракционного высвечи­
вания и ряд других методик . 
Следует однако о т м е т и т ь , что разложение на гауссовые 
компоненты для люминесценция, абсорбции и инфракрасной 
спектроскопия , как показал опыт, в основном не пригодно , 
т . к . реальные процессы чаще всего ко соответствуют ракой 
простом модели. Кроме т о г о представляет известную т р у д ­
ность коррекция исходных данных на аппаратную функцию 
приборов . 
Система изучения температурной 
зависимости спектров свечения 
Система предназначена длп получения указанной выше 
зависимости , а также позволяет исследовать спектры т у ­
шения, интегральной люминесценции, рентгенолюмияесцеиции. 
Р и с . 6 , 
Организует работу системы малая управляющая машина 
"Физпульт", разработанная в ЛГУ на базе элементов 
"Днепр-1" . Машина содержит набор операций универсальной 
машины, кроме умножения и деления, реализуемых программно. 
Машина имеет-.собственное ОЗУ и систему прерывания, п о з в о ­
ляющую ей работать в системе разделения времени с другой 
ЦВМ. Ввод информации в машину: пультовый, с перфоленты, 
через систему контрольных признаков от АЦП и от другой 
ЦВМ. Вывод информации: пультовый, на перфоленту, испол­
нительные механизмы, графопостроитель и линию связи с 
ЦВМ. Двухлетний опыт эксплуатации машины показал перспек­
тивность ее использования в "мини-эксяериыентах г рассмат ­
риваемого типа. 
Р и с . 7 . 
На рисунке 7 изображена одни из программ совместной 
работы "ФизпуЛьта" и УВМ № Дмея{^1" . Физпульт |дда,1 в ы с ­
тупает в роли "физика-нксперимонтзтора" , занятого самим 
экспериментом * а "Днепр- ! 1 1 - в роли "Теоретика" , прини­
мающего и обрабатывающего информацию. Несложная о б р а б о т ­
ка возможна и в "Физпульте" . 
"Физпульт" изменяет температуру либо в рекиме п о с л е ­
довательного н а г р е в а , либо в режиме стабилизации по о т ­
дельным уровням. Он же следит за показаниями АЦП-Т и 
считывает с АЦП-Л значения интенсивности свечения, пред ­
варительно настроив шаговый двигатель монохрома гора на 
нужную точку спектра . Продолжительность одного спектра 
15 -е- 30 с е к . Полученные данные "Физпульт 1 ' передает на 
"Днепр-1* 1 , там они б уплотненном виде запоминаются. В с е ­
г о измеряется от 10 до 40 спектров при разных температу­
рах . После окончания эксперимента, исследователь либо 
выводит данные на перфоленту, либо просматривает по о д ­
ному спектру на осциллоскопе у; при необходимости поль ­
зуется программой анализа спектров . 
Продолжительность такого эксперимента зависит от 
сложности объекта , величины запасенной светосуммы и 
диапазона температур исследования. Общий объем измери­
тельной информации колеблется от 10 до 1Йг б и т , . н а _ з т о 
требуется 1Сг *'10** бит управляющей информации й Ю ^ + Ю 5 
бит контрольной информации. 
Система изучения спектров 
фракционного высвечивания*' 
Эта система ямеет ряд существенных ОТЛИТИЙ от предыду­
щих. Во-первых, она находится на удалении 40 ?*е?ров от 
"Днепр -1 " . При эксплуатации этой системы впервые было 
осознано , что такое аварийная ситуация. 
Во-вторых, эта система позволила реализовать э к с п е ­
римент, ручная постановка которого практически невозможна. 
В-третьих* 8$Ш была первая в |#&йр твердого тела 
система, в которой реализована динамическая обратная 
связь на основе обработки текущих измерений. 
В-четвертых, на ней была показана возможность 
нового подхода к акту измерения интенсивности с в е т а . Как 
и з в е с т н о , при амплитудных измерениях малых доз света 
сказывается явление " у с т а л о с т и " ФЭУ, т . е . временной 
дрейф параметров ФЭУ. Применение дискретной техники п о з ­
волило реализовать методику скоростного эталонирования 
Путем измерения эталонного с в е т а , наряду с о светом $$ . 
обмыта исследования. Скоростное эталонирование вместе торвед^иш!^т§1шщьш„щмещнШ позволило повысить 
+ } ^етод предложен / сбрехтом ( :1шА), ^ - ^ а б о т а н и применен 
Я Л а л е , совместно с /иГайлитисом , - сотрудниками Латвий­
ского госуниверситета . 
абсолютную т о ч н о с т ь регистрации почти на два порядка. 
Центральная идея самого метода заключается в том, 
что если при исследовании спектров термического высвечи­
вания обычно возбуждался целый набор уровней в кристал­
л е , то в данном с л у ч а е , путем подбора специального режи­
ма термического нагрева удается избежать характерного 
эффекта наложения физических п р о ц е с с о в . Методика п о з в о ­
ляет оценивать концентрации электронов на разных дефек­
тах кристалла, а также энергетическую глубину залегания 
дефектов . Вся оложн&ть эксперимента заключается в п о д ­
боре оптимального режима термического нагрева и в п о с л е ­
дующей обработке информации. Длительность эксперимента 
составляет один рабочий д е н ь , за это время получается 
около миллиона бит информации. Длина программ управле­
ния и обработки со ставляет несколько т ы с . с л о в . 
§ 6 . ОСОБЕННОСТИ ДИСКРЕТНОЙ ТЕХНИКИ 
шшшмштш 
В исследованиях обычно принято различать две м е т о ­
дики: поисковую и стандартную. Для первой, как и з в е с т н о , 
характерна постоянная смена программ исследований, п о э ­
тому поисковые исследования в машинном варианте пока что 
практически невыполнимы. Для них требуется разработать 
специальные языки, с помощью которых исследователь смог 
бы наиболее просто обратиться к системе . Это не могут 
быть ни "Фортран" , ни " А л г о л - 6 0 " , т . к . на них, в о - п е р ­
вых, не наложено никаких временных ограничений, с л е д о ­
вательно , они не способны к работе в реальном масштабе 
времени, а в о - в т о р ы х , они не учитывают специфику физи­
ческого экспериментирования. Ручное управление системой 
дискретных приборов с помощью специальных пультов - в о з ­
можно лишв при контроле , отладке и др . вспомогательных 
процедурах, но не в сложном эксперименте. Ибо» даже 
процедура работы с дискретным монохроматором* например, 
требует 200 + 1000 - кратного ручного набора 4-х знач* 
ных к о д о в . 
Следующая особенность дискретных систем с о с т о я ? в 
том, что длина программ существенно зависит от степени 
автогомиэации приборов и выбора кодов на входе и выходе. 
Например, десятичный код , как правило, требует специаль­
ной программы; от сутствие контрольных точек в приборе 
также вызывает усложнение программ. 
Длину программ можно уменьшить и з а ' с ч е т а г р е г а т и ­
рования приборов, если в экспериментах постоянно в о з н и ­
кают стереотипные взаимодействия приборов* Б этом с л у ­
чае вполне оправдывают себя специализированные автоматы, 
реализующие стереотипные комбинации. 
Другая особенность машинной техники заключается в 
опасности возможной ее системной "несовместимости" с -
условиями реального физического эксперимента. В ч а с т ­
ности это касается импульсной техники, расположенной 
непосредственно с источниками мощных воздействий . 
Наконец,важной особенностью является дискретность 
актов измерения и управления воздействиями. Для выделе­
ния сигнала из шумов приходится реализовать программное 
накопление информации, что связано с большими временными 
потерями ЦВМ на повторяющиеся процедуры. Одним из п е р с ­
пективных способов решения этой задачи следует считать 
применение интегрирующих цифровых измерите лей * которые 
самостоятельно устраняют фоны в измерительных Цепях и 
производят накопление сигнала. Программы обслуживания 
таких приборов максимально просты. 
Что касается дискретного управления воздействиями, 
то здесь основная трудность с о стоит в правильном выборе 
шага квантования параметров воздействия . При малом шаге 
квантования образуются избыточные потоки измерительной 
информации, появляется потребность в накопителях большой 
е?/кости, требуется значительное время на проведение в с е ­
го эксперимента, что не в с е г д а допустимо, о собенно , 
если исследуемый процесс ограничен определенными времен­
ными интервалами. Наоборот , при большом шаге квантования 
всегда имеется опасность выпустить некоторые важные д е ­
тали п р о ц е с с а , например, не заметить какой-нибудь мак­
симум в соответствующем с п е к т р е . Одним из способов вы­
бора оптимального гОга является применение специальных 
адаптивных либо следящих программ. 
§ 7 . ИЗМЕРИТЕЛЬНЫЙ ЦРЛГГРЫ В ОШСТИ 
ФИЗИКИ ТВЕРДОГО ТЕЛА 
Наиболее перспективными для развития методики и т е х ­
ники исследований нам представляется не столько автома­
тизация ( буквально : "исключение человекл" из циклов) 
исследований, сколько улучшение условий работы и с с л е д о ­
вателя , за счет применения методов и ч ^ е д с т в кибернетики 
и математики в научном эксперименте . В связи с этим нам 
кажется, что термин к и б е р н е т и з а ц и я и с с л е ­
дований более отвечает смыслу происходящего. Действитель­
но , одной из задач кибернетики является организация с и с ­
тем с активным участием человека . 
Поскольку работы по созданию научно-исследовательских 
систем потребуют больших материальных и временных затрат , 
то основное внимание следует уделить созданию специальных 
исследовательских центров по отраслепой автоматизации. 
Перед такими центрами нужно выдвинуть проблему повы­
шения производительности йзме г ешЙ и обработки измеритель 
ной информации в рамках нескольких наиболее массовых и 
перспективных научных задач* (например, по стандартным 
электрическим, оптическим и другим измерениям)* 
Прототипами подобных центров могут быть ядерные и з ­
мерительные центры. Организация нескольких отраслевых 
измерительных центров позволит решить ряд важных п р о б -
леи: централизовать разработки в немногих местах ; нако ­
пить опыт и сделать его максимально доступным для д р у ­
гих организаций; подготовить комплексное коллективы, 
способные решать системные задачи; решить задачу с т а н ­
дартизации аппаратуры; создать математическое о б е с п е ­
чение. 
Как и з в е с т н о , кибернетическая техника не уменьшает 
№Ш исследователей, а добавляет к нему вначале с о в е р ­
шенно посторонний элемент, ибо для автоматизация слож­
ного эксперимента необходим системный коллектив, Б к о т о ­
рый в х о д я т : 
1. Исследователи, зкающме, что .автоматизировать . 
2. Инженеры, способные строить системы. 
3. Математики, имеющие опыт программирования таких 
систем . 
Любой иной коллектив будет решать задачу однобоко . 
Учитывая э т о , было бы неразумно думать о широкой 
автоматизации при очевидной нехватке таких специалистов. 
Создание измерительного центра связано прежде з с е г о 
с образованием функционально полной универсальной 
элементной базы, из которой можно собирать отдельные 
узлы измерительного центра. Это исключительно сложная 
работа , тем более , что в нее входит не только р а з р а б о т ­
ка электронных приборов, но и разнообразных о п т и к о - м е ­
ханических, вакуумных и других у с т р о й с т в . Задача услож­
няется необходимостью правильного выбора распределения 
нагрузки на средства технического и математического 
обеспечения, периферийного й центрального оборудования, 
устройства измерительного и вычислительного обеспечения 
и д р . 
На р и с 8 показан функциональный проект измеритель­
ного центра в области физики твердого тела , разрабаты­
ваемый в настоящее время в ЛГУ им.Л.Стучки. Подобный 
измерительный центр будет основным генератором экспери­
ментальной информации в масштабах отдельного института, 
Г и с . 8 . 
Использование ЙЙ6 центра возможно либо непосредс-х-
венно научными сотрудниками, владеющими техникой програм­
мирования исследований, либо специальными группами обслу­
живания, располагающими побором стандартных: методов 
исследований. 
В будущем, по мере развития алгоритмических явыков дл 
проведения экспериментов , НИС станут доступны более широ­
ким кругам и с с л е д о в з г о л е й . 
Функциональная структура изображенного на блоксхеме 
измерительного центра следующая. 
Научно-исследовательская система обменивается информг-
с головкой ЦВМ по кабельной линии связи; при этом обмен 
измерительной части МО с ЦВМ происходит с помощью пасси 1 
ньгх, либо активных у с т р о й с х в связи ЛУС) находящих • 
ся в ШЩ% я с помощью устройства СВЯЗИ (УС) , ^меюдего 
прямой доступ к памяти ЩШ, Выбор ме$ду пассивными, 
либо активным устройствами свнэ;? определяется прежде 
в с е г о скоростью эксперимента. При больших скоростях 
система ЦВМ-лйкия с в я з и - ККС, НЙС^, *••••! НИбд,— не 
позволяет оперировать первичными тотощщ измеритель­
ной, управляющее и контрольной информации, особенно 
в системе разделения времени. 3 это?* случае работа с 
первичными п о т о к а м должна быть проделана активными 
устройствами связи в измерительных местах . 
Предусмотренная в ЙЙС система связи "человек-маши­
на 7 , представляет собой устройства алфавитно-циф­
ровой я графической связк (телетайп, пульт, ХУ-осцилло­
граф- ХУ-самописец) , имеющие прямой какал з память ЦВМ. 
Б качестве ЦВМ используется вычислительный комплекс 
я Днег.р-21 '\ 
Измерительная информация, получив соответствующие 
признаки от информационно-поисковой с и с т е м ( / П С ) , р а з ­
мещается на хранение в архивной системе ( А С ) . Архивная 
система позволяет длительно сохранять вед ценную инфор­
мацию и, по мере необходимости, быстро выдавать различ­
ные ее области . Если раньше использогалась лишь незна ­
чительная часть информации, полученное во вреия экспери­
мента, то архивная система допускает многократное исполь­
зование разнообразных частей измерительной информации, 
не запланированное частичными экспериментами. 
Функция поиска запрашиваемой информации в о з л ш е н а 
на информационно-поисковую систему . ИПС взаимодействует 
с ЦВМ прямо или нераз центральную память (ЦП). 
Обработка информации может быть реализована либо 
как "фоновая" задача на ЩШ» либо собственными вычисли­
тельными средствами информационно-поисковой системы. 
Функция редактирования информации — графическое 
табличное, т е к с т о в о е оформление, а также ввод д о п о л з -
тельной информации возложена на систему редактирования 
(СР>. 
При наличии родственных измерительных центров , межд .^ 
ними может быть установлена цифровая связь (функция с и е -
темы связи - С С ) . СС может быть использована также для 
связи с вычислительными центрами, обслуживающими и з м е ­
рительный центр и с другими учреждениями. 
В заключении следует отметить , что измерительные 
центры, являясь одырй из форм существенного повышения 
производительности 'научного труда, имеют исключительное 
промышленное значение. Например, измерительные центгы 
могут давать информацию о параметрах полупроводниковых 
веществ и приборов , твердых схем и других сложных э л е ­
ментов . Институты, располагающие такими центрами, станс 
вятся подобными своеобразным фабрикам, производящим и з ­
мерительную Продукцию с о о т в е т с т в е н н о запросам промышлен 
н о с т и . 
О СИСТЕМНОМ ПОДХОДЕ И ОРГАНИЗАЦИИ 
ЭКСПЕРИМЕНТА 
В последнее время все более начинает осознаваться 
необходимость системного подхода в вопросах автоматиза­
ции научных исследований и организации эксперимента. 
С точки зрения системного подхода совокупность 
элементов (люди, ЦВМ, УВМ, приборы и т . п . ) может быть 
организована в систему , если соблюдены некоторые у с л о ­
вия . Исследуем э т о т вопрос несколько подробнее [ 1 - 2 ] . 
Рассмотрим набор элементов , вектора выходов 
которых л связаны с векторами входов х некоторым 
отношением трансформации (Г : ^ Т х . 
При образовании СИСТЕМЫ из элементов, необходимо 
задать отношения СВЯЗИ с между векторами выходов 
одних элементов и векторами входов других . 
Связь двух произвольных элементов (Е< , Е*)е. { Е ; ] 
можно также представить матрицей связи 
С П = 1 М ( I ) 
где Л / Л *И , если к - в х о д Е г связан с {-выходом 
Е 1 , иначе <*и=0 . 
Структура всей системы, состоящей из / / элементов, 
изобразиться теперь в виде следующей матрицы 
5 чад , с ; « -р ] м ( 2 ) 
г д е 0удем считать С^ = 0 , если ) - элемент не связан 
ии одним выходом с I - элементом. 
Уже по внешнему виду матрицы структуры можно делать 
некоторые заключения о свойствах системы, 
- если существует к - э л е м е н т , для которого выполняется 
условие 
Ю.Кузьмин 
то выходы э т о г о элемента не связаны ни с одним входом 
других элементов системы. 
- аналогично, входы ^-элемента свободны, если выпол­
няется 
^&1 = 0 , ( 4 ) 
Совокупность элементов , удовлетворяющих условиям ( 3 , 4 ) , 
образуют ПОВЕРХНОСТЬ системы. 
- элемент для к о т о р о г о выполняется Т • С ^ = Г ] С;к~0 
является изолированным в с и с т е м е . 
- Система, структурная матрица которой может быть приве ­
дена к форме верхней или нижней треугольной матрицы 
с нулевой диагональю, лишена обратных с в я з е й . Невоз ­
можность приведения к указанной форме свидетельствует 
0 наличии в, системе контуров обратной связи . 
Существуют формальные методы установления п р и с у т с т ­
вия обратных связей в с и с т е м а х . В ч а с т н о с т и , для 
принимающих значения 0 , либо I и удовлетворяющим у с л о ­
виям 
имеет место обратная с в я з ь до нескольких циклов. 
- при ^;СК1^2,}—4^а к - э л е м е н т имеет разветвленный 
в х о д . 
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Р и с . 1 . Некоторые системы и соответствующие им структур-
ные матрицы. 
КОМПОЗИЦИЯ СИСТЕМ 
Пусть задава система * 5 ' , т . е . дан набор / ^ - э л е ­
ментов [ Е ; ] , структурная матрица 5Ц и матрица т р а н с ­
формации 3" . Пусть также задана система5"({/Г;},52,^Г'9 . 
Композицией систем 5 'и У н а з о в е ы систему о б р а з о в а н ­
ную элементным множеством Е^-Е'ОЕ" $ матрицей т р а н с ­
формаций ^ д клеточной матрицей структуры 5г . 
Т[ о 
"о ; Г X 
5г 
(5) 
В клеточной матрице член 5г имеет смысл матрицы 
связей выходов системы 5 ' с о входами системы 5 " , а 
член 5' - связи системы 5 " с 5 ' , 
Аналогично можно определить композицию более в ы с о ­
кого порядка, т . е . нескольких систем. Классическим 
примером композиции является объединение нескольких 
машин в единую вычислительную систему. 
С помощью матрицы структуры и трансформации можно 
выразить алгоритм функционирования системы. Действитель­
н о , пусть X,У —множество в с е х входов и выходов элементов 
системы.Тогда обобщенным входом самой системе будет 
( б ) 
а обобщенным выходом системы 
здесь матрица ^ е с т ь диагональная, типа 
Х о , . . о 
1< О !Гг,. О 
о"о ".'.X 
4 I 'гзнсформацня элементов системы. 
Таким образом , поведение системы определяется п о в е ­
дением отдельных элементов и структурой всей системы. 
Однако поведение системы может не изменяться, если суще­
ствует такое представление матриц 6" и что 
где 5 о и постоянные матрицы, а А с может принимать 
значения элементов множества матриц & , имеющих с о о т ­
в е т с т в е н н о , обратные элементы (А"/( -
Рассмотренный здесь подход может быть применен к воп-
росам организации научно-исследовательских систем. 
НАУЧНО-ИССЛЕДОВАТЕЛЬСКИЕ СИСТЕМЫ 
Элементный н а б о р , с т р у к т у р а и поведение научно-иссле­
довательских систем (НИС) должны отражать обобщенный про­
цесс исследования : 
1 . выбор объекта исследования - X, 
2 . получение информации о б объекте , 
3 . накопление, переработка и последующая выдача 
информации. 
С этой точки зрения любая НИС должна представлять 
систему, состоящую, по крайней мере, из четырех элементов! 
При построения таких систем весьма существенным 
является наделение их свойствами "живучести 1 1 . Одним из 
важных с п о с о б о в проявления "живучести" считается возмож­
ность системы адаптироваться к изменяющимся объектам 
исследования и поставленным целям исследования. 
Как видно из предыдущего рассмотрения, возможны 
три разновидности такой адаптации: 
НИС 
ЬиЕЫНМИ поток ИНФ. 
Рис ,2* Разомкнутая НИС 
ИС - измерительная система типа сбора или 
экспериментирования. ИПС - информационно -
поисковая система , архив исследований. 
Ч - человек либо организующее з в е н о . 
а ) параметрическая адаптация, т . е . за счет изменения 
матрицы трансформаций элементов системы - СГ I 
б ) структурная— за счет изменения структуры всей с и с т е ­
мы - 5 ; 
в ) и адаптация поведения — за счет совместного изменения 
смотрим разновидности адаптации в двух важнейших типах 
I . СИСТЕМА СБОРА информации. Это пассивные и с с л е д о в а ­
тельские системы, способные констатировать изменения в 
объекте , не вызывать их в процессе исследования. 
НИС 
Элемент ИИС в такой системе выполняет роль наблюдателя. 
Существует несколько видов адаптации в таких с и с т е ­
мах: 
- адаптация по параметрам сигнала объекта исследования. 
Результатом этой адаптации является сжатие информации) 
- адаптация по параметрам модели. При этом НИС должна 
организовать работу т а к , чтобы потери информации 
связанные с отклонениями от принятой модели объекта 
были минимальными^ 
- адаптация по комплексу критериев связанных, например, 
с целью исследования, недопустимостью некоторых с о с ­
тояний НИС, минимизацией энергетических потерь и т . д . 
2 . СИСТЕМЫ ЭКСПЕРИМЕНТИРОВАНИЯ. Они отличаются от 
предыдущих систем возможностью проведения активных иссле-
дований, т . е / с п о с о б н о с т ь ю вызывать в объекте и с с л е д о в а ­
ния определенные изменения, позволяющие, во -первых, иссл? 
довать процессы^ не наблюдаемые в обЬчншс для объекта у с ­
ловиях и, в о - в т о р ы х , значительно ускорить темп и с с л е д о ­
вания. 
Если для систем наблюдении важен вопрос наблюдаемос­
ти объекта , то для систем экспериментирования дополнителт 
но в с т а е т проблема управляемости объекта исследования. 
Понятиям наблюдения и экспериментированяя можно 
придать более точный смысл / 3 / , чем э т о обычно д е л а е т с я . 
Это должно позволить проводить оценки информационной э ф ­
фективности НИС относительно различных классов объектов 
исследований. 
Пусть дан объект исследования внутренние параметры 
к о т о р о г о подчинены некоторому уравнению поведения 
ф » Р (р , г д е Р(Ь) - непрерывная матрица. О парамет­
рах объекта можно судить по ^косвенным •зиерениуу! вектора 
Объект будет ВПОЛНЕ НАБЛЮДАЕМЫМ с помощью НИС, если 
на отрезке ^ 1 , ^ 2 ] найдется точка 'С , в которой матри­
цы Р и С имеют непрерывные производные до ( п . - 1) -
порядка и в этой точке ранг матрицы 
к ^ о д , 1 ^ 4 4 + ^ } ^ = Сп • сю) 
равен п. . 
При постановке эксперимента дополнительно должно 
выполняться условие управляемости объекта исследований 
/ 3 / . 
Объект исследования назовем ВПОЛНЕ УПРАВЛЯЕМЫМ с 
помощью НИС на отрезке Е ^ , ^ г ] , если НИС может за 
время Ьг-±л перевести объект из любого произвольного 
состояния Тл в любое другое состояние 2 г , с о о т в е т с т в у ю ­
щим выбором воздействий. 
Представляет интерес изучение затронутых вопросов 
для некоторых классов НИС и объектов исследования. В • 
общем очевидно, что при потере свойства управляемости 
объектом система экспериментирования превращается в с и с ­
тему наблюдения, а при утере свойства наблюдаемости любая 
НИС вообще перестает давать достоверную информацию. 
Наделение НИС способностью самостоятельно контролировать 
и регулировать эти свойства позволило бы сделать их 
более самостоятельными жэффективными. 
ЗАМКНУТЫЕ И РАЗОМКНУТЫЕ НИС 
При построении изменяющихся, в частности адаптивных, 
НИС необходимо считаться с о степенью замкнутости конкрет ­
ного процесса исследования. 
Процесс исследования является замкнутым* если он 
реализуется по схеме Р и с . 3 . 
В этом случае можно надеяться на построение системы, 
параметры, структура и алгоритм которой определяются 
внфео^ацией, получаемой в процессе исследования . -Подоб -
~ - — — _ _ — - - — ~ 1 







пая система,не выходя за рамки своих ШШЩшттШт к П1 
должительной генерации информации. 
Однако в большинстве случаев исследователь имеет 
дело с разомкнутыми системами, управление которыми тре ­
бует дополнительных сведений иногда далеко выходящих 
за е г о с п о с о б н о с т и и возможности НИС, Такими сведениям*: 
являются, результаты, получаемые другими исследователям* 
либо данные других н а у к . Оперативность использования 
такой информации в настоящее время необычайно затруднег 
и з - з а частой неполноты информации. 
ПОИСКОВЫЕ И СТАНДАРТНЫЕ ИССЛЕДОВАНИЯ 
Как указывалось выше, возможна организация неизме­
няющихся НИС и НИС с изменяющейся элементной б а з о й , ст 
турой и поведением. 
Исследования, в которых со временем меняеяЕЯ [Е;] 
ч5 ? либо -У) называются ПОИСКОВЫМИ. В противном случа 
исследования янляются СТАНДАРТНЫМИ. 
В поисковых исследованиях возможны изменения, у т о ч ­
нения цели исследования и даже формирование новых целей 
!«а основе анализа процесса исследования. 
Однако чаще в с е г о исследователь имеет заранее у с т а ­
новленную цель, стандартную структуру и алгоритм и с с л е д о ­
ваний и ищет наиболее оптимальные, с е го точки зрения, 
параметры элементов системы. Например, часто ставится 
вопрос о поиске района максимальной информативности в о з ­
действий на объект . 
Более сложным является поиск оптимальных алгоритмов 
съема информации или режимов возбуждения объекта . Эта 
задача означает необходимость наличия хорошего контакта 
исследователя с системой; в ч а с т н о с т и , требуется гибкий 
язык связи "челевек-система 1 1 и наглядные средства о т о б р а ­
жения процесса исследований. 
Еще более сложным является поиск оптимальной с т р у к ­
туры исследования. Изменяющуюся во времени структуру ' 
системы можно описать с помощью матрицы 
целое , переменные $\ь" 'ЛГгп- служат входами, с помощью 
которых можно изменять структуру системы. 
0 © 
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Рис Л , 
Система управляемой структурой. 
Основная трудность управления структурой заключается 
в необходимости реализации геометрических изменений в 
НИС, возможности быстрого введения или устранения о т ­
дельных измерительных, воздействующих, исполнительных, 
регистрирующих и вычислительных блоков . Такие операции 
сейчас особенно трудны и з - з а отсутствия полного набора 
универсальных стандартных блоков , а также и з - з а громозд ­
кости и неприспособленности к изменениям современных 
с и с т е м . 
©Ф ^ ® ® 
В заключение отметям некоторые требования,которым 
должна, на наш в з г л я д , удовлетворять любая правильно 
организованная НИС. 
1 . СПОСОБНОСТЬ К РАЗВИТИЮ. По-видимому, дело не в 
том, чтобы продумать систему в мелочах для обеспечения 
ей нескольких лет жизни, а в том, чтобы заложить в ней 
возможность д о с т а т о ч н о л е г к о г о динамического "омоложе­
ния" . Одним из необходимых условий э т о г о является преж­
де в с е г о разработка универсальных элементов систем и 
развитие программируемых с т р у к т у р . 
2 . ОПЕРАТИВНОСТЬ в управлении, поиске и выдаче и н ­
формации. Необходимым условием является развитие языков 
и устройств связи исследователя с НИС. 
3 . АШМУЛЯТИВНОСТЬ, т . е . с п о с о б н о с т ь к накоплению 
и длительному хранению информации. Для э т о г о НИС должна 
содержать информационно-поисковую систему . В противном 
случае измерительная информация с о временем станет н е о ­
бозримой, начнутся большие потери , исключится воэможност 
цельного подхода к такой информации. 
4 . Система должна обеспечивать относительную ПОЛНОТУ 
информации как об о б ъ е к т е , так и о дополнительных п а р а ­
метрах исследования. Известно , что отсутствие незначител 
ных, на первый в з г л я д , данных часто исключаем однознач­
ность последующей интерпретации результатов , 
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СИСТЕМНЫЙ ПОДХОД ПРИ РАЗРАБОТКЕ 
НАУЧНО-ИССЛЕДОВАТЕЛЬСКОЙ СИСТЕМЫ 
(НИС) 
§ 1 . В в е д е н и е 
При постановке современного эксперимента приходится 
решать целый ряд разнообразных в о п р о с о в : 
1) разработка общей методики проведения эксперименте 
включая методику непосредственного экспериментировании, 
методику с б о р а , обработки , хранения и представления р е ­
з у л ь т а т о в ; 
2 ) выбор соответствующей технической базы экспериме* 
та и разработка недостающих элементов; 
3 ) определение уровня автоматизации отдельных этапе 
эксперимента и- в с е г о эксперимента в целом; 
4 ) определение с р е д с т в автоматизации (управляющая 
либо вычислительная машина, универсальная либо специа­
лизированная матина, большая либо малая машина, одна 
ЦВМ либо многоуровневая вычислительная система и т л и ) * 
5 ) разработка системы связи человека с НИС во времв 
эксперимента. 
Естественно желание разработчиков построить в кажде 
конкретном случае оптимальную, в определенных отношении 
либо близкую к оптимальной НИС. 
Однако возможности построения оптимальных НИС сильн-:. 
ограничиваются традиционными методами н а у ч н о г о с п р и б о р о - [ 
с троения , поскольку вместо отдельных, хороших самих по 
себе приборов , т р е б у е т с я построить систему из с о п р я г а е ­
мых друг с другом и с ЦВМ приборов, отвечающих всем тр> -| 
бованиям эксперимента. 
Ь последнее время именно для этой цели - создание 
систем подобного типа (по крайней мере, в техническом 
отношении) - был разработан целый набор специальное 
методов проектирования ( 1 + 5 ) . Ниже ыы вкратце изложим 
основные идеи системного проектирования на примере р а з ­
работки НИС для изучения термической прочности объектов . 
§ 2 . Понятие о и&учно-исследовательских 
системах 
Научно-исследовательские системы - средство п р о в е д е ­
ния современных сложных научно-технических экспериментов. 
Необходимость разработки систем определяется сложностью 
объектов исследований, большими объемами измерительной 
информации, потребностью обработки информации во время 
эксперимента, сложностью управления физическими ь о з д е й -
ствиями, сложностью исследовательской методики, большим 
количеством контролируемых и измеряемых параметров и 
другими факторами. 
Научно-исследовательские системы являются р е з у л ь т а ­
том обобщения опыта разработок научного приборостроения. 
Под НИС обычно понимают упорядоченное множество 
элементов, взаимосвязанных и действующих в процессе вы­
полнении задач исследовании как целое. 
Различают следующие элементы систем: 
- измерительные - получающие информацию о б объекте иесде 
дования и параметрах окружающей сре#Ы, которые могут 
влиять либо на объект , либо ни систему в полом; 
- воздействующие - позволяющие активно влиять на 
объект исследования и с р о д у ; 
вычислительные - производящие обработку измерительной 
информации, вычисляющие режимы воздействий, проверяю­
щие выполнение логических условий протекающего процесса ; 
- т -
7. Способна к дальнейшему развитию (дополнению, в и д о ­
изменению), как программно, так структурно и парамет­
рически. 
Последнее свойство НИС исключительно ценно , п о с к о л ь ­
ку позволяет постоянно совершенствовать методику и с с л е ­
дований (изменением программы или элементов НИС), что 
обычно невозможно для специализированных у с т а н о в о к . Это, 
а также способность НИС обрабатывать информацию и п р е д ­
ставлять ее в самом удобном виде исследователю делает 
НИС незаменимым средством современных исследований. 
К числу недостатков НИС следует отнести необходи ­
мость высококвалифицированного персонала для обслуживания 
и высокую стоимость (которая , однако, вполне окупается 
преимуществами НИС). 
§ 3. Основные этапы проектирования 
еистем 
Цель проектирования систем состоит в разработке ; 
при определенных ограничениях, обусловленных способом 
решения, системы, оптимально выполняющей поставленную 
задачу при некоторых ограничениях на само решение / 2 / , 
Проектирование сложной системы принято условно 
делить на четыре основных этапа : 
1 ) формирование основной задачи проектирования; 
2 ) синтез системы; 
3 ) инженерный анализ; 
4 ) принятие решения. 
Идеология системного проектирования базируется на 
понятии системы. Основные тезисы, здесь следующие. 
- Любой сложный объект можно расчленить на более п р о с ­
тые элементы. 
- Если элементы оказываются связанными друг с другом 
информационными потоками, то сложный объект п р е д с т а в ­
ляет собой систему , а простые элементы - подсистемы. 
- Каждая подсистема входит в систему , а каждая система 
представляет собой подслс тщ еще более сложной с и с т е ­
мы. 
Построение системы о з н а ч а е т : 
1 ) определение элементов,, из которых будет построена 
система ; 
2 ) нахождение структуры,объединяющей элементы в систему; 
3) разработку алгоритма поведения системы при её р а б о ­
чем функционировании. 
Основная идея системного проектирования основывается 
н а т о м , что не существует абсолютно оптимальных систем. 
Можно разрабатывать оптимальные системы лишь примени­
тельно к конкретным условиям. При этом,чем более полно 
учтены эти условия , тем больше вероятность построения 
действительно оптимальной системы. Поэтому системщики 
уделяют большое внимание фиксации условий функционирова­
ния разрабатываемой системы. 
Другая мысль с о с т о и т в том, что оптимальная система 
отнюдь не означает набор "самых лучших" элементов, п о с ­
кольку система е с т ь не только элементы, но и структура, 
а также заданный с п о с о б поведения. При выборе элементов 
системы следует исходить из оптимизации основного крите ­
рия качества системы и руководствоваться "принципом 
равномерного огрубления" ( с т р . 60.). 
Далее, в качестве иллюстрации,рассмотрим проектиро­
вание некоторой системы (НИС-Т) функционального нагрева 
дисков (непрозрачные, полупрозрачные, прозрачные; диа­
метр до 0 ,6 м, толщина до 2 с м ) . 
§ 4 . Этап формирования задачи 
На этом э т а п е , исходя из задания, определяется 
основная задача, которая должна быть решена. Далее эта 
•адача разделяется на ряд подзадач, решение которых 
обеспечивает выполнение основной задачи / V * 
Операции первого этапа следующие: / 5 / 
1) определение требований к назначению системы; 
2) профилирование задания; 
3) деление целостного задания на сегменты; 
•») определение и описание функций системы; 
5) установление критериев выполнения функций системой ; 
6) распределение функций между оператором и автоматами 
системы. 
Фаза I . Определение требований к назначению 
системы 
Смысл операции состоит в том, что общее требование 
заказчика детализируется на конкретные требования к э л е ­
ментам системы, чтобы последняя смогла выполнить свое 
задание. В последующем первоначальные требования могут 
изменяться по разным причинам, например, если они не 
могут быть осуществлены по техническим или другим с о о б ­
ражениям. 
Здесь обычно составляется таблица требований к с и с ­
теме, например, для НЙС-Т: 
Таблица I 
Свойства, которыми должна 
обладать НИС Влияющие факторы 
Достижение Т 1500°С расходуемая мощность, 
нагревательные элементы, 
изоляция. 
Быстродействие до 3 0 ° с е к . инерция тепловой системы, 




Функциональный нагрев принцип расчета Т - в о з д е й - ^ 
с твия , ЦВМ,принципы у п р а в ­
ления. 
4 . Регистрация Т и Р до датчики, измерители, с и с ­
1500°С. тема сбора и накопления. 
5. Высокий темп эксперимен­
т а , многопараметрическая 
информация, универсаль ­
ность режимов управления, 
простота управления, н а г ­




ЦВМ, каналы в ЦВМ, а л г о ­
ритмы, устройства о т о б ­
ражения. 
I . Надежность НИС-Т непрерывная бессбойная 
работа НИС не менее I часа . 
2 . Безопасность работы абсолютная. 
3 . Пиковое значение п о д в о ­
димой энергии 
порядка 50 квт 
4 . Стоимость порядка 240 т ы с . р у б . ( в м е с ­
те с ЦВМ). 
5 . Срок разработки и и з г о т о в ­
ления 
декабрь 1971 г . 
• 
Предполагаемые функции НИС: 
1 . Испытания прочности объектов до 1 5 0 0 ° С 
2 . Исследование предельных режимов. 
3 . Исследование других физических свойств объектов . 
Фаза 2 . Отработка профиля назначения НИС 
Профиль НИС - графическое изображение последователь­
ности необходимых основных действий НИС в ходе выполне­
ния работы. 
Основным параметром профиля является время, к нему 
привязываются все остальные параметры (факторы среды, 
ограничения и условия,необходимые для действия НИС). 
Ниже дается профиль работы НИС-Т ( т а б л . 2 ) . 
П Р О Ф И Л Ь Н И С *ЛБЯИЦА 2 
СЕГМЕНТЫ 
ЗАДАНИЯ РАБОТА НИС ДЕЙСТВИЯ ОПЕРАТОРА БРЕМЯ 
























1-Е ОХЛАЖДЕНИЕ 2-Й НАГРЕВ 2-Е ОХЛАЖДЕНИЕ 
" С т о п " 
1 . ВЫВОД ЭКСПЕРИ­
МЕНТАЛЬНЫХ 
РЕЗУЛЬТАТОВ 
НА ПЕЧАТЬ ИЛИ 
ГРАФОПОСТРОИ­
ТЕЛЬ. 
1. РАОЧЕТ РЕЖИМА УПРАВЛЕНИЯ. 2 . ОБЩАЯ ПРОВЕРКА НИС (ПОДВОД 
ЭНЕРГИИ, ОХЛАЖДЕНИЕ,....). 
3. РАБОТА С ЦЬЫ 
4. РАБОТА О ЦВИ + НИС. 
5 . ЗАКЛАДКА ДИСКА. 
6. ВВОД ПРОГРАММЫ 
7 . ВВОД ИОХОДНЫХ ПАРАМЕТРОВ 
8. ВКЛЮЧЕНИЕ СИСТЕМЫ НАГРЕВА 9 . РАБОТА О НИС. 
1. НАБЛЮДЕНИЕ ЗА ХОДОМ ЭКСПЕ­
РИМЕНТА, 2 . КОНТРОЛЬ АВАРИЙНООТИ. 3 . ЗАПИСЬ КОММЕНТАРИЯ ЭКСПЕ­
РИМЕНТА. 
4. ПРИ АВАРИИ УХОД НА АВАРИЙ­
НУЮ ПРОГРАММУ, ЛИБО ОТКЛЮ­
ЧЕНИЕ НИС. 
1. УПРАВЛЕНИЕ ОЧЕРЕДНОСТЬЮ 
ВЫВОДА РЕЗУЛЬТАТОВ. 2 . ЗАДАНИЕ ПАРАМЕТРОВ ПРОГ­
РАММЕ ВЫВОДА. 3 . КОНТРОЛЬ ВЫВОДА. 
4. КОММЕНТАРИЙ К ИНФОРМАЦИИ. 5 . ЗАПИСЬ ВСЕГО ПАСПОРТА 
ЭКСПЕРИМЕНТА. 
6. ВЫКЛЮЧЕНИЕ НИС. 
Ч НЕ КРИТИЧНО 
> ярнтичю 
Фаза 3. Деление задания на сегменты 
Деление на сегменты происходит параллельно с о т р а б о т ­
кой профиля НИС. Основная идея заключается в выделении 
однородных операций,имеющих различимые начальные и к о н е ч ­
ные моменты исполнения. 
Сегменты, будучи более конкретными и детальными 
элементами "поведения" НИС, упрощают анализ, позволяют 
перейти к распределению функций между узлами НИС, о б л е г ­
чают последующий процесс алгоритмизации эксперимента. 
Фаза 4 . Определение и описание функций НИС 
На этой фазе определяется содержание и цели операций 
внутри каадого сегмента и критерии, которые укажут, что 
цель операции достигнута . 
. Результатом анализа является таблица временного о т о б р а ­
жения функционирования основных узлов' НИС (независимо от 
их реализации). 
Существуют различные методы составления таблицы. 
Ниже приводится таблица (таблица 3)., составленная по 
методу "шаблона" / 5 / для НИС-Т. 
В таблице указана временная последовательность выпол­
нения функций главными подсистемами НМС. 
Фаза 5. Установление функциональных критериев 
деятельности 
Эта фаза позволяет осуществить в дальнейшем р а с п р е ­
деление функций между оператором и НИС, а также п о з в о ­
ляет предъявить требования к разрабатываемым в последую­
щем элементам НИС. 
Требования к выполнению функций НИС-Т приведены в 
таблице 4 . 
1 1 1 1 о и дна н й с - 1 Тайдица 3 
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".шмечзння к таодицч 3. 
1. ЦУЦ водет непрерыьинк контроль за ньавнльностьБ расоты аппаратуры (промеряет 
наличие срабатывания, [акт исполнении ясшяд, лгрепождение ткал в т.п.) прк 
неполадках ссоЗиа^ т оператор? с:тецкалън^  сигналом. 
Таблица 4 







э а п а э д . с е к . 
I г" Г 
А. Управление 
температурой 
I . Скорость н а г ­
рева 4 20°сек ± 5 ° / с е к 
5% от з н а ч е ­
ния темпера­
туры 
1,0 с е к . 
2 . Максимальная 
температура 
нагрева п о в е р х ­
ности диска 
1500°С ± 7 5 , 0 ° неопредел. 
3. Отклонение 
эксперимент, 
кривой Т от 
расчетной Т А 
+ ЗСР. о 
в п р е д е ­





I . Скорость и з ­
менения 
^ 0 , 0 5 а т / с е к * 0 , 0 5 а т / с 
5% 01 э н а -
е денияР 1,0 с е к . 
2 . Максимальное 
давление 5 ат . 
1 0 , 0 5 аз 
3. Минимальное 
давление 
0 ,1 ат ± 0 , 0 5 аз 
В. Регистрация 
температуры 
5% от з н а ч е ­
ния темпера­
туры 
0,5 с е к . 
Фаза 6 . Распределение функций между человеком 
и машиной 
При распределили функций между элементами НИС, е с т е с т ­
венно исходить из т е з и с а : НИС - для исследователя. Это 
значит, что НИС не только должна выполнять функции в о з ­
действия на объект исследования, измерения, контроля, 
накопления и обработки, но и функции общения с и с с л е д о ­
вателем. 
Однако далеко не в с е функции следует стараться в о з ­
ложить на ЦВМ. "Человека и машину можно сравнивать друг 
с другом дде выяснения трех в о п р о с о в : в чем они схожи, 
в чем они различаются; и как, зная сходство и различие, 
найти такой способ одновременного использования людей 
и машины, который бы позволял получить наилучшие р е з у л ь ­
таты" . / 8 / . 
В конечном итоге распределение функций между ч е л о ­
веком и машиной зависит от соотношения: 
1) Степени удобства взаимодействиясНИС для исследователя 
(язык управления НИС, наглядность индикации, оператив ­
ность изменений]. 
2) Эксплуатационных качеств работы системы ( т о ч н о с т ь , 
надежность, производительность , воспроизводимость , 
объективность , . . . . ) . 
3) Графика работ (своевременность выполнения функций). 
4) Стоимости выполнения функции (денежная, потери в р е ­
мени, количество персонала, требуемая квалификация 
персонала) . 
С этих точек зрения для НИС-Т, по-видимому, рацио­
нально следующее распределение функций. 
Оператор: 
- проверка состояния НИС; 
- принятие решений в аварийных и п^дав.арийных с и т у а ­
циях; 
- паспортизация эксперимента; 
- выбор режима эксперимента; 
- сортировка и анализ результатов эксперимента; 
- оценка качества эксперимента. Ц в м: 
- тесты каналов НИС; 
- с б о р информации, управление аппаратурой и контроль 
за аппаратурой во время операций; 
- сообщение оператору о наличии аварийных и предаварий-
ных ситуаций; 
- выдача оперативной информации; 
- расчет режимов управления; 
- первичная обработка (фильтрация, приведение к нагляд­
ной системе к о о р д и н а т ) ; 
- накопление данных (в виде перфолент, таблиц, графиков) . 
Однако вопрос о распределении функций периодически 
может пересматриваться в ходе проектирования. 
Распределение функций не является последней фазой 
этапа формирования задачи. 
Обычно на этом же этапе проводится предварительное 
планирование НИР и ОКР, распределение обязанностей меж­
ду разработчиками и другие операции организации процесса 
проектирования с и с т е м . 
На этом же этапе проводится подробное описание сущ­
ности задачи (как об этом говорилось выше) и .рассматри­
ваются некоторые пути решения задачи. 
§ 5 . Этап синтеза 
На этапе синтеза разрабатываются основные альтерна­
тивы решения задачи. 
При разработке альтернатив исходят из основного 
принципа системности . Этот принцип заключается в том, 
что любую систему можно расчленить на более простыв 
подсистемы, а последние - на еще более простые элементы 
/ 1 - 6 / , что позволяет свести задачу синтеза сложной 
системы к подзадачам синтеза ее элементов. 
Таким образец задача синтеза НИС—Т заключается в 
решении следующих подзадач и п о д с и с т е м : 
1 . Подзадача управления температурой диска , она 
сводится в свою очередь к подзадачам: 
- выбор принципа управления Т, 
- построение подсистемы управления Т , . 
2 . Подзадача измерения температуры. 
- выбор принципа измерения Т, 
- построение подсистемы измерения Т. 
3 . Подзадача измерения давления Р: 
- выбор принципа измерения Р, 
- построение подсистемы измерения Р. 
4 . Позадача сбора и накопления информации. 
5. Подзадача аварийного контроля и блокировок. 
6 . Подзадача контроля и управления аппаратурой. 
7. Лодпадачавыдачи информации оператору , 
8 . Подзадача определения общей структуры НИС. 
Решение этих подзадач обычно проводится в два 
приема: 
1. Сбор исходной информации по альтернативам. 
2 . Генерация новых альтернатив. 
При сборе исходной информации пользуются литера ­
турными обзорами, консультациями специалистов, п а т е н т ­
ной литературой и т . п . Особенно эффективным может о к а ­
заться использование энциклопедической и справочной 
литературы (физическая энциклопедия, техническая энцикло­
педия и д р . ) в которой , кроме краткого и доступного 
обзора , обычно дается список соответствующей литературы. 
При генерации новых альтернатив пользуются различ­
ными эвристиками поиска новых решений / 2 , 4 / . 
1, ,!гг1од п : , п а г с в о г о штурма". Использование этого 
ыетад& е м з а н а о пытштМш следующих зосъми правил; 
- рабочая группа должна с о с т о я т ь из различных специа­
листов хорошо представляющих данную задачу, но они 
могут и не иметь специализацию по задаче , 
- с оциалисты не должны быть слилкоы глубоко связаны • 
- и с м ш а Э т ш * любое административное, либо авторитар­
ное д а ь л ш ш внутри группы, 
- исключается любая критика, либо суждения на момент 
генераций г,-;деЯ - наиболее важное правило, 
- обязательно генерирование непрерывного потока идей, 
- необходимо свободно высказывать сзои мысли, поскольку 
при последующем после " м о з г о в о г о штурма" разборе идей 
самые "нелепые" в период генерации идеи могут о к а з а т ь ­
ся решением задачи, либо с п о с о б с т в о в а т ь его нахожде­
нию, 
- рассматриваемая задача не должна быть слишком конк­
ретна, 
- во время генерации идеи должны фиксироваться ( о т е н о -
г р е ш а , фонограмма и т . п . ) . 
После проведения " м о з г о в о г о штурма" следует крити­
чески проанализировать идеи , отобрать из них час*гь для 
составления списка альтернатив. 
2 . ..(етод инверсии. Предполагает инверсию имеющихся 
способов решения задачи, например, если известный с п о ­
с о б предполагал нагреватель снизу образца, то следует 
рассмотреть противоположную позицию; если нагреватель 
представлял излучатель , то следует рассмотреть " н е - и з -
лучателькые" нагреватели - контактные, буферные, кон­
вективные и т . п . ; если температура измерялась термопа-
рами, то рассматриваются "нетермопарные" варианты -
(пирометры, изменения свойств объекта и м и ) , 
3* Метод анацогци» Предполагает рассмотрение анало­
гичных ситуаций, Например, задача нагрева образца с р а в ­
нивается с задачей плавки металла, либо с задачей п о с т ­
роения вакуумного диода и т . п . 
Цетоа эмпатии. Означает вхождение одной личности 
в роль другой, Этот принцип при должной тренировке может 
быть распространен и на технические объекта . Метод ампа-
тии позволяет более детально учитывать процессы, п р о и с ­
ходящие о объектом поскольку разработчик "переносит" 
себя в непосредственную близость с о б ъ е к т о в , либо даже 
отождествляет себя с ним. 
"Отождествите себя с ядром ореха , находящегося под 
скорлупой. Чтобы выйти наружу, нужно, чтобы вам помогли 
п р о д а в и т ь скорлупу. От уяснения этой задачи до 
схемы подачи воздуха под давлением остается один н е б о л ь ­
шой ш а г и / 2 / . 
5 . Систематическое исследование новых комбинаций 
МвтоД представляет собой нахождение нового решения 
"путем создания новых комбинаций вещей, процессов или 
идей" / 2 / . 
Например, таблица вариантов нагрева образца может 
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6. Кроме ш те не ра чцопекит методов , существует ряд 
других : метод идеадизшшя, метод Делъфи, сенектика и д р . 
на которых о с т . : &1 ; \ -г. : не будем. 
"..мет/л- л;:::ь оокозкую о п а с н о с т ь , подстерегающую р а э -
р а б о т ч ж а а» этапе проектирования • 
3 с >: о л о г и ч е с к а. я и н е р ц и я ' 
Явление ш Е Ш м г а в бессознательном влечении в 
какс ' /у- ; : . : : -днсму (вообще, к ограниченному набору) 
^иишбле^ному" методу решения задач или к одной а л ь т е р ­
н а н т е . Ясен тот з р е д , который может нанести отказ от 
рассмотрений многих вариантов . Конечно "излюбленный''ва­
риант может д а й о т в я т е л м о оказаться лучшим в создавшей­
ся сйтуе&ИК» но к этойу к а Д ° прийти, проанализировав 
изрядное кол/.чеахзо других вариантов ; 
Часто психологической инерции может с п о с о б с т в о в а т ь 
низание решений ьаказчкком. В этом случае следует 
разъяснить заказчику, что он тем самым отказывается о т , 
&ОЗШЖ&0, более опт.вольных решений. Кроме т о г о , посколь 
ку процесс выработки альтернатив представляет собой наи­
более интересны!* коменФ проектирования, навязывание р е -
шекия заказчиком тжш. разработчика творческой инициа­
тивы при создании системы. 
Психологическая инерция преодолевается осознанием 
е е , специальной тренировкой, изучением разнообразных 
методик исследований. 
Принцип равномерного огрубления 
Он состоит в том , что при проектировании элементов 
системы исходят из согласований ограничений на различ­
ные свойства элементов друг с другом. Например, если 
и з в е с т н о , что класс точности одного элемента низок, то 
не будет имэть смысла стремиться необоснованно ставить 
на ним элемент значительно более высокого к л а с с а . Лаа-
дому элементу должен быть сопоставлен "достойный" е г о 
илои*л;т (по параметрам , сложности, возможностям) . 
Этот принцип"нарушается особенно ч а с т о . 8 р е з у л ь ­
тате - с одной стороны появляются системы, в которых 
комбинируются, например, нестабильные, : .юдлекпо-деЙст-
иулидие коммутаторы и цифровые приборы высокого класса , 
а с другой стороны - возникают неоправданно большие 
затраты на проектирование отдельных элементов с явно 
наш шейным и технический требованиями. 
Принцип соответствия мощности 
принцип заключается Б Ту .^оьаими соотнетствин 
"МОЩНОСТИ" (носложностей ) 4 разрабатываемой НйО; "мощнос­
ти" класса предполагаемых последования. Проек­
тирование системы В^одравдаэдо большой "мощности" з а р а ­
нее определяет низкую эффективность ее работы, а проекти-
(ЮН аНИО НИМ С заНИМСИНОЙ МОЩНОСТИ В ЛуЧЛвМ Случае "Оо:; а -
чает быстрое м о р д а и о с отароние м:-1о. Однако следует з а -
метить, что титшщ любому и а о ш д о э а н ш сопутствует 
неопределенность в методе и с р е д с т в а х , то мощность НПО 
долмиа $а#ь ц ш ш л ы с о ни.ао, чем требуется вначале; атот 
избыток может быть тем больше, чем выше степень неопре -
долеиноети, чтобы обеспечить в последующем совершенство ­
ван^; методики и средств исследований, 
"Метод единичной нити" / I / 
Итак, на втором э т а п е , по существу, имеется набор 
решении для построении будущей системы, ее основные 
элементы; е с т е с т в е н н о , что чаеть отих элементов впослед -
отчий может окапаться несовместимой. 
Однако, как правило, такой набор позволяет получить 
несколько вариантов йртШФ$$ш№ системы, каждый из к о ­
торых удовлетворяет требоймниям проектного задалин. Пост-
роонио варианта системы па основе совокупности элементов 
- ьг -
подучил название "метода единичной нити 1 1 , Этот метод 
заключается в определении с п о с о б а действия НИС на каж­
дый из разнотипных входов системы. 
'Метод единичной нити 1 1 предполагает: 
1 ) Нахождение функционной блок-схемы НДС, т . е . алгоритма, 
реализуемого системой в ходе отработки реакции на каж­
дый в х о д . По-существу, э т о блок-схема , объединяющая 
о5об!декнов описание функций ЦВМ, локальных автоматов 
оператора, а также взаимодействий между ними в п р о ц е с ­
се проведения исследований осьекта* Исходным пунктом 
монет явиться "шаблон" НИС. 
2) Определение блок-схемы оборудования. Эта блок-схема 
получается в результате реализации функциональной 
с л о к - с х е ш НИС с помощью известных ранее элементов 
* Вда или элементов , полученных в процессе генерации 
идей. 
Не исключена коррекция функщоадшрьнои блок-схемы 
в соответствии а возможностями элементов* 
На блок-схеме оборудования указываются обобщенные 
потоки информации чарез различные элементы НИС. 
3 ) Разработка блок-схемы компонентов. Здесь каждый 
элемент оборудования представляемся необходимыми 
компонентами. На бхеае э т о г о типа приводятся наиме­
нования устройств и поток информации между внутренни­
ми элементами системы. 
§ 6 . ЭТАП Ш. Анализ альтернатив* ' 
Третий этап заключается в тщательном анализе вариан­
тов решения задачи. 
При анализе рассматривают каждую альтернативу с т о ч -
+ ) Иллюстрация анализа альтернатив для НИС-Т дана в 
следующей с т а т ь е ( с т р . 85^). 
ки зрения возможности работы системы в реальных у е л о -
виях с учетом накладываемых ограничений на х а р а к т е р и с ­
тики системы (ь 1рщность, надежность, б е з о п а с н о с т ь , с о в ­
местимость элементов, ограниченные ресурсы и т . п . ) , а 
также на методику проведения эксперимента с помощью 
системы ( т о ч н о с т ь , инерционность, воспроизводимость , 
доступность измерительной1 информации, полнота измери­
тельной информации, универсальность режимов регулиро­
вания, наглядность результатов , оперативность ведения 
эксперимента и т . п . ) . 
На этом этапе обычно выполняются следующие процеду­
ры / 2 / . 
1. Определение задачи анализа. Здесь необходимо с ф о р ­
мулировать основной аопрос, допускающий получение вполне 
определенного конкретного количественного решения. 
2 . Построение модели. Модель служит для определения 
рабочих характеристик каждого варианта решения задачи 
и для выяснения затрат на реализацию варианта. Модель 
должна учитывать наиболее существенные стороны реальной 
ситуации. "Создатель модели старается воспроизвести 
в миниатюрной, контролируемой форме действие изучаемой 
системы в реальном мире" / 8 / О н а может быть как анп л о г и ч е с ­
кой, на основе применения физических принципов, так и 
экспериментальной. Й р построении модели особенно важ­
но пользоваться ""принципом равномерного огрубления" . 
3. Применение физических принципов и накопление 
данных. Модель обычно стараются выразить на языке м а т е ­
матических уравнений, описывающих наиболее общие физи­
ческие принципы, в крайнеи случае это могут быть специаль­
ные уравнения, если есть уверенность в применимости всех 
ограничений специальных методов для моделируемой задачи. 
Накопление данных предполагает использование э к с п е ­
риментальной модели и должно проводиться с учетом с т а т н о -
тичеокого характера измеряемых величин и методов плани­
рования эксперимента, 
4* Проверки, Необходимы для избежания ошибок на э т а ­
пах проектирования с и с т е м . Различают два вида проверок 
/ 2 / : математические и проверки соответствия физическому 
смысл:/. 
Математические проверки предполагают: 
1 . Проверки веркссти записи формул и исходных данных; 
2 . Проверки результатов вычисления; 
3 . Проверю* аналитических р е з у л ь т а т о в . 
Проверка физического смысла результатов : 
I , Проверка размеренности уравнения; 
Ьч Проверка пределов , т . е . удовлетворяет ли решение 
предельные случаям внешних параметров; 
3._ Проверка тренда, т . е . удовлетворяет ли решение с 
точки зрения медленного р о с т а ( спада) внешних пара-
у е т р о в ; 
4« Проверка знаков , т . е . удовлетворяет ли Знай измене­
ния результата при различных Направлениях изменения 
внешних параметров; 
5 . Проверка полноты р е з у л ь т а т а , т . е . учтены ш в резуль ­
тате в с е существенные факторы. 
5. Сценка к обобщение. На атом этапе определяется 
степень соответствия результата изучения модели реаль­
ной задаче . Наиболее достоверный ответ в этом случае 
может дать постановка моделирующих экспериментов, п р е с ­
ледующих цель Получение информалии о наиболее неопреде­
ленных и неочевидных режимах работы будущей системы. 
Здьоь же,экспериментально, либо с иных теоретических 
позиций, чем принятая при моделировании, оцениваются 
принятые допущения при построении модели и ях влияние 
на результат моделировании. 
На энапе оценки проверяется соответствие результата 
моделирования исходной неопределенной задаче , которая 
яри построении модели была заменена точным вопросе* 
(оерией в о п р о с о в ) , сделавшим возможным поотроение м о ­
дели. 
На данном этапе приходится пользоваться специальной 
методикой принятия решения. 
Процедура обобщения особенно вакна* если арвдполо» 
гается дальнейшее развитие , проектируемой системы и при­
меняемой методики экспериментирования с помощью а*ой 
системы* Часто вта с т о р о н а дальнейшего существование 
системы является не менее важной, чем ее назначение для 
целей непосредственно указанных в Проектном задании. 
Иногда может оказаться * Что достаточно Наделить Ойстему 
некоторыми дополнительными по отношению к заданию с в о й ­
ствами, чтобы существенно отдалить срок морального с т а ­
рения система . 
Какими именно свойствами нужно снабдить систему и 
какие ограничения необходимо ослабить, решается На этапе 
обобщения. 
6 . Оптимизации Эта Процедура может йыНолня*ьой 
непосредственно оа этапом обобщения, однако оптимизация 
в той или иной форме обычно оопутствует всем этапам п р о е к ­
тирования систем• 
Оптимизация ыохет «дти в форме итеративного процесса , 
при котором одни и та * в задача решаетой многократно с 
целью получения йМОвкйЙ Оптимального решений. 
Оптимизация может быть й локальной, к о г д а ^ е й о л ь з у я 
традиционный математический аппарат, находят оптимальные 
характеристики элементов систем , оптимальные параметры 
Режима экспериментирования, минимальные ва*ратн на поохг 
роен!» сметены й т . п . 
?• Представление и выдача результатов . На атом 
агапе оформляются основные резумвтатн синтеза и ан^лмва, 
зм, т . е , йесь п т е л ь с к й й , теоретический и э к с ­
периментальный матери/. ' . . 
Как правило,составляются два о т ч е т а : краткий - с 
изложением наиболее существенных результатов работы и 
детальный - с подробным обоснованием способов получе ­
ния и обработки всей информации заключенной в резуль ­
татах работы. 
§ 7. Этап 1У, Принятие решений 
Приятие решений / 2 . 3 , 7 / означает сравнение и вы­
бор такого варианта решения задачи, который обеспечивает 
наиболее оптимальное достижение поставленной цели при 
учете в с е х существенных факторов. 
Цель. Проектирование системы (как и всякое проекти­
рование) бессмысленно , в еоли нет цели, которую нужно д о с ­
тичь в результате проектирования. Однако зачастую цели 
приходится формулировать самим проектировщикам, поскольк, 
непосредственный опроо заказчиков редко выявляет все 
истинные цели, В таком олучао / 7 / проектировщик должен, 
исходя из целей, сообщенных заказчиком, разработать один 
из вариантов решения задачи и представить заказчику опи­
с о к возможных р е з у л ь т а т о в . Обсуждение э т о г о списка с о в ­
местно о заказчиком поможет выявить истинные цели задачи, 
Список целей может включать не только цели,которые т р е ­
буется д о с т и ч ь , но и ранее достигнутые цели, котг^ые нуж 
во сохранить. 
Альтернативы. Альтернативами называются различные 
варианты достижения поставленной цели. Практически лю­
бая задача решается многими способами, разница только в 
качестве решения и объеме затраченных р е с у р с о в . Поэтому 
оптимальное или близкое к нему решение всегда связано с 
анализом многих принципиально различных альтернатив. 
Чем более полон список альтернатив, тем может быть 
больше уверенности в успешном решении задачи. При состав ­
лении списка альтернатив пользуются обзорами, отдельными 
литературными источникам», специальными ка*адо1>ами, 
личным опытом й т . п . К атому описку обычно добав яютсй 
альтернативы, полученные эвристическими методами г е н е ­
рации идей / 2 / . 
В число факторов, с которыми приходится очищаться 
при проектировании систем, входят следующие; 
- научная необходимость построения НЙС, 
- техническая целесообразность^ 
- экономическая эффективность* 
- необходимые ресурсы! 
- человеческие факторы. 
Факторы, обусловленные ресурсам ! , предполагаю*2 
- наличие финансов для разработки и последующей эксшгуа-
тации НЙС| 
- наличие кадров для ОКР й производства* 
- наличие Материалов й оборудований, 
- наличие помещений, 
** наличие необходимого времени для разработки* 
Чтоб^ список факторов не бия слишком большим, обычно 
определяются основные * наиболее существенные факторы* 
Критерий / 3 / 
Принятие оптимального решений в значительной с т е п е ­
ни зависит от выбора критерия, по которому Производится 
выбор альтернативы. Критерий обязательно Дол*ей учиты­
вать как общие затрата* *ан й резуяь*а*ы й дос*Й*еййй 
Дели / 3 / . ^ 
Есть два типа критериев : 
- можно зафиксировать цель й искать самый дешевый дуть 
достижения этой цепи, 
- можно зафиксировать затраты и иок&ть ОПобоб МосШгё-* 
ния Уаксимума поставленной цели. 
О Список факторов для анализа НЙС-Т гфйведей й Ойедую-
щей статье ( с т р . §5) . 
Мера э&Ьектцвцости / 7 / 
Возможность проведения выбора альтернативы о п р е д е ­
ляется способностью оценить затраты и результаты д о с т и ­
жения целей. 
Коли цели носят количественный характер , то обычно 
производят операцию "взведивания" целей, т . е . их приве­
дение к одному эталону измерения (например, стоимость , 
надежность, воспроизводимость операций и т . д . ) . 
Празлла принятия селения 
Процедура принятия решения, помимо формулирования 
цели, изыскания альтернатив, определения факторов и 
выбора критерия, должна иметь определенные правила и 
рациональный порядок.принятия решения. 
В большинстве случаев используртся следующий э в р и с ­
тический метод / 2 , 7 / : 
1 . Составляется описок целей, 
2 . Составляется список альтернатив, 
3. Составляется список факторов, 
4 . Определяется критерий эффективности, 
5 . Минимизируется список целей. Для этого ищутся и 
устраняются те пели, которые являются подцелью по 
отношению к другим. 
Устраняются также те цели, которые не могуъ быть 
достигнуты с помощью альтернатив. 
6 . Минимизируется список альтернатив: 
- устраняются альтернативы, нарушающие поставленные 
ограничения, 
- устраняются альтернативы, которые нельзя реализовать 
из - за ограниченных р е с у р с о в , 
- устраняются явно недостижимые альтернативы. 
При этом обязательно нужно фиксировать причины 
устранения альтернатив. 
7. Упорядочение оставшихся альтернатив. При этом спи-? 
со:с альтернатив подвергается классификации по н е к о ­
торым общим признакам. Результатом классификации 
является граф альтернатив, отдельные Е е т г ч которого 
представляют детализацию различных альтернативных 
путей . Граф альтернатив делает обозримой всю с о в о ­
купность вариантов решения, позволяет проводить 
оперативный анализ совокупности , ее расширение и 
изменения отдельных компонент. '* ' 
При составлении графа альтернатив следует иметь 
в виду , что на нулевом уровне в сегда имеется 3 а л ь т е р ­
нативы: А 0 - о тказаться от разработок , 
- отложить разработки, 
А 2 - начать разработки. 
0 - уровень А 0 - - | 2 - _ _ _ _ _ ^ 
1 - уровень Ар л ^ ^ ^ ^ % ^ ~ ~ ^ 2 3 
2 - уровень А 2 Д . 1 А 2 1 2 А 2 2 1 А 2 2 2 А 2 2 3 А 2 3 1 А 2 2 1 А 2 2 2 А 2 2 3 А 2 3 1 А 2 3 2 
8. Циниыизируется список факторов . Это д о с т и г а е т с я , в о -
первых, устранением ^существенных факторов . Однако 
часто относительно большинства факторов, до выполне­
ния последующих процедур, установить степень сущест ­
венности бывает очень сложно, поэтому на данной зта^ 
пе минимизация должна быть исключительно осторожной. 
Если поедпслагается чисто количественный анализ 
альтернатив, то устраняются и те факторы, которые 
либо вообще не поддаются количественной оценке, либо 
такая оценка требует: значительных з а т р а т . 
+ ) на с т р . 91 приведен граф альтернатив для проблзмы 
нагрева д и с к о в . 
Устраняются также и те факторы, которые в равной 
отепени относятся ко все*м альтернативам, поскольку они 
не Позволят провести необходимую минимизацию альтерна­
т и в , 
с В любом случае причины устранения факторов обязателг 
ио фиксируются. 
9 . Составляется граф ф а к т о р о в . Сложность графа, т . е . 
количество уровней факторов , зависит от степени 
детализации задачи. Чем глубже мы хотим проследить 
влияние фактора на альтернативу, тем разветвленной 
и длинее окажется граф(ИС*2.)* 
Такая систематизация, как и для случая альтерна­
т и в , делает обозримой всю совокупность факторов й, 
главное , позволяет -быстро й качественно производить 
• оценку альтернатив не "зарываясь 1 ! в мелочные оценки. 
Это становится возможным, если оценку производить 
каждый раз с наиболее общего уровня графа и по н е о б ­
ходимости переходить на более детализованные уровни. 
Конечно, процедура упорядочивания делает возможным 
последующее расширение, либо сужение списка факторов. 
На этапе систематизации факторов выясняются также 
взаимосвязи факторов . 
Обычно ослаблений либо усиление одного из факторов 
влечет за с обой изменения в других факторах (усиливает , 
ославляет , отбрасывает , добавляет новые факторы) . Выяс­
нение взаимозависимости факторов - важный момент для 




Р и с 2 . 
10. Минимизация альтернатив на основе факторов . Эта 
процедура связана с оценкой каждой альтернативы 
(в порядке убывания общности) на основе факторов 
(также в порядке убывания общности) . 
Здесь о с о б о важным обстоятельством является 
возможность количественной опенки альтернативы с т о ч ­
ки зрения удовлетворения совокупности факторов , з 
этом случае для минимизации может быть использована 
процедура 13 . 
11 . Минимизация факторов на основе альтернатив. Часть 
факторов пооле выполнения пункта 10 о т п а д а з т , если 
соответствующие им альтернативы вычеркнуты из описка. 
Среди оставшихся факторов могут быть такие , к о т о ­
рые в равной степени относятся ко всем оставшимся 
альтернативам, Их тоже следует вычеркнуть. 
12. Теперь возможно 6 вариантов: 
а) Альтернатив больше не о с т а л о с ь , т о гда следует 
обратиться к методам генерации идей с целью 
разработки новых альтернатив и перейти к пункту 
2 . Если попытка генерации не увенчалась успехом, 
следует пересмотреть причины заставившие вычерк­
нуть все альтернативы извернувшись к пункту 6, 
ослабить некоторые требования. 
б) Исключены все факторы, в этом случае нужно и з у ­
чить, причины исключения и , в е р н у л и с ь к п р о с ­
лабить некоторые, либо можно воспользоваться 
случайным выбором оставшимся альтернатив, 
в) Остался один фактор. С л е д у е т , в о с п о л ь з о в а л и с ь 
методами принятия решений (пункт 13 ) либо о п т и ­
мизации, произвести выбор оптимальной альтерна­
тивы. 
г ) Осталась одна альтернатива. Если э т о у д о в л е т в о ­
ряет , то можно её принять, если н е т , то следует 
пересмотреть причины исключения альтернатив и 
вернуться к пункту 6 , либо попытаться предложить 
новые альтернативы и перейти к пункту 2 . 
д ) Если возникла слезная ситуация и объективные 
зы*ар в с е еще невозможен, следует пересмотреть 
щржщшш исключения альтернатив и фзктороа л п о в ­
торить в се процедуры сначала. 
1ЪЩ Этот пункт относится к численной методике принятия 
рщений« Прежде всего следует иметь количественные 
оценки альтернатив по факторам, 
Ьолн такие сценки существуют, то можно использо­
вать различные формальные методы подсчёта эф5ектив-
кости ельтернатиа / 2 , 7 / . 
Обычно со ставляется матрица потерь (или выигры-ъ 
? Таблица 6 
факторы Ф г Фр , 
веса факт, •. / 
V I гг УЗ 
альтернат . 
Ч • . * И р 1 2 ? 1 3 Р 2 1 Р 2 2 Р 2 5 • 
А 3 Р 3 1 Р 3 2 Р 3 3 
№ с ь ; Р/; * потери (выигрыши) для А;-альтернативы. 
Ф * - фактора. 
Затем определяется математическое ожидание потерь 
(выигрыза) для каждой альтернативы: 
и, исходя из принятого критерия, выбирается альтерна­
тива, обеспечивающая потери ( т о , * вьщгрыш). В олвдующей с т а т ь е ( с т р . ) приведен ревультат 
минимизации альтернатив для НЙС-Т и их оценки. 
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Я.Страумен 
СИСТЕМНОЕ ПРОЕКТИРОВАНИЕ БЛОКА НАГРЕВА ДЛЯ НИС-Т 
§ I , З а д а ч а 
Требуется постройщ систему для моделирования у с л о ­
вий нагрева , .заданных р и с . I . 
Указанные режимы должны реализоваться на лицевой 
поверхности исследуемых о б р а з ц о в , которые представляю* 
собой диски диаметром до 60 см и толщиной до 2 см. 
Учаоток I : 
Происходит возрастание температуры на лицевой поверх­
ности диска с о скоростью (Щ) не более 3 0 ° / с е к . о» 
350°К до 1800°К , следовательно , наименьшее время прохож­
дения участка I будет 
Давление на лицевой поверхности должно быть близко 
к нулю. 
Участок 2; 
Происходит снижение температуры за время ^ на 
лицевой поверхности диска от Тт до Т 2 за счет излучения 
б пространство абсолютно черного тела о температурой 
?7°К и ва счет таплоотвода в глубину диска . 
Давление на лицевой поверхности близко к нулю. 
Время нам неизвестно й , следовательно* неизвестна 
конечная температура Т 2 . 
Участок 3 : 
Происходит повторное увеличение температуры от Т 2 
до с о скоростью не более 3 0 ° / с е к и не достигает 
значений Т-р Процессы теплообмена на участке " 3 " анало­
гичны участку Н 1 П . Время прохождения участка неизвестно . 
Участок 
Температура лицевой поверхности диске уменьшается 
от Т3 до Т 0 и з - з а конвективного теплообмена между п о ­
верхностью диска и воздухом, имеющим температуру Т 0 , а 
гакже излучением в пространство абоолютяо черного тела 
(77°К) й разравниванием температуры в д и с к е . Врзмй €1 
аожно подсчитать . 
§ 2 . УСЛОВИЯ, МОДЕЛИРУЕМЫЕ НА 
СТЕНДЕ НИС-Т 
Ниже будут изложены наиболее ж е с м м е режимы, которая 
предполагается моделировать на стенде НИС-Т. 
Участок I ( р и с . 1 ) 
О шейный нагрев лицевой поверхности диска от 300°К 
до Т80С°К эв врезя 30 сек* 
Величина давления ( 0 . 1 0 0 ни р т . с т . ) компенсируется 
давлением на заднюю поверхность диска* 
Участок 2з 
Охлаждение от Ту до Тр можно вести без регулирования! 
до любого значения Т & 7 7 & К # если степень черноты лице ­
вой отороны на этом участке с о о т в е т с т в у е т (не ниже) с т е ­
пени черноты изделия в эксплуатационных условиях , а также 
если теплообмен происходит в вакууме между диском и а б с о ­
лютно черным телом 7? °К . Однако реализация подобного режи 
на потребует большого расхода хладагента. 
Если охлаждать диск аа счет излучения на тело с други 
ни тепловыми параметрами ( степень черноты € = 0 , 9 , темпе 
ратура 300°Й| с большой лицевой поверхностью 
Го« дисша) , то Т 2 может быть определено, исходя ш следуй 
щах оценок, 
Известно / 4 / , что приведенная степень черноты 
жг * к - 1 
или * 
при р . ( 2 ) 
г д е ; 8 а - степень черноты изделия на участке 2 ? 
6 - степень черноты поглощающего т е л а , 
ГрРф* поверхности изделия и поглощающего т е л а , 
с о о т в е т с т в е н н о . 
Если 10 ~ 0 , 9 , то € „р~6г п о Ш* 
Таплоотвод на участже " 2 " должен быть: 
Так как по заданию температура диска может отклоняться 
от расчетного не более чем на ± 30°К, то охлаждаиций поток 
при температуреодиска (Т + 30°К) и Т 0 г= 3 0 0 ° К будет 
Поскольку должно выполняться 
О стена ^ 0?к<ил 
т о , подст^рляя ( 3 ) и ( 4 ) в ( 5 ) : 
Решая ( 7 ) . получим, что Т^> 400°К, а истинная Темпера­
тура Т 2 ^ 430°К. Если Т 2 должно быть еще ниже, то п о т р е ­
буется дополнительное охлаждение. 
Величина давления Р 2 на лицевой поверхности диска 
должна быть ниже I мм р т . с ? « , в общем Р 2 будет зависеть 
от компенсирующего ( с обратной поверхности диска) д а в л е ­
ния Р 2 и от учета влияния на изменение скорости охлажде­
ния. 
Участок 3: 
Здесь должны- быть обеспечены, по крайней мере , у с л о ­
вия " I " участка , но Т 3 < Т х , а 7 6 0 . » Р 3 у I (мм р т . с т . ) 
Участок 4 : 
Уменьшение Т^ до Т 0 путем излучения (как на участке 
" 2 " ) и за счет конвекции г а з а температуры Т 0 . Требуется 
регулирование Т. 
Давление Р 4 близко к 760 мм р т . с т . 
( 5 ) 
( 6 ) 
( ? ) 
/V Тк 
Рис . 2 / 1 1 , 1 3 / Рис. 3 / 4 , 1 1 , 1 3 , 1 9 / 
§ 3 . ОЦЕНОЧЕН РАСЧЕТ РЕЖИМА НАГРЕВА ДИСКА 
МШИ 
В качестве примера рассмотрим кварцевую пластину,тол­
щиной к* 20 мм, температура лицевой поверхности растет ли­
нейно (300 • 1800°К) (в * 1.08 ; ХС^град /чао ) , вторая п о ­
верхность теплоизолирована. 
Т р е ф в т с я определить распределение температур и тепло­
емкость по толщине во времени, а также мощность нагрева 
Оценка 
Для расчета приняты значения табл. I , 
Д п 
). = Л К Ч т - т с . ; ' Г " ' 
а 
( 9 ) 
( 1 0 ) 
( И ) 
( 1 2 ) 
(13 ) . 
( I I) 
( 1 5 ) 
X - расстояние определяемой точки от 
передней поверхности . 
Расчетные данные приведены в виде' кривых на р и с . 4 , 
где каждая кривая с о о т в е т с т в у е т распределению Т по 
толщине пластинки при определенном ^ , которому с о о т ­
ветствует заданная Т х = 0 " ( с м . т а б л . 1 ) . 
Таблица I 
% 
[ с ? к ] - Т о +1г 
С 
гьт-гас Т а к т Г /-IV 1 с Р 
0 ЗОО'К 0, .373 1,46 2210 2 , 4 4 , Ю ~ а 
10 ООО с 295 1,80 •1 2,76 Й 
2 0 900 о, 3 1 9 2,12 II 3 , 0 0 • " 
3 0 1200 345 2 , 4 4 « 3 , 2 0 " 
40 1500 367 2 ,74 3 , 4 0 " 
50 1800 о 394 3,03 Н 3, 55 м 
Расчет ведется по / 1 8 / . Температура, любой точки по 
толщине определяется формулами: Т = Т С + О Щ ' ( 8 ) 
г д е : ..г 
Рис. 
При расчетах .ь пластине выделяются слои ( р и с . 4 ) т о л ­
щиной 1 | 2 , 2 : 1 5 > 5 г 5 ым, имеющие в е с & ( к г / м 2 ) . 
Для каждого слоя при определенном *С определяется., Тер по 
р и с . 4 , п о рлс .2 находится соответствующее И С , ! ; теплоем­
кость вычисляется по 
О. - с - & Т с р ( 1 6 ) 
Сууиируя теплоемкости по слоям, получим суммарные 
теплоемкости для всей толщины пластинки при данном ЯГ , 
Результаты приведены в т а б л . 2 . 
Среднюю мощность н а г р е в а , необходимую для увеличения 
теплоемкости пластинки,можно получить из т а б л . 2 . 
Результаты соответствующих вычислений приведены В 
таблице 3 ж на р и с . 5 . 
2 Ю* 
Рис. 5 . 
Для расчета потерь на излучение принимаем. к±о оооа> 
ношения поверхностей й степеней черноты 
11 
Г - 0 . 1 
г д е : = 0 .29 - проходное сечение диска», 
внутоен .поверхность обоймы, 
- степень черноты отражателя, 
82 м отепень черноты внутр.поверхн.обоймы 
кт*ард. 
п л а с т . 
> отражатель 
Е С 
X 1 = Ю г Г-20 Г , - 3 0 Г*. 1 •-5С 
Л 
0 кг * 1 
с ' а % с й С "Г - Р С а с а Т С а 
и 
**• 
I 2 , 2 300 0 ,273 180 520 0 ,290 332 820 0 ,313 563 поо 0,336 810 1400 0 ,360 ПОО 1650 0 , 4 3 0 1570 
2 м • 360 ЗП 0,278 465 640 0 ,300 845 Ь70 0,319,1220 иго 0 ,340 1680 1350 0 ,356 2110 
3 м • 360 300 0,273 360 450 а,гв4 560 660 0,302 885 850 0,317 1190 1050 0 ,334 1540 
4 II и н 900 300 к 900 310 и, с" 73 93С 450 0,284 1400 580 й(ш 1890 700 0,305 2350 
5 II п я 900 300 п 900 300 900 320 0,274 965 370 0 , ?78 ИЗО 42С 0 ,282 1310 
6 П я 1Г 900 300 II 900 500 п 900 300 0,2 ' '5 : :о 3 ,0 0 ,27* 965 330 0 ,274 595 
1 0 = 3 6 0 0 4 г ^ ^ 1 = 3 8 5 7 Ег= 4 696 / Г 3 - 6 1 8 0 1 ^ = 7 9 5 5 5 5 =9875 
При вычислениях потерь пластинки на одностороннее 
излучение используется формула: 
вдесь принят диаметр пластинки 60 с и . Результаты расчета 
даны в табл . 4 и на р и с 5 , 
Необходимая максимальная мощность для осуществления 
нагрева с о с т о и т ( 5 о п + 5 и п ) ' м а х = ( 2 . 0 7 Л 0 5 + 0 , 6 5 5 . 1 0 5 ) 
/ в т / » 272 ,5 квт* 
Далее ним понадобится оценка общих расходов тепла 
на нагрев пластинки $ 60 см. 
Тепло для повышения теплосодержания Ос оценим по 
т а б л . 2 : 
Ос* 1 5 - I с * 9875-3600=6275 §|3 
для пластинки 4 60 см 
( 5 с п * Ж- Щр* * 6 2 7 5 в т « ч - = 2540 в т . ч . 
Оценку тепла,расходуемого на излучение,получим из 
т а б л . 4 . Для удобства пользования, результаты приведены 
в табл . 5 . 
Общий расход тепла будет Осп +и ы щ * 2540 + 235 в 
2775 в т • ч . 
Таблица 3 






6 . 9 Л 0 5 
6 , 4 Л 0 5 
5 , 3 4 Л 0 5 
3 . 0 2 Л 0 5 
0 , 9 Л 0 5 
1 . 9 5 Л 0 5 
1 . 8 1 Л 0 5 
1 , 5 1 Л 0 5 
0 , 8 . 1 0 3 с 
0 , 2 5 4 Л 0 5 
— г •к 
- — 
Потери м о в д . 
5 « [ в т / ы 2 ] 
Потери мощи,, Пластина 
и 1800 2 , 3 1 . Ю 5 0 , 6 5 5 . 1 0 5 
тм 1500 1 . П . 1 0 5 0 . 3 1 4 . 1 0 5 
1200 0 ,47 Л О 5 0 . 1 3 3 . 1 0 5 
Га 900 0 , 1 4 2 . Ю 5 0 , 0 4 . 1 0 5 с 
600 0 . 0 2 6 . 1 0 5 0 . 0 0 7 4 . 1 0 5 





иощн.на излуч , 
5 И с р е д , [ в т / м 6 ] 
с р е д н . потери 
тепла на и з ­
луч . а,сред. 
средние потери 
тепла на излуч. 
пласт .$ 600 им 
а И о р е д . [ в т л ] 
-ГГ3 - Г А 
Г» - С, 
7^1 ~ То 
1 . 7 1 . 1 0 5 
0 . 7 9 . Ю 5 
0 , 3 0 6 , Ю 5 
0 . 0 8 5 . 1 0 5 









Ю в 5 
6 ,6 
С Ц - 2 3 5 , 1 [ в т . ч . ] 
§ 4 . Анализ альтернатов нагрева 
изделия по основный факторам 
Лак видно на предыдущих оценок.задача построения 
системы нагрева (300 * 350 к з т ) не является тривиальной. 
По трудности решения э т о один из самых серьезных вопросов 
проектирования НИС-Т, 
Решение задачи проведено по оистемной м е т о д и к е , и з л о ­
женной в предыдущей с т а т ь е . 
Результаты синтеза альтернатив после проведения у п о ­
рядочивания приведены в р и с . 6 , 
Основные факторы,учитываемые при минимизации графа 
альтернатив,приведены ниже* 
Результат минимизации и оценок основных альтернатив 
оформлен в виде т а б л . б . 
Анализ показывает, что самую высокую оценку как по 
общим,так и по релевантным факторам получили системы о 
теплрвык аккумулятором. 
Описание самого анализа и з - з а е г о большого объема 
мы опускаем. 
Список факторов, учитываемых 
при проектировании НйС-Т 
Основные группы факторов 
I технические.* 
Л технологические , 






П. Технологические факторы 
П Л . Простота изготовления НИС 
П . 1 . 1 . .тип дефицитных материалов, приборов 
П . 1 . 2 . пгад промышленных элементов 
П Л . З . приемлемые размеры 
П.2 . Простота сборки 
П . 2 . 1 . стандартизация и унификация элементов 
П . 2 Л . л е г к о с т ь доступа к элементам 
П . 2 . 3 . т т разнообразия элементов. 
1 . Технические факторы 
1 . 1 . Факторы качества ШС 
1,1 Л . надежность МО 
1 . 1 Л Л . механическая надежность 
1 . 1 . 1 . 2 . термическая надежность 
1 . 1 . 1 . 3 . электрическая надежность 
1 Л . 1 . 3 . 1 . управления температурой 
I Л Л . 3 * 2 . управления давлением 
1 Л Л . 4 . надежность контроля НИС 
1 . 1 Л . 5 . автоблокировка критических режимов 
управления. 
1 Л . 2 . о т с у т с т в и е паразитных обратных 
с в я з е й . 
1 . 2 . Простота регулирования температурой 
1 . 2 . 1 . Б режиме 1-го нагрева и 2 - го нагрева 
1 . 2 . 2 . в режиме 1-го и 2 - г о охлаждения, 
1 . 3 . Универсальность НИС 
1 . 3 Л . возможность смены геометрии диска 
1 . 3 . 1 . 1 . смена диаметра 
1 . 3 . 1 . 2 . смена толщины 
1 . 3 . 1 . 3 . смена формы 
1 . 3 . 2 . возможность управления Т от ЦВМ 
1 . 3 . 3 . возможность управления давлением. 
Ш, Энергетические факторы 
I I !Д. Ограниченная пиковая мощность подводимая от 
централей 
Ш.1.1» сеть 4 ЬО квт 
Я . 2 . Ограниченный общий расход X мощности. 
1У. Измерительные факторы 
* Л . Факторы качества измерений 
ХУЛ Л * близость модели к реальным у'словиям 
1 У Д Д Д , однородность теплового потока 
1 У Д Л . 2 . возможность управления потоком 
Х У Д . 1 . 3 . Д О С Т И Ж И М О С Т Ь Т т ; п И Т т а * 
1 У Л Л . 4 . близость условий на поверхности 
диска к реальным, 
1 У Л Л . 5 . корелляция с давлением 
1 У Л , 2 . Полнота измерительной информации 
1 У Л . 2 Л . возможность измерения Т поля 
и Т поверхности 
1 У . 1 . 2 . 2 . возможность измерения терми­
ческого напряжения 
1 У Л . 2 . 3 . возможность измерения давлений. 
1 У Д . З . Точность управления Т поверхности 
1 У Л . 4 . Малая инерция управления^Т ~ 20 + 3 0 ° / с е к 
1 У Л . 5 . Малые осцилляции Т поверхности 
1 У Д . 6 . Воспроизводимость управления Т й измере­
ния. 
1У.2 . Простота измерений Т и Р не должна нарушаться 
способом управления. 
1У.З, Измерительная надежность . 
1 У . З Л . автоблокировка критических режимов изме­
рения 
1 У . 3 . 2 . контроль за критическим состоянием и 
режимом измерений 
1 У , 3 . 3 , точность измерения Т и Р 
1 У , 3 . 4 . помехоустойчивость относительно у п р а в ­
ляющих и измерительных каналов Р и Т 
1 У . 3 . 4 . 1 . т / и ь электрические помехи 
1 У , 3 . 4 . 2 , излучательные помехи 
V. Эксплуатационные факторы 
У Л . Простота подготовки эксперимента 
У Л Л . простота смены диска 
У Л . 2 . простота подготовки системы 
У . 2 . Ремонтодоступность узлов НИО 
У.З* постоянное потребление системой дефицитных 
материалов, приборов 
У . 4 , Простота ремонта узлов и их замены < 
У.5* Простота обслуживании акспер 
У . 5 Л - наглядность информации 
У . 5 . 2 * оперативность вмешательства в эксперимент 
У . 5 . 3 . минимум количества обслуживающего п е р с о ­
нала. 
У . 6 . Безопасность эксперимента 
У . б . Ь Иелучательная безопасность 
У . 6 . 2 , токсичная безопасность 
У . 6 * 3 , вврывобезопасность 
У . 6 . 4 . электрическая безопасность 
У . 7 . Возможность перевозки НИС и последующей сборки. 
V I , Организационные факторы 
У 1 Л . Наличие средств на изготовление НИС 
У 1 . 2 . Наличие помещений на сборку НИС 
У 1 . 3 , Наличие специалистов 
У 1 . 3 Л . разработчики 
У 1 . 3 . 2 . конструкторы 
^ 1 . 3 . 3 , экспериментаторы 
У 1 . 3 . 4 . монтахникн 
У 1 . 3 . 5 . программисты 
У 1 . 3 . 6 . машинисты (ЦВМ) 
У 1 . 3 . 7 . электроники 
У 1 . 3 . 8 . снабженцы 
У 1 Д . Минимум неопределенности в задаче 
1 1 . 4 . 1 . минимум нерешенных задач 
У 1 . 4 . 2 . максимум литературных источников 
У 1 . 4 . 3 . возможность проведения в с е х экспериментов. 
/ 1 . 5 * Быстрота реализации системы 
У 1 . 5 . 1 . быстрота построения узлов (разработка, 
эксперимент, изготовязние) 
У 1 . 5 . 2 . быстрота ввода ЦВМ 
У 1 . 5 . 3 . быстрота сборки и отладйи НИО. 
У 1 . 6 . Подготовка специалистов заказчика» 
УП. Испытательные факторы 
УПЛ. Испытаний у исполнителя 
УПЛ Л . ^наличие специалистов 
У П Л . 2 . наличие энергетических ресурсов 
УП.1 .3 . Наличие объекта исследований 
У П Л . 4 . возможность макетирования. 
УП.2. Испытания у заказчика 
УП.2Л* минммаль*шЗ уровень помех 
У П . 2 . 2 . подготовка персонала 
У П . 2 . 3 . подготовка площадей 
УП.2 .4 , подготовка электроэнергии 
УП.2 .5 . установка НИС 
УШ. Экономические факторы 
УШЛ. Оптимум НИР 
УШ.2. Оптимум разработки 
УШ.2.1. система управления Т 
УЩ.2.2. система измерения Т, Р 
У Ш . Я о З . система программирования 
У Ш . 2 , 4 , чапалов связи с ЦВМ 
п.глл. УСО 
У Ш . 2 . Л . 2 . с б о р информации 
У И 1 . 2 Л . З . контроль системы 
У Ш . 2 Л Л . индикация информации (график, 
осциллограмма, таблица) 
УШ.З, Материалы, приборы 
У Ш . З Л . п е ч ь , экраны, термопары 
У Ш , 3 , 2 . термометр, АЦП, ЦАП; . . . 
У Ш . 3 , 3 , кабеля 
У1Л.3.4 . радиодетали 
. УШ.3 .5# механика, металлы. 
АЛЬТЕРНАТИВЫ НАГРЕВА 
А2 питание без 
аккумулятора 





А1-2 электрич .^ 
аккумул. 
А 2 . 2 химический 
источник 
X I . 3 комбинир. 
аккумул. 
А2.3 плазма 
_ _ А 2 Л солнце 
I—**.А2.5 комбинированный 
источник 
Рис . 6 . 
Альтернативы нагрева : 
Д . Питание от аккумулятора энергии 
А1.1.Тепловой аккумулятор 
А 1 , 1 Л . Г а з , пар, жидкость ; Т= с о п ^ ^ Л ^ з * " ) * Твар« 
А 1 . 1 . 1 . 1 •принудит •конвекция 
А1-IЛ.1 .1 .механич.перемешивание 
А 1 Л Л Л • 2 . э л е к т р . и н д у к ц . 
А1Л Л , 2 . е с т е с т в . к о н в е к ц и я 
А 1 . 1 . 1 . 2 . 1 . п р я м а я передача тепла 
А 1 Л . 1 . 2 . 1 Л . н е регулир. 
А 1 Л . 1 . 2 Л . 2 . регулир•коэф.теплоотд. 
А 1 Л Л . 2 . 1 . 3 . риггулир,поодолжит.::мп. нагрева 
А 1 Л . 1 . 2 . 2 . передача тепла через сопротивл. 
А 1 Л . 1 . 2 . 2 . 1 . не регулир. 
А 1 , 1 . 1 . 2 . 2 . 2 . р е г . к о з ф . т е п л о п р о в . 
А Х Л Л . 2 . 2 . 3 . рег.площадь 
А Х Л Л . 2 . 2 Л , р е г . р а с с т о я н . 
А 1 Л Л . 2 . 2 . 5 . рег .продолж.имп.нагр . 
А 1 . 1 . 1 . 2 . 2 . 6 . рассеиз . энергии* 
А 1 . 1 Л . З . комбьнир. 
А 1 Л . 2 . Твердое тело Теол*с ( Т ^ ^ , . . , ) ; Т в а р , 
А Х . 1 . 2 . 1 , передача тепла теплопроводностью 
А 1 . 1 . 2 . 1 Л . п е р е д а ч а тепла контактам 
А 1 . 1 . 2 . 1 . 1 . 1 . не регулир. 
А Х . 1 . 2 . 1 . 1 . 2 . регулир.давлений 
АХ Л . 2 Л Л . 3 . регулир. продолж.телл,импульса 
А 1 . 1 . 2 . 1 . 2 . передача тепла через теплооопрот , 
А Х Л . 2 Л . 2 . 3 . регулир .коэф.теплопров . 
А 1 Л . 2 Л . 2 . 4 . регулир .площадь 
А 1 Л . 2 Л . 2 . 5 . регулир.толщина 
А 1 Л . 2 Л . 2 . 6 * регул.продолж.тепл.нмп. 
А 1 Л . 2 Л . 2 . 7 . р а с с е и в . э н е р г и и . . 
А Х Л . 2 . 2 . Передача тепла излучением 
А 1 Л . 2 . 2 . 1 . пряная передача тепла 
» т т 
А 1 Л . 2 . 2 Д Д . не регулир , 
А 1 Д , ° . 2 Д , 2 . регул.продолж.имц.нагрева. 
А 1 Д . 2 . 2 . 2 . передача через тепдосопротивл. 
Я 1 Д . 2 . 2 . . 2 . 1 . не регулщ?. 
А 1 Д . 2 . 2 . 2 . % регулир.площадь 
А 1 Д . 2 . 2 * 2 . 3 , регу лир. толщина 
А 1 Л , 2 , 2 . 2 . 4 . регулир.предолж.тепл .импульса л 
А ! Л . 2 . 3 . коыбинир, 
А 1 Л . З . комбинир. -
А 1 Л . З Д . кипящий слой 
А 1 . 2 . Олектрич. аккумулятор. 
А2. Питание без аккумулятора 
А 2 Д . Злектрич.источник 
А 2 Л Л . нагрев електросопротивлением 
А 2 « Х Л Л « нагрев излучением 
А 2 Д Д Л Д * инфракрасные лампы либо открытый н а г р е ­
ватель в инертном газе или вакууме 
А 2 Д Л Л Л Л . п р я м а я передача тепла 
А 2 Л Л Л Д Л Л . не регулир. . 
А 2 . 1 . 1 Д Л Д * 2 . регулир.напряж. 
А 2 Л Л Л Л . 1 . 3 . регулир.число нагревателей 
А 2 Л Д Л Л Л . 4 . регу л .импульс нагрева 
А 2 Л Л Л Д . 2 . передача через теплооопрот . 
А 2 . 1 . 2 . Электронная бомбардировка 
А 2 . 1 . 2 . 1 . Один пучок 
А 2 Л . 2 . 1 * 1 * проекция пучка большого $ 
А 2 . 1 . 2 . 1 , 1 * 1 . катод большого размера 
А 2 Л . 2 . 1 . 1 . 1 Л . сплошной катод либо составной катод 
А 2 Л . 2 . 1 Л Л « I Л . питание <СГ~ квт 
А 2 Д . 2 Л Л . 1 Д Л . 1 * йкпуцуяирующий катод . 
А 2 Л . 2 Л Л Л Л . 1 . 2 « холодный катод . 
А 2 Л . 2 . 1 . 1 Л . 1 * 1 . 3 . мадоинерц.катод 
А 2 . 1 . 2 Л Л . 2 * катод малого размера 
А 2 . 1 . 2 Л Д . 2 Л . оплошной, либо составной катод . 
А 2 Л . 2 Д Д . 2 Л Л * питаний > 35 к в т . 
А 2 . 1 . 2 . 1 . 1 . 2 . 1 . 1 Л . нагрев катода з л . с о п р о т . 
А 2 Л . 2 Л Л . 2 Л Л . 2 . нагрев катода эл.лункой 
А 2 . 1 . 2 . 1 . 2 . проекция пучка малого ф 
А 2 Л . 2 Л . 2 . 1 . Оорма - к ^ г л а я , развертка - т е л е ­
визионного типа. 
А 2 . 1 . 2 . 1 . 2 . 2 . форма - прямоугольник, развертка -
широкой стороной пучка. 
А 2 Л . 2 . 1 . 2 . 2 . 1 . питание Ъ 35 к в . 
А 2 Л . 2 Л . 2 . 2 . 1 . 1 . нагрев катода э л . о о п р . 
А 2 . 1 . 2 . 1 . 2 . 2 . 1 . 2 . нагрев катода эл.пуакой 
А 2 Л . 2 . 2 . много пучков 
А 2 Л . 2 . 2 . 1 . стационарные пучки 
А 2 . 1 . 2 . 2 . 1 . 1 . проекция пучка большого размера 
А 2 . 1 . 2 . 2 . 2 . сканируемые пучки 
А 2 . 2 Л . 2 . 2 . 2 . ( 1 , 2 ) проекция пучка большого размера 
проекция лучка малого размера 
А 2 Л . 2 . 2 . 2 . ( 1 , 2 ) 1 . питание У/ 35 к в . 
А 2 . 1 . 2 . 2 . 2 . ( 1 , 2 ) Л Л . нагрев катода з л . с о п р . 
А2Л . 2 . Р . 2 . ( 1 , 2 ) Л . 2 . нагрев катода зл.пушкой. 
А2 .1 .3 . 'Ионная бомбардировка 
А 2 Л . 4 # Комбинир.способ 
А 2 . 2 . Химический источник 
А 2 . 2 . ( 1 , 2 ) газообразное топливо, жидкое топливо 
А 2 . 2 . ( 1 , 2 ) . окиол.воздухом, окиол.кислородом. 
А 2 . 2 . ( 1 , 2 ) Л . без интенсификац. 
А 2 . 2 . ( 1 , 2 ) . 1 . ( 1 , 2 ) . беспламенное огсранне, открытое 
пламя. 
А 2 . 2 . ( 1 , 2 ) Л . ( 1 1 2 ) . ( 1 , 2 ) . стац.пламя большого 
диаметра, много пламенных 
сканируемых горелок . 
А 2 . 2 Л . З . твердое топливо * 
А 2 . 3 . плазма 
А 2 . 3 . ( 1 , 2 ) . фокусир.пучок, нефокудируемый пучок . 
А 2 . 3 . ( 1 , 2 ) . ( 1 , 2 ) . один, много пучков. 
А 2 . 3 . ( 1 , 2 ) . ( 1 , 2 ) . ( 1 , 2 ) . стационарные передвиг.пучки. 
Таблице б 
ТШШ АНАЛИЗА кЛЫХШТКВ ПО ФАКТОРАМ • 
Альте рнативи 
нагреве 1 г э 
« т 0 _ _ 
7" Е 
г 2 





- - - - - -
4:1 42 48 
т~г~г 
51 62 83 М 65 66 67 Ы 62 68 64 66 6,6 71 72 И 
Питоие от аккумулятора 
Питание оеа аккумулятора 
1. Тепловой акуу.;хидхость; 
Т^.Ту.. . естеств.конв., 
дзреУ споративд.нерегуд. 
. . ">?г.ловой акнуы,;таерл.тело 
,?опротивд.";тмен. р. 
3. Тепловой аккуи.; твердое 
теле Те *йрй»' теплопровод-
г|;.етыэ;через сспрот .нерв-
гул ,С теплоеыхсстн)-
4. Без вкум.;эл.источи.;эл, 
српрот.;излуч.;«нфракр. 
лампы, регул",; й ; м ; % ; 
5. Веэ тун. ; эл. источи. ;эл. 
5омб.;сдним пучиом;провкц. 
п у ч к е больт,|Г н? / тце.т.; 
1-г'атод Солья.*<; 35 ка.; 
в инерн.к^-сд.пс слов 
к. 5#а акуы.;эл .к;:тс«к.;эл. 
йзмЭ.; шшиы п у ч к о и милая 
$:*рыа О; реэвс э т - ~ ; 
35 кв.иагск?в кат.эл. 
сопрот.;по слою ч Л *^,рег . : 
; ; а ; г ; и*. 
7. ое1 игуи.;эл.источн,дл. 
У ">ай .мяогс пучк.; проекц. 
-с.'Ьш.Й на д и с к ; 
1 • 36 кв;нагрее кат.эл. 
сорро?.;по сдою^ -0;регул. ; 




рорелки;прямое регул. :общ. 
колич.; соотнош.; 7". 
1 1 1 ' - 1 1 1 1 I 2й5 
0 0 1 0 0 0 ( 1 1 О 1 '1 1 1 1 1 0 1 1 1 
1 1 1 о о5 1 1 1 « 1 1 4 ( 0 { . 1 1 0 1 . 1 . 1 0 1 1 1 0 :о1 
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§ 5 . Модели основных альтернатив 
"Теплового удара" 
Нике будут рассмотрены модели и конструктивные 
решения систем нагрева по альтернативам заслужившим 
наибольшую оценку. 
А. Жидкостный тепловой аккумулятору 
Тр ? 2 , Т п ? отдача тепла 
естественной конвекцией; нагрев 
через тепловое нерегулируемое 
сопротивление; 
На р и с . 7 изображен вариант такой ойствмы. Система 
состоит из съемной камеры I с инертной атмосферой , со су ­
дов 2 , 3 , м м 1 , в которых находятся теплоносители 
находящиеся при температурах Т^, . . . 9 Т п . Температу­
ра в сосудах поддерживаетоя электронагревателями. Сосуды 
имеют тепловую изоляцию 4 и убирающиеся при вводе диска 
тепловые экраны. Диок 6 на лицевой поверхности имеет н а ­
несенный специальный слой, действующий как тепловой демп­
фер. К обойме диска 6 прикреплена камера 8 ддя создания 
давления на противоположной лицевой поверхности и в о д я ­
ная рубашку 9 для охлаждения, имеются также выводы для 
датчиков температуры и давления. 
Управление температурой диска достигается помещением 
диска 6 в сосуд с теплоносителем нужной температуры. 
Вариант технически решаемый. 
Недостатки: 
- большие габариты, 
- инерционность. 
- трудность плавной регулировки. 
Преимущества. 
- надежность, 
- отсутствие электрических помех. 
Б. Тепловой аккумулятор на твердом 
теле о постоянной макоимальной 
температурой; отдача тепла излучением 
через теплосопротивление о изменяемым Р. 
На рис . 8. Изображено соответствующее конструктивное 
решение. Имеется съемная камера I с инертной атмосферой. 
Излучатель 2 питается от электронагревателя 5 сравни­
тельно небольшой мощности. Излучатель закрыт тепловым 
изолятором 4. Заслонки 5 , 6 со слоем теплоизоляции. 
Заслонки ? , 8 водоохлавдаеиые, повышенной степени черно ­
ты. Диск 9 крепится в камере I и имеет водяную рубашку 1С 
Поверхность диска должна быть покрыта слоем I I повышенной 
степени черноты. Герметический колпак 12 позволяет с о з д а ­
вать необходимое давление. 14 и 15 - вэоды датчиков д а в -
ления и температуры. Клапаны 15 и 16 служат для подвода 
охлаждающего г а з а . Герметизирующая заслонка I ? позволяет 
разъединять верхнюю и нижнюю части камеры I . 
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Рис. 8 . 
Цикл управления температурой: 
- открыта заслонка I ? ; заслонки 7+ 6 раздви­
нуты; заолонки 5 , б раздвигаются на величину, 
задаваемую управляющим устройством (эти з а с ­
лонки являются регуляторами величины т е п л о ­
в о г о п о т о к а ) . 
заслонки 5, б и 7 , 8 закрыты; происходят 
естественное охлаждение диска излучением 
на заслонки 7, Я. 
о 
аналогично Т„ * Г т 
Иг 4 Т л -
'О ' А 1 
аналогично Т 1 * Т 2 , но при определенной Т 
закрывается герметизирующая заслонка 17 и 
продувается гаг через подвода 1 5 , 1 6 . 
Модель, Выбор материалов. 
Излучатель может быть многоблочным» как на р и с . 8 , 
либо ооставлен кэ нескольких частей , что в общем не 
изменяет систему нагрева . Для установления режима и з ­
лучения в 3 .10^ вт необходимо задать температуру излучаю­
щего тела Т и ,приведенные степени черноты Е т е л . тогда 
при максимальной температуре диска можно рассчитать необ­
ходимую приведенную поверхность Н теплообменных тел. 
Поскольку 5^[Ш№1 сеч 
то можно получить, что 
, н - - г ^ ш г щ - **> , , г о > 
при! 5 = З Л 0 5 в т , 6 * 0 , 8 , 6 * 5,67 вт /к 2 град 4 
Т и * 3 0 0 0 % Т * 1800°К 
ПОЛУЧИЛИ Н * 0,094 М 2 . 
Если оставить те же параметры, то изменить Т й = 
* 2700°К, то Н х 0,16 И 2 . 
При Лл = сСг = 0,6 м (диаметры излучателя и диска 
равны) и расстояния между излучателем и диском ^ = 0,4 И, Н * ^{{7лг-к)1-о,о&^ ( 2 1 ) 
Получается, что диаметр диска мал И его следует увели­
чить. Принимая с1<» 0,8 м, с/ а* ° 1 6 ^  Ь 0,4 м, 
получим, что приведенная поверхность 
Н - 0,085 иг 
- ээ -
Как видим увеличение площади излучателя не приводит 
к I ;Тному увеличению Н. Отсюда следует , что неооходимо 
либо увеличивать температуру излучателя Т д | либо умень­
шить расстояние к « Первое отпадает , поскольку уже при 
3000°К трудно подобрать подходящие материалы / 2 , 14 , 2 1 / . 
Единственным подходящим материалом для излучателя 
иожет служить графит, а в качестве изоляционного материа­
ла ламповая сажа. Изоляция экракеш - затруднена, так 
как при таких температурах неприменимы ни вольфрамовые 
ни танталовые экраны / 2 , 1 4 / , ибо при ьтих. температурах 
они образуют соединения о графитом. 
Следовательно,в атом варианте диск должен передви­
гаться во время эксперимента. 
Технически нерешенных вопросов в этом варианте н е т , 
но конструкция получается сложной, 
В. Тепловой аккумулятор на твердом т е л е ; 
отдача тепла проводимостью через н е р е г у ­
лируемое теплооопротивленйе 
На р и с . 9 изображен вариант стенда ; Стенд с о с т о й ? иа 
герпетической разъемной .камеры I с инертным г а з о н . В 
верхней части камеры установлен тепловой аккумулятор 2 , 
нагреваемый электрическим сопротивлением 3* В период 
накопления тепла аккумулятор окружен экранами 4 . Изделие 
5 аакреплено в нижней ^астй камеры I , имеет водяное о х ­
лаждение 6 , енабжено камерой давления 7 и кольцом 8! у д е р ­
живающим теплоемкоотное сопротивление 9 на лицевой п о в е р х ­
ности. Стенд снабжен также водяным холодильником 10 , п е ­
редвигаемым в то ке положение,которое на рис .9 занимает 
аккумулятор 2 . 
Предусмотрены датчики I I , I I температуры и давления* 
Цикл изменения температуры ( р и с . 1 ) осуществляется 
следующим образом. 
Рис. 9. 
Т 0 + Т| : аккумулятор касается поверхности жидкого 
слоя 9 4 тепло от аккумулятора 2 к изделию 5 
передается теплопроводностью слой 9, 
1*2 * ?2 2 аккумулятор убирается вверх , на е г о место 
выводится холодильник 10. 
Т 2 * : аналогично как Т 0 « Тт. 
* Т 0 1 аналогично + Т 2 ; в случае необходимости,дл* 
щ&шашщ эксплуатационных условий давление в 
камере может повышаться. 
Ниже приводится ориентировочный расчет нагревающей 
системы с т е н д а . 
Известно, что для нагрева диска от Т 0 до Т г ( р и с . 1 ) 
требуется ( с учетом излучения лицевой поверхности) т е п г 
излучение ( с м . " Р а с ч е т нагрева д и с к а " ) количеством: 
а - 2775 в т . 4 
и максимальная мощность теплового потока 
5 - З Л О 5 вт 
Принимая в качества теплоемкостного сопротивления 
олово / 2 / , толщину слоя олова на диске кт 3 ЦЩ коэф­
фициент теплопроводности олова Д * 30 в т / м # г р а д . / 1 5 / 
(экстраполяция) и поверхность контакта Р * 0 ,262 к 2 , 
можем рассчитать необходимый температурный напор для 
получения теплового потека заданной мощности 
5 - •Е ( 23 ) 
откуда 
- М О К 
Л 
Следовательно, в конце первого этапа нагрева тепловой 
аккумулятор должен иметь температуру 
Т а 1 = Т 1 + 1 1 0 = 1 6 0 0 + 1 1 0 3 1 9 1 0 ° к -
Задозая начальную температуру теплового аккумулятора на 
90°К вылз Т а о = 2й00°К. и используя в качестве материа­
ла аккумулятора молибден о удельной теплоемкостью при 
аОШ% С . 0 ,36 § 1 . „ д / 1 5 / , т . е . с - 0 , 1 2 § ^ 
можно рассчитать необходимый вес аккумулятора О = С < ? „ , . ( Т а о - Т с и ) ( 2 * ) 
откуда $ 4 — ^ — = -*22§ _ в 2 5 ? к г , 
С ( Т а о - Т й . ) 0 . 1 2 . (2000-1910 
1*ри удельном весе молибдена У а 10200 кг /ы^ й площади 
поперечного сечения Г„ = 0 ,282 толщина диска З а б у ­
дет 
г1мо = - р„ , ^ • = о;гва?Йгоо"~~ г 0 , 0 8 9 " 
т . е . ( ? 1 а = 89 мы. 
Как видим, получаются большие расходы дорогостоящего 
материала, 
Повторяя расчет и принимая в качестве материала акку 
мулятора графит: 
С = 0 , 4 5 к к а л / к г . г р а д = 0 ,52 в т . 4 / к г . г р а д по средним дан 
ныы 32 , 2 3 / 1900 н г / м э . 
Вес графитового аккумулятора Сс_ = 60 к г . 
Толщина диска аккумулятора п с = 0 ,112 м = 112 мм. 
Теперь проверим не упадет ли температура на рабочей 
поверхности аккумулятора в конце нагрева ниже Т а =19Ю°К. 
Как видно из рис . 5 , подводимая мощность для нагрева 
почти линейно меняется во времени со скоростью изменения 
5 „ 5 в 1Л&-*Лт-- = 2 . 2 6 . 1 0 7 в т / ч 
^ ° "Г 50 
С такой же скоростью должно отводится тепло от акку 
мулятора и температура на его рабочей поверхности будет 
изменяться / 1 8 / по закону: 
Т а - , = Т « е ( 2 5 ) А- а. 
г д е : 6 - см / 1 8 / 
Я - толщина аккумулятора гь = 0 ,112 м 
д - коэффициент теплопроводности для графика 
при 2000°К 
К - 2 1 в т / к г . г р а д . / 2 / 
Л - коэффициент температуропроводн. 
А . = -41 = 2 4 , 6 . И Т 3 м| 
<=<Г 0 , 4 5 . 1 9 0 0 4 
Для получения 0 рассчитаем аргументы: Р0 = 
где* время продолжения н а г р е в а ^ 4 
Г О = Л 4 Ж < К | = 0 , 0 2 7 5 
(0,112)* 360 1^ 
при этом 0,006 = 6 . 1 0 " 3 
Т V = 2000 - У Й ^ Й ^ Ш Ш 3 = шоЧ 
а 1 | 1 . 24 ,5 . Ю ~ 3 
Отклонение от принятой зависимости Т а ^ 
А=Таг%= 1910 - 1640 =* 270°К 
На такую величину следует; увеличивать начальную 
температуру аккумулятора. Итак ориентировочно начальная 
температура аккумулятора Т а о = 2270°К 
Коэффициенты конвективной теплопередачи для жидких 
металлов большие и колеблятся от 200 до 4 0 . 0 0 0 ккал /м 2 
ч . град . / 4 / , так как для передачи через слой необходимой 
мощности нам потребуется создать дополнительный темпера­
турный напор, который здесь не учтен. Требуется дополни­
тельное изучение коэффициента теплопередачи в системе 
олово-кварц. 
Г. Нагрев без аккумулятора; электри­
ческий источник на электросопро ­
тивления (на лампах) , передача 
тепла излучением; регулирование 
изменением И , N , ~С . 
Принципиальная схема показана на р и с . 1 0 . Стенд 
состоит из разъемной герметической камеры I наполненной 
инертным газом-. В камере встроены эл.сопротивления 2 с 
водяным охлаждением 3 выводов. Изделие 4 имеет водяной 
холодильник 5 и колпак 6 для создания давления на задней 
стороне изделия. Передняя сторона диска покрыта слоем 7. 
Камера I снабкена выдвигаемым холодильником 8 и вводами 
газа 9. Для измерения температуры диска и давления с л у ­
жат датчики 10 , I I . 
3 Р 
I 
Рис. 1 0 . 
Выполнение цикла ( с м . р и с . I ) происходит следующий 
образом. 
Т 0 - Т^: Излучением нагревателей производится нагрев 
диска . 
1^ - Т^г вдвигается холодильник 8 , охлаждение происходит 
излучением поверхностного слоя 7 , диска 4. 
- Т 3 ; аналогично Т 0 « Т р 
- Т^: аналогично * Т 2 и дополнительно продуванием 
г а з а через вводы 9 . 
Если излучатель 2 имеет Общую площадь равную площади 
диска 4 и находится на расстоянии ^ = 70 мм от поверх ­
ности диска* то можем считать* что Л* + диска равный с1г 
излучателя: Лл *. с(г* с1 * 600 им. 
Приведенную Поверхность вычислим по формуле 
Если степень черноты вольфрамового нагреватели 
= 0 ,32 и необходимо передавать на диск мощность 
5 = З Л О 5 в т | то при температуре диска Т^ - = 1800°К 
геыпература излучателя Т н будет 
I 1 [юо; 
~ Ю } > С Г К 
Если температура нагреватели Т = 3030°К и он помещен 
в камеру из окисленного алшяния (степень черноты С = 0 , 1 5 ) , 
а температура стенок Т 0 = 300°К, то дополнительные потери 
буду* 
1С О / V 1 С О ' 
Так что суммарная мощность для осуществления нагрева 
диска от 300 - до 1800°К за время 50 сек будет 
<Г5 = З Л О 5 • 2 , 0 2 Л 0 5 т 5 , 0 2 Л 0 5 в т . 
При использовании графитовых нагревателей, у которых 
степень черноты С = 0 , 8 , температура иагревАтеля получи­
лась бы Т н г ^ 2500°К, следовательно,потери на излучение 
•'•-•> = 0 , 9 3 Л 0 5 в т л 
Потери на излучение можно снизить применяя экраны, 
т для увеличения эффективности экранирования в нестацио-
нароном режиме необходимо их массу брать минимальной, что 
возможно при использовании экранов из вольфрама и молиб­
дена. 
Д. ^ев теплового аккумулятора* электрический 
источник на основе электронной ^ПартротШ 
однолу^евая пушка о катодом фщшбео диаметра; 
и 1<в| бомбардировка по слою с теплоем­
костью О , - - О ; регулирование изменением 
а а 4 ъ 
Принципиальная схема стенда показана на р и с , I I . 
Стенд соотойт из вакуумной камеры,й которой находится 
кате:; I большого диаметра, фиксирующий электрод 3 й 
водяной холодильник 4 . Диен 5 закреплен в днище камеры 
й имеет водяное охлаждение 6 , На лицевой поверхности 
диска 5 нанесен электропроводящий слой ?,контактирующий 
о Ьбоймой Диска. Диен-5 снабжен Камерой давления 8 с 
Датчиками давления и температуры 9 , 10 . 
I 
и.» 
Рис, I I , 
Выполнение цикла ( о й , р и с , I ) происходит следующим 
образом: 
Т 0 * Т-|- : нагревается катод 2 , между народен и диском 
прикладывается анодное напряжение ищ нап­
ряженнее И к служит для отражения электронов . П * Т2 : выключается нагрев катода и анодное напряже­
ние. Вводится холодильник 4 . 
Т 2 * Т 3 : аналогично Т 0 - Т у . 
* Т 0 : аналогично Т]- - Т 2 и дополнительно впускается 
газ в камеру I . 
Если принять анодное напряжение Мт $ 0 , 0 0 0 в , то 
для выделения мощности 5 = 3 .10^ вт на диокепотреОует-
ся анодный ток 
и, 
Принимаем площадь катода 0 ,6 от площади изделия 
т . е . Гк= 0 т 8 ' Р и з д = 0 ,8 . 0 .282 = 0 ,235 м 2 = 2350 о м 2 . 
Удельный анодный ток получится 
1 л,4 0^  
4 * -2* = = 0 ,00423 = 4 , 2 3 Л 0 ~ 3 - 8 | 
По / 2 2 / для вольфрамового катода необходима температура 
Т к = 2Ю0°К. 
При этом на диск будет падать дополнительно тепловой 
поток от катода ~ 0 . 1 4 5 . 1 0 в т . 
Потери на излучение со ставят 
где 5- степень черноты поверхности камеры, 
для окисленного алюминия 0 , 1 5 . 
Р*- поверхность катода к = 0 ,235 м 2 
Т > = зоо°к 
5^  = 0 , 1 5 . 5 . 6 7 . 0 , 2 3 5 ( 2 1 * - 3 2 ) = О.ЗЭЛО^вт. 
Суммарная мощность для нагрева диока от 300°К до 1Й00°К 
за время 50 сен будет 
^ 5 = З Л О 5 * 0 ,39 , 1 0 5 з ,39 . Ю 5 вт 
Эксперимент, 
Для выполнения условий нагрева с помощью электрон­
ной пушки были поставлены следующие зкопорнмонты, . 
1. Па кварцевую пластинку ьлтодом вакуумного распы­
ления наносилась угольная пленка. Покрытие имело вид 
отдельных угольных блоков неправильной формы о прозрач­
ностью 0 ,8 и размерами ОЛ * 2 , 0 мм^. В пограничных 
зонах толщиной ОД + 0 ,3 мм уголь о т с у т с т в о в а л . 
Такля пластинка прогревалась электронным учном с е ч е ­
нием 20 х 0 ,1 ым и мощностью 300 в т . Это с о о т в е т с т в у е т 
потоку на диск в 3 . 5 Л 0 5 в т . 
Прогрев до Т ~ 1 6 0 0 ° С заметных изменений, как в с о с т а ­
ве у г л я , так и в с о с т а в е пластинки не вызвал. Это следует 
из элзктронограмы. снятых после эксперимента. Электроно*-
граммы не обнаружили переход угля в графит. Однако в м е с ­
тах прогрева угольная пленка хорошо адгезировалась с 
кварцем. ЗлектроноГраммы показали * что при этой химичес­
ких соединений (например, карбид кремния) не образовалось . 
Испарение пленки не замечено . 
2 . Было исследовано покрытие, состоящее из сажи, 
которая получена осаждением продуктов горения бензола 
на кварцевую пластинку. 
Электронный луч тех же параметров позволил нагреть 
покрытие до Т ^ 1 6 0 0 ° С Слой сажи не испарился, но несколь­
ко изменился по цвету . 
3. Изучалась возможность использования Сажи в к а ч е с т ­
ва теплоизолнтора. Для э т о г о сажа наносилась на графита 
& р подложку и прогревалось до 3000°С. Окупилось, что 
Т подложки при этом не превысила 9 0 0 ^ . ЬШ гоношит о 
хороших Т'зпло.ч'олчоупщих свойствах саж« при очень в ы с о к ? : 
тем пера турах . 
Однако анализ рентгенограммы слоя обнаружил слабые, 
но все же различные кольца, принадлежащие графиту. Это 
указывает на возможность частичной гранитизации сажи, а , 
следовательно,и постепенной потери своих с в о й с т в . Однако 
необходимо заметить, что в связи с высокой степенью 
диоперсности сажи она может сохранить свои теплоизоли­
рующие с в о й с т в а , даже несмотря на частичную графитизацию. 
4 . Изучалась возможность нагрева электронной пушкой 
кварцевой пластинки без проводнцего с л о я . Как и следовало 
ожидать, пластинка не нагребалась . 
5 . Изучалась возможность применения пушки для плав­
ления кварца. Если температуру проводящего слоя ( у г о л ь , 
сажа) п о в ы с и т ь 2 0 0 0 ° 0 , то в течение 15 4 30 сек наблю­
далось значительное проплавление Пластинки под лучом. 
Однако при э т о м , и з - з а сильного испарения кварца,наблюда­
лись перебои В работе пушки (сильные разрядные т о к и ) . 
Е. Разновидности нагрева диска 
электронной пуулсой 
Разновидности систем нагрева диска электронные 
пушками показаны на рис . 12 й рис. 15 . 
Пушка рис .12 со сканируемым пучкой отлича - я от 
понизанной на р и с . I I тем, что имеет отдельный анод I , 
магнитную линзу 2 и отклоняющую систему 3. Стенд по 
рис. 13 оборудован л/ пушками, которые по своей конструк ­
ции похожи на показанные на р и с 1 2 , только не имеет с п е ­
циальные отжлоаяющие системы. 
I "'I. I 1 
/ \ 
N N • ^ 0 / у Л | 
Рис . 12 . 
Рис. 15 . 
I . Нагрев изделия газовым 
пламенен 
*акая система показана на р и с . 1 4 . Нагревающее у с т ­
ройство имеет вращающийся блок горелок I , и у стройство 
для о т с о с а дымовых газов 2 . 
Рис. 1 4 . 
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И ДИНАМИЧЕСКОЙ ОШИБКИ ЛИНЕЙНЫХ 
МЕТОДОВ СГЛАЖИВАНИЯ 
§ I , Задача сглаживания 
Дана реализация некоторого процесса Х ( ^ ) 
где ьШ • детерминированная функция, 
у{1) * случайная функция. 
Предполагаем, что *ип функции известен . Рассмотрим 
случай, к о г д а : 
Г д е ! 5{И на любом произвольном промежутке времени 
принадлежит классу Р-алгебрайческих полино­
мов или разлагав той в сходящейся ряд Тейлора; с т е -
ционарная случайная функция, статистически нззависимая 
от *&) ; * 0 . 
Сглаживанием будем называть процесс получения 
гладкой в определенном смысле функции жШ по исходной 
х(1) таким образом, чтобы выполнялось некоторое условие 
миннманьного отклонения преобразованной фикции от исход ­
ной» 
Линейность сглаживания 
Различают два вида сглаживания - линейное и нелиней­
н о е . Нами будут рассмотрены лишь линейные методы сглажи­
вания. Условие линейности - ограничение типа операций, 
применяемых ДЛЯ сглаживания. При линейном сглаживании 
х({) в с е г д а б^дет принадлежать линейной оболочке хМ) 
где 2 - Х / 1 8 5 1 Зто условна вытекает из требования 
• > * с несмещенности оценки ШШ » 
Гладкость функции, 
Б определении понятая сглаживания г о в о р и л о с ь , что 
з ю процесс получения гладкой Функции. Какую функцию 
мы будем называть гладкой? Непрерывную дункцию называет 
гладкой, если она имеет непрерывные первые 'производные 
/ 3 2 / - К сожалению рассматриваемые наии непрерывные функ­
ции заданы на дискретном множестве значений аргумента 
[С:) > Согласно одной точке зрения дискретные функции 
класса Р называются гладкими, если составленная для них 
таблица разностей правильна / I / . Согласно / 3 3 / таблица 
разностей до к - г о порядка включительно называется правиль­
ной, если все разности (к+1) порядка удовлетворяют н е р а ­
венству. к + 1 * 
о 1Д Х | < г (1,5) 
При атом не обязательно , чтобы выполнялось-
Пусть нам задана последовательность значений функции 
х ( 1 | * ^ ; М ( ^ ) , 1 = ^ (1,6) 
где 3 Их} - Щ^Щ^ъ • Составим таблиДу разностей . 
Если_бы ж(Щ была гладкой, то е с т ь 0 для всех 
с = т о , начиная с к , все рааности практичес ­
ки равны нулю. В силу присутствия ^ ( Ь ) этого йе произой­
дет . 
Будем характеризовать степень негладкости д и с ­
персией С\ функций . Предположим, что в се 
:г но независимы. Тогда по (г ти-4,} разности можйо о ц е ­
нить 6 * . Трудности встречаются двоякого характера: 
1) неизвестна степень полинома, а , следовательно, 
неизвестно какого порядка взять разности , 
2 ) функция вообще не является полиномом. 
Согласно / 5 / практика исследования поведения разнос 
тей различных функций показала, что разности имеют т е н ­
денцию вначале уменьшаться по величине, а затем увели­
чиваться , испытывая сильные колебания и з - з а отрицатель­
ной корреляции. Считают, что первый столбец разностей , 
оледующий за минимальным, с о о т в е т с т в у е т ^(1) . Дисперсия 
распределения ( т - м ) разности равна: 
Учитывая, что Д | (*| =Д, Ж[)к^,)т,% ] " О , 
* Щ ^ ) ) ^ 6 ^ С ( 2 ^ ^ т , ^ ^ ^ ^ (1.8) 
Вычислив среднее значение квадратов разностей ( т Н ) - г о 
столбца и разделив е г о на С ( 2 ( т * 1 ) , т * ^ получим оценку 6^ 
в исходной таблице. 
§ 2 . ВЫБОР МОДЕЛИ 
Приступая к процессу сглаживания, необходимо выбрать 
модель, описывающую исходные данные. От правильности 
выбора модели зависит качество сглаживания. Модель может 
описывать непосредственно в с е исходные данные или их 
некоторую ч а с т ь . Соответственно различают локальное с г л а -
жжванме н сглаживание в "целом" . При сглаживании данных 
фхзжческого эксперимента, как правило, заранее известен 
вмд модели, описывающей исходные данные. Но сложность 
модели часто приводят к трудным и громоздким расчетным 
формулам. В атом случае исходная модель заменяется более 
с р о с т ш п моделями, описывающими ее по частям, и пойме-
няется локальное сглаживание. При использовании локаль­
ного сглаживания возможны следующие варианты: 
1 ) интервал сглаживания постоянный, 
2 ) интервал сглаживания переменный, 
3 ) вид модели не меняется при переходе от 
одного интервала сглаживания к другому, 
4 ) вид модели меняется от одного интервала 
сглаживания к другому. 
§ 3 . ОЦЕНКА ПАРАМЕТРОВ МОДЕЛИ 
После определения вида модели ? ( а в , , „ , ( 1 т , ^ , 
перед нами стоит задача выбора метода для оценки ее 
параметров. Наиболее распространенным является метод 
наименьших квадратов, согласно которому искомые пара­
метры а0г...Агъ надо выбирать так , чтобы 
Возможны и другие методы определения параметров. Минимиза­
ция суммы модулей отклонений: 
минимизация максимального отклонения 
Помимо требования выполнения о с н о й ю г о условия, например 
3 . 1 , на иокомые параметры могут налагаться дополнитель­
ные соотношения. 
Нами будут рассмотрены локальные методы сглаживания 
пРи двух предположениях: 
1) среди всевозможных классов моделей рассматри­
вается лишь класс многочленов - Р 
т 1 
2) с п о с о б определения параметров модели - метод 
наименьших квадратов 
( « О 
В качестве метода, налагающего, кроме основных 
условий типа ( 3 , 5 ) дополнительные соотношения на 
искомые параметры, будет рассмотрен метод Родса . В 
сумме О. в с е значения рассматриваются с одина­
ковыми веоами. В общем случае х$-к) приписывают веса 
и минимизируется сумма: 
й:1?:{АЦ-1^1(]г^^ (з.б) 
где ,»-* 
Сглаживание в "целом" будет осуществляться путем 
разложения данных в ряд Фурье. 
Будем предполагать, что область изменения аргумента 
функции е с т ь 0,4,...,^,,,, . В противном случае замена 
переменной ^ = ^ 0 ( к-шаг дискретизации)на 
новую ^'к = « - ±с) к~А = к — приводит к этой о б ­
ласти изменения аргумента. 
§ 4 . СЛУЧАЙНАЯ И ДИНАМИЧЕСКАЯ ОШИБКИ 
СГЛАЖИВАНИЯ 
Пусть-сглаживание проводится по формуле вида 
Полная ошибка сглаживания определится 
^ - 1 % * ( ^ ) - / Ы ^ • (4.2) 
где А $%•) - функция, которую необходимо получить 
после сглаживания (если нас интересует только проце­
дура сглаживания, то А - единичный о п е р а т о р ) . 
Перепишем ( 4 Л ) , заменяя х(Ь) сумной 5&) + )&) 
Из ( 4 . 3 ) видим, что полная ошибка сглаживания состоит 
из двух составляющих 
+ ^ ( 0 (4.4) 
где 
динамическая ошибка сглаживания, а 
случайная ошибка сглаживания. 
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Случайная ошибка сглаживания 
Случайную ошибку сглаживания принято характеризовать 
средним квадратом этой ошибки 
С*Ы~М{1Ч№~Ш (4.7) 
поскольку Ж?Шш0 , выражение ( 4 . 7 ) приводится 
В ^ ( к - ^ - корреляционная функция. Если значения с л у ­
чайной функции ^{{) взаимно независимы в отдельные д и с к ­
ретные моменты времени, то 2 
где \ = п |Г|г(]) - дисперсия случайной функции 
||У . Таким образом дисперсия случайной ошибки после 
сглаживания равна 
Качество сглаживания будем характеризовать коэффициентов 
сглаживания 
Выражение ( 4 . 1 1 ) справедливо и для оценки качества сгла­
живания по реализации бесконечной длины. 
о - - 1 2 
4*|>' ( . .12) 
Динамическая ошибка, с гдзодвания 
Рассмотрим динамическую ошибку сглаживания 
Представим 5(Ь-]) на интервале сглаживания в виде 
ряда Тейлора: 
ФфзМ-^Ъ, ^ % ) +• ... + (1^Г -5МЮ (4.14) 
Функция А аналогично может быть представлена в 
виде 
Коэффициенты С к определяют величину запаздывания / 7 / . 
В случае просто сглаживания 
С К = н Г Мб) 
Подставив ( 4 . 1 4 ) , ( 4 , 1 5 ) в ( 4 . 1 3 ) , получим выражение 
для динамической ошибки 
где М« =^„- ^ 
- ^ . 1 8 ) 
Оря сглаживании по реализации бесконечной длины 
коэффициенты цк , определяются 
Если в с е , то сглаживание 8(1} происхо ­
дит без искажения. В этой случае на каждом интервале 
сглаживания точно описывается полиномом степени 
т « На практике 5^Ь) аппроксимируется на интервале 
сглаживания полиномом степени Ш с той или иной степенью 
точности , зависящей от величин неучтенных производных, 
в результате чего и будет возникать динамическая ошибка. 
Будем г о в о р и т ь , что данная формула сглаживания дает д и ­
намическую ошибку ( т - Н ) порядка, если вез 
Динамическую ошибку сглаживания в зтоМ случае будем о ц е -
Пусть модель, описывающая исходные данные, есть п о ­
лином т - о й степени 
где Ь -момент времени, в который определяются коэффи­
циенты полинома. Наилучшие значения коэффициентов 
определятся из условий 
нивать 
§ 5 . СГЛАЖИВАНИЕ МЕТОДОМ НАИМЕНЬШИХ 
КВАДРАТОВ 
где 
П - *7 Ш ' 
Введем обозначения: >н
к 2 : с - у 
1^0 
тогда ( 5 . 4 ) преобразуется в : 
гешая систему уравнений ( 5 . 6 ) относительно , п о л у ­
чим 
(5.%) 





•2)^ получается из з а м е н у ^ - г о столбца на 
столбец из свободных членов. Раскроем определитель 
по элементам ^ ' - г о столбца. 
о' ( 5 ' 8 ) 
В дальнейшем для краткости индекс * в а\ 
опускаем. Подставляя ( 5 . 3 ) в ( 5 . 2 ) получим систему 
уравнений 
п -л 
" ° т . (5.10) 
Сглаженное значение в произвольной точке ( Ё - с' ) 
В формуле ( 5 . 1 1 ) ( - } е с т ь ничто иное как величина 
запаздывания, введенная в ( 4 . 1 6 ) . Преобразуем ( 5 . 1 1 ) , 
обозначив через С] . 
6 8 (5 .12) 
/ * 0 
- определитель, получающийся из X) вычеркива­
нием ( / + 1 ) - о й строки и (_/ + 1 ) - г о столбца . Сглаженное 
значение з(±) будет равно а 0 % так как I = О 
^ й ы / Г ^ - Щ - У (5.9) 
Введя переменные Ш; и , перепишем ( 5 . 9 ) 
Динамическая ошибка при сглажквании по формуле ( 5 . 1 2 ) 
определяется из ( 4 . 1 7 • 4 . 1 9 ) . Подставим в ^ значение 
есовой функции 
Р - V I (-*?[ Ы Н '« ± 1 * 1 Ь*1 Г5.13) 
Из ( 5 . 1 3 ) можно сделать заключение, что формула сглажи­
вания ( 5 . 1 2 ) обладает динамической ошибкой (ап + I ) п о ­
рядка 
действительно, подставляя в ( 5 . 1 3 ) значение л'р из 
( 5 . 1 2 ) , получим, что 
коэффициент сглаживания, соответствующий формуле сглажи­
вания ( 5 . 1 2 ) 
т. 
б < д / ( 5 Л б ) 
Л-о 
§ 6 . МОДЕЛЬ ПРОЦЕССА - КОНСТАНТА 
В предыдущем параграфе была получена общая формула 
сглаживания ( 5 - 1 2 ) для случая, когда модель процесса -
полином т - о й степени. Остановимся на конкретных при­
мерах. 
Пусть = аопв{ = а (случай гпш 0 ) . Тогда 
из ( 5 Л 0 ) получаем: 
(6 .2) 
Сглаживание по формуле ( 6 . 2 ) е сть простое усреднение по 
П точкам. Коэффициент сглаживания в этом случае равен: Г ~ # М -
а коэффициенты динамической ошибки 
Таким образом формула сглаживания ( 6 . 2 ) обладает дина­
мической ошибкой первого порядка. Уже при сглаживании 
линейной функции появляется динамическая ошибка, равная 
б^Ы^^^Щ (6.5) 
Отметим, что \ уменьшается с увеличением числа т о ­
чек , по которым проводится сглаживание. Напротив, дина­
мическая ошибка растет одновременно с возрастанием /г . 
Поведение этих ошибок, а также суммарной ошибки, с в о з ­
растанием /г показано на р и с . I . 
Только в случае равенства нулю динамической ошибки, 
случайная ошибка с возрастанием /г ассимтотическй с т р е ­
мится к нулю. В противном случае перед нами стоит задача 
выбора оптимального л . Так как суммарная и динамичес­
кая ошибки не коррелированы между с о б о й , то квадрат сум­
марной ошибки равен сумме квадратов ее составляющих. 
б1(щ^*т-*й.т ( б .б ) 
Для определения оптимального п по критерию минимума 
дисперсии суммарной ошибки необходимо продифференциров^г 
сумму ( 6 . 6 ) по а и приравнять результат к нулю. 
Рис. I . 
Кривая I показывает ход случайной ошибки 
Кривая 2 " " динамической ошибки 
Кривая 3 й . " суммарной ошибки 
Напомним, что в обцем случае квадрат динамической ошиб­
ки находится / 7 / из выражения: 
А к) 
где "ЖТТ"" I - производная исходной функции. Оценка 
I - производной в большинстве случаев представляет слож­
ный и трудоемкий п р о ц е с с . Поэтому на практике п выбирают 
интуитивно в зависимости от величины дисперсии 6^ с л у ­
чайной функции. Величину последней дли каждого измеритель 
ного канала можно определить до начала эксперимента. Р а з ­
личные функции класса Р сглаживались но формуле ( 6 . 2 ) 
при различных значениях: <2^ . В результате было получено, 
что чем больше величина Су .тем больше точек необходимо 
брать для сглаживания. В целом сглаживание по формуле 
( 6 . 2 ) целесообразно применять при больших значениях . 
В этом случае им имоом значительное уменьшение суммарной 
ошибки'. 
§ 7. Ш Ш Н И Е КАЧЕСТВА СИ.ДЖИШ.ИН 
ПУТЕМ ВВЕДЕНИЯ ЗАПАЗДЫВАНИЯ 
В работе / 2 Ь / предлагается методика повышения поряд­
ка динамической ошибки для формул сглаживания. Это осуще­
ствляется путем введения некоторой величины запаздывания. 
При сглаживании функции 
Ш= «• { 7 Л ) 
по формуле ( 6 . 2 ) коэффициенты динамической ошибки были 
равны: А - А * & п - • ^ (,7.2) 
Введем в ( 4 * 1 8 ) параметр : 
Мм = /*< - ^ [7.}) 
Величину с теперь можно выбрать так , чтобы обратилос. 
в нуль. В этом случав 
Ш - <о 
Таким образом при сглаживании линейной функции по цент-
рированной формуле динамическая ошибка первого порядка 
будет равна нулю а , 
Выбор величины запаздывания можно проводить приравнивая 
нулю коэффициенты динамической ошибки или из условия 
определения минимального ^ • 
§ 8 . МОДЕЛЬ ПРОЦЕССА - ПОЛИНОМ ПЕРВОЙ 
СТЕПЕНИ 
Согласно ( 5 а 1 2 ) для т = I сглаженное значение в 
произвольный момент времени ( / - / ) будет выражаться 
Коэффициент сглаживания, соответствующий формуле ( 8 Л ) 
где с- (I - о,1) ~ величина запаздывания, равная 
Формула ( 8 , 3 ) определяет сглаженное значение в м о м е н т ! , 
т . е . ; я о. 
Соответственно , коэффициент сглаживания равен 
а коэффициенты динамической ошибки 
Шл * Д г < > , ^ ( ^ - ^ ( " - 2 ) (8 .5 ) 
Определим,для какого ,/ величина ^ по ( 8 . 2 ) прини­
мает минимальное значение: 
Отсюда: а 
( 8 .7 ] 
для ] = (**тр) ^ принимает минимальное значение, 
равное 
* = Л (8.8) 
Подставим в ( 8 . 1 ) значение 7 = и сделаем замену пе ­
ременных. Формула ( 8 . 9 ) д а е т наилучшее качество сглажи­
вания г смысле минимума случайной ошибки 
Коэффициенты динамической оншбки в этом случае равны: 
& - & * 0 р (8.10). 
Формула аналогичная ( 8 . 9 ) , была получена в предыдущем 
параграфе путем введения величины запаздывания. Послед­
няя определялась приравниванием Д к нулю. Таким о б ­
разом ( 8 . 9 ) - оптимальная формула сглаживания для линеВ-
ной функции. 
§ 9 . МОДЕЛЬ ПРОЦЕССА - ПОЛИНОМ 
ВТОРОЙ СТЕПЕНИ 
1(п+1)(*+2.) 
формулу ( 9 . 1 ) представим в в и д е : 
2: 
Ц±-])=1_«-«с« , С к ^ * (9.з) 
Сглаженное значение в момент времени ^ , ] » 0 . 
определится и з : 
Коэффициент сглаживания 
А _ 3 ( 3 * г г - 3 а + 2^ 
б п(п+1)(п+у ( 9 . 5 ) 
а коэффициенты динамической ошибки 
Решая систему уравнений ( 5 . 6 ) , находим значения коэф­
фициентов СЦ : * 3 Е[[ъП*-Зпгг)-61(2пф10?]х(1-1.) 
а,, = — ^ - УЫгп-\)~ а ^ - ^ - ' ^ У 
1 п(п+1)1}1г2) С — ^ П Л ) (п-4)(п-2) " " ^ 1 7 
( 9 . 2 ) 
Сглаженное значение для произвольной величины запазды­
вания определяется 
<Х(^с) = У 1(Ъпг-Ъп+2)со + б(гп-4)С1 + 10С2-
Отметим, что в е с о в з р функция оптимальной*) формулы 
сглаживания е с т ь полином, степень которого равна степешз 
сглаживаемого полинома. Впервые этот результат был полу­
чен в работе / 7 / . 
Определим величину запаздывания С для ( 9 . 7 ) из 
условия $ з = 0 : 
Подставляя СОПт в ( 9 . 7 ) , име^ч 
Введем двойную замену переменных: 
с = ь - - ^ п * > 
г о г д а й -
9пг-21-60]г 
+ ) В 'Сныоле равенства нулю дннашпеской очтбяя . 
Сглаживание по ( 9 , 1 0 ) дает динамическую ошибку ч е т в е р ­
т о г о порядка. Коэффициент сглаживания равен: 
« ~ /2{п-г)1(п^2)2- ( 9 . I I ] 
Пример: Рассмотрим рлучай / 2 = 5 , м = 2 . 
Формула ( 9 . 1 0 ) преобразуется к виду: 
5 ( б ; = 3 ^ ( - З х ( ( - 2 ) + 1 2 х ( 1 Ч ) ^ 1 7 х 1 0 ^ 2 х ^ ^ З г ( Ц ( 9 Л 2 ) 
Сглаживание по этой формуле известно под названием 
метода четвертых разностей . Недостаток в с е х центрирован­
ных методов сглаживания в том. что остаются несглажеиные 
крайние точки. Для них приходится использовать другие 
расчетные формул*, что увеличивает длину программы и 
время вычислений. Например, крайние точки для вышеприве­
денной формулы сглаживания вычисляются следующим путем / 3 / 
где <Г/ - х , - г - +6хс-*1Х1+4 +Х1+г 
= ос : - х - з х ; - 4 4- зж/ - сС1 +< 
В ы в о д : 
Боли исходные данные не поступают в автоматическом 
режиме, имеется воя совокупность значений функции, то 
аелательно применять центрированные формулы сглаживания. 
В этом случае мы получаем минимальный коэффициент с г л а ­
живания или близкий к минимальному и наиболее высокий 
порядок динамической ошибки. Расчеты весовых коэффициен­
тов в центрированных формулах сглаживания упрощаются т а к -
же потому, что суммы вида 
Г с 
I - & 
для четных ] +к равны нулю. Отсюда вытекает, что 
если т и ] оба черные, или оба нечетные. Индекс т. 
означает степень проводимого полинома, ] - порядковый 
номер коэффициентов полинома. 
§ 1 0 . МЕТОД Р0ДСА 
Сущность метода с о с т о и т в получении гладкой кривой, 
состоящей из последовательности дуг полиномов. Проведем 
через точки - к , . . . о , . . . к полином степей^ теп = 2 * . + ^ 
З С ^ Е ц ^ , ( ю л ) 
Коэффициенты & ] определяются из ( 5 . 6 ) . Сглаженное зна­
чение 5^*7 в точке I = 0 равно а,0 , а значение первой 
производной й этой точке равно Л* . Через следующие п 
точек проведем полином той же степени 
ь ' Щ ^ Т Щ * > и-к-ик+л ( ю . 2 ) 
таким образом, чтобы он касался 3(1) в точке с~ 1 
Условие каоанйя запишется 
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Коэффициенты § 0 % 64 определятся через Л 0 , аА из 
уравнений (ЮЛ), (10.5): 
О гл 
Остальные коэффициенты определяются иг (п-1) уравнений 
Продолжая такое построение , проводим полином 
через следующие п точек - к + 2 , . К + 2 так , 
чтобы он касался 5 ' ( О в точке с= 2 . Уравнения для 
определения С] аналогичны: уравнениям (10.4 • 10.6) — 
В / 1 2 / даны {Йсчетные формулы для пг=* *1 п . * 2 , 3 , 4 , 
5, б , 7 . с 
Пример: Приведен расчетные формулы для случая 
2 , а = 5 и сравним их с методом четвертых р а з н о с ­
тей в # 
а * = ^ [ 2 - { Х < + 2 . - З С ; - Г ) ч - ( х и * - О С ; - , ) ] 
Перепишем & с л 60 , с 0 в более удобном виде для 
дальнейших расчетов и подставим в # в значения & 0 и & 4 , 
выраженные через ос , а в С 0 — &# , Л • 
Окончательно получим: 
Соотношение для а 0 с овпадает с ( 9 . 1 2 ) . Случайная ошибка 
сглаживания в первой точке будет 
&тт С у О . Ч В В (ЮЛО) 
Для метода четвертых разностей случайная ошибка во всех 
остальных точках также вычисляется по формуле ( 1 0 . 1 0 ) . 
В методе Родса случайная онибка во второй сглаженной 
т о ч к е , равной Ё0 , вычисляется по формуле 
4 л - 4 < ^ ( ю . п ) 
В следующей т о ч к е , с о о т в е т с т в е н н о , п о формуле 
&^*Сщ\т ' т о л г ) 
После сглаживания этим методом получается последователь­
ность неравноточных значений функции. 
Условие соприкасания дуг полиномов в методе Родса 
состояло в равенстве первых производных в точке касания. 
Это условие можно' расширить, потребовав равенство и в т о ­
рых производных в точке касания. Расчетные уравнения 
составляются аналогичным образом. 
§ I I . ЭКСПОНЕНЦИАЛЬНОЕ СГЛАЖИВАНИЕ 
Все рассмотренные выше формулы сглаживания о существ ­
ляли процесс сглаживания по И текущим значениям Х ^ ) # 
Для их реализации на ЦВМ необходимо П запоминающих ячеек 
для хранения всех дискретных значений функции, и п з а п о ­
минающих ячеек для хранения значений весовой функции. 
Кроме т о г о при вычислении сглаженного значения х.(-Ь) н е о б ­
ходимо выполнить П операций умножения и П операций с л о ­
жения за один шаг дискретизации. Значительного уменьшения 
объема памяти можно д о с т и ч ь , еоли осуществлять сглажива­
ние по всем прошлым значениям функции взятым с постепенно 
убывающими весами. 
Метод, в котором весовые коэффициенты меняются по э к с ­
поненциальному закону , впервые, был описан Холтом / 2 3 / . 
Специальный случай экспоненциального сглаживания и с с л е д о ­
вался Брауном / 9 - 1 0 / . 
Определим оператор экспоненциального сглаживания 5 : 
При ос = I эффект сглаживания о т с у т с т в у е т , при оС = О 
сглаженное значение в точке ^ будет равно сглаженному 
значению в предыдущей т о ч к е . Соотношение ( П Л ) можно 
представить 
5* (х ) = * Х * + ( 1 - а ) 5 * - , ( З С ; (11 .2 = 
откуда нетрудно заметить , что с возрастанием ос все 
меньше учитываются предыдущие значения функции. Экспо­
ненциальное сглаживание дает несмещенную оценку: 
здесь р -
Оператор экспоненциального сглаживания можно приме­
нять повторно , при этом справедлива следующая теорема. 
1 8 о р е н а I 
Сглаживание кратности К; с о о т в е т с т в у е т однократному 
сглаживанию оператором 5* • 
Доказатеиьство проведем по методу математической 
индукции. Согласно ( 1 1 . 1 ) . 
х+_. ( П . 5 ) 
> о 
т . е . ( 1 1 . 4 ^ справедливо для & = I . Предположим, что он 
справедливо для (г и докажем для к + I . 
5 % - % « 5 > « 2 ? а ( ^ М (11.6) 
Введем индекс Е= т±] . Область определения 0^т.$~° • 
0 < ^ ' с о о т в е т с т в у е т области определения бс / ^ с » 
0 ^ 4 ^ • Поэтому 
что и требовалось д о к а з а т ь . 
Л - р а е сглаженное значение выразим через введенный 
оператор Дтго порядка 
.  .= * з ; - {х; +(<+*) О х > ( п . ю ) 
Сглаживание по формуле ( 1 1 . 5 ) дает динамическую ошибку 
первого порядка. Действительно, 
/ = с 
Случайная ошибка при сглаживании функций вида ' 3(4) = сом/' 
Р ^ ^ 2 ^ С ^ ( П . 1 2 ) 
Качество сглаживания характеризуется коэффициентом 
сглаживания # . Потребуем, чтобы качество сглаживания 
по формулам ( 1 1 . 5 ) и ( 6 . 2 ) было одинаковым: 
Из ( 1 1 . 1 3 ) получаем соотношение для определения Ы. 
Методом математической индукции покажем, что 
4 = (к + 1)! • 
Для I = 0 ,1 справедливость равенства очевидна. Предпо­
ложим, что оно верно для I и докажем его ' справедли­
в о с т ь для 4, , 
Й , ^ ( К - Ч ) 1 (1+л)Ц*-А)\ 
Если выбрать с* = 0 . 2 , качество сглаживания будет 
таким же, как при усреднении по 9 точкам. При этом п о т ­
ребуется три запоминающие ячейки для хранения Л , р , 
э с ^ _ , . Если имеется реализация длиной Я = 5 0 , то по 
методу усреднения минимальный коэффициент сглаживания, 
который можно д о с т и ч ь , равен 1 / 5 0 . Для получения такого же # по методу экспоненциального сглаживания достаточно 
выбрать Ы, = 0 . 0 4 . Выбран оС < 0 . 0 4 мы добьемся лучшего 
качества сглаживания, чем при простом усреднении. Отметин, 
что в ( 1 1 . 1 1 ) привычислении сумма бралась по б е с ­
конечному числу точек. На практике мы имеем дало о конеч­
ной реализацией. В этом случае 
аС 7 ^ = 4-р"~* (НЛЗ; 
Так как 
Р =ТПТ 
Для конечной реализации дянамическач Знжбка не равна 
нулю. Однако ухе для П> 10 она становится незначитель­
н о й . Почти 90% весовых коэффициентов приходится на п е р ­
вые П. значений. 
§ 1 2 . ЭКСПОНЕНЦИАЛЬНОЕ СГЛАЖИВАНИЕ 
'ПОЛИНОМОВ ВЫСОКИ! ПОРЯДКОВ 
Пусть на интервале сглаживания 
3 ( ± - 0 ( 1 2 . 1 ) 
^ -о 
Фундаментальная теорема экспоненциального сглаживания 
утверждает следующее / 1 0 / . 
Теорема 2 : т 
Если 5(6-#* Е ^ , ^ 
коэффициенты могу* й*ть пр^ггтамева 
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в виде линейных комбинаций величин, полученных в р е з у л ь ­
тате действия оператора $ т + 1 н а зс(4:) , причем 
где » гЗь(уС)~х^ - единичный оператор . 
Непосредственный с п о с о б получения коэффициентов 
л ^ # - " ? а Г черев экспоненциально сглаженные величины 
получается из условия 
* Е « И ^ - ^ Л 1 * 1 * ( 12 .3 ] 
Напомним, что т 
Т е о р е м в а 3 / I I / 
Полином 5 (^-у,) степени т , минимизирующий ( 1 2 . 3 ) , о б л а ­
дает тем с в о й с т в о м , что 
Пусть 
щ м ) * * ; Ф 1 , - ф $ ф ; ( 1 2 . 5 ) 
Уравнения для вычисления' коэффициентов параболы следую­
щие: , 
- *& ( 1 2 « б ) 
Приведем ряд полезных соотношений, необходимых для д а л ь ­
нейших вычислений: 
^ (12 7) 
Принимая во внимание (12 . ? ) и ( П « ^ ) » решаем ( 1 2 . 6 ) 
относительно а.'^ ! 
I ^ * М - 2 5 " *Щ) $Ш Ф ^ Й Й (12.8) 
Дли сравнения приведем соотношения для вычислений 
а± I с л у ч а е , когда 3 (•Ь-^ = а%-]а^ г 
, (12.9) 
Я 
Сглаженное значение в момейт временя ^ равно коэффициеп 
Х{1) = ъ5+{х)-Ъ5и*)+ (12.10 
Я ^ = 2 5±(х; -5|(х; (12.11 
Для сглаживания по ( 1 2 . 1 0 ) и ( 1 2 . I I ) необходимо з а ­
д а т ь начальные значения 5 о ( х> , 5 * ( г ; * 51 (х-) . Можно 
положить З б 1 ? ) = 5 Д г У ~ 5 ^равными среднему значению.вы-
чиоленному пп предшествующим значениям, в- противном слу­
чае необходимо предсказать значение средней , В худшем 
одучае за начальные оглахейные значения можно принять 
исходные не сглаженные. Коэффициенты сглаживания, соответ 
ствуощие формулам ( 1 2 . 1 0 ) я ( 1 2 . 1 1 ) равны: 
%гш * 0 + ^ ^ М * + Д Г * ' ( 1 2 Л З ) 
Сглаживание по методу экспоненциального сглаживания 
лает значительный эффект только в том случае» когда и з ­
вестна степень полинома ШЩ* В противном случае получит­
ся расходящийся п р о ц е с с . Действительно, еоли имеется 
полином Степени с , & в качестве гипотезы * э й * полином 
степени пг , т<б * *о динамическая ошибка бит дет равна: 
• ^ Г с « 5 ^ И*) 
Здесь является функцией времени й будет стремиться 
к бесконечности при - 6 ^ о ? . 
Как выбрать о с ? Пусть для сглаживаний функции 
- с о п ^ ^ г уже выбрано значение <?с , Тогда для сглаживания 
линейной функций 5$=#^0$ констапта ос выбирается 
так , *1тобы результат сглаживания относительно свободного 
члена Я% был таким же, как при оплачивании функции 5 $ / -
- а \ . . Э т о условие запишется 
. (12.15) 
Аналогично, при сглаживании полинома степени т , 
о 6 т выбирается из условия 
$ ~(ХМ) = ^ - < х ( 1 2 Л б ) 
3 работах / 1 4 / , / 1 6 / предлагаются другие подходы к о п р е ­
делению сглаживающей константы гУ, * 
§ 1 3 . ОПРЕДЕЛЕНИЕ ОС НО ДВУМ РЕАЛИЗАЦИЯМ 
Определение Л , в случае когда неизвестен вид 
функций В(1) , возможно по двум реализациям. Пусть 
даны две реализации одного и того же процесса : 
Х(€)* 5(к) -^ 6М (13Л) 
^ ( г ) , у ( ^ ) - две некоррелированные случайные функции, 
имеющие нормальный закон распределений и среднюю равную 
нулю. Составим 
*3:(0-х:'(-0*^)-$и) (13.3) 
В силу теоремы о композиции случайных величин с нормаль­
ным законом распределения, ^(к) тоже будет случайней 
величиной с йормалькым законом распределения и д и с п е р ­
сией <З^^С^+Су ш Так как оператор экспоненциаль­
ного сглаживания 'линеен 
//[^ (уЛ"/1[5#.(|7] = 0 • Повторяя операцию сглаживания, 
согласно теореме 3 , получим: 
т . е . , по мере повторения операции сглаживания, 6^ будет 
стремиться к нулю. Это о б с т о я т е л ь с т в о и используется 
при определении оптимального оС . Поиск ОС , доставляю­
щий минимум проводился по итерационному алгоритму 
Габора Задав три произвольных зпачения об , опре ­
деляем соответствующие ни 6у . Единственное огрААДМВВМ, 
накладываемое на ОС > т а к о в о , чтобы соответствующие 6 у 
не были расположены в порядке убывания или в порзщке 
возрастания, в противном случае итерационный процесс — 
расходящийся. Через три ::очки , \Щъ проводим 
параболу и находим положение минимума; 
1 1. 
^ у = СС с + П 4 ** С1 г ОС 
^ 1 - 0 И Л И Оъпп, = - | ( Х З . Б ) . 
Значения коэффициентов параболы определялись из уравнений 
параболы, составленных дли трех исходных т о ч е к . 
В результате было получено соотношение для нахожде­
ния оптимального значения Л 0 # 1 т ! 
Далее определение минимального с^ 1 сводится к п о с л е ­
довательности итераций: 
а) задаются начальные значения оС и вычисляются значе ­
ния . 
б) по этим значениям, используя формулу ( 1 3 , 8 ) , находим 
с ^ о п т . г ь 
в) йо о с о п т . вычисляем 4 о п т . й сравниваем его с ^ у ; 
I , заменяем с^*^ на с^яягтак, чтобы 
не нарушалось условие сходимости процесса . 
Затем вычисления повторяются с пункта а ) , пока 
ошибка не стабилизйруетоя на какой-то значении. Для 
машины "Днепр-1" была составлена программа, реализующая 
э т о т итерационный алгоритм. Проводилось многократное 
сглаживание, причем на каждом шаге оптимальное р4 и с к а ­
лось вышеописанным с п о с о б е Ниже приведена таблица 
10-кратного сглаживания. 
В первом столбце три и с х о д и м значения <А> г с о о т в е т ­
ствующие им дисперсии, в третьем столбце ^ о п т . 
вычислялось по формуле ( 1 3 . 8 ) . 
Сглаживание проводилось с об § найденным уже на пер­
вом шаге, ибо уже втором * третьем шагах ояибка с т а б и ­
лизировалась , а различие в ОС было лишь в третьем знаке . 
Исходная дисперсия была равна 8 . 0 0 . 
I сгл&ЕйЕание: 
<*1 = 0 .01 
ОСг = 1.1 





4 . 3 
2 сглаживание: 
Ш$ * 0 .01 
а 2 = 1.1 
(Яг *" 2 Л 
3,83 
3 .03 
3 .12 ^опт ~" 
1 .50 
3 . 0 3 
3 сглаживание: 
0<;= 0 . 01 





2 . 7 6 
4 сглаживание: 
с*4= 0.О1 
о б 3 = г л 




2 . 6 5 
5 сглаживание: 
Ь Ц а 0 . 0 1 
с^г = 1 .1 * 
= 2 . 1 




2 . : - о 
7 сглаживание; Л , = 0.01 $р * 2.93 
°Ч = 1Л С%г = 2.45 ттГт 1 .39 1Ц • 2.1 = 2.57 ^ д о * 2.42 10 сглажизцние: 
= 0 .01 % - 2.97 
Аг = 1*1 % з = 2.38 Лс-пт= 1 .19 еЦ = 2.1 | | 1 * 2.42 ^ Р я г * 2 - 3 * 
Такин образом,отношение дисперсии до сглаживания 
к дисперсии после сглаживания получилось равным 3,4. 
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А.Бернуп 0 ВОЗМОЖНОСТИ ИСПОЛЬЗОВАНИЯ УВМ "ДНЕПР-1" 
ДЛЯ ОДНОВРЕМЕННОГО УПРАВЛЕНИЯ ДВУМЯ 
ЭКСПЕРИМЕНТАМИ 
Кан известН0,?и научно-исследовательских системах э к ­
спериментирования в с е чаще применяются управляющие вычи­
слительные машины (УВМ). Однако быстродействие управляе­
мых комплексов Не в с е г д а с о г л а с у е т с я с быстродействием 
машины. В связи с этим в научно-исследовательских центрах 
может о к а з а т ь с я возможный использовать УВМ для о д н о в р е ­
менного управления несколькими экспериментами / 5 , 1 8 / . 
Это значит, ч т о машина должна осуществлять два или более 
незаВисишх процесса управления принадлежащих разным 
пользователям. Одновременно должна р с ^ т ь с я задача р а з д е ­
ления машинного времени. 
В вычислительных системах такие функции обычно о с у ­
ществляются с помощью д и с п е т ч е р о в , организованных на б а ­
з е технических и программных с р е д с т в / 6 / . В данном с л у ­
чае рассматриваются возможности построения двухканальной 
научно-исследовательской системы /НИС/ на базе машины 
"Днепр-1 1 1 Для управления экспериментами в области физики 
т в е р д о г о тела ( р и с . I ) . При этом вопросы распределения 
машинной памяти не рассматриваются . Как будет показано 
дальше, диспетчер такой системы должен с о о т в е т с т в о в а т ь н е ­
которым специальным требованиям. 
Каждая НИС экспериментирования осуществляет следую­
щие функции /2/: 
1. Формирование и в е д ь * и управляющей информации на 
исполнительные у с т р о й с т в а . 2. Сс'ор измерительной информации -л ее ма: ем* , , р и7еская 
1бработка. 
вход, шины 





3. Опрос функциональных состояний агрегатов системы. 
4 . Связь экспериментатора с м а ш н о й . 
При выборе принципов диспечерйзации процессов у п р а в ­
ления физическим экспериментом необходимо у ч е с т ь а г р е г а -
тивную структуру НИС Если через обозка<*а*ь число а г ­
регатов в НИС, а через 2{ - субпроиесо й / * т о к а г р е г а ­
т е , то процесс эксперимента можно записать ь виде Л - м е р ­
н о г о вектрра: . 
через Но обозначим субпроцесс в самой УВМ, а компонен­
т а м и 0 ^ процессы исполнительных и измерительшх а г ­
регатах системы. Кроме того учтем , что в свйзи о работой 
в реальном масштабе времен™ Ц и е г о компоненты обладают 
кусочно-линейными свойствами / I / . Это вйачйт, что после 
получения исходной информации отдельный оубпроцвос Не 
должен в соответствующем агрегате происходить автономно 
и без прерывания. С линейным истечением времени умвн&ша-
е т о я и количество перерабатываемой информации в агрегате 
и в некоторый момент субпроцесс заканчивается. 
Чтобы с - тый агрегат мог снова функционировать по 
линейному закону , требуется восстановить в нем с у б п р о ­
ц е с с - 2 / путем выдачи новой дозы перерабатываемой информа­
ции. Это осуществляется с помощью оператора , программы УВМ 
или некоторого а г р е г а т а системы. 
Каждое со стояние^субпроцесса можно описать множе­
ством параметров ^рф* • которые будут характеризировать 
временные соотношения между взаимосвязанными субпроцессами. 
Ниже приводим параметры для некоторых состояний п р о ­
ц е с с а . 
&4 - параметр определяющий время, в течение которого 
а г р е г а т должен функционировать без прерывания и управляю­
щих воздействий других а г р е г а т о в , еоли е г о память снабжена 
управляющей информацией и он запущен. 
$>г - параметр характеризующий максимально допустимую 
задержку субпроцесса в режиме ожидания перерабатываемой 
информации. 
]3з~ параметр определяющий время, на которое д о п у с к а е т е 
прерывать субпроцесс протекающий по линейному закону в о 
времени. 
рц** параметр фиксирующий время, на которое обязательно 
т р е б у е т с я затормозить субпроцесс Л[± » если информация п е ­
рерабатываемая им исчерпана. Задача диспетчера заключается 
е организации двух параллельных п р о ц е с с о в : 
организованных в соответствующих НИС обслуживавших одной 
УВМ. 
Если процесс самой диспетчеризации обозначать через 
, т о весь п р о ц е с с в НйС ( р и с I ) запишется в #иде 
В отличие от вычислительных систем / 4 , 8 , 1 1 / , о с о б е н ­
н о с т ь дколетчирования процессов в НИС заключается именно 
в том, что без применения и с т р о г о г о соблюдения парапет* 
р о в р^рц в системе могут возникнуть аварийные ситуации. 
Пример такого случая субпроцеоса 5 ^ задан системой у п ­
равлений ( 1 ) | в которой параметры \Ьал ир>а$ относятся к 
каналу 1 - а " , г л , , ш ф л ^ , 
Рассмотрим основные принципы, по которым обычно 
строятся системы разделения машинного времени. Одновре­
менно обратим внимание на характер информации,используе­
мой для диспетчеризации с у б п р о ц с о с о в . 
I . Синхронное обеда* . чанке по .кругу 
Л . 7 , 8 / 
Этот вариант часто применяется в мощных УВМ,в Процес­
се решения задач и отладки программ. В оистемэ применяется 
специальный счетчик* который через фиксированные интервалы 
времени вырабатывает сигнал прерывания текущей программы* 
Диспетчер анализирует состояние системы и в порядке о ч е р е ­
ди передает процессы следующему,к работе г о т о в о м у , з а к а з ­
чику. 
На р и с . 2 показана временная диаграмма такого режима 
для случая двух пользователей * 
п п ^ п п * п п 
Г * 26 
Р и с 2 . 
« ^ а и - субпроцессы соответствующих каналов в ма-
1 гне. 
•5?<^ - субпроцесс диспетчера . 
Интервал оператор канала " а " может и с п о л ь з о ­
вать для оценки промежуточных р е з у л ь т а т о в . Оператор кана­
ла " б " для той же пели :: еет интервал ё% * Предпола­
г а е т с я , что в момент субпроцесс ^5 запускать не 
т р е б о в а л о с ь . Частота запуска диспетчера должна выбираться 
па основе априорной информации о максимальных значениях 
параметров рщ&рщ с уопроцессов обоих систем. 
В связи с синхронным принципом функционирования д и с ­
петчер Е интервалах ёг,&, 4$,^&не может передать маши­
ну следующему каналу, что является серьезным недостатком 
системы. 
Кроме т о г о э т а система разделения машинного времени 
допускает ситуацию, заданную уравнениями ( I ) . Это резко 
ограничивает возможности ее применения в НИС. 
П. Системы разделения времени с <|иксированными 
приоритетами / 3 5 , 9 , 1 0 , 1 1 , 1 7 / 
В этом случае программы низшего приоритета обслужи­
ваются только при условии , что очередь высшего приоритета 
п у с т а я . Приоритеты в таких системах присваиваются на о с ­
нове априорной информации о предполагаемом режиме работы 
программы и необходимых технических р е с у р с о в . В вычисли­
тельных системах старший приоритет получают алгоритмы, 
требующие малое время обслуживания / 1 0 / . Иногда э т о т в о п ­
р о с решается путем специальных измерений статистических 
параметров с у б п р о ц е с с о в / 1 2 / . 
Фиксированные приоритеты применяются также в д и с п е т ­
черах с повторяющимися циклами / 2 / . В таких с и с ^ м а х 
предполагается , что алгоритм каждого рабочего процесса 
имеет циклический характер с максимальней длительностью^, 
Програьйяа каждого канала разбивается по форматам / 1 3 / , 
которым присваиваются приоритеты, т . е . частота повторения 
з интервале Т . 
На рис . 3 приведена временная диаграмма двухналаль-
ной системы. Через ,2 /д и ^ / ^ ^ о б о з н а ч е н ы программы двух 




2 , з 2,5 
Рис. 3 . 
Низший приоритет обычно присваивается редко п о в т о ­
ряющимся -программам ( 2 ( й ) . Формату 2 а с о о т в е т с т в у е т о с ­
новной процесс канала. 
Рассмотренная методика преобразует фактическую ЦВМ 
в множество "виртуальных* 1 машин с разным быстродействием. 
Однако термин "быстродействие" здесь должен пониматься в 
интегральном смысле за период Т . 
Указанный вариант нельзя применить, если система 
строится на УВМ,не имеющей,буферную память для ввода и 
вывода информации на перфоленту (Днепр-1 ) . В этом случае 
может возникнуть ситуация неравенствами ( I ) , если пара ­
метр ^ субпроцесса (ввод с перфоленты) больше 0.5ТХ 
Ситуация могла не возникать , если бы оперативная п а ­
мять машины имела несколько автономных входных каналов 
(Днепр-21) . 
Ш. Система разделения времени с динамическими 
приоритетами 
Так же как и в предыдущем варианте структура програм­
мы имеет несколько степеней иеархии ( р и с 3 ) . Отличие з а к -
лючается в том , ч т о приоритеты задачам присваивает сама 
машина во время выполнения диспетчерской программы. Это 
возможно, если машина обслуживает несколько вычислитель­
ных программ, для которых параметры типа р^, ГЦ не очен г 
существенны. 
.Приоритеты присваиваются субироцессами в зависимости 
от текущего состоянии системы, а иногда даже в результате 
анализа е г о изменений / В / . При этом каждая задача з а д а е т ­
ся вместе с так называемым паспортом, который может содер 
жать следующие параметры: предполагаемое время решения, 
интенсивность загрузки у с т р о й с т в ввода-вывода, требуемый 
объем памяти, с т е п е н ь готовности задачи к решению Д , I I , I V -
Входной поток вычислительной системы образуется из 
з а д а ч , решаемых дли разных пользователей, причем машина 
имеет возможность выбирать число одновременно решаемых 
задач / О / . Диспетчеризация процессов управления упомяну­
той НИС не допускает вероятностный подход к решению проб­
лемы. Кроме того серьезные трудности появляются при о б е с ­
печении диспетчера шгфармадоей о параметрах выполняемых 
су б п р о ц е с с о в . 
1У. Диспетчер, управляемы,; текущими 
ооотон нипки системы / 3 , 1 1 , 1 5 / 
Известие, что для утшт задачи щштштттщ рас ­
пределения памяти обычно примени г так н а з ы в а е т е управ­
ляющие слова / 1 6 / , в которых задающая параметра ЩшотШ 
емых массивов . Они могут быть применены и для указания 
временных параметров субпроцеесо т : 2: С / 3 , 1 5 / . 
Диспетчер должен с о п о с т а в и т ь $р&0ошш субпроцессо--
с динамическими состояниями системы и на основе анализа 
параметров ^ Г Д , запустить т о т су ^процесс , который пахе 
дится в состоянии г о т о в н о с т и . Учет п а р а м е т р о в и е д о ­
пустит ситуации эадшшой неравенствами ( I ) , о д н а к о некото­
рые затруднения могут появиться при программировании. 
Обычно предполагается, что программы имеют блочную с т р у к ­
туру, а каждый блок начинается управляющим словом и с о о т ­
в е т с т в у е т субпроцессу 2. г . 
Чтобы указать частоту повторения управлявших йШШ в 
программе, введем понятие ранга ] субпроцесса Жг1 » Ко­
торый запишем з виде индекса при параметре р^т Если /^г/ 
по-прежнему будет указывать на длительность непрерываемых 
кусочно-линейных субпроцессов з блока программы, то ранг 
3 применим ДЛЯ ут&ШШ ЦШйШштшШ*длительности Ьо 
таких частей перед выполнением хоторых з программе 
обязательно должно быть поставлено управляющее с л о в о . С 
помощью параметров в ней будет указано допустимое 
время прерывания. 
Для конкретлой реализации зьедзко четыре ранга со 
следующими допустимыми длительностями оублроцессов : 
^ * Ъ - * 30С00 исех, 1 * 1 - 4*« ЮСС мсек , 
^ ш I = 50 моек , 
- ± 0 = без ограничений. 
Таким образом свободно выбранный основной блок 2 г ) 
программы будет иметь следующую иерархическую структуру : 
2: г л С 2\-г ^ 2 г э а 2го 
Каждый из указанных алвнвйМЯ. программы будет х а р а к ­
теризоваться параметрами $фрг * ^Р*»/** * Применение у п ­
равляющих слов обеспечивает а с и н х р о н н ы й 
принцип запуска диспетчера. Однако для уменьшения числа 
управляющих с;.эв в программе целесообразно организовать 
ч а с т и ч н о с и н х р о н н о е упразление д и с -
пет - р о м . По этой причине длительность кусочно-линейных 
субпроцессоь 0--т I ) выбрана т а к о й , чтобы за время ^ о = 5 0 
мсек й НЫС не могли образоваться аварийные ситуации. В 
таком случае запуск диспетчера перед субпроцессами Ъгп« 
можно осуществлять синхронно, с помощью специального 
счетчика времени, который подключен к прерывателю програм­
мы. Количество управляющих слов уменьшится в К= 30000 9 
т 600 раз . ь и 
Введение системы разделения времени Предполагает 
следующие режимы работы машины: 
1 . Одновременная работа управляющей и независимой 
вычислительной программы. 
2 . Реализация двух вычислительных программ. 
3 . Одновременное выполнение двух управляющих п р о г ­
рамм. 
4 . Работа машины в одноканальном режиме о программой 
любого типа. 
5. ДезкурныГз режим диспетчера при включенных обоих 
каналах. 
В зависимости от параметров все субпроцессы в маши­
не разделены на следующие классы: 
Субпроцессы т и п а Р я , которые задаем параметрами: 
р> и = 50 мсек* 
р>г_ = л * » 15000 м с е к , 
р>ч = ( О , I , 2 ; . . . { 30000) мсек . 
Субйройессы типа Рл г 
|5н * 50 мсек , 
р>г = 50 моек, 
р>ъ и 0 мсек , 
/ Ц * ( 1 , 2 ; . . . . { 5 0 ) мсек . 
Субпроцессы типа \\ } 
я 500 мсек , 
( 1 . 2 ; . . . { 1000 ) мсек . 
Субпроцессы типа Р> : 
= А з = 50 м с е к , 
^ 2 я 15000 * с е к , 
= ( 1 , 2 ; 3 0 . 0 0 0 ) мсек . 
Субпроцессы типа которые в основном предусмот­
рены для работы с магнитным^барабаном: 
/ % 0 = 500 м с е к , 
=2000 мсек , 
ы 0 . 
Субпроцессы типа ? 5 для ввода информации с перфо­
ленты: 
р%4* 15000 мсек , 
* 60000 мсек , 
Лля в с е х субпроцессоз з д е с ь заданы максимально 
допустимые значения параметров. 
На базе рассмотренного набора субпроцоссов можно 
организовать программы двух типов : процессы ( Р0 , Рч 
могут образовать программы чисто вычислительного 
характера, а тагаке применяться во в сех случаях* когда 
временные параметры субпроцесоов определить очень т р у д ­
н о . Такие программы ф д у т прерываться через каждые 50 
мсек на время 50 * 15000 мсек* если только соседний к а ­
нал в этом будет нуждаться. 
Набор субпроцессов { Р 1 ,Р а , Рэ , Р д ] позволяет 
организовать программы детерминированного характера в 
пределах параметров соответствующих {Р }^ . Для э т о г о 
потребуем, чтобы программа рассматриваемого канала Шла 
разделена на блоки типа Р э ( р и с . 4 ) . Структурными элемен­
т а м и ^ в свою очередь будет 1а и Р$. Соответственно ^с/^» 
а также с В*. Рассмотрим подробнее этот класс п р о г р а ш . 
Чтобы был учтен параметр рг каждого ожидающего с у б ­
процесса , максимальная длительность любого, активного 
субпроцесса в соседнем канале должна с о о т в е т с т в о в а т ь т р е ­
бованию ранга: ^ О 4 г о п ^ Для субпроцессов типа Р^ э т о 
обеспечйваетея о помощ>» синхронного счетчика времени. 
Однако Р^  может <&ть закончен и раньше, если внутри и н ­
тервала 1^=* 50 мсек осуществляется' одно ий состояний 
системы: 
а ) начало выдержки времени с параметром между 
двумя операциями с внешними агрегатами; б) заказ субпроцесса или Р$ } 
Рш Мё *$4&>0 
Ж. А*>Л*0.°* 4, Рх Ф*°ШШ,... 
4 * Ш А 
Ра 4 * 6 ^0ООО 
5 о 
^ 4 5-Л7 
1*4 
Рио. 4 . 
в ) останов программы. 
Длительность -4»субпроцвссов Р.у и фиксируется при 
составлений соответствующих Стандартных подпрограмм. 
Субпроцесоы типа Р% в основном предусмотрены для 
разрешения роботы с магнитным барабаном соседнего канала. 
Чтобы йх длительность не превышала нормы €04. 1000 мсек , 
внутри их запрещено организовать итеративные циклы с н е ­
определенной длительностью.. 
Организация диопетчера допускает ошибку до 100% при 
определении длительностей и Р3 • При этом 2 Ьо( Р а ) = 
ш 2000 моек но превысит параметра ( З г п р о ц е с с а • То же 
относится к величине 2 ^ ( Р 3 ) * 60000 мсек . 
Субпроцессы Р,. Рг , Р3 предусматривают прерывание 
соответствующее их рангу ^ только вначале каждого блока 
программы. Процесс ? б м о ж е т быть прерван в любом м е с т е . 
Для режима с набором | , Р^  , Р3 , ?к , в конструкции 
диспетчера предусмотрены некоторые меры предосторожности. 
Так, если программист сшиб&ется и не соблюдает условий 
на длительность Р 2 или Р 3 , то соответствующая программа 
прерывается, выполняется запрос соседнего канала и т о л ь ­
ко потом продолжается работа неправильно составленной 
программы. Её ,оператор оповещается об этом . 
Чтобы описать алгоритм функционирования системы р а з ­
деления времени БЕ едены следующие обозначений. 
Ду ; - состояние НйС, в котором программа ] - т о г о к а ­
нала сообщила диспетчеру о необходимости осуще­
ствлять субпрсцесс типа I ( I = Р 0 * в, I Рг * , 
Гч , Р 5 ) ; ( 
С}- состояние ^ - т о г о канала, в котором не требуется 
выдержка времени перед выполнением следующего 
с у б п р о ц е с с а ; 
^ - с о с т о я н и е ^ котором оператор ^ - т о г о канала т р е ­
бует обслуживания е г о телетайпа; 
^ - с о с т о я н и е , в котором запрещена программа - т о г о 
канала; 
с о стояние ,в котором УВУ передана -тому каналу; 
- события4 соответствующие передаче ыашш ^*-тому 
каналу; 
События, вызывающие запуск диспетчера : 
Ц - обращение программы ^ - т о г о канала к"диспетчеру 
для осуществления о с т а н о в а , выдержки времени или 
смецы типа субпроцесса ; 
5 - запуск диспетчера с помощью синхронного счетчика 
времени; 
запуск диспетчера после окончания субпроцессов 
типа Рч или Р$ в 3 - т ом канале 
К ] - зацикливание диспетчера , в связи с отсутствием 
разрешения на субпроцессы ^ - т о г о канала. 
Введем следующие обозначения моментов времени: 
({-1) - момент перед запуском диспетчера , 
± - запуск диспетчера , 
$ + 4) - момент входа машины в рабочую программу. 
Алгоритм диспетчера в этом случае может быть задан 
помощью логических управлений. 
I . Режим с набором с о п р о ц е с с о в ( Р ч . Р а ^ з . 
Р а - О ^ } в обоих каналах 
( 4 ) 
* * Ф & ~ * ] ^ в * { # * * / а Ы й " ^ } ( 5 ) 
Выражения для передачи машины первому каналу можно 
получить по аналогии о управлениями ( 1 * 5 ) . 
П. Режим с набором с о п р о ц е с с о в ^ Р * г Р</. Р$] 
в обоих капалаг 
К т 5 (11 к г С**•«I•!«К - 1 / ( С ^ ^ И & го (4 
(?) 
Щ. Регим о набором с у б с о ц в с с о з 
в первой ланале и ^ 2., ,?ч 
г:*. И*М *клШк 1(1-1} [ г1ь-1) 
Запуск первого канала осуществляется при следующих 
кг{±+<)~ 5&)ЬЛ-^Лги-^ШЬ-^а,оЦ-0' ( 1 3 ) 
= ^'Ш#*№$1ч&^агз&~$С1({ч) ( 1 5 ) 
* *^-4*ц#Н^***&«Фг4*{€-4В ( 1 6 ) 
Для событий М » ^-1 М I 
ответствую^его управления 7, 3 , 4 , 
V йтО'Щ ( 1 2 ) 
у словиях : 
1У. Режим с выключенным первым каналом и 
с любым набором субпроцессов во втором 
канале 
Диспетчер в этоК режиме фиксирует в индикаторах п е р ­
вого канела состоянии Ою* Алгоритм задается логическими 
выражениями: 
V йт_ъа-1)]у/ а г.ча-1№<х5 ({-1)} ( 1 9 ) 
«йЫЩтШШ ( 2 0 ) 
* -1)3 Съ({-1)ы агьич)* 
^ агдЦ-1)} ( 21 ) 
Выбранный алгоритм диспетчера реализован программным 
с п о с о б о м . Программа занимает 350 ячеек . Время срабатывания 
диспетчера ^ С У 2 м с в к , что в среднем составляет Ь% машин­
ного времени " Д н е п р - Г т . 
Чтобы оценить эффективность эксплуатации системы, вве­
дены следующие обозначения: 
*Ь1- требуемое время эксплуатации машины для реализации 
алгоритма 6 - т о г о канала в интерзале У ; 
- необходимое время реализации алгоритма б - т о г о к а ­
нала на внешних а г р е г а т а х - В речение э т о г о времени эксплу­
атация малины не т р е б у е т с я . В одмокпнальном режи^еТ^Г-И;. 
н - | г : * у 100 - относительное необходимое время а в т о ­
номной работы внешних агрегатов системы; 
К - коэффициент эффективной загрузки машины} 
Ту - период срабатывания диспетчера; 
\$ - время одноразового срабатывания диспетчерской п р о г ­
раммы. 
Введем отношение и кайдьм коэффициент эффек­
тивной эагрузкн машины в одноканальном режиме Ко : 
к . 
В таком случае т ' * = . . З с 100$ , что позволяет п о ­
строить функцию Кб - / ( Т У 1 - ^ 
В режиме* когда работает только первый канал с приме­
нением диспетчерской программы коэффициент загрузки машины: 
В режиме двухканальной рйооты коэффициент загрузки ма­
шины можно т^айти по формуле 
Если допуотить» что су 4 = с ^ А ^ | последнее равен ­
ство принимает вид: ± „ 
Обозначим через Т0 суммарное время > необходимое для 
реализации алгоритмов обеих каналов в режиме диспетчериэа-
Если принять, что V * * { с ^ * * ^ * с ? - 0 й у ч е с т ь , 
чзо в одноканальном режиме Т - ^ И + с ^ ) , то получаем в ы ­
ражение: 
» т * * * * Т , 2 / о 1 . % 
Соотношение ( 2 4 ) показывает, во сколько раз увеличи­
вается время реализации програшы в режиме диопатчериэашш, 
по сравнению с одноканальным режимом. Обозначим черев К ^ -
коэффициент загрузки измерительной и исполнительной аппара-
ауры С - т о г о канала: 
Если положить Т * т " + ЗГ» т о : 
**/ 
НМ - ^ К м ( 2 5 ) 
Выражения ( 2 2 ) , ( 2 3 ) , ( 2 4 ) , ( 2 5 ) могут представить и н ­
терес при анализе и поиске оптимальной структуры системы 
( р и с . 5 ) . 
Критерием оптимальности соответствующих подсистем м о ­
жет служит количество и ценность информации, вырабатываемой 
в них. Однако, как отмечено в / 1 9 + 2 1 / , определить ценность 
информации возможно только в некоторых специальных случаях. 
Поэтому для оценки системы будем пользоваться стоимостью 
её а г р е г а т о в , условно предполагая, что цена прямо пропор­
циональна количеству и ценности информации, которую т е о р е ­
тически способен вьфабатывать соответствующий у з е л . 
Введем обозначения: 
с< - стоимость аппаратуры первого канала, 
С 2 - стоимость аппаратуры в т о р о г о канала, 
С * - стоимость машины, 
С - стоимость системы С = С^ + С 2 + С м , 
А - коэффициент использования экономических средств. 
( 2 6 ) 
обозначим: с* - ст : Ял - с г 
См 
Преобразуя ( 2 6 ) , находим: 
'У 
На р и с . 6 приведено семейство кривых функций 
Л * / < с ^ Т 9 при условии Щ •* Щ * - 9 * 
Если считать , что стоимость НИС известна , кривые р и с . 
6 позволяют определить на сколько изменится Л , если и о -
пользовать с у ш у л С для увеличения быстродействия а в т о ­
номных у с т р о й с т в (параметр Т ) лли время выполнения самой 
программы в машине $ . 
Централизация алгоритма эксперимента в малине оказы­
вается целесообразной * если <"Г'< 67%» а 0 , 5 . г 
2,0 - 2р--
18 - !/>•' 1.6- ОВ 
1 4 - 0,7 
12 • О*: 1.0- о,*.. 
0 ,9 - 0,4-. 
0 ,6 - 03» 
о.ч - ОХ-
о,г , м -
0 - 0 . 
10 20 30 40 50 60 70 8(1 90 100 
Рис . 5 . 
К децентрализации или увеличению роли автопомных а г ­
регатов в системе целесообразно стремиться , если 68# , 
а с Г > 0 , 5 . 
^абота системы с коэффициентом Л > 0 , 5 5 явно с в и д е ­
тельствует о неправильном распределении экономических 
средств в НИС. 
а * 
I 1 * 1 * 1 * * * 1 Л-» 
10 20 Ь0 мо 50 6о Чо 8 0 ^ 9 0 100 1 7 й 
Рис , 6 . 
В заключении отметим, что проектируемая двухканальная 
НИС на базе усовершенствованной машины "Днепр-1" не п о з ­
воляет решить такие проблемы как работа со специализиро­
ванными языками программирования и организацию информаци­
онно-поисковых с и с т е м . Кроме т о г о , в машине почти не реше­
на задача динамического распределения и защиты памяти, что 
является крупным недостатком системы. Опыт разработки п р о ­
екта диспетчера показывает , что е го расширение для т р е х -
и четырехканальной работы не является перспективным. 
Отсрда следует вывод о целесообразности организовы­
вать многоканальные комплексы НИС в области физики т в е р ­
д о г о тела типа "измерительной центр 1 1 на базе б^лее мощной 
машины ( с м . с т р . 28*32 настоящего с б о р н и к а ) . 
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