Microarray technology has become a great source of information for biologists to understand the workings of DNA which is one of the most complex codes in nature. Microarray images typically contain several thousands of small spots, each of which represents a different gene in the experiment. One of the key steps in extracting information from a microarray image is the segmentation whose aim is to identify which pixels within an image represent which gene. This task is greatly complicated by noise within the image and a wide degree of variation in the values of the pixels belonging to a typical spot. In the past there have been many methods proposed for the segmentation of microarray image. In this paper, a new method utilizing a series of artificial neural networks, which are based on multi-layer perceptron (MLP) and Kohonen networks, is proposed. The proposed method is applied to a set of real-world cDNA images. Quantitative comparisons between the proposed method and commercial software GenePix are carried out in terms of the peak signal-to-noise ratio (PSNR). This method is shown to not only deliver results comparable and even superior to existing techniques but also have a faster run time.
I. Introduction
Microarray technology has provided the biology community with a powerful tool for exploring the field of functional genomics. A robotic arrayer prints thousands of DNA sequences onto glass slides. Each slide typically contains several sub-grids that are two dimensional arrays of DNA spots, see Fig. 1 . In the cDNA microarray experiment [1] [2] [3] [4] [5] , Ribonucleic Acid (RNA) is first isolated from both control and experimental samples of the cells of interest. The extracted RNAs are then converted into cDNAs [6] . These two populations are usually labeled with fluorescent dyes such as Cy3 (Green) and Cy5 (Red). The mixture of these samples is then hybridized to a glass slide. After hybridization the slide is scanned with red and green laser. The difference in fluorescence between the two color channels shows the relative difference of gene's expression between the two sources [3] . The end product of the comparative hybridization experiment [7, 8] is a scanned array image. Gene's expression data is derived from these images and can be used for further steps of analysis [9] .
Generally speaking, microarray image analysis consists of four stages [5, 10] : 1) the filtering stage which can be used to remove the small contaminations or the background trend [11] ; 2) the spotting stage, usually called gridding, which is used for the individual localization of spots' areas; 3) the segmentation stage which classifies pixels in a region immediately surrounding the gene as belonging to either the foreground or background domains; and 4) feature extraction stage which is the process of analyzing every spot in order to determine the corresponding gene expression level. For a given single region that is supposed to be the local area of a spot, the discrimination between the spot pixels and background pixels may at first seem a trivial one. Unfortunately, this is not the case. The spots within the image vary significantly in size and shape. The spot's pixels' values are typically inconsistent, and they may overlap with the values of the local background. In addition, the spot region may contain high valued noise artefacts, which should not be categorized as foreground and arguably not background either.
There have been many existing techniques proposed for dealing with the segmentation problem. In ScanAlyse [12] and GenePix [13] software, fixed and adaptive circle segmentation methods have been used. In these methods, all spots are assumed to be circular with a fixed or adaptive radius. However, the spots in the microarray image vary in size and shape and are not printed as precisely as they should be in the ideal case, and this gives rise to the main drawback of these methods. In the ImaGene [14] software, histogram-based segmentation method has been used. This technique assumes that the peaks in the histogram can be utilized in order to specify a threshold for the discrimination between the gene spot and the background regions. Unfortunately, this assumption could lead to incorrect observations. For example, in noisy images there could be no peaks (valleys) that can be used to infer a threshold as the range of intensities is very small. Therefore, it is almost impossible to find a threshold value or a set of threshold values that will result in a single connected region matching the set of spot pixels that a biologist would determine to be the spot pixels. In the Spot [15] software, the seeded region growing (SRG) algorithm has been employed [16] . SRG method is perhaps the most powerful one with respect to shape identification, but it relies on a seed growing methodology as well as the selection of the initial seeds [17] .
It should be pointed out that the large number of spots (usually in thousands) as well as the spot's shape and position irregularities [18, 19] could result in processing errors propagating through succeeding analysis steps [3, 20, 21] . It has been anticipated that the spot intensity value would be independent of the segmentation algorithm if a background correction method is used [5] . However, it has been proved in [22] that the segmentation method can significantly influence the identification of gene expression values and subsequent analysis. Furthermore, the time-consuming manual processing of the microarrays has led to the recent interest in using a fully automated procedure to accomplish the task [4, 23, 24] . Although recognition of spots in either control or experimental channels seems to be straightforward, the task is indeed complicated and challenging. In order to accomplish the segmentation of cDNA microarray image, the idea of clustering over a full image area has been proposed by Bozinov and Rahnenfuhrer [25] , but this might not be computationally feasible with current processing power. To overcome such a computational issue, an abstraction of the k-means clustering technique was proposed in [26] . Also, the active contour techniques were applied in [27] that are sensitive to noise. Other methods such as the applications of wavelets [21, 28] and Markov random fields [24, 29, 30] showed great promise as well. Lawrence et al. [31] presented a Bayesian approach in order to process images produced by these arrays that seek posterior distributions over the size and positions of the spots. Blekas et al. proposed a microarray image analysis framework in [32, 33] that provided a method of automatically addressing each spot area in the image by exploiting the Gaussian Mixture Model (GMM). Yet, these methods ignore the spatial dependencies among adjacent pixels. More recently, Fraser et al. [34] presented a Copasetic Clustering (CC) method that allows the clustering of large data sets (e.g. large images) by traditional clustering algorithms such as k-means, and Lukac et al. [20] utilized the multi-channel nature of the cDNA image data.
To summarize the discussions made so far, we have the following observations: 1) microarray image segmentation is an important yet challenging problem since the discrimination between the foreground and the background signal strongly affects the gene expression value for every spot; 2) improving the quality of the extracted gene expression is one of the ultimate goals of microarray image processing; 3) it is essential that the segmentation stage be given significant attention; 4) many microarray image segmentation (clustering) methods have been proposed with some producing better results than others. In general, the most effective approaches require considerable run time (processing) power to process an entire image; and 5) although many approaches have been proposed in the literature, there has been little progress on developing sufficiently fast, efficient yet effective algorithms to segment a microarray image by using up-to-date techniques. In search of a suitable algorithm catering for the above five observations, artificial neural networks (ANN) approach appears to a competitive candidate. As such, in this paper, we aim to propose a novel method segmenting microarray images with hope to produce results that are as good as, if not better than, the results of most advanced microarray segmentation algorithms but with less running time.
In this paper, a new segmentation method, which is based on artificial neural networks, is investigated. Towards the end of the paper, the method is tested on a set of real cDNA microarray images. Quantitative comparisons between the proposed algorithm and commercial GenePix software are carried out in terms of subjective comparison methods. It is shown that the proposed technique is not only very powerful in clustering but also very efficient in terms of runtime. To deliver the proposed method and justify its advantages, the remainder of the paper is arranged as follows: 1) the method of gridding images used to create training and test data for the neural networks is briefly discussed; 2) the approach of determining the optimal number of spot region classes as well as the competitive neural network with Kohonen learning algorithm, which is used to classify the spot's region, is described; 3) the proposed ANN for the segmentation of the spot's local area is put forward; 4) the results of the new clustering approach are analyzed; and 5) the results from this method are validated on real-world microarray images and also compared with the commercially available software GenePix .
II. The proposed approach
The task of spot segmentation falls within the category of classification, that is, assigning pixels into spot and non-spot classes. Neural networks (NNs) are a well established tool for classification problems [35] . Once trained, NNs can produce very impressive classification results in a significant short runtime. NNs are motivated by an interest in modeling the working of neurons [36, 37] , the cells that comprise the brain. Just like a brain, neural networks can be taught new skills on how to specifically recognize patterns. The training of a Multi-Layer Perceptron (MLP) neural network (with delta rule learning algorithm) involves the use of a training set, a set of input values and the desired response for each. A natural question is that how to obtain the quality training data in the case of the spot segmentation problem. The most logical answer is to train the network with output from one of the best spot segmentation algorithms developed to date, namely the CC approach [38] . In addition, GenePix is used to produce another training set in order to validate the proposed method.
A. Creation of Training Sets
The training sets for the Neural Networks, which are used in the subsequent stages of our new segmentation approach, have to be created for the use of ANN. These sets contain: 1) a set of inputs as spots' regions -areas taken from a raw microarray image with each containing a single spot as well as some background and possibly noise pixels; and 2) the desired outputs, which are corresponding to these inputs, as binary images.
A Complete blind microarray image gridding framework developed in [39] is used to accomplish the spotting task. The input of the framework is the microarray image that can be at any resolution and the gridding is accomplished without any prior assumptions. The framework includes an Evolutionary Algorithm (EA) and several methods for various stages of the gridding process including sub-grid detection. Actually it is not critical which method is used to accomplish these tasks as long as the result is appropriate. Nevertheless, the results of [39] have proven to be both robust and effective for this task.
The image chosen features many of the characteristics that hinder traditional segmentation approaches. Such characteristics include, but are not limited to, poorly expressed spots, malformed spots, high valued noise artefacts and uneven background. A square region is taken around each spot centre as the spot region. These regions are taken from the raw microarray image to form the input set. Also, the corresponding regions are taken from the binary output of the CC clustering algorithm [38] in order to form the desired output set. A second output set is created by taking output of GenePix package, which will be used to validate our developed ANN-based segmentation approach.
B. Single Neural Network Implementation
The first attempt made at segmentation is performed using a three layer neural network with BackPropagation (BP) learning algorithm. This network uses 50% of the CC data set as training set and 30% of the same set for validation purposes.
The output of the neural network for a given spot region is a real valued image of the same size. The higher a given pixel value the more likely that it should belong to the foreground. Each output region is, by threshold, assigned into either foreground or background. The threshold value is obtained using Otsu's method [40] . A possible future development would be to replace Otsu's method with the more recent approach in [41] which claims to perform faster, although the improvement may be negligible due to the small size of the spot regions.
The trained network is then tested using approximately 20% of the spots from the CC data set. The outcome for the majority of the spots is a very poor match to the desired output. These results highlight the inability of the network to cope with poorly expressed spots whose values are close to or below their local background values.
With a typical microarray image, there is a wide variety of spots. Intensity wise, the spots range from ideal spots, which are valued well above their local background, down to very poorly expressed spots, which may be valued below their local background. Considering the spot's shape, the spots range from perfectly formed round shape spots with clearly defined edges down to disfigured spots with blurred edges and even disconnected regions. Clearly, it is inconceivable for a single BP neural network to learn how to segment all these contradictory types of spots. A way to simplify this task, with the ability to process all the spots within an image, is to classify the spots within a microarray image into one of the several classes. For each class, a BP neural network can achieve the segmentation for that specific class, see Fig. 2 .
C. Spot Classifier
One of the most appropriate solutions to classify the spot's regions is to employ an unsupervised competitive network. This network seeks to find patterns/regularity in the input data. Figure 3 shows an illustration of the architecture of the competitive layer [42] .
In order to obtain better results, the training data is pre-processed in the way depicted in Figure  4 3) a Laplacian pyramid filtering technique [43] is applied in order to extract gradient information of the cropped image. Therefore, less important information in the image has been eliminated. The learning algorithm used to train the network is the Kohonen Learning algorithm (Winner-TakeAll) [44, 45] . In this kind of learning, the units of the network update their weights by forming a new weight vector that is a linear combination of the old weight vector and the current input vector. Typically, the cell whose weight vector is closest to the input vector is allowed to learn. The measure of closeness/distance can be specified by two methods, both of which are based on the assumption that the weight vector of each cluster cell serves as an exemplar for the input vectors which have been assigned to that cell in the learning stage. In the first method, the smallest squared Euclidian distance between the input vector and weight vectors marks the winning cell. In the second method, the largest dot product marks the winning cell, where the dot product can be interpreted as a correlation measure between the input and weight vectors [46] . Using Kohonen training method the individual neurons of the network learn to specialize on ensembles of similar patterns; in so doing they become feature detectors for different classes of input patterns.
In order to determine how many classes the spot regions could be grouped into an iterative training approach is used. The network is trained to classify the spot regions into 3, 4, 5, ..., N classes. Working with all the spots from real microarray images, this method can define 9 classes of spot regions. Figure  5 shows ten spot regions from each of the 9 classes. By investigating the classification outputs, some key rules for the membership can be inferred such as the degree of noise, the size of spot, the position of the spot and the distribution of the pixels' values. However, in some of the classes the rules for membership are more obvious than others. Class 4, for example, is clearly the class that contains the noisiest spot regions while class 3 contains spots that are in high contrast to their background. Not only has the iterative training approach detected the number of classes (9) to divide the many spot regions within an image into, but it has also provided a means to classify quickly a given spot region into one of the 9 classes.
D. Multiple Neural Networks Implementation
Having determined the number of classes to divide the spot regions into (9) classes, the next task is to train a neural network for each class. This is accomplished in the same manner as the single neural network attempt described above. However, it is worth mentioning that each network is trained with its own custom training set where all the spot regions, within each training set, belong to the same spot region class.
One possible way to accomplish this task is to use Pattern Association [44] . In such a type of neural networks, learning is the process of forming association between related patterns. A key question for all associative nets is that how many patterns can be stored before the net starts to forget the learned pattern. Many factors influence the number of patterns that can be learned. The complexity of the patterns and the similarity of the input patterns, which are associated with significantly different output patterns, both play a role.
Based on the previous discussion, the associative nets are not a good solution for the addressed problem. Therefore, a new, partially connected and 3-dimensional MLP topology is proposed to tackle this problem, see Figure 6 . In addition to the pre-processed intensity value for each pixel, additional inputs are determined to result in a better segmentation process. A 3 × 3 window is placed around every pixel, and the mean and standard deviation of the window are used as inputs to the network. The network, therefore, features 1875 inputs, a hidden layer with 625 neurons and 625 outputs. Each of the output and hidden layers is arranged in 2D 25 × 25 array. More specifically, every pixel (represented by pixel's value, the mean and the standard deviation) is connected to one hidden cell. Every cell in the output layer is connected to the corresponding hidden cell and its neighboring cells located within a prescribed sphere of influence N r of radius r = 1 centered at this hidden cell.
Two sets of nine neural networks are trained. The first is trained with the segmentation results of the GenePix package, then the second is trained with the segmentation results from the CC algorithm. Training data is taken from the images (the raw image, GenePix output image and the CC output image) used to produce an image with pixels' values falling within [0 1]. Therefore, further processing is required to get the final binary image.
In order to produce a binary mask, an Otsu's thresholding technique [47] is used. Figure 7 and Figure 8 show the input sample and its output.
III. Experimental Results
In order to quantify the performance of different filtering methods, a quality measure is required in order to evaluate the validity of the pixels selected for a given spot. Note that the proposed algorithm produces a binary mask that classifies the pixels as belonging to either signal (the gene spots) or noise (the local background). For this purpose, an image quality measurement, known as the peak signal-to-noise ratio (PSNR) [48] , is used and the rational is justified as follows.
The Mean Square Error (MSE) and the Peak Signal to Noise Ratio (PSNR) are the two error metrics frequently used to compare image compression quality. The MSE represents the cumulative squared error between the compressed and the original image. The lower the value of MSE, the lower the error. The PSNR represents a measure of the peak error. The PSNR is most commonly used as a measure of quality of reconstruction of lossy compression codecs (e.g. for image compression). The signal in this case is the original data, and the noise is the error introduced by compression. Though a higher PSNR would normally indicate that the reconstruction is of higher quality, in some cases one reconstruction with a lower PSNR may appear to be closer to the original than another.
To compute the PSNR, the block first calculates the mean-squared error using the following equation:
where m and m are the numbers of rows and columns in the input images, respectively, I 1 is the grayscale and I 2 is the mask image. Then, we obtain the PSNR using the following equation:
where R is the maximum fluctuation in the input image data type. For example, if the input image has a double-precision floating-point data type, then R is 1. If it has an 8-bit unsigned integer data type, R is 255, etc. The PSNR returns the ratio between the maximum value in the signal and the magnitude of the signal's background noise. The output of the PSNR is decibel units (dB). An increase of 20dB corresponds to a ten-fold decrease in the MSE difference between two images. The higher the PSNR value the more strongly the binary spot mask fits with the raw image surface. The PSNR is a much better measure of the suitability of a spot mask to the raw image area containing the spot as it is more resilient against large intensity ranges within the spot area compared to the MSE [38] . Figure  9 shows the PSNR comparison between the results of segmenting an image using the CC method and the GenePix software. Comparisons are made between all 2 subgrids within the image. Clearly, using copasetic clustering gives a much better segmentation outcome.
Having trained the two sets of nine neural networks, we use them to segment the image that they are trained from. The results are shown in Figure 10 , where the four columns represent the peak signal to noise ratio (PSNR) for, respectively, GenePix , the neural network trained with the GenePix data, CC and the neural network trained with the CC data. In the first two subgrids, the neural network results are approximately equal to the results of segmentation using GenePix and the CC algorithm. Both neural networks even slightly surpass the results of the approaches from which they are trained in the second subgrid. In all other subgrids, the CC algorithm still produces the best results, but the NN results are clearly very competitive with the GenePix results.
An advantage of the NN based approach is a computational time saving. Once a network has been trained it can be applied to many other images and achieve the task faster than GenePix and CC approaches. Figure 11 shows the results of the clustering of 48 subgrids in an image. The neural networks used are the same ones as those used to produce Figure 10 . The CC algorithm does produce the best segmentation result for all 48 subgrids, but the NN results are clearly comparable to the results obtained using the GenePix package. 
IV. Conclusions and Future Work
The task of spot segmentation is a critical one in the processing of any microarray image. Also, the impact of the accuracy and consistency with which spot pixels are identified is very significant. In this paper several methods of segmenting microarray images have been discussed. One of the most advanced approaches is the so-called copasetic clustering algorithm [38] , which has been shown to surpass regularly the clustering results of the widely used GenePix package that relies heavily upon manual interaction. The main contribution of this paper is the development of a new neural network based method for spot segmentation. This method not only produces very impressive results that are very competitive with the results obtained using the GenePix package, but it can also produce the outputs more quickly than previous approaches. Clearly, this is a valuable addition to the area of microarray segmentation.
Future work in this area will allow an improvement on the results of the segmentations achieved using a neural network. It may even be possible to train a network to produce consistently better segmentation results than the CC algorithm.
In order to improve the algorithm, many alternatives could be utilized. Among others, we list three future topics here.
• Instead of the Kohonen network, self-organizing map competitive neural network [46] could be used where the neurons are placed at the nodes of a lattice that is usually one or two dimensional. The neurons become selectively tuned to various input patterns or classes of input patterns throughout a competitive learning process. The locations of the neurons so tuned become ordered with respect to each other in such a way that a meaningful coordinate system for different input features is created over the lattice. The self-organizing map is, therefore, characterized by the formation of a topographic map of the input patterns in which the spatial locations of the neurons in the lattice are indicative of intrinsic statistical features contained in the input patterns. During the second stage, instead of using partly connected multilayer neural network, we could apply pixel based classification using a fully connected MLP network.
• A 5 × 5 window can be used to calculate some properties based on "sum and difference histogram". Then, these properties would be used as input for fully connected neural network with target value either from CC or GenePix outputs. Furthermore, The employment of Maximum Covariance Technique may improve the generalization ability.
• Another possible use for the neural network approach presented here could be as a pre-processor to reduce the use of computationally more expensive algorithms such as CC. Therefore, NN could be used to segment an entire image and then to use the CC algorithm upon any spot regions where the NN returns a particularly low PSNR. By proving that the use of a neural network for the task of microarray segmentation is appropriate there are a number of avenues for future work in this area.
