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1. INTRODUCTION 
Given any homogeneous bilinear system on 
inputs 
k 
4’= C ui(f)AiY 
i=l 
R” with k piecewise constant 
(1) 
and any real-analytic diffeomorphism A defined on a neighborhood of the 
origin with A(0) = 0, the substitution y = A(x) into Eq. (1) yields 
1 = i: u,(t) U,(X), (2) 
i=l 
where 
n*(X) U,(X) =Ail(X). (3) 
Thus a,(O) = 0, and at the origin the Jacobian matrix of a, can be found 
from (3), ai. = A*-‘(O) A&,(O). 0 ne may take A,(O) = Z and ai* = Ai. 
Let L = {A,,***,Ak}LA, the real Lie algebra generated by the matrices A i, 
and 9 = {a, ,..., ukILA, the Lie algebra of vector fields on R” generated by 
the a,. Correspondence (3) preserves the Lie bracket, so that A i -+ a, gives an 
algebra isomorphism of the generated Lie algebras. In this case 9 is said to 
be faithful to its linear Lie algebra L. 
The problem we consider is this: given a real-analytic system (2) whose 
vector fields a, vanish at 0 and generate a Lie algebra 4p faithful to the 
matrix Lie algebra L generated by their Jacobians A, at the origin, does there 
exist, on a neighborhood of 0, a real-analytic diffeomorphism y = A(x) fixing 
the origin for which (3) holds? That is, when can we simultaneously linearize 
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all the a, on some neighborhood of a critical point, so that system (2) is 
transformed into (l)? 
For a single real-analytic vector field a, Poincare [7] showed that the 
following conditions were sufficient for unique linearization: 
(P,,) The Jacobian matrix a*(O) =A is diagonal with eigenvalues 
{Pj ,;= 1; 
(Pi) the eigenvalues pj of A satisfy no relation of the form 
for nonnegative integers kj with 
f kj> 1; 
j=l 
(PZ) the convex hull of {pi ,...,pu,} does not contain 0. 
Condition (Pi) has been required in most of the related linearization 
theorems which followed Poincare and we see an analysis of this condition 
in Sternberg’s 1959 paper [9]. Chen was able to remove condition (PO) 
entirely in [ 1 ] and our own work also does not need it. Both Chen [ 1 ] and 
Sternberg [9] produced C”O versions of Poincare’s theorem which did not 
require (PZ). We shall call an analytic vector field satisfying (P,) and (P2) a 
Poincarb vector field. 
When Eq. (2) contains several real-analytic vector fields which generate a 
finite dimensional Lie algebra 9, Guillemin and Sternberg [2] showed that 
semisimplicity of Y was sufficient for linearization. (The formal power series 
version was given in the simultaneous paper of Hermann [3].) They also 
showed that a nonsemisimple Lie algebra always has a representation by 
vector fields which cannot be linearized, so that any further results must 
depend on the particular representation. Indeed, Sedwick and Elliott [8] 
showed that a representation by vector fields with linear parts transitive 
about a critical point could be linearized. 
The transitivity condition is equivalent to complete controllability of (1) 
on I?$, so that one orbit of (2) contains an open punctured neighborhood of 
the origin. Krener [5] has shown that on any open orbit of (2) there exists a 
linearizing map. We had conjectured [6] that in cases where the orbit 
structure included open orbits a linearizing map could be pieced together 
using the maps guaranteed by Krener on each of these. In some cases this 
can be done, but the examples in Section 4 show that these maps may not be 
analytic or even C* where the system does not have full rank. 
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In this paper we shall show that the condition (Pi) of Poincare is 
equivalent to the nonvanishing of eigenvalues (characteristic roots) of the 
ad, operator on the spaces of homogeneous polynomial vector fields on R” 
of degree k > 2. In Section 2 we present the algebraic preliminaries and 
determine these eigenvalues. In Section 3 we use these results to get a new 
proof of the formal version of Poincari’s theorem, an extension of the 
Guillemin-Sternberg commutation criterion, and a new linearization 
theorem, for nonsemisimple Lie algebras. Section 4 consists of a table of the 
possible Lie algebras of vector fields generated by a system (2) on lR*, and 
some examples from among these, including types which cannot be 
analytically linearized. 
2. THE ad, OPERATOR 
For each integer k > 1, let Wk denote the formal set of n-vectors of 
homogeneous polynomials of degree k in x = (x1 ,..., xn), with complex coef- 
ficients. Each Wk is a vector space over C of dimension n( “‘t-l ). For 
a = (k, ,..., k,) any n-tuple of nonnegative integers with ]a) = C k,, and 
p = l,..., n, we define 
e;(x) = 
0 - 
i, 
x:1x$ . ..Xk., 
0 
i, . 
e pth row. 
Then the natural basis for Wk is the set {e,“: la I= k, p = l,..., n}. The 
Jacobian matrix of an element a(x) in Wk is written &z/8x or a,(x), and, in 
particular, an element of W’ is written as Ax, with Jacobian matrix 
A E C”X”. 
For a(x) E Wj, b(x) E Wk, the bracket [a(x), b(x)] = (%/ax) . a(x) - 
(&/~x) . b(x) is an element of Wk+j-‘. For Ax E W’, ad,: Wk + Wk, 
defined by ad,(b)(x) = [Ax, b(x)] for b E Wk, is a linear transformation on 
Wk. 
PROPOSITION 1. Zf DE C”‘” is diagonalizable with eigenvalues 
{p,: j= l,..., n}, then ad, is diagonalizable on Wk, with eigenvalues 
{p;:lal=k,p= l,..., n }, where pcl,” = (c;= 1 k,p,) - ,uP for a = (k, ,..., k,). 
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Proof. We may assume D is in diagonal form. Choose any basis vector 
ep” for Wk. Then 
ad&,“)(x) = [Dx, e,“(x)] 
r 0 0 
0 
k Xk?ykz-l 
2 1 2 
0 
0 
Thus ad, is diagonal on Wk with eigenvalues pf and associated eigenvectors 
ep”. 
PROPOSITION 2. If A = D + N is the decomposition of A E CnXn into 
commuting diagonalizable and nilpotent parts, then ad, = ad, + ad, is the 
decomposition of ad, on Wk into commuting diagonalizable and nilpotent 
parts. 
Proof. Assume A, D, N are in upper triangular form, and let 6 be the Lie 
algebra of all upper triangular complex matrices. Then 4: d --t gl( Wk) by 
4(T) = ad, is a representation of the solvable Lie algebra Q on the finite 
dimensional complex vector space Wk. By Lie’s theorem, there is a basis for 
Wk in which #(d) is upper triangular. Since NE [d, d], ad, = g(N) E [#(Q), 
g(d)], and must be strictly upper triangular, hence nilpotent. We know from 
above that ad, is diagonal, and the Jacobi identity gives [ad,, ad,] ‘= 0. 
Thus ad, = ad, + ad, is the desired decomposition. 
PROPOSITION 3. Let A E Cnxn have eigenvalues {,a,: j = l,..., n}. Then 
the eigenvalues of ad, on Wk,are {,a; : 1 a I= k, p = l,..., n} as defined in 
Proposition 1. 
Proof. For A = D + N, D diagonal, N nilpotent, the eigenvalues of D are 
exactly those of A. By Proposition 2, ad, = ad, + ad, has the eigenvalues of 
ad,. By Proposition 1, these are the cc,“. 
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Remark. We need these results not for Wk but rather for the real vector 
space Vk of vector fields on Ii?” with homogeneous polynomial coefficients of 
degree k > 1. Wk is the formal complexification of Vk and 
dim, Vk = dim, Wk. When A is a real matrix, ad, : Vk -+ Vk is a linear 
operator on Vk and clearly has the same (possibly complex) eigenvalues as 
those of ad, : Wk --t Wk determined above. Notice that condition (Pi) states 
that ad, has only nonzero eigenvalues on Vk for k > 1. 
3. LINEARIZATION 
The determination of the eigenvalues of the ad, operator gives us a new 
method for proving the linearization theorems which follow. We continue to 
assume that all vector fields are real-analytic on R”, have a critical point at 
the origin, and have nonvanishing linear terms. In the case of a Lie algebra 
of vector fields the nonvanishing of linear terms is equivalent to faithfulness 
to its linear Lie algebra, as described above. Because of the analyticity we 
can write vector fields a(x) =Ax + a’(x) + a’(x) + ..+, where each ak E Vk, 
and Ax = a’(x) E V’ with A a real matrix. 
THEOREM 4. (Formal version of PoincurP). Let p(x) = Px +p’(x) + ..., 
be a real-analytic vector field on IR”, where P satisfies condition (Pi) above. 
Then there exists a formal power series for u linearizing map for p(x) about 
0. 
Proof: We seek an analytic map A: R” + I?” which will satisfy 
&(x)p(x) = PA(x), J,(O) = Z, and A(0) = 0. We may expand 
A(x) = Ix + A’(x) + L3(x) + . . ., where term Ak E Vk. The linearization 
condition (3) requires that 
(Z+Iz,(x)+ . ..)(Px+p2(x)+ . ..)=P(Zx+12(x)+ *a*). 
Terms of degree k > 2 satisfy A$Px - PJk + Ak,- ‘p’ + . s. + pk = 0. Because 
P satisfies (P,), ad, is invertible on Vk, k > 1, so that the equality above is 
equivalent to 
Ik = -(ad,)-‘(pk + l$pkml + ..+ + 12$-‘p2) for k > 2, 
l’(x) = Ix. 
Thus we can generate a formal power series expansion for A. satisfying the 
conditions for a linearizing map. 1 
THEOREM 5. (Extended commutation criterion). A Lie algebra of reul- 
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analytic vector fields on R” with common critical point 0 and nonvanishing 
linear terms can be linearized if and only if it commutes with a Poincart! 
vector field. 
Proof. Suppose the Lie algebra 9 commutes with Poincarl vector field 
p, so that (by Poincar&‘s theorem) we have coordinates in which p(x) = Px. 
For each a E 9, [Px,Ax + a’(x) + ...I = 0 implies ad,(ak) = 0 for each k. 
Since P satisfies (PI) we must have ak = 0 for k > 1, and so 4p is also linear 
coordinates. 
F(x) l”yyx, A( 
Further, if y = A(x) linearizes 9, then 
x commutes with 9 and has identity Jacobian at the ) 
origin. I 
In the original version of this theorem, Guillemin and Sternberg required 
that P = I. In a lemma of Wilson given in Sedwick and Elliott [8], P was 
taken to be of the form 
Both of these are PoincarC matrices. 
It seems reasonable to ask whether a Lie algebra 9 of vector fields 
containing a PoincarC vector field p will be linear in the coordinates in which 
p is linear. We have shown that if p is in the center of 9 this is true. 
However, the following example illustrates that in general it is not. Let 
and Y = span{ p, a}. Note [p, a] = (1 - 4) a. p(x) is a PoincarC vector 
field already in linear form; by uniqueness of the power series in Theorem 4, 
a(x) cannot be simultaneously linearized. The appropriate condition on p is 
rather that no eigenvalue of ad,, on V’ is equal to an eigenvalue of ad, on 
Vk, k > 1. This is condition (Pi) below. 
THEOREM 6. (Linearization for nonsemisimple Lie algebras). Let 4p be 
a Lie algebra of real-analytic vector fields on R” with common critical point 
0 and nonvanishing linear terms. If 9 contains a vector field 
p(x) = Px + p’(x) + . . ., satisfying: 
(Pi) The eigenvalues cry of P satisfy no relation of the form 
clp+illq= 2 k,/+ 
j=1 
for nonnegative integers k, with CJ’=, k, > 2; 
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(PZ) The conuex huN of {F~ ,..., ,u,, 1 does not contain the origin, then Y 
is linear in the coordinates in which p is linear. 
Proof. Suppose first the pj are real. P satisfies (Pi) and hence (Pi) so 
that by Poincare we may assume 4p is in coordinates in which p(x) = Px. 9 
is faithful to its linear Lie algebra L, and since Px is its own linear term we 
have [Px, 401 c 9 and [Px, L] c L. We can choose a basis {B,x ,..., B,x} 
for L such that the matrix of ad, on L is in Jordan form. There are constants 
uj from among the eigenvalues for ad, on V’ for which 
[Px,B,x] = u,B,x 
and 
for j = 2,..., d and 6, = 0 or 1. But then there must also be a basis {b, ,..., bd} 
for Y which satisfies 
[Pxv m)l = u,h(x) 
and 
[px9 bj(X) = Ujbj(x) + Sjbj- 1(x) for j = 2,..., d. 
Term by term for b, we must have 
[Px, b:(x)] = u1 b:(x) 
so that v, is an eigenvalue for ad, on Vk for each k > 1 such that bt # 0. In 
that case 
01 ‘P’p -,ur= i k,cll-iu,, i] kj> 1, 
/=l /=I 
contradicting (Pi). Thus 6: = 0 for all k > 1. 
Next, term by term for b, we have [Px, b’;(x)] = uzb$(x) + &b:(x) = 
u2 b:(x) as b: = 0 for k > 1. Again either bi = 0, or u, is an eigenvalue for 
ad,, on both V’ and Vk, k > 1, contradicting (Pi). Continuing in this manner 
we get b; = 0 for all k > 1 and j = l,..., d, so that Y is linear in these coor- 
dinates. 
If any of the ,u~ are not real we complexify and use the same proof for Yc, 
Lc, and Wk. The result then follows for 9. 
For a given Lie algebra with Levi decomposition Y = 9’ + 9, where 9 
is semisimple and 9 is the radical of g, vector tields satisfying (Pi) will not 
occur in Y. (The linear semisimple part will contain only trace zero 
matrices which automatically fail to satisfy (Pi)). We have noted that a 
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vector field in the center need only satisfy (P,) to insure linearization of 9. 
Thus this theorem is of interest when a vector field satisfying (Pi) occurs in 
the radical but not the center. 
4. EXAMPLES IN R2 
Table I lists the types of Lie algebras. 
Faithfulness of 9 to its linear Lie algebra L (because of nonvanishing 
linear terms) forces dim .Y = dim L < dim Rzx2 = 4. From Jacobson [4] we 
have a complete list of Lie algebras of low dimension, together with their 
multiplication tables. Straightforward computation with 2 x 2 matrices gives 
us the Lie algebras L up to similarity. Types 1, 3, and 5 contain the identity 
matrix and so can be linearized by the commutation criterion, while Type 2 
is semisimple and satisfies the hypotheses of the Guillemin-Sternberg 
linearization theorem mentioned above [2]. Linearization of the Type 6 
singleton depends on the matrix A. A Poincare vector field, for instance, can 
be linearized, while the vector field of the simple pendulum cannot: its closed 
trajectories have differing periods, whereas the simple harmonic oscillator 
has isochronous trajectories. 
Type 4 is the two-dimensional nonabelian Lie algebra, which in R *’ ’ 
must be similar to that generated by the matrices E = (i i) and F = ( ’ ; a g), 
SE R. F fails to satisfy hypothesis (Pi) of Theorem 6 only if 
6 = (n - 2)/(2 - k), (n - 1)/(2 - k), or n/(2 - k) for integers k > 2 and 
0 <n <k, and (PZ) if -1 < 6 < 0. When 6 < -3 or 6 > 2, this cannot 
happen. 
TABLE I 
The Lie Algebras 9 of Real-Analytic Vector Fields on IR’ with 
Common Critical Point 0 and Nonvanishing Linear Terms 
Type 
Dimension Linear Lie Algebra 
9 WY 91 Up to Similarity 
Always 
Linearizable 
1 4 3 9v, w 
2 3 3 rw, R) 
3 3 1 (1) 0 w 0 (F) 
4 2 1 W 0 (F) 
5 2 0 V)+(A) 
6 1 0 (A) 
Yes 
Yes 
Yes 
Yes, S & [-3,2] 
No, 6 E [-3,2] 
Yes 
No 
Note. A = Any nonzero matrix; (A) = Linear span of A; 0 = Vector space direct sum; 
E=(z :);F=(‘;d ,“). 
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Some interesting things show up when we actually construct some of the 
Type 4 Lie algebras from among the quadratic systems on R2. These 
algebras will have a basis {e,f} with [e,f] = e and e*(O) =&f,(O) = F. 
Except for some special cases (6 = -1, -2, or -3), all of these algebras are 
given below, together with the solutions n(x, y) = (u(x, y), U(X, y)) satisfying 
I,e = EIZ and &+J = FA, A(O) = 0, and n,(O) = I. 
Form A: 
e (;)=(‘+:I) 
(1 + 6) x + 2aSxy + /3y2 
f (:I= ( 6y+ady2 )* 
(1) For Form A, 6 # 1, 
P 2 
utxy y)= (1 tx,y)2 + 1 - 6 (1 +ySy)2 
u(x, y) =--L- 
l+ay’ 
IYI +. 
(2) For Form A, 6 = 1, 
PY’ 
u(x9 y)= (1 +xoy)2 - (1 + ay)’ 
In “’ 
1 +ay 
u(x, y) = 22 
1+Jy’ 
IYI +. 
Form B: 
e(:)=(i) 
(1 +4x+2axy+pyZ 
4)= ( 6y+2cfy2 )* 
(1) For Form B, 6 # 0, l/k, k > 1, 
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where w = y/(6 + 2cly), 
4x9 Y) = 
SY 
s + 2ay ’ 
(2) For 6 = l/k, k > 1, 
4% Y> = 
x P -- 
1 +2aky k 
(2cq-’ yk+ 1 
(l/k + 2ay)k+’ In ‘y’ 
4&Y)= y 1 + 2aky ’ 
(3) For 6 = 0, a = 0, 
U(& Y) = x + PY z 
U(& Y) = Y* 
(4) For 6 = 0, a # 0, there is no solution. 
Form C: 
e (;)= jYlall) 
fC)=( (1 + S) x + 2a(l + 6) x2 + 2pxy 1 Sy+2a(1+6)xy+2By2 . 
(1) For 6#;t, 
6x 
U(X’y)=6+2asx+2/3y’ 
SY 
ax9 y) = 6 + 2a 6x + WY 
which are analytic in the triangular neighborhood 
of the origin. 
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(2) For 6 = 0, /Y = 0, 
4% Y) = 1 +X2nx 9 
analytic for 
(3) For S = 0, /I # 0, there is no solution to Form C. 
Among these examples we have solution mappings 1 which are not 
analytic (Form A, 6 = 1, p # 0; and Form B, 6 = l/k, k > 1, /3 # 0) and in 
some cases not even C2. These demonstrate the comment in Guillemin and 
Sternberg that this can occur where 9 is not semisimple. In addition these 
cases provide counterexamples to the open orbit conjecture. Both systems 
have open orbits above and below the x axis on which A is analytic. 
However, on y = 0 the analyticity fails. 
A conjectured C* version of Theorem 6 needs the additional hypothesis 
that 4p has a basis of vector fields with critical points elementary at 0 (cf. 
[ 11, i.e., Re@,) # 0 for all eigenvalues of each a:(O)). In addition the algebra 
isomorphism between Y and L, as well as between Y and the Lie algebra 5? 
of formal Taylor series for vector fields in 9 must be verified. 
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