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Prizvodacˇ zˇeli odrediti kako iskoristiti ogranicˇene kolicˇine sirovina uz najvec´i profit, po-
slovoda kako rasporediti zadani posao izmedu svojih zaposlenika tako da posao bude na-
pravljen u najkrac´em moguc´em vremenskom roku, aviokompanije zˇele pokriti sve zahtjeve
trzˇisˇta uz sˇto manje trosˇkove (sˇto manji broj zrakoplova, sˇto manje praznih letova, sˇto manje
cˇekanje izmedu dva leta), kod investiranja bitno je uz odredena ulaganja prema visˇe opcija
postic´i uz odredeni profit minimalan rizik . . . Cilj ovih problema je optimizacija, maksi-
miziranje korisnosti, minimiziranje trosˇkova i minimiziranje rizika uz zadana ogranicˇenja
i svi ovi problemi se mogu svesti na zadac´e linearnog programiranja. Podrucˇje primjene
linearnog programiranja je sˇiroko: proizvodnja, transport i distribucija, marketing, teleko-
munikacije, financijsko ulaganje i planiranje, raspored zaposlenika. . .
Linearno programiranje (skrac´eno LP) se bavi problemom optimizacije linearnog funk-
cionala uz linearne uvjete tipa jednakosti i nejednakosti. Cjelobrojno programiranje do-
datno uvodi zahtjev cjelobrojnosti na neke (ili sve) varijable.








ai jx j ≤ bi; i = 1, ...,m
x j ≥ 0; j = 1, ..., n
x1, x2, ..., xn ∈ Z
(1)
Posljednji uvjet se zove cjelobrojno ogranicˇenje. Gornji problem bez tog ogranicˇenja
zovemo relaksirani problem linearnog programiranja ili krac´e relaksirani LP problem.
Najcˇesˇc´i pristup rjesˇavanju problema linearnog programiranja je ignoriranje cjelobrojnog
ogranicˇenja i zaokruzˇivanje dobivenog optimalnog rjesˇenja. Takoder nije jasno na koji
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nacˇin zaokruzˇivanje treba sprovesti. Pogledajmo sljedec´i primjer kao ilustraciju spomenu-
tih tesˇkoc´a.
Primjer 1. Promotrimo sljedec´i problem
Maksimizirajte z = 35x + 100y
uz uvjete 25x + 100y ≤ 343.75
1375x + 100y ≤ 4056.25
100y ≤ 325
x, y ∈ Z
Optimalno rjesˇenje gornjeg problema bez cjelobrojnog ogranicˇenja nalazimo simpleks me-
todom.
x y b
w1 -25 -100 343.75
w2 0 -100 325
w3 -1375 -100 4056.25
z 35 100 0
w3 y b
w1 0.01818 -98.18182 270
w2 0 -100 325
x -7.3E-4 -0.07273 2.95
z -0.02546 97.45454 103.25
w3 w1 b
y 1.8E-4 -0.01019 2.75
w2 -0.01852 1.01851 50
x -7.5E-4 7.4E-4 2.75
z -0.00741 -0.9926 371.25
Njegovo rjesˇenje postizˇe se za x∗ = (2.75, 2.75)T , a vrijednost funkcije cilja je z∗ =
371.25 vidi sliku 0.1 pod a. Medutim, ako bi zahtjev bio pronac´i maksimum iste funk-
cije cilja, ali uz uvjet da varijable smiju primiti samo nenegativne cjelobrojne vrijednosti
x, y ∈ Z+, onda se dopustivo podrucˇje sastoji samo od 11 tocˇaka, a maksimalna vrijednost
funkcije cilja postizˇe se u tocˇki x∗ = (1, 3)T , pri cˇemu je z∗I = 335, sˇto je prikazano na slici
0.1 pod b. Odmah bi nam moglo pasti na pamet ako zˇelimo cjelobrojno rjesˇenje da po-
trazˇimo optimalnu tocˇku, kao rjesˇenje klasicˇnog LP problema i onda odaberemo najblizˇu
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dopustivu cjelobrojnu tocˇku. U nasˇem je primjeru najblizˇa tocˇka s cjelobrojnim koordina-

















Jedna od najpoznatijih metoda za rijesˇavanje cjelobrojnog lineranog programiranja je
metoda grananja i ogradivanja. Metoda se sastoji od uzastopnog rjesˇavanja relaksiranog
problema (od kojeg se ne zahtjeva da varijable imaju cjelobrojne vrijednosti), tako da se
u svakom koraku dodaju nova ogranicˇenja koja pojedine varijable prisiljavaju da poprime
cjelobrojne vrijednosti.
Npr. u prvom koraku rjesˇava se zadani problem cjelobrojnog programiranja, ali se
ne zahtjeva da varijable imaju cjelobrojne vrijednosti. Dobiveno rjesˇenje opc´enito nije
rjesˇenje problema cjelobrojnog programiranja. Zato se odabire jedna varijabla x1 na koju
imamo zahtjev cjelobrojnosti koja u rjesˇenju poprima necjelobrojnu vrijednost (npr. 3.6).
Zatim se stvaraju dva nova linearna programa dodajuc´i orginalnom linearnom programu
po jedno ogranicˇenje:
• za prvi linearni program dodaje se ogranicˇenje x1 ≤ 3
• za drugi linearni program dodaje se ogranicˇenje x1 ≥ 4
Iz opisanog postupka se jasno vidi da za jedan problem cjelobrojnog programiranja tre-
bamo rjesˇiti niz problema linearnog programiranja sˇto cjelobrojno programiranje cˇini visˇestruko
slozˇenijim.
Metoda grananja i ogradivanja jednako se primjenjuje na zadac´e cjelobrojnog i mjesˇovitog
cjelobrojnog programiranja, dok je primjena metode odsijecajuc´ih ravnina ogranicˇena na
zadac´e cjelobrojnog programiranja.
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Metoda odsijecajuc´ih ravnina (engl. cutting plane method) rjesˇava cjelobrojni linearni
problem kao problem linearnog programiranja, pri cˇemu odsijeca necjelobrojna rjesˇenja
dodavanjem novog ogranicˇenja (ravnine) ne dirajuc´i pritom cjelobrojne dopustive tocˇke.
U ovom radu c´emo se baviti rjesˇavanjem problema cjelobrojnog programiranja me-




Problem cjelobrojnog programiranja mozˇemo formulirati kao
z = min{cτx : Ax ≤ b, x ∈ Zn+} (1.1)
ili kao mjesˇovito cjelobrojno programiranje
z = min{cτx + f τy : Ax + By ≤ b, x ∈ Rn+, y ∈ Zp+} (1.2)
Skup X = {x ∈ Zn+ : Ax ≤ b} je skup dopustivih tocˇaka zadac´e 1.1.
1.1 Prikaz poliedarskog skupa
Definicija 1. Za matricu ili vektor kazˇemo da su racionalni (cjelobrojni) ako su elementi
matrice ili vektora racionalni (cijeli) brojevi.
Definicija 2. Skup svih tocˇaka koji zadovoljava skup P = {x ∈ Rn : Ax ≤ b} nazivamo
poliedarski skup.
Kazˇemo da je poliedarski skup racionalan ako su A i b racionalni, preciznije ako postoje
racionalni A i b takvi da je P = {x ∈ Rn : Ax ≤ b}.
Definicija 3. Kazˇemo da poliedarski skup P reprezentira skup tocˇaka X s cjelobrojnim
koordinatama ako je X = P
⋂
Zn tj. X je upravo skup cijelih tocˇaka u skupu P.
Ogranicˇeni poliedarski skup zovemo politop.
5
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Primjetimo da skup X mozˇe biti beskonacˇan. Na slici 1.1 je reprezentacija skupa X na
dva nacˇina. Oznacˇimo prvi prikaz skupa X sa P1, a drugi sa P2, P1 je bolji nego P2 ako je
P1 ⊂ P2. To ima smisla jer za bilo koju ciljnu funkciju c ∈ Rn vrijedi,











Definicija 4. Konveksna ljuska skupa X, pisˇemo conv(X), je skup svih konveksnih kombi-
nacija tocˇaka iz X za koje vrijedi conv(X) = {∑Ti=1 λixi : T ∈ N, λ1, . . . λT ≥ 0,∑ λi =
1, x1, . . . , xT ∈ X}.
Iz cˇega slijedi da je conv(X) najbolja(najmanja) moguc´a reprezentacija od X (vidi sliku
1.2) i
z = min{cτx : x ∈ conv(X)} ≥ min{cτx : x ∈ P}, (1.4)
za svaki prikaz P skupa X.
U ovoj tocˇki P je poliedarski skup koji reprezentira X, X = P
⋂
Zn.
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Definicija 5. Nejednakost ax ≥ β iz Ax ≥ b (gdje je a redak matrice) zove se implicitna
jednakost ako je ax = β za sve x koji zadovoljavaju Ax ≥ b.





, gdje je B regularna, donjetrokutasta matrica sa nenegativnim elementima u
kojoj svaki redak ima jedinstveni maksimalni element koji se nalazi na glavnoj dijagonali
od B.
Korolar 1. Sustav Ax = b ima rjesˇenje ako i samo ako je yb = 0 za svaki vektor y za koji
je yA = 0.
Korolar 2. Neka je A racionalna matrica i neka je b racionalni vektor stupac. Tada sustav
Ax = b ima cjelobrojno rjesˇenje x ako i samo ako je yb cijeli broj za svaki racionalni vektor
y za koji je yA cjelobrojan.
Dokaz. Nuzˇnost je trivijalna: ako su x i yA cjelobrojni vektori i Ax = b tada je yb = yAx
cijeli broj.
Da bi bismo dokazali dovoljnost pretpostavimo da je yb cijeli broj za svaki racionalni y za
koji je yA cjelobrojan.
Prvo dokazˇimo da sustav Ax = b ima rjesˇenje.
Neka je yA = 0 i y racionalni vektor. Tada je po pretpostavci yb neki cijeli broj npr. yb=k.
Nuzˇno je yb=0 jer bi za npr. y¯ = 12k y imali y¯b =
1
2 sˇto je u kontradikciji sa polaznom
pretpostavkom. Prema korolaru 1.1 time smo dokazali da sustav Ax=b ima rjesˇenje.
U sustavu Ax=b oznacˇimo sa A0x = b0 onaj podsustav koji sadrzˇi sve linearno nezavisne
retke. Kako se rjesˇenja sustava Ax=b i pripadnog podsustava A0x = b0 jednaka, bez sma-
njenja opc´enitosti mozˇemo pretpostaviti da su retci A linearno nezavisni. Nadalje, kako se
svaka matrica punog ranga po retcima mozˇe prevesti u Hermitsku normalnu formu nizom
























je cjelobrojno rjesˇenje od Ax = b. (1.5)

Drugim rijecˇima zanima nas da li je nova nejednakost suvisˇna za opis poliedarskog
skupa P. Prirodni kandidati su nejednakosti koje su nuzˇne da bi dobili poliedarski skup P.
Da bismo mogli razlikovati nejednakosti uvest c´emo josˇ neke pojmove.
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αi = 0 (1.6)
jednako αi = 0 za i = 0, ..., k ili ekvivalentno ako su vektori x1 − x0, . . . , xk − x0 linearno
nezavisni.
Definicija 8. Skup P ⊆ Rn je dimenzije k ako je maksimalan broj afino nezavisnih tocˇaka
u P k+1. Pisˇemo dim P = k.
Definicija 9. Cjelobrojna ljuska poliedra P je konveksna ljuska cjelobrojnih vektora iz P,
oznaka P1.
Definicija 10. Za skup C ⊂ Rn rec´i c´emo da je konus ako
x ∈ C ⇒ tx ∈ C,∀t ≥ 0.
Drugim rijecˇima, ako konus sadrzˇi tocˇku x tada sadrzˇi i cˇitavu zraku s pocˇetkom u
ishodisˇtu smjerom x.
Definicija 11. Recesivni konus poliedarskog skupa P = {x ∈ Rn : Ax ≤ b} definira se kao
konus
C = {x ∈ Rn : Ax ≤ 0}.
Konus C je racionalani poliedarski konus ako je A racionalna matrica.
Napomena 1. P je poliedarski skup ako i samo ako je P = Q + C, gdje je Q politop, a C
recesivni konus od P, pisˇemo C=Rec(P). (vidi teorem 1.4)
Teorem 1. Ako je P racionalni poliedarski skup, tada je P1 takoder poliedarski skup. Ako
je P1 neprazan, tada je Rec(P1)=Rec(P).
Dokaz. Koristit c´emo [bxc = max{m ∈ Z : m ≤ x}].
Neka je P = Q + C gdje je Q politop, a C recesivni konus do P. Neka je C konacˇno
generiran konus generiran cjelobrojnim vektorima y1, y2, . . . , ys tj. neka je
C = {y : y = ∑si=1 λiyi; s ≥ 0; λi ≥ 0, i = 1, 2, . . . , s}, a B politop definiran s
B = {∑si=1 µiyi : 0 ≤ µi ≤ 1, i = 1, 2, . . . , s}. Pokazati c´emo da je P1 = (Q + B)1 + C. Prvo
provjerimo da je P1 ⊆ (Q + B)1 + C. Neka je p ∈ P i p cjelobrojan. Kako je P = Q + C,
tada postoje q ∈ Q i c ∈ C takvi da je p = q + c. Prema definiciji skupa C znamo da je
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c =
∑s
i=1 λiyi, λi ≥ 0, i = 1, . . . , s. Definiramo c′ =
∑s
i=1bλicyi, λi ≥ 0. Ocˇigledno je c′ ∈ C.
Neka je b = c − c′, tada je b ∈ B pa c mozˇemo prikazati kao c = b + c′, b ∈ B, c′ ∈ C pa je
p = q + b + c′. Kako su p i c′ cjelobrojni i q + b = p − c′ je takoder cjelobrojan vektor iz
Q + B. Dakle, q + b ∈ (Q + B)1 sˇto zajedno s c′ ∈ C znacˇi da je p ∈ (Q + B)1 + C.
Trebamo josˇ pokazati da je (Q+B)1+C ⊆ P1. Kako je B ⊆ C onda je i Q+B ⊆ Q+C = P
pa je i (Q + B)1 ⊆ P1. Nadalje imamo: (Q + B)1 + C ⊆ P1 + C = P1 + C1 ⊆ (P + C)1 = P1.
Time smo dokazali da je P1 = (Q + B)1 + C. Kako je (Q + B)1 politop, slijedi da je C
recesivni konus od P1. 
Direktna posljedica teorema 1.1 je da se svaki problem cjelobrojnog programiranja
mozˇe napisati kao max{cx : x ∈ P1}, a kako je po gore dokazanom P1 poliedarski skup,
problem cjelobrojnog linearnog programiranja nije nisˇta drugo neko problem linearnog
programiranja.
Da bi se primijenile tehnike linearnog programiranja moramo prikazati P1 preko line-
arnih nejednakosti. Kasnije u radu c´emo vidjeti metodu odsijecajuc´ih ravnina za nalazˇenje
nejednakosti koje definiraju P1.
Lema 1. Neka je C racionalni poliedarski konus. Tada je C = C1.
Teorem 2. Za svaku racionalnu matricu A postoji cjelobrojna matrica M takva da za svaki
vektor stupac b postoji vektor stupac d takav da je
{x : Ax ≤ b}1 = {x : Mx ≤ d}.
Sˇtovisˇe, ako je A cjelobrojna i svaka njena minora je najvisˇe 4 po apsolutnoj vrijednosti,
mozˇemo uzeti sve elemente od M najvisˇe n2n4n po apsolutnoj vrijednosti, gdje je n broj
stupaca od A.
Dokaz. Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je A cjelobrojna. Neka je
4 maksimalna apsolutna vrijednost poddeterminanti od A. Neka je M matrica sa svim
cjelobrojnim vektorima iz skupa
L = {w : ∃y ≥ 0 : yA = w; w cjelobrojan; ||w||∞ ≤ n2n4n} kao retcima.
Tvrdimo da je to trazˇena matrica. Neka je b vektor stupac. Ocˇito se retci od A pojav-
ljuju u L, npr. za y = (1, 0, 0, . . . , 0) imamo yA = (a11, . . . , a1n) prvi redak od A i on je
cjelobrojan jer je A cjelobrojna matrica, takoder je ||a1||∞ ≤ 4 ≤ n2n4n. Neka je b vektor
stupac. Postoje tri slucˇaja.
PRVI SLUCˇAJ : Ako Ax ≤ b nema rjesˇenja, tada je jasno da mozˇemo nac´i vektor d
takav da Mx ≤ d nema rjesˇenja (jer se retci od A pojavljuju u L).
DRUGI SLUCˇAJ : Ako Ax ≤ b ima rjesˇenje, ali ono nije cjelobrojno, tada konus
{x : Ax ≤ 0} nije pune dimenzije pa Ax ≤ 0 ima implicitnu jednakost, npr. aix ≤ 0. Zbog
toga su ai i −ai iz L pa mozˇemo odabrati d takav da je {x : Mx ≤ d} = ∅.
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TREC´I SLUCˇAJ : Pretpostavimo da Ax ≤ b ima cjelobrojno rjesˇenje. Neka je δc =
max{cx : Ax ≤ b; x cjelobrojan}, za svaki redak vektor c. Dovoljno je dokazati {x : Ax ≤
b}1 = {x : wx ≤ δw za svaki w ∈ L}. Prvo dokazujemo da je {x : Ax ≤ b}1 ⊆ {x : wx ≤
δw, za svaki w ∈ L}. Neka je x ∈ {x : Ax ≤ b}1. tada za svake w ∈ L i y ≥ 0 vrijedi w = yA
dakle wx = yAx ≤ yb. Prema tome je
wx ≤ min{yb : y ≥ 0, yA = w} = max{wx : Ax ≤ b}. (1.7)
Kako je x ∈ {x : Ax ≤ b}1, on je cjelobrojan sˇto uz definiciju od δw i relaciju 1.7 daje wx ≤
δw, b za svaki w ∈ L. Josˇ trebamo dokazati da je {x : Ax ≤ b}1 ⊇ {x : wx ≤ δw, za svaki w ∈
L}. Neka je x0 takav da je wx ≤ δw, za svaki w ∈ L. Specijalno, neka je w = ak, gdje je ak k-
ti redak matrice A. Tada imamo: akx0 ≤ δak = max{akx : Ax ≤ b, x cjelobrojni}, sˇto povlacˇi
da je δak ≤ bk, gdje je bk k-ta komponenta vektora b. Time smo pokazali da je Ax0 ≤ b. Josˇ
treba vidjeti da je x0 konveksna kombinacija cjelobrojnih vektora iz {x : Ax ≤ b}.
Za vektor c, oznacˇimo sa z rjesˇenje problema max{cx : Ax ≤ b; x cjelobrojan}, tada je
δc = cz. Promatrajmo Cˆ(c, z) = cone{x − z : Ax ≤ b}. Ocˇito je x0 − z ∈ Cˆ(c, z). Medutim,
prema lemi 1.1 vrijedi Cˆ(c, z) = Cˆ1(c, z) tj. cone{x − z : Ax ≤ b} = cone{x − z : Ax ≤
b; x cjelobrojan} jer je z cjelobrojan. Ako umjesto z promatramo svaki vrh v poliedarskog
skupa K = {x : Ax ≤ b} tada smo dokazali teorem jer je K = ∩v∈VCˆ(c, v), gdje je V skup
svih vrhova od K. 
Definicija 12. Nejednakost pix ≥ pi0 gdje je (pi, pi0) ∈ Rn × R1 je valjana za P ⊆ Rn ukoliko
svaka tocˇka iz P zadovoljava nejednakost, to jest, ako pix ≥ pi0 vrijedi za sve x ∈ P.
Definicija 13. Neka je S ⊆ Rn i y0 ∈ S . Za hiperravninu H kazˇemo da je potporna
hiperravnina na skup S u tocˇki y0 ∈ S ako je y0 ∈ H i ako S lezˇi s jedne strane hiperravnine
H, tj. ako je S ⊆ H− ili S ⊆ H+. Pri tome i za odgovarajuc´i zatvoreni poluprostor koji
sadrzˇi skup S takoder kazˇemo da je potporni poluprostor.
Definicija 14. Podskup F ⊆ P zove se strana od P (engl. face) ako je F = P ili ako je F
presjek od P s potpornom hiperravninom od P. Ekvivalentno, F je strana od P ako je F
neprazan skup i F = {x ∈ P : A′x = b′} za neki podsistem A′x ≤ b′ od Ax ≤ b.
Napomena 2. Vrijedi:
• P ima samo konacˇan broj strana
• svaka strana je neprazan poliedarski skup
• ako je F strana od P i F′ ⊆ F, onda je F’ strana od P ako i samo ako je F’ strana od
F.
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Definicija 15. Hiperstrana (engl. facet) od P je maksimalna strana u P kojoj je dimenzija
dim P − 1.
Definicija 16. Minimalna strana od P je strana koja ne sadrzˇi niti jednu drugu stranu.
Na slici 1.2 je P =conv(X). Imamo n = 2, k = 0 i dim(P) = dim(X) = 2. Ne postoji
jednadzˇa pi1x1 + pi2x2 = pi0 koju zadovoljavaju sve tocˇke iz X. Skup conv(X) je opisan sa
5 hiperstrana, svaka je dimenzije n − k − 1 = 1. Hiperstrana F =conv(X) ⋂{x : x2 = 1} je
generirana s valjanom nejednadzˇbom x2 ≥ 1 i sadrzˇi afino nezavisne tocˇke (2, 1) i (3, 1).
Teorem 3. Neka je P = {x ∈ Rn+ : Ax ≤ b} sa dim(P) = n−k, poliedarski skup P je potpuno
opisan za k hiperravnina i s jednom od nejednakosti hiperstrane za svaku hiperstranu od
P.
Ako imamo kompletan linearan opis od P = conv(X) tada svaki problem linearnog cje-
lobrojnog programiranja max{cτx : x ∈ P} se mozˇe rijesˇiti kao linearan program max{cτx :
x ∈ conv(X)}. Nasˇa hipoteza je da je bolja nova formulacija nasˇeg cjelobrojnog programi-
ranja i da c´e algoritam za rjesˇavanje problema biti mnogo efikasniji
1.2 Ekstremne tocˇke poliedarskog skupa
Osim opisa poliedarskog skupa pomoc´u valjanih nejednakosti, poliedarski skup mozˇemo
opisati pomoc´u tocˇaka i zraka.
Definicija 17. Vektor x ∈ P je ekstremna tocˇka poliedarskog skupa P ako ne postoje dvije
tocˇke x1, x2 ∈ P, x1 , x2 takve da vrijedi x = 12 x1 + 12 x2.
Drugim rijecˇima, ekstremna tocˇka poliedarskog skupa P je tocˇka u P koja se ne mozˇe
napisati kao linearna kombinacija drugih dviju razlicˇitih tocˇaka iz P. Ukoliko postoji,
ekstremna tocˇka je minimalna strana za P (dimenzije 0).
Definicija 18. Vektor r , 0 je recesivni smjer u P , ∅ ako za svaki x ∈ P vrijedi x +λr ∈ P
za sve λ ≥ 0.
Recesivni smjer r poliedarskog skupa P je ekstremna zraka ako ne postoje dva recesivna
smjera r1, r2 iz P, r1 , λr2 za neki λ > 0 da vrijedi r = 12r
1 + 12r
2.
Skup svih recesivnih smjerova poliedarskog skupa P zovemo recesivni konus.
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Teorem 4. Svaki poliedarski skup P = {x ∈ Rn : Ax ≤ b} , ∅ pri cˇemu je r(A) = n mozˇemo
prikazati kao konveksnu kombinaciju ekstremnih tocˇaka {xt}Tt=1 i konusnu kombinaciju eks-
tremnih zraka {rs}Ss=1:









λt = 1, λ ∈ RT+, µ ∈ RS+} (1.8)
Uvjet na rang nam osigurava da P ima barem jednu ekstremnu tocˇku i da nema rece-
sivnog smjera r u P za koju je -r takoder recesivni smjer u P.
Primjer 1. Neka je P poliedarski skup, vidi 1.3:
s + y ≥ 2.7
2s + y ≥ 2
3s + y ≥ 3
s ≥ 0
s + 0.7y ≥ 2.1.
Tocˇke (6,0), (7,0), (0,5) u P su nezavisne, dim(P) = 2. Izbacivanjem dviju nejednadzˇbi
2s + y ≥ 2 i 3s + y ≥ 3 koje nisu nuzˇne za opisivanje poliedra P, dobivamo minimalan broj
uvjeta za opis poliedra P:
s + y ≥ 2.7
s ≥ 0
s + 0.7y ≥ 2.1.
Ovaj zapis poliedarskog skupa P lako vodi do reprezentacije iz teorema 1.4, vidimo da
P sadrzˇi dvije ekstremne tocˇke (0.7,2) i (0,3) i dvije ekstremne zrake (1,-1) i (0,1). Tako
dobivamo alternativan opis:

























µ2, λ1 + λ2 = 1, λ ∈ R2+, µ ∈ R2+}
.






1.3 Cjelobrojni poliedarski skup
Definicija 19. Poliedarski skup P je cjelobrojan ako za svaki c ∈ Qn, x ∈ P cτx → max
ima cjelobrojno rjesˇenje.
Definicija 20. Sustav racionalnih nejednadzˇbi Ax ≤ b je TDI (totalno dualno cjelobrojan)
ukoliko za sve cjelobrojne vektore c takve da je max{cτx|Ax ≤ b} konacˇan, dualni problem
min{yτb|yτA = c, y ≥ 0} ima cjelobrojno optimalno rjesˇenje.
Teorem 5. Racionalan poliedarski skup P je cjelobrojan ako i samo ako svaka racionalna
potporna hiperravnina od P sadrzˇi cjelobrojne vektore.
Dokaz. Kako je presjek potporne hiperravnine sa P strana od P, nuzˇan uvjet je trivijalno
zadovoljen.
Da bismo dokazali dovoljnost, pretpostavimo da svaka potporna hiperravnina od P sadrzˇi
cjelobrojni vektor. Neka je P = {x : Ax ≤ b} za neku matricu A i vektor b. Kako je P
racionalan mozˇemo pretpostaviti da su A i b cjelobrojni. Neka je F = {x ∈ P : A′x = b′}
minimalna strana od P, gdje je A′x ≤ b′ podsistem od Ax ≤ b. Ako F ne sadrzˇi niti jedan
cjelobrojan vektor, onda postoji vektor y takav da je c = yτA′ cjelobrojan i σ = yτb′ nije
cjelobrojan. Mozˇemo pretpostaviti da su sve komponente od y pozitivne (mozˇemo dodati
cijele brojeve komponentama od y). Sada je H = {x|cτx = σ} potporna hiperravnina od P
i F = P ∩ H, sˇto se mozˇe lako provijeriti. Kako σ nije cjelobrojan dok je c cjelobrojan, H
ne sadrzˇi cjelobrojan vektor, sˇto daje kontradikciju. 
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Sljedec´e je ekvivalentno prethodnom teoremu.
Korolar 3. Neka je Ax ≤ b sistem linearnih nejednadzˇbi. Maksimum max{cτx|Ax ≤ b}
se postizˇe u cjelobrojnom vektoru x za vektor c koji je cjelobrojan ako i samo ako je
max{cτx|Ax ≤ b} cjelobrojan .
Dokaz. Ako je c cjelobrojan i max{cτx|Ax ≤ b} ima cjelobrojno optimalno rjesˇenje x, tada
je maksimum cjelobrojan. Sˇto daje nuzˇnost.
Dokazˇimo dovoljnost. Prepostavimo da za svaki cjelobrojan vektor c max{cτx|Ax ≤ b}
cjelobrojan ako je konacˇan. Neka je H = {x|cx = σ} racionalna potporna hiperravnina
poliedra P = {x|Ax ≤ b}. Mozˇemo pretpostaviti da su komponente od c relativno prosti
brojevi. Kako je σ = max{cτx|Ax ≤ b} cjelobrojan, jednadzˇba cτx = σ ima cjelobrojno
rjesˇenje x. Pa slijedi da H sadrzˇi cjelobrojan vektor.
Znacˇi svaka potporna hiperravnina od P sadrzˇi cjelobrojne vektore i stoga iz teorema 1.1
slijedi da je P cjelobrojan. 
Teorem 6. Neka je Ax ≤ b;aτx ≤ β TDI- sistem. Onda je sistem Ax ≤ b;aτx = β takoder
TDI.
Dokaz. Neka je c cjelobrojan vektor i neka je
max{cx|Ax ≤ b; ax = β} = min{yb + (λ − µ)β|y ≥ 0; λ, µ ≥ 0; yA + (λ − µ)a = c} (1.9)
konacˇan. Neka se x∗, y∗, λ∗, µ∗ postizˇe u optimalnoj vrijednosti (postoji moguc´nost da su
razlomci). Neka je c′ = c + Na gdje je N cjelobrojan koji zadovoljava N ≥ N∗ i Na je
cjelobrojan. Tada je optimum
max{c′x|Ax ≤ b; ax ≤ β} = min{yb + λβ|y ≥ 0; λ ≥ 0; yA + λa = c′} (1.10)
konacˇan, kako je x = x∗ rijesˇenje za maksimum, i y = y∗, λ = λ∗ + N − µ∗ je minimum.
Kako su Ax ≤ b;ax ≤ β TDI, minimum 1.10 ima cjeobrojno optimalno rjesˇenje, y˜, λ˜. Onda
je y = y˜,λ = λ˜, µ = N cjelobrojno optimalno rjesˇenje za minimum 1.10 : optimalno rjesˇenje
se postizˇe u 1.9 i to je optimalno kao:
y˜b + (λ˜ − N)β = y˜b + λ˜β − Nβ ≤ y∗b + (λ∗ + N − µ∗)β − Nβ = y∗b + (λ∗ − µ∗)β. (1.11)
(Ovdje ≤ slijedi iz cˇinjenice da je y∗, λ∗ + N − µ∗ rjesˇenje koje se postizˇe za minimum
1.10 i y˜, λ˜ je optimalno rjesˇenje za ovaj minimum.) Znacˇi zadac´a minimuma iz 1.9 ima
cjelobrojno optimalno rjesˇenje. 
Poglavlje 2
Odsijecajuc´e ravnine i cjelobrojna
ljuska
U principu bi se mogle dodati sve jednadzˇbe hiperstrane (facet-defining) za opis poliedra.
No kako postoji beskonacˇno valjanih nejednakosti pa cˇak i broj facet-defining mozˇe biti
jako velik, tako da nije pozˇeljno dodati sve nejednakosti za opis poliedra.
Druga moguc´nost je dodati valjane nejednadzˇbe ili odsijecajuc´e ravnine (cutting pla-
nes) koje odrezuju tocˇku x∗ koja nije cijela i dio je trenutne formulacije. Takve tocˇke su
tipicˇno dobivene kao optimalno rjesˇenje linearnog prgramiranja, dobivene su optimizira-
njem trenutne formulacije P od X : vidi sliku 1.2.
Problem pronalazˇenja valjane nejednadzˇbe za X odrezivanjem x∗ je jako vazˇno.
Metodu odsijecajuc´ih ravnina je razvio Gomory 1950. godine da bi rijesˇio problem
linearnog programiranja pomoc´u simpleks metode. Gomory pretpostavlja da su u definiciji
poliedarskog skupa A i b racionalni ili cijeli.
Oznacˇimo s P1 cjelobrojnu ljusku od P, konveksnu ljusku skupa cjelobrojnih tocˇaka u
P. Neka je H = {x|cτx ≤ σ} potporni poluprostor gdje je c nenul vektor cˇije su komponente
relativno prosti cijeli brojevi, neka je H1 = {x|cτx ≤ bσc}. Geometrijski, H1 dobivamo iz
H paralelnim pomakom, tako definirana sadrzˇi sve tocˇke iz P1. Takoder, hiperravnine koje
odreduju H1 sadrzˇi tocˇke iz Zn.




gdje presjek ide po svim poluprostorima H za koje vrijedi H ⊇ P i cˇiji je vektor normale
iz Zn.
Napomena 1. Ukoliko je Ax ≤ b TDI i b cjelobrojan, tada je P = {x|Ax ≤ b} cjelobrojni
poliedarski skup (tj. sve ekstremne tocˇke u poliedru su cjelobrojne)
15
POGLAVLJE 2. ODSIJECAJUC´E RAVNINE I CJELOBROJNA LJUSKA 16
Lema 1. Ako je H racionalni afini poluprostor tj. H = {x|cx ≤ δ} gdje je c, 0 i komponente
su relativno prosti cijeli brojevi (svaki racionalni poluprostor se mozˇe tako prikazati), tada
je H1 = {x|cx ≤ bδc}.
Dokaz. Definiramo H0 = {x|cx ≤ bδc}. Prvo dokazˇimo da je H1 ⊆ H0. Neka je x ∈ H1.
Prema definiciji cjelobrojne ljuske imamo x =
∑t
i=1 λixi, t ≥ 1,
∑t
i=1 λi = 1, xi ∈ H, xi
cjelobrojni, λi ≥ 0, i = 1, ..., t. Kako je xi ∈ H, vrijedi da je cxi ≤ δ. Sˇtovisˇe , buduc´i su c i










λi = bδc, tj. x ∈ {x|cx ≤ bδc},H1 ⊆ H0.
Ostaje za pokazati H1 ⊇ H0.
PRVI KORAK:Neka je k cijeli broj takav da je k = bδc, tj. H0 = {x|cx ≤ k}. Tvrdimo da
postoji bar jedna tocˇka xˆ ∈ Zn takva da je xˆ ∈ ∂H0(∂H0 oznacˇava rub od H0) tj. da vrijedi
c1 xˆ1 + c2 xˆ2 + ... + cn xˆn = k. Bez smanjenja opc´enitosti dokazujemo za k=1 matematicˇkom
indukcijom po n.
Provjerimo bazu indukcije za n=2. Neka je c1 xˆ1 + c2 xˆ2 = 1. Mozˇemo pretpostaviti da
je c1 < c2. Tada postoje t1 i r1 takvi da je c2 = c1t1 + r1, 0 < r1 < c1. Ako je r1 = 1 za
rjesˇenje mozˇemo uzeti x1 = −t1, x2 = 1 pa smo gotovi.
Ako je r1 > 1, onda postoji t2 i r2 takvi da je c1 = r1t2 + r2, 0 < r2 < r1 i postupak se
ponavlja. Nakon konacˇno koraka, npr. m koraka, doc´i c´emo do ostatka rm = 1 i za rjesˇenje
mozˇemo uzeti x1 = −tm, x2 = 1. Time je provjerena baza indukcije.
KORAK INDUKCIJE: Neka tvrdnja vrijedi za svaki k, 2 ≤ k ≤ n. Pokazujemo da
vrijedi za n+1.
Neka je c1 xˆ1 + c2 xˆ2 + ... + cn xˆn + cn+1 ˆxn+1 = 1(∗).
Neka je d = NZD(c1, c2, ..., cn). (NZD je najvec´i zajednicˇki djelitelj)
Definiramo c′i =
ci
d , i = 1, 2, ..., n i z = c
′
1x1 + ... + c
′




n relativno prosti, a
(*) prelazi u dz + cn+1 ˆxn+1 = 1.(∗∗)
Kako su d i cn+1 relativno prosti, po pretpostavci postoje z i xn+1 cjelobrojni takvi da vrijedi
(**).Z je cijeli broj pa i za njega postoje cijeli brojevi takvi da je c′1x1 + ...+ c
′
nxn = z. Time
je pokazan korak indukcije.
Pokazujemo da postoji cijela resˇetka x-ova. Promatramo c1x1 + ... + cnxn = 0. Za
rjesˇenja te jednadzˇbe mozˇemo uzeti vektore oblika (c2,−c1, 0, ..., 0), (c3,−0,−c1, 0..., 0), ....
To su linearno nezavisni cjelobrojni vektori i s tim rjesˇenjima generiramo resˇetku koja je
ocˇito na rubu.
DRUGI KORAK:Neka je x ∈ IntH0. Tada postoji j ∈ N takav da je y = x0 − jc i y
cjelobrojan, cy=cx0 − jc2 < cx0 pa je y ∈ IntH0. Spojimo y sa x i nademo z ∈ ∂H0.
Kako je x konveksna kombinacija od y i z, a z je konveksna kombinacija nekih cjelo-
brojnih vektora, slijedi da je x konveksna kombinacija nekih cjelobrojnih vektora.







Primjer 1. Neka je skup ogranicˇenja P = ∩3i=1H−i ∩ {x|x1 ≥ 0, x2 ≥ 0} gdje su
H1 : x1 = 4.5;
H2 : x2 = 2.4;
H3 : 16x1 + 37x2 = 118.4
Sa slike 2.1 jasno je da je P1 = ∩8i=6H−i ∩ {x|x1 ≥ 0, x2 ≥ 0} gdje su
H6 : x1 = 4;
H7 : x2 = 2;




Prema definiciji je P′ = ∩H⊇PH1, za nasˇ primjer P′ je pokazan na slici 3.4. Da bismo
pokazali da je P′ , P1, vidjeti c´emo da se hiperravnina H8 koja odreduje P1 ne mozˇe dobiti
u definiciji od P′.




Iz geometrijskih razloga, jedine hiperravnine H ⊇ P koje bi mogle dati H8 su one koje







. Ta hiperravnina, oznacˇimo ju sa H,
imala bi jednadzˇbu x1 + 2x2 = 7 pa bi ona sadrzˇavala cjelobrojnu tocˇku, npr. (3, 2). Kako
se, geometrijski gledano H1 dobiva pomicanjem hiperravnine H dok u nju ne padne prva
cjelobrojna tocˇka, znacˇi da je u ovom slucˇaju H = H1. Dakle, ne postoji hiperravnina koja
bi dala H8. Prema tome P′ , P1.




Gornja razmatranja su teorijska pozadina Gomoryjeve metode sjekuc´ih ravnina za rjesˇavanje
ILP-a.
Teorem 1. Neka je P = {x|Ax ≤ b} poliedarski skup i neka je Ax ≤ b TDI i A cjelobrojna.
Tada je i P
′
= {x|Ax ≤ bbc} poliedarski skup. Posebno, za neki racionalni poliedarski skup
P vrijedi da je P′ poliedarski skup. Posebno, za neki racionalni poliedarski skup P vrijedi
da je P′ poliedarski skup.
Dokaz. Dokaz je trivijalan za P = ∅, pretpostavimo da je P , ∅. Prvo uocˇimo P′ ⊆ {x|Ax ≤
bbc}, nejednakosti Ax ≤ b su medu nejednakostima koje definiraju P′. Dokazˇimo obrnuto,
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neka je H = {x|cτx ≤ δ} racionalan afin poluprostor takav da je H ⊇ P. Bez smanjenja
opc´enitosti, mozˇemo pretpostaviti da su komponente od c relativno prosti cijeli brojevi.
Kao ranije oznacˇimo H1 = {x|cτx ≤ bδc}. Imamo
δ ≥ max{cτx|Ax ≤ b} = min{yτb|y ≥ 0; yA = c}. (2.2)
Kako je Ax ≤ b TDI, znamo da se minimum u 2.2 mozˇe postic´i za vektor cijelih brojeva,
recimo y0 . Sada Ax ≤ bbc povlacˇi
cτx = y0Ax ≤ y0bbc ≤ by0bc ≤ bδc. (2.3)
Dakle, {x|Ax ≤ bbc} ⊆ H1. Kako ovo vrijedi za svaki racionalan afin poluprostor H ⊇ P,
pokazali smo da vrijedi {x|Ax ≤ bbc} ⊆ P′ 
Lema 2. Neka je F strana racionalnog poliedra. Tada je F ′ = P′ ∩ F.
Dokaz. Neka je P = {x|Ax ≤ b}, A cjelobrojna i Ax ≤ b TDI. Neka je F = {x|Ax ≤ b; ax =
β} strana od P, gdje su ax ≤ β valjane nejedankosti za P,a cjelobrojan vektor i β cijeli broj.
Kako je Ax ≤ b ; ax ≤ β TDI slijedi po teoremu 2.6 da je Ax ≤ b; ax = β je TDI. Imamo,
kako je β cijeli broj
P
′ ∩ F = {x|Ax ≤ bbc; ax = β} = {x|Ax ≤ bbc, ax ≤ bβc; ax ≥ dβe} = F ′ .

Znacˇi ako je F
′




. Lema povlacˇi da za svaku stranu
F od P i za svaki t vrijedi:
F(t) = P(t) ∩ F (2.4)
Definicija 1. Neka je U regularna matrica. Tada je U unimodularna ako je U cjelobrojna
i ima determinantu ±1.
Teorem 2. Za svaki poliedarski skup P postoji broj t takav da vrijedi P(t) = P1.
Dokaz. Neka je P ⊆ Rn racionalan poliedarski skup. Dokazat c´emo teorem indukcijom
po dimenziji d od P, za slucˇaj kada je d=-1 (tj. P = ∅) i d=0(tj. P je jednocˇlan skup ) je
trivijalno.
Ako afina ljuska P ne sadrzˇi cjelobrojan vektor tada postoji cjelobrojan vektor c i ne-
cjelobrojan vektor δ takav da je afina ljuska P ⊆ {x|cx = δ}. Stoga
P
′ ⊆ {x|cx ≤ bδc; cx ≥ dδe} = ∅ (2.5)
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sˇto povlacˇi P
′
= P1. Ako afina ljuska P sadrzˇi cjelobrojni vektor, mozˇemo pretposta-
viti da vrijedi P = {0n−d}xRd. Doista, mozˇemo pretpostaviti da pripada afinoj ljusci P.
Stoga postoji racionalna matrica C punog ranga po recima tako da je afina ljuska AffP =
{x|Cx = 0}. Dakle, postoji unimodularna matrica U koja prenosi C u Hermitsku normalnu
formu:CU = [B 0], gdje je B regularna matrica.Kako je teorem invarijantan na operator
x→ U−1, mozˇemo pretpostaviti da je C = [B 0]. Stoga je afina ljuska P = {0n−d}xRn. Kako
za svaki afin poluprostor H od Rd imamo (Rn−d xH1) ∩ ({0}n−d xRd) = {0n−d}xH1, mozˇemo
pretpostaviti da je n-d=0.
Znamo i da postoji cjelobrojna matrica A i racionalni vektori stupci b, b
′
takvi da je
P = {x|Ax ≤ b}, P1 = {x|Ax ≤ b′}. Neka je ax ≤ β′ nejednakost iz Ax ≤ b′ i neka
je H = {x|ax ≤ β′} .Pokazali smo da je P(s) ⊆ H za neki s. Ako ovo vrijedi za svaku
nejednakost iz Ax ≤ b′ , to c´e dokazati teorem.
Neka je ax ≤ β odgovarajuc´a nejednakost od Ax ≤ b.Pretpostavimo da je P(s) * H za
svaki s. Kako P




′′ ≤ bβc, P(s) ⊆ {x|ax ≤ β′′} za svaki s ≥ r,
P(s) * {x|ax ≤ β′′ − 1} za svaki s ≥ r. (2.6)
Neka je F = P(s) ∩ {x|ax = β′′}. Onda dim(F) < dim(P). Sˇtovisˇe, F ne sadrzˇi cjelobrojne
vektore. Stoga, za nasˇu hipotezu indukcije, F(u) = ∅ za neki u.
Dakle, iz (1.9)
∅ = F(s) = P(r+u) ∩ F = P(r+u) ∩ {x|ax = β′′}. (2.7)
Pa imamo P(r+u) ⊆ {x|ax < β′′ i stoga P(r+u+1) ⊆ {x|ax ≤ β′′ −1}, sˇta je kontradikcija sa (3.6)
. 
Direktna posljedica ovog teorema je:ako svaki racionalna potporna hiperravnina raci-
onalnog poliedra P sarzˇi cjelobrojne vektore tada je P = P
′
i stoga je P = P1. Teorem
podrazumijeva rezultate za ne nuzˇno racionalne politope:
Korolar 1. Za svaki politop P postoji broj t takav da vrijedi P(t) = P1.
Dokaz. Kad je P omeden, postoji racionalan politop Q ⊇ P takav da je Q1 = P1 (kao
P ⊆ {x|||x||∞ ≤ M} za neki cijeli M i sˇto se ticˇe svakog integralnog vektora z on je iz
{x|||x||∞ ≤ M}, postoji i afin poluprostor koji sadrzˇi P ali ne sadrzˇi z onda mozˇemo uzeti Q
kao presjek skupa {x|||x||∞ ≤ M} sa svim tim poluprostorima). Stoga iz teorema 3.4 slijedi
Q(t) = Q1 za neki t. Dakle, P1 ⊆ P(t) ⊆ Q(t) = Q1 = P1. 
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Napomena 2. Jednostavne posljedice definicije 2.1 su:
ako je P = {x|Ax ≤ b}, ona je P′ = {x|uAx ≤ bubc za svaki u ≥ 0 kad je uA cjelobrojan } :
ako je P = {x|x ≥ 0 : Ax ≤ b}, tada je P′ = {x|x ≥ 0 : buAcx ≤ bubc za svaki u ≥ 0} :
ako je P = {x|x ≥ 0 : Ax = b}, tada je P′ = {x|x ≥ 0 : buAcx ≤ bubc za svaki u}.
(2.8)
2.1 Izvod nove nejednakosti odsijecanjem
Neka je Ax ≤ b sistem linearnih nejednakosti i neka je cx ≤ δ nejednakost. Kazˇemo da
je slijed linearnih nejednakosti c1x ≤ δ1, c2x ≤ δ2, ..., cmx ≤ δm dokaz odsijecanjem za
cx ≤ δ(iz Ax ≤ b) ako je svaki od vektora c1, ..., cm cjelobrojan, ako je cm = c, δm = δ i ako
je za svaki i = 1, ...,m:
cix ≤ δ′i je konusna kombinacija nejednakosti
Ax ≤ b, c1x ≤ δ1, ..., ci−1x ≤ δi−1za neki δ′i sa bδ′ic ≤ δi.
(2.9)
Broj m c´emo zvati duljina dokaza odsjecajuc´im ravninama.
Ocˇito, ako cx ≤ δ dobijemo odsijecanjem ravnine od Ax ≤ b, onda je cx ≤ δ valjana za
svako cjelobrojno rijesˇenje od Ax ≤ b. Ovo tvrdnju mozˇemo promatrati i na drugi nacˇin
ako pretpostavimo da Ax ≤ b ima barem jedno cjelobrojno rijesˇenje. To je posljedica
teorema 3.4.
Korolar 2. Neka je P = {x|Ax ≤ b} neprazan poliedarski skup koji je racionalan ili
ogranicˇen.
i) Ako je P1 , ∅ i cx ≤ δ vrijedi za P1 (c je cijeli broj), onda postoji dokaz odsijecanjem
za cx ≤ δ od Ax ≤ b.
ii) Ako je P1 = ∅ tada postoji dokaz odsijecanjem za 0x ≤ −1 od Ax ≤ b.
Dokaz. Neka je t takav da vrijedi P(t) = P1 (t postoji , prema teoremu 3.4 i korolaru 3.1 ).
Za svaki i = 1, ..., t za P(i) postoji sistem Aix ≤ bi koji definira Pi tako da je A0 = A, b0 = b
i tako da je za svaku nejednakost ax ≤ β u Aix ≤ bi,a cijeli broj i postoji vektor y ≥ 0 takav
da je yAi−1 = a, bybi−1c = β. Stoga, ako je P1 , ∅ i cx ≤ δ je valjana nejednakost za P1 (c
je cjelobrojan) onda je yAt = c. δ ≥ bybtc vrijedi za neki y ≥ 0. Stoga
A1x ≤ b1, A2x ≤ b2, ..., Atx ≤ bt, cx ≤ δ (2.10)
daje dokaz odsjecanjem za cx ≤ δ od Ax ≤ b. Ako je P1 = ∅, onda je yAt = 0, ybt = −1 za
neki y ≥ 0 .Stoga
A1x ≤ b1, A2x ≤ b2, ...Atx ≤ bt, 0x ≤ −1 (2.11)
je prikaz dokaza odsijecanja za 0x ≤ −1 od Ax ≤ b. 
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2.2 Izvod cjelobrojne ljuske odsijecanjem
Teoremi 3.1 i 3.2 nam daju proceduru za nalazˇenje P1 (pretpostavljamo da je P1 pune
dimenzije). Pocˇinjemo sa P, nalazimo minimalan TDI-sistem Ax ≤ b, takav da je A
cjelobrojna matrica, koji definira P. Neka je P′ = {x|Ax ≤ bbc}. Zatim nalazimo mini-
malan TDI-sistem A˜x ≤ b˜, takav da je A˜ cjelobrojna matrica, koji definira P’. Neka je
P′′ = {x|A˜x ≤ bb˜c}. I tako dalje. Na kraju dobivamo polidarski skup, recimo, P(t), za koji
minimalan TDI-sistem (sa cjelobrojnom lijevom stranom) ima i cjelobrojnu desnu stranu
.Onda uzimanje najvec´eg cijelog nec´e promijeniti sistem, stoga je P(t) = P1.
Najmanji t za koji P(t) = P1 daje odredenu mjeru slozˇenosti odgovarajuc´eg ILP-problema.
Ne postoji gornja granica za t naspram dimenzije poliedra.
Za primjer, neka je:
P = conv({(0, 0), (0, 1), (k, 1
2
)}) (2.12)
u dvodimenzionalnom Euklidskom prostoru (slika 2.4). Tada je P1 = conv({(0, 0), (0, 1)}).
Sada P’ sadrzˇi vektor (k−1, 12 ). Induktivno slijedi (k−t, 12 ) je u P(t) za t<k i stoga je P(t) , P1
za t<k. Ovo takoder pokazuje da t nije polinomijalno ogranicˇen s velicˇinom sistema koji
definira poliedarski skup. Znacˇi broj odsjecajuc´ih ravnina i duljina nalazˇenja odsjecajuc´ih





S druge strane,ako je P1 = ∅, postoji ogranicˇenje na broj odsjecajuc´ih ravnina termi-
nima dimenzije.
Teorem 3. Za svaki prirodan broj d postoji broj t(d) takav da ako je P racionalan poli-
edarski skup dimenzije d koji ne sadrzˇi cjelobrojne vektore, onda je P(t(d)) = ∅.
Dokaz. Provest c´emo dokaz indukcijom po d, slucˇaj kada je d=-1 i d=0 je trivijalno. Kao
u toremu 3.2 mozˇemo pretpostaviti da je P pune dimenzije.
Znamo da ako je P racionalan poliedarski skup u Rd i ako ne sadrzˇi cjelobrojne vektore,
tada postoji vektor c takav da vrijedi:
max{cx|x ∈ P} −min{cx|x ∈ P} ≤ l(d) (2.13)
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gdje konstanta l(d) ∈ N ovisi samo o d, tako da su komponente od c relativno prosti cijeli
brojevi. Neka je δ = bmax{cx|x ∈ P}c. Sada za svaki k = 0, 1, . . . , l(d) + 1 imamo:
P(k+1+kt(d−1)) ⊆ {x|cx ≤ δ − k}. (2.14)
Za k=0 to slijedi iz definicije P’.Pretpostavimo da znamo 2.14 za neki k. Onda slijedi iz
pretpostavke indukcije :
Pk+1+(k+1)t(d−1) ⊆ {x|cx ≤ δ − k}. (2.15)
Doista, razmotrimo stranu
F = P(k+1+kt(d−1)) ∩ {x|cx = δ − k}. (2.16)
Iz pretpostavke indukcije, da je dim(F) < d, F t(d−1) = ∅(mozˇemo pretpostaviti bez smanje-
nja opc´enitosti t(d-1)≥ t(d’) za svaki d’≤ d-1).Stoga, slijedi
(Pk+1+kt(d−1))t(d−1) ∩ {x|cx = δ − k} = F(t(d−1)) = ∅. (2.17)
Dakle, imamo iz 2.15
(P(k+1)+(k+1)t(d−1))
′ ⊆ {x|cx ≤ δ − k − 1}, (2.18)
sˇto je 2.14 za slucˇaj k+1.
Uzmimo da je k=l(d)+1 u 2.14, tada imamo
P(l(d)+2+(l(d)+1)t(d−1)) ⊆ {x|cx ≤ δ − l(d) − 1}. (2.19)
Kako je
P ⊆ {x|cx > δ − l(d) − 1} (2.20)
slijedi za t(d)=l(d)+2+(l(d)+1)t(d-1) P(t(d)) = ∅. 
Teorem 4. Za svaku racionalnu matricu A postoji broj t takav da za svaki vektor b vrijedi:
{x|Ax ≤ b}(t) = {x|Ax ≤ b}1
Dokaz. Bez smanjenja opc´enitosti, A je cjelobrojna matrica. Neka A ima n stupaca i neka
je 4 gornje ogranicˇenje apsolutne vrijednosti od subdeterminante od A.Pokazati c´emo da
mozˇemo koristiti u teoremu:
t = max{t(n)n2n+24n+1 + 1 + n2n+24n+1t(n − 1)} (2.21)
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(gdje je t(n) isti kao u teoremu 3.3).
Neka je b vektor stupac i neka je P = {x|Ax ≤ b}. Ako je P1 = ∅, onda je P(t) = P1,
slijedi iz teorema 3.3. Pa pretpostavimo P1 , ∅. Znamo da je P1 = {x|Mx ≤ d}, gdje je
M cjelobrojna matrica kojoj su svi elementi vec´inom apsolutne vrijednosti od n2n4n. Neka
je mx ≤ δ nejednakost iz Mx ≤ d. Bez smanjenja opc´enitosti, δ = max{mx|x ∈ P1}.
Neka je δ′ = bmax{mx|x ∈ P}c. Pa imamo δ′ − δ ≤ ||m||1n4 ≤ n2n+24n+1. Sada za svaki
k = 0, 1, ..., δ′ − δ imamo,
P(k+1+kt(n−1)) ⊆ {x|mx ≤ δ′ − k} (2.22)
sˇto se mozˇe dokazati kao u teoremu 3.3. Stoga, ako uzmemo k = δ′−δ i zbog 2.21, imamo:
P(t) ⊆ {x|mx ≤ δ}. (2.23)
Kako je ovo istina za svaku nejednakost u Mx ≤ d, slijedi da je P(t) = P1. 
Korolar 3. Za svaku racionalnu matricu A postoji broj t(A) takav da:ako je Ax ≤ b raci-
onalan sistem linearnih nejednakosti sa bar jednim cjelobrojnim rjesˇenjem i ako je cx ≤ δ
vrijedi za svako cjelobrojno rjesˇenje iz Ax ≤ b (c je cjelobrojan), onda cx ≤ δ ima dokaz
odsjecanjem za Ax ≤ b, sa duljinom najvec´om t(A).
Dokaz. Slijedi direktno iz teorema 3.4 
Korolar 4. Za svaku racionalnu matricu m×n-matricu A i vektor redak c ∈ Qn sa konacˇnim
min{cx|x ≥ 0; Ax = 0}, postoji Gomoryjeva funkcija f , g : Qm− > Q takva da za svaki
b ∈ Qm ima:
i) f (b) ≤ 0 ako i samo ako {x|x ≥ 0; Ax = b : x cijeli broj } je neprazan ;
ii) g(b) = min{cx|x ≥ 0; Ax = b; x cijeli broj } ako f (b) ≤ 0. (2.24)
Dokaz. Uzmimo A i c, iz teorema 2.6 slijedi da postoje matrice P1, ...Pt takve da su P2, ...Pt
nenegativne i to za svaki b ∈ Qm;
{x|x ≥ 0; Ax = b}1 = {x|x ≥ 0; dPtd· · · P2dP1Aee · · · eex ≥ dPtd· · · dP2dP1bee · · · ee} (2.25)
Stoga, sa LP-dualnosti,
min{cx|x ≥ 0; Ax = b; x cijeli broj} =
min{cx|x ≥ 0; dPtd· · · P2dP1Aee · · · eex ≥ dPtd· · · dP2dP1bee · · · ee} =
max{ydPt · · · dP2dP1be · · · ee}y ≥ 0; ydPtd· · · dP2dP1Aee · · · ee ≤ c}.
(2.26)
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Neka je M matrica cˇiji su retci vrhovi poliedra {y ≥ 0|ydPtd· · · ddP2dP1Aee · · · ee ≤ c}, i neka
je N matrica cˇiji su retci ekstremne zrake od poliedra. Onda je maksimum iz 2.26 jednak:
max{uNdPtd· · · dP2dP1bee · · · ee
+ vMdPtdP2dP1bee · · · ee|u ≥ 0; v ≥ 0; v1 = 1}. (2.27)
Stoga definiramo za b ∈ Qm
f (b) = max
j
(NdPtd· · · dP2dP1bee · · · ee) j,
g(b) = max
j
(MdPtd· · · dP2dP1bee · · · ee) j
(2.28)




Postoje razni algoritmi za rjesˇavanje problema cjelobrojnog programiranja. Najpoznatiji
su
- Gomoryjev algoritam odsijecajuc´ih ravnina
- Chvatalova procedura zaokruzˇivanja
- Schrijverova procedura zaokruzˇivanja.
Razlog tom obilju jest cˇinjenica da se niti jedan algoritam nije pokazao ucˇinkovitim za
sve vrste problema. U ovom paragrafu opisat c´emo jednu verziju Gomoryjevog algoritma
odsijecanjem.
Osnovna ideja tog algoritma je da se dodaju uvjeti jedan po jedan, tako da se na kraju
dobije cjelobrojno rjesˇenje problema linearnog programiranja.
ALGORITAM:
1. Rjesˇava se problem linearnog programiranja zanemarujuc´i cjelobrojna ogranicˇenja.Ako
rjesˇenje ima sve cjelobrojne vrijednosti, ono je i optimalno rjesˇenje i algoritam
zavrsˇava.
2. Ako rjesˇenje ima barem jednu necjelobrojnu koordinatu, dodaje se novi uvjet pro-
blemu. Taj novi uvjet ima dva temeljna svojstva
- necjelobrojno optimalno rjesˇenje problema linearnog programiranja ne zado-
voljava ovaj uvjet
- sva moguc´a cjelobrojna rjesˇenja zadovoljavaju novi uvjet.
26
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Na taj nacˇin novi uvjet smanjuje skup svih rjesˇenja tako da odbacˇeni dio skupa ne sadrzˇi
cjelobrojna rjesˇenja. Sada se rjesˇava novi problem linearnog programiranja i postupak se
ponavlja.
Napomena 1. Gomoryjev algoritam pretpostavlja da su u definiciji cjelobrojnog linearnog
problema 1, a onda i u definiciji linearne relaksacije matrica A i vektor b cjelobrojni ili
racionalni.
Primjer 1.
x1 + 4x2 → max
s ogranicˇenjem
2x1 + 4x2 ≤ 7
5x1 + 3x2 ≤ 15
x1, x2 ∈ Z+
Rjesˇenje: Rjesˇavajuc´i gornji problem simpleks metodom dobivamo:
x1 x2 b
x3 -2 -4 7
x4 -5 -3 15
z 1 4 0
x1 x3 b
x2 -1/2 -1/4 7/4
x4 -7/2 3/4 39/4
z -1 -1 7
Maksimum ciljne funkcije, ako zanemarimo cjelobrojna ogranicˇenja dostizˇe se u x1 = 0
i x2 = 74 . Buduc´i da to rjesˇenje nije cjelobrojno, generira se novi uvjet preko bilo koje
jednadzˇbe iz finalne tablice koja ima necjelobrojnu desnu stranu, dakle u ovom slucˇaju
bilo koje jednadzˇbe. Promotrimo jednadzˇbu definiranu prvim retkom finalne tablice.
x2 = −12 x1 − 14 x3 + 74
ili
−x2 = 12 x1 + 34 x3 − 2 + 34
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Uocˇimo, kako su dopustive tocˇke cjelobrojne i nenegativne u gornjoj jednakosti mozˇemo
cˇlanove podijeliti na racionalne i na cjelobrojne. Prebacimo sve cjelobrojne cˇlanove na
lijevu stranu, a sve racionalne na desnu stranu. Dobivamo −x2 + 2 = 12 x1 + 34 x3 + 14 . Lijeva
strana je cjelobrojna pa mora biti i desna, kako je desna strana vec´a od 0, slijedi da je






−( 12 x1 + 14 x3) ≤ −34
To je novi uvjet koji dodajemo pocˇetnom problemu i dobivamo:

















x1 − 14 x3 + x5 = −
3
4
xi ∈ Z i xi ≥ 0 za svaki i=1,...,5

















z -1 -1 7
x5 x3 b
x2 −1 0 1







Optimalno rjesˇenje koje dobivamo je ( 32 ,1) sˇto opet nije cjelobrojno pa c´emo ponovit pos-
tupak generiranja novog uvjeta. Cjelobrojni koeficijenti nisu u drugom redu tako da c´emo
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novi uvjet generirati iz jednadzˇbe u drugom retku.
Imamo:















iz cˇega slijedi novi uvjet.
−1
2
x3 + x6 =
−1
2
Dobivamo novu tablicu s novim uvjetom:
x5 x3 b
x2 −1 0 1











x2 −1 0 1
x4 −7 5 7
x1 2 −1 1
x3 0 2 1
z -2 −1 5
Kako su sve vrijednosti varijabla cjelobrojne, nasˇli smo rjesˇenje. Maksimum se dostizˇe u
tocˇki (1, 1) i iznosi 5.
Geometrijski se dogodilo sljedec´e. Moguc´a rjesˇenja pocˇetnog sustava uvjeta su tocˇke is-
taknute na slici 3.1.




Prvi novododani uvjet se mozˇe interpretirati kao 12 x1 +
1
4 x3 ≥ 34 . Kako je x3 = 7− 2x1 −
4x2, dobivamo da je novi uvjet x2 ≤ 1. Kao sˇto vidimo iz slike 3.2 novi uvjet je ekvivalentan
nejednakosti koja ”odrezuje” iz skupa moguc´ih rjesˇenja necjelobrojnu optimalnu tocˇku




Drugi novi uvjet je ekvivalentan nejednadzˇbi −2x1 − 4x2 ≥ −6.




Na slici 3.3 takoder mozˇemo primijetiti da novi uvjet ”odrezuje” iz skupa dopustivih
tocˇaka optimalnu tocˇku (32 , 1), ali ne iskljucˇuje niti jedno cjelobrojnu dopustivu tocˇku.
Sada c´emo detaljno opisati kako se opc´enito generiraju novi uvjeti. Pretpostavimo da
zˇelimo rijesˇiti ILP-problem
max{cx|x ≥ 0; Ax ≤ b; x ∈ Z}, (3.1)
Gdje je A m × n matrica, A, b, c cjelobrojni.
Prvo rijesˇimo relaksirani LP problem
max{cx|x ≥ 0; Ax ≤ b}. (3.2)
Koristiti c´emo novi (prosˇireni) zapis simpleks tablice.
x w
w A I b
-c 0 0
Tablica 3.1
Simpleks metodom dobivamo optimalnu tablicu 3.2, u kojoj je w′ kombinacija od m
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Dakle, d0 ≥ 0 i f ≥ 0. Oznacˇimo f = (ϕ1, ..., ϕm)T . Ako su kordinate vektora f cje-
lobrojne, odgovarajuc´a moguc´a rjesˇenja su cjelobrojna pa je zato optimalno rjesˇenje ILP-
problema 3.1 cjelobrojno. Ako ϕ0 ili f nije cjelobrojan, odabiremo indeks i0 ∈ {0, 1, . . . ,m}
takav da ϕi0 nije cijeli broj.
Neka je
σi0,1 . . . σi0,n+m ϕi0 i0-ti redak u optimalnoj tablici tj.
σi0,1x1 + . . . + σi0,n+mxn+m = ϕi0 .
(3.3)
Neka je {w} ∈ [0, 1〉 decimalni dio broja w, tj. {w} = w − bwc.
Tada imamo:
({σi0,1}) + bσi0,1c)x1 + ... + ({σi0,n+m}) + bσi0,n+mc)xn+m = {ϕi0} + bϕi0c (3.4)
Primjetite da kako je pretpostavka da su rjesˇenja nenegativna i cjelobrojna, nepoznanice
sa cjelobrojnim koeficijentima s lijeve strane daju cjelobrojne brojeve s desne strane. Tada
nepoznanice sa racionalnim koeficijentima s lijeve strane daju racionalan dio s desne strane
Kako su koeficijenti pozitivni nikako ne mozˇe racionalni dio s lijeve strane biti manji od
racionalnog dijela s desne strane, ali mozˇe biti vec´i pa slijedi nejednakost.
{σi0,1}x1 + ... + {σi0,n+m}xn+m ≥ {ϕi0}. (3.5)
Posljednja nejednadzˇba zove se Gomoryjeva odsijecajuc´a ravnina dobivena retkom i0. Iz
konstrukcije je jasno da dodavanjem novog uvjeta 3.5 ne odbacujemo niti jednu cjelobrojnu
dopustivu tocˇku, ali odbacujemo optimalno rjesˇenje dobiveno simpleks metodom. (Ako je
(xˆ1, ..., ˆxn+m)T optimalno rjesˇenje, tada za svaki j imamo xˆ j = 0 ili σi0, j ∈ {0, 1} pa je lijeva
strana u 3.5 0 dok je desna po pretpostavci , 0.)
Dakle, mozˇemo u 3.1 dodati novi uvjet
{σi0,1}x1 + ... + {σi0,n+m}xn+m − xn+m+1 = {ϕi0}, (3.6)
gdje je xn+m+1 nova varijabla za koju, zbog 3.4 mozˇemo zahtjevati da je cjelobrojna.
Nakon sˇto dodamo redak koji odgovara uvjetu 3.6 u optimalnu tabelu, primjenimo du-
alnu simpleks metodu. Kada nademo optimum za taj novi LP-problem, provjerimo da li
je zadnji stupac f cjelobrojan. Ako jest, dosˇli smo do cjelobrojnog rjesˇenja relaksiranog
LP-problema 3.2 pa dakle i do optimalnog rjesˇenja ILP-problema 3.1. Ako f nije cjelo-
brojna, ponavljamo gornji postupak. Dodavanjem odsijecajuc´ih ravnina se ponavlja dok
ne nademo optimalnu tabelu za koju je zadnji stupac cjelobrojan. To je ujedno i rjesˇenje
polaznog ILP-problema.
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3.2 Konacˇnost algoritma
Definicija 1. Vektor stupac x = (x0, ..., xm)T je leksikografski manji od vektora y = (y0, ..., ym)T
ako je y0 = x0, ..., yi−1 = xi−1, xi < yi za neki i = 1, 2, ...,m. Vektor x je leksikografski poziti-
van ako je leksikografski vec´i od nul-vektora, tj. x , 0 i najvisˇi ne-nul element je pozitivan.
Mozˇe se dokazati da gornje opisana metoda zavrsˇava u konacˇno koraka ako se kroz
algoritam zadovoljavaju sljedec´i uvjeti:
i) svaki stupac u svakoj tablici je leksikografski pozitivan;
ii) najdesniji stupac tablice pada leksikografski svakom transformacijom;
iii) uvijek uzimamo najvisˇi moguc´i redak tablice kao kljucˇni redak za odsjecanje.
Neka je tablica T0 dobivena rjesˇavanjem LP-problema 3.2, gdje je nulti redak ustvari c
i ϕ0 (vrijednost funkcije cilja). Uvjet i) mozˇe se postic´i dodavanjem uvjeta
n+m∑
i=1
xi ≤ M (3.7)
gdje je M odabran tako da je 3.7 vrijedi za neko optimalno rjesˇenje ILP-problema 3.1. Ta-
kav broj M u praksi se lako nalazi. Ako dodamo novu varijablu definiranu s 3.7 kao prvi
redak tablice T0 dobivamo uvjet i).
Da bi zadovoljili uvjet(i) i (ii)kroz daljnje iteracije odabiremo kljucˇni element kao sˇto sli-
jedi. Varijabla xi0 koja ulazi u bazu odabire se iz onih redaka za koje je ϕi < 0. Indeks j0









leksikografski minimalan za svaki j takav da je σi0, j < 0.
Teorem 1. Uz uvjete i), ii), iii), metoda odsijecanjem zavrsˇava u konacˇno mnogo koraka.
Dokaz. Za bilo koju tablicu T definiramo:
s(T )=broj stupaca u T ;
r(T )=broj redaka u T ;
v(T )=r(T )-s(T ).
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Primijetimo da se v(T ) ne mijenja ako dodamo Gomoryjevo odsjecanje. Neka je T0 op-
timalna tablica relaksiranog LP-problema 3.2, gdje T0 zadovoljava i). Dokaz provodimo
indukcijom po v(T ).
Pretpostavimo da je v(T ) = 0, ako su svi ϕi cjelobrojni tada imamo cjelobrojno rjesˇenje
i gotovi smo, u suprotnom je ILP nerjesˇiv, sˇto c´emo odmah uocˇiti ako izaberemo redak
koji sadrzˇi necjelobrojan ϕi, koji je redak kandidat za odsijecanje i pokusˇavamo primijeniti
dualnu simpleks metodu.
Pretpostavimo da je v(T0) > 0. Koristimo kao unutarnju indukciju po s(T0).
a) Pretpostavimo da je najvisˇi redak u T0 nul-redak, tj. c = 0. Neka j0-stupac izgleda










Tada mozˇemo precrtati nulti redak i j0-ti stupac jer se nulti redak nec´e mijenjati, a nova
(manja) tablica imati c´e oblik isti kao i T0 samo jedan stupac i redak manje. Tablicu
koja je ostala oznacˇimo T
′
0. Tada je njen nulti redak prvi redak tablice T0. Ako je on
nul-redak, ponavljamo krizˇanja. To cˇinimo sve dok nulti redak ne ostane ne-nul redak.
Dobivenu tablicu oznacˇimo T
′′
0 . Za takvu tablicu vrijedi v(T
′′
0 ) = v(T0) (jer smo uvijek
krizˇali jedan stupac i jedan redak) pa je za dokaz teorema ova situacija jednaka kao i da
promatramo tablicu T0 i c , 0.
b) Pretpostavimo da je najvisˇi redak u T0 ne-nul redak tj. c , 0. Komponenta ϕ0 u nizu
tablica biti c´e monotono nerastuc´a (zbog ii)). Neka je α infimum od ϕ0. Zbog toga
nakon konacˇno koraka imamo ϕ0 < bαc + 1. Ako je ϕ0 > bαc, tada za kljucˇni redak
uzimamo nulti redak (po iii)). Nakon primjene simpleks metode dobivamo ϕ0 = bαc (ili
dobivamo da je ILP- problem nerjesˇiv).
Dakle, mora biti ϕ0 = bαc = α.
Neka je ϕ0 = α u npr. tablici Tk. Kako je α infimum od ϕ0 u svim tablicama, slijedi da
se nakon Tk vrijednost od ϕ0 nec´e visˇe mijenjati. Dakle, kroz sljedec´e transformacije
ne mozˇemo birati kljucˇni element u stupcu j s σ0, j , 0 jer bi se tada ϕ0 smanjila, vec´
biramo po onim stupcima za koje je σ0, j = 0. Zbog toga se nulti redak visˇe nec´e
mijenjati.
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Iz Tk i svih sljedec´ih tablica mozˇemo izbrisati nulti redak (jer se on visˇe ne mijenja),
stupac j0 i sve stupce s σ0, j , 0 (jer se preko njih vrsˇe transformacije). Neka je T
′
0
tablica koju iz Tk dobijemo ovim brisanjem.
Kako je c , 0 postoji bar jedan j takav da je σ0, j , 0. Zbog toga je
s(T
′
0) ≤ s(T0) − 2 i r(T
′







0) ≤ s(T0) − 2 − (r(T0) − 1) = s(T0) − r(T0) − 1 < v(T0).
Iz pretpostavke indukcije slijedi da niz manjih tablica dovode do cjelobrojnog rjesˇenja
u konacˇno koraka. Kako su sve transformacije i dodavanja Gomoryjevih odsjecanja u
nizu originalnih tablica ukljucˇeni u niz malih tablica, slijedi da i niz originalnh tablica
koji zapocˇinje od T0 dolazi do optimalnog cjelobrojnog rjesˇenja u konacˇno mnogo ko-
raka.

Primjetite da tvrdnja teorema 3.1 ne iskljucˇuje da se uz neki drugi izbor kljucˇnog ele-
menta mozˇe doc´i do cjelobrojnog optimalnog rjesˇenja u konacˇno mnogo koraka. U pri-
mjeru koji slijedi racˇunski i graficˇki su prikazani efekti algoritma odsijecanja korak po
korak. Korisˇtena je simpleks metoda, a za izbor kljucˇnog retka je biran redak s najvec´im
racionalnim dijelom {ϕi}.
Primjer 2.
(x1 − 2x2)→ min
2x1 + x2 ≤ 5
−4x1 + 4x2 ≤ 5
x1, x2 ∈ Z
Rjesˇenje: Prvo rjesˇavamo gornji problem bez cjelobrojnog ogranicˇenja. Koristimo sim-
pleks metodu.
x1 x2 b
x3 −2 −1 5
x4 4 −4 5
z 1 −2 0
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x1 x4 b
x3 −3 14 154




















Dakle, dobili smo rjesˇenje T1 = (54 ,
5
2 ) i ono je necjelobrojno u obje koordinate.






































− 2 = 1
2
.
Izracˇunate vrijednosti definiraju nove uvjet 13 x3 +
1
6 x4 ≥ 12 .
Iz pocˇetne tablice znamo da je
x3 = −2x1 − x2 + 5 i x4 = 4x1 − 4x2 + 5.





(−2x1 − x2 + 5) + 16(4x1 − 4x2 + 5) = −x2 +
5
2
tj. x2 ≤ 2 sˇto je i gemetrijska interpretacija novog uvjeta. (slika 3.4)
Uz novi uvjet rjesˇavajuc´i simpleks metodom dobivamo:



























x1 −1 14 34













Sada trazˇimo Gomoryjevu sjekuc´u ravninu:
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− 1 = 1
2
.
Dakle, novi uvjet glasi 12 x4 ≥ 12 tj. x4 ≥ 1.





Dodavajuc´i taj uvjet dobivamo novu tablicu
x5 x4 b
x1 −1 14 34
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x5 x6 b
x1 −1 14 1
x2 −1 0 2
x3 3 −12 1
x4 0 1 1
z 1 14 −3
Time smo dosˇli do cjelobrojnog rjesˇenja T3 = (1, 2), a minimum funkcije cilja iznosi -3.
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Sazˇetak
Cjelobrojno linearno programiranje se bavi problemom optimizacije linearnog funkcionala
uz linearne uvjete tipa jednakosti i nejednakosti gdje je dodatno uveden zahtjev cjelobroj-
nosti na neke (ili sve) varijable. Podrucˇje primjene cjelobrojnog linearnog programiranja
je sˇiroki : proizvodnja, transport i distribucija, marketing, financijsko ulaganje i planiranje,
raspored zaposlenika . . . Najcˇesˇc´e metode pri rjesˇavanju problema cjelobrojnog programi-
ranja su metoda grananja i ogradivanja i metoda odsijecajuc´ih ravnina. U ovom radu smo
istrazˇili metodu odsijecajuc´ih ravnina.
U prvom i drugom poglavlju smo se upoznali s teorijom potrebnom da bi se doka-
zao glavni teorem za metodu odsijecajuc´ih ravnina, a to je da se u konacˇno mnogo ko-
raka odsijecanjem poliedarskog skupa P mozˇe dobiti njegova cjelobrojna ljuska i pokazali
smo ocjenu broja tih koraka. U trec´em poglavlju smo uveli algoritam za metodu odsije-
cajuc´ih ravnina te smo pokazali dva primjera problema cjelobrojnog linearnog programi-
ranja rijesˇenih metodom odsijecajuc´ih ravnina.
Summary
Integer linear programming deals with the optimisation problem of linear functional, con-
cearning linear constraints of equality and inequality, where some (or all) variables are
additionally restricted to be integer. Scope of integer linear programming usage is wide:
production, transport and distribution, marketing, financial and investment planning, em-
ployees scheduling etc. The most common methods for solving integer programming pro-
blems are branch and bound method and cutting plane method. In this paper we studied
the cutting plane method.
In the first two chapters we’ve met the theory necessary to prove the main cutting plane
method theorem, which says that the integer hull of polyhedral set P can be obtained by
cutting it’s parts in finite number of times. Furthermore, we showed the rating of this finite
steps numbers. In the third chapter, we’ve introduced the algorithm of cutting plane method
and demonstrated two integer linear programming problem examples, solved with cutting
plane method.
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