Abstract-Text classification is the task of assigning free text documents to some predefined groups. Many algorithms have been proposed; in particular, dimensionality reduction (DR) which is an important data pre-processing step has been extensively studied. DR can effectively reduce the features representation space which in turn helps improve the efficiency of text classification. Two DR methods namely Attribute Overlap Minimization (AOM) and Outlier Elimination (OE) are applied for downsizing the features representation space, on the numbers of attributes and amount of instances respectively, prior to training a decision model for text classification. AOM works by swapping the membership of the overlapped attributes (which are also known as features or keywords) to a group that has a higher occurrence frequency. Dimensionality is lowered when only significant and unique attributes are describing unique groups. OE eliminates instances that describe infrequent attributes. These two DR techniques can function with conventional feature selection together to further enhance their effectiveness. In this paper, two datasets on classifying languages and categorizing online news into six emotion groups are tested with a combination of AOM, OE and a wide range of classification algorithms. Significant improvements in prediction accuracy, tree size and speed are observed.
I. INTRODUCTION
Text classification is a classical text mining process that concerns automatically sorting unstructured and free text documents into predefined groups [1] . This problem receives much attention from researchers from data mining research community for its practical importance in many online applications such as automatic categorization of web pages in search engines [2] , detection of public moods online [3] and information retrieval that selectively acquire online text documents into the preferred categories.
Given the online nature of the text classification applications, the algorithms often would have to deal with massive volume of online text that are stored in unstructured format, such as hypertexts, emails, electronic news archive and digital libraries. A prominent challenge or difficulty of text classification application is processing the high dimensionality of the attribute representation space manifested from the text data.
Text information is often represented by a string variable which is a single dimensional data array or linked-list in computer memory. Though the size of a string may be bounded, a string variable can potentially contain infinite number of words combinations; each string that represents an instance of text document will have a different size. The large number of values from the training dataset and the irregular length of each instance make training a classifier extremely difficult. To tackle this issue, the text strings are transformed into a fixedsized list of attributes that represent the frequency of occurrence of each corresponding word in the dataset. The frequency list is often called Word Vector in the form of a bit-vector, which is an occurrence frequency representation of the words. The length of a word vector is bounded by the maximum number of unique words exist in the dataset. An example in WEKA, which stands for 'Waikato Environment for Knowledge Analysis' is a popular suite of machine learning software written in Java, developed at the University of Waikato, illustrates how sentences in nature language are converted to word vector of frequency counts. Although word vectors could be processed by most classification algorithms, the transformation approach is no scalable. For large texts that contain many words the word vector grows to prohibitory huge which slows down the model training time and it leads to the well-known data mining problem called 'curse of dimensionality'. The word vector is most sparse that occupies unnecessary runtime memory space.
Hence dimensionality reduction techniques (DR) are extensively studied by researchers. The techniques aim to reduce the number of components of a dataset such as word vectors; while at the same time, the original data are represented as accurately as possible. DR often yields fewer features and/or instances. Therefore a compact representation of the data could be achieved for improving text mining performance and reduces computational costs. Two types of DR are usually applied, often together, for reducing the number of attributes/features and to streamlining the amount of instances. They attempt to eliminate irrelevant and redundant attributes/data from the training dataset and/or its transformed representation, making the training data compact and efficient for dataintensive task like constructing a classifier.
In paper, a DR method called Attribute Overlap Minimization (AOM) is introduced which reduces the number of dimensions by refining the membership of each group that the word vector is more likely to belong to. Furthermore the corresponding instances that do not fit well in the rearranged groups are removed. This paper reports about this DR technique and experiments are conducted to demonstrate its effectiveness over two different datasets.
II. MODEL FRAMEWORK
A typical text mining workflow consists of data preprocessing that includes data cleaning, formatting and missing value handling, dimensionality reduction and data mining model training. Figure 1 shows such a typical text mining workflow. A classifier which is enabled by data mining algorithms needs to be trained initially by processing through a substantial amount of pre-labeled records to an acceptable accuracy, before it could be used for classifying new unseen instances to the predicted groups. The data mining algorithms are relatively mature in their efficacy and their performance is largely depending on the quality of the training data -which is the result of the DR that tries to abstract the original dataset to a compact representation.
A type of DR methods which is well-known as Stemming [4] has been proposed and widely used in the past. Stemming algorithms or so-called stemmers are designed to reduce a single word to its stem or root form [5] by finding its morphological root. This is done by removing the suffix of the words. It helps shorten the length of most terms. The other important type of DR is Feature Selection which selects only the attributes whose values represent the words that exist in the text document, and it filters off those attributes that have less or little predictive power with respect to the classification model. So a subset of the original attributes can be retained for building an accurate model. A comparative study of different feature selection methods [6] have been evaluated pertaining to subsiding text space dimensionality. It was shown possible that between 50% and 90% of the terms from the text space can be removed by using suitable feature selection schemes without sacrificing any accuracy in the final classification model. Both types of DR methods reduce the dimensionality of a dataset as an important element of the text data preprocessing stage. However, it is observed that feature selection heavily removes less-important attributes based on their potential contributing power in a classifier, without regards to the context of the training text data. We identify that one of the leading factors to misclassification is the confusion of the contexts of the words in different groups. The confusion disrupts the training process of the classification model by mistakenly interpreting a word/term from an instance as an indication to one group but in fact it is more likely to belong to another. A redundant and false mapping-relation between the attributes and the target group is therefore created in the model that dampers the accuracy of the resultant classification model.
The source of this problem is originated from the common attributes which are owned by more than one group. A single term, without referring to the context of its use, can be belonged to two or more target groups of text. For the example given in Figure 1 , the individual term 'Cancer' is actually in a case that belongs to 'Good news', while the same term can potentially and intuitively be deemed as an element of 'Bad news'.
To rectify this problem a data pre-processing method called Attribute Overlap Minimization (AOM) is proposed. In principle, it works by relocating the terms to a group in which the term has the highest occurrence frequency. The relocation can be absolute, that is based on the Winner-takes-all approach. The group that has the highest frequency count of the overlapped word recruits it all. In the dataset, the instances that contain the overlapped words would have to delete them off if the labeled class group is not the winner group. The instances that belong to the winner group continue to own the words for describing the characteristic of the group. Another milder approach is to assign 'weights' according to the relative occurrence frequencies across the groups. The strict approach may have a disadvantage of overrelocation that leads to a situation where the winner group monopolizes the ownership of the frequently occurring terms, leaving the other groups lack of key terms for training up their mapping relations. However, when the instances have a sufficient number of instances and the overlapped terms are not too many, AOM works well and fast. Comparing to FS, AOM is having the advantage of preserving most of the attributes and yet it can prevent potential confusion in the classification training. Another benefit is the speed due to the fact that it is not necessary to refer to some ontological information during the processing. An example is shown in Figure 3 , where in linguistic languages common words that have the same spellings are overlapped across different languages. AOM is a competitive scheme that allows a language group in which the words appear most frequently acquires away the overlapped words. 
III. EXPERIMENT
In order to validate the feasibility our proposed model, a text mining program is built in WEKA over two representative datasets, and by using a wide range of classification algorithms. We aim to study the performance of the classifiers together with the use of different dimensionality reduction methods. The training data which are obtained from online websites are unstructured in nature. After the conversion the word vector grows to a size of 8135 attributes for maintaining frequency counts for each word in the documents. A combination of DR techniques is applied in our experiment. An outliner removal algorithm is used for trimming off data rows that have exceptionally different values from the norm. For reducing the number of attributes, a standard Feature Selection algorithms (FS) called Chi-Square is used because of its popularity and generality, together with our novel approach called Attribute Overlap Minimization (AOM) are applied.
Two training data are used in the experiment: one is a collection of sample sentences on the related topics of data mining, retrieved from Wikipedia websites of four different languages -Spanish, French, English and German. The other one is excerpted from CNN news website, of the news articles that were released for ten days across the New Year 2012. The news collection has a good mix of political happenings, important world events and lifestyles. One hundred of sample news was obtained in total, and they were rated manually according to six basic human psychological emotions, namely, Anger, Fear, Joy, Love, Sadness and Surprise. The data are formatted into ARFF format, having one news/instance per row in the following structure: <emotion>, <"text of the news"> where the second field has a variable length. Similarly for the language sample dataset, the structure is <language>, <" wiki page text">. The HTML tags, punctuation mark and symbols are filtered off. The training datasets are then subject to the above-mentioned dimensionality reduction methods for transformation to a concise dataset in which the attributes have substantial predictive powers contributing to. Accuracy which is a key performance indicator is defined by the percentage of the number of correctly classified instances over the total number of instances in the training dataset. Others are decision tree size or the amount of generated rules which implies the demand of the runtime memory requirement, and the time taken for training up the model. By applying attribute reduction and data reduction, we can observe that the initial number of attributes have reduced greatly from 8135 to 11. Having a concise and elite amount of attributes is crucial in real-time application, and in text mining online news, the number of attributes is proportional to the coverage of news articles -the more unique words (vocabularies) that are being covered, the greater the number of attributes there are. In general, it can be seen that the results from the above tables have the smallest tree size, highest accuracy and a very short training time when the three DR methods are used together. The language dataset represents a scenario where the number of attributes is approximately 10 times larger than the number of instances which is usual in text mining when vector space is used. The emotion dataset represents an extremely imbalanced case where the ratio of attributes to instances is greater than 80:1. It should be highlighted that by applying a series of FS+AOM+OE in the extreme case of emotion dataset, the number of attributes was not cut to an extremely small number (50 instead of 11) that are sufficient to characterize an emotional group, the instances amount are not overly eliminated (91 over 63) for sufficiently training the model; yet the accuracy achieved is the highest possible.
The experiment is then extended to evaluate the use of machine learning algorithms, with the benchmarking objective of achieving the highest accuracy. The selection list of the machine learning algorithm used in our experiment here is by no means exhaustive, but will form the basis of a performance comparison which should supposedly cover most of the popular algorithms. The machine learning algorithms are grouped by four main categories, Decision Tree, Rules, Bayes, Meta and Miscellaneous; all of them are known to be effective for data classification in data mining to certain extents. Three versions of inflected datasets were text-mined by different classification algorithms in this experiment.
They are the dataset with FS only, transformed dataset with reduced attributes and overlapped attributes rearranged (by both FS and AOM), and transformed dataset with both attributes reduced and outliners removed (FS+AOM+OE). The full performance results in terms of accuracy, tree/rule size and time taken are shown in Tables 3, 4 and 5. The experiments are repeated with respect to accuracy only, but graphically showing the effects of applying no technique at all, techniques that are responsible for reducing the attributes, and techniques that reduce both attributes and instances. The results are visually displayed at scattered plots in Figure 4 and Figure 5 for language dataset and emotion dataset respectively. From the charts when the accuracy value of various classifiers lay across, it can be observed that in general DR methods indeed yield certain improvement. The improvement gain between the original dataset without any technique applied and the inflected datasets with DR techniques is very apparent in the emotion dataset which represents a very large vector space. It means for text mining applications that deal with a wide coverage of vocabularies like online news it is very essential to apply DR techniques for maintaining the accuracy. In fact the gain ratio results from Table 6 shows a big leap of improvement gain between the no-DR-applied and DRapplied, for language dataset and emotion dataset -3.584684% vs 101.3853% increases.
On a second note, the improvement gain between with and without outlier elimination is relatively higher for language dataset. 5.519077% > 3.584684%. That infers to the importance of removing outliers especially in a relatively small vector space.
Of all the classifiers being under test, Decision tree type and Bayes type outperform the rest. This phenomenon is observed consistently over different datasets and different DR techniques used. All the classification algorithms yield improvement and survive the model training with dataset of high dimensionality, except the Rotation Forest. 
