Abstract In this paper we consider a mean-field stochastic differential equation, also called Mc Kean-Vlasov equation, with initial data (t, x) ∈ [0, T ] × R d , which coefficients depend on both the solution X t,x s but also its law. By considering square integrable random variables ξ as initial condition for this equation, we can easily show the flow property of the solution X t,ξ s of this new equation. Associating it with a process X t,x,P ξ s which coincides with X t,ξ s , when one substitutes ξ for x, but which has the advantage to depend only on the law P ξ of ξ, we characterise the function
Introduction
Given a complete probability space (Ω, F, P ) endowed with a Brownian motion B = (B t ) t∈[0,T ] and its filtration F = (F t∈[0,T ] augmented by all P -null sets and a sufficiently rich sub-σ-algebra, we consider the mean-field stochastic differential equation (SDE), also known under the name McKean-Vlasov SDE, T )], (t, x) ∈ [0, T ] × R d . But how about the above SDE which coefficients depend on (x, µ) ∈ R d ×P 2 (R d ), where P 2 (R d ) denotes the space of the square integrable probability measures over R d ? Of course, for an SDE with coefficients depending on (x, µ) the solution X t,x s , 0 ≤ s ≤ t ≤ T, x ∈ R d , does obviously not define a flow. But we see easily that, if we replace the deterministic initial condition X t,x t = x ∈ R d by a square integrable random variable X t,ξ t = ξ ∈ L 2 (F t ; R d )(:= L 2 (Ω, F t , P ; R d )) and consider the SDE s . This flow proporty should give rise to a PDE with a solution V (t, ξ) = E[Φ(X t,ξ T , P X t,ξ T )], but the fact that ξ has to belong to L 2 (F t ; R d ) has the consequence that V (t, ξ) is defined over a Hilbert space depending on t, which makes such PDE difficult to handle. As alternative we associate with the above SDE for X t,ξ the SDE It turns out (cf. Lemma 3.1) that X t,x,P ξ s = X t,x,ξ s , s ∈ [t, T ], depends on ξ ∈ L 2 (F t ; R d ) only through its law P ξ , X t,ξ s = X t,x,P ξ s |x=ξ , and X t,x,P ξ s , X t,ξ s , 0 ≤ t ≤ s ≤ T, ξ ∈ L 2 (F t ; R d ), has the flow property.
The objective of our manuscript is to study under appropriate regularity assumptions on the coefficients the second order PDE which is associated with this stochastic flow, i.e., the PDE which unique classical solution is given by the function V (t, x, P ξ ) = E Φ(X t,x,P ξ T , P X t,ξ T
The function V is defined over [0, T ] × R d × P 2 (R d ), and so the study of the first and second order derivatives with respect to the probability measure will play a crucial role. In our work we have based ourselves on the notion of derivative of a function f : P 2 (R d ) → R with respect to the probability measure µ, which was studied by P.-L.Lions in his course at Collège de France [6] . The derivative of f with respect to µ is a function ∂ µ f :
Section 2. Preliminaries).
The main result of our work says that, if the coefficients b and σ are twice differentiable in (x, µ) with bounded Lipschitz derivatives of first and second order, then the function V (t, x, P ξ ) defined above is the unique classical solution of the following non local PDE of mean-field type (cf. Theorem 5.2):
∂ 2
x i x j V (t, x, P ξ )(σ i,k σ j,k )(x, P ξ )
These investigations are completed by Section 3, which is devoted to the study of the second order derivatives of X t,x,P ξ , and so namely for that with respect to the probability law. The first and the second order derivatives of X t,x,P ξ are characterised as the unique solution of associated SDEs which on their part allow to get estimates for the derivatives of order 1 and 2 of X t,x,P ξ . The results obtained for the process X t,x,P ξ and so also for X t,ξ in the Sections 2 and 3 are used for the proof of the regularity of the value function V (t, x, P ξ ). Finally, Section 6 is devoted to an Itô formula associated with mean-field problems and it gives our main result, Theorem 5.2, stating that our value function V is the unique classical solution of the PDE of mean-field type given above.
Preliminaries
Let us begin with introducing some notations and concepts, which we will need in our further computations. We shall in particular introduce the notion of differentiability of a function f defined over the space P 2 (R d ) of all square integrable probability measures µ over (R d , B(R d )), where B(R d ) denotes the Borel σ-field over R d ; the space P 2 (R 2d ) is endowed with the 2-Wasserstein metric
, ρ ∈ P 2 (R 2d ) with ρ(.
1)
µ, ν ∈ P 2 (R d ). Among the different notions of differentiability of a function f defined over P 2 (R d ) we adopt for our approach that introduced by Lions in his lectures at Collège de France in Paris and revised in the notes by Cardaliaguet [6] ; we refer the reader also, for instance, to Carmona and Delarue [8] . Let us consider a probability space (Ω, F, P ) which is "rich enough" (The precise space we will work with will be introduced later). "Rich enough" means that for every µ ∈ P 2 (R d ) there is a random variable ϑ ∈ L 2 (F; R d )(:= L 2 (Ω, F, P ; R d )) such that P ϑ = µ. It is well-known that the probability space ([0, 1], B([0, 1]), dx) has this property.
Identifying the random variables in L 2 (F; R d ), which coincide P -a.e., we can regard L 2 (F; R d ) as a Hilbert space with inner product (ξ, η) L 2 = E[ξ·η], ξ, η ∈ L 2 (F; R d ), and norm |ξ| L 2 = (ξ, ξ) 1 2 L 2 . Recall that, due to the definition made by Lions [6] (see Cardaliaguet [7] ), a function f : P 2 (R d ) → R is said to be differentiable in µ ∈ P 2 (R d ) if, for f (ϑ) := f (P ϑ ), ϑ ∈ L 2 (F), there is some ϑ 0 ∈ L 2 (F) with
In [6] it has been proved that there is a Borel function
Taking into account the definition of f , this allows to write
However, in our approach we have to consider functions f : P 2 (R d ) → R which are differentiable in all elements of P 2 (R d ). In order to simplify the argument, we suppose that f :
. This corresponds to a large class of important examples. In this case we have the derivative ∂ µ f (P ϑ , y), defined P ϑ (dy)-a.e., for all ϑ ∈ L 2 (F, R d ). In Lemma 3.2 [8] it is shown that, if, furthermore, the Fréchet derivative
This motivates us to make the following definition.
Definition 2.1. We say that f ∈ C 1,1
Lipschitz continuous, i.e., there is some real constant C such that
we consider this function ∂ µ f as the derivative of f .
of independent standard normally distributed random variables, which are independent of ϑ. Then, since ∂ µ f (P ϑ+εθ , ϑ + εθ) is P-a.s. defined, ∂ µ f (P ϑ+εθ , y) is defined dy-a.e. From the Lipschitz continuity ii) of ∂ µ f in Definition 2.1 it then follows that ∂ µ f (P ϑ+εθ , y) is defined for all y ∈ R d , and taking the limit 0 < ε ↓ 0 yields that ∂ µ f (P ϑ , y) is uniquely defined for all y ∈ R d .
Given now
, raises, and it can be discussed in the same way as the first order derivative ∂ µ f above. If (∂ µ f ) j (., y) :
Adopting the above introduced notations, we consider a function f ∈ C 2,1 b (P 2 (R d )) and discuss its second order Taylor expansion. For this end we have still to introduce some notations.
Let ( Ω, F, P ) be a copy of the probability space (Ω, F, P ). For any random variable (of arbitrary dimension) ϑ over (Ω, F, P ) we denote by ϑ a copy (of the same law as ϑ, but defined over ( Ω, F , P ) :
= Ω (.)d P acts only over the variables endowed with a tilde. This can be made rigorous by working with the product space (Ω, F, P ) ⊗ ( Ω, F , P ) = (Ω, F, P ) ⊗ (Ω, F, P ) and putting ϑ( ω, ω) := ϑ( ω), ( ω, ω) ∈ Ω × Ω = Ω × Ω, for ϑ random variable defined over (Ω, F, P )). Of course, this formalism can be easily extended from random variables to stochastic processes.
With the above notation and writing a ⊗ b := (a i b j ) 1≤i,j≤d , for a = (a i ) 1≤i≤d , b = (b j ) 1≤j≤d ∈ R d , we can state now the following result.
we have the following second order expansion:
where η := ϑ − ϑ 0 , and for all ϑ ∈ L 2 (F; R d ) the remainder R(P ϑ , P ϑ 0 ) satisfies the estimate
The constant C ∈ R + only depends on the Hölder norm of ∂ 2 µ f and ∂ y ∂ µ f .
We observe that the above second order expansion doesn't constitute a second order Taylor expansion for the associated function f :
. Indeed, as the following example shows, in general we only have
However, for our purposes the above expansion is fine.
, putting η := ϑ − ϑ 0 and using the fact that f ∈ C 2,1
y h)(y). Consequently, if g and h are three times continuously differentiable with bounded derivatives of all order, then the second order expansion stated in the above Lemma 2.1 takes for this example the special form
3 The mean-field stochastic differential equation
Let us now consider a complete probability space (Ω, F, P ) on which is defined a d-dimensional
, and T > 0 denotes an arbitrarily fixed time horizon. We suppose that there is a sub-σ-field F 0 ⊂ F such that i) the Brownian motion B is independent of F 0 , and ii) F 0 is "rich enough", i.e., ] we denote the filtration generated by B, completed and augmented by F 0 .
Given deterministic Lipschitz functions
and
We observe that under our Lipschitz assumption on the coefficients the both SDEs have a unique so-
+∞ (see, for example, Carmona and Delarue [8] ). We see, in particular, that the solution X t,ξ of the first equation allows to determine that of the second equation. As SDE standard estimates show, we have for some C ∈ R + depending only on the Lipschitz constants of σ and b,
This allows to substitute in the second SDE for x the random variable ξ and shows that X t,x,ξ x=ξ solves the same SDE as X t,ξ . From the uniqueness of the solution we conclude X t,x,ξ s x=ξ
Moreover, from the uniqueness of the solution of the both equations we deduce the following flow property
, and considering the SDEs (3.1) and (3.2) with the initial data (s, y) and (s, η), respectively, , r ∈ [t, T ], i.e., we have (3.5). Having this flow property, it is natural to define for a sufficiently regular function Φ : 6) and to ask which partial differential equation is satisfied by this function V . In order to be able to answer to this question in the frame of the concept we have introduced above, we have to show that the function V (t, x, ξ) does not depend on ξ itself but only on its law P ξ , i.e., that we have to do with a function V :
For this the following lemma is useful.
Lemma 3.1. For all p ≥ 2 there is constant C p ∈ R + only depending on the Lipschitz constants of σ and b, such that we have the following estimate
Proof. Recall that for the 2-Wasserstein metric W 2 (., .) we have
8) because we have chosen F 0 "rich enough". Since our coefficients σ and b are Lipschitz over R d × P 2 (R d ), this allows to get with the help of standard estimates for the SDEs for X t,ξ and X t,x,ξ that, for some constant C ∈ R + only depending on the Lipschitz constants of σ and b, 9) and, for some C p ∈ R depending only on p and the Lipschitz constants of the coefficients,
for all
On the other hand, from the SDE for X t,x,ξ we derive easily that X t,ξ ′ ,ξ (:= X t,x,ξ x=ξ ′ ) obeys the same law as X t,ξ (= X t,x,ξ x=ξ ), whenever ξ, ξ ′ ∈ L 2 (F t ; R d ) have the same law. This allows to deduce from the latter estimate, for p = 2,
Hence, taking at the right-hand side of (3.11) the infimum over all such ξ ′ 1 , ξ ′ 2 ∈ L 2 (F t ; R d ) and considering the above characterization of the 2-Wasserstein metric, we get
(3.12) Then Gronwall's inequality implies
which allows to deduce from the estimate (3.10)
The proof is complete now.
Remark 3.
1. An immediate consequence of the above Lemma 3.1 is that, given (t, x) ∈ [0, T ] × R d , the processes X t,x,ξ 1 and X t,x,ξ 2 are indistinguishable, whenever the laws of ξ 1 ∈ L 2 (F t ; R d ) and ξ 2 ∈ L 2 (F t ; R d ) are the same. But this means that we can define
and, extending the notation introduced in the preceding section for functions to random variables and processes, we should consider
However, we will prefer to write X t,x,ξ and reserve the notation X t,x,P ξ for an independent copy of X t,x,P ξ , which we will introduce later.
Having now by the above relation the process X t,x,µ defined for all µ ∈ P 2 (R d ), the question of its differentiability with respect to µ raises; it will be studied through the Fréchet differentiability of the mapping
. For this we suppose that
are bounded and Lipschitz continuous.
Following the definition of the derivative of a function f :
) 1≤i≤d at P ξ . As notation for this derivative we use that already introduced for functions:
Let us prove in a first step Theorem 3.1, but with the Gâteaux differentiability instead of that in Fréchet's sense, i.e., we prove that
Proof. (Gâteaux differentiability) Let us make the proof for simplicity for dimension d = 1; using the same argument, the proof can be easily extended to the case d ≥ 1. Note that under our assumptions the functions σ(x, ϑ) :
On the other hand, by the definition of σ and b,
Step 1: The Gâteaux derivative of X t,x,ξ s
) with respect to ξ.
The objective of this first step is to characterize the Gâteaux derivative of X t,x,ξ s
Since the coefficients σ(., P ϑ ) and b(., P ϑ ) are continuously differentiable with derivatives which are bounded, uniformly with respect to ϑ, it is well known that
is the unique solution of the SDE
(3.23) From this linear SDE with bounded derivatives ∂ x σ and ∂ x b we deduce by substituting x = ξ that, for
for some real constant C only depending on the bounds of ∂ x σ and ∂ x b. We remark that, since On the other hand, our assumptions on the coefficients σ and b allow to show that the following SDE has a unique solution
Here, we notice that
27) where, due to our assumptions, the coefficients ∂ µ σ and ∂ µ b are bounded. Consequently,
(3.28) Using this above estimate for SDE (3.26) for Y t,ξ , we obtain that
Moreover, from the uniqueness of the solution of SDE (3.26) for Y t,ξ we see that the mapping Y
is a linear and continuous mapping.
Putting
But this is just the equation which is satisfied by the directional derivative
On the other hand, from our estimate for Y t,ξ we also have that the mapping Z
For x ∈ R, let us now consider the unique solution
Taking into account the characterization of Z t,ξ (η) obtained above and making standard estimates, we see that also 
We remark that, since the following coefficients
, also the solution Y t,x,ξ (η) is independent of F t and, thus, of ξ. This allows to substitute for x the random variable ξ in Y t,x,ξ (η), and from the equation (3.32) for Y t,x,ξ (η) and (3.26) for Y t,ξ (η) and the uniqueness of their solutions we get
is differentiable over P 2 (R) due to our definition. Let us determine this derivative at P ξ . For given ξ, η ∈ L 2 (F t ) we denote by ( ξ, η, B) a copy of (ξ, η, B) on ( Ω, F, P ); by X t, ξ we denote the solution of the SDE for X t,ξ but now driven by the Brownian motion B and with initial value ξ instead of ξ, and X t,x, P ξ denotes the solution of the SDE for X t,x,ξ governed by B:
Obviously, X t,x, P ξ = X t,x,P ξ , x ∈ R, and ( ξ, η, X t,x,P ξ , B) is an independent copy of (ξ, η, X t,x,P ξ , B),
, and by Y t,x, ξ ( η) and Z t, ξ ( η) we denote the solutions of the equations for Y t,x,ξ (η) and Z t,ξ (η), respectively, but with the data ( ξ, η, B, X t,x,P ξ , X t, ξ ) instead of (ξ, η, B, X t,x,P ξ , X t,ξ ). Using the such introduced notations, we have r (η)) we can give to SDE (3.26) for Y t,ξ (η) the following form:
14 Rewriting the equation for Y t,x,P ξ (η) in the same way, we obtain
In order to analyze the structure of the above equations and their solutions, let us also consider, for y ∈ R, the unique solution
, where ( U t, ξ (y), B) is supposed to follow under P exactly the same law as (U t,ξ (y), B) under B (one can consider U t, ξ (y) as the unique solution of the SDE for U t,ξ (y), but with the data ( ξ, B) instead of (ξ, B)). Since the derivatives ∂ x σ, ∂ x b, ∂ µ σ and ∂ µ b are bounded and the process ∂ x X t,y,P ξ is bounded in L 2 by a constant independent of y ∈ R d , it is easy to prove the existence of the solution U t,ξ (y) for the above SDE (3.41) and to show that it is bounded in L 2 by a constant independent of y ∈ R d . The process U t,ξ (y) introduced above also allows to consider, for all x ∈ R, the unique solution U t,x,P ξ (y) ∈ S 2 F (t, T ) of the following SDE:
It is easy to verify that the solution U t,x,P ξ (y) is (σ{B r − B t , r ∈ [t, s]})-adapted and, hence, independent of F t and, in particular, of ξ (See the corresponding discussion we made for Y t,x,P ξ (η)). Consequently, we can substitute in U t,x,P ξ (y) the random variable ξ for x, and from the uniqueness of the solution of the equation for U t,ξ (y) we deduce that
The same argument of (σ{B r − B t , r ∈ [t, s]})-adaptedness allows also to substitute a random variable for y in U t,ξ s (y), which is independent of the σ{B r − B t , r ∈ [t, T ]}. Let now ( ξ, η, B) be a copy of (ξ, η, B), independent of (ξ, η, B) and ( ξ, η, B), and defined over a new probability space ( Ω, F, P ) which is different from (Ω, F, P ) and ( Ω, F , P ); the expectation E[.] applies only to random variables over ( Ω, F , P ). This extension to ( ξ, η, E[.]) here is done in the same spirit as that from (ξ, η, B) to ( ξ, η, B).
We will show that ∂ ξ X t,x,ξ s
, which would complete the proof concerning the representation formula for the Gâteaux derivative (Recall that the expectation E acts only on η). For this end, we prove first in a preparing step that
(3.44)
In order to obtain the above relation, we substitute in the equation for U t,ξ (y) for y the random variable ξ and we multiply both sides of the such obtained equation by η (Recall that ξ and η are independent of all terms in the equation for U t,ξ (y)). Then we take the expectation E[.] on both sides of the new equation. This yields
(3.45) Taking into account that ( ξ, η) is independent of (ξ, η, B) and ( ξ, η, B), and of the same law under P as ( ξ, η) under P , we see that and the same relation also holds true for ∂ µ b instead of ∂ µ σ. Thus, the above equation takes the form
(3.47) But this latter SDE is just (3.26) for Y t,ξ (η), and from the uniqueness of the solution of this equation it follows that Y t,ξ
i.e., Z t,ξ
Finally, we substitute ξ for y in the SDE for U t,x,P ξ (y), we multiply both sides of the such obtained equation by η and take after the expectation E[.] at both sides of the relation. Using the results of the above discussion, we see that this yields
(3.50)
, we see that the latter SDE is just that satisfied by Y t,x,P ξ (η). Therefore, from the uniqueness of the solution of this SDE it follows that
The proof for the Gâteaux derivative is complete now.
After having proved the existence of the Gâteaux derivative ∂ ξ X t,x,ξ s (η) and its representation formula, let us study the regularity of U t,x,P ξ (y). In a first step we study it under the assumption of the preceding proposition, i.e., under Hypothesis (H.1).
Lemma 3.2. Assume (H.1) and let U t,x,P ξ denote the unique solution of (3.42). Then, for all p ≥ 2 there is some constant C p ∈ R such that, for all t
(3.52)
Proof. As in the preceding proof we restrict ourselves to the one-dimensional case d = 1, and to simplify a bit more we suppose also that b = 0. Estimates which are standard, are only indicated here without proof. Let us recall from Lemma 3.1 and its proof that, for all p ≥ 2, there is a constant Next we consider the SDE for ∂ x X t,x,P ξ ,
(3.54)
With standard estimates we see here that, for all p ≥ 2, there exists a constant C p such that, for all (t, x),
Using the notations from the proof of Theorem 3.1, U t,x,P ξ (y) is the unique solution of the SDE
56) where
Again by standard arguments we see that, for all t
The proof of vi) is trivial. In order to prove vii), we notice that its central ingredient is the following estimate, which uses the Lipschitz property of ∂ µ σ with respect to all its variables as well as the boundedness of ∂ µ σ and the estimate vi):
(3.59) Once having the above estimate, we can use now the estimates ii), iii) and v), in order to deduce that
Using this latter estimate, the proof of vii) reduces to an application of Gronwall's Lemma. This completes the proof.
We are now able to complete the proof of Theorem 3.1 by showing that the Gâteaux derivative
Proof. (of Theorem 3.1 (sequel)). We restrict ourselves again to the case d = 1. In order to show that the Gâteaux derivative
is even a Fréchet derivative, we have to prove that, for all (t, x) ∈ [0, T ] × R, and ξ ∈ L 2 (F t ),
Fixing (t, x) ∈ [0, T ]×R, and ξ ∈ L 2 (F t ), and letting η ∈ L 2 (F t ), we observe that the Gâteaux differentiability of ξ → X 
Hence, due to (3.51), with the notations of the preceding proof,
We observe that (3.52) yields
Consequently, 4 Second order derivatives of X t,x,P ξ Let us come now to the study of the second order derivatives of the process X t,x,P ξ . For this we shall suppose the following in the remaining part of the paper: Hypothesis (H.1) ) and the derivatives of the components σ i,j , b j , 1 ≤ i, j ≤ d, have the following properties:
iii) All the derivatives of σ i,j , b j up to order 2 are bounded and Lipschitz.
Remark 4.1. With the existence of the second order mixed derivatives, ∂ x l (∂ µ σ i,j (x, µ, y)) and
, the question of their equality raises. Indeed, under hypothesis (H.2) they coincide, and similar to those for b. More precisely, we have the following statement.
Proof. Let us restrict to d = 1. Following the argument of Clairot's Theorem, we have, for all (x, ξ),
, and at the same time
, where C is the Lipschitz constant of ∂ µ (∂ x g) and ∂ x (∂ µ g). It follows that ∂ x (∂ µ g)(x, P ξ , ξ) = ∂ µ ((∂ x g)(x, P ξ ))(ξ), P-a.s., and, hence,
Letting ε > 0 and θ be a standard normally distributed random variable, which is independent of ξ , and taking ξ + εθ instead of ξ, we have
and, thus, dy-a.s. on R. Taking into account that ∂ x (∂ µ g), ∂ µ (∂ x g) are Lipschitz, this yields ∂ x (∂ µ g)(x, P ξ+εθ , y) = ∂ µ (∂ x g)(x, P ξ+εθ , y), for all y ∈ R.
Finally, using W 2 (P ξ+εθ , P ξ ) ≤ ε(E[θ 2 ]) 1 2 = Cε, and again the Lipschitz property of ∂ x (∂ µ g) and ∂ µ (∂ x g), we obtain
The proof is complete. (y) are in L 2 -sense differentiable with respect to x and y, and interpreted as functional of ξ ∈ L 2 (F t ) they are also Fréchet differentiable with respect to ξ. Moreover, for all t ∈ [0, T ], x, y, z ∈ R and ξ ∈ L 2 (F t ), there are stochastic processes
Furthermore, the mixed second order derivatives ∂ x i (∂ µ X t,x,P ξ (y)) and ∂ µ (∂ x i X t,x,P ξ )(y) coincide, i.e.,
and for
Proof. For simplicity of the redaction let us restrict ourselves again to the case of dimension d = 1 and b = 0. Recall that
Thanks to our assumptions on σ and our estimates for ∂ x X t,x,P ξ as well as the differentiability properties of X t,x,ξ with respect to the measure, we see with the help of standard arguments that
satisfies the equation
, is the lifted process, and
the Fréchet derivative of ∂ x σ with respect to its second variable.
Note that, with the results of Theorem 3.1 and the notations and the arguments we have used in its proof, we have
where the process ∂ µ ∂ x X t,x,P ξ (y) (x, y ∈ R) is the unique solution in S 2 F (t, T ) of the equation
Moreover, on the basis of the estimates we have already gotten before, we see that, for all p ≥ 2, there is some constant C p ∈ R, such that, for all t ∈ R, x, x ′ , y, y ′ ∈ R, and ξ, ξ ′ ∈ L 2 (F t ),
(4.9) This second estimate combined with (4.7) allows to show in analogy to the second part of the proof of Theorem 3.1 that
is Fréchet differentiable, and the Fréchet derivative satisfies
This shows that, due to our definition, ∂ µ ∂ x X t,x,P ξ s (y) is the derivative of ∂ x X t,x,P ξ s with respect to the probability measure at P ξ . Let us now consider equation (3.56) 
is differentiable, and the derivative satisfies the equation:
However, since ∂ x (∂ µ σ) = ∂ µ (∂ x σ) (see Lemma 3.3), the above equation coincides with (4.8), and it follows from the uniqueness of the solution that
After having studied the second order mixed derivatives ∂ µ ∂ x X t,x,P ξ s (y) and ∂ x ∂ µ X t,x,P ξ s (y), and identified them, let us come now to the second order derivative with respect to the measure, ∂ 2 µ X t,x,P ξ s (y, z), y, z ∈ R. Recall the SDE solved by ∂ µ X t,x,P ξ (y) = U t,x,P ξ (y) and that solved by U t,ξ (y)(= U t,x,P ξ (y) x=ξ ).
Taking under account the assumptions made on σ and its derivatives, we see that the mappings
Here we have used the notation (X t,ξ , U t,ξ (y)); it is used in the same sense as the corresponding processes endowed with or : We consider a copy (ξ, η, B) independent of (ξ, η, B), ( ξ, η, B) and ( ξ, η, B), and the process X t,ξ is the solution of the SDE for X t,ξ and U t,ξ that of the SDE for U t,ξ , but both with the data (ξ, B) instead of (ξ, B). Let us comment also the expression ∂ 2 µ σ(x, P ϑ , y, z) = ∂ µ (∂ µ σ)(x, P ϑ , y, z) in the above formula. Recalling that ∂ 2 µ σ(x, P ϑ , y, z) = ∂ µ (∂ µ σ)(x, P ϑ , y, z) is defined through the relation
Then, of course,
r ∈ [t, T ], but this is just, what has been used for the above formula in combination with arguments already developed in the proof of Theorem 3.1. The SDE solved by ∂ ξ [U t,ξ (y)] is obtained by substituting x = ξ in the equation for ∂ ξ [U t,x,P ξ (y)] (Recall that X t,ξ = X t,x,P ξ | x=ξ and U t,ξ = U t,x,P ξ | x=ξ ).
Let us now consider the process U t,x,P ξ (y, z) = (U t,x,P ξ s (y, z)) s∈[t,T ] ∈ S 2 F (t, T ) defined as the unique solution of the following SDE: 13) combined with the SDE for U t,ξ (y, z) = (U t,ξ s (y, z)) s∈[t,T ] , obtained by substituting x = ξ in the equation for U t,x,P ξ (y, z) (recall namely that X t,ξ = X t,x,P ξ x=ξ , U t,ξ = U t,x,P ξ x=ξ ). We consider now the processes E[U t,x,P ξ (y, ξ) · η] and E[U t,ξ (y, ξ) · η]. Substituting first z = ξ in the SDE for U t,x,P ξ (y, z) and that for U t,ξ (y, z), then multiplying the both sides of these SDEs with η and taking the expectation E[.], we get just the SDEs solved by ∂ ξ [U t,x,P ξ (y)](η) and ∂ ξ [U t,ξ s (y)](η) (See also the proof of the preceding Theorem 3.1 for the corresponding proof for the first order derivatives), and from the uniqueness of the solution of these SDEs we conclude that
(4.14)
We also observe that the SDEs for U t,x,P ξ (y, z) and U t,ξ (y, z) allow to make estimates. In particular, we see that, for all p ≥ 2, there is some constant C p ∈ R such that, for all t 
But this means that
The arguments developed above allow also to obtain the SDEs satisfied by the other second order derivatives (∂ 2 x X t,x,P ξ and ∂ y (∂ µ X t,x,P ξ (y))) of the process X t,x,P ξ and to prove the stated estimates. The proof is complete.
Regularity of the value function
Given a function Φ ∈ C 2,1
, the objective of this section is to study the regularity of the function V :
, for all t ∈ [0, T ], and the derivatives ∂ x V (t, x, P ξ ) = (∂ x i V (t, x, P ξ , y)) 1≤i≤d and ∂ µ V (t, x, P ξ , y) = ((∂ µ V ) i (t, x, P ξ , y)) 1≤i≤d are of the form
Moreover, there is some constant C ∈ R such that, for all t, t ′ ∈ [0, T ], x, x ′ , y, y ′ ∈ R, and
Proof. In order to simplify the presentation, we consider again the case of dimension d = 1, but without restricting the generality of the argument we use.
In accordance with the notations introduced in Section 2, we put V (t, x, ξ) := V (t, x, P ξ ), and Φ(z, ϑ) := Φ(z, P ϑ ), (z, ϑ) ∈ R × L 2 (F). Recall also that, in the same sense, X t,x,ξ = X t,x,P ξ .
As Φ ∈ C 1,1 b (R × P 2 (R)), its first order derivatives are bounded and Lipschitz continuous. Thus, standard arguments combined with the results from the preceding section show the existence of the Fréchet derivative
(5.5) (For the notations used here the reader is referred to the previous section). With the argument developed in the preceding section we conclude that the derivative of Φ(X t,x,ξ T , P X t,ξ T ) with respect to the measure in P ξ is given by
In particular, we can deduce from this latter formula and the estimates from the preceding section that, for all p ≥ 2, there is a constant C p ∈ R such that, for all x, x ′ , y,
As the expectation E[.] : L 2 (F) → R is a bounded linear operator, it follows from (5.5) and
i.e.,
But then from (5.7) we obtain (5.4) for ∂ µ V (t, x, P ξ , y).
As concerns the derivative of V (t, x, P ξ ) = E[Φ(X t,x,P ξ T , P X t,ξ T ) with respect to x, since z → Φ(z, P X t,ξ T ), is a (deterministic) function with a bounded, Lipschitz continuous derivative of first order, the computation of ∂ x V (t, x, P ξ ) is is standard.
Finally, concerning the estimates i) and ii) for the derivative ∂ x V stated in Lemma 4.1, they are a direct consequence of the assumption on Φ as well as the estimates for the involved processes, studied in the preceding section.
In order to complete the proof, it remains still to prove iii). For this end we observe, that due to Lemma 3.1, for arbitrarily given (t,
Since due to our assumption L 2 (F 0 ) is rich enough, we can find some ξ ′ ∈ L 2 (F 0 ) with P ξ ′ = P ξ , which is independent of the driving Brownian motion B. Using the time-shifted Brownian motion B t s := B t+s − B t , s ≥ 0 (where we consider the Brownian motion B extended beyond the time horizon T ), we see that X t,x,P ξ ′ and X t,ξ ′ solve the following SDEs:
.+t ) and (X 0,x,P ξ ′ , X 0,ξ ′ ) are solutions of the same system of SDEs, only driven by different Brownian motions, B t and B, respectively, both independent of ξ ′ . It follows that the laws of (X
.+t ) and (X 0,x,P ξ ′ , X 0,ξ ′ ) coincide, and, hence,
Thus, for two different initial times t, t ′ ∈ [0, T ], using the fact that the derivatives of Φ are bounded, i.e., Φ is Lipschitz over R × P 2 (R), we obtain
But, taking into account the boundedness of the coefficient σ of the SDEs for X 0,x,P ξ ′ and X 0,ξ ′ , we get
14)
The proof of the remaining estimate for the derivatives V is carried out by using the same kind of argument. Indeed, considering the system of equations for N t,x,P ξ ′ (y) := (X t,x,P ξ ′ , ∂ x X t,x,P ξ ′ , U t,x,P ξ ′ (y)),
x, y ∈ R, and N t,ξ ′ (y) := (X t,ξ ′ , ∂ x X t,ξ ′ , U t,ξ ′ (y)), y ∈ R, (see (3.2), (4.3), (3.42)) we see again that
.+t (y) y∈R )) and ((N 0,x,P ξ ′ (y)) x,y∈R , (N 0,ξ ′ (y) y∈R )) are equal in law.
Hence, from (5.9) we deduce
Consequently, using the Lipschitz continuity and the boundedness of ∂ x Φ : R × P 2 (R) → R and ∂ µ Φ : R × P 2 (R) × R → R as well as the uniform boundedness in L p (p ≥ 2) of the first order derivatives ∂ x X 0,x,P ξ ′ , ∂ µ X 0,x,P ξ ′ (y), we get from (5.6) with (0, x, ξ ′ , T − t) and (0, x, ξ ′ , T − t ′ ) instead of (t, x, ξ, T ), that 17) and the uniform boundedness in L 2 of the derivatives of X 0,x,P ξ ′ allows to deduce from the SDEs
The proof of the corresponding estimate for ∂ x V (t, x, , P ξ ) is similar and, hence, omitted here.
Let us come now to the discussion of the second order derivatives of our value function V (t, x, P ξ ).
Lemma 5.2. We suppose that Hypothesis (H.2) is satisfied by the coefficients σ and b, and we suppose that Φ ∈ C 2,1 (R d × P 2 (R d )). Then, for all t ∈ [0, T ], V (t, ., .) ∈ C 2,1 (R d × P 2 (R d )), the mixed second order derivatives are symmetric:
and, for U (t, x, P ξ , y, z) = (∂ 2 x i x j V (t, x, P ξ ), ∂ x i (∂ µ V (t, x, P ξ , y)), ∂ 2 µ V (t, x, P ξ , y, z), ∂ y (∂ µ V (t, x, P ξ , y))),
there is some constant C ∈ R such that, for all t, t ′ ∈ [0, T ], x, x ′ , y, y ′ ∈ R, ξ, ξ ′ ∈ L 2 (F t , R d ), i) |U (t, x, P ξ , y, z)| ≤ C, ii) |U (t, x, P ξ , y, z) − U (t, x ′ , P ξ ′ , y ′ , z ′ )| ≤ (|x − x ′ | + |y − y ′ | + W 2 (P ξ , P ξ ′ )), iii) |U (t, x, P ξ , y, z) − U (t ′ , x, P ξ , y, z)| ≤ C|t − t ′ | 1/2 .
(5. 19) Proof. As in the preceding proofs, we make our computations for the case of dimension d = 1. Moreover, in our proof we concentrate on the computation for the second order derivative with respect to the measure ∂ 2 µ V (t, x, P ξ , y, z) and to its estimates; using the preceding lemma on the derivatives of first order, the computation of the second order derivatives ∂ 2 x V (t, x, P ξ ), ∂ x (∂ µ V (t, x, P ξ )(y)), ∂ µ (∂ x V (t, x, P ξ ))(y) and ∂ y (∂ µ V (t, x, P ξ )(y)) and their estimates are rather direct and left to the interested reader. On the other hand, a direct computation based on (5.6) and (5.9) and using the symmetry of the mixed second order derivatives of Φ and the processes X t,x,P ξ and X t,ξ (see Proposition 3.1) shows that ∂ x (∂ µ V (t, x, P ξ , y)) = ∂ µ (∂ x V (t, x, P ξ ))(y), (t, x, y) ∈ [0, T ] × R × R, ξ ∈ L 2 (F t ).
For the computation of ∂ 2 µ V (t, x, P ξ , y, z) we use the formula for ∂ µ V (t, x, P ξ , y) stated in Lemma 4.1, (5.9) and (5.6):
∂ µ V (t, x, P ξ , y) = V 1 (t, x, P ξ , y) + V 2 (t, x, P ξ , y) + V 3 (t, x, P ξ , y), (6.6) The proof is complete.
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The preceding proposition can be extended without difficulties in a straight-forward computation to the following case: The above Itô formula applied to Φ(X t,x,P ξ s , P X t,ξ s
) allows now to show that our value function V (t, x, P ξ ) is continuously differentiable with respect to t, with a derivative ∂ t V bounded over [0, T ] × R d × P 2 (R d ).
Lemma 6.1. Assume that Φ ∈ C 2,1 (R d ×P 2 (R d )). Then, under Hypothesis (H.2), V ∈ C 1,(2,1) ([0, T ]× R d × P 2 (R d )) and its derivative ∂ t V (t, x, P ξ ) with respect to t verifies, for some constant C ∈ R, i) |∂ t V (t, x, P ξ )| ≤ C, ii) |∂ t V (t, x, P ξ ) − ∂ t V (t, x ′ , P ξ ′ )| ≤ C(|x − x ′ | + W 2 (P ξ , P ξ ′ )), iii) |∂ t V (t, x, P ξ ) − ∂ t V (t ′ , x, P ξ )| ≤ C|t − t ′ | 1/2 , (6.8)
Proof. Recall that, for t ∈ [0, T ], x ∈ R d , and ξ (which can be supposed without loss of generality to belong to L 2 (F 0 ); see our previous discussion in the proof of Lemma 4.1), we have V (t, x, P ξ ) = E[Φ(X t,x,P ξ T , P X Then it is evident that V (t, x, P ξ ) is continuously differentiable with respect to t, 
