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Abstract 
Both animals and mobile robots, or animats, need adaptive 
control systems to guide their movements through a novel 
environment. Such control systems need reactive 
mechanisms for exploration, and learned plans to efficiently 
reach goal objects once the environment is familiar. How 
reactive and planned behaviors interact together in real time, 
and arc released at the appropriate times, during 
autonomous navigation remains a major unsolved problern. 
This work presents an end-to-end model to address this 
problem, named SOVEREIGN: A Sclf~Organiz,ing, Vision, 
Expectation, Recognition, Emotion, Intc!ligcnt, Goal-
oriented Navigation system. The model comprises several 
interacting subsystems, governed by systems of nonlinear 
differential equations. As the animat explores the 
environment, a vision module processes visual inputs using 
networks that arc sensitive to visual form and motion. 
Targets processed within the visual form system arc 
categorized by real-time incremental learning. 
Simultaneously, visual target position is computed with 
respect to the animat's body. Estimates of target position 
activate a motor system to initiate approach movements 
toward the target. Motion cues from animat locomotion can 
elicit orienting head or camera movements to bring a nev.,r 
target into view. Approach and orienting movements arc 
alternately performed during animat navigation. Cumulative 
estimates of each movement, based on both visual and 
proprioceptive cues, arc stored within a motor working 
memory. Sensory cues are stored in a parallel sensory 
working memory. These working memories trigger learning 
of sensory and motor sequence chunks, which together 
control planned movements. Effective chunk combinations 
arc selectively enhanced via reinforcement learning when 
the animat is rewarded. The planning chunks effect a 
gradual transition fi·om reactive to planned behavior. The 
model can read~out different motor sequences under 
different motivational states and learns more efficient paths 
to rewarded goals as exploration proceeds. Several 
volitional signals automatically gate the interactions 
between model subsystems at appropriate times. A 3-D 
visual simulation environment reproduces the animat's 
sensory experiences as it moves through a simplified spatial 
environment. The SOVEREJGN model exhibits robust goal~ 
oriented learning of sequential motor behaviors. Its 
biomimctic structure explicates a number of brain processes 
which are involved in spatial navigation. 
Overview 
Goal-oriented movements by animals in the natural world 
are necessary to obtain essential items for survival, such as 
food, water, shelter and mates) as well as to avoid 
predators. These movements are generated to satisfy 
internal drives, such as hunger, thirst, pain, sex and fear. To 
quell these drives, animals learn to approach specific 
objects or locations that have previously led to satisfaction 
of their needs while avoiding contact with obstacles and 
other objects that have resulted in punishment. This is 
known as approach-avoidance behavior. Within this 
paradigm, learning occurs via an action-perception-
cognition-emotion cycle in which an action and its 
consequences elicit sensory cues that are associated with 
them. The success of the action hereby affects the 
likelihood that the same action will be repeated in the 
future. For example) an animars previous positive 
experiences, say with food or water, may elicit approach 
movements and eating or drinking behaviors at a later time. 
On the other hand, negative experiences) such as an electric 
shock, may cause the animal to retreat. 
The acquisition of spatial behavior has been extensively 
studied in rats. It is initially characterized by reactive 
movements during an exploratory phase. These movements 
may appear to be locally random, as the animal orients 
toward and approaches many local stimuli. 
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Figure 1: Snapshots from the 3-D virtual reality simulation depict changes in the scene during 
reactive homing toward the triangle-shaped cue. 
During this period, the animal becomes familiar with its 
sunoundings and learns to discriminate between objects 
likely to yield a reward and objects that are dangerous. 
When objects are out of direct sensory range, multiple 
movements may be needed to reach them. To do so 
efficiently, animals store complex behaviors as a plan. 
Planned behavior reduces the need for exhaustive 
searching, or for trial-and-enor efforts, both of which are 
metabolically expensive, by providing readout of a 
previously learned solution to a task. Eventually, the 
exploratory behavior is replaced by more direct trajectories 
between fixed locations within a familiar environment. 
Figure 2: During reactive approach to the triangle cue, visual motion signals trigger a reactive head orienting 
movement to bring the star cue into view. 
This research focuses on one form of animal problem-
solving, namely spatial navigation and planning. The 
following major issues in goal-oriented spatial behavior are 
helpful in formulating a model of this type of problem-
solving: 
1. What is the role of sensory input, especially visual 
input, in both target identification and target 
position estimation? 
2. What coordinate system is used for representing 
target positions? How is it calibrated? 
3. What coordinate system is used for representing 
body position in space? How is it calibrated? 
What is the role of vestibular and proprioceptive 
feedback? 
4. Are movement sequences composed of sensory 
and motor items (cue-command pairs) sufficient 
for some types of spatial navigation? 
5. How are items within planned movement 
sequences computed and accumulated? How can a 
memory system be designed to store and recall 
such sequences, thereby solving the goal paradox? 
Visual Working Memory 
and Planning System 
6. How does reinforcement enable an animal to 
selectively attend to rewarded sources of sensory 
input? 
7. How does reinforcement interact with the short--
term memory representation of experienced 
sequences in order to differentially activate them? 
8. Can latent learning, or learning without reward, be 
explained? 
9. How can a spatial-to-motor coordinate 
transformation of target position be computed? 
10. How can a selection mechanism be constructed for 
resolving conflicts between visually reactive and 
planned movement commands? 
A description of solutions to these problems comprises the 
core of this project. Each element of the SOVEREIGN 
model contributes to showing how a freely moving and 
self-organizing spatial navigator, or animal, achieves 
robust learning and recall of sensory and motor sequences. 
Motor Working Memory 














and Orienting System 
·~ 
Proprioceptive 
Motor --I> and 
Ou!put Vestibular Input 
-~~-----------------------------' 
Environmental Feedback 
Figure 3: The SOVEREIGN flow diagram showing the convergence of reactive and planned head and body 
movement commands within the Motor Approach and Orientint: System. 
Model 
Three key problems to which this work proposes solutions 
are: How can an animat learn to balance between reactive 
and planned behaviors in a task-appropriate way? How can 
previously learned plans be read-out in the correct spatial 
contexts and at the correct times, given that navigation may 
proceed in novel ways on each of an animat's movement 
trials? How can these problems be solved by an animat 
control system that uses real-time vision, incremental 
learned recognition, autonomous exploration, working 
memory storage, learned planning, reinforcement learning, 
and action as it navigates a novel environment? In the 
present study, all of these processes are modeled for an 
animat that moves within the relatively simple spatial 
format of a plus-maze. Much of the difficulty arises 
because of the need to understand how such an animat can 
self-organize behaviors that can efficiently acquire rewards, 
even though it may navigate the maze in different ways, 
including different speeds and directions of movement, on 
successive learning trials. In this study, a trial starts after 
placing the animal in the maze, at the end of one ann. The 
goal location, in one of the other three arms, is baited with 
a cue that the animal finds rewarding. By shrouding the top 
of the maze, only route-based visual and motor cues can be 
used for navigation. Only one visual cue is assumed to be 
visible at a time, at the end of each maze arm, from any 
location within the maze. 
A 3-D virtual reality simulation was created which can 
reproduce the visual experience of an ani mat autonomously 
navigating in such a plus-maze. A sequence of images from 
the 3-D simulation during reactive approach toward a 
visual cue appears in Figure 1. As the animat approaches 
the choice point, a competitive struggle occurs between the 
salience of form cues and visual motion signals. Depending 
upon the balance between previous recognition and 
reinforcement learning associated with these form cues and 
motion cues that are sensitive to navigational variations 
that change from trial to trial, these motion cues may or 
may not trigger a reactive head orienting movement to the 
right or left at a choice point, revealing another cue at the 
end of an adjacent corridor. The sequence of visual scenes 
that are processed during a typical head orienting sequence 
is illustrated in Figure 2. Such alternating of approach and 
orienting movements are characteristic of the animat's 
exploration of a novel environment. 
The animat's control system is split into a number of 
subsystems shown in the flow diagram of Figure 3. The 
primary input is via the visual system. Visual cues are 
selected and categorized via on-line incremental learning 
within the Visual Form and Motion System. Target position 
information in the form of reactive movement commands is 
then relayed to the Motor Approach and Orienting S),stem, 
where it directs head orienting movements and body 
approach movements. Both visual cues and proprioceptive 
motor cues help the animat to determine where it is in the 
maze, with the proprioceptive cues capable of guiding its 
navigation in a familiar environment in the dark. The 
Visual Working Memmy and Planning System temporarily 
stores and categorizes, or chunks, sequences of categorized 
objects and learns the corresponding approach-orient motor 
commands via top-down learning. Chunks are learned that 
are sensitive to sequences of variable lengths. This working 
memory operates in parallel with a Motor Working Memmy 
and Planning System that temporarily stores and 
categorizes, or chunks, sequences of motor commands. 
Together these parallel Visual and Motor working 
memories can disambiguate decisions that only one of them 
would find ambiguous. When the animat receives reward, 
the active chunks are associated with active drives and 
actions. The animat is capable of learning different plans to 
satisfy different motivational goals. After such learning 
occurs, when the animat sees a familiar sensory cue under a 
prescribed motivational state, it can recall a motivationally-
compatible plan to reach the site of previous reward. 
Repeated, random exploration of the environment effects a 
gradual transition from reactive to more efficient, planned 
control that leads the animat to its various motivated goals. 
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