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We show that for any subset E ⊆ Fdq with |E | ≫ qd−1+
2
d , the number of singular matrices
whose rows are in E is close to the expected number (1+ o(1)) |E |dq .
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1. Introduction
Throughout this paper, let q = pr where p is an odd prime and r is a positive integer. Let Fq be a finite field of q elements.
The prime base field Fp of Fq may then be naturally identified with Zp. The distribution of the determinant of matrices with
entries in a finite field Fq has been studied by various researchers. Suppose that the ground field Fq is fixed andM = Md is a
random d× dmatrix with entries chosen independently from Fq. It is well-known that if the entries are chosen uniformly
from Fq, then
Pr(Md is singular)→ 1−
∏
i⩾1
(1− q−i) as n →∞. (1)
It is interesting that (1) is quite robust. Specifically, Kahn and Komlós [6] gave a strong necessary and sufficient condition
for (1).
Theorem 1. Let Md be a randomd×dmatrix with entries chosen according to some fixed non-degenerate probability distribution
µ on Fq. Then (1) holds if and only if the support of µ is not contained in any proper affine subfield of Fq.
An extension of the uniform limit to random matrices with µ depending on d was considered by Kovalenko et al. [7].
They proved the standard limit (1) under the condition that the entries mij of M are independent and Pr(mij = α) >
(log d+ω(1))/d for all α ∈ Fq. The behavior of the nullity ofMn for 1−µ(0) close to log d/d andµ(α) = (1−µ(0))/(q−1)
for α ≠ 0 was also studied by Blömer et al. [4].
Another direction is to fix the dimension d of the matrix and view the size of the finite field as an asymptotic parameter.
Note that the constants implied in the symbols O, o,. and ≪ may depend on the integer parameter d. We recall that
adopting the notation U = O(V ) and U . V is equivalent to the assertion that the inequality |U| ≤ cV holds for some
constant c > 0. Adopting the notation U = o(V ) is equivalent to the assertion that U = O(V ) but V ≠ O(U). And adopting
the notation U ≪ V is equivalent to the assertion that U = o(V ). For an integer number d and a subset E ⊆ Fdq , let Md(E)
denote the set of n × n matrices with rows in E . For any t ∈ Fq, let Nd(E; t) be the number of d × d matrices with rows
in Ehaving determinant t . Ahmadi and Shparlinski [1] studied some natural classes of matrices over finite fields Fp of p
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elements with components in a given subinterval [−H,H] ⊆ [−(p− 1)/2, (p− 1)/2]. They showed that
Nd([−H,H]d; t) = (1+ o(1)) (2H + 1)
d2
p
(2)
if t ∈ F∗p and H & p3/4+ε for any constant ε > 0. For the case d = 2, they improved the lower bound to H ≥ p1/2+ε .
Covert et al. [5] studied this problem in a more general setting, where a subset E ⊆ Fdq is called a product-like set if
|Hn ∩ E | . |E |n/d for any n-dimensional subspaceHn ⊂ Fdq . They showed that
N3(E; t) = (1+ o(1)) |E |
3
q
, (3)
if t ∈ F∗q and E is a product-like set of cardinality |E | ≫ q15/8. Note that Theorem 2.6 in [5] only states that F∗q ⊆ {t ∈ Fq :
N3(E; t) > 0} if |E | ≫ q15/8 but the given proof in [5] does indeed imply (3) above. In fact, (3) follows from the following
estimate (see Section 4.3 in [5]):
N3(E; t) = |E |
3
q
+ O(q3/2|E |5/3)
if E is product-like and t ∈ F∗q . As a corollary, we have
N3(E; 0) = |M3(E)| −
−
t∈F∗q
N3(E, t) = |E |
3
q
+ O(q5/2|E |5/3) = (1+ o(1)) |E |
3
q
if |E | ≫ q21/8.
Covert et al. [5] however did not extend their result to higher dimensional cases, as their focus was the function
|{t ∈ Fq : Nd(E; t) > 0}|. They instead showed that N4(E; t) > 0 for all t ∈ Fq if E = A × A × A × A whenever
|A| > √q. It seems that their proof can be extended to higher dimensional cases.
Using the geometry incidence machinery developed in that paper [5] and some properties of non-singular matrices, the
author [9] obtained the following result for higher dimensional cases:
Nd(Ad; t) = (1+ o(1)) |A|
d2
q
, (4)
for t ∈ F∗q, d ≥ 4 and A ⊆ Fq, of cardinality |A| ≫ q
d
2d−1 . Note that (4) follows from the following estimate (see
[9, Section 3.1]):
Nd(Ad; t) = (1+ o(1)) |A|
d2
q
+ O

q
d−2
2 |A|d2− 2d−12

.
This implies that
Nd(Ad; 0) = (1+ o(1)) |A|
d2
q
+ O

q
d
2 |A|d2− 2d−12

= (1+ o(1)) |A|
d2
q
if
|A| ≫ q d+22d−1 .
The main purpose of this paper is to study the distribution of singular matrices with rows in any sufficiently large subset
E of Fdq . We show that for any sufficiently large subset E ⊆ Fdq , the number of singular matrices whose rows are in E is close
to its expected value. More precisely, we have the following theorem.
Theorem 2. For any d ⩾ 3 and E ⊆ Fdq with |E | ≫ qd−1+
2
d then
Nd(E; 0) = (1+ o(1)) |E |
d
q
.
Let αd be the smallest number such that for any E ⊂ Fdq of cardinality |E | ≥ αd thenNd(E; 0) = (1+o(1)) |E |
d
q . Theorem 2
implies that αd = O

qn−1+
2
d

. Let E be a union of q1/(d−1+ϵ) (d− 1)-dimensional subspaces of Fdq for some ϵ > 0. Then
|E | ≤ q1/(d−1+ϵ)qd−1 = qd−1+ 1d−1+ϵ ,
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and
Nd(E; 0) ≥ q 1d−1+ϵ

qd−1
d

−
q 1d−1+ϵ 
2
qd−2
d

≫ qδ |E |
d
q
,
for some δ > 0. Thus, αd = Ω

qd−1+
1
d−1

. It would be interesting to find better upper and lower bounds of αd.
The present results can be reformulated as statements about randommatrices with entries aij chosen with the following
density distribution on Fq: Pr(aij = a) = 1/|E| if a ∈ E and Pr(aij = a) = 0 if a ∉ E. Probably similar results can be obtained
for a much more general class of distributions f (a) = Pr(aij = a) of Fq. We hope to pursue this direction in a subsequent
paper.
2. The Erdős–Rényi graph
Let PG(q, d) denote the projective geometry of dimension d− 1 over finite field Fq. The point [x] of PG(q, d) corresponds
to the equivalence class of the non-zero vector x = (x1, . . . , xd) ∈ Fdq , where two vectors are equivalent if one is a
multiple of the other, by an element of the field. Let Bq,d denote the bipartite graph (V,U, E) whose vertex sets are
V = PG(q, d),U = Fdq − (0, . . . , 0), and where two vertices [x] ∈ V, y ∈ U are adjacent if and only if they are orthogonal,
i.e. x · y = 0. In this section, we will study the pseudorandomness of the graph B(q, d). For a vertex [v] ∈ PG(q, d) and a
subset U ⊂ Fdq − (0, . . . , 0) denote by NB([v]) the set of all neighbors of [v] in Bq,d, and let NBU ([v]) = NB([v]) ∩ U . The
following key estimate says that the cardinalities of the NBU ([v])’s are close to q
d−1−1
qd−1 |U|when |U| is large.
Lemma 3. For any subset U of Fdq − (0, . . . , 0), then−
[v]∈PG(q,d)
NBU ([v])− qd−1 − 1qd − 1 |U|
2
< qd−1|U|. (5)
In order to prove the lemma, let us recall a well-known construction of Alon and Krivelevich [2]. Let Pq,d denote the
graph whose vertices are the points of PG(q, d) and where two (not necessarily distinct) vertices [x] and [y] are adjacent
if and only if x · y = x1y1 + · · · + xdyd = 0. This construction is well-known. For the case d = 2, this graph is called the
Erdős–Rényi graph. It is easy to see that the number of vertices of Pq,d is nq,d = (qd − 1)/(q− 1) and that it is kq,d-regular
for kq,d = (qd−1 − 1)/(q− 1). The eigenvalues of Pq,d are easy to compute [2]. Let A be the adjacency matrix of Pq,d. Then,
by properties of PG(q, d), A2 = AAT = µJ + (kq,d − µ)I , where µ = (qd−2 − 1)/(q− 1), J is the all ones matrix and I is the
identity matrix, both of size nq,d×nq,d. Thus the largest eigenvalue of A is kq,d and the absolute value of all other eigenvalues
is

kq,d − µ = q(d−2)/2.
Let Gq,d denote the graph whose vertices are the points of Fdq − (0, . . . , 0) and two (not necessarily distinct) vertices x
and y are adjacent if and only if they are orthogonal, i.e. x · y = x1y1 + · · · + xdyd = 0. Then Gq,d is just the product of q− 1
copies of Pq,d. Therefore, it is easy to see that the number of vertices of Gq,d is Nq,d = (q − 1)nq,d = qd − 1 and that it is
Kq,d-regular for Kq,d = (q− 1)kq,d = qd−1− 1. The eigenvalues of Gq,d are also easy to compute from the eigenvalues ofPq,d
(for example, see [8]). More precisely, the largest eigenvalue of V is Kq,d and the absolute values of all other eigenvalues are
either

(q− 1)(Kq,d − ρ) = (q− 1)q(d−2)/2 or 0.
We call a graph G = (V , E) an (n, d, λ)-graph if G is a d-regular graph on n vertices with the absolute values of each of
its eigenvalues but the largest one at most λ. It is well-known that if λ ≪ d then an (n, d, λ)-graph behaves similarly to a
random graph Gn,d/n. To be precise, we have the following result.
Theorem 4 (Cf. Theorem 9.2.4 in [3]). Let G be an (n, d, λ)-graph. For a vertex v ∈ V and a subset B of V denote by N(v) the set
of all neighbors of v in G, and let NB(v) = N(v) ∩ B denote the set of all neighbors of v in B. Then for every subset B of V ,−
v∈V

|NB(v)| − dn |B|
2
⩽
λ2
n
|B|(n− |B|) < λ2|B|. (6)
We are now ready to give a proof of Lemma 3.
Proof of Lemma 3. For a vertex v ∈ Fdq − (0, . . . , 0) and a subset U ⊂ Fdq − (0, . . . , 0) denote by NG(v) the set of all
neighbors of v in Gq,d, and let N
G
U (v) = NG(v) ∩ U . Since Gq,d is a (qd − 1, qd−1 − 1, (q− 1)q(d−2)/2)-graph, it follows from
Theorem 4 that−
v∈Fdq−(0,...,0)
NGU (v)− qd−1 − 1qd − 1 |U|
2
< (q− 1)2qd−2|U|. (7)
The lemma follows immediately from (7) and the fact that |NGU (v)| = NBU ([v]). 
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3. Stars in expanders
Let G = (V ,W , E) be a bipartite graph. For a vertex v ∈ V and a subset B of W denote by N(v) the set of all neighbors
of v in W , and let NB(v) = N(v) ∩ B denote the set of all neighbors of v in B. We call a bipartite graph G = (V ,W , E) a
(δ, λ)-graph if for every subset B of V ,−
v∈V
(|NB(v)| − δ|B|)2 ⩽ λ2|B|. (8)
Theorem 4 implies that an (n, d, λ)-graph G = (V , E) can be viewed as a  dn , λ-graph G = (V , V , E). We have the
following lemma for (δ, λ)-graphs which is similar to Corollary 9.2.5 in [3] for (n, d, λ)-graphs.
Lemma 5. Let G = (V ,W , E) be a (δ, λ)-graph. For every set of vertices B ⊂ V and C ⊂ W of G, we have
|e(B, C)− δ|B||C || ⩽ λ|B||C |, (9)
where e(B, C) is the number of edges in the induced bipartite subgraph of G on (B, C) (i.e. the number of ordered pairs (u, v)
where u ∈ B, v ∈ C and uv is an edge of G).
Proof. Since G is a (δ, λ)-graph, we have−
v∈C
(|NB(v)| − δ|B|)2 ⩽
−
v∈V
(|NB(v)| − δ|B|)2 ⩽ λ2|B|.
Applying the Cauchy–Schwartz inequality, it follows that
|e(B, C)− δ|B| |C | | =
−
v∈C
(|NB(v)| − δ|B|)

⩽

|C |
−
v∈C
(|NB(v)| − δ|B|)2
⩽ λ
|B||C |,
completing the proof of the lemma. 
A k-star of a graph contains k+1 vertices, a root x0 and k leaves x1, . . . , xk, with k edges connecting the root x0 to k leaves.
The following result gives us an estimate for the number of k-stars in an (δ, λ)-graph G.
Theorem 6. Let G be a (δ, λ) graph. Let E0, E ⊂ G with
min(|E0||E| |E0|2/k|E|)≫ λ
2
δ2
.
For any fixed k, let ek(E0; E) denote the number of k-stars in E0 × Ek (where the root x0 is in E0). Then
ek(E0; Ek) = (1+ o(1))δk|E0||E|k.
Proof. The proof proceeds by induction. Since |E0||E| ≫ λ2δ2 and the number of 1-stars is just the number of edges in E0× E,
the statement follows immediately from Lemma 5. Now suppose that the statement holds for all l-stars with l < k. We show
that it also holds for k-stars. Since G is a (δ, λ)-graph, we have−
v∈E0
(NE(v)− δ|E|)2 ⩽
−
v∈V
(NE(v)− δ|E|)2 ⩽ λ2|E|. (10)
For any k ⩾ 2, by the Cauchy–Schwartz inequality, we have
n−
i=1
xki
2
⩽

n−
i=1
x2i
k
. (11)
It follows from (10) and (11) that−
v∈E0
(NE(v)− δ|E|)k
2
⩽
−
v∈E0
(NE(v)− δ|E|)2
k
⩽ λ2k|E|k.
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This can be written as k−
i=0
(−δ|E|)k−i
−
v∈E0
(NE(v))i
 ⩽ λ2k|E|k. (12)
By the induction hypothesis, for 1 < i < k, we have−
v∈V0
(NE(v))i = (1+ o(1))δi|E0| |E|i. (13)
Putting (12) and (13) together, we have−
v∈E0
(NE(v))k − (1+ o(1))δk|E0| |E|k
 ⩽ λk|E|k/2. (14)
Since |E0|2/k|E| ≫ λ2δ2 , the left hand side λk|E|k/2 is dominated by
δk|E0| |E|k.
This implies that
ek(E0; E) =
−
v∈E0
(NE(v))k = (1+ o(1))δk|E0||Ek|k, (15)
completing the proof of Theorem 6. 
4. Proof of Theorem 2
We are now ready to give a proof of Theorem 2. For any E ⊆ Fdq with |E | ≫ qd−1+
2
d , let E1 = E − (0, . . . , 0). We have
|E | − 1 ≤ |E1| ≤ |E |, so |E1| ≫ qd−1+ 2d . We will count the number of d-stars in PG(q, d)× Ed1 of the graphBq,d (defined in
Section 2) in two ways. From Lemma 3,Bq,q is a

qd−1−1
qd−1 , q
(d−1)/2

-graph. Since d ⩾ 3, we have
min(|PG(q, d)||E1|, |PG(q, d)|2/d|E1|)≫

qd − 1
q− 1
2/d
qd−1+
2
d >

qd − 1
qd−1 − 1
2
qd−1.
Theorem 6 implies that
ed(PG(q, d); E1) = (1+ o(1))δd|PG(q, d)||E1|d
= (1+ o(1))

qd−1 − 1
qd − 1
d qd−1
q− 1 |E1|
d
= (1+ o(1)) |E1|
d
q
. (16)
For any M ∈ Md(E1), if rk(M) = d − t then by the rank-nullity theorem, null(M) = t . So there are qt vectors in Fdq that
are orthogonal to all rows of M . This implies that for each M ∈ Md(E1) with rk(M) = d − t then d rows of M are leaves of
(qt − 1)/(q− 1) d-stars in PG(q, d)× Ed1 . Thus, letting rk be the number of matrices of rank k inMd(E1), we have
ed(PG(q, d); E1) = rd−1 +
d−
t=2

qt − 1
q− 1

rd−t . (17)
To have a matrix of rank at most k whose rows in E1, we can choose the first k rows arbitrarily from E1 and the last d − k
rows are chosen from the span of the first k rows. This implies that
rk ⩽ |E1|k(qk)d−k. (18)
It follows from (17) and (18) that
ed(PG(q, d); E1) =
d−
t=1
rd−t + O

d−
t=2

qt − 1
q− 1 − 1

|E1|d−tq(d−t)t

. (19)
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Putting (16) and (19) together, we have
Nd(E1; 0) =
d−
t=1
rd−t = (1+ o(1)) |E1|
d
q
+ O

d−
t=2

qt − 1
q− 1 − 1

|E1|d−tq(d−t)t

= (1+ o(1)) |E1|
d
q
, (20)
since |E1| ≫ qd−1+ 2d . Besides,
Nd(E; 0) = Nd(E1; 0)+ O(|E |d−1). (21)
Theorem 2 follows immediately from (20) and (21).
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