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This paper proposes two principles, justifiability and minimal undefinedness, for a three- 
valued model-theoretic approach to semantics of logic programs and deductive databases 
(also called disjunctive logic programs). The former is intimately related to the concept of 
labeling-based justification in Doyle's truth maintenance system while the latter requires the 
use of the truth value undefined only when it is necessary. We examine the question why and 
in what circumstances the undefined isneeded under these two principles. We show that these 
two principles yield a declarative s mantics for deductive databases and logic programs, which 
is called the regular model semantics. Program properties in this semantics are analyzed 
and results obtained concerning the relationship among regular, stable, and well-founded 
semantics, which show that the regular model semantics i a natural extension of the latter 
two  semant ics .  © 1994 Academic Press, Inc. 
1. INTRODUCTION 
One of the challenging problems in the field of deductive databases and logic 
programming has been a declarative semantics for an arbitrary set of clauses whose 
body may contain negative literals and whose head is a disjunction of atoms. 
Following [19],  such a first-order theory is called a deductive database. It is also 
called a disjunctive program in the literature. As the special case when the head of 
each clause is a singleton, it is called a logic program. 
An early approach to logic program semantics has been Clark's predicate 
completion whose main advantage is a formalism that completely stays within the 
traditional first-order logic I-3]. One of the problems with this approach is that a 
completed program may not always possess a model, which has been addressed by 
Fitting using a three-valued approach [8]  (also see [15, 28]). Other unintuitive 
features of this approach have also been pointed out in the literature [23 ]. 
To overcome these problems, an important class of logic programs, called 
stratified logic programs, that  disallow recursion through negation, has been 
* This is a substantially improved and extended version of an extended abstract that appeared in the 
"Proceedings of the 9th ACM PODS, 1990" [30]. Work supported by the Natural Sciences and 
Engineering Research Council of Canada. 
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identified and its semantics defined [1, 9, 20]. This approach as been extended to 
a wider class of programs called locally stratified programs [19]. 
It was soon realized that non-locally stratified programs make practical sense and 
logic program semantics hould be extended to allow a wider class of programs 
[12]. The two dominant approaches so far have been a two-valued formalism--the 
stable model semantics [12], and a three-valued one--the well-founded model 
semantics [ 10]. 
The stable model semantics is based on an argument from autoepistemic logic 
that an intended model of a program should be a possible set of beliefs that a 
rational agent might hold. A drawback of this semantics i that a program may not 
always possess a stable model. On the other hand, the well-founded approach only 
computes the minimal amount of information that can be definitely determined by 
a well-founded computation; those that cannot be determined will then be treated 
as the undefined Thus, every program possesses at least one three-valued model. 
Przymusinski provided an elegant fixpoint definition of the well-founded semantics 
in a formal three-valued logic and extended the approach to some of the major 
nonmonotonic reasoning formalisms [22, 24]. We argue that this formalization 
may result in loss of disjunctive information embedded in a program. This is par- 
ticularly true when it is applied to deductive databases and general nonmonotonic 
reasoning. As a matter of fact, the problem is rather deeply rooted in a reasoning 
pattern that uses clauses as rules, where the orientation of clauses is of vital impor- 
tance, and in the three-valued formalization itself. As a result, the notion of the 
undefined is rather mysterious; there does not appear to exist a logical explanation 
of the undefined, except hat the undefined are those that cannot be well-foundedly 
computed. 
This paper provides new insights into the semantics i sues of logic programs and 
deductive databases. Especially, the notion of the undefined in three-valued logic is 
examined. Our starting point is, if all the reasons for the need and elegance of three- 
valued formalization are because of certain difficulties in using two truth values 
only, then the undefined should be used only when it is necessary. We call this 
principle minimal undefinedness. Przymusinski's three-valued formalization does not 
meet this principle; i.e., a three-valued (minimal) model therein can be "over- 
undefined." This leads to the loss of disjunctive information in its semantics 
definition. 
The principle of minimal undefinedness, however, should be imposed on top of 
another principle, called justifiability, which is intimately related to the concept of 
labeling-based justification in Doyle's truth maintenance system [4]. Based on 
these two principles, we define a new semantics of logic programs and deductive 
databases, which we call the regular model semantics} This semantics definition can 
1During the review of this paper, an abduction-based semantics for logic programs, called the 
preferential semantics, was proposed by Dung [6]. It can be shown that, for logic programs, the 
preferential semantics coincides with the regular model semantics. The latter, however, is also defined for 
all deductive databases, or disjunctive programs. 
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be viewed as taking the best of both the well-founded semantics and the stable 
model semantics. Consequently, every program possesses at least one regular model 
and disjunctive information can be restored from the existence of multiple regular 
models. More importantly, we show that an undefined atom in the well-founded 
model of a program may denote some useful information: disjunctive and factoring 
information, both of which have been accommodated in the regular model semantics. 
The atoms that truly belong to the undefined are those that must not be assigned 
true nor false according to the two principles. By the very nature of these atoms, 
they are called "difficult-to-be-assigned." This provides an interesting interpretation 
of stable models in terms of regular models and explains why and in what 
circumstances a program fails to possess a stable model: stable models are exactly 
two-valued regular models; a nontrivial three-valued regular model (with a non- 
empty set of the undefined) corresponds to a "disappeared stable model" because 
of the "difficult-to-be-assigned" atoms; and when every regular model is nontrivially 
three-valued, a program fails to possess a stable model. 
We show a syntactic sufficient condition and a dynamic sufficient condition, 
under which all regular models of a program are two-valued and coincide with its 
stable models. We show that programs violating the dynamic condition are 
often unclear, if not completely ambigious, in their intended interpretation. This 
raises the question of whether the undefined is truly needed for practically useful 
programs. 
The handling of disjunctive information can be computationally expensive. We 
believe that any reasonable semantics that intends to handle disjunctive information 
and that lands itself in the notion of minimizing positive conclusions cannot escape 
this fate. However, we have shown in a separate paper [31] that one can use 
circumscription to compute sentences true in every stable model and, therefore, in 
every two-valued regular model. A partial proof theory is thus shown to exist by 
the facts that there is a sufficient condition to guarantee any regular model of 
a deductive database to be two-valued and that there exist query-answering 
algorithms for circumscriptive theories, such as MILO-resolution [21]. In 
addition, because the well-founded model is contained in every regular model, 
any query proved by a proof procedure for the former is a correct answer for the 
latter. Even without a complete proof theory for the regular model semantics 
at the current stage, we believe that the results presented here regarding the 
semantic issues of deductive databases and logic programs are important in their 
own right. 
The paper is organized as follows. In the next section, we will provide a review 
over three-valued logic as well as the well-founded and stable model semantics. 
Section 3 will provide motivating examples for the new semantics to be proposed 
in this paper. The two principles will be defined in Section 4 with the main results 
of this paper given in Section 5. 
As some proofs in this paper require additional background, which is a separated 
and dedicated matter and which is of interest in its own right, we will put this 
background material and these proofs in the Appendix. 
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2. THREE-VALUED FORMALISM AND LOGIC PROGRAM SEMANTICS 
2.1. Basic Definitions 
We assume the well-known concepts and notations of traditional two-valued 
logic of a first-order language L. 
We call an atom a positive literal and an atom with the negation sign in front a 
negative literal By a deductive database (DB), we mean a finite set of universally 
quantified clauses of the form: A1 ..... Am ~ L1, ..., Ln, where n ~> 0, m ~> 1, and the 
L i are literals and the Ai are atoms. As usual, the body of a clause denotes a 
conjunction of literals and the head a disjunction of atoms. A deductive database 
is said to be positive when the body of each clause therein contains positive literals 
only. We also call clauses oriented clauses or rules to emphasize the importance of 
the orientation of these clauses in a deductive database. 
A clause denotes a (finite or infinite) set of ground clauses that are instantiated 
by the terms from the Herbrand universe of the language. We therefore assume 
ground deductive databases and logic programs if not otherwise said. A deductive 
database is called a logic program, or just a program, if the head of each clause is 
an atom, Given a program and an atom, by a definition clause of the atom we 
mean a clause with the atom being its head. Throughout his paper, we consider 
only Herbrand models. The Herbrand base of the language L will be denoted 
by HL. 
In a three-valued interpretation I, a third truth value, called undefined, can be 
given to well-formed formulas of L. We denote by (T;  F), or sometimes by 
(T;  F; U), a three-valued interpretation, where T contains all ground atoms true 
in I, F contains all ground atoms false in / ,  and U= ILL--(TwF) the remaining 
ground atoms of HL undefined in I. We denote by t, f, and u, respectively, the 
truth values true, false, and undefined. Here we are only interested in consistent 
interpretations where Tn  F - -~.  If A is a ground atom from HL, we then denote 
by vali(A) the truth value of the atom in the interpretation I. 
The intersection of interpretations I i=(T~;Fi) ,  for iE£2, is defined as I=  
(0,-~o Ti; 0~oFe) .  It is easy to verify that the intersection of consistent inter- 
pretations is a consistent interpretation. 
An interpretation I=  (T ;F )  is an extension of another interpretation I '=  
( T'; F '  ), denoted by I' ___ I if T' ___ T and F'  _~ F. 
Let S and Q be sentences of L. To determine the truth value of a more complex 
sentence, the following evaluation rules are used: 
The ordering of the truth values is given by f< u < t; 
valr(-qS)= ~val,(S), where -qt = f, -q f= t, and ~u:u ;  
vali(S v Q) = max{vali(S), val~(Q)}, where the maximum of an empty set is f; 
val,(S A Q) = min{valx(S), valz(Q)}, where the minimum of an empty set is t; 
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vali(3xS(x)) = max{vall(S(a)) [ a ~ HL}; 
val,(VxS(x) ) = min{ valz(S(a) ) I a E HL}; 
val~(Q *- S) = t if vaIi(S ) <<. vals(Q) 
= f otherwise. 
Note that a sentence in the implication form evaluates to t if both sides are 
undefined. This is different from another implication symbol ~ of three-valued 
logic, which is defined as: Q~S-Q v ~S.  Note that Q+--S is not logically 
equivalent to Q v -1S. We will illustrate in Section 3 that much of the controversy 
in logic program semantics is centered around this discrepancy. 
We will use/7 to denote a DB if not otherwise said. A three-valued interpretation 
I is a model of /7 if every clause in / /  evaluates to true in L A three-valued 
interpretation (T ;F5  is said to be two-valued if T~F=HL.  A two-valued 
interpretation is also denoted by a set with the understanding that the atoms in the 
set are assigned to true and the rest to false. Since two-valued interpretations are 
a special class of three-valued ones, it is understood that the word model refers to 
three-valued in the general case; we use two-valued or three-valued for emphasis 
when there is a need. When T~F~H r, (T; F )  is said to be a nontrivial three- 
valued model. 
Finally, a model M= (T; F )  of /7  is less than or equal to a model M' -- (T ' ;  F'5 
of /7, denoted by M<<.M', if T~_T' and F'~_F. As usual, we will use M<M'  
to mean M is less than M'. A model is said to be minimal if no other model is less 
than it. 
Note that if both M and M' are two-valued, that M < M' simply means M c M', 
and the notion of minimal model coincides with the standard one in two-valued 
logic. 
For more background on three-valued logic and their applications in logic 
programming with negation, see [-8, 14, 15, 28]. Particularly, Fitting and Kunen 
[-8, 15] used a different hree-valued logic to justify their semantics in accordance 
with completed programs. 
2.2. Well-Founded and Stable Model Semantics 
2.2.1. Fixpoint Computation of Well-Founded Model 
We give Przymusinski's version of fixpoint computation of well-founded models 
['24]. Other equivalent definitions can be found in [2, 11]. 
The well-founded model of a logic program is constructed by using two 
monotonic operators Tt and ~ which compute, based on the currently known facts 
in / ,  the new positive facts and negative facts, respectively. This process is iterated 
by another monotonic operator I until no more new facts, either positive or 
negative, can be generated. 
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Let T and F be sets of ground atoms and/ /be  a program. Define: 
TI(T) = {A I there is a clause A ~ Z 1 . . . . .  L m i n / / such  that Li is either true in 
/o r  L ie  T for all l~<i~<m}; 
q~i(F) = {A I for each clause A ~ L1 . . . . .  Z m in / / ,  there exist Li, 1 ~< i ~< m, such 
that L; is either false in I or L~ E F}. 
The operator T, always starts from the empty set and new positive facts are then 
added, while the operator q~z starts from the entire Herbrand base and repeatedly 
tries to eliminate the atoms that cannot be determined false for the time being. 
Let I=  (T;  F )  be an interpretation. Define: 
T/T° = and F+,°=HL 
T?n+l T,(T] n) and Ftin+l=qbz(Fti n)
I 
T, = U, < o~ T ]" and F1 = (7, < o~ F ~ ". 
The least fixpoint of the operator T, (resp. q~z) is then T, (resp. F,). 
Define an operator I, where 
I ( I )  = Iw ( T,; FI> 
/ t0= <~;  ~> and I ~'+~ =I(Hn). 
The well-founded model of a given program H is defined as the least fixpoint of 
the operator I. 
2.2.2. Stable Model Semantics 
The stable model semantics uses an argument from autoepistemic logic that an 
intended model of a program should be a possible set of beliefs that a rational agent 
might hold. The belief set of a rational agent can be thought of as being established 
in the following way: for any subset M of the Herbrand base, let HM be the pogram 
obtained from H by deleting 
(i) each rule that has a negative literal --7B in its body with Be M, and 
(ii) all negative literals in the bodies of the remaining rules. 
Let M'  be the least model of the modified program (which always exists since HM 
is a positive program I-7]). If M'=M, M is said to be a stable model of/7. 
EXAMPLE 3.1. 
models: 
3. MOTIVATING EXAMPLES 
Let / /cons is t  of a single clause q ~ -Tp. There are three minimal 
i 1 = < {P}; {q} > 
M2= ({q}; {p})  
M3 = (~;  ~>.  
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Przymusinski's three-valued parallel circumscription is defined using all three- 
valued minimal models [22], while two-valued parallel circumscription only 
considers the first two minimal models. It is apparent hat the latter yields more 
information than the former. This huge semantic difference makes three-valued 
logic sometimes unintuitive. 
This semantic disparity would not have occurred should we have used ~ instead 
of ~.  In that case, the only minimal models in the preceding example are M1 and 
M2. The problem with ~ is twofold. First, we note that all minimal models of a 
DB using ~ are two-valued (see Theorem 4.1). This fact seems to suggest hat a 
three-valued approach is superficial. However, to a certain extent ~ is inadequate 
to represent clauses as rules. 
It has been generally agreed that an arrangement of clauses in a logic program 
into the implication form bears certain intended meanings. For example, the model 
M2 in Example 3.1 serves as the intended meaning in the perfect model semantics 
because of the priority relation that results from the orientation of the clause. 
Under this assumption, a set of clauses is no longer treated as a first-order formula 
semantically, but rather, as a set of rules that denotes a certain first-order theory 
whose consequences can be derived from these rules. 
EXAMPLE 3.2. Let H be {a~ ~a}.  This example has been repeatedly used in 
the literature, but we still feel a need of clarification. The program has a unique 
three-valued minimal model M- -  (~;  ~ ). If we replace +-- by ~,  the only minimal 
model will be M '= ({a}; 325). These two interpretations represent two different 
approaches. The first one is based on the reasoning pattern where a rational 
reasoning agent would not "derive" a positive fact by a false condition (see, for 
example, [10, 12, 24, 29]). Thus a cannot be true. Since a being false simply makes 
the clause unsatisfied, atom a becomes "difficult-to-be-assigned." The second 
approach relies on an extended priority relation [18] from which the conclusion 
that a is true can be drawn. Indeed, in two-valued logic, a ~-ha  is logically 
equivalent to a. 
It can be argued that the first approach appears to be more intuitive in its 
reasoning pattern: program clauses hould be treated as rules (which should also be 
satisfied). As a rule, a clause can be applied only if its body is satisfied. Under this 
reasoning pattern, any positive conclusion should be able to be demonstrated by 
following the orientation of the given rules. This approach represents a more 
dramatic departure from the concepts of classic logic. 
A nontrivial result of this paper is that the phenomenon that an atom negatively 
depends upon itself is the only situation where the undefined is needed in the first 
approach. The loss of disjunctive information in the well-founded semantics can be 
seen from the following example. 
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EXAMPLE 3.3. Let H consist of 
in_class(joe, cs -  100) 
professor(x) ~ in_class(x, cs -  100), --qstudent(x) 
student(x) ~- in_class(x, cs - 100), --nprofessor(x). 
The most plausible meaning of the program is that of an indefinite situation: 
we have no information about whether joe is a professor or a student when we see 
him in class cs -100;  but we know he must be either a student or a professor. 
Accordingly, this disjunctive information should be obtainable as a consequence of
the program. 
Unfortunately, the three-valued formalization fails to capture this intuition. To 
simplify our discussion, let us consider only the instance of the program above by 
replacing x in all the clauses by joe. There then exist three 3-valued minimal models 
for this ground program: 
M~ = { in_ class(joe, cs 100 ), studen t(joe) }; { professor(joe) } ) 
M2 = ( {in class(joe, cs 100), professor(joe) }; {student(joe) } 
M 3 = ( {in_class(joe, csl00)}; ~Z~). 
Under the well-founded semantics, the meaning of the program is denoted solely by 
the model M3. Apparantly, what should have been treated as disjunctive informa- 
tion has been treated as undefined. This treatment is inadequate for deductive 
databases where disjunctive information is of vital imporatance. 
It is worth noting that M3 is "over-undefined" in that student(joe) and 
professor(joe) could have been assigned true or false. This phenomenon of over- 
undefinedness is caused by the definition of ~:  an implication is true if both sides 
are undefined. We should also mention that M3 is the intersection of M~ and Mz; 
this reveals that disjunctive information is implicitly embedded in the undefined. 
4. Two PRINCIPLES OF NONMONOTONIC REASONING BY ORIENTED CLAUSES 
In this section we define two principles of nonmonotonic reasoning by oriented 
clauses. Our starting position for the use of the undefined is that if the rationals 
behind the adoption of the three-valued formalization stem from the difficulties in 
relying on the two truth values only, such as the situation in Example 3.2, then the 
undefined should be assigned only to those atoms that indeed cannot be assigned 
otherwise. A desired model with less undefined atoms should then overwrite those 
with more undefined. Precisely, 
DEFINITION 4.1. Let Z be a set of models of a DBH.  A model M~= 
(T~;F1; U1) in L" is said to be less undefined than another model 3/2 = 
(T2; F2; U2) in Z, denoted Ml<undefM2, iff U ic  U2, TI-~ T2, and FI-~F2. 
342 YOU AND YUAN 
A model M from Z is said to be minimally undefined in Z iff there does not exist 
a model M' in 27 such that M'  <under M.  
Note that the given set 27 of models in the definition is left unspecified for the 
general case. It will be determined in this paper by another desirable property--  
justifiability, which will be introduced shortly. 
Tim PRINCIPLE OF MINIMAL UNDEFINEDNESS. The only interesting models in a 
set of models are those that are minimally undefined in the set. 
This principle requires that the truth value undefined be used as conservatively 
as possible. 
THEOREM 4.1. (i) Let I I  be a DB with all occurrences of *- replaced by ~.  Let 
Z be the set of all minimal models of H. Then, every model M in Z is two-valued and 
therefore trivially minimally undefined in Z. 
(ii) There exists at least one DB that possesses a nontrivial, minimally 
undefined model in the set of all its minimal models. 
Proof (i) By definition, each clause with implication ~ is logically equivalent 
to a disjunction of literals. Such a set of clauses is obviously satisfiable. Let M= 
<T;F ;U> be any minimal model of H where UPS.  Since T, F, and U are 
pairwise disjoint, M '= <T;Fw U;~> still satisfies every clause. But we have 
M' < M. This contradicts the minimality assumption of M. 
(ii) See Example 3.2. | 
The theorem means that if the implication symbol ~ is adequate for deductive 
databases and logic programs, the truth value undefined would never be needed. 
However, the employment of ~ would make it difficult to enforce a certain 
desirable reasoning pattern which is embodied in the second principle regarding 
justifiability of derived facts. We first define justifiability for logic programs. 
DEFINITION 4.2. Let H be a logic program. A three-valued model M= (T; F> 
o f / / i s  said to be justifiable iff every atom Q in T is justified in that there exists 
a clause 
Q ",-- C1, ..., Ck, 7B1,  ..., --1B m 
i n / / such  that {B1 ..... Bm} ~-F and CI, ..., Ck, k>~O, have already been justified. 
It is easy to see that for any two-valued model M, M is a stable model o f / / i f f  
M is a justifiable model of H. In fact, the Gelfond-Lifschitz's transformation can be 
extended to three-valued-models for deductive databases in a similar way. 
Let M = ( T; F> be a three-valued model of a DB/ / .  / / can  be transformed to 
a positive DB, denoted by HM,  as follows: (i) remove any -1B from the body of 
a clause if B e F, and (ii) remove the clauses with any negative literals in their 
bodies. 
A THREE-VALUED SEMANTICS 343 
A positive DB has at least one 2-valued minimal model. Thus we define 
DEFINITION 4.3. Let H be a DB. A three-valued model M = (T; F )  of 11 is said 
to be justifiable iff T is a two-valued minimal model o f / / i "  
PROPOSITION 4.2. For logic programs, Definition 4.3 is equivalent o Definition 
4.2. 
Proof Let M=(T;F )  be a model of a logic program 11. Suppose T is a 
minimal model of 11M. Since 11~ is a positive program, T is the least model of 11~t. 
Thus every atom in T is justifiable by Definition 4.2.. For the reverse, suppose that 
every atom in T is justifiable by Definition 4.2. Let P be the set of the clauses in 
H that are involved in justifying any atoms in T, and let P' be he set of the clauses 
in P with negative literals removed by the transformation. Clearly, P ' _  H i and T 
is the least model of the positive program P'. Since for any clause r ~ I IM-- P', r is 
not involved in justifying any atom in T, the body of r is false in T. Therefore, T 
is also the least model of Hi .  | 
THE PRINCIPAL OF JUSTIFIABILITY. For oriented clauses, the only interesting 
models are those that are justifiable. 
The principle of justifiability defined here is essentially the same concept as 
labeling-based justification in Doyle's truth maintenance system [4]. Justifiability 
requires that any positive conclusion be able to be demonstrated by the reasoning 
that follows the orientation of the rules, because this orientation reflects one's 
intuition about the way the reasoning should be performed. An atom can be 
assumed false if it leads to a consistent argument. It was shown in [29] that the 
unintuitive xtension in the Hanks-McDermott shooting problem [13] (also see 
[17]) resulted from a violation of this principle. 
Almost all logic program semantics obey the principle of justifiability. We 
summarize these results in the following proposition whose proof is straightforward. 
PROPOSITION 4.3. Let I I  be a DB. A two-valued model M of 11 is justifiable iff 
(a) it is the least model of 11 if 11 is a positive program; 
(b) it is a perfect model of 11 in the case that 11 is a stratified deductive 
database [19]; and 
(c) it is a stable model of 11 if 11 is a logic program. 
Furthermore, if 11 is a logic program, then the well-founded model of 11 is justifiable. 
Although a two-valued justifiable model of a program is automatically a minimal 
one, a three-valued justifiable model may not be a three-valued minimal model. As 
a proof of this claim, consider P = {a ~-b}, of which M= (~,  {b} ) is a justifiable 
model but not a three-valued minimal model. 
It now becomes clear that had we used the implication ~ in logic programs, 
justifiability would have forced certain programs, such as that in Example 3.2, to 
lose all their minimal models. This is the key reason why some logic programs fail 
to have a stable model. 
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5. THE REGULAR MODEL SEMANTICS 
In this section we define the regular model semantics for deductive databases and 
logic programs. 
DEFINITION 5.1. Let / /be  a DB and let X be the set of all justifiable models of 
/7. A three-valued model of H is said to be regular iff it is minimally undefined in 
Z. The regular model semantics o f /7  is defined by all the regular models o f / / .  
There are two reasoning modes based on regular models: brave reasoning with 
respect o some particular egular model or skeptical reasoning with respect o all 
regular models. 
EXAMPLE 5.1. The unique regular model in Example 3.1 is M 2. The unique 
model in Example 3.2 is regular. So are the first two minimal models in Example 3.3. 
EXAMPLE 5.2 (Przymusinski 1989 [24]). Consider the program: 
b +-- ~a  
c+-  --lb 
c+--a, "-lp 
p ~ -~q 
q+--b, -~p. 
The program's well-founded model is ({b}; (a ,c}) .  There are two regular 
models: M, = ({b,p};  {a, c, q})  and Mz= ({b, q}; {a, e ,p}) ,  both of which are 
two-valued and extensions of the well-founded model. In addition, their intersection 
coincides with the well-founded model. 
PROPOSITION 5.1. Every DB has at least one regular model 
Proof We first show that every DB/ /has  at least one justifiable model. Let /7 '  
be the set of the positive clauses in / /and  let T be a two-valued minimal model of 
H'. The three-valued interpretation (T; ~ ) is clearly justifiable. Thus we only need 
to show that (T;  ~ ) is a model o f / / .  For any clause r in / / - / / ' ,  the body of r 
is either false or undefined in (T;  ~5) and the head is either true or undefined in 
(T;  ~) .  In either case, the clause r is satisfied. Since < unda is a quasi-order on the 
set of justifiable models of the program over the domain HL, there always exists a 
regular model. | 
In the definition of regular model, there is not explicit requirement that a regular 
model be a three-valued minimal model. However, 
PROPOSITION 5.2. A regular model of a DB H is a three-valued minimal model 
ofri. 
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Proof  Let MR = (TR; FR) be a regular model of H. Assume there exists a 
model M= (T; F ) ,  such that M< MR, and show this leads to a contradiction. 
It suffices to consider two cases: (i) FRc  F and TR = T; (ii) T~ TR and FR ----- F. 
Case (i). FRc  F and TR = T. That FR ~ F implies H~tR ---- HM. Consider any 
clause r e Ha~-/ /Me.  Let r' be the counterpart of r in H (i.e., the clause before the 
transformation). Since M is a model of H, that r' is satisfied by M implies r is 
satisfied by M. It follows that r is also satisfied by T (i.e., changing all the undefined 
to false does not change the satisfiability of a clause). Thus, T is a model of H~.  
Since TR = T and TR is a minimal model of//MR, T is a minimal model of HMR. 
Then, from the fact that H~, R _~ HM and T is a model of HM, we have that T is also 
a minimal model of HM. Thus, M is regular model of/7. But M is less undefined 
than MR. This contradicts the assumption that MR is a regular model. 
Case (ii). T c TR and F R __ F. Clearly, since TR is a minimal model of HMR, 
T cannot be a model of HM. Then there exists a clause r in / /~  which is not 
satisfied by T. It can be easily verified that the counterpart of r in H is not satisfied 
by M, which contradicts the assumption that M is a model of H. | 
A question arises as to under what conditions a DB has only two-valued regular 
models. This question is answered in the next subsection. 
5.1. Program Properties under the Regular Model Semantics 
In this subsection we study program properties under the regular model 
semantics and show a major claim mentioned earlier that the undefined is needed 
only for programs in which an atom negatively depends upon itself. Although the 
results given here are also valid for deductive databases, we restrict our technical 
development to logic programs. 
The following definition defines a graph for a given program according to its 
syntactic structure. It has been called a dependency graph in the literature (see, for 
example, [1]). 
DEFINITION 5.2. Let H be a program. Define a directed graph G a of H over the 
set of the atoms in H L as follows: for each clause 
Q ~-- A 1 ..... A n, --qB 1 .... , -qB m 
in H, place a positive arc from Ai to Q, for 1 ~< i<.n; and place a negative arc from 
B; to Q, for 1 ~< i ~< m. A path from one atom to another thus consists of a number 
of positive arcs and a number of negative arcs. A path from an atom to itself is 
called cyclic if it does not contain any identical subpath. 
Note that a path obtained by composing sub-cyclic path(s) cannot be cyclic by 
our definition. This is to avoid ambiguity when referring to "a cyclic path from an 
atom to itself," because, by the above definition, no cyclic path from an atom may 
have the atom appear in between. 
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EXAMPLE 5.3. The graph Gn where H consists of 
b,,--Ta 
c~--Tb 
d,-- 7c  
a~d 
has a cyclic path with four arcs, three of which are negative. Because of the no 
repetition requirement, the cyclic path is the only one from a to itself on the graph. 
If a program is stratified or locally stratified [1, 9, 20], there will be no cyclic 
path with negative arcs in its graph. Otherwise, there will be only two types of 
cyclic paths, depending on whether the number of their negative arcs is even 
or odd. Surprisingly, this number plays an interesting role in the regular model 
semantics. 
DEFINITION 5.3. H is said to be self-contradictory if there exists in its graph a 
cyclic path on which the number of negative arcs is odd. Otherwise it is said to be 
self-contradiction free. 
The intuition behind self-contradiction is that if there is a cyclic path from an 
atom Q with an odd number of negative arcs, then it is possible that Q being 
assigned false (resp. true) could trigger the demand of assigning the value true (resp. 
false) to Q, resulting in a contradiction. In Example 5.3 above, for instance, if we 
assume a to be false, then b must be true and c must be false (c being true cannot 
be justified although it does yield a model); this requires a to be true. 
A more detailed examination of Example 5.2 shows that the program is self- 
contradiction-free. As we will show, it is this property that guarantees that the 
regular models of the program are two-valued. 
Before we show the main results of this subsection, we need one more definition 
regarding how ground atoms in a program can be arranged in a hierarchical 
fashion. 
DEFINITION 5.4. Let H be program. A stratification of H is a partial order ~< 
over subsets of HL, defined as follows: 
(i) every (ground) atom belongs to one and only one stratum; and 
(ii) two atoms A and B are in the same stratum if they are on a common 
cyclic path, or there exists an atom C such that A and C are in the same stratum 
and the same holds true for B and C; and these are the only atoms than can be in 
the same stratum. 
Let [B]  denote the stratum of an atom B. [A] is a lower stratum than [B], 
denoted by [A] ~< [B], iff there is a path from some atom in [A] to some atom 
in [B]. 
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A stratification is said to be well founded iff for every stratum [B], there exists 
[A] such that [A] ~< [B] and for any stratum [C], if [C]  ~< [A] then there are 
only positive arcs from atoms in [C]  to atoms in [A]. Such a stratum [A] is 
called a base in the partial order. 
The notion of stratification is well defined since it can be easily verified that 
given a program there always exists a stratification. A stratification may not be 
well founded, for example, the ground program instantiated from H= 
{p(O),p(x) +-- -qp(s(x))} does not have a well-founded stratification. 
The following proposition gives the main result of this subsection, which 
describes necessary conditions for a program to possess a nontrivial three-valued 
regular model and multiple regular models, respectively. 
THEOREM 5.3. Let H be a program with a well-founded stratification. 
(i) H has a nontrivial three-valued regular model only if there is a cyclic path 
in the graph o f /7  with an odd number of negative arcs. The reverse, however, is not 
true. 
(ii) H possesses more than one regular model only if there exists, in its graph 
G ~, a cyclic path with an even number of negative arcs. The reverse, however, is not 
true. 
Proof See the Appendix. | 
Equivalently, we can obtain the following sufficient conditions: for programs with 
a well-founded stratification, if there is no cyclic path in H's graph with an odd 
number of negative arcs, then all the regular models of H are two-valued; and if 
there is no cyclic path in H's graph with an even number of negative arcs, H has 
a unique regular model. 
While the condition on the existence of a well-founded stratification is absolutely 
needed for (ii), there is no evidence against eliminating this condition from (i). In 
our current proof, we have to reply on this requirement in order to have a basis to 
convert any three-valued justifiable model, stratum by stratum, to a two-valued 
justifiable model. We conjecture that this requirement can be removed from (i). 
The preceding syntactic haracterization f self-contradiction is not very accurate 
because the notion under consideration is actually a semantical one. We will further 
explore dynamic characterizations of a program in Subsection 5.4. 
We should mention that the condition for self-contradiction-free is undecidable in
the general case. There exists, however, at least one straightforward testable 
condition stronger than it. That is, define the graph of a program /7 over its 
predicate symbols instead of ground atoms. We therefore have a finite graph with 
a finite number of nodes and arcs. Then, nonexistence of a cyclic path with an odd 
number of negative arcs is a sufficient condition for being self-contradiction-free. 
This strengthening is also applicable to the condition for the existence of multiple 
regular models. 
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5.2. Relationship with the Well-Founded Semantics 
The well-founded model assigns the truth value false only to those atoms that are 
called unfounded [10] while the regular models allow negative literals to be 
assumed if such assumptions do not lead to any contradiction. As a matter of fact, 
atoms that are true (resp. false) in the well-founded model of a program H must 
be true (resp. false) in every regular model of H. 
TrI~OREM 5.4. Every regular model of a program H is an extension of the well- 
founded model of H. 
Proof See the Appendix. | 
Indeed, the regular model semantics i a refinement ofthe well-founded semantics 
with less atoms being treated as undefined. The following corollary directly follows 
from Theorem 5.4. 
COROLLARY 5.5. Let L" be the set of all regular models of a program H, and let 
N= ( TN; FN; UN) be the well-founded model of H. Let M= (TM; FM; UM) be the 
intersection of all regular models in S; i.e., M=Omi~rM~. Then, TN~_Tm and 
FN~FM. 
A proof-theoretic implication of these results is that, when dealing with queries 
composed of a conjuction of literals, any sound proof procedure with respect to the 
two-valued logic (see, for example, [26]) for the well-founded semantics i also 
sound for the regular model semantics. The completeness, however, is not preserved 
in general, because, as shown by the following two examples, the intersection of all 
regular models of a program need not be equivalent to its well-founded model. 
EXAMPLE 5.4. Let H consist of 
b ~ -Ta 
a 4-- -7b  
a <-- - l a .  
The only regular model is M1 =- ( {a}; {b} ), while the well-founded model is M2 = 
(~;  ~ ). The reason for the discrepancy is that the "second half" of the disjunctive 
information by the first two clauses, i.e., b is true and a is false, has been prevented 
from forming a model by a negatively depending upon itself. Note, however, that 
in any case the intersection of all regular models of a program H contains more 
information than the well-founded model of H. 
EXAMPLE 5.5 (Van Gelder 1988 [10]). Let H be 
b ,,- -T a 
a ~ -7b 
p~a 
p~b.  
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Its well-founded model has all atoms a, b, and p undefined while its two regular 
models are: M1= ({a,p}; {b}) and Mz=({b,p} ;  {a}), whose intersection is 
({p}; ~)  which is not even a justifiable model. This discrepancy stems from the 
inability of the well-founded approach to perform reasoning by cases. 
5.3. Relationship with Stable Models 
There is a one-to-one correspondence b tween two-valued regular models and 
stable models of a program. A nontrivial three-valued regular model corresponds to 
a "disappeared stable model" because of the existence of the "difficult-to-be- 
assigned" atoms. 
THEOREM 5.6. Any two-valued regular model of a program H is a stable model of 
17, and vice versa. Consequently, H does not have a stable model iff its regular models 
are all nontrivially three-valued. 
Proof It follows from the fact that for any two-valued model M, M is stable 
model iff it is justifiable. | 
Together with Theorem 5.3, we obtain a sufficient condition for the existence of 
a stable model. The condition can be considered syntactic as it is completely based 
on the structure of the given program. 
THEOREM 5.7. Let H be a program with a well-founded stratification. H has a 
stable model if  there is no cyclic path in the graph of H with an odd number of 
negative arcs. 
As mentioned at the outset of this paper, the reason for the non-existence of a 
stable model is because of "difficult-to-be-assigned" atoms. The effect of these atoms 
is global in the stable model semantics but local in the regular model semantics. 
This is illustrated in the following example. 
EXAMPLE 5.6 (Van Gelder, 1988 [10]). Consider 
b~ ~a 
a o- -qb 
P ~ -W 
p ~-- -qa .  
This program has two regular models: M~ = ({b,p}; {a}) and M2= ({a}; {b}). 
M~ is the unique stable model of the program while M2 describes a consistent 
explanation of the program by localizing the effect of the difficulty of assigning true 
or false to p. 
We now give the relationship among the well-founded, regular, and stable model 
semantics. 
571/49/2-15 
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THEOREM 5.8. Let Z be the set of all regular models of a program H and F the 
set of all its stable models. Assume further that F is nonempty. Let N= 
(T~v; FN; UN) be the well-foundedmodel of H, M= (TM; FM; UM) be the intersec- 
tion of all regular models in F, where Ts = (~Mi~rMi and Fs=HL-Uu i~rM i. 
Then, Tw ~_ TM ~_ T s and FN ~_ FM ~ Fs . 
Proof It follows from Theorems 5.5 and 5.6. | 
5.4. When Is Undefined Really Needed? 
We have seen that based on the justifiability principle, undefined is needed in 
order to avoid nonexistence of an intended model for some programs. The 
following theorem says that any nontrivial three-valued regular model must involve 
an undefined atom that occurs in a cyclic path of an odd number of negative arcs. 
THmREM 5.9. Let H be a program with a well-founded stratification and Grt its 
graph. Suppose that MR is a nontrivial three-valued regular model of H. Then, there 
is an atom which is undefined in the model and which is on a cyclic path with an odd 
number of negative arcs. 
Proof Assume that this is not true; i.e., all the atoms involved in some cyclic 
path are assigned either t or f. Then, there is always a way to assign t or f to the 
other undefined such that the resulting interpretation is a justifiable model (see the 
proof of part (i) of Theorem 5.3 in the Appendix for the claim). Since the resulting 
model is also two-valued, it must be less undefined than MR. This contradicts the 
assumption that MR is regular. Therefore, the statement in the theorem must 
hold. | 
COROLLARY 5.10. Let 17 be a program with a well-founded stratification. H 
possesses a stable model iff the atoms involved in any cyclic path with an odd number 
of negative ares are assigned t or f in every regular model of IL 
Proof It follows from Theorems 5.6 and 5.9. | 
The above corollary explains why the syntactic ondition given in Theorem 5.7 
is not accurate. 
EXAMPLE 5.7 (Lifschitz, 1988 [16]). Let H consist of 
p(1, 2) 
p(2, 1) 
q(x) ~- p(x, y), "-qq(y). 
This program is self-contradictory if instantiated over the entire Herbrand 
universe. However, it is impossible to get into the situation where we have 
q(1) +-- --nq(1) or q(2)+-- qq(2) (which would be the case if p(1, 1) or p(2, 2) were 
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true), resulting in either (or both) of them becoming undefined. The only two 
regular models are two-valued and therefore stable models: 
M1 = {p(1, 2),p(2, 1), q(1)} 
M2 = {p(1, 2),p(2, 1), q(2)}. 
Lifschitz [16] pointed out that one perhaps should not attempt o define a 
semantics for such a logic program based on selecting a single model. 
The implication of these results (plus the conjecture we made earlier in 
Subsection 5.1 about being able to remove the requirement of the existence of a 
well-founded stratification) is that the situation where an atom negatively depends 
upon itself dynamically, possibly in a cascaded fashion, in the only cause for the 
need of the undefined. Taking, for example, the two-person game program from [10]): 
win(y) ~ -1 win(x), move(x, y). 
The situation where an atom negatively depends on itself may arise only when no 
move is allowed, i.e., move(x, x) is true for some x in some regular model. In that 
case, however, the clause can no longer justify a winner according to the principle 
of justifiability. It is debatable whether the intuitive reading of the clause verifies 
winner(x), or yields the conclusion that a draw has been reached. It appears that 
programs lying outside this condition are often unclear in their intended semantics, 
if not completely ambiguous. 
APPENDIX 
We first introduce the concept of quasi-clause and then show that every program 
has an equivalent quasi-clause program. In addition to having subbstantially 
simplified the proofs needed in this paper, the material presented here is of interest 
in its own right. 
6.1. Quasi-Clause Programs 
DEFINITION 6.1. A clause is said to be a quasi-clause if no positive literals appear 
in the body. It is otherwise called a non-quasi-clause. A program is said to be a 
quasi-clause program if all the clauses therein are quasi-clauses. 
We have seen that the well-founded, stable, and regular model semantics all 
require the justifiability principle. Justifiability can be equivalently described as 
repeatedly reducing positive atoms in the body of a clause using all their definition 
clauses. A reduced clause where a positive atom either cannot be further educed or 
is involved in some infinite reduction process without being able to be fully 
reduced should then be disregarded. The following definition describes a reduction 
procedure for generally non-ground logic programs. 
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DEFINITION 6.2. Let / /be  a (ground or nonground) logic program. Let R be a 
selection rule such that, given a conjuction of literals, it always selects a positive 
literal therein; R is not applicable if the conjunction contains only negative literals. 
Let C be a clause in H. A quasi-tree for clause C is built as follows. The nodes 
of the tree are clauses. The immediate descendent nodes of a node Q ~ A1, ..., An, 
-qB1, ..., --nBm are obtained by resolving with a positive literal A,., selected by R, for 
each of the definition clauses D~L1,  ..., Lk in H of A i such that D and Ai are 
unifiable with o being the most general unifier. That is, a descendent ode is of the 
form 
aQ e--a(Aa ..... Ai_ I ,  L1 .... , Lk, Ai+ l ..... An,-nB1 . . . . .  -qOm). 
A branch in the tree is either infinite or ends with a leaf node. A leaf node is 
either a quasi-clause or a non-quasi-clause. (A non-quasi-clause leaf node therefore 
contains at least one positive literal that cannot be further resolved upon.) Let F 
be the set of all quasi-clause l af nodes and 
H'=n-  
/ / '  is called a reduced program o f / / .  Such reduction is repeatedly performed for 
each of the remaining non-quasi-classes in H'. When all clauses have been reduced, 
the resulting program contains only quasi-clauses and is denoted as QUA(H).  
EXA~VL~ 6.1. Consider the program in Example 5.3 again: 
b+---ha 
c *-- -~b 
d ~ "-ne 
a~d.  
The positive atom d in the last clause can be reduced by using the third rule, 
resulting in the transformed program: 
b ~ -na 
c~-~b 
d ,-- "-nc 
a +-- - - lC ,  
Note that a quasi-tree actually describes the first part of the proof procedures in 
[24, 25] (also see [27]) for the well-founded semantics; i.e., the positive literals in 
a goal are always resolved before the negative literals in the goal, and if some 
positive literal therein cannot be resolved to the empty clause, the goal fails and its 
truth value is false. 
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The idea of quasi-clauses should be traced back to the method of fixpoint 
completion, introduced by Dung and Kanchanasut [5], who provided an elegant 
bottom-up version of the above described transformation (plus an application of 
predicate completion) and showed precisely the difference between the completion 
semantics and minimal model-based semantics uch as the stable model semantics. 
6.2. Relation between Well-Founded and Fitting-Kunen Semantics 
We show two results in this subsection: (i) for quasi clause programs, the well- 
founded model coincides with the least fixpoint of the Fitting-Kunen operator 
[-8, 151, and (ii) a program and its quasi-clause program have the same well- 
founded model. 
The Fitting-Kunen operator computes both positive and negative atoms directly 
from previously known positive and negative facts. Their operator is monotonic, 
and thus the least fixpoint exists. 
The fact that Przymusinski's operator I (see Subsection 2.2.1) is the same 
mapping as that of Fitting and Kunen's for quasi-clause programs is shown as 
follows. First, because no positive literals appear in the body of any clause, the 
mappings Tx and ¢~i n Prymusinski's framework reduce to 
T( < T; F> ) 
= {A [ there xists a clause A +-- -7 CI A .-. A --I C, such that Ci are in F}; 
q)(<T; F>) 
= {A l for every clause A +-- -ICI A .-. A --I Cn, there exists a Cj ~ T}. 
These two operators can be easily merged into a single operator: 
Ir~(< T; F>) = <T'; F'>, 
where 
T'= Tu  T( ( T; F)  ) and F'= Fu  o~( T; F> ). 
Now, it can be seen that the two iterative processes in Przymusinski's formalism, 
first by repeatedly applying Tt and q~i and then by I, is equivalent to the following 
iterative process: 
I~n°= (~;  ~)  and --H[Tn+I = iiT(i Tnn). 
The operator I/~ defined above is exactly the same as the Fitting-Kunen operator. 
We therefore have shown: 
PROPOSITION 6.1. Let II be a quasi-clause program. Then, the Fitting-Kunen 
operator Irz coincides with Przymusinskfs operator I. Therefore, the least fixpoint 
computed by the former is the well-founded model of H. 
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It should be clear from the definitions that the quasi-clause transformation 
described in Subsection 6.1 has no effect on the atoms that are true or false in the 
well-founded model of program / /  (see Subsection 2.2.1); i.e., an atom Q is true 
(resp. false) in the well-founded model of H iff it is true (resp. false) in the well- 
founded model of QUA(H). We thus have the following proposition: 
PROPOSITION 6.2. Let H be a program and Q UA(H) be its quasi-clause program. 
Then, the well-founded model of H coincides with the well-founded model of Q UA(H). 
6.3. Relation between H and QUA(H) 
We now explain in what sense a transformed quasi-clause program is equivalent 
to its original one. One small technical problem is that a model of QUA(H) may 
not necessarily be a model of/7, because of the disappeared atoms. 
EXAMPLE 6.2. Let H= {b~- -na ;d~c,  b}. Then, QUA(H)= {b,.-- -ha} with 
both c and d disappearing. Although interpretation ( {b, e}; {a, d})  is a model of 
QUA(H), it is not a model of H because the assignment of c and d does not satisfy 
H though it does satisfy QUA(H). 
DEFINITION 6.3. A model of QUA(H) is a three-valued interpretation M= 
(T; F )  of H such that every clause in QUA(H) is satisfied in M, and for the subset 
M' of M which interprets those predicates in H but not in QUA(H), there is a 
model M" of H such that M' ~ M". 
The definition says that the predicates that are in H but not in QUA(H) should 
be interpreted, in a model of QUA(H), to satisfy H. 
PROPOSITION 6.3. Let H be a program and QUA(H) its quasi-clause program. 
Then, 
(i) QUA(H) and H have the same set of models; and therefore the same set 
of minimal models; and 
(ii) QUA(H) and H have the same set of justifiable models; in particular, they 
have the same set of stable models, and the same set of regular models. 
Proof It is clear that any model of H is a model of QUA(H). The reverse is 
guaranteed by Definition 6.3. This proves (i). It is also clear that the transformation 
defined in Definition 6.2 does not change justifiability; in particular, the deleted 
non-quasi-clauses in a quasi-tree cannot be used to justify any atom. This 
proves (ii). | 
Now, as far as cyclic paths are concerned, it can be seen that any cyclic path in 
the graph of QUA(H) must be a projection of a cyclic path in the graph of H with 
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all positive arcs removed. For example, consider Example 6.1 again. The cyclic path 
from a to itself in G~v~(rz), where QUA(H) is 
b~ Ta 
c ~ -nb 
d~ ~c  
a <-- -Ic, 
is a projection from that in GH with the positive arc removed. In general, however, 
a cyclic path in G/z may disappear in GQuA(n) due to the removal of positive arcs. 
The following definition makes this precise. 
DEFINITION 6.4. Let A -~ B denote a negative arc from node A to node B in a 
graph, and let A -~ C denote zero or more positive arcs from A to C. 
Let Lp and Lp, be two paths in two graphs, respectively. Lp, is said to be a 
projection of Lp if Lp, can be obtained by replacing one or more subpath(s) of the 
form A--~ B---~ C or A -~ B~-~ C with A -~ C. The projection relation is 
reflexive and transitive. That is, any cyclic path Lp is its own projection; and if Lp 
is a projection of Lp, and Lp, a projection of Lp., then Lp is a projection of Lp,,. 
The following proposition directly follows from the preceding definition and the 
definition of the quasi-clause transformation. 
PROPOSITION 6.4. Let H be a program and QUA(H) its quasi-clause program. 
Then, any cyclic path in the graph of QUA(H) consists of negative arcs only and 
must be a projection of a cyclic path in the graph of H. 
Finally, it can be easily verified that a program H has a well-founded stratifica- 
tion iff QUA(H) has a well-founded stratification. Because of this and Propositions 
6.2, 6.3, and 6.4, it is sufficient to carry out our proofs only for quasi-clause 
programs. From now on, when we say a program, we mean a countable set of 
ground quasi-clauses which may well be infinite. 
6.4. Proof of Theorem 5.3 
To capture the effect of a cyclic path in the graph of a program, we can 
manipulate the program clauses as follows: for any two consecutive arcs from C1 
to A via B1 in the graph and their corresponding clauses, 
A ~ 7 B1, ..., ~ B. l 
B1 ~ -nC1, ..., -7 C~2, 
replace B 1 in the first clause by the body of the second. The body of the resulting 
clause is then equivalent to a disjunctive normal form, 
A ~ (F A C1) v . . .  v (F A C~2), 
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where F = -n B2 A .-. A -7 Bn~. We will call this reduction process and its repeated 
applications backward reduction on A and B 1 a connecting atom of A. Backward 
reduction may be simultaneously applied to each applicable connecting atom using 
a definition clause of the atom. We call this parallel backward reduction. Note that 
each backward reduction sequence corresponds to a path in the graph. Thus, for 
every cyclic path there is a backward reduction sequence. 
LEMMA 6.5. Let H be a quasi-clause program. Consider any path from an atom 
B to an atom A of length n that has no B appear in between or in the body of any 
definition clause of A. I f  n is an even number, then backward reduction on A along 
the path yields a formula 
A,--M, 
where M is a disjunctive normal form in which B appears positively; if n is odd, then 
backward reduction on A along the path yields a formula 
A ,--N, 
which B appears negatively. 
number of arcs on a path. 
where N is a disjunctive normal form in 
Proof By an easy induction on the I 
This lemma explains why an atom might be "difficult-to-be-assigned" if it is 
involved in a cyclic path with an odd number of negative arcs. In that case, we will 
get a formula of the form 
A~(O 1A ~A)  vOa,  
where O 1 and O 2 are some formulas. If {92 is false and {~1 is true, we then virtually 
have A ~ -qA. If A cannot be justified by some other clause, than A can neither be 
true nor false by the justifiability principle, and thus it has to be undefined. 
The next lemma says that any atom involved in some cyclic path in its graph can 
be represented equivalently in a certain form through the use of parallel backward 
reduction. Let us first see an example. 
EXaMVLE 6.3. Consider the following program 
b*-- -nc, -ha 
a ~ ~d,  - lb  
d~ --ha, "~e 
e ~ -lb. 
This program has a well-founded stratification: the stratum at the bottom is {c} 
and the next higher stratum contains all the rest of the atoms. Consider parallel 
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backward reduction on b with respect to the two cyclic paths issuing from 
b:{b ,a ,b}  and {b,e,d,a ,b}.  The clause b~e, -~a is first reduced to b,-- 
(-nc A d) v ( - lc  A b). The reduction with respect o the first cyclic part is done 
and is represented by the second conjunct. This clause is further reduced, with 
respect o the second cyclic path, to b +- (-7c/x -7a/x 7e)  v (-7c/x b) and then to 
b *-- (-nc/x - la /x  b) v (-7c/x b). Note that b appears in each of the conjuncts. Note 
also that there are alternatively cyclic paths issuing from b which can make b 
appear in both conjuncts. 
In general, a connecting atom may have more than one definition clause and thus 
parallel backward reduction should be applied using all alternative definition 
clauses. For the purpose of justifiability, we can combine all the definition clauses 
of an atom A~O1,  A~O2 .... , and A~-On, into one with a disjunctive body 
A ~ O1 v ... v O,,. We assume in the following lemma that when parallel back- 
ward reduction is applied such a conversion is implied implicitly. 
LEMMA 6.6. Let H be a quasi-clause program. Let [A] be a stratum in a 
stratification of H which contains cyclic paths with an even number of negative arcs 
only. Then, there exists a parallel reduction sequence with respect o some cyclic paths 
issuing from A, which yields a formula A ~ M such that M is a disjunctive normal 
form where A appears only positively and appears once in each of the conjuncts in 
which an atom from [A] appears. 
Proof By Lemma 6.5, if A does not appear negatively in a definition clause of 
A, the backward reduction with respect to a single cyclic path, starting from A, with 
an even number of negative arcs results in a formula in the disjunctive normal form, 
where A appears only positively. So, A cannot possibly appear negatively in the 
formula. Let M= F1 v ... v F,.  If some conjunct Fk in M contains an atom 
Q E [A ] and has no A appearing in it, then the parallel backward reduction is not 
completed because, by the definition of a stratum, there is a path from A to Q and 
a path from Q to A. | 
We are now ready to prove Theorem 5.3. 
THEOREM 5.3. Let H be a countable set of ground quasi-clauses with a well- 
founded stratification. 
(i) H has a nontrivial three-valued regular model only if there is a cyclic path 
in the graph of H with an odd number of negative arcs. The reverse is not true. 
(ii) H possesses more than one regular model only if there exists, in its 
graph G jr, a cyclic path with an even number of negative arcs. The reverse is not 
true. 
Proof of (i). We show that if there is no cyclic path in the graph of H with an 
odd number of negative arcs, then every regular model of H is two-valued. We 
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show this by constructing a two-valued model from an arbitrary three-valued 
justifiable model such that the two-valued is less undefined than the three-valued. 
Let Ms= (Tj ;F j ;  Uj)  be a justifiable model of H. Assume there is no cyclic 
path in Giz with an odd number of negative arcs. We show that there exists an 
assignment of t or f to any A in Uj such that the resulting interpretation is a 
justifiable model of H. 
Given a well-founded stratification of H, we proceed the assignment of the 
undefined as follows. If [A] <~ [B], then the assignment of the undefined in [A] is 
done before those in [B]. Since the stratification is well founded, this is always 
possible. Thus, when the undefined in [B] are being assigned, all the atoms in 
lower strata have already been assigned. 
For each stratum that contains the undefined, the assignment of the atoms not 
involved in any cyclic path is straightforward because of the lower strata have 
already been assigned. (These atoms are undefined simply because some of their 
definition clauses contain at least one undefined atom from a lower stratum.) 
Otherwise, for each undefined atom A in the current stratum that is involved in 
some cyclic path, apply parallel backward reduction with respect o all the cyclic 
paths in which it is involved. By Lemma 6.6, we will get a formula A ~ M such that 
M is a disjunctive normal form where A appears only positively and appears at 
least in each of the conjuncts in which an atom from [A] appears. Clearly, a 
conjunct that does not contain A consists of atoms all of which are from some 
lower strata and thus are already assigned. Now, let A1 ..... Am be the unassigned 
atoms in the current stratum. We thus have the formulas: 
A1 +-- M1, A2 ~ M2 . . . . .  A m ~ M,~. 
The assignment of these Ai's can proceed sequentially in an arbitrary order in the 
following way: if a conjunct in the body of Ai ~ Mi evaluates to true in the current 
interpretation (under construction), then assign t to Ai; otherwise assign f to Ai. 
By a straightforward induction over the strata in the stratification, we can show 
that, for every i, (i) every undefined will be assigned t or f, (ii) all the program 
clauses involving an undefined atom A i will be satisfied after the assignment, and 
(iii) if an undefined atom A~ is assigned t this way; then A being true is justifiable 
simply because backward reduction preserves justifiability. Thus, the resulting 
two-valued interpretation is a justifiable model of F/. 
To show that the reverse is not true, consider program P= {a ~-;b ~ ~a,  --nb}. 
There is, in its graph, a cyclic path with one negative arc. However, it has a unique 
regular model with an empty set of the undefined: ({a}; {b} ). This completes the 
proof of (i). 
Proof of (ii). Let MR1= (TR1;FR1) and MR2-----(TR2;FR2) be two distinct 
regular models o f / / .  Then, there exists an atom Q such that either Q ~ TR1 and 
Q ¢ T~ 2 or Q e FR~ and Q ¢ FR2. We show the first case and omit the second as it 
is similar. 
Since Q~TR~, there is a clause Q~ ~B1 ..... --qBn, n>~0, such that B~eFR~, for 
each i ~< n. Hence, for each Bi and each definition clause B~ ~ --1 CI,..., -n Ck, there 
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exists Cj ~ TR1, 1 ~< j ~< k. This argument continues for each of these Cj and so on. 
Eventually we will face two situations: no involvement of any cyclic path and 
otherwise. 
Case 1. No cyclic path reaching Q. In this case, because of the existence of 
a well-founded stratification, eventually a true atom D is justified by a clause with 
an empty body, or by a set of literals {-~D1 ..... --nD,} such that each D; therein 
is in a base stratum and therefore should be false. Thus, Q must be true in every 
regular model; this contradicts the assumption Q ¢ TR2. Hence, this case is not 
possible. 
Existence of a cyclic path reaching Q. Such a cyclic path is of the Case 2. 
form: 
Ao~ . . ' ,  - -qA1 ,  . "  
Az ~ ..-, - -qA2,  . . -  
Aq~ .. . ,  ~Ao,  "" ,  
such that, for every i<<.q, i fA~ TR1 then A~+I ~FR1, modulo q, and there is a path 
(of length 0 or more) from Ao to Q. Clearly, this would not have been possible if 
q were an odd number, because in that case, A i ~ TR1 would require Ag ~ FR1. There- 
fore, q must be an even number. See Example 5.2 for the falsity of the reverse. | 
6.5. Proof of Theorem 5.4 
THEOREM 5.4. Every regular model of a program 11 is an extension of  the 
well-founded model of H. 
To prove this claim, we need the following two lemmas. 
LEMMA 6.7. Let M w = ( Tw; Fw)  be the well-founded model of a program 11 and 
MR = ( TR; FR)  a regular model of 11. Then, T w c~ F R = TR c~ Fw = ~.  
Proof We prove that T w n FR = ~ by assuming that there is Q ~ Tw n F R and 
showing that this will lead to a contradiction. The proof of TR c~ Fw = ~Z~ is similar 
and thus omitted. 
Since Q~ Tw and Mw is justifiable, there exists a clause Q ~ -qB 1 ..... 7Bn in / /  
such that B i ~ F w for all i ~< n. Again, by the definition of fixpoint computation of 
well-founded model, for each clause B; ~ --7 C1, ..., --1 Ck, there exists Cj E Tw, and 
SO on .  
Since there are only finite steps in justifying any atom, eventually, by the 
coincidence of the well-founded model and the least fixpoint of the Fitting-Kunen 
operator (Proposition 6.1), such a BiEF  ~ is one that has no definition clause and 
such a Cj ~ Tw is just a clause. 
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Now consider the same justification sequence above for MR. Since Q ~ FR, at 
least one of the Bi's above must be in TR, in order to satisfy the clause. Since MR 
is justifiable, there is at least one of the clauses B~ ~ ~ C1, ..., --7 Ck such that Cj s FR 
for all j ~< k. However, the justification sequence for Q E Tw has led to the situation 
where such a Bi e FR is one that has no definition clause and such a Cj is just a 
clause. Thus MR cannot be a justifiable model. | 
LEMMA 6.8. Let M w = ( Tw; Fw) be the well-founded model of a program H and 
MR = (TR; FR) a regular model of H. Then, Mw~ M R is a model of H. 
Proof We show that if a clause in H is satisfied by both M w and MR, 
respectively, then it is also satisfied by Mwu MR. 
By Lemma 6.7, we only need to consider three ways that a clause is satisfied in 
Mw or in Me,  respectively: t ,'--u, u ~ f, and u ~ u. That is, only the undefined in 
Mw or in MR may change (to true or false) in their union. 
The first two eases are trivially satisfied no matter how u is changed. For the 
third case u ~ u, the only possibilities that the clause can become unsatisfied are: 
u ~- t, f ~ t, and u ~ f. By Lemma 6.7 again, it is easy to see that none of them is 
possible. Since every clause in H is satisfied by Mww MR, Mwu MR is therefore 
a model of H. | 
Proof of Theorem 5.4. Let Mw= (Tw; Fw) be the well-founded model of a 
program H and MR = ( TR; FR) a regular model of H. Assume that MR is not an 
extension of Mw. First, by Lemma 6.8, Mw u MR is a model of H. Using Lemma 
6.7, it is straightforward to show that any atom in TR or in Tw is justifiable 
in MR UMw. Thus, MwwMR is a justifiable model of H. However, Mw~MR 
<undef MR. This contradicts the assumption that M R is regular. Therefore, MR 
must be an extension of Mw. I 
REFERENCES 
1. K. APT, H. BLAIR, AND A. WALKER, Towards a theory of declarative knowledge, in "Foundations 
of Deductive Databases and Logic Programming" (J. Minker, Ed.), pp. 89-148, Morgan Kaufman, 
Los Altos, CA, 1988. 
2. F. BR¥, Logic programming as constructivism: A formalization and its application to databases, in
"Proceedings, 8th ACM PODS, 1989," pp. 34--50. 
3. K. CLARK, Negation as failure, in "Logic and Databases" (H. Gallaire and J. Minker, Eds.), 
pp. 193-322, Plenum, New York, 1978. 
4. J. DOYLE, A truth maintenance system, Arti f  IntelL 12 (1979), 231-272. 
5. P. DUNG AND K. KANCHANASUT, A fixpoint approach to declarative semantics of logic programs, in 
"Proceedings North American Conference on Logic Programming" (E. Lust and R. Overbeek, Eds.), 
pp. 604-625, MIT Cambridge, MA, 1989. 
6. P. DUNG, Negations as hypotheses: An abduetive foundation for logic programming, in 
"Proceedings, 8th International Conference on Logic Programming," pp. 3-17, MIT Press, 
Cambridge, MA, 1991. 
7. M. VAN EMDEN AND R. KOWALSKI, The semantics of predicate logic as a programming language, 
J. Assoc. Comput. Mach. 2, No. 1 (1976), 733-742. 
A THREE-VALUED SEMANTICS 361 
8. M. FITTING, A Kripke-Kleene semantics for logic programs, J. Logic Programming 2, No. 4 (1985), 
295-312. 
9. A. VAN GELDER, Negation as failure using tight derivations for general logic programs, in 
"Foundations of Deductive Databases and Logic Programming" (J. Minker, Ed.), pp. 149-176, 
Morgan Kaufman, Los Altos, CA, 1988. 
10. A. VAN GELDER, K. Ross, AND J. SCHLIPF, Unfounded sets and well-founded semantics for general 
logic programs, in "Proceedings, 7th ACM PODS, 1988," pp. 221-230. 
11. A. VAN GELDZR, The alternating fixpoint of logic programs with negation, in "Proceedings, 8th 
ACM PODS, 1989," pp. 1-10. 
12. M. GELFOND AND V. LIFSCHITZ, The stable model semantics for logic programming, in "Proceedings, 
5th Symposium/Conference on Logic Programming" (R. A. Kowalski and K. A. Bowen, Eds.), 
pp. 1070-1080, MIT Press, Cambridge, MA, 1988. 
13. S. HANKS AND D. MCDERMOTT, Nonmonotonic logic and temporal projection, Artif Intell. 33 
(1987), 379-412. 
14. S. KLEENE, "Introduction to Metamathematics," Wolters-Noordhoff, New York, 1971. 
15. K. KUNEN, Negation in logic programming, J. Logic Programming 4, No. 4 (1987), 289-308. 
16. V. LIFSCHITZ, On the declarative semantics of logic programs with negation, in "Foundations of 
Deductive Databases and Logic Programming" (J. Minker, Ed.), pp. 177-192, Morgan Kaufman, 
Los Altos, CA, 1988. 
17. P. MORRIS, The anomalous extension problem in default-reasoning, Artif. Intell. (1988), 383-399. 
18. H. PRZYMUSINSKA AND T. PRZYMUSlNSKI, Weakly perfect model semantics for logic programs, in 
"Proceedings, 5th Symposium/Conference on Logic Programming" (R. A. Kowalski and K. A. 
Bowen, Eds.), pp. 1106-1120, MIT Press, Cambridge, MA, 1988. 
19. T. PRZYMUSlNSKI, On the declarative semantics of deductive databases and logic programs, in 
"Foundations of Deductive Databases and Logic Programming" (J. Minker, Ed.), pp. 193-216, 
Morgan Kaufman, Los Altos, CA, 1988. 
20. T. PRZYMUSlNSKI, Perfect model semantics, in "Proceedings, 5th Symposium/Conference on Logic 
Programming" (R. A. Kowalski and K. A. Bowen, Eds.), pp. 1080-1096, MIT Press, Cambridge, 
MA, 1988. 
21. T. PRZYMUSINSKI, An algorithm to compute circumscription, Artif. lntell. 38 (1989), 47-73. 
22. T. pRZY~rUSINSKI, Three-valued formalizations ofnon-monotonic reasoning and logic programming, 
in "Proceedings, First Int'l Conference on Principle of Knowledge, Representation, and Reasoning," 
pp. 341-348, Morgan Kaufmann, Los Altos, CA, 1989. 
23. T. PRZYMUSINSKI, On the declarative and procedural semantics of logic programs, J. Automat. 
Reasoning 5, No. 2 (1989). 
24. T. PRZYMUSINSKI, Every logic program has a natural stratification and an iterated/east fixed point 
model, in "Proceedings, the 8th ACM PODS, 1989," pp. 11-21. 
25. K. Ross, A Procedural semantics for well founded negation in logic programs, in "Proceedings, 8th 
ACM PODS, 1989, pp. 22-33. 
26. K. Ross, Modular stratificatin and magic sets for DATALOG programs with negation, in 
"Proceedings, 9th ACM PODS, 1990, pp. 161-171. 
27. J. SCHLII'F, The expressive powers of the logic programming semantics, in "Proceedings, 9th ACM 
PODS, 1990," pp. 196-204. 
28. J. SI-~PrmRSON, egation in logic programs, in "Foundations of Deductive Databases and Logic 
Programming" (J. Minker, Ed.), pp. 19-88, Morgan Kaufman, Los Altos, CA, 1988. 
29. J. You AND L. LI, Supported circumscription and its relation to logic programming with negation, 
in "Proceedings, North American Conference on Logic Programming," pp. 291-312, MIT Press, 
Cambridge, MA, 1989. 
30. J. You AND L. Yt:AN, Three-valued formalization of logic programming: Is it needed?, in 
"Proceedings, 9th ACM PODS, April 1990,' pp. 172-182. 
31. L. YUAN AND J. YOU, Discriminant circumscription, in "Proceedings, 10th Conference on 
Foundations of Software Technology and Theoretical Computer Science," Lect. Notes in Comput. 
Sci., Vol. 472, pp. 21-32, Springer-Verlag, New York/Berlin, 1991. 
