Introduction
making it possible to characterize the relationships of subpopulations across different samples sense of the data with current data analysis tools. Could we extract shared information that allows us to interpret cross-sample similarities 1 7 2 and differences? To ameliorate these difficulties, we have designed an alternative approach that 1 7 3 is effective in the presence of substantial systematic between-sample variation. In this approach, 1 7 4 each sample is analyzed separately (by PAC) to discover within-sample subpopulations. Over-1 7 5 partitioning in this step is allowed in order not to miss small subpopulations in high dimension 1 7 6 due to lack of prior knowledge. The subpopulations from all samples are then compared to each 1 7 7 other based on a pairwise dissimilarity measure designed to capture the differences in within- among the subpopulations. The resulting tree of subpopulations is then used to guide the merging 1 8 1 of subpopulations from the same sample, and to establish linkage of related subpopulations from 1 8 2 different samples. We note that the design of a dissimilarity measure (Materials and Methods) 1 8 3 that is not sensitive to systematic sample-to-sample variation is a novel aspect of our approach. The merging of subpopulations from the same sample is also important, as it offers a way to 1 8 5 consolidate any over-partitioning that may have occurred during the initial PAC analysis of each 1 8 6 sample. We emphasize that, as with the usage of all statistical methods, the user must utilize 1 8 7 samples or datasets that are considered as good as possible; interpretation of the analysis results 1 8 8 rely on the researchers to collect data with validated reagents for all samples. Appropriate initialization of clustering is very important for eventually finding the 1 9 2 optimal clustering labels; PAC works well because the implicit density estimation procedure F-measure is calculated using the original hand-gate labels and the estimated labels generated by 2 3 3 each analysis method. The true-positives are found if the methods assign the same labels to 2 3 4 points belonging to the same subpopulation in the hand-gated data. The more true-positives 2 3 5 found, the higher the F-measure, which ranges from 0 to 1, with 1 being the highest. Partition-2 3 6
based methods perform consistently well on data ranging from 5 to 39 dimensions. In the 2 3 7 simulations, d-PAC and b-PAC perform just as well or better than flowMeans and SPADE. dataset and expert gating strategy are the same as described earlier [12] . Note that in the flow 2 5 4 cytometry data, the computed F-measures are slightly lower than that reported in FlowCAP; this 2 5 5
is due to the difference in the definition of F-measures. Overall, the PAC outperforms 2 5 6 flowMeans and SPADE by consistently obtaining higher F-measures (Table 1 ). In particular, in 2 5 7
the CyTOF data example, PAC generated significantly higher F-measures (greater than 0.82) 2 5 8 than flowMeans and SPADE (0.59 and 0.53, respectively). In addition, PAC gives higher overall 2 5 9
subpopulation-specific purities (S2b Fig and S1 hand-gating results in this large data set confirms the practical utility of the methodology. Separate-then-combine outperforms pool approach when batch effect is present 2 6 5
It is natural to analyze samples separately then combine the subpopulation features for We introduce Multiple Alignments of Networks to resolve the management issue 2 7 3 surrounding the organization of homogeneous clusters found in the PAC step ( Fig 5) . First, we 2 7 4 consider the overlapping scenario (Fig 6a) . When viewed together in the merged sample, the hints that multiple subpopulations are present (Fig 6c) . Despite these hints, it would not be 2 7 9 possible to say whether the shadowed subpopulations relate in any way to other distinct 2 8 0 subpopulations. are similar or the same. If the same sample has multiple networks in the same clade, then these 2 8 7
networks are merged (black box around same cards). (c) PAC could be used to discover more subpopulations, however, the hints of the present of 2 9 4
another subpopulation do not help to resolve the batch effect. PAC-MAN resolves the overlapping issue by analyzing the samples separately ( Fig 7) . In the case in which we do not know a priori the number of true subpopulations, we learn three alignment process, all the subpopulations can be resolved (Fig 8b) . in (a). Networks can be grouped by similarities to organize the subpopulations across samples;
the alignment is based on Jaccard dissimilarity network structure characterization matrix;
We use the recently published mouse tissue dataset[11] to illustrate the multi-sample data 3 7 0 analysis pipeline. The processed dataset contains a total of more than 13 million cell events in 10 3 7 1 different tissue samples, and 39 markers per event (S2 Table) . The original research results 3 7 2 centered on subpopulations discovered from hand-gating the bone marrow tissue data to find useful information from the data remains hidden; a larger dataset would make it infeasible to cell types represent the whole immune system?
In contrast to the one-sample perspective, using d-PAC-MAN, the fastest approach by 3 8 1 our comparison results, we can perform subpopulation discovery for each sample automatically data points takes about one hour to complete, which is much faster than alternative methods. With multi-threading and parallel processing, the data analysis procedure can be completed very Lymph Node, and Liver samples. Each t-sne plot was generated using 10,000 randomly drawn The cell type clades are the representative subpopulations for the entire dataset, and they 4 2 0 could either be present across samples or in one sample alone. Their distribution is visualized by 4 2 1 a heatmap (Fig 14) . While the bone marrow sample contains many cell types, only a subset of as the reference point leaves much information unlocked in the dataset. Therefore, the data sample has few clades shared with other samples, which may be due to its functional specificity. Physiologically similar samples share more clades. To compare the network and means approaches with PAC-MAN, we study the F-measure To illustrate the assignment purities, the p-measures are computed for the following two 4 4 9
cases. 1) Network clade assignment is the basis (network-justified), similar to the ground truth in 4 5 0 the clustering comparisons previously; or 2) means clade assignment is the basis (means-4 5 1 justified) (S4 Table) . P-measure cutoff is set at 0.3 (to remove unreliable comparisons) to obtain 4 5 2 purer clade assignments. In the network-justified case, PAC subpopulations with more than 0.3 1 6 Conclusion 4 9 9 5 0 0
We have presented the PAC-MAN data analysis pipeline. This pipeline was designed to 5 0 1 remove major roadblocks in the utilization of existing and future CyTOF datasets. First, we 5 0 2 established a quick and accurate clustering method that closely matches expert gating results; field to harvest information from the increasing amount of CyTOF data available. It is important 5 0 7
to standardize multi-sample data analysis with automation so that discoveries based on multi-5 0 8
sample CyTOF datasets from different laboratories do not depend on the experts' manual gating 5 0 9
strategies and the grouping of subpopulations that is constrained by non-systematic 5 1 0
computations. Furthermore, due to PAC-MAN's generality, this pipeline can be utilized to 5 1 1 analyze large datasets of high-dimension beyond the cytometry field. from the original data. 2) Post-processing: A small number (m) of k-mean iterations is applied to the rectangle-based 5 1 9
clusters from the partitioning, where m is a user-specified number. We used m=50 in our
examples. After this k-means refinement, we merge the N clusters hierarchically until the desired 5 2 1 number of clusters (this number is user-specified) is reached. The merging is based on a given 5 2 2 distance metric for clusters. In the current implementation, we use the same distant metric as in process, the two clusters having the smallest pairwise distance will be merged together into one 5 2 8
cluster. d-PAC is based on the discrepancy density estimation (DSP) [7] . Discrepancy, which is 5 3 5
widely used in the analysis of Quasi-Monte Carlo methods, is a metric for the uniformity of points within each rectangle is higher than some pre-specified threshold. The dimension and the when computing the sampling probabilities for the next partition and does not do resampling ( Fig   5  4  7 1b). In other words, it compensates the loss from not performing resampling with more accurate 5 4 8
sampling probabilities. For simplicity, 'BSP + LL' is shortened to 'BSP' in the rest of the article. We use the F-measure for comparison of clustering results to ground truth (known in 5 5 2 simulated data, or provided by hand-gating in real data). This measure is computed by regarding decision assigns two points that are in the same class (i.e. same class according to ground truth) 5 5 5
to the same cluster, while a true negative decision assigns two points in different classes to 5 5 6 different clusters. The F-measure is defined as the harmonic mean of the precision and If we were to match a big cluster with a small class, even though the overlapping may be After PAC, the discovered subpopulations typically have enough cells for the estimation Gaussian with preset signal levels and randomly generated positive definite covariance matrices. There are two cases, batch effect and dynamic. Each simulated sample file has five dimensions, 6 9 9
with two of these varying in levels; these are the dimensions that are visualized. Dataset 5 7 0 0 contains the data for general batch effects case and Dataset 6 contains the data for dynamic 7 0 1 effects case. The ground truth labels are included as separate sheets in each dataset. in sample 2 due to higher sensitivity of instrument 2 (Fig 6a) . The subpopulations have different 7 0 7
underlying relationships between the markers. In this simulated experiment, five markers were the simulation, we have generated two subpopulations that nearly converge over the time course 7 1 5
( Fig 9) . The researcher could lose the dynamic information if they were to combine the samples 7 1 6
for clustering analysis. The related subpopulations were generated from multivariate Gaussian 7 1 7 distributions with changing means with fixed covariance structure. The researcher preprocesses the data to 1) normalize the values to normalization bead 7 2 1 signals, 2) de-barcode the samples if multiple barcoded samples were stained and ran together, hyperbolic arcsine transform is applied to the data matrix to bring the measured marker levels 7 2 5
(estimation of expression values) close to normality, while preserving all data points. Often, 7 2 6 2 3 researchers use the asinh(x/5) transformation, and we use the same transformation for the 7 2 7
CyTOF datasets analyzed in this study. data was downloaded from Cytobank, and we performed our analysis on the reference strain. arcsine (x/5) function, and merged as a single file, which contains 13,236,927 cell events and 39 7 4 0 markers per event (S2 Table) . profile alone cannot resolve the dynamic (or batch) effects due to noisy covariance for small
