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Th s dissertation analyzes the evolution of mobile cellular communication technology 
and i entities the necessity of implementing the multi-input multi-output (MIMO) 
structu e in future generation mobile systems. The properties and implementation issues 
ofM O systems in wireless fading environments are studied. While the effects oflarge-
scale hadowing components have been largely ignored in other MIMO technology 
es, it is intensively investigated in this dissertation. It is found that the shadowing 
compo ents have a substantial influence on the capacity of MIMO systems and make 
other c pacity improvement schemes much less effective. 
Ba ed on the investigation conducted on .the shadowing effects in MIMO systems, a 
selection diversity (MSD) MIMO scheme is proposed to overcome the 
deterio ative influences of shadowing and other effects, and to improve the MIMO 
system capacity. In the theoretical analysis of the proposed system, both large-scale 
shado ing and small-scale fading components are integrated. in the exact capacity outage 
expres ion. This expression gives a general and accurate evaluation method to calculate 
0 system capacity. Both optimal and simplified base station selection schemes 
are ev luated in the MSD-MIMO system. For both schemes, significant capacity 
improv ments are obtained. 
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1.1 Ba ground 
CHAPTER I 
INTRODUCTION 
Th wireless communications industry is growing rapidly in both fixed and mobile 
applica ions. During the 1990s, it has emerged as one of the largest sectors of the 
electro ic industry, evolving from a niche business to one of the most promising areas for 
growth in the 21st century [54]. Now the wireless communications industry has evolved 
from p oviding voice-only services to being both data and voice oriented. Although 
improv d compression technologies have decreased the bandwidth needed for voice 
comm ications, new data services like multi-media and Internet traffic are continuing to 
high-speed wireless data access ability [ 40]. Accordingly, new standards and 
technol g1es are continually proposed. In the third-generation (3G) mobile 
ication systems, data rates as high as 2.048 Mbps is required for indoor low-
mobilit users. For indoor wireless local area networks (WLANs), the IEEE 802.lla/g 
standar s support a maximum data rate of 54 Mbps. The ultra wide band (UWB) 
specifi ations, which have been approved by the Federal Communications Commission 
(FCC) or a number of communication and sensing applications, are expected to provide 
reliable data rates exceeding 100 Mbps for short distance indoor applications [54]. 
Howev r, these data rates of wireless networks are still low compared to that of the cable 
networ s. Also in most of the practical environments, the actual data rates that can be 
realize in wireless connections are much lower than the theoretical maximum limits 
ed above. Wireless communication still has some limiting factors that hinder 
any-where any-time high-speed network connections that consist of both 
1 
wireles and wired networks. As wireless systems continue striving for ever higher data 
rates, t e goal becomes particularly challenging for systems that are power, bandwidth, 
plexity limited. New wireless system structures supporting much higher data 
rates ar therefore urgently needed. 
The distinct characteristics of the wireless environment include fading effects and 
signal i terference. Fading is caused by the changes in the channel environment. The 
fading henoinenon makes the strength of the received signal randomly change and 
causes urst symbol errors. Interference problems arise because the wireless channel is 
not gui ed. Thus signals from one wireless system may be picked up by the receiver of 
another wireless system if these two systems reside in the same frequency band. In some 
cases, he interference noise m~y exceed the thermal noise and become the most 
domina ing factor limiting the performance of a wireless system. Traditionally, these two 
effects ave been seen as deteriorative factors in wireless communication system design 
need to be suppressed. For example, multiple antennas may be used at either the 
er or the receiver end to increase the diversity in order to combat channel fading. 
In div sity systems, signals carrying the same information are transmitted through 
differe t paths. The receiver receives independently-faded replicas of the same symbol. 
Thus, ore reliable receptions are realized [67]. Another method is to use smart antennas. 
Smart tennas are introduced based on the fact that the desired signal and the co-channel 
interfer nee typically arrive at the receiver from different directions. By adapting antenna 
pattern in such a way that the main lobe is always pointing to the desired signal and the 
interfer nee signals arrive at the nulls, the differences of arriving directions are exploited. 
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This ethod increases the signal-to-interference ratio (SIR), and thereby the system 
capacit is increased [ 5 0], [ 51]. 
The idea of the multi-input multi-output (MIMO) structure can be traced back to the 
· 1980s [ 7]. But it was the pioneering work of Foschini [l], [26] and Telatar [15] in the 
late 19 Os that proved the scattering effects in wireless channels can be incorporated in a 
single ommunication link and can contribute to an enormous capacity gain. They 
introdu ed a MIMO system where multiple antennas were mounted at both the 
er and the receiver, and parallel data streams were transmitted and received at 
time. The system diagram is shown in Figure 1.1. This MIMO system structure 
was pr ven to have the potential to go far beyond any currently available wireless 
system. For example, given a MIMO system with n, transmit antennas and nr receive 
antenna , the system capacity can be increased up to min{n,, n,} times in a rich-scattering 
ent compared to a single transmit/receive antenna system. Data transmission 
and rec ption of the MIMO system occurs in the same way as solving n, unknowns from 
a line · system of 11,. equations. As long as nr > n,, the unknowns can be exactly 
recover d. The idea that the data is transmitted through a matrix channel rather than a 
annel creates enormous opportunities beyond just adding diversity or array gain. 
of this, MIMO systems are seen as one of the most significant technical 
breakt oughs in modern wireless communication. Now MIMO technology is being 
conside ed in wide-band CDMA (WCDMA) specification release 6 to further increase 
data rat in high speed packet downlink access (HSPDA), and it is widely believed that 
the M O structure will be used in the future fourth generation ( 4G) mobile 
3 
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Figure 1. 1 MIMO system diagram. 
The key feature of a MIMO system is the ability to turn multi-path propagation, 
ally considered as a pitfall of wireless transmission, into a beneficial feature. Just 
as sho in the former works by Winters et al. [28], in independent flat Rayleigh fading 
systems with N mutually interfering users, N-1 interferers can be nulled out and 
a K + 1 ath diversity improvement can be achieved for each of the N users by using N+K 
antenn s. Thus in independently distributed channels, rich multi-path fading provides 
multipl parallel channels between the transmitter and the receiver (both have multiple 
antenn s). For fixed transmission power and bandwidth, simultaneously increasing the 
number of both transmit ·and receive antennas will open up multiple spatial sub-channels. 
capacity increase can be achieved without increasing the 
bandwidth. The MIMO system has been proven to be an 
effectiv way to improve system capacity in wireless data communications and it is seen 
as the final frontier' in wireless data communications [1]-[4]. MIMO systems have 
prompt d progress in areas as diverse as channel modeling, information theory, coding, 
signal p ocessing, antenna design. [25]. 
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A s rong analogous comparison of MIMO systems can be made with code-division 
multipl access (CDMA) systems where multiple users can transmit signals at the same 
time us ng the same frequency band. In CDMA systems, all transmitted signals mix up in 
the ch el but they can be recovered at the receiver through their distinct spreading 
codes. owever, the advantage of MIMO systems is that the unique signatures of input 
("virtual users") are provided naturally by the channel environment in a close-to-
orthog nal manner without frequency spreading. Therefore, unlike CDMA systems, user 
signals in MIMO systems can be separated at no loss of spectral efficiency [25]. 
Ort ogonal frequency-division multiplexing (OFDM) is another technology proposed 
to incr ase the data rates by efficiently.opening up multiple frequency sub-channels [81]-
[85]. FDM has been successfully implemented in Hiperlan-2 and IEEE 802.lla/g to 
provid high-speed data communication [86]. However, in OFDM the whole frequency 
band is divided into multiple frequency sub-bands, each of them is used as a sub-channel 
to tran mit parallel data. Therefore, each sub-channel in an OFDM system just uses a 
small p rtion of the whole bandwidth. Thus the system capacity is not comparable with 
the ca acity of MIMO systems, where all sub-channels use the whole bandwidth to 
transmi data. 
1.2 Mo ivation 
Alt ough linear capacity increase is predicted in MIMO systems when the number of 
transmi antennas and receive antennas increase, this capacity has been shown to be 
difficul to achieve in practical systems. One of the main reasons is that in real wireless 
propag tion environn1ents, the faded signals are correlated due to insufficient antenna 
5 
or lack of ·1ocal scatters [31]. The correlation effect among antennas can 
signific tly reduce the channel capacity compared to the independently and identically 
distrib ted (i.i.d.) fading phenomena [30], [31], [37], [39]. 
An ther important reason is the reduction of received signal-to-noise ratio (SNR). 
MIMO systems use multiple antennas in a different way from diversity systems. As 
explain d earlier, in diversity systems,, multiple antennas are used to obtain different 
faded v rsions of the same symbol and combine or select them to get the highest SNR. In 
MIMO systems, however, multiple antennas are used to generate multiple space sub-
channe s to transmit multiple parallel signals. Multiple information streams can be seen 
as bein transmitted through different space sub-channels and received at the receiver 
separat ly. As more space sub-channels are generated, less signal power is allocated to 
each su -channel under the constraint that the total transmission power remains the same. 
As sho n in [ 43] and [ 44], multiple antennas at the transmitter side and the receiver side 
can be used either for signal diversity, or for space multiplexing. For a MIMO system 
with gi en number of transmit antennas and receive antennas, the implementation of the 
system equires a trade-off between diversity gain and multiplexing gain. 
As shown in [44], for MIMO systems with n, transmit antennas and nr receive 
antenn s, the maximum spatial multiplexing gain that can be achieved ismin{nr,nJ In 
practic 1 systems, the number of antennas at a mobile terminal (MT) is usually limited 
becaus of the space and power restrictions. In this case, although more antennas can be 
at the base station (BS), all it does is provide an increase in the SNR instead of 
extra spatial sub-channels. Furthermore, since all these BS antennas are at the 
same 1 cation, they experience the same shadowing effect. The different signal replicas 
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receive at the BSs still have the same local mean. Once the MT is obstructed by some 
cts, all these replicas will experience the same deep shadowing effect. This 
scenan is shown in Figure 1.2 for a cellular system. 
BS 
Fi re 1.2 MIMO mobile communication systems experiencing shadowing effect. 
Lar e-scale shadowing is a fading effect that represents the variation of the local 
mean p wer of the received signal. It is a random variable due to the shadow variations 
caused y large terrain features between the BS and MT, such as buildings and hills. In 
the sit ation shown in Figure 1.2, all BS antennas are at the same location. Thus all 
signals from BS to MT experience the same shadowing effect. Although diversity can 
averag out the deep small-scale fading, the single BS topology can do nothing to 
mitigat the deep large-scale shadowing effect. Thus the received SNR will be very low 
and the data rate will be significantly reduced. This is a very serious practical problem 
but it h s not drawn much attention from researchers so far. 
In t is dissertation, we propose to use macroscopic diversity in MIMO systems to 
take a vantage of multiple shadowing components. By placing transmit antennas at 
differe t BSs as shown in Figure 1.3, it is very unlikely that their shadowing factors are 
7 
correlat d to each other [ 119]. This system will greatly reduce the deep shadowing effect 






Figure 1.3 Macroscopic diversity MIMO systems. 
Th whole macroscopic diversity MIMO system in Figure 1.3 can be treated as 
several standard MIMO systems, with each system realizing multiplexing gain 
individ ally. Then macroscopic diversity gain is realized amongst all BSs after signal 
recepti n. In this way, the chance of deep small-scale fading and deep large-scale 
shado ing can be great! y reduced and the SNR value in each sub-channel becomes much 
higher and more stable. Thus the multi-fold data rate increase predicted for MIMO 
will be much easier to realize in a practical system. However, before being able 
to mak investment to the macroscopic infrastructure, there must be solid evidence of the 
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obtaina le perfom1ance gam. In addition, the performance gain must be quantifiable, 
which rcomes one of the objectives of this dissertation. 
1.3 Dis. ertation Outline 
In t is dissertation, the development of broadband mobile communication technology 
1s anal zed and the future MIMO system structure is studied. The objective of this 
researc is to advance the MIMO research in several areas, with the focus of how to more 
effectiv ly implement MIMO systems in practical environments. The remainder of this 
disserta ion is organized as follows. 
Charter II gives a historic overview of the cellular mobile communication systems. 
Starting from first generation ( 1 G) mobile systems, the standards and their corresponding 
technol gies are explained during this evolution process leading all the way to 2G and 
2.5G technologies. The newly-implemented third generation (3G) mobile system is 
studied in detail. The teclmologies applied in 3G systems to provide high-speed data 
access i reviewed. It is shown that the performances provided by current 3G standards 
are still imited in terms of providing MT users the comparable experience as wired users. 
MIMO technology, with its ability to provide unprecedented spectral efficiency m 
wireless channels, is introduced and expected to be used in future mobile systems. 
In c apter III the fundamentals of MIMO systems are studied. Capacity equations are 
derived to show the linear capacity increment in both single cell and multi-cell 
enviro , ents. The MIMO system capacity is compared with the capacities of the 
traditio al diversity systems to show the extraordinary increase. Then, adaptive 
modulat on is introduced in MIMO systems to maximize the practical data rate. Two 
approaches for realizing adaptive modulation in MIMO systems are 
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investi ated. It is shown that in MIMO systems, the adaptive data rate is in the same form 
as that f the capacity. Therefore, they can be analyzed in a similar way. The adaptive 
data rat s ofMIMO systems with transmission power and bit error rate (BER) constraints 
Inif al investigations on MIMO systems were conducted under the assumption that all 
.Pairs o transmit-receive antennas have independent fading. However, in real propagation 
the fades are correlated to each other due to, for example, insufficient antenna 
spacmg or the . lack of local scatters. The spatial correlation model applied in this 
disserta ion is introduced in chapter IV. The effects of correlation in MIMO systems are 
studied and its deteriorate effects are demonstrated. Because the MIMO capacity can be 
easily alculated by using eigenvalues of the channel matrix, an investigation is 
conduct d focusing on deriving the eigenvalue distributions of MIMO systems in the 
correlat d fading case. The general case eigenvalue distribution is derived and a 
numeri al method is verified for future research. 
Cha ter V proposes the macroscopic diversity MIMO system and studies the 
perfo ance of this system. The capacity upper bounds of MIMO systems with and 
without macroscopic diversity are derived. It is shown that this bound effectively reflects 
the effe ts of having multiple BSs in MIMO systems, which is the system configuration 
. The capacity difference between standard MIMO systems and macroscopic 
diversit MIMO systems is compared by theoretical analysis as well as Monte-Carlo 
simulati n. Significant throughput improvements are observed by using macroscopic 
diversit techniques for MIMO systems. 
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Fo er research has shown. that correlation effects significantly reduce the MIMO 
system capacity and the effective way to combat correlation is to increase antenna 
spacing. However, in chapter VI we show that once large-scale shadowing is considered, 
the effe t of small-scale correlation becomes less significant, and it also becomes difficult 
to incr ase system capacity just by increasing antenna spacing. The reason for these 
is that all sub-channels share the same shadowing component. Based on this 
ion, the macroscopic selection diversity (MSD) topology is enabled in MIMO 
to maximize the spatial multiplexing gain while combating the shadowing 
pheno ena. Two BS selection algorithms are presented and their exact capacity 
represe tations are derived. The first algorithm is optimal but requires high-levels of 
comput tion. The second algorithm presented is suboptimal, but requires much less 
comple ity. The proofs of optimality and suboptimality are also provided with a 
perfo ance comparison of the two algorithms. Significant performance improvements 
onstrated by both algorithms. 
ter VII gives the conclusion and future research topics. The research directions 
OFDM MIMO systems and cross-layer optimization in MIMO wireless 
1.4 Res arch Flowchart 
The research flow is shown in Figure 1.4. The main steps are represented in grey 
blocks; the assisting steps are shown in white blocks on the right and explanations are 
on the left. In the same order as mentioned above, the research begins at the 
researc of the MIMO capacity, and then practical data rate. Correlation effects and other 
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proble s in MIMO systems are investigated and the macroscopic diversity MIMO 
system · s proposed as the effective way to mitigate these problems. In future research, to 
conside a more practical cham1el in high data-rate communication systems, frequency-
selectiv channels will be studied where the OFDM modulation method will be combined 
with th MIMO structure to optimize the system performance. 
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Investigate the capacity increment 
of IMO systems. Compare MIMO systems with 
other mobile communication systems. 
Evaluated the data rate that can be 
actu Uy realized in MIMO systems. Investigated the 
important parameters and factors 
for broadband applications. 
Develop the appropriate correlation model 
IMO systems. Investigated correlation effect in 
MIMO systems. 
Inv stigate macroscopic diversity MIMO systems. 
Us macroscopic diversity to mitigate· correlation· 
effects and improve throughput. 
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EVOLUTION OF CELLULAR SYSTEMS 
Cell lar mobile communication systems started in the early 1980s by using analog 
modula ion. Over the past 25 years of development, cellular systems have gone through 
differen generations. Technology advances in voice coding, error co1;1trol coding~ and 
modula ion. have given new systems a much higher user data rate and level of security. 
In this hapter, we will go through the evolution path from the first generation (lG) 
mobile ystem to the 3G mobile system. 
2.1 Evo utions of 1 G and 2G Systems 
2.1.1 T e First Generation (lG) Systems 
The basic concept of cellular phones came out in 1947 when researchers at AT&T 
Bell La s realized that using small cells of service areas and frequency reuse across cells 
could s bstantially increase the traffic capacity of mobile phones. After that, it took more 
than 20 years to realize the technology and get the frequency bands allocated by FCC. In 
1977, T&T Bell Labs constructed and operated a prototype cellular phone system. The 
deployments of the first generation (1 G) of mobile cellular 
telecom unication systems started in early 1980s. These systems became popular very 
soon. U ing frequency-division multiple access (FDMA) and analog FM modulation, 1 G 
systems were almost entirely for voice traffic. The cellular concept used in these systems 
gave m ch higher capacities than former mobile systems, and for the first time in history, 
the con ept of a telephone being at a fixed point in the network was no longer valid 
[100]. 
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The e was no dominant 1 G standard. Several different systems existed around the 
world. n America, the Advanced Mobile Phone Service (AMPS) was used in the 850 
MHz equency band, with each channel occupying 30 KHz. In Europe, the Nordic 
Mobile Telephony (NMT) was originally used in the 450 MHz band. Later another 
version known as NMT900 was introduced in the 900 MHz band. The British proposed 
the Tot 1 Access Communications System (TACS) standard in the 800 MHz band based 
onAM S. 
The 1 G systems experienced successes far greater than anyone had expected. But 
people lso realized various inherent problems like limited capacity and security and 
quickly started to look for better system structures and designs, which lead to 2G models. 
2.1.2 T e Second Generation (2G) Systems 





great improvements in various aspects of 1 G systems to 2G 
proved capacity, coverage, performance/quality and reliability 
uthentication 
proved security ( encryption) 
nhanced services, such as, packet-switched data service, short message service 
(SMS), and paging service. 
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As m 1 G systems, different kinds of 2G systems have been proposed and 
imple nted. The four main standards are: Global System for Mobile Communications 
(GSM), Digital AMPS (D-AMPS), CDMA IS-95, and Personal Digital Cellular (PDC). 
A.GS 
was launched in 1991 and was originally designed as a pan-Europe standard. 
as quickly adopted around the world and became the most widely used 2G 
system. The basic GSM uses the 900 MHz band. At the request of the United Kingdom, a 
derivati e is included in the specification to use the 1800 MHz band [103]. It is called the 
Digital Cellular System at 1800 MHz (DCS-1800, also know as GSM-1800). In North 
Americ , GSM is used in the 1900 MHz band and is called PCS-1900 (also know as 
GSM-1 00). GSM uses time-division multiple access (TDMA) technology with 8 users 
sharing one 200 kHz channel. GSM uses paired uplink and downlink frequency bands for 
D- PS is also called TDMA in America. It was first defined in the interim standard 
IS-54 a d introduced in 1990. It uses digital channels for voice but analog channels for 
control. It is backward compatible with the analog AMPS system and operates in the 850 
MHz b nd. In 1994, an all-digital version was defined in IS-136. Besides the 850 MHz 
band, I -136 systems can also operate in the 1900 MHz band. 
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C. IS-9 
A was never considered a viable technique for cellular systems until 1989 when 
Qualco Inc. conducted a demonstration at San Diego, California, and showed its great 
potenti 1 of higher capacity, better voice quality and simplified system planning. The 
CDMA system started late when other 2G systems were already in place, but developed 
very fat. It was standardized as IS-95 in the year l993 and was implemented in the same 
freque cy band as AMPS systems in an effort to enable the handsets to switch between 
IS-95 s stems and AMPS systems. The first commercial IS-95A network was deployed 
in 199 by Hutchison in Hong Kong. With the introduction of Personal Communications 
(PCS) in the United States, CDMA technology was made to operate in the 1900 
S bands. This version is called CDMA-PCS. 
Aft r that, the ANSI-J-STD-008 specification was published in 1995 to define a 
compafbility standard for 1.9 GHz CDMA-PCS systems. TSB-74 describes interaction 
IS-95A and CDMA-PCS systems that conform to ANSI-J-STD-008. 1S-95B 
combines IS-95A, ANSI-J-STD-008, and TSB-74 into a single document. In the 
downli , up to eight Walsh codes can be assigned to the high data rate users [103]. 1S-
95B w s first deployed in 1999 in South Korea. Nowadays, many operators have 
comm cialized IS-95B systems offering 64 K bits per second (bps) packet-switched data 
in addi ion to voice services. Due to the high data speeds of 1S-95B, it is categorized as a 
QP K modulation is used for all the channels in both uplink and downlink in IS-95 
system . In both cases, the same information symbols are multiplied by different in-phase 
(I) PN codes and quadrature-phase (Q) PN codes [103]. This is different from the 
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conven ional QPSK modulation. For downlink, a pilot channel from the BS enables 
cohere t demodulation at the MT. For uplink however, coherent demodulation is 
impossi le because no pilot channel is available, therefore, offset QPSK (OQPSK) is 
used in he uplink transmission. 
D.PD1 
PD1 is the Japanese 20 standard. It operates 
frequency band and is used only in Japan 
in the 800 MHz and 1500 MHz 
E. Com oarisons 
The four main 2G standards are listed and compared in the following table. 
I GSM IS-54/136 IS-95A PDC 
Multiplexing FDD FDD FDD FDD 
Scheme TDMA/FDMA TDMAIFDMA CDMAJFDMA TDMAJFDMA 
Carrie 
200 KHz 30KHz 1.25 MHz 25KHz 
Spacin:1 
Times lots 




n/4-DQPSK, QPSK (DL) 
n/4-DQPSK 
Schem~ 8PSK OQPSK(UL) 
Channel 
1/2 cc 1/2 cc 1/2 CC (DL) 1/2 BCH 
Codin~ 1/3 CC (UL) 




9.6 Kbps 14.4 Kbps 
14.4 Kbps 
64 Kbps(95B) 28.8 Kbps PSD 
Table 2.1 Comparison of 2G systems. 
Alt 11.ough the 2G systems provided significant improvements over 1 G systems, they 
were st m designed primarily for voice traffic. With typical data rates from 9.6 Kbps to 
14.4 Ko s it is sufficient to send text messa es with tens or hundreds of characters but p' g 
incapaJle to handle multimedia pictures or other big attachment files. As wireless 
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networ s are to be integrated with the Internet, much higher data transmission 
capabil ties are required. 
initial work towards 30 was originally known as Future Public Land Mobile 
munications. Systems (FPLMTS) [101]. It was proposed by the International 
munication Union (ITU) to be a single, unified, worldwide standard. The name 
was lat r changed to International Mobile Telecommunications-2000 {IMT-2000). The 
technic 1 motivations behind this proposal are: 
• rovide high-speed packet/circuit-switched data access. 
• rovide global roaming capability. 
• rovide position location services. 
minimum required specifications of 3G systems are listed in Table 2.2. 
Indoor 
Low 
2': 2048 Kbps 
Indoor to Outdoor 
Pedestrian 
Medium 
2': 384 Kb s 
Table 2.2 Basic requirements for 3G systems. 




2': 144 Kbps 
Dif erent 30 versions arose during the standardization process. In 1999 ITU approved 
five ra io interfaces for IMT-2000 as a part of the ITU-R M.1457 Recommendation. 
Three f them are CDMA based and the other two are TDMA based. These five 
standar s are described in the following [102]. 
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A. !MT 000 CDMA Direct Spread 
Thi standard is also known as Wideband CDMA (WCDMA} .. It is the European 
version of the JG standard. WCDMA shares the same core network with GSM, and 
provide smooth transition for foe dominant GSM systems to 3G. WCDMA is also 
referred to as UMTS, which stands for Universal Mobile Telecommunications System. 
B. !MT- 000 CDMA Multi-Carrier 
Thi is the United States' version of the 3G system. The main force behind it is 
Qualco m, Inc. This standard is also known as CDMA2000, it is a successor to IS-95. 
Sharing the same IS-41 core network structure and even some air interface specifications, 
CDMA 000 provides a natural 3G evolution for the IS-95 systems. CDMA2000 is also 
very att active to the IS-136 operators because they have the same IS-41 core network. 
Althou both CDMA2000 and WCDMA are based on CDMA technology, they are 
incomp tible to each other. 
C. !MT- 000 CDMA TDD 
This standard mainly refers to the Time Division Synchronous CDMA {TD-
SCDM ), which is a 3G standard being pursued in China. It is based on CDMA 
technol gy, and provides an economical way for current GSM operators to evolve to 3G. 
from the frequency-division duplex (FDD) scheme used in the former two 3G 
standar s, TD-SCDMA uses the TDD scheme to separate uplink and downlink. This 
makes it very suitable for asymmetric traffic support. 
20 
D. IM 2000 TDMA Single Carrier (SC) 
Thi standard is also known as UWC-136 (Universal Wireless Communications) or 
EDGE (Enhanced Data Rates for GSM Evolution). It is proposed to provide extended 
and TDMA-136 without changing channel structure, frequency, or 
E. IM 2000 Frequency Time (FT) 
Als known as Digital Enhanced Cordless Telecommunications (DECT), it is an 
ETSI s andard for digital portable phones, commonly for domestic or corporate use. 
Standards Bodies 
M y regional, national and international standardization organizations have been 
partici ating in the 3G standardization processes and technology promotions. A list of the 
main r gional and national groups is as follows. 
• United States: 
Telecommunication Industry Association (TIA) 
Alliance for Telecommunications Industry Solutions (ATIS) 
• Europe: 
European Telecommunications Standards Institute (ETSI) 
• Japan: 
Association of Radio Industries and Businesses (ARIB) 




elecommunication Technology Association (TTA) 
hina: 
hina Wireless Telecommunication Standard (CWTS) 
hina Communications Standards Association (CCSA) 
The e national and regional standardization bodies are collaborating in two main 3G 
• 
• 
he 3rd Generation Partnership Project (3GPP) 
t is a collaborative organization established in December 1998. It works on the 
CDMA standard. European companies are the main forces behind 3GPP. The 
urrent organizational partners are ARIB, ATIS, CCSA, ETSI, TTA, and TTC. 
he 3rd Generation Partnership Project 2 (3GPP2) 
t is a collaborative organization established in January 1999. It comprises North 
merican and Asian interests for developing 3G specifications based on ANSI-41 
ore network and relevant radio access technologies. There are five officially 
ecognized standards development organizations (SDO) in 3GPP2: ARIB, CCSA, 
IA, TTA, and TTC. 
2.3 Evo ution to WCDMA and CDMA2000 
2.3.1 C rrent Status 
Sin e the acceptance of the five 3G proposals in the IMT.,.2000 standard, there has 
been dr matic progress in 3G implementations. WCDMA and CDMA2000, supported by 
the 3G P and 3GPP2 respectively, are currently in the front positions. Their commercial 
networ s have already been launched around the world. 
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TD-SCDMA currently lags behind the former two standards. Its commercial products 
are expected to be available in mid 2005. The IMT-SC proposal was supported by 
Universal Wireless Communications Consortium (UWCC), but this organization has 
changed to IMT-DS as its 3G standard. The remainder of this chapter will focus on 
WCDM ~ and CDMA2000 technologies. Key features of these two standards are listed 
below [U], [105], [106]-[113]. 
Specifications WCDMA CDMA2000 
Channe! Bandwidth 5 MHz 1.25 MHz 
1920-1980 MHz (UL) · Operates in all existing 
2110-2170 MHz (DL) for allocated spectrum such as 
Frequency Band ..... E_u_r_op._e_an_d_A_fri_._c_a ___ -l 450 MHz, 700 MHz 
1850-1910 MHz (UL) 800 MHz, 900 MHz 
1930-1990 MHz (DL) for 1700 MHz, 1800 MHz 
America 1900 MHz, 2100 MHz 
Chip Rate 3.84 M chips/s 1.2288 M chips/s 
Core Network GSM MAP based network IS-41 based network 
Partnership group 3GPP 3GPP2 
Modula ion QPSK QPSK, 8 PSK~ 16 QAM 
Channe Coding 
Convolutional coding Convolutional coding 
Turbo coding Turbo coding 
Power Control 1500 Hz 800 Hz 
BS Synchronization Synchronous/ Asynchronous Synchronous (GPS) 
Table 2.3 Comparison ofWCDMA and CDMA2000 standards. 
2.3.2 Evblution to 3G 
Acee rding to the standards of current 2G systems, different paths can be adopted for 












Figure 2.1 Evolution paths to 3G. 
IS-41 Core Network 
GSM MAP Core Network 
WCDMA 
For the current IS-95 systems, CDMA2000 is the natural choice of 3G evolution. 
There is a two-phase migration path: IS-95B and CDMA2000. 
The key advantage of IS-95B and CDMA2000 for existing CDMA operators is the 
preserv tion of capital investments. Both IS-95B and CDMA2000 will maintain 
backwa d compatibility with existing IS-95 infrastructure. In order to maintain this 
backwa d compatibility, both IS-95B and CDMA2000 will be based on synchronous BS 
operatio s and will continue to support 20 ms frames and 800 times per second closed-
loop po er control on the uplink. At the same time, new CDMA2000 specifications with 
advance features are continuously being published for better performance of the system. 
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1) tDMA2000 lxRTT (Radio Transmission Technology) 
(tDMA2000 lxRTT is the basic layer of CDMA2000. It nearly doubles the voice 
capacity over the 2G CDMA networks and offers a peak data rate of 307 Kbps in 
rnobile environments. Although lxRTT officially qualifies as 3G technology, it is 
s ill mostly considered to be 2.5G as it is not as fast as the newer 3G systems. 
2) CDMA2000 lxEV (Evolution) 
CDMA2000 lxEV is CDMA2000 lx with High Data Rate (HDR) capability 
added .. lxEV is commonly separated into two phases: 
• Phase 1: lxEV-DO (Data Optimized) supports downlink data rates up to 3.09 
Mbps and uplink data rates of 154 Kbps. lxEV-DO has been commercially 
deployed around the world beginning from 2004. 
• Phase 2: lxEV-DV (Data and Voice), supports downlink data rates up to 3.09 
Mbps and uplink data rates of up to 451 Kbps. lxEV-DV is backward 
compatible with 1 x system and can also support lx voice and data users. 
3) C DMA2000 3x 
CDMA2000 3x is planned to use a 3.75 MHz spectrum bandwidth (3 x 1.25 
MHz) to provide even higher data rate support. 
A co nparison of the data rates and modulation schemes of the systems used along 
this evol 1tion path is shown in Table 2.4. 
Basic 
1S-95A 1S-95B 
CDMA2000 CDMA2000 CDMA2000 
Specific ations lx lxEV-DO lxEV-DV 
DataR ~te 14.4 Kbps 115 Kbps 307 Kbps 3.09 Mbps 3.09 Mbps 
QPSK QPSK 
Moduh tion QPSK QPSK QPSK 8PSK 8PSK 
16QAM 16QAM 
Table 2.4 Evolution ofIS-95 systems. 
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B. Evolution path for GSM 
WCDMA is the choice of 3G technology for GSM operators. GSM networks will 
enhanc<: packet data services possibly in three phases. First, General Packet Radio 
Service: (GPRS) can be used to connect MT users to IP or X.25 based networks. Then 
the Enhanced Data Rates for GSM Evolution (EDGE) provides high data rate of 384Kbps 
by aggregating all eight timeslots in a frame for one user. Finally, WCDMA provides a 
new air interface for GSM networks to meet or exceed the requirements of IMT-2000 
specifications. High speed packet downlink access (HSPDA) will be used for high-speed 
data services. It is expected to offer data rate up to 8-10 Mbps using a 5 MHz bandwidth 
in WCDMA downlink. A comparison of data rates and modulation schemes of the 
systems used along this evolution path is shown in Table 2.5. 
Basic 
GSM GPRS EDGE WCDMA HSDPA Specific ations 
Data R. 1te 
9.6 Kbps 
115.2 Kbps 384Kbps 2.048 Mbps lOMbps 
14.4 Kbps 
Moduhl tion GMSK GMSK 8PSK QPSK 
QPSK 
16QAM 
Table 2.5 Evolution of GSM systems. 
C. Evolz,tion path for TDMA 
The evolution path for the North American standard TDMA is not as clear as the 
former two 2G systems. It may go directly to CDMA20001x because they share the same 
core ne1work architecture; or it may take the two phase migration path as defined by 
UWC-1 36. In the first phase, referred to as 136+, significant enhancement will be made 
to allow for improved voice and data over the existing 30 KHz carrier. The second phase, 
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referred to as 136 High Speed (136HS), will implement the EDGE standard to meet the 
3G requ rements. 
2.4 Cas Study of Capacity and Data Rate 
2.4.1 E olution of System Capacity 
AM S has 25 MHz bandwidth each for uplink and downlink. By using a 30 KHz 
channel spacing, the overall bandwidth will be divided into 25000/30 = 832 channels + 
guard b nds. If the frequency reuse factor K = 7, the maximum number of users is 832/7 
= 118 u ers/cell. 
ugh using the same bandwidths and channel spacing as AMPS, the' D-AMPS 
divides ne frame into 6 time slots. By multiplexing different MT users into these slots, 
the max·mum number of users is automatically increase by 6 times (1 slot per user) or 3 
times (2 slots per user) compared to AMPS. 
For ackward compatibility, IS-95 uses the same bandwidths as AMPS. However, IS-
95 uses a much larger channels spacing of 1.25 MHz to spread the signal spectrum. So 
there ar 25/1.25 = 20 frequency channels. Each frequency channel has a chip rate of 
1.2288 cps, which equals to a 128 code rate for a 9.6 Kbps data transmission. 
Theoret"cally, a 128 orthogonal Walsh code can be used to provide access to different 
MT uses. Because CDMA systems use universal :frequency allocation with K = 1, the 
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maxim m number of users is 128x20 = 2560 users/cell, which is more than 20 times 
greater han the number of users in AMPS. However, in practical systems, the number of 
users s ported in IS-95 is generally 6 to 10 times larger than AMPS. 
C. CD 
technologies are being developed and deployed to further boost the capacity of 
3G net orks. These include the new voice codec, antenna diversity at both BS and MT, 
and the smart antenna technologies. It is shown that in the practical systems, CDMA2000 
lx dou les the capacity of the IS-95 networks in terms of the maximum number of voice 
2.4.2 H gh Data Rate in CDMA2000 lxEV-DO 
A2000 lxEV-DO focuses on providing high-speed data connections in 
downli channels. In the system, time is measured in frames, with each frame having a 
time int rval of 26.67 ms. This time period is divided into 16 slots with a slot duration of 
1.67 m . A data packet spans an integral number of slots by an interlacing technique, and 
may be early-terminated at the end of any slot. A frame structure is shown in the Figure 
2.2. It hows that one slot is further divided into two half slots with the same structure. 
The tot 1 number of chips in one slot is 2048, which includes 192 chips for the pilots, 256 
chips fi r the MAC layer, 1536 chips for the traffic data and 64 chips for the data 
preamb e. The chip rate of this system can be calculated as 
(1536 64 + 192 + 256) / 16.666 = 1.2288 Mcps, which is the standard chip rate for 
CDMA OOOlx. 
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1 frame, 26.67ms 
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Figure 2.2 Frame· structure in CDMA2000 lxEV-DO. 
The ominal highest data rate in lxEV-DO is realized by sending 4096 bits of data 
within ne slot, i.e., 4096 / 1.666 = 2.457 Mbps. This data stream goes through a 1/3 
Turbo e coder and 16 QAM modulation. The number of symbols after that becomes 
4096 x x 1/4 = 3072. These symbols are multiplied by the 1536 traffic chips with a rate 
of 2 bits chip and multiplexed into the frame structure. 
Besi es putting more data into one time slot, other methods also have been used to 
increase the data rate in lx EV-DO systems. Some of these methods are listed below 
[113]-[115]. 
1) Allocating the transmission data rate (possibly power, code 
efficient manner in response to channel variations. These 
p ameters are decided before the packet transmission by considering the current 
c annel condition and the data rate the MT requested, and are encoded in the 
p cket for the MT to correctly decode the data. 
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2) ybrid ARQ:· Forward Error Correction (FEC) Turbo coding and Automatic 
etransmission Request (ARQ) are implemented at the physical layer. Compared 
ith higher-layer re-transmission schemes, a much shorter round-trip delay is 
chieved. Bit repetition, coding, and interleaving are used for the transmitted 
acket, so it is possible for the receiver to succeed in decoding the packet even 
efore it is entirely received. In this case, at the end of this slot, the receiver can 
·nform the sender to stop sending the remaining part of the packet. This early 
ermination leads to a decrease of packet duration and consequently an increase of 
3) ulti-user diversity: In EV-DO networks, a time-division multiplexing (TDM) 
cheme is used to provide data access to a number of MT users. At a given time, 
he BS selects the MT based on the packet type requested by the MTs and the 
urrent channel condition to each MT. This diversity scheme takes advantage of 
correlated channel variations of different MTs, and seeks to serve each user at a 
ocal peak of its channel fading process [114]. Therefore, the system overall 
oughput increases as the number of users increase in the system. 
2.4.3 Di cussion 
Fro the above analysis, it is observed that the 2.457 Mbps nominal maximum data 
rate is t e data rate of the overall system. If one MT is to receive a continuous 2 Mbps 
data str am, no other users can be supported anymore. In practical system applications, 
the indi idual user actual data rate will be less than 2.457 Mbps divided by the number of 
users si ultaneously requesting high-speed data services. This is generally the case for 
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all mul iple access schemes. But the 2.457 Mbps data rate still needs to be· greatly 
improv d in order to match the speeds of the wired networks. The future generation of 
wireles systems is targeted at 100 Mbps data rate in outdoor environments and 1 Gbps 
for ind or channels [ 116]. This goal is far beyond what can be achieved by the current 
technol gies used in 3G systems. 
An ther observation in EV-DO is that for the 2.457 Mbps transmission, the bit rate of 
data is lready faster than the 1.2288 Mcps chip rate. Generally speaking, very small or 
no spec rum spreading exists in 3G systems for its high data rate modes. This means that 
there i no processing gain and the transmitted signals are very susceptible to 
interfer nee. Processing gain can be improved by allocating wider frequency bands and 
accordi gly using faster chip codes. If the bandwidth is fixed, however, the only way to 
1mprov the processing gain will be to reduce the data symbol rate. 
On ne hand, a much higher data rate is needed to improve the user's experience and 
to supp rt new multimedia services; on the other hand, a lower symbol rate is preferred to 
ensure the quality transmission. A high bandwidth-efficient modulation scheme is 
require for the future wireless ccmmunication systems. As the symbol constellation can 
not arTtrarily increase in the traditional QAM modulation, a new MIMO system 
structur is very promising in increasing the spectral efficiency. As mentioned in chapter 
I, MIM systems create multiple spatial sub-channels and transmit multiple data streams 
simulta eously. Thus low data rate transmission can be used in each sub-channel while 
the ove all high data rate can still be achieved. The MIMO system structure is already 
being c nsidered for future specifications in 3GPP and 3GPP2 groups. For example, the 
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future s ecification release from 3GPP may use MIMO technology in HSPDA to support 
a data r te of up to 20 Mbps. 
2.5 S ary 
Ar view of the cellular communication system history is given in this chapter and the 
applied technology of each evolution is analyzed. Technology enhancements used in 3G 
systems are explained, and the methods to increase user capacity and data rate are 
investig ted. While the current 3G standards were designed to provide high-speed data 
services the original goals of these standards were set too low to integrate the wireless 
handset into Internet and give MT users an experience comparable to the wired users. 
Therefo e, new technologies that significantly improve the wireless link performance 
need to be exploited. MIMO technology, with its ability to provide unprecedented 
spectral efficiency, is widely expected to be used in future mobile systems. The theory 




BACKGROUND RESEARCH IN MIMO SYSTEMS 
3.1 M O System Introduction 
Fast fading is a common effect representing the microscopic aspect of the wireless 
channel . Due to the motion of the transmitter/receiver or the objects in the surrounding 
ent, the signals at the receiver side exhibit random changes. When the receiver 
is surro nded by rich scatters, different fading characteristics are usually observed over 
distance of about half the wavelength [4]. Traditionally, fading effect in wireless 
comm ications has been seen as a deteriorative factor. Many schemes, e.g. diversity, 
have b en used to combat the fading effect and improve the system performance. 
Howeve , the pioneering works shown in [1] by Foschini and [15] by Telatar proved that 
t can be used in MIMO systems to greatly improve the system capacity. In a 
ommunication link where both . the transmitter and the receiver have multiple 
antenna , each transmit/receive antenna link has its own distinct fading characteristic. 
With th help of signal processing, multiple spatial sub-channels can be opened up 
between the transmitter and the receiver. Through these channels, parallel data streams 
can be imultaneously sent out at the transmitter and recovered at the receiver. In this 
way, the capacity increases linearly with the number of transmit and receive antennas. 
The hannon capacity equation gives the maximum possible throughput of a system 
and is c mputed by C = B Iog2 (1 + SNR), where B is the channel bandwidth and SNR is 
the sign I-to-noise power ratio [ 48], [ 49]. This equation shows several ways to improve 
the capa ity of a communication system: 
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1) ncreasing the SNR value: This can be done by increasing the transmission power 
r using diversity methods. There are two things to consider in regards of this. 
irst, increasing the SNR value only gives a logarithmic increase in capacity. 
econd: the maximum transmission power is limited by the FCC regulations. 
lso, in an interference-limited system, increasing the transmission power will 
lso increase the interference power. These two increments occurring together 
ave a tendency to cancel out each other and give no performance gain to the 
2) creasing the bandwidth: Increasing the bandwidth allows higher data rates. 
owever, the thermal noise power and its vulnerability to interfering signals will 
lso increase. Thus the extent of this capacity increase is limited. Also this 
ncrease in the data rate will not increase the spectral efficiency. Furthermore, as 
entioned above, the bandwidth for specific implementations are strictly defined 
y FCC regulations. 
In IMO systems, on the other hand, there is no need to increase the transmission 
power andwidth to increase the capacity of the channel. Since multiple antennas are 
used at oth the transmitter and receiver, multiple space sub-channels can be opened up 
by sign 1 processing techniques. So, theoretically the MIMO system capacity can be 
increas d almost linearly with the number of antennas without limit. This potential 
capacit increase makes the MIMO system a very promising structure for future high-
speed w · reless communications. 
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we consider a point-to-point wireless channel with n1 antennas at the transmitter 
end a d n,. antennas at the receiver end. Signals transmitted between different 
transmi ter/receiver pairs are assumed to experience i.i.d. fading. 
In IMO systems, the n,.-dimensional received signal vector y can be expressed as: 
y = Hx+n (3.1) 
where is the n1-dimensional desired signal from the transmitter, H is the nr x n1 channel 
matrix, and n is the n,.-dimensional additive white Gaussian noise (A WGN) noise vector 
having a covariance of Q,, = E[nn ·] = a,;I. 
Let Qx = E[xx*] and the total transmission power constraint is given by tr(QJ = ~. 
For a g ven H, the covariance of the received signal y is 
QY = E[(Hx + nXHx + nt] 
= HQ HH + a 21 
X n 
(3.2) 
Fro information theory, the link spectral efficiency can be calculated in terms of the 
mutual information as 
C = I(x;y) 
= h(y )-h(y Ix) 
= h(y )-h(n) 




where (x; y) is the mutual information, ·h(.) stands for the entropy and h(y Ix) is the 
conditi nal entropy [15]. 
A. Opti um power allocation strategy 
Wh n the transmitter knows the channel matrix H, Qx can be selected according to 
this inf; rmation to maximize the mutual information shown in (3.3). Applying singular 
valued composition on matrix H, we get H = U 8 D8 VJ: where nr x nr matrix UH and 
n, x n, atrix V H are unitary matrices, nr x n1 matrix DH has singular values Sk (k = 1, 
... , nmi = min{nr, n1}) in the (k, k) position and zeros elsewhere. The spectral efficiency 
becom s 
C = log,[ de{1 + U .». v:: ~I (u HDH v::r )] 
= log,[ de{I + D8 v;: ~J V"DZ )} 
(3.4) 
Ap lying singular value decomposition Qx = UxDxu: and choose ux = VH, the 
capacit becomes 
C = log2 [det(I + D 8 D xDZ )] 
= log2 [det(I + D x ID 8 12 )] 
= max IIog2 (1 + p~ Ak) 
tr( Q, ),,;P, k=I (j n 
where k = isk 12 is the l<h eigenvalue of HH8 . 
(3.5) 
Th optimum power allocated to each sub-channel Pk (k = 1, 2, ... , nmin) that 
maxim'zes the system capacity can be found by the water-filling solution [8] 
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nmin 
where ( ) + denotes the larger number of O and x; µ is chosen such that L ~ = P, . 
k=I 
B. Uni rm power allocation strategy 
Wh n the transmitter does not have channel state information (CSI), the transmission 
power will be evenly distributed among all sub-channels, i.e., Qx = P, /n, ·I. 
Accord ngly, the capacity becomes 
(3.6) 
where =~/CT,~ . 
For he system with n1 = nr = n and identical eigenvalues, the capacity becomes 
C = log 2 de{ I + : A · I J = n log2 [ I + :A]. (3.7) 
3.2.2 C mparison with Other Diversity Systems 
A. No d'versity: n1 = n, =I. 




where ; is chi-square distributed with two degrees of freedom (DOF). 
B. Recei er diversity: n1 =I, n,. = n. 
In · s system topology, if maximal ratio combining (MRC) is used to combine all the 
signals, the capacity can be represented as, 
C=log,[1+ Pt,IH,I'] 
= log, [I+ pt. (Re(H, f + lm(H, fl] 
= log2 (1 + PXin,) 
where in, is chi-square distributed with a DOF of2nr, 
C. Tran mitter diversity: n1 = n, n, =I. 
(3.9) 
In · s case, the channel matrix becomes a vector H,xn . The capacity can be shoW11 as 
I 
D. Simu ation 
C=log2 de{1+: HRH] 
=log,[!+: ~(Re{H,)' + Im(H,)' l] 
= log2 [l +: Xin]. 
(3.10) 
Int e Monte-Carlo simulation, the outage capacities (10% outage) are calculated for 
three t es of systems mentioned above: the receive diversity system, the transmit 
diversit system and the MIMO system. The parameters used in the simulation follow 
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[3] and they are listed in Table 3.1. In the simulation, it is assumed that the 
different antennas are independent. 
Antenna gain 15 dB 
Bandwidth B= 5xl06 Hz 
Transmit power P1 = 10 W 
Noise figure F=2 
Receiver temperature T= 300 °K 
-
Number of iterations N= 105 times 
Propagation exponent 3.5 
Log-normal shadowing 8 dB standard derivation 
Fast fading Independent Rayleigh PDF 
Table 3 .1 Simulation parameters for capacity comparison. 
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Figure 3.1 Capacity of the receiver diversity systems. 
The simulation results of receiver diversity are shown in Figure 3.1. As the number of 
receive antennas increases, more independent signals will be available at the receiver. 
Collect' ng and combining these signals increase the comprehensive receiver .SNR. 
Howev r, because of the logarithmic relationship between SNR and capacity, this 
receive diversity scheme only gives limited capacity improvement. 
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Figure 3.2 Capacity of the transmitter diversity systems. 
Fig re 3.2 shows the simulation result of the transmitter diversity. A comparison 
betwee capacity equations of (3.9) and (3.10) shows that the only difference between the 
receive diversity and transmitter diversity is that in the later case, the transmission power 
is <livid d by the number of transmit antennas. This means that in a transmitter diversity 
system, the power of signals from individual transmit antennas is reduced. As shown in 
Figure .2, this property obviously limits the capacity increment of the transmitter 
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Figure 3.3 Capacity ofMIMO systems. 
The capacity of MIMO systems is shown in Figure 3.3. As predicted theoretically, 
increasi g the number of both transmit and receive antennas opens extra spatial sub-
channel and brings· an extraordinary increase of the capacity. As long as more 
uncorre ated antennas can be incorporated to both the transmitter and receiver ends, the 
capacit growth will not saturate. 
3.2.3 E ects of the Number of Antennas 
In t is section, we show the relative performance changes of MIMO systems with 
differen {nr, n1} pairs. 
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Mo te-Carlo simulation is perfom1ed in a MIMO system where nr, n, = 2, 4, 8, 16. 
Withou any loss of generality, the average SNR value p is set to one in the simulation. 
capacity of MIMO systems is calculated and shown in Figure 3.4. As proved 
formed in this chapter and in other-literatures [1]-[4], [15], capacity grows linearly as nr 
and n, e ually increase. When n,. -::j:. n1, fixing one number and increasing the other gives a 
small i crease in capacity that saturates quickly. As shown in equation (3.6), the number 
of avail ble sub-channels equals min{n,., n,}. Just increasing either nr or n, cannot further 
create a ditional sub-channels. The only thing it does is provide diversity. Comparing the 
cases o n,. > n1 and nr < n1, it is shown that letting nr to be the larger number provides 












Figure 3.4 Capacity of MIMO systems with different {nr, n,} pairs. 
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3.3 M O Systems in a Multi-cell Environment 
Co sider MIMO systems in a multi-cell environment. For the down link, each MT 
will rec ive MIMO signals from co-channel BSs as well as from the local BS. This co-
channel interference, together with the thermal noise, will degrade the link performance. 
We co sider a multi-cell MIMO system with I co-channel BSs. When all BSs have the 
same n mber .of antennas of n1, the nr-dimensional received signal vector y can be 
express d as: 
I 
y = Hx+ LH;X; +n 
i=I 
(3.11) 
where is the desired signal from a local BS; x1, x2, •.• , x1 are the co-channel interference 
signals and all of them are n1-dimensional vectors; H and H; are the corresponding 
nr x n 1 hannel matrices. 
Let !: x = E[ xxH] with the total transmission power constraint of tr(!: x) = I'r . The n,.-
dimensi nal A WGN noise n has a covariance of !:n = E[ xxH] = u;I . The covariance of 
interfer nee plus A WGN noise is 
(3.12) 
For hannel matrices H;, i = 1, 2, ... , I, 
I 
K 11 = IH;!:x;H~ + u;I. (3.13) 
i=l 
Fro information theory, it is shown in [2] that the link spectral efficiency is 
(3.14) 
44 
Sin e logdet(I +AB)= logdet(I +BA), the above equation can be expressed as 
C = log2 <let~+ HI:xHnK:') 
= log2 det(I + HHK:1HI:x ). 
(3.15) 
Thi express10n 1s similar to that obtained in the single-cell environment case. 
Assumi g no co-channel infonnation is known at the local BS, the reasonable power 
allocati n choice will be to unifom1ly allocate power among all the transmitters: So the 
signal c variance matrix will be I: x = ~ I . Accordingly, the link spectral efficiency is 
n, 
(3.16) 
The situation of optimal power allocation in multi-cell environments is different from 
that in single-cell environment. Intuitively, it seems like the optimal power allocation 
obtained by distributing the power according to the eigenvalues of HnK:1H. 
But the problem is that the outcome of the optimal power allocation in one cell is 
determi ed by ( and also determines) the power allocation of the other co-channel cells. 
So the o timization of one cell will require the re-optimization of all the other co-channel 
cells ag in. This is an iterative process and its convergence has not been conclusively 
So, s a sub-optimal strategy, the water-filling algorithm can be performed according 
to the 1 cal channel information only. The statistics of the co-channel interference will 
not be c nsidered when allocating local transmit power among sub-channels. 
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· 3.3.2 Si ulation Results 
Sim lations are conducted to show the performance of the MIMO system in multi-
cell env'ronments. The parameters used are summarized in Table 3.2. 
The ell size is adjusted so that 90% of the cell has a SNR value above 25 dB and the 
system · s interference limited. Simulation results are shown in Figure 3.5. Outage 
capacit is used in the illustration, where each point shows the probability of a MT 
having capacity lower than the x-axis value corresponding to this point. The results 
show th t MIMO capacity increases linearly in multi-cell environments. For example, the 
10% ou age capacity of a n1 = n, = 4 system is 8 Mbps; while it is 17 Mbps for a 
n, = n, 8 system and 34 Mbps for a n1 = n, = 16 system. 
Sectors per cell: 3 
BS antenna: 120° perfect sectorization 
MT antenna: Omni-directional 
Frequency reuse: Universal 
Path loss model: Hata 
Log-normal shadowing: 8 dB standard derivation 
Fast fading: Independent Rayleigh PDF 
Total transmit power: 10 Watts 
Bandwidth: 5MHz 
Noise figure: 2 
Table 3.2 Simulation parameters for multi-cell environment. 
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Figure 3.5 MIMO capacity in multi-cell environment. 
3.4 Ada tive Modulation 
Afte proving the capacity potentials of MIMO systems, the actual data rate that can 
be achi,ved wil; be derived in this chapter. Wireless channels randomly change with 
time. Most modulation schemes are not designed to change according to the channel 
fading c nditions. In order to maintain robust transmission, the communication system 
needs to be designed according to the worst case channel conditions. When the channel is 
in a goo condition, such that a much higher-rate modulation can be supported, use of the 
same m dulation scheme is a waste of resources. Thus, fixed modulation schemes do not 
fully util"ze the channel capacity. 
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Wh n the CSI is known to the transmitter, transmission can be adaptively performed 
to maxi ize the system throughput. The CSI can be directly estimated at the transmitter 
in time ivision duplex (TDD) systems; or it can be estimated at the receiver and sent 
back to e transmitter through signaling channels. Many transmission parameters can be 
adjusted according to the CSI, including transmission power, symbol rate, symbol 
constell tion, coding rate, and even instantaneous BER.. In this chapter, we adapt the 
transmi sion power and symbol constellation along space sub-channels to maximize the 
through ut, while maintaining a fixed BER and transmission power in the time domain. 
O·System Adaptive Modulation - Scheme 1 
We onsider an adaptive modulation MIMO system where the transmission power 
and mo ulation constellations are adjusted along the spatial domain. It is assumed that for 
all spac sub-channels, the instantaneous SNR values r; (i = 1, 2, ... , nmin) and their PDF 
function f(r;) (i = l, 2, ... , nmin) are known to the transmitter. Since most practical 
systems can only support a certain number of symbol constellations, a fixed rate set 
{k1 };:1 i applied where the rate kiJ is used for the lh sub-channel when the SNR value 
for this uh-channel is between [pi' Pi+i). The objective is to maximize the average data 
rate ~[ikij rJrcri )dr;] with the following constraints [32]: 
I J YJ 
L [BER(r; )k;] 




2) verage power constraint fIP;(r;)f(y)dy = P,, where the SNR vector 
y i 
= [y1 , r 2 , • • ·, r n"''"]. This constraint can be further simplified as 
f P;(r;)f(r;)dri = P,. 
i Yi 
This is a standard constraint optimization problem, which can be solved by 
Lagrang 's method [24], [32]. The Lagrange equation can be written as 
J(rl' Y2 '• • • ,Ynmin) 
= ~[~kijrJt(r;)dri] (3.17) 
I J YJ 
{ I [BER(r; )k;] ___ } { } +-<, ' ~k, -BER + .i., ~ J1~<r,)f(r,)dr, -P, . 
It sh uld be noted that the instantaneous BER constraint can also be expressed as 
YJ+t 
Lku f BER(r; )f(r; )dr; 
BER = -+--=-----------= 
L LkiJ ff(r;)dri 
i j YJ 
(3.18) 




i[~ k!i rJBER(r; )f (r; )dr;] 
- I J Yj 
BER 
{
·~ [BER(r; )k;] ___ } 




+ ,i, { ~ 1, P, (r;)f (r; )dr; - P,} 
[
-c2y; SC!_;)] 
· Fro the BER expression in [32], BER(r;) = c1 exp ( S) . Power allocation · I k;(r;) 
P,f(k;(r;) )In[BER(r; )] 
ct . 
can be xpressed as p(y;) = -------. Therefore, the Lagrange equation 
become 
-CzY; 





~ [BER(y; )k;] ___ } 




The optimal rate ·regions r 1 , r 2 , • • • , r n . can be obtained by talcing partial derivatives mm 
with re pect to r i, r 2 , • ·, r n .• First, nun 
The optimal value of r O is 
Yo= 
. ,J,,S/(k,)ln[ BE:~r,) ]iiR 
(3.22) 
For j = I, 2, ... , N-I, the optimal value of rj can be found as 
(3.23) 
0 System Adaptive Modulation - Scheme 2 
It w s shown in [32] that in an A WGN channel, the BER of square M-ary QAM with 
Gray bi mapping can be closely approximated as 
BER(r) RI 0.2exp(-I.Sr) 
M-I 
(3.24) 
where r is the instantaneous SNR value at the receiver and M is the constellation size. 
This ap roximation is tight to within 1 dB for k = log2 M ~ 2 and BER :$; 10-3 • If the 
value o r is known to the transmitter, the maximum constellation size to maintain a 
fixed B R at the receiver is 
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M = l + l.5r . 
-ln(5BER) 
(3.25) 
Ass ming the value of r can be precisely measured at the receiver, and can be fed 
back to the transmitter without delay; the spectral efficiency can be maximized according 
to the e timated r value as 
k = log2 M(r) 
1 (1 l.5r J = og1 + -ln(5BER) (3.26) 
= log2 (1 +Pr) 
where = (1.5 ) . Comparing this with the Shannon capacity C = log2 (1 + r), it 
-ln 5BER . 
can be een that they have.similar-forms.·Thus, data rate and capacity can be evaluated in 
a simil way. For a given BER requirement, k expressed in (3.26) is the maximum 
achieva le adaptive rate. It . should be noted that here we assume k to be any positive 
value. hus equation (3.26) is the full adaptation according to the channel fading. In 
reality, nly specific positive integers can be used at the transmitter. Equation (3.26) will 
be chan ed to k = llog 2 (1 + jJJ.., )J, while L xJ means the biggest integer number equal to 
or smal er than x. Therefore, equation (3.26) can be seen as a upper bound of the 
adaptati n data rate. 
A. Unifi rm-Power Variable-Rate Adaptation. 
1) Conti uous Data Rate 
In IMO systems, CSI refers to all the eigenvalues of the channel matrix, i.e. 
,· ··,min{n,,n,}. Once CSI is known at the transmitter, it can be used to perform 
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adaptiv modulation to max1m1ze the transmission data rate under .. a given BER 
constrai t. First, we consider the case where only the data rate is adapted according to the 
CSL Tr smission power is equally divided among all sub-channels. If we assume that 
the data rate can be continuously adapted, the maximum data rate will be 
11
m;n ( 1.5 P, J D(BER) = ~)og2 1 + ( )-2 A; 
i=I - ln 5BER np·n 
= L)og2 1 + -A; 
11
m;n ( 1.5 p J 
i=l - ln(5BER) n, 
(3.27) 
= ~)og2 (1 + p' A;J 
i=I nt 
where = - I:(::ER) and p = :~ . This expression of adaptive data rate is in the same 
form as the capacity expression shown in equation (3.6), except for the change of the 
average SNR value. 
The average data rate of this adaptation scheme can be evaluated as 
E[D(BER)] 
f[ llmin ( 1.5A; P, J] = IIog2 1 + ( ) 2 P(A,,Ai,"',A11uun)dA,d.A..i. ··dA"min 
i=l -ln 5BER np·11 
(3.29) 
11
min [ ( 1.5A; P, J] =If log2 ( ) ~ P(,1.;)dA;, 
i=l - In 5BER np11 
2) Discr te Data Rate 
In r al systems the allowable signal constellations are restricted, e.g., it must be 0, 2, 
4, 8, 16, etc. Considering this restriction, the maximum data rate becomes 
(3.29) 
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where x J denotes the largest integer number less than or equal to x. Although this 
express on more accurately describes the real system, the operation L·J makes it 
difficul to be manipulated in derivations. Therefore, the continuous data rate 
equatio1 (3.27) will be used in the following simulations and derivations. 
B. Adap ive-Power Variable-Rate Adaptation. 
Wh n power is adaptively allocated among all sub-channels, the overall data rate of a 
MIMO ystem can be represented as 
D(BER) = ~)og2 (1 + l.5,1,; p~ J 
i=J -ln(5BER) CTn 
(3.30) 
", 
with th total power constraint of IP; = ~ . By applying a water-filling algorithm to 
i=I 
(3.30) t maximize the total data rate, we obtain, 
p = [ _ - u; ln(5BER )]+ 
I µ 1.5,1,. 
I 
(3.31) 
The efore, the maximal data rate under a certain BER becomes 
(3.32) 
The ean value of the maximal data rate can be calculated as 
(3.33) 
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where (A,,A:2, · ·,An . ) is the joint eigenvalue PDF function, f(A;) is the PDF function 
mm 
of the it 1 eigenvalue. 
ple: A 2x2 MIMO system is used to show the effect of the adaptive power 
n. For different SNR values, the mean capacity is evaluated using both water-
filling a d uniform power allocation strategies. Simulation results are shown in Figure 
g the same simulation parameters, the mean value of the adaptive modulation 
data rat is evaluated for both power allocation strategies under the constraint of BER= 
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Figure 3.6 Channel capacity with/without power adaptation. 
Fro Figures 3.6 and 3.7, we see that both capacity and data rate exhibit very similar 
characte istics. At the low SNR range, the MIMO system capacity/data rate is mainly 
55 
determi ed by the power allocation strategy, while at the high SNR range, the 
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Figure . 7 Adaptive modulation data rate with/without power adaptation ( BER = 10-3 ). 
Ada tive power allocation is performed by using the water-filling algorithm among 
all spati 1 sub-channels, which is a lengthy iterative process. Uniform power allocation, 
on the other hand, is much simpler, and sometimes gives closed-form solutions. 
Therefo e, when we investigate the performance of a system, uniform power allocation 
usually s first used. Then the benefit of power adaptation can be added in. For the 
purpose of investigating the correlation effects, we will focus on the moderate/high SNR 
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range. ithin this range, there is very little performance difference between uniform 
power location and adaptive power allocation. So, the expressions get simplified. 
In t is chapter, the fundamentals of the research are exploited. First, the concept and 
mechan sm ofMIMO systems are introduced. The capacity equations are derived to show 
the line r increase in capacity with the number of antennas. This capacity of MIMO 
systems is compared with the capacities of the diversity systems, and the fundamental 
differen e between these two systems is observed. The MIMO system capacity in multi-
cell en ironments is also investigated. Then, adaptive modulation is used in MIMO 
systems to maximize the system throughput by adapting the transmission parameters 
accordi g to the CSL This chapter gives two approaches to maximize the MIMO system 
through ut by adaptively changing the symbol constellation for each sub-channel and 
adaptiv ly allocating the transmission power among all sub-channels. Simulation results 
show t t in the moderate and high SNR region, adapting both symbol constellation and 
power ives almost the same throughput as adapting symbol constellation only. Since 
adaptiv power allocation requires an iterative water-filling algorithm, which is not easy 




ANALYTICAL MODEL OF MIMO SYSTEMS 
In t is chapter, first channel models are introduced to reflect the correlation effect in 
MIMO systems. The performance deterioration of MIMO systems under correlated 
fading i demonstrated. Then by assuming a Gaussian distributed matrix for the channel 
model, the eigenvalue distribution of the channel matrix is derived for both the 
indepen ent fading case and the correlated fading case. The results from this chapter will 
be appl ed to future research to improve the MIMO system performance in correlated 
fading wironments. 
4.1 Co elation Effect in MIMO Systems 
ge amount of former MIMO research has been conducted under the assumption 
that tr nsmissions between all pairs of transmitter-receiver antennas experience 
indepen ent fading. However, in real propagation systems, the fades are correlated to 
each otl er due to insufficient antenna spacing or the lack of local scatters. It has been 
shown hat in correlated fading environments, the capacity of MIMO systems can be 
signific ntly lower compared to independent fading. In [4], the authors used the 
expone tial correlation to represent the correlation coefficients between any two 
individ al fading channels. In [5] and [29], different correlation models are introduced to 
simulat the different propagation environments, and to investigate the effects of antenna 
correlafons. In [30] and [31], the asymptotic capacity of correlated MIMO systems is 
investig ted. All these investigations show that the correlation effect will reduce the 
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MIMO apacity to some extent. To implement MIMO systems, the correlation effect is a 
very im ortant factor needing to be investigated, and if possible, mitigated. 
The e are different approaches to model the fading correlation effects. An overview 
of the s atial channel models is provided in [53]. One approach is the ray-tracing model. 
In this pproach, the exact location and properties of the transmitter, receiver, and all the 
surroun ing objects need to be measured. Received signals are obtained by calculating its 
propaga ion through all the possible paths. Another approach is to construct a scatter 
model 1at can provide a reasonable description of the propagation environment. The 
advanta e of this approach is that with a simple and intuitive model, the essential 
charact ristics of the channel can be clearly illuminated, and the insights obtained from 
the mo el can then be utilized in planning the detailed measurements and simulations 
[29]. 
We nvestigate MIMO systems in an outdoor cellular environment as shown in Figure 
4.1. In t 1is case, it is usually assumed that the MT is of the same height or is lower than 
its surr unding objects. Thus the MT immerses in its local scatters and receives reflected 
signals rom all directions. The BS, however, is much higher than its surrounding objects. 
So the ignals coming from the MT and its surrounding scatters come directly to the BS 
antenna . Therefore, the signal spread angle for the BS is quite limited. 
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BS 
Fi gure 4.1 Outdoor cellular signal propagation environment. 
4.1.1 Continuous Scatter One-Ring Model 
The fo rmerly discussed phenomenon is abstracted into a one-ring model [67] shown 
in Figure 4.2. For downlink signal transmissions, the BS antennas are the transmitters and 
the MT antennas are the receivers. A continuous ring of scatters is assumed around the 
MT. The parameters of this model include the distance D between the BS and the MT, 
the radius R of the scatter ring, the angle spread ~ at the BS, and the angle of arrival 8 
at the BS . The one-ring model is basically a ray-tracing model [ 4]. It is shown that this 
model closely approx imates outdoor cellular environments [29], [120]. 
S(B 
Tx . ----- 8'·,, . •Rx, " r -- , I ·- .• _.-_-_-----~ --- ------------ --- -- ---------- _______________ :y' 
Tx _____ :.----<:}_e--- / 6 •Rx 
q ·--. - - - - m 
~~ ~ --- -1 ~ 
d~ (p,q) -- --------------- d; (l,m) 
: (l ,m) 
D R 
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Figure 4.2 Continuous scatter one-ring model. 
The allowing assumptions are usually made in this model [4], [28], [65]: 
a. very actual scatter at an angle e to the receiver is represented by a 
c rresponding "effective scatter" located at the same angle on the scatter ring 
a ound the MT. The angle of actual scatters, and also effective scatters, are 
a sumed uniformly distributed in [O, 27i). 
b. nly rays that are reflected by scatters exactly once are considered. 
c. 11 rays that reach the receive antennas have equal power. 
Whe there is an infinite number of scatters, the normalized complex path gain h1P, 
which d notes the path going from the p1h transmit antenna to the l'h receive antenna, can 
(4.1) 
where X---->Y is the distance from object X to object Y and ;i is the wavelength. From 
central I mit theory, h1P constructed from (4.1) is complex N(O, 1). Therefore, the 
channel onstructed according to ( 4.1) is purely Rayleigh fading [75]. 
The ovariance between two propagation channels h1P and hmq is 
Whe the BS angle spread is small, which is often the case in outdoor cellular 
systems, he following simplifications can be made: 
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(4.3) 
sin 0 8 ~ (R/ D)sinB ~ llsinB 
cos08 ~ 1-t(R/ D)2 sin2 B = l-tll2 +tll2 cos2B. 
The efore, the covariance of ( 4.2) can be approximated as 
1 - , 2;r T f1 £l COS 2 T • 
~11phmq]~ r,:;- fexp - 1-.. dx (p,q) 1--+ +lldy (p,q)smB ?;r { [ ( 2 2 BJ 
-v21r O A 4 4 (4.4) 
+ d:(l,m)sinB +d; (l,m)cosB] } dB. 
the MT is surrounded by local scatters, it has been shown that the correlation 
introduc d by MT antennas is negligible if the antenna spacing is greater than half the 
th [ 4]. In this case, the rows of channel matrix H can be regarded as i.i.d. 
comple Gaussian row vectors with covariance matrix I:, where ~pq = E[hkp(hkq)H]. 
The cov riance matrix of the channel matrix is then in the form of cov[vec(H)] = I:® In, . 
Let (BB'1 Y =I:, the following approximation can be used when analyzing the MIMO 
system apacity, 
(4.5) 
which eans the distribution of H is identical to the distribution of HwBH. This property 
is prove in [29]. 
4.1.2 Di crete Scatter One-Ring Model 
Simi ar to the model proposed by Lee in [64], in the discrete scatter model, a finite 
number f effective scatters are ~venly placed on a circle around the MT as shown in 
Figure 4 3. Each of these effective scatters represents many real scatters within a certain 
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region. he typical radius of the scatter ring is from 100 to 200 wavelengths. By using 
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Figure 4.3 Discrete scatter one-ring model. 
It m 1st be observed that the models in the above figures are only suitable to evaluate 
spatial c rrelation. Some extensions have been proposed to incorporate the Doppler effect 
in this odel [69], which will be investigated and used in the research. 
4.1.3 Exponential Correlation Model 
Wh n an explicit way is needed to study the effects of correlation, i.e. the relationship 
between capacity and correlation, the exponential correlation model is commonly used 
[37], [9 ]. No physical parameter is needed to use this model. Instead, a correlation 
coeffici nt r will be chosen to compose the correlation matrix. For example, for the 
correlati n occurring at the transmitter side, the correlation effect can be represented as 
l: = { rli-JI L=l,···,n,' r E [O, 1). 
This model may not be an accurate model for specific real environments. But it is 
physical y reasonable in the sense that the correlation decreases with increasing distance 
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the antennas. Measurement results also show that this model provides reasonable 
conclus·ons when applied to MIMO systems [92]. The exponential correlation model can 
be easil used in the capacity vs. correlation analysis to get some insights about their 
rrelation Effect 
te-Carlo simulation is conducted to show the correlation effect by using a one-
ring morel. Capacity is calculated for different values of angle spread. The simulation 
paramet rs are shown in Table 4.1. 
Antenna gain: G= 15 dB 
Bandwidth: B = 5xl06 Hz 
Transmit power: P,= lOW 
Noise figure: F=2 
Receiver temperature: T=300°K 
Number of iterations: N= 104 times 
Propagation exponent: 3.5 
Log-normal shadowing: 8 dB standard derivation 
Fast fading: Rayleigh PDF 
Antenna array type: Broadside antenna arrays 
Antenna number: n,=nr= 5 
Correlation model: One-ring model 
Angle of mTival at BS: 90° 
Table 4.1 Simulation parameters for correlation effects. 
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The result of the simulation :s shown in Figure 4.4. For comparison purposes, the 
. capacity of an independent MIMO system is also plotted. We can see that as the angle 
spread i 1creases from 1 ° to 50°, the capacity of the correlated MIMO system increases 
· . graduall from 28 Mbps to 70 Mbps, which is almost the same as the capacity of the 
_indepen ent MIMO system. At the angle spread of 30°, the capacity difference between 
these o MIMO systems is only around 10%. Thus in the one-ring model, the 
correlati n problem becomes significant only when the angle spread at the BS is very 
small, e g., less than 20°. As the angle spread increases the correlated fading capacity 
approxi ates the independent fading capacity. 
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Figure 4.4 Correlation effect in MIMO systems. 
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4.2 Intr duction to Random Matrix 
For he multivariate analysis in this section and in the following sections of 4.3 and 
4.4, a m trix H with dimensions of n x m is used with n ~ m . This dimension notation is 
differen from that used in the other part of this dissertation. It is used in here so that the 
equatior s can be read more easily. 
4.2.1 N rmally Distributed Random Matrix 
If H is a n x m matrix, then vec(H) represents the nm x 1 column vector formed by 
stacking the columns of H under each other. For example, if the channel matrix is 
express d as H = [h 1 h 2 h m 1 where h j is n x 1 vector for j = l, · · ·, m , then 
(4.6) 
Whe we say a n x m matrix H is complex Gaussian distributed, i.e., H - N{µ 8 , 'P), 
it is the same as saying vec(H) - N(vec(µ8 ), 'P), where the mean µH = E(H), and 
mn X m matrix 'P = E{ [vec(H) - vec(µu)]. [vec(H) - vec(µu) r} is the covariance 
matrix. he covariance matrix is c:lso the correlation matrix if H has zero mean. 
Usu lly, the c01Telation effects at the transmitter and receiver can be considered 
separate y. Thus the matrix 'I' is decomposed into the transmitter correlation matrix :Em 
and the eceiver correlation matrix :En. It can be further shown that the matrix 'I' can be 
represen ed in the form of a Kronecker product as 'I'= :Em ®:En, where :Em and :En are 
m x m a d n x n matrices. The density function of H is 
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where e r(X) denotes exp[trace(X)]. Notice that when the rows of H are uncorrelated, 
'I'= I: 111 @ I" . Similarly, when the columns of Hare uncorrelated, 'I'= Im ® I:n . 
4.2.2 Sp cial Case Normally Distributed Matrix 
In t e case where the n x m matrix H is zero-mean, and has a correlation matrix 
'I'= I@ I: 11 (the transmit antennas are uncorrelated), i.e., H - N(O, I® I:n ), the density 
function of His simplified as [36] 
(4.8) 
4.2.3 Wi hart Distribution 
Let · = HHH, where ·nx m matrix H- N(O,I ® I:n), then mxm matrix A is said to 
have the Wishart distribution with n degrees of freedom and a m x m covariance matrix 
I:m. In he remaining parts of this chapter, we simply represent I:m as I:, i.e., the 
Wishart istribution will be written as A - Wm(n,I:). The density function of A is 
! (A)= l etr(-.11:-1A \fdetA)<n-m-J)/2 • (4.9) 
2mn/2rm(tn)(detI:f'2 2 " 
4.3 Eige value Distribution 
4.3.1 Eig nvalue Distribution of Positive Definite Random Matrix 
If A 1s a mx m positive definite random matrix with density function/CA), then the 
joint den ity function of the eigenvalues Ai,· ··,Am of A is 
67 
(4.10) 
where = diag( 1 · · · ;L ) 1 > }._, · · · > ;L > 0 /1' ' m ' 'VJ. -L. m 
4.3.2 Ei envalue Distribution of Wishart Random Matrix 
If A is Wm ( n, I:) with n z m , the joint density function of the eigenvalues A,,···, Am 
of A ca}be represented as 
fw(A,,··,Am) . 
= 11.2122-mn/2(detI:tn/2 Ilm in-m-l)/2Ilm (A. -k)J etr(-.11:-IHAHH'--"•. 
r (j_ )r (j_ ) I I J O(m) 2 pn. 
m 2 /11 Ill 2 n i=l i<j 
(4.11) 
4.3.3 H ergeometric Function Representation 
A. Hype geometric Function Notation 
1) Gene alized Hypergeometric Function 
For iven integer numbers p and q, the generalized hypergeometric function of matrix 
(4.12) 
where L, denotes summation over all partitions K = (k1, ···,km), k1 ~ • • • z km ~ 0, of k, 
C"(X) is the zonal polynomial of X corresponding to K. The generalized 
m 
hyperge metric coefficient (a)K is given by the equation (a)K = IT(a-t(i-l)t , 
i=I ' 
where ea h tem1 (a)k = a(a + 1)· ··(a+ k-1), (a)0 = 1. 
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The efore P Fq ( a 1 , • • • , a P; b1 , • • • , b q; X) is a function of the complex symmetric m x m 
matrix depending on the arbitrary complex numbers ai,···,aP and bi,···,bq. Many 
special ases exist for this hypergeometric function, e.g., 0F0 (X) = etr<X> . 
2) Hype geometric Functions with Two Matrix Arguments. 
Hyp rgeometric functions with two symmetric m x m matrix X and Y as arguments 
are give1 by 
F(m)(a ... a ·b ... b ·X Y)= ~"(a1);.~···(ap)K Cl((X)CAY)_ 
p q I' ' p ' i, ' q' ' L..J L..J (b ) · · · (b ) k' C (I ) 
k=O K 1 K q K • K m 
(4.13) 
Noti e that if one of the argument matrices is the identity, this hypergeometric 
function reduces to the one-matrix function defined before, for example 
B. Eigen 1alue Distribution in Correlated Case 
The 1atrix integration term in ( 4.11) can be changed to 
Fro Theory 7.3.3 in [3q], we have 
f pFq(m)(a1,···,ap;b1,···,bq;XHYHH)(dH) O(m) 
=PFt>(a1,- • ·,aPA, ··,bq;X, Y) 
Ther fore, equation (4.15) becomes 






Sub tituting (4.17) in the integration term of (4.11), the joint eigenvalue distribution 
,r"'2122-mn12(det:r.tn12 F,<m)(-.1:r,-1 A)n .tn-m-1)12f1m ( • .t -X) 
r (I )r (1 ) 0 0 2 ' 'l 1 I I J 
m 2 m m 2 n i=I i<j ( 4.18) 
C. Eige value Distribution in Independent Case 
In t e non-correlated case, Wishart matrix A has a distribution of Wm (n, u ·Im) with 
n ~ m , herefore the integration term in equation ( 4.11) is 
f etr(-+L-1HAHHXdH) O(m) 
= f etr(-f-HAHHXdH) 
O(m) u 
= etr(- 2~ A)J (dH) 
O(m) 
(4.19) 
= exp(- 2~ i>i; J· 
1=1 
The efore, the joint density function of the eigenvalues A,,···, Am of A becomes 
(4.20) 
for the igenvalues A, > Az · · · > Am > 0 . 
D. Com lex Normal Distribution 
In t e case where matrix H is a complex n x m matrix, 1.e., H = Hr + JH;, the 
eigenva ues distribution of A= HHH is [35] 
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w (A1, • • ·, A111 ) 
m 
where 111 (a)=nm<m-IJ/ 2 Ir(a-i+l) is the complex multivariate gamma function. 
i=l 
0 .F0 (A) = e1'<A) is the special case complex hypergeometric function. 
4.4 Eva uation of Eigenvalue Distribution 
4.4.1 Tr ncated Summation Approach 
(4.22) 
Am ng the terms in equation (4.21), the two-matrix-argument hypergeometric 
function O F0 (-r- 1 , A) can be expressed as 
(4.23) 
To umerically evaluate this term, -summation to infinity needs to be replaced by an 
big-enm gh number /3 
(4.24) 
where t e CAI111 ) tenn can be evaluated as 
p 
TI c2k; -2kj -i + j) 
CK(Im) = 22k k!(tm)K _i<-'-j_p _____ _ (4.25) 
TI c2k; + p-i)' 
i=l 
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For he general case of zonal polynomial, there is no known formula [36]. However, 
it can b evaluated as a monomial expansion of Mi (A) 
CK(A) = 2:CK,A.MA.(A) (4.26) 
A.<K 
where c . _,i is a constant and the summation is over all partitions .2 of k with .2 ~ K , i.e., .2 
is below or equal to Kin the lexicographical ordering. Coefficients cK i can be calculated 
in an ite ative way as 
(4.27) 
where A= (11 , ··,Im) and µ = (11 , .. ,I;+ t, .. ·,lj -t,lm) for t = (l, .. ·,!) such that, when 
the parts of the partition µ are arranged in descending order, µ is above .2 and below or 
equal to ~ in the lexicographical ordering. It can be seen that this is an iterative equation. 
It dete ines all coefficients in the expansion of CK(A) except for the coefficient cK,K. It 
is known that c<kJ.<k) = 1. For other cK,K values, James proves that [35] 
C =-- 1 -/-- i-1 +k -k 
2 Zk k! p I ( 1 1 ) 
K,K (2k)! x[2K] C ) CTCT 2 2 ( ) j I k,-k,+1 (4.28) 
where Xr]KJ (1) is given as 
(2k)![l: .(2k; -2kj -i+ j) 
%[2K] (1) = l<J 
[Ip (2k. + -i)! i=I I p 
(4.29) 




T e summation above is over the distinct permutations of p different integers from 
T is eigenvalue distribution involves the evaluation of hypergeometric function with 
matri arguments, which is expressed in terms of zonal polynomials. No closed-form 
equat'on can be obtained for this expression. Also the numerical evaluation method has 
been roven to converge very slowly for strongly correlated MIMO channels. 
4.4.2 Closed-Form Expression 
reference [37], the authors provide an alternative expression for joint eigenvalue 
ution in correlated MIMO channels. This method provides closed-form PDF 
funct ons for the channel eigenvalues in a correlated environment. Under the restriction 
that igenvalues of a correlation matrix are all distinct, the hypergeometric function with 
ma ·x argument 0 F0 (-:E-1,A) can be expressed in terms of determinants of matrices 
who e elements are hypergeometric functions of scalar arguments: 
(4.31) 
whee er= [a1,0"2 ,···,0"11min] with o-1 > o-2 > o-nmin denotes the ordered eigenvalues of 
nmin 
corr lation matrix :E ; (,min = fI (j -1) ! is a constant value; F( x, a) is a matrix of scalar-
j=I 
ar ent hypergeometric functions defined in (4.32). 
F(l, er)= 
o Fa ( -A, I 0"1 ) 
0Fo(-A1 I O"z) 
oFo(-Az I 0"1) 
oFo(-Az I O"z) 
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(4.32) 






V2 ( ) is also a V andermonde matrix defined by 
The efore, the joint eigenvalue distribution becomes 
1 






where t e normalizing constant Kr.. = Kqn . . 
1 
I only depends on matrix 1: through 
mm V (a) 
. 2 
its eige values. Thus, the functions of matrices are changed to matrices of scalar 
argume ts. This will simplify the following capacity derivations. 
1arginal probability density function of Ak, l :$ k :$ nmin can be calculated as 
CO CO 00 A.k ;i,,min-2 Anmm-t 
A(Ak) = f dAk-1 ... f dAz f dA, f dAk+I ... f dAnmin-1 Jt(Ai,"',Anm)dA~ • 
"k 2:. "2 0 0 0 
Noti e that this calculation is a two-way process: The integrations of all eigenvalues 
less th Ak is from O to the next larger eigenvalue; while the integrations of all 
eigenva ues larger that Ak is from the next less eigenvalue to infinity oo. This is because 
that in DF function fi..(A,,"·,1111 ), eigenvalues are in order. 
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Ex 1ple: For a 2x2 complex Gaussian channel matrix H with correlation matrix ~, 
the eige 1value distribution is 
where 
The marginal PDF functions of Ai and Ai can be found as 
Ai 
!(Ai)= fl/Ai, A.i)dA.i 
0 
<Xl 
f(A.i) = JtA (A.i,A.i)dA.i. 
A-i 
Eig nvalue distribution functions of uncorrelated MIMO channel and MIMO 
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Figure 4.6 Eigenvalue distributions for2 x 2 correlated MIMO systems 
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Figure 4.7 Eigenvalue distributions for2 x 2 correlated MIMO systems 
(10° angle spread). 
4.5 Ch acteristic Function (c.f.) Method for MIMO System Throughput 
l A2 
1 J\2 
In his section, we use the c.f. method to evaluate the correlation effect on the 
adaptiv modulation data rate. It has been shown in chapter III that the expression of 
adaptiv modulation data rate is similar to that of the capacity, with the only difference 
being i the modified SNR value. Thus, the observations in this section will also apply to 
111 capacity. 
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4.5.1 C aracteristic Function Method 
Ass ming that the data rate is continuously adapted and the transmit power is 
uniform y allocated among all spatial sub-channels, the data rate of a MIMO system has 
been sh wn in equation (3.27) as 
(4.38) 
where ' = \· 5 p ) . Then the c. f. of the data rate can be expressed as 
-In SBER 
,I, (z) = E rej2JdJz] 
'f'D D~ 
= f ej2JdJz f(D)dD 
D 
f j2,rz ~)og2(1<' ,t,) = e · 1 I f). ("J... )<.D. (4.39) 
l,. 
where is the ordered integration f J-- · f . By inserting the PDF function of (4.35), 
Ai Ai ).,,min 
the c.f. ecomes 
j21CZ 
-JD ( I<" ,l, r'"' K, · det[E(l., a)]- c!et[V, (l.) I· u (J, )"--... cD. ( 4.40) 
-K, f det[E(l.,a))-det[V,(l.)]-:0[(1<> r: -(J,)"--._ f · 
The identity in [37] indicates that 
77 
N f · · f det(J)(x) · det 'l'(x) · TI ~(xk)dx 
k=I 
= de{ frl>,(x)'l'/x)?(x)d+.J•>, ,N] 
(4.41) 
where (x) and 'l'(x) are arbitrary square matrices; ~(xk) is an arbitrary function; and 
the mul iple integral is over {b ~ x1 ~ x2 ~ • • • ~ xN ~a}. Let 
(J)(x) = E(l,a) 
'l'(x) = vi (l) 
Equ tion (4.40) can be changed to 
(4.42) 
Refi rence [3 7] shows the following equation 1s valid for Re{a} > 0 , n ~ 0, 
arg{b} ;,r , where 
00 X 
fxn 1 +bx)Ye--;;-dx 
0 
n! ( -1 - n - y) J;-; (1 + n, n + y + 2, _l ) ( ) 
ab n+1+yby1( I ) 1 = t +a n+ +y iF.1 -y,-n-y,-
b"+ 1(-y) ab 
(4.44) 
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In whic ro is gamrna function and IF..(·, ·, ·) is hypergeometric function. Let 





Y = ln2 
Ac mpact form of the inner part of the ¢D(z) expression can be obtained as 
n!r(-1-n- y))·{l +n,n + y+2,~) 
mn bn+lr(-y) 







No the data rate PDF function can be obtained by doing FFT transformation as 
"' 
fD(x) = f¢D(z)e-i2=dz. (4.47) 
The expression of the data rate cumulative distribution function (CDF) function can 
be obta'ned as 
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X 
FD(x) = f JD(a)da 
0 
X ex, 
= J f ¢D(z)e-j2n:zadzda 
0 -ex, (4.48) 
ex, X 




4.5.2 R sults and Analysis 
A x 2 MIMO system is used in this section to verify the results of the c.f. method. 
ly small-scale fading is considered. Assuming a one-ring correlation model with 
correla ion at the receiver end only, the outage capacity performance curves are obtained 
usmg e method introduced in this section. Situations ranging from independent fading 
to 5° gle spread are considered and results are drawn in Figure 4.8. To show the 
validit of this method, Monte-Carlo simulation results for the same situations are also 
plotted. It can be seen that these two methods give identical results in all situations. 
As hown in other literature, as the angle spread decreases, the whole outage capacity 
curve oves to the left side, i.e., capacities at all outage levels are reduced. This is 
the phases and amplitudes of the signals received by different antennas are more 
likely t be similar to each other. Thus, these received signals are more correlated to each 
other d less multiplexing gain can be exploited. If we take a look at the lower tail 
which s the region of interest, the 10% outage capacity is seen to decrease from 3.9 
bps/Hz in the independent fading case to 2.75 bps/Hz in the 5° angle spread case. This 
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Figure 4.8 Outage capacity in different correlation situations. 
ary 
In p actical environments, the correlation effects limit the capacity increase of MIMO 
systems. Different correlation models are investigated and the appropriate model is 
selecte for this research. By using the one-ring model, the results from the Monte-Carlo 
simulat" on show that the correlation effect can greatly reduce the MIMO capacity when 
the ang e spread is small. This problem will be further investigated in the following 
chapter and solutions will be proposed. 
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The effects of correlation in MIMO systems are analyzed through the eigenvalues of 
the ch el matrix. The eigenvalue distributions function is derived by assuming the 
channel matrix to be Gaussian distributed. While the distribution function is manageable 
for ind pendent MIMO systems, it becomes too complicated to be used in correlated 
MIMO systems even for. a small system configuration. Numerical method has been 
applied to approximate the correlated distribution by calculating zonal polynomials and 
truncati g the summations. However, this method converges too slowly to approximate 
the co ect results, especially for the highly correlated MIMO systems. Thanks to the 
work o Chiani et al. [37], the hypergeometric function with matrix arguments is 
convert d into a matrix of hypergeometric functions with scalar arguments. Thus, along 
with th characteristic function method, the MIMO system capacity can be exactly 
calculat d in both independent and correlated systems. This capacity calculation method 




MACROSCOPIC DIVERSITY MIMO SYSTEM 
Me ods of using macroscopic diversity to combat the large-scale shadowing effect 
have b n investigated in numerous papers. In this chapter, the effect of macroscopic 
diversit in MIMO systems is studied. By placing antennas at different BSs, these 
antenna will experience different shadowing components and it will be very unlikely 
that th ir shadowing factors are correlated to each other [119]. Thus a large-scale 
shadow ng diversity gain is obtained. By deriving and evaluating the upper-bound of the 
system apacity, this chapter shows that implementing macroscopic diversity in MIMO 
systems can significantly improve the capacity at the lower tail of a capacity CDF curve, 
which i the region of most interest. 
5 .1 lntr duction to Shadowing Effect 
In a dition to multipath correlation, the received signal is degraded by large scale 
physica obstacles in the propagation path, resulting in a phenomenon called shadowing. 
Usually in a MIMO system the transmitted directional signals from a BS to a MT are 
ommon shadowing influence even though the multipath signal scattering profile 
may b uncorrelated. In such a system, there would be significant reductions in 
obtaina le channel capacity despite of an ample scattering profile. 
Spa e diversity techniques have been investigated extensively in order to combat 
multipa Rayleigh fading as well as the shadowing effects in mobile communication. A 
few rep esentative examples are discussed in the following. A majority of the early ideas 
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are well organized in [67] by Jakes, which deals with both multiple base-station diversity 
to com at shadowing, and small scale diversity techniques to overcome Rayleigh fading. 
The te macrodiversity was first used in [18] by Yeh, Wilson, and Schwartz. In [19] and 
kmani provides a theoretical analysis of composite microscopic plus MSD 
g within continuous phase modulation (CPM) systems. In [17], Haas and Li 
introdu e the multiply-detected macrodiversity (MDM) scheme, which . utilizes the 
-likelihood bit-by-bit decision criterion on the combined information. The 
MDM cheme is based on postdetection combining of information rather than 
predete tion combining techniques. 
Div rsity schemes have also been applied in MIMO systems research. In [87], the 
channel capacity as well as its upper and lower bounds are derived for MIMO-based 
macros opic diversity combining systems applying selection diversity and stochastic 
water filing in composite fading environments. In [89], a performance analysis based on 
comput r simulation was conducted for MIMO distributed antenna systems. Commonly, 
macros opic diversity is applied to overcome shadowed regions, improve the bit error 
fixed data rate channels, reduce the signal outage, and/or simply increase the 
f user channels through multiplexing more channels into the cell area. 
onsider the case where each element in the channel matrix experiences both 
Raylei fading and shadowing effect. According to [9], a composite fading-shadowing 
compon nt can be expressed as the product of the short term multipath fading and the 
shadow fading, and they are an independent random process. Following this 
, the element representing the channel attenuation from the /h transmitter to the 
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i'h recei er, which is a composite Rayleigh fading - lognormal · shadowing component, 
epresented as (hc)ij = hijmt12 where hij is a zero-mean, unit-variance complex 
Gaussi random variable representing the Rayleigh fading part and mt12 is the 
shadow ng part. The power mij follows a log-normal distribution. We use He= n112H to 
represe t the composite fading channel matrix. Thus the MIMO system capacity is in the 
In is section, uplink cellular communication is studied, which is generally 
conside ed as the performance-limiting link due to the limited power at the MT. We 
conside the case where nr = n1• But for the clarity of the derivation, the symbols n, and n1 
will stil be used in the following equations of this chapter. 
5.2.1 St <lard MIMO System 
In tandard MIMO systems, all receive antennas are located at the same BS. 
Therefo e all channels experience the same shadowing effect. The channel matrix can be 
express d as 
0)112 h 0)1/2 h 
11 12 
0)1/2h 0)1/2h 








ing a rich scattering environment, all Rayleigh fading components hij of matrix 
H are otally uncorrelated. However, the log-normal shadowing components OJ are 
identic , i.e., totally correlated. No macroscopic diversity can be exploited in this 
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system. This situation is related to the 'keyhole' analysis in [10].: In this system, although 
all the e ements in H are uncorrelated, they have only one DOF from the shadowing point 
of view. So the capacity achieved by this channel matrix is limited. 
5.2.2 M croscopic Diversity MIMO System 
The ideal macroscopic diversity MIMO system is one where each BS antenna is 
located t a different location far away from each other so that their shadowing effects are 
uncorre ated. This is also called the distributed antenna system. The channel matrix with 

















This channel matrix has a DOF of n,. Both macroscopic and microscopic diversity 
can be e ploited. Higher capacity is expected compared to the first one. 
5.3.1 Ca acity Comparison 
dard MIMO systems, the channel matrix multiplication is 
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(5.3) 
We bserve that the diagonal elements are Chi-square distributed positive large value 
random ariables (RVs) with degree of freedom of 2n1; while the non-diagonal elements 
are zero ean small value RVs. It will be shown later that these small value non-diagonal 
element can be ignored in the capacity upper bound evaluation. 
The IMO capacity calculation can be simplified as 
C = log, de{I+:. H,(Hf J 
=log,de{I+:. a,,HHn} 
(5.4) 
Here our interest is to estimate the effect of macroscopic diversity to the MIMO 
system apacity. This effect is decided by the shadowing components to different BSs. 
Therefo , we will average out the microscopic effect in the following analysis. By taking 
an expec ation with respect to the small scale fading, the mean capacity becomes 
C = E+og, de{I+:. a,,HHH )] 
,; log, det[ I + :. a, • E n(HHH )] 
= log, de{ I + :. a, • n, · I J 
= nr logi{l +pm) 
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(5.5) 
where e second step is due to the Jensen's inequality. This agrees with the result in 
·ch is obtained by assuming n, ~ oo. It can be seen from here that this result is 
actually the capacity upper bound of a MIMO system. Let a/= 1 + pm in equation (5.5), 
we hav C ~ nr log2 (m'). Since m is a log-normal RV for OJ > 0 with mean µ and 
deviation o-, 01' is also a log-normal RV for m'> 1 with mean A = 1 + pµ and 
deviation of o-1 = pu. After applying a base-2 logarithm, we obtain a RV with a 
Gaussi distribution. The mean and standard deviation of the Gaussian RV log2 (w') can 
, 1 11 A 
µdB= - n --;::::======= 
10log10 2 s' (: J + I 
(5.6) 
1 1 1 + pµ0 = ----In -;:::=========== 
vo 1 10log10 2 q ( p- ) 
1+ pµo + 
I 1 1 
U dB= · -
10log10 2 q 
where = ln(l0)/10. 
In c nventional MIMO systems, the term log2 (01') will be multiplied by nr as shown 
in equa ion (5.5). Corresponding, mean and standard deviation values will be multiplied 
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II I n, 11 
µ = n,.µ dB= 10I0g10 2,; n (5.7) 
( PUo J 1 1+ pµo + 
1n[( PUo J2 + 1] 
l+pµo 
The efore, the shadowing-dependent channel capacity upper bound follows the 
· Gaussi distribution as C - N(µ" ,a"2 ). 
B. Mac oscopic diversity MIMD system 
Foll wing the same procedure, an expectation is taken with respect to small scale 
fading t the macroscopic diversity MIMO system capacity, 
CM., =E8 [log2 det(l+:, H,(HJ" J] 
= E" [ log, de{ I + :, '1112 H( () 112H)" J] 
= E8 [log2 de{l< IIH8 '1 J] 
:5 log, de{ I+:, · EAH"HP] 
= log, det[ I + :, () · n,I] 
n, 
= L log2 (1 +pm;). 
i 
(5.8) 
Thi is a summation of n,. independent Gaussian distributed RVs. Therefore, it is also 
nr nr 
a Gaus ian RV with µ= Lµ(i) and a2 = Ia2 (i). The mean value and standard 
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of each RV can be calculated as above. Finally, the summation follows a 
11 1 li'-,1 
µ Mac = l O 1 2 ;: L n OglO ':, i 
(5.9) 
f 1n[( PUo(i). -J2 + 1]. 
; 1 + pµ0 (z) 
11 1 1 u = -
Mac lOloglO 2 q 
To implify the analysis, we assume all shadowing components are i.i.d. Thus they 
have th same mean and variance values. Equations in (5.9) can be simplified as 
'' ' nr l 1 1 + pµo 
µ Mac= nrµ dB= lQloglO 2 q n --;::(=p=U::::::o:::::::::J==l 
l+ pµo + 
(5.10) 
The efore, for the macroscopic diversity MIMO system considering the shadowing 
effect, the channel capacity upper bound follows a Gaussian distribution as 
paring these two upper bounds C and CMac, it can be seen that they have the same 
mean v lue. However, the variance of CMac is much smaller than that of C. This means 
that in macroscopic environments, the distribution of the channel capacity is more 
centere at its mean capacity value. The probability that very low capacity occurs is 
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much lo er than the standard MIMO system, i.e., the outage probability can be reduced 
in that r gion. 
C. Com arison 
1) Upp r Bound. The outage capacity comparison is made to show .the benefits of 
applyin macroscopic diversity in MIMO systems. In the . comparison, the average 
receiver SNR is assumed to 'be 18 dB independent of the number of antennas. Also all 











Figure 5.1 Capacity upper bound comparison. 
The lower-tail capacity improvement mentioned in the former section can be clearly 
seen in this figure. If we look at the 10% outage capacity, 50% more capacity can be 
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when 4 antennas are used; 90% more capacity can be achieved when 8 antennas 
; when 16 antennas are used, the capacity is more than doubled by the 
introdu tion of macroscopic diversity. In this evaluation, all BS antennas are assumed to 
be mo ted at different BS locations. 
2) Num rical. Verification., The former comparison is. made by evaluating the upper 
bound f the MIMO system capacity. To verify the observation obtained from this 
method, Monte-Carlo simulation is performed using the same system configuration and 





























Figure 5.2 Monte-Carlo simulation verification. 
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It c be observed that the simulation shows almost the same result as shown in 
Figure .1; As predicted by the upper bound analysis, because of the macroscopic 
diversit , the 10% outage capacity is increased by more than 50%, more than 90%, and 
more th n doubled compared to the standard MIMO systems when 4 antennas, 8 
antennas and 16 antennas are used respectively. 
Com aring Figures 5.1 and 5.2 reveals that the Monte-Carlo simulation results have 
around 1 % less capacity compared with the upper bound, and the trends of all curves are 
exactly e same. Therefore, the upper bound capacity approach proposed in this chapter 
is an effi ctive way to analyze the macroscopic effects in MIMO systems. 
5.3.2 Si ulation Results 
Mon e-Carlo simulation is conducted to compare the capacities of macroscopic 
diversity MIMO systems and standard MIMO systems. In the simulations, the number of 
as is fixed as three, while the total number of BS antennas increases from 3 to 
6, 12 an 24. In standard MIMO systems, all these BS antennas are mounted at the center 
of the h xagonal cell. In macroscopic diversity MIMO systems, these BS antennas are 
evenly d stributed among three BSs along the edges of the cell. In the macroscopic 
diversity MIMO system, 120° perfect sectorization is assumed for BS antennas. Totally 
104 unifo ly-distributed user locations are randomly generated within a cell. Simulation 
paramete s are summarized in Table 5.1. The simulation results are shown in Figure 5.3. 
93 
MT antenna: Omni-directional 
Frequency reuse: Universal 
Propagation exponent: 3.5 
Log-normal shadowing: 8 dB standard deviation 
Fast fading: Independent Rayleigh PDF 
Total transmit power: 10 Watts 
Total antenna gain: 15 dBi 
Bandwidth: 5MHz 
Noise figure: 2 
Cell radius: 10km 
















3 BS antennas 
6 BS antennas 
12 BS antennas 
24 BS antennas 
C (bps/Hz) 
Figure 5.3 Capacity comparison of standard MIMO vs. macroscopic diversity MIMO 
systems. 
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As hown in Figure 5.3, the simulation results agree with those predicted by the upper 
bounds. By applying macroscopic diversity in MIMO systems, it shows that the capacity 
distribu ion is more centered at the mean capacity value and both extremely low capacity 
and ex emely high capacity cases are reduced. The lower tails of these curves are of 
most in erest for system designers. If we look at the 10% outage rate, it can be seen that 
macros opic diversity MIMO systems provide a capacity more than 3 times compared to 
noticed that the former upper-bound analysis shows that the macroscopic 
diversit does not improve the capacity median value (i.e., 50% outage capacity); while 
· in this s mulation, the median values are actually improved. This improvement is due to 
the adv tage of the edge-excited cell structure. Since there are three BSs serving one 
cell, the MTs are more likely to come close to one of the BSs than in the standard MIMO 
case. T erefore, the MTs are more likely to get stronger signals compared with the 
situatio s in standard MIMO systems. 
urves of 10% outage capacity and 50% outage capacity are depicted in Figure 
5.4 for oth systems. When fixing nt as 3 and increasing nr from 3 to 6, 12 and 24, the 
followin observations can be obtained: 
1) 0% outage capacity increases logarithmically. The macroscopic diversity system 
ovides a moderate improvement compared to the standard system ( around 20% 
i creases). As mentioned above, this increase is actually due to the edge-excited 
c 11 structure, not macroscopic diversity. Therefore, macroscopic diversity does 
t help much to improve the MIMO system mean capacity. 
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2) ecause of the receiver diversity gain, the 10% outage capacity increases almost 
·nearly for both macroscopic and standard MIMO systems. Notice that as nr 
· creases even larger, the increase will eventually become logarithmic. However, 
ecause macroscopic diversity has a special advantage at the lower distribution 














o 10% Outage Capacity 












Figur 5.4 Capacity comparison of standard MIMO vs. macroscopic diversity MIMO 
systems (10% outage and 50% outage). 
Ano er comparison is made between macroscopic diversity MIMO systems and 
standard MIMO systems in terms of the 5% outage capacity in Figure 5.5. Because of the 
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lower t il advantage, more capacity gain is expected from macroscopic systems. This 
expecta ion is verified from the simulation results showing that more than 4 times 
capacit can be obtained by using the macroscopic structure. 
3r-----r-----,--------.----------------,--, 
--e- Macroscopic MIMO 
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Figur 5.5 Capacity comparison of standard MIMO vs. macroscopic diversity MIMO 
systems (5% outage). 
5.4 Su 
diversity MIMO systems are introduced and their performance is 
. In order to show the effects of multiple shadowing components, the capacity 
upper bo d is derived and verified. This bound shows that using multiple BS in MIMO 
systems an dramatically increase the capacity at the lower-tail part of the capacity 
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distrib tion curves. Significant capacity gain is also demonstrated by the Monte-Carlo 
simulat on results. In macroscopic diversity MIMO systems, while the mean capacity 
a moderate increment, the performance at the 10% and 5% outage capacity 
levels hich are the values of interest) are increased more than three times compared 
with th se of standard MIMO systems. The potential of the macroscopic diversity MIMO 
system · s thus clearly demonstrated .. 
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CHAPTER VI 
EXACT CAPACITY OF MSD-MIMO SYSTEM 
In t is chapter, it is shown that compared to the small-scale fading only environment, 
the cap city of a MIMO system is severely degraded when shadowing is present on the 
propaga ion channels, even in the .optimal case where the multipath .channel components 
are stati tically uncorrelated. Macroscopic Selection Diversity (MSD), which is well-
known s a scheme for combating deep shadowing effects [19], is implemented in MIMO 
systems to overcome this capacity degradation. The applied MSD topology enables the 
MTs an BSs to maximize the spatial multiplexing gain while combating the shadowing 
phenom na. Exact capacity representations of MSD-MIMO systems are derived. Two BS 
selectio algorithms are presented in this chapter. The first algorithm is optimal in the 
sense of giving the highest capacity, but requires high-levels of computation. The second 
algorit presented is suboptimal, but requires much less complexity. The proofs of 
optimali y and suboptimality are provided along with a performance comparison of the 
6.1 Cap city ofMSD-MIMO Systems 
6.1.1 Sh <lowing Effects in Correlated MIMO Systems 
It ha been shown that MIMO capacity in composite fading environment can be 
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(6.1) 
where ~ = co;l,k, k =l, ... , nmin, are the composite eigenvalues including both small-scale 
and lar e-scale components. For simplicity, in this chapter, we assume nr = n, = n. The 
large sc j le shadowing statistics, known to be log-normally distributed, has the probability 
density ction (PDF) of 
where = In 10 / 10; AJ(dBm) and u~ are respectively the local mean power and variance 
of Gaus ian RV co(dBm) = 30 + 10 log10 co [9]. 
Equ tion ( 6.1) shows that the capacity of a MIMO system depends on the distribution 
of multi ath channel gain matrix and shadowed fading. Extensive research has been 
conduct don MIMO systems in multipath fading channels [1]-[5]. It has been observed 
that the apacity ofMIMO systems under independent multipath fading channels increase 
linearly s the number of antennas at both ends increase. However, this improvement is 
degrade when the multipath channels are correlated. Figure 6.1 illustrates the 
degradat on of capacity outage probability along with spatial correlation considering 
multipat fading only. In the simulation, a simple exponential model was used, which is 
explaine in chapter II, to model the spatial correlation among multipath channels. 
100 
Monte- 1 arlo simulation is conducted to show the effect of correlation on the capacity in a 
3x3 MILO system when only small-scale fading is considered. In the simulation, the 
average,L~ ratio is 10 dB. As shown in Figure 6.1, the capacity outage decreases as the 
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Figure 6 1 Capacity outage probability of a MIMO system for a multipath fading channel. 
the shadowing effect is incorporated into the simulation with a standard 
of u (J) = 8 dB. Results are shown in Figure 6.2. It shows that when shadowing is 
consider d the capacity barely increases over the low outage probability region of interest 
(i.e., bel w the 10% outage region) even as the multipath fading correlation decreases. 
Compar d with the small-scale fading only case, the capacity outage probability degrades 
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severel ] in this region. This is due to the fact that the received signal strength caused by 
shadowmg is not enough to take advantage of the spatial multiplexing. This implies that 
shadowlng is responsible for the capacity outage degradation, rather than the correlation 
of the Jultipath fading. 
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Figure 6.2 Capacity outage probability of a MIMO system for a composite fading channel 
( CTw = 8 dB). 
6.1.2 C aracteristics ofMSD-MIMO Systems 
Mac oscopic selection diversity has been known to be an efficient scheme to 
overcome the shadowing phenomenon in cellular communications [17], [67]. In MSD 
schemesl a BS is selected among a number of BSs. Figure 6.3 illustrates the configuration 
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of a (M, n1, nr) MDS-MIMO system, where M BSs cover a cellular area, n1 represents the 
number of transmitter antennas at the BS, and nr represents the number of receiver 
















Figure 6.3 Illustration of the (M, n1, nr) MSD-MIMO system withM = 3, n1 = nr=3. 
In this system, the optimal selection scheme is to select the BS that provides the 
largest capacity, i.e., 
(6.2) 
where C1, l = 1, .. . , M, as given in (6.1), is the capacity of the communication link 
between the MT and the /th BS. The capacity outage probability of a (M, n1, nr) MDS-
MIMO system is 
Pr(C ~ CTh ) = 1\ (c Th ) 
= Pr[max(CP C2 , .. , CM )~ C77, ] 




As own in (6.1), the capacity of the communication link between the MT and the 
/th BS tis determined by the distribution of the shadowing term ( m1 ) and multipath gain 
matrix I· We assume that the configuration of the local scatters at the MT site is 
symmef c. In other words, the geographical configuration of local scatters seen at any 
BS is irtical. Thus, "'' and H, for all/ is assumed to be i.i.d., thereby, C1 is also i.ld. 
With thi assumption, the capacity outage probability can be simplified to 
Pr(C ~ CTh) 
=Fc(CTh,CTh, ···,CTh) 
= P(c1 ~ cTh.c2 ~ cTh, ···,CM~ cTh) 
M 
= TI P(c, ~ crh) 
/=I 
(6.4) 
where , ( CTh) is the outage probability of the /th link given as Fe, ( CTh) = Pr( C, ~ C7h), 
and l c be arbitrarily chosen from I to M. From (6.4), the following theory is obtained. 
Theory : In wireless communication configurations where the local scatters at the 
mobile t · rminal are symmetric and the shadowed fading from the base stations are i.i.d., a 
macrosc pie selection diversity system with 2 or more base stations will always have a 
lower c pacity outage probability compared to a single base station communication 
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Proof: The CDF of a random variable (or random vector) is upper bounded by 1, i.e. 
0 S F(x)s I. Therefore, by applying (6.4) we obtain Fe(C11,) = [Fe, (C11,)f S Fe, (C11,). 
An exte sion of Theory 1 leads to the following lemma. 
Lemma 1: The difference between Fe,(C11,) and Fe(C11,) becomes larger as Fe,(x) 
decreas . 
Proof: he capacity outage CDF of two independent random variables ( or random 
the condition of it results that 
orthy to note that Theory 1 not only applies to MIMO systems, but applies to 
general macroscopic selection diversity wireless communication topologies. The 
ce of Theory 1 is based on the fact that the outage capacity improvement of 
0 systems over standard MIMO systems is guaranteed, while Lemma 1 
assures significant improvement over low outage probability regions, which is the area 
of interelt. This implies that the MSD scheme will be most effective at the low outage 
region. 
6.2 Outa, e Probability of MSD-MIMO Systems 
In th s section, we provide exact expressions of capacity outage probability for the 
MSD-M O system. First, we provide an exact expression of the capacity outage 
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probabi 1ity for the /th link, Fe, (cTh), using the c.f. Then, the capacity outage probability 
of a MS -MIMO system is obtained as the product of Fe, ( CTh) as shown in ( 6.4). 
We p]esent and analyze two BS selection algorithms as follows. 
Algorit m 1: Optimal MSD Algorithm - Based on the criteria of achieving maximum 
channel capacity, an optimal MSD base station selection algorithm for a MIMO system is 
one tha will result in selecting the base station that can provide the largest channel 
Proof Optimality: Consider a MT that detects signals from M independent BSs. 
Suppos that the MIMO system channel capacity at time t of the ith BS to the MT is 
denoted as C8s;(t) (for i =I, ... , M), then at time tan optimal MSD base station selection 
algori1 win be one that selects the BS that maximizes its capacity, therefore the BS 
select10 cntena will be max(C(t)) = sup(C8s1(t), C8s2 (t), ... CBSM (t)). 
1:2:0 
Algorit m 2: Suboptimal MSD Algorithm - Based on the criteria of achieving 
channel capacity, a MSD algorithm that selects the BS that suffers the least 
shadowing will be suboptimal. 
Proof o Suboptimality: Consider a MT that detects signals from M independent BSs. 
Suppos that the MIMO system channel capacity at time t of the ith BS to the MT is 
denoted as C8s;(t) (for i = I, ... , M). Correspondingly, the MIMO system's average SNR 
at time of the ith BS to the MT is denoted as p 8s;(t) (for i = 1, ... , M). As proved in 
Algorit 1, at time t, an optimal MSD base station selection algorithm will be one that 
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selects he BS that maximizes its capacity, i.e., the selections criteria will be 
max(C( )) = sup(C8s1(t), C8s2 (t), ... CBsM (t)). A MSD algorithm that selects the BS 
1~0 
that suf ers the least shadowing will make its decision based on the BS that satisfies 
sup(pBs (t), PBs2 (t), p 8SM (t)), where it is assumed that the BS that is selected 
1~0 
from his maximum SNR criteria 1s denoted as Cmax<Pas,> (t). . Since 
max(C(r))" c"""PD)(I)' the BS that is selected from this maximum SNR criteria will be 
subopti , al, since it can not guarantee that the maximum channel capacity base station 
The ase station selection scheme of Algorithm 1 is optimum . in the sense that it 
maximi es the capacity by selecting the BS with the highest link capacity. However, this 
scheme ruires an. estimation of multipath channel gains and shadowing terms for all 
links in olved in the communications. In this section, we also consider a simple BS 
selectio scheme. As shown in section 6.1, the shadowing effect severely degrades the 
capacity outage performance. Thus, one might think of a BS selection scheme based on 
the shadiwing term only, i.e., selecting the BS that suffers the least shadowing. Although 
this sch me is a suboptimal selection method, it will be demonstrated in the following 
section tbat this scheme shows an impressive capacity outage performance, very close to 
the perfi rmance of the optimal case. In addition, to its advantage, the suboptimum BS 
selectio scheme does not require a computationally massive channel estimation for all 
pared to the optimum selection method. 
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6.2.1 M , D-MIMO Systems with Optimum BS Selection Scheme 
The .f. of capacity for the /th link is given as: 
'Pc, (z) = Ee, [ej2ne,z] 
j211Z 
= J0(1 +: X, )"' J..(A')d>.' 
(6.5) 
where ' a [.] is an expectation taken with respect to the random variable a.; /,.. (.) is the 
joint PD l of the composite eigenvalue vector 1'; J is the ordered integration J J--· J 
,.. ,i; ~ i,, 
Substitu e the shadowing PDF equation into (6.5), 
'Pc, (z) = JI1(1 + p 2;)_j~; j+ f,.("'')1m(01fr101· a'J.' 
;. i=I n O OJ OJ 
j211Z 
= j+ 10)(01}101 Jt'I(1 + p .ii;)-~ 1,.("'')a'J.' 
O OJ ;.• i=I n OJ 
(6.6) 
co 1 
= f-n fm (01} · @(01, Z }101. 
0 OJ . 
The ·nner integral part of equation (6.6) is 
j211Z 
E>(ro,z)= ,( 1)(1+: ,i;)]"' it)a>.• (6.7) 
where/,.(.) is the joint PDF of the eigenvalue vector l and the integral is taken over the 
ordered tatistics. 
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The apacity outage probability of the /th link is obtained from its c.f.: 
C11, oo 
Pr[C1 :$;Crh]=Fc,(Crh)= f f¢c,(z)e-J 2n:zc,dzdC1 
0 -oo 
(6.8) 
By ubstituting (6.8) into (6.4), the capacity outage probability of the (M, n,, nr) 
.. , 
0 system can be expressed as 
(6.9) 
NTcal evaluation techniques such as mverse fast Fourier transform can be 
applied t evaluate (6.8). 
A. The lnco,re/ated Multipath fading case 
Eval~,tion of ( 6.6) involves a (n+ 1 )th order integral, which usually increases the 
computalional complexity. Chiani et al. provide a simpler form to evaluate the inner 
integral If e(m,z). Using corollary 2 in the appendix of [37], the c.f. of the /th link can be 
simplified as 
oo I 
¢c, (z) = f-n fm (wJ · e(w , z )iw 
0 {V 
oo I 
= K f Wn fm (w )· det[U ]dw 
0 
(6.10) 




· and K = [~ j with t (.8) = 7ta(a-l)IZ n (P - i) !. 
rn(n) l=l 
B. The orrelated Multipath fading case 
Whe the small-scale channel gains are correlated, the inner integral of the c.f. 
function shown in (6.6) can be obtained using corollary 2 in the appendix of [37]: 
e(m,z)= Kr. det[G] (6.12) 
· where th ijth element of the matrix G is given by 
(6.13) 
and the ormalizing constant is given by: 
(6.14) 
where is correlation matrix of small-scale fading with ordered eigenvalues of 
a= [ai, 2 ,··,aJ , and V2(a) is a Vandermonde matrix given by 
1 1 1 
-1 -1 -1 
V2(a)= 
-a1 -a2 -an 
l-n 
-a1 
l-n -a2 l-n -an 





= !·1(-l-n-y)1-Fi(l+n,n+ y+2,1/ab) n+l+ybyr( 1 ) ,:;,(- - - 1/ b) 
bn+lf'(-y) +a n+ + y 1r 1 y, n y, Q 
I (6.1s) 
I 
where ~(,) is the Gamma function and I Fi(,,.,.) is the hypergeometric function [97]. This 
identity I• valid for R {a) > 0, n ~ 0, arg{b} ,e ,r . 
I 
! 
6.2.2 MSD-MIMO Systems with Suboptimum BS Selection Scheme 
I 
I 
If th~ distribution of H for all BSs are identical (i.e., the configuration of the local 
scatters is symmetric) the selection of the BS to maximize capacity might be comparable 
to the cabacity of the BS which suffers the least amount of shadowing. Thus, the capacity 
. . I 
1s given s 
I 
I 
wheremL = max{m1, m2 , ···, mM ), and i; = limmax. 
i 
I 
The clistribution function of the shadowed fading component is given by [ 19] 






where ~(x)= f"" ~e-1212dt. By differentiating (6.17), the PDF of the shadowing 
I x v21r 
componrnt can be simply obtained as in [ 19] 
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fm (m)= M . exp[- (I0Iog1o ~- µ,,J2J x[er/(lOlog10 m-µ,oJ]M-1 r oxrj;../'ii · 2cr. cr. . (6.18) 
i 
where 4 = In 10 / 10 . In a similar fashion as in the optimal selection scheme, the capacity 
i 










where ~(m ,z) is given in (6.7) .. 
·! 
6.2.3 NJmerical Results 
(6.19) 
(6.20) 
In thil section, we provide numerical results of the capacity outage probability. As 
' 
shown ip. (6.1), the capacity of MIMO systems is determined by large-scale shadowing 
I 
and mu\tipath fading. In wireless environments, the signals can be correlated to each 
other dul to many reasons, which include insufficient antenna spacing or the lack of local 
scatters. It has been shown that in correlated fading environments, the capacity of MIMO 
systems can be significantly lower, compared to independent fading. 
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For downlink transmission, the distribution of a multipath channel gain matrix H can 
be apprrimated as [5] 
H- H 1:1/2 w (6.21) 
i 
where Hw is a complex Gaussian matrix whose elements are i.i.d. complex Gaussian 
i 




correlatf on of the multipath profile among the antennas. To model the channel correlation 
matrix ~ , two correlation models are considered herein, the exponential model and the 
I 
i 




A. Exp9nential CorrelationModel 
For la linear antenna array, the correlation among antennas decreases as the distance 
I 
betwee~ antenna elements increases. In [68], exponential correlation was used to model 
I 
the spa~ial correlation between any two individual fading channels for a uniform linear 
I 
antenna] array. The correlation matrix using this model is given l: = {rli-il L=t,··,n with 
re [O, 1). 
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Figure 6.4 Outage Capacity of (M, 3, 3) MSD-MIMO system for different number of 
BSs Cr= 0.5). Note that the solid curves are the capacity outage probabilities for the 
optimum selection scheme, while the dashed curves are those for the suboptimum 
! selection scheme. 
I 
Figure 6.4 shows the capacity outage probability of MSD-MIMO systems for 
different number of BSs. The results show that the mean capacity can be substantially 
improved by employing multiple BSs. The largest improvement occurs between M equals 
1 and 2 !where at the 10% outage level an approximate 120% capacity gain is obtained, 
and at ili.e 5% outage level an approximate 180% capacity gain is obtained. Comparing 
I 
Figure ~.4 to the uncorrelated case (r = 0) of Figure 6.1, the mean capacity is not 
' 






small s~ale fading does not degrade the mean capacity. Rather, the capacity is much 
affecteJ by the shadowing effect. Regarding the difference between the suboptimal to 
I 
optimal !selection methods, despite M increasing, the capacity difference is less than 4%. 
Since the suboptimal selection method performance is so close to the optimal method, 
and can '.be obtained at a fraction of the computation complexity, the suboptimal selection 
' 
i 
method 1becomes a natural preference, and therefore its performance is further illustrated 
I 
I 
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Figure 6.5 Outage Capacity of (3, 3, 3) MSD-MIMO system for different multipath 
' correlation values (the suboptimum BS scheme is applied). 
Figu}e 6.5 shows the outage capacity of a (3, 3, 3) MSD-MIMO system applying 
I 
subopti~al selection for different spatial correlation values. It is observed that the outage 
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capacity degradation. of the MSD-MIMO system at r == 0.5 is approximately 10%. In 
additioQ., Figure 6.6 shows the effect of SNR to the 10% capacity outage performance for 
i 
I 
a (3, 3, 3) MSD-MIMO communication topology. As the SNR level (in dB) increases the 
capacity outage increment factor is larger than 0.27 bps/Hz/dB for the uncorrelated and 
correlat~d cases. Comparing the uncorrelated case (r = 0) to the r = 0.5 correlated case, a 
less than 5% loss in outage capacity occurs for a wide range of SNR levels. This 
! 
demonstrates the level .of robustness the MSD-MIMO scheme has against composite 
fading environments. For a fixed value of correlation, this improvement owes to base 
station diversity. Thus, the benefit of diversity increases logarithmically as the diversity 
order increases. 
I , , 
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Figure ~.6 10%-Capacity outage of (3, 3, 3) MSD-MIMO system for different multipath 




It isl important to note that the results also apply if the channel model is reversed (i.e., 
I 
if the ~ansmitter and receiver role is reversed in the communication model) due to the 
channel! reciprocal properties. 
! 
! 




One1ring model is used to evaluate the system performance. Figures 6.7, 6.8, and 6.9 
respecti~ely show the capacity outage performance for the angle spread ( e) of 10°, 30°, 
I 
I 
and 50°. In each graph the (M, 3, 3) MSD-MIMO topology performance is illustrated for 
the cases of M equaling 1, 2, 3, and 4. Comparing Figure 6.7 to 6.8, for each 
corresponding case of M = 2, 3, and 4 an approximate 27% gain in capacity is obtained at 
I 
the 101 outage level. Next, comparing Figure 6.8 to 6.7, for the corresponding cases of 
M = 2, ~' and 4 an approximate 5-10% gain in capacity is obtained at the 10% outage 
I 
level. 'f\lese results are complimentary to the results observed in Figures 6.4-6.6 showing 
the effeits of correlation to the capacity outage performance based on the one ring model. 
! 
I 
As the ~gle spread increases from 10°, 30°, to 50° the correlation decreases resulting in 
an increment in the obtainable capacity. As the angle spread reaches 50° the signals 
I 
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Figure!6.7 Capacity outage probability of (M, 3, 3) MSD-MIMO system for a different 
number of BSs. Angle spread of 10 degree is used. Note that the solid curves are the 
capacity outage probabilities for the optimum selection scheme, while the dashed curves 
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Figure 6.8 Capacity outage probability of (M, 3, 3) MSD-MIMO system for different 
numqer ofBSs. Angle spread of 30 degree is used. Note that the solid curves are the 
capacity outage probabilities for the optimum selection scheme, while the dashed curves 
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Figure 6.9 Capacity outage probability of (M, 3, 3) MSD-MIMO system for different 
number of BSs. Angle spread of 50 degree is used. Note that the solid curves are the 
capacity outage probabilities for the optimum selection scheme, while the dashed curves 
are those for the suboptimum selection scheme. 
6.3 Mean Capacity ofMSD-MIMO Systems 
6.3.1 Mean Capacity ofMIMO Systems in Composite Fading 
A. Uncorrelated Case 
It has been shown m [3 7] that the distribution of eigenvalue vector A m the 
I 
uncorrelated fading case is 
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nmin 
f,.("J..) = KIV1("J..)i2I1 e-.1.;Atmax-nmin) (6.22) 
i=I 
,rnmin(nmin-1) -., nmin 
where K = - · - , and rn . (x) = n-n ... <nm;.-1>12n (x - i)!. r (n ) . r (n . ) mm ._ 
' nmin max nmin mm t-1 
Letting ,nmax = nmin = n, = nr = n , the above equation is further simplified as 
nmin 
J,.("J..) = KIV1(1.)12I1 e-.i.; (6.23) 
i=I 
where matrix V1("J..) is defined in equation (4.33). Mean capacity of the system can be 
obtained by averaging all the possible small-scale fading and large-scale fading values. 
, E[C]=E[f1og2 (1+ I: 2 ,{J] 
I i=I n,an 
I 
(6.24) 





where [(k)x) = I, 
B. Correlated <;ase 
The· distribution of the ordered eigenvalues J,. (J..) in the correlated fading case has 
been sh(>wn in chapter IV as 
nmin 
J,.(J..) = KrlF(J...,ff)IIV,(J...)JilJ...)nmax-nminl, (6.26) 
;~1 
When nmax = nmin = n, = nr = n , the above equation is further simplified as 
(6.27) 
Mean capacity can be obtained by averaging all the possible small-scale fading and 
I 
large-scale fading values. 
(6.28) 
Using the identity in the appendix of [37], the inner integral can be evaluated as 
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( J.,I ·') ("'') ~ ( ~ 'J I f KL F -,CJ . vi -; . log2 1 +--2 A; d1 
,., 0) 0) r=I n,an 
n, {"' (X')j-1 _...£. ( ,1' J } =KLLdet f - ·e wu; ·Uk,j log2 (1+L) dl' 








Figure 6.10 shows the mean capacity calculation results of a 2x2 standard MIMO 
system in a composite fading environment. For verification purpose, Monte-Carlo 
simulation result is also plotted for comparison. It is shown that the numerical 
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Figure 6.10 Mean capacity of2x2 standard MIMO systems. 
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6.3.2 Mean Capacity of MSD-MIMO 
For M-BS selection MIMO system, we apply equation (20) to the system mean 
capacity calculation, 
E[ CJ = KIL f-n, det f - 'e OJU; 'U k,j log2 (1 + E.___) dl I p O)m..( (1) )dm, n, 00 1 {"°(J')j-l _ _£_ ( ,1,' J } 
k=I O (1) o (1) n, .. 
1,1=1,-··,n, 
(6.30) 
Results -are shown in Figure 6.11 for different number of BSs. In this evaluation, the 
MT and each BS has three antennas. The BS that provides the strongest large-scale 
component will be selected. It is shown that as the number of BSs increases, mean 
capacity increases dramatically for all correlation situations. However, the rate of the 
capacity increase is reduced as more BSs are added. 
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Figure 6.11 Mean capacity of3x3 MSD~MIMO systems. 
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6.4 Summary 
The exact capacity outage expression of MSD-MIMO systems using a c.f. approach 
has been developed. From the results, it can be concluded that the shadowing effect is a 
· more dominant factor in decreasing the MIMO capacity compared to multipath 
correlation. In regards to the MSD BS selection schemes, it was shown that the more 
complex optimum selection scheme has . a negligible advantage in outage capacity 
performance compared to the simpler suboptimal selection method. Based on the analysis 
of MSD .systems in correlated composite fading environments, it can be concluded that 
the MSD-MIMO scheme can provide a capacity outage performance that is beyond the 
performance range of a MIMO system. The exact capacity outage equations and 
simulation results provide an accurate method to quantitatively analyze the performance 
gain of: MSD technology in MIMO. systems. The mean capacities of MSD-MIMO 
systems·are also analyzed and the same conclusions are obtained. 
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7 .1 Conclusions 
CHAPTER VII 
CONCLUSIONS AND FUTURE WORK 
. Futuristic mobile communication systems will be required to support broadband 
networking applications, where the reliability and robustness of the wireless link quality 
will be of prime concern. Having a communication link be disconnected in the middle of 
an application session, or not being able to connect to ones service provider due to poor 
signal reception are among the issues that are under rigorous research. Based on the 
evolution of the wireless industry and its current requirements, this dissertation focuses 
on the investigation of MIMO systems, which is a newly-proposed signal transmission 
scheme with great potential to dramatically increase the transmission data rate [1], [15]. 
In this dissertation, MIMO systems are investigated from several aspects, e.g . 
. . correlation effect, adaptive data rate, and capacity in multi-cell environments. It is shown 
that the inherent structure of MIMO technology makes it sensitive to the wireless channel 
environment. Namely, the signal correlation factor of the multipath signal profile is one 
aspect that needs to be taken care of very carefully. This study adds a dimension to the 
existing studies by investigating the effects of shadowing to the MIMO system capacity. 
In a general MIMO system, the transmitted directional signals from a BS are under a 
common shadowing influence even though the multipath signal scattering profile may be 
uncorrelated. In such a system, there would be significant reductions in obtainable 
channel capacity despite of an ample scattering profile. It is shown in this dissertation 
that shadowing is a more dominating factor to the channel capacity compared to 
multipath correlation. 
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In this dissertation, macroscopic diversity is introduced into MIMO systems and its 
impacts are investigated by evaluating the capacity upper bounds. It is shown that without 
increasing any system resources, the outage capacity of interest is significantly increased 
by simply distributing antennas at different locations around a cell. 
The c.f. method [3 7] is used to bypass the evaluation of eigenvalue distributions and 
directly give the capacity distribution curves of MIMO systems. Large-scale shadowing 
components are integrated into this approach to reflect the effects of macroscopic 
diversity. This method is used in analyzing the exact outage capacity of the proposed 
MSD-MIMO systems. Two methods are considered in selecting BSs in MSD-MIMO 
systems: an optimum selection method which selects the BS providing the largest 
capacity, and a suboptimum selection scheme which selects the BS suffering the least 
shadowing. It is shown that both methods give significant performance improvements 
· compared to MIMO systems without macroscopic diversity. The outage capacity of 
interest is more than .doubled just by incorporating one extra BS in the MSD-MIMO 
systems, and introducing more BSs gives continuous capacity increase. The capacity gain 
of the MSD-MIMO systems is quantified by the c.f. method. 
This study gives the feasible system structures and their performance evaluation 
methods for designing the future broadband 4G cellular systems. This dissertation shows 
that macroscopic diversity in MIMO systems gives another dimension to optimize the 
system performance and it brings special benefits in the MIMO system design. Given a 
wireless environment, specific data rates and outage requirements, engineers can use the 
methods provided in this dissertation to quickly evaluate different BS deployment 
schemes. This evaluation method, together with link budget design and cell planning, will 
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help to realize the system design to meet the most critical requirements. It is expected that 
macroscopic diversity MIMO systems will play an important role in the future broadband 
4G systems. 
7.2 Future Work 
Most of the former investigations on MIMO systems have focused on the flat fading 
case. As the data rate increases, time-domain adjacent symbols will eventually smear into 
each other and cause inter-symbol interference (ISi). Equalization methods are usually 
used for recovering data in channels with ISi. But these methods either need complex 
computations or do not give satisfactory solutions in certain circumstances [33]. In this 
area, orthogonal frequency division multiplexing (OFDM) is a good candidate to be 
implemented. OFDM divides the whole frequency band into multiple narrow bands and 
converts a frequency selective fading channel into multiple flat fading channels. Data is 
transmitted in parallel in the frequency domain. When implementing OFDM in MIMO 
systems, data will be transmitted along the frequency domain as well as the spatial 
domain. It becomes more flexible to adjust transmit parameters to maximize the system 
performance. However, this will also require more computation power and make systems 
more complicated. Feasible system structures and signal transmitting/receiving schemes 
need to be carefully investigated and selected. 
In most former MIMO technology investigations, capacity has mainly been used as 
the performance measurement. However, only pursuing the highest possible data rate 
without considering the characteristics and requirements of other networking layers in the 
whole protocol stack does not give the optimal system performance. Especially, when 
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different classes of traffic are transmitted in the system, it is possible to optimize the 
physical layer scheduling and transmitting schemes according to the specific traffic 
requirements. In future research, this cross-layer optimization can be used to implement 
higher-layer information in the MSD-MIMO scheme to better satisfy the service 
requirements of different applications. 
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