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The description of many dynamical problems like the particle motion in higher dimensional spher-
ically and axially symmetric space-times is reduced to the inversion of hyperelliptic integrals of all
three kinds. The result of the inversion is defined locally, using the algebro-geometric techniques of
the standard Jacobi inversion problem and the foregoing restriction to the θ-divisor. For a represen-
tation of the hyperelliptic functions the Klein–Weierstraß multivariable σ-function is introduced. It
is shown that all parameters needed for the calculations like period matrices and abelian images of
branch points can be expressed in terms of the periods of holomorphic differentials and θ-constants.
The cases of genus two, three and four are considered in detail. The method is exemplified by the
particle motion associated with genus one elliptic and genus three hyperelliptic curves. Applica-
tions are for instance solutions to the geodesic equations in the space-times of static, spherically
symmetric Horˇava-Lifshitz black holes.
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2I. INTRODUCTION
A. The mathematical problem
Various problems of physics are reduced to the inversion of a hyperelliptic integral. Namely, let
y2 = 4x2g+1 + λ2gx
2g + . . .+ λ0 (I.1)
be a hyperelliptic curve Xg of genus g with one branch point at infinity realized as a two-sheeted covering over the
extended complex plane. A point P ∈ Xg has coordinates P = (x, y), where the sign of the second coordinate y
indicates the chosen sheet on a Riemann surface. Let R(x, y) be a rational function of its arguments x and y. We
consider here the problem of the inversion of an abelian integral∫ x
x0
R(x, y)dx = t (I.2)
resulting in a function x(t) which is a function of the complex variable t. The integral (I.2) can be decomposed by
routine algebraic operations to
E(x)− E(x0) +
g∑
k=1
ak
∫ x
x0
duk +
g∑
k=1
bk
∫ x
x0
drk +
n∑
k=1
ck
∫ x
x0
dΩαk,βk = t , (I.3)
where E(x) is an elementary function including logarithms and rational functions, ak, bk, ck are certain constants and
duk, drk and dΩαk,βk are differentials of the first, second and third kind, respectively. Namely, duk are holomorphic
differentials, drk are meromorphic differentials of the second kind with a unique pole of the order 2g − 2k + 2, and
dΩαk,βk are meromorphic differentials of the third kind with first order poles in the points αk and βk and residues
±1 in the poles. We suppose that in the case considered there are n ≥ 0 differentials of the third kind.
It is well known that only in the case of elliptic curves, i.e. for g = 1, the correspondence x ↔ t is one-to-one and
the aforementioned inversion problem can be solved in terms of single-valued elliptic functions. In the case of higher
genera, g > 1, a one-to-one correspondence is achieved between the symmetrized products of curves Xg × . . . × Xg
and a multi-dimensional complex space, the Jacobi variety. Single-valued functions in this case appear to be multi-
periodic functions of many complex variables, called abelian functions. These ideas already developed by Jacobi had
led Riemann to the concept of the Riemann surfaces, to the introduction of multi-dimensional θ-functions, and the
formulation of his celebrated theorems.
Moreover it is also known that the function x(t) becomes single-valued on the infinitely-sheeted Riemann surface.
In particular, when abelian integrals reduce to elliptic integrals, this Riemann surface becomes finitely-sheeted [GS07].
For the special case of a genus two hyperelliptic curve a detailed construction of such an infitely-sheeted Riemann
surface surface was given by Fedorov and Go´mes-Ulate [FG07]. It also follows from [FG07] that x(t) is well defined
on the complex plane from which an infinite lattice of polygons with (4g− 4)-edges called “windows” is extracted. In
our investigation we are considering a function x(t) defined on the complement to these windows and suppose that
the integration paths in (I.3) never intersect these windows.
Our approach to the inversion of hyperelliptic integrals is based on the well developed theory of hyperelliptic
abelian functions and on various relations between the θ-functions and θ-constants. We are describing the function
x(t) as the restriction of an abelian function, which can be expressed in terms of symmetric functions of the divisor
in the associated Jacobi inversion problem, to the one-dimensional stratum of the θ-divisor. We are implementing the
Klein-Weierstraß realization of hyperelliptic functions in terms of multi-variative σ-functions that represent a natural
generalization of the standard Weierstraß σ-function to hyperelliptic curves of higher genera.
This paper continues our recent work [EHKKL11] where the inversion of hyperelliptic holomorphic integrals was
considered. The novelty of our approach is the simultaneous consideration of all three kinds of abelian integrals from
a unified viewpoint. At the heart of our method lie algebraic expressions of the symmetric bi-differential of the second
kind involving the explicitly given Kleinian 2-polar. The inversion procedure involves the theta-constant relations (the
Thomae and Bolza formulae) that manifest the link between branch points and Riemann period matrices. We are
also developing a computer algebra procedure that allows to use Maple/algcurves software without explicit knowledge
of a homology basis encrypted in the Tretkoff-Tretkoff algorithm. This will enable us to find all needed quantities
like the vector of Riemann constants, the period matrices of the first and second kind, as well as the correspondence
between branch points and θ-characteristics. We emphasize that in this investigation we concentrate on the algebraic
side of the derivation The function x(t) obtained in that way is defined only locally while its analytic continuation
never intersects the infinite set of cuts introduced in [FG07].
3Another approach to the problem of inversion of integrals of the second and third kind that is based on the
generalized θ-function goes back to Clebsch and Gordan [CG866] and was developed in [Fed99, BF08]. Here we
do not discuss generalized Jacobians, and we plan to make a comparison between these two methods in another
publication.
B. Physical motivation
The mathematical results described in this paper have direct applications to the solution of the geodesic equation
in certain Horˇava-Lifshitz black hole space-times. The Horˇava-Lifshitz theory [H09a, H09b] is an alternative gravity
theory that is powercountable renormalizable. The basic idea is that only higher spatial derivative terms are added,
while higher temporal derivatives which would lead to ghosts are not considered. This leads unavoidably to the
breaking of Lorentz invariance at short distances. Static and spherically symmetric black hole solutions have been
studied in this theory [KS09, LMP09, P09]. Considering the Horˇava–Lifshitz theory as a modification of General
Relativity, one can study the solutions of the geodesic equation in the Horˇava-Lifshitz black hole space-times. In this
paper, we are mainly interested in one of the black hole space–times given in [LMP09].
The mathematical techniques described in this paper can not only be used to solve analytically the geodesic equation
in the Horˇava–Lifshitz space–time considered here. The differentials of the first and third kind with underlying
polynomial curves of arbitrary genus appear in the geodesic equations in many general relativistic space–times. The
holomorphic differentials appear in the equations for the r- and ϑ-coordinates, while the differentials of the third kind
appear in the equations for the ϕ- and t-coordinates. This is also the case e.g. in the geodesic equations for neutral
particles in Taub-NUT [KKHL10] space-times and in the space-times of Schwarzschild and Kerr black holes pierced
by a cosmic string [HHLS10], as well as for charged particles in the Reissner-Nordstro¨m [GK10] space-time, where
elliptic integrals of the first and third kind appear. They also appear in the Schwarzschild–de Sitter [HL08a, HL08]
and Kerr–de Sitter space-times [HKKL09a] as well as in generalized black hole Pleban´ski–Demian´ski space-times in 4
dimensions [HKKL09] with underlying hyperelliptic curves of genus two in the geodesic equations. Also in the higher
dimensional space–times of Schwarzschild, Schwarzschild–de Sitter, Reissner-Nordstro¨m and Reissner-Nordstro¨m-de
Sitter [HKKL08, EHKKL11] this powerful mathematics of the theory of hyperelliptic functions of higher genera is
successfully applicable. Geodesics in higher dimensional axially symmetric space-times, the Myers-Perry space-times,
are integrated by the hyperelliptic functions of arbitrary genus as well [EHKKL11]. In [EHKKL11] the integration
of holomorphic integrals for any genus of the underlying hyperelliptic polynomial curve has been presented. Here we
expand our considerations and present the solution for the integrals of the third kind for arbitrary genus as well.
C. Outline of the paper
The paper is organized as follows. Section II represents a short introduction to the theory of hyperelliptic functions
that is adjusted to the aim of the paper. In this section we develop the σ-functional realizations of hyperelliptic
functions. The key-formula in Lemma II.5 relates the integral of the second kind to the ζ-function and the Z-vector.
In Section III we consider the inversion of the holomorphic integral, integrals of the second kind and third kind,
and also their arbitrary combination. Section IV shows that already developed means of computer algebra, like
Maple/algcurves, are sufficient to compute all period matrices relevant to the σ-functional approach. As a particular
feature the explicit knowledge of the homology basis ciphered in the software is not necessary. Sections V-VII
exemplify the developed method in the case of genus two, three and four, correspondingly. Section VIII is devoted to
the application of the developed method to the problem of geodesic motion in Horˇava-Lifshitz black hole space-times.
We conclude in Section IX.
II. HYPERELLIPTIC ABELIAN FUNCTIONS
A. Abelian differentials and their periods
We first introduce a canonical homology basis of cycles (a1, . . . , ag; b1, . . . , bg), ai ∩ aj = bi ∩ bj = ∅, ai ∩ bj =
−bi ∩ aj = δij , where δij is the Kronecker symbol and ∩ denotes the intersection of cycles. We denote by du(P ) =
(du1(P ), . . . , dug(P ))
T the basis set of holomorphic differentials (of the first kind)
dui =
xi−1
y
dx, j = 1, . . . , g , (II.1)
4and by dr(P ) = (dr1(P ), . . . , drg(P ))
T the associated meromorphic differentials (of the second kind) with a unique
pole at infinity,
dri =
2g+1−i∑
k=i
(k + 1− i)λk+1+i x
k
4y
dx, i = 1, . . . , g , (II.2)
where the coefficients λi are as in Eq. (I.1). These canonical holomorphic differentials du and associated meromorphic
differentials dr are chosen in such a way that their g × g period matrices in the fixed homology basis
2ω =
(∮
ak
dui
)
i,k=1,...,g
, 2ω′ =
(∮
bk
dui
)
i,k=1,...,g
2η =
(
−
∮
ak
dri
)
i,k=1,...,g
, 2η′ =
(
−
∮
bk
dri
)
i,k=1,...,g
(II.3)
satisfy the generalized Legendre relation
MJMT = − iπ
2
J (II.4)
with
M =
(
ω ω′
η η′
)
, J =
(
0g −1g
1g 0g
)
, (II.5)
where 0g and 1g are the zero and unit g × g–matrices.
The differential of the third kind ΩP1,P2(P ) with poles at finite points P1 = (a1, y1) and P2 = (a2, y2) and residues
+1 and −1, respectively, can be given in the form1
ΩP1,P2(P ) =
y + y1
2(x− a1)
dx
y
− y + y2
2(x− a2)
dx
y
. (II.6)
If the poles P1, P2 have the same x–coordinate and lie on different sheets, i.e. P1 = (a, y(a)) and P2 = (a,−y(a)),
then (II.6) takes the form
ΩP1,P2(P ) =
y(a)
x− a
dx
y
. (II.7)
The differentials duk, drk and ΩP1,P2(P ) given above describe the entries in the relation (I.3).
We introduce the fundamental bi-differential Ω(Q,S) on Xg × Xg which is uniquely defined by the following
conditions:
1. It is symmetric, Ω(Q,S) = Ω(S,Q).
2. It has the poles along the diagonal Q = S, namely, if ξ(Q) and ξ(S) are local coordinates of the points Q and
S in the vicinity of the point P (ξ(P ) = 0) then the following expansion is valid
Ω(Q,S) =
dξ(Q)dξ(S)
(ξ(Q)− ξ(S))2 +
∑
m,n≥1
Ωmn(P )ξ(Q)
m−1ξ(S)n−1dξ(Q)dξ(S) , (II.8)
where Ωmn(P ) are holomorphic in P .
3. It is normalized such that ∮
aj
Ω(Q,S) = 0, j = 1, . . . , g. (II.9)
From (II.9) and the bilinear Riemann relation (see, e.g., [BBEIM94, GHMT08] for details) it follows that the
b–periods of Ω(Q,S) are ∮
bj
Ω(Q,S) = 2iπdvj(S), j = 1, . . . , g , (II.10)
where dv(S) = (dv1(S), . . . , (dvg(S))
T = (2ω)−1du(S) is the vector of normalized holomorphic differentials.
1 One can add an arbitrary combination of holomorphic differentials. However, we take this form as the most simple one which is sufficient
for the following derivations.
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FIG. 1. A homology basis on a Riemann surface of the hyperelliptic curve of genus g with real branch points e1, . . . , e2g+2 =∞
(upper sheet). The cuts are drawn from e2i−1 to e2i for i = 1, . . . , g + 1. The b-cycles are completed on the lower sheet.
We present here the algebraic construction of the fundamental bi-differential Ω(Q,S). To do that we will construct
at first a non-normalized bi-differential Γ(Q,S) subject to the first two items in the definition of Ω(Q,S) above.
Lemma II.1. A symmetric bi-differential with the only second order pole along the diagonal defined up to a bilinear
symmetric form in holomorphic differentials is given by
Γ(P,Q) =
∂
∂z
y + w
2(x− z)
dxdz
y
+ dr(z, w)T du(x, y) , (II.11)
where P = (x, y) and Q = (z, w), or, equivalently,
Γ(P,Q) =
F (x, y) + 2yw
4(x− z)2
dx
y
dz
w
. (II.12)
Here dr is the vector of meromorphic differentials (II.2) and F (x, z) is a so-called Kleinian 2-polar given by
F (x, z) =
g∑
k=0
xkzk (2λ2k + λ2k+1(z + x)) (II.13)
such that F (x, x) = 2y2 and F (x, z) = F (z, x).
Proof. Consider the differential of the third kind (II.6)
ΩQ,Q′(P ) =
y + w
2(x− z)
dx
y
− y + w
′
2(x− z′)
dx
y
(II.14)
depending on the variable P = (x, y) and possessing poles in the pointsQ = (z, w) andQ′ = (z′, w′). The bi-differential
∂
∂z
ΩQ,Q′(P )dz =
∂
∂z
y + w
2(x− z)
dxdz
y
(II.15)
as a form in P has a second order pole along the diagonal P = Q, but as a form in Q it has unwanted poles at
z = ∞. This 2-form can be symmetrized (Γ(P,Q) = Γ(Q,P )) by adding an additional term dr(z, w)T du(x, y) that
annihilates the aforementioned poles.
The differential (II.11) is defined up to a holomorphic 2-form 2duT (z, w)κdu(x, y), where κ is a symmetric g × g-
matrix, κT = κ. This fact will be used for the symmetrization and normalization of the bi-differential. Thus, the
bi-differential Γ(P,Q) turns into
Ω(P,Q) =
∂
∂z
y + w
2(x− z)
dxdz
y
+ dr(z, w)Tdu(x, y) + 2duT (z, w)κdu(x, y) (II.16)
6or equivalently
Ω(P,Q) =
F (x, y) + 2yw
4(x− z)2
dx
y
dz
w
+ 2duT (z, w)κdu(x, y) . (II.17)
The matrix κ is chosen so that it normalizes Ω(P,Q) according to (II.9) and (II.10) and the factor 2 in the second
term of (II.17) is chosen to get precisely the Weierstraß definitions in the case g = 1. This defines the matrix κ in
terms of the 2η– and 2ω–periods as
κ = η(2ω)−1 . (II.18)
We denote by Jac(Xg) the Jacobian of the curve Xg, i.e., the factor C
g/Γ, where Γ = 2ω ⊕ 2ω′ is the lattice
generated by the periods of the canonical holomorphic differentials. Any point u ∈ Jac(Xg) can be represented in the
form
u = 2ωε+ 2ω′ε′ , (II.19)
where ε, ε′ ∈ Rg. The vectors ε and ε′ combine to a 2× g matrix and form the characteristic ε of the point u,
[u] :=
(
ε′
T
εT
)
=
(
ε′1 . . . ε
′
g
ε1 . . . εg
)
=: ε . (II.20)
If u is a half-period, then all entries of the characteristic ε are equal to 12 or 0.
Beside the canonic holomorphic differentials du we will also consider the normalized holomorphic differentials
defined by
dv = (2ω)−1du . (II.21)
Their corresponding holomorphic periods are 1g and τ , where the Riemann period matrix τ := ω
−1ω′ is in the Siegel
upper half space Sg of g × g–matrices (or half space of degree g),
Sg =
{
τ g × g matrix∣∣τT = τ, Im(τ) positive definite} . (II.22)
The corresponding Jacobian is introduced as
J˜ac(Xg) := (2ω)
−1Jac(Xg) = C
g/1g ⊕ τ . (II.23)
We will use both versions: the first one (2ω, 2ω′) in the context of the σ–functions, and the second one (1g, τ) in the
case of the θ–functions.
The Abel map A : (Xg)
n → Cg with the base point P0 relates the set of points (P1, . . . , PN ) which are called the
divisor D, with a point in the Jacobian Jac(Xg)
A(P1, . . . , PN ) :=
N∑
k=1
∫ Pk
P0
du . (II.24)
The divisor D in (II.24) can also be denoted as P1 + . . .+ PN −NP0.
More generally the divisor D is the formal sum D = n1P1 + . . .+ nNPN with integers nj, j = 1, . . . , N and N ∈ N.
The degree of the divisor, deg(D), is the sum deg(D) = n1 + . . . + nN . The divisor of a meromorphic function is
of degree zero. Two divisors D and D′ are linearly equivalent if D − D′ is the divisor of a meromorphic function.
Linearly equivalent divisors constitute a class. In particular, the canonical class KXg is the divisor class of abelian
differentials of degree 2g − 2.
The divisor is positive if all nj ≥ 0. Let l(D) be the dimension of the space of meromorphic functions that have
poles in the points of D of multiplicities not higher than the multiplicity of these points in D. If deg(D) ≥ g for a
divisor in general position the dimension l(D) is given by
l(D) = deg(D)− g + 1 . (II.25)
Such divisors are called non-special. All remaining divisors with deg(D) ≥ 2 are called special. For a detailed
explanation see e.g. [FK80].
Analogously we define
A˜(P1, . . . , Pn) =
n∑
k=1
∫ Pk
P0
dv = (2ω)−1A(P1, . . . , Pn) . (II.26)
In the context of our consideration we choose P0 at infinity, P0 = (∞,∞).
7B. θ– and σ–functions
The hyperelliptic θ–function with characteristic ε is a mapping θ : J˜ac(Xg)×Sg → C defined through the Fourier
series
θ[ε](v|τ) :=
∑
m∈Zg
epii{(m+ε′)T τ(m+ε′)+2(v+ε)T (m+ε′)} . (II.27)
It possesses the periodicity property
θ[ε](v + n+ τn′|τ) = e−2ipin′T (v+ 12 τn′)e2ipi(nT ε′−n′T ε)θ[ε](v|τ) . (II.28)
For vanishing characteristic we abbreviate θ(v) := θ[0](v|τ).
In the following, the values εk, ε
′
k are either 0 or
1
2 . The property (II.28) implies
θ[ε](−v|τ) = e−4piiεT ε′θ[ε](v|τ), (II.29)
so that the function θ[ε](v|τ) with characteristic ε of only half-integers is even if 4εTε′ is an even integer, and odd
otherwise. Correspondingly, ε is called even or odd, and among the 4g half-integer characteristics there are 12 (4
g+2g)
even and 12 (4
g − 2g) odd characteristics.
The nonvanishing values of the θ-functions with half–integer characteristics and their derivatives are called θ-
constants and are denoted as
θ[ε] := θ[ε](0; τ), θij [ε] :=
∂2
∂zi∂zj
θ[ε](z; τ)
∣∣∣∣
z=0
, etc. for even [ε];
θi[ε] :=
∂
∂zi
θ[ε](z; τ)
∣∣∣∣
z=0
, θijk [ε] :=
∂3
∂zi∂zj∂zk
θ[ε](z; τ)
∣∣∣∣
z=0
, etc. for odd [ε] .
Even characteristics ε are called nonsingular if θ[ε] 6= 0, and odd characteristics ε are called nonsingular if θi[ε] 6= 0
for at least one index i.
We identify each branch point ej of the curve Xg with a vector
Aj :=
∫ (ej ,0)
∞
du =: 2ωεj + 2ω
′ε′j ∈ Jac(Xg), j = 1, . . . , 2g + 2 , (II.30)
which defines the two vectors εj and ε
′
j . Evidently, [A2g+2] = [0] = 0.
In terms of the 2g+2 characteristics [Ai] all 4
g half integer characteristics ε can be constructed as follows. There is
a one-to-one correspondence between these ε and the partitions of the set G¯ = {1, . . . , 2g+2} of indices of the branch
points ([Fay73], p. 13, [Bak897] p. 271). The partitions of interest are
Im ∪ Jm = {i1, . . . , ig+1−2m} ∪ {j1, . . . , jg+1+2m}, (II.31)
where m is any integer between 0 and
[
g+1
2
]
. The corresponding characteristic εm is defined by the vector
∆m =
g+1−2m∑
k=1
A˜ik +K∞ =: εm + τε
′
m , (II.32)
where K∞ ∈ J˜ac(Xg) is the vector of Riemann constants with base point ∞, which will always be used in the
argument of the θ-functions, and which is given as a vector in J˜ac(Xg) by
K∞ :=
∑
all odd [Aj ]
A˜j (II.33)
(see e.g. [FK80], p. 305, for a proof).
It can be seen that characteristics with even m are even, and with odd m are odd. There are 12
(
2g+2
g+1
)
different
partitions with m = 0,
(
2g+2
g−1
)
different partitions with m = 1, and, in general,
(
2g+2
g+1−2m
)
down to
(
2g+2
1
)
= 2g + 2
partitions if g is even and m = g/2, or
(
2g+2
0
)
= 1 partitions if g is odd and m = (g + 1)/2. One may check that the
8total number of even (odd) characteristics is indeed 22g−1 ± 2g−1. According to the Riemann theorem for the zeros
of θ-functions [Fay73], θ(∆m + v) vanishes to order m at v = 0 and in particular, the function θ(K∞ + v) vanishes
to order
[
g+1
2
]
at v = 0.
Let us demonstrate, following [FK80], p. 303, how the set of characteristics [Ak] ≡ [A˜k], k = 1, . . . , 2g + 2 looks
like in the homology basis shown in Figure 1. Using the notation fk =
1
2 (δ1k, . . . , δgk)
t and τ k for the k-th column
vector of the matrix τ , we find
A˜2g+1 = A˜2g+2 −
g∑
k=1
(e2k,0)∫
(e2k−1,0)
dv =
g∑
k=1
fk, → [A˜2g+1] =
1
2
(
0 0 . . . 0 0
1 1 . . . 1 1
)
,
A˜2g = A˜2g+1 −
(e2g ,0)∫
(e2g+1,0)
dv =
g∑
k=1
fk + τ g, → [A˜2g] =
1
2
(
0 0 . . . 0 1
1 1 . . . 1 1
)
, (II.34)
A˜2g−1 = A˜2g −
(e2k,0)∫
(e2k−1,0)
dv =
g−1∑
k=1
fk + τ g, → [A˜2g−1] =
1
2
(
0 0 . . . 0 1
1 1 . . . 1 0
)
.
Continuing in the same manner, we get for arbitrary 1 ≤ k < g
[A˜2k+2] =
1
2
( k︷ ︸︸ ︷
0 0 . . . 0
1 1 . . . 1
1 0 . . . 0
1 0 . . . 0
)
,
[A˜2k+1] =
1
2
( k︷ ︸︸ ︷
0 0 . . . 0
1 1 . . . 1
1 0 . . . 0
0 0 . . . 0
) (II.35)
and finally
[A˜2] =
1
2
(
1 0 . . . 0
1 0 . . . 0
)
, [A˜1] =
1
2
(
1 0 . . . 0
0 0 . . . 0
)
. (II.36)
The characteristics with even indices, corresponding to the branch points e2n, n = 1, . . . , g, are odd (except for [A2g+2]
which is zero); the others are even. Therefore in the basis drawn in Figure 1 we get
K∞ =
g∑
k=1
A˜2k . (II.37)
The formula (II.37) is in accordance with the classical theory where the vector of Riemann constants is defined as
(see Fay [Fay73], Eq. (14))
DivisorKP0 = ∆− (g − 1)P0 , (II.38)
where ∆ is the divisor of degree g − 1 that is the Riemann divisor. In the case considered P0 = ∞ and ∆ =
e2 + e4 + . . . + e2g −∞. The calculation of the divisor of the differential
∏g
k=1(x − e2k)dx/y leads to the required
conclusion 2∆ = KXg where KXg is the canonical class.
The Kleinian σ–function of the hyperelliptic curve Xg is defined over the Jacobian Jac(Xg) as
σ(u;M) := Cθ[K∞]((2ω)
−1u; τ) eu
T
κu , (II.39)
where the symmetric g × g matrix κ is defined in (II.18). Here K∞ ∈ Jac(Xg) and
u =
∫ D
g∞
du ≡
g∑
k=1
∫ Pk
g∞
du, (II.40)
9where D = P1 + . . .+ Pg is a divisor in the general position. The constant
C =
√
πg
det(2ω)
 ∏
1≤i<j≤2g+1
(ei − ej)
−1/4 , (II.41)
and M defined in (II.5) contains the set of all moduli 2ω, 2ω′ and 2η, 2η′. In the following we will use the shorter
notation σ(u;M) = σ(u). Sometimes the σ-function (II.39) is called fundamental σ-function.
The multi-variable σ-function (II.39) represents a natural generalization of the Weierstraß σ-function given by
σ(u) =
√
π
2ω
ǫ
4
√
(e1 − e2)(e1 − e3)(e2 − e3)
ϑ1
( u
2ω
)
exp
{
ηu2
2ω
}
, ǫ8 = 1 , (II.42)
where ϑ1 is the standard θ-function. We note that (II.39) differs in the case of genus one from the Weierstraß σ–
function by an exponential factor that appears when the shift on a half period in the θ-argument is taken into account
in the θ-characteristics.
The fundamental σ–function (II.39) possesses the properties
• It is an entire function on Jac(Xg),
• It satisfies the two sets of functional equations
σ(u + 2ωk+ 2ω′k′;M) = e2(ηk+η
′
k
′)T (u+ωk+ω′k′)σ(u;M)
σ(u; (γMT )T ) = σ(u;M) ,
(II.43)
where γ ∈ Sp(2g,Z), that is, γJγT = J , and MT is the matrix M with interchanged submatrices ω′ and η. The
first of these equations displays the periodicity property, and the second one the modular property.
• In the vicinity of the origin the power series of σ(u) is of the form
σ(u) = Spi(u) + higher order terms , (II.44)
where Spi(u) are the Schur–Weierstraß functions associated to the curve Xg and defined on C
g ∋ (u1, . . . , ug) by
the Weierstraß gap sequence at the infinite branch point. For g > 1 it is always a Weierstraß point. The partition
pi = (πg, . . . , π1) is defined by the Weierstraß gap sequence w = (w1, . . . , wg) as follows: πi = wg−i+1 + i − g.
Details of the definition are given in [BEL99], see also [EHKKL11]. As an example we will present here the first
few functions Spi(u)
g = 1 : S1(u1) = u1, (II.45)
g = 2 : S2,1(u1, u2) =
1
3
u32 − u1, (II.46)
g = 3 : S3,2,1(u1, u2, u3) =
1
45
u63 −
1
3
u2u
3
3 − u22 + u1u3, (II.47)
g = 4 : S4,3,2,1(u1, u2, u3, u4) =
1
4725
u104 −
1
105
u74u3 +
1
15
u2u
5
4 − u4u33 −
1
3
u34u1 (II.48)
+ u2u3u
2
4 − u22 + u1u3 .
The partitions constructed by the Weierstraß gap sequences are denoted in the subscripts. In particular, in the case
of genus g = 4 the partition pi = (1, 2, 3, 4) corresponds to the gap sequence 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, . . ., where
orders of existing functions are overlined. These are so-called non-gap numbers, in contrast to the gap-numbers. The
genus is defined by the number of gaps or, equivalently, the first number starting from which no gap appears equals
2g (in this example 8 = 2g).
The Kleinian ζ and ℘-functions are a natural generalization of the Weierstraß ζ and ℘-functions and are given by
the logarithmic derivatives of σ,
ζi(u) =
∂
∂ui
lnσ(u),
℘ij(u) = − ∂
2
∂ui∂uj
ln σ(u),
℘ijk(u) = − ∂
3
∂ui∂uj∂uk
lnσ(u) , etc.,
(II.49)
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where i, j, k ∈ {1, . . . , g}. In this notation the Weierstraß ℘-function is ℘11(u). For convenience, we introduce the
vector of ζ-functions ζ(u) = (ζ1(u), . . . , ζg(u))
T and also denote the derivatives of the σ–function by
σi(u) =
∂
∂ui
σ(u), σij(u) =
∂2
∂ui∂uj
σ(u), etc. (II.50)
C. Main formula
We consider now the integration of the differentials of the second and third kind.
Proposition II.2. Let Xg be a hyperelliptic curve of genus g with branch point at infinity. Let D = (P1, . . . Pg),
D′ = (P ′1, . . . P ′g), Pk = (Zk,Wk), P ′k = (Z ′k,W ′k) be non-special divisors of degree g. Let P = (x, y) and P ′ = (x′, y′)
be two arbitrary points of X. Then
∫ P
P ′
g∑
k=1
∫ Pk
P ′
k
F (x, z) + 2yw
4(x− z)2
dx
y
dz
w
= ln
σ
(∫ P
P0
du− ∫ D
g∞
du
)
σ
(∫ P
P0
du− ∫ D′g∞ du) − ln
σ
(∫ P ′
P0
du− ∫ D
g∞
du
)
σ
(∫ P ′
P0
du− ∫ D′g∞ du) . (II.51)
Proof. We introduce non-special divisors
D = ((Z1,W1), . . . , (Zg,Wg)), D′ = ((Z ′1,W ′1), . . . , (Z ′g,W ′g))
as well as two arbitrary points P = (x, y), P ′ = (x′, y′). The integration of Ω(P,Q) given by (II.16)∫ P
P ′
g∑
k=1
∫ (Zk,Wk)
(Z′
k
,W ′
k
)
Ω(P,Q) (II.52)
yields, according to the Riemann vanishing theorem,
ln
θ
(∫ P
P0
dv −∑gk=1 ∫ (Zk,Wk)P0 dv +KP0)
θ
(∫ P
P0
dv −∑gk=1 ∫ (Z′k,W ′k)P0 dv +KP0) − ln
θ
(∫ P ′
P0
dv −∑gk=1 ∫ (Zk,Wk)P0 dv +KP0)
θ
(∫ P ′
P0
dv −∑gk=1 ∫ (Z′k,W ′k)P0 dv +KP0) , (II.53)
where P0 is the base point of the Abel map (that we suppose to be infinity) and KP0 is the vector of Riemann
constants with the base point P0. Using the definition of the fundamental σ-function (II.39) we get (II.51).
The following corollaries follow from the main formula (II.51).
Corollary II.3. Let P = (x, y), Pk = (xk, yk), k = 1, . . . , g. Then
g∑
i,j=1
℘ij
(∫ P
P0
du−
g∑
r=1
∫ Pk
P0
du
)
xi−1k x
j−1 =
F (x, xk) + 2yyk
4(x− xk)2 , k = 1, . . . , g (II.54)
Proof. Take the partial derivative ∂2/∂x∂xk on both sides of (II.51).
Corollary II.4. Let D = P1 + . . .+ Pg be a positive divisor of degree g. Then the standard Jacobi inversion problem
given by the equations
g∑
k=1
∫ Pk
∞
du = u (II.55)
is solved in terms of Kleinian ℘-functions as2
xg − ℘gg(u)xg−1 − ℘g,g−1(u)xg−2 − . . .− ℘g,1(u) = 0 , (II.56)
yk = ℘ggg(u)x
g−1
k + ℘gg,g−1(u)x
g−2
k + . . .+ ℘gg,1(u), k = 1, . . . , g . (II.57)
2 In the previous work [EHKKL11] in this formula numbered as (3.44) as well in its particular cases (5.5) and (6.5) the sign “-” was
misplaced.
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Proof. To prove (II.56) consider x→∞. Substitute x = 1/ξ2 into (II.54). Comparison of the coefficients of 1/ξ2(g−1)
on the RHS and LHS of (II.54) gives relation (II.56). Formula (II.57) follows from (II.56) and (II.54). For details
see [BEL97].
For the meromorphic differentials of the second kind the following relation was proved by Buchstaber and
Leykin [BL05]:
Lemma II.5 (ζ-formula). Let D0 be a divisor supported by g branch points ei1 , . . . , eig such that
g∑
k=1
∫ (eik ,0)
∞
du =K∞ , [K∞] :=
(
ε′
T
εT
)
(II.58)
and D is a non-special divisor of degree g, D = P1 + . . .+ Pg. Then for any vector
u =
∫ D
g∞
du ∈ Jac(X) (II.59)
the following relation is valid ∫ D
D0
dr = −ζ(u) + 2(η′ε′ + ηε) + 1
2
Z(u), (II.60)
where the components Zj(u) of the vector Z(u) are
Zg(u) = 0, Zg−1(u) = ℘ggg(u)
and the other components at 1 ≤ j < g − 1 are given by the j × j determinants
Zj(u) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
℘gg(u) −1 0 0 . . . 0
2℘g−1,g(u) ℘gg(u) −1 0 . . . 0
. . . . . . . . . . . . . . . . . .
(g − k)℘k+1,g(u) ℘k+2,g(u) . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
(g − j − 1)℘j+2,g(u) ℘j+3,g(u) . . . . . . ℘gg(u) −1
(g − j)℘j+1,g,g(u) ℘j+2,g,g(u) . . . . . . ℘g−1,g,g(u) ℘ggg(u)
∣∣∣∣∣∣∣∣∣∣∣∣∣
(II.61)
The corresponding formula in Buchstaber and Leykin [BL05] coincides with those given by Baker [Bak897], p.321,
only for j = g and j = g − 1 and differs for 1 ≤ j < g − 1. Our further consideration is based on (II.61).
For our purposes it is necessary to rewrite the expressions for Zj in terms of symmetric functions of the divisor points
P1 = (x1, y1), . . . , Pg = (xg , yg). With the solution of the Jacobi inversion problem (II.56)-(II.57) the components
Zj(u) yield:
Zg = 0
Zg−1 =
y1
(x1 − x2) · · · (x1 − xg) + permutations,
Zg−2 = y1
x1 − (x2 + . . .+ xg)
(x1 − x2) · · · (x1 − xg) + permutations,
Zg−3 = y1
x21 − x1(x2 + . . .+ xg) + x2x3 + . . .+ xg−1xg
(x1 − x2) · · · (x1 − xg) + permutations .
...
Note that the characteristics in the formula (II.60) are not reduced.
From (II.60) one obtains the relation between the periods of holomorphic and meromorphic integrals
ηik = (ζi(ωk +K∞))i,k=1,...,g , η
′
ik = (ζi(ω
′
k +K∞))i,k=1,...,g (II.62)
with 2ωk being the k-th column of the matrix 2ω.
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Proposition II.6. Using (II.17) the formula (II.51) can be rewritten in the form suitable for the inversion of the
integral of the third kind∫ P
P ′
g∑
k=1
[
y +Wk
x− Zk −
y +W ′k
x− Z ′k
]
dx
2y
= −
∫ P
P ′
duT (x, y)
∫ D
D′
dr(z, w) + ln
σ
(∫ P
∞ du−
∫ D
g∞ du
)
σ
(∫ P
∞
du− ∫ D′
g∞
du
) − lnσ
(∫ P ′
∞ du−
∫ D
g∞ du
)
σ
(∫ P ′
∞
du− ∫ D′
g∞
du
) , (II.63)
where the expression
∫ D
D′
dr(z, w) can be calculated by (II.60).
D. Stratification of the θ-divisor and inversion
The θ-divisor Θ˜ is defined as the subset of J˜ac(Xg) that nullifies the θ-function and, therefore, the σ-function, i.e.
Θ˜ =
{
v ∈ J˜ac(Xg) | θ(v) ≡ 0
}
. (II.64)
The subset Θ˜k ⊂ Θ˜, 0 ≤ k < g, is called k-th stratum if each point v ∈ Θ˜ admits a parametrization
Θ˜k :=
{
v ∈ Θ˜
∣∣∣v = k∑
j=1
∫ Pj
∞
dv +K∞
}
, (II.65)
where Θ˜0 = {K∞} and Θ˜g−1 = Θ˜. We furthermore denote Θ˜g = J˜ac(Xg) and we have the natural embedding
Θ˜0 ⊂ Θ˜1 ⊂ . . . ⊂ Θ˜g−1 ⊂ Θ˜g = J˜ac(Xg) . (II.66)
We define the θ-function to be vanishing to the order m(Θ˜k) along the stratum Θ˜k if for all sets αj , j = 1, . . . , g
with 0 ≤ α1 + . . .+ αg < m holds
∂α1+...+αg
∂uα11 . . . ∂u
αg
g
θ(v|τ ) ≡ 0, ∀v ∈ Θ˜k , (II.67)
and there is a certain set of αj , with α1 + . . . + αg = m such that (II.67) does not hold. The orders m(Θ˜k) of the
vanishing of θ(Θ˜k + v) along the stratum Θ˜k for some genera are given in Table I.
In the following we focus on the stratum Θ˜1 corresponding to the variety Θ1 ⊂ Jac(Xg), which is the image of the
curve inside the Jacobian,
Θ˜1 :=
{
v ∈ Θ˜
∣∣∣v = ∫ P
∞
dv +K∞
}
. (II.68)
We remark that another stratification was introduced in [Vanh95] for hyperelliptic curves of even order with two
infinite points ∞+ and ∞− that was implemented for studying the poles of functions on Jacobians of these curves.
The same problem relevant to strata of the θ-divisor was studied in [AF00].
III. INVERSION OF HYPERELLIPTIC INTEGRALS OF HIGHER GENERA
A. Inversion of holomorphic integrals
For the case of genus two the inversion of a holomorphic hyperelliptic integral by the method of restriction to the
θ-divisor was obtained independently by Grant [Gra90] and Jorgenson [Jor92] in the form
x = − σ1(u)
σ2(u)
∣∣∣∣
σ(u)=0
, u = (u1, u2)
T . (III.1)
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g m(Θ˜0) m(Θ˜1) m(Θ˜2) m(Θ˜3) m(Θ˜4) m(Θ˜5) m(Θ˜6)
1 1 0 - - - - -
2 1 1 0 - - - -
3 2 1 1 0 - - -
4 2 2 1 1 0 - -
5 3 2 2 1 1 0 -
6 3 3 2 2 1 1 0
TABLE I. Orders m(Θ˜k) of zeros θ(Θ˜k + v) at v = 0 on the strata Θ˜k.
This result was implemented in [EPR03], and explicitly worked out in the series of publications [HL08, HL08a,
HKKL08, HKKL09, HKKL09a], and others.
The case of genus three was studied by Oˆnishi [Oˆni98], where the inversion formula is given in the form
x = − σ13(u)
σ23(u)
∣∣∣∣
σ(u)=σ3(u)=0
, u = (u1, u2, u3)
T . (III.2)
Formula (III.2) is based on the detailed analysis of the genus three KdV hierarchy and its restriction to the θ-divisor.
Below we will present the generalization of (III.1) and (III.2) to higher genera. For doing this we first analyze the
Schur–Weierstraß polynomials that represent the first term of the expansion of σ(u) in the vicinity of the origin u ∼ 0.
The θ-divisor Θ and its strata Θk in the vicinity of the origin u ∼ 0 are given as polynomials in u.
An analysis of the Schur–Weierstraß polynomials leads to
Proposition III.1. The following statements are valid for the Schur–Weierstraß polynomials Spi(u) associated with
a partition pi:
1. In the vicinity of the origin, an element u of the first stratum Θ1 ⊂ Θ is singled out by
Spi(u) = 0,
∂j
∂ujg
Spi(u) = 0 ∀ j = 1, . . . , g − 2 . (III.3)
2. The derivatives fulfil
∂j
∂ujg
Spi(u)
{
≡ 0 if 1 ≤ j < g(g−1)2
6≡ 0 if j ≥ g(g−1)2
with u ∈ Θ1 . (III.4)
3. The following equalities are valid for u ∈ Θ1
x ∼= − 1
u2g
= −
∂M
∂u1∂u
M−1
g
Spi(u)
∂M
∂u2∂u
M−1
g
Spi(u)
= −
∂M+1
∂u1∂uMg
Spi(u)
∂M+1
∂u2∂uMg
Spi(u)
, (III.5)
where M = 12 (g − 2)(g − 3) + 1.
4. The order of vanishing of Spi restricted to Θ1 is the rank of the partition π.
It was noted in [BEL99] that the Schur–Weierstraß polynomials respect all statements of the Riemann singularity
theorem. In particular, if
Z =
(
z2g−1
2g − 1 , . . . ,
z2k−1
2k − 1 . . . ,
z3
3
, z
)
(III.6)
and if pi is the partition at the infinite Weierstraß point of the hyperelliptic curve Xg of genus g, then the function
G(z) := Spi(Z − u) (III.7)
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either has g zeros or vanishes identically. Moreover we will conjecture here that the properties of the Schur–Weierstraß
polynomials given in Proposition III.1 can be “lifted” to the fundamental σ-function (II.39).
The above analysis permits to conjecture the following inversion formula for the general case of hyperelliptic curves
of genus g > 2 [EHKKL11]
x = −
∂M+1
∂u1∂uMg
σ(u)
∂M+1
∂u2∂uMg
σ(u)
∣∣∣∣∣∣∣∣∣
u∈Θ1
, M =
(g − 2)(g − 3)
2
+ 1 (III.8)
and
Θ1 =
{
u ∈ Jac(Xg)
∣∣∣ σ(u) = 0, ∂j
∂ujg
σ(u) = 0 ∀ j = 1, . . . , g − 2
}
. (III.9)
The analog of this formula for strata Θk, 1 < k < g and (n, s)-curves in the terminology of [BEL99] was recently
considered by Matsutani and Previato [MP08], [MP10].
B. Inversion of the integrals of the second kind
Also the meromorphic integrals can be expressed in terms of the σ-functions restricted to the stratum Θ1 of the
θ-divisor. To do that we consider the ζ-formula (II.60) and move to infinity the g− 1 points of the divisor D on both
sides of the equality. The poles on both sides cancel and the non-vanishing terms yield the required formula. We
demonstrate this procedure here for the example of the genus three case given in [EG03] (the analysis of the genus
two case can be found in [EPR03]). For that we use the following proposition
Proposition III.2. Let X3 be the genus three curve y
2 = 4x7+λ6x
6+ . . .+λ0. Let u ∈ Θ1 = {u|σ(u) = σ3(u) = 0}.
Then the following formulae are valid∫ P
P0
dr3 = −σ23(u)
σ2(u)
+ c3 ,∫ P
P0
dr2 = −1
2
σ22(u)
σ2(u)
+ c2 ,∫ P
P0
dr1 =
1
2
σ1(u)σ22(u)
σ2(u)2
− σ12(u)
σ2(u)
+ c1 ,
(III.10)
where P = (x, y) is an arbitrary point of the curve, and P0 = (x0, y0) 6= (∞,∞) is any fixed point. It is convenient to
choose in particular P0 = (e2g, 0). The constants ci are fixed by the requirement that the right hand side vanishes at
P = P0
Proof. In the case of g = 3 the vector Z(u) (II.61) yields
Z(u)
 Z1(u)Z2(u)
Z3(u)
 =
 ℘33(u)℘333(u) + 2℘233(u)℘333(u)
0
 . (III.11)
First we restrict relation (II.60) to the stratum Θ2. To do that we use the following expansions
∫ P3
∞
du
∣∣∣∣∣
x3=1/ξ2
=
 − 15ξ5 + O(ξ7)− 13ξ3 + O(ξ5)
−ξ + O(ξ3)
 , ∫ P3
(e6,0)
dr
∣∣∣∣∣
x3=1/ξ2
=
 ξ−5 + O(ξ−3)ξ−3 + O(ξ−1)
ξ−1 + O(ξ)
 (III.12)
taking into account the condition σ(u) = 0 in the expansions. Then we restrict the resulting formulae to the
stratum Θ1. To do that we expand the holomorphic and meromorphic integrals
∫ P2
∞
du and
∫ P2
(e4,0)
dr in the vicinity
of P2 = (∞,∞) taking into account the condition σ3(u) = 0. From that the relations (III.10) follow. For the
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simplification of the obtained relations we used the formulae from [Oˆni98] below, which result from the restriction to
Θ1 of the KdV hierarchy associated with the genus three curve
{σ333(u)− 2σ2(u)}|Θ1 = 0{
σ233(u)− σ23(u)
2
σ2(u)
+ σ1(u)
}∣∣∣∣
Θ1
= 0 (III.13){
σ133(u)− σ1(u)σ23(u)
2
σ2(u)2
− σ1(u)
2
σ2(u)
}∣∣∣∣
Θ1
= 0 .
Cases of higher genera cases can be considered in an analogously way though it is not possible to present a general
formula.
C. Inversion of the integral of the third kind
We consider (II.63) when all points Pk, P
′
k have the same coordinate Z
′
k = Zk but W
′
k = −Wk and choose the
divisors
D = {(Z,W ), (e4, 0), . . . , (e2g, 0)}, D′ = {(Z,W ′), (e4, 0), . . . , (e2g, 0)} . (III.14)
It is evident that ∫ D
D′
dr(z, w) =
∫ (Z,W )
(e2,0)
dr(z, w)−
∫ (Z,W ′)
(e2,0)
dr(z, w) . (III.15)
From the ζ–formula (II.60) we get∫ (Z,W )
(e2,0)
dr(z, w) = −ζ
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2(η′ε′ + ηε) +
1
2
Z(Z,W ),
∫ (Z,−W )
(e2,0)
dr(z, w) = ζ
(∫ (Z,W )
(e2,0)
du+K∞
)
− 2(η′ε′ + ηε)− 1
2
Z(Z,W ),
where Zg(Z,W ) = 0 and for 1 ≤ j < g we have
Zj(Z,W ) =
W∏g
k=2(Z − e2k)
g−j−1∑
k=0
(−1)g−k+j+1ZkSg−k−j−1(e) . (III.16)
The Sk(e) are elementary symmetric functions of order k built on g − 1 branch points e4, . . . , e2g: S0 = 1, S1 =
e4 + . . .+ e2g etc. Then the solution of the inversion problem for the integral of the third kind (II.63) takes the form
W
∫ P
P ′
1
x− Z
dx
y
=2
∫ P
P ′
duT (x, y)
[
ζ
(∫ (Z,W )
(e2,0)
du +K∞
)
− 2(η′ε′ + ηε)− 1
2
Z(Z,W )
]
+ ln
σ
(∫ P
∞
du− ∫ (Z,W )
(e2,0)
du −K∞
)
σ
(∫ P
∞
du+
∫ (Z,W )
(e2,0)
du −K∞
) − lnσ
(∫ P ′
∞
du− ∫ (Z,W )
(e2,0)
du−K∞
)
σ
(∫ P ′
∞
du+
∫ (Z,W )
(e2,0)
du−K∞
) . (III.17)
Note, that (III.17) represents a natural generalization of the known antiderivative for elliptic functions
℘′(v)
∫
du
℘(u)− ℘(v) = 2uζ(v) + lnσ(u − v)− lnσ(u + v) . (III.18)
The inversion procedure for the integral of the third kind
W
∫ P
(e2,0)
1
x− Z
dz
w
= t, (III.19)
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is described as follows. Here for simplicity the lower bound is fixed at a branch point, say at P ′ = (e2, 0).
In this case the formula (III.17) takes the form
W
∫ P
(e2,0)
1
x− Z
dx
y
= 2(A2 − u)
[
ζ(v +K∞)− 2(η′ε′ + ηε)− 1
2
Z(Z,W )
]
+ln
σ (u− v −K∞)
σ (u+ v −K∞) − ln
σ (A2 − v −K∞)
σ (A2 + v −K∞) , (III.20)
where
v =
∫ (Z,W )
(e2,0)
du , A2 =
∫ (e2,0)
∞
du and u ∈ Θ1, u =
∫ (x,y)
∞
du .
D. Solving the inversion problem
Now we are in a position to describe the inversion procedure for the integral (I.2). The formulae given above permit
to represent equation (I.2) in the form
F(x, u1, . . . , ug, constants) = t . (III.21)
The function F depends on x via the g variables u1, . . . , ug that are abelian images of (x, y) and various constants
given by the poles of the integrals of the third kind and the coefficients ak, bk, ck, and possibly via the elementary
function E(x) in the equation (I.3). This relation is complemented by the g − 1 conditions u ∈ Θ1
σ(u) = 0,
∂j
∂ujg
σ(u) = 0 ∀ j = 1, . . . , g − 2 . (III.22)
From these relations one can find (numerically) the functions u1 = u1(t), . . . , ug = ug(t) and plug these into (III.8) to
find x = x(t).
IV. COMPUTER ALGEBRA SUPPORTING THE METHOD
Presently effective means of computer algebra are developed to execute the above claimed program of integral
inversion. We will consider for this, e.g., the Maple/algcurves code.
A. Riemann period matrix and winding vectors
For a given curve of genus g we compute first the period matrices (2ω, 2ω′) and τ = ω−1ω′ by means of the
Maple/algcurves code. From that we determine the winding vectors, i.e. the columns of the inverse matrix,
(2ω)−1 = (U1, . . . ,Ug) . (IV.1)
B. Homology basis
In our analysis we used a specific homology basis for a hyperelliptic curve (see Fig.1). That was done just to
clarify the approach. But the result should be independent of the choice of the homology basis. It is possible to
perform all the calculations without making an explicit plot of the homology basis and to use that one given in the
Tretkoff-Tretkoff construction that is programmed in the Maple/algcurves. Nevertheless, in certain cases we should
know the correspondence between the branch points and half-periods in the homology basis used by Maple/algcurves.
In particular the proposed method of inversion supposes the knowledge of this correspondence. One can find this
correspondence using the generalized Bolza formulae. That can be done as follows.
We first find all nonsingular odd characteristics by direct computation of all odd θ-constants. According to Table I
we have two sets B1 ⊂ Θ˜g−1 and B2 ⊂ Θ˜g−2 of nonsingular odd half–periods. For each element of b1 ∈ B1 there are
ei1 , . . . , eig−1 6=∞ such that
b1 =
∫ (ei1 ,0)
∞
dv + . . .+
∫ (eig−1 ,0)
∞
dv +K∞ ∈ Θ˜g−1 (IV.2)
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and for each element of b2 ∈ B2 there are ei1 , . . . , eig−2 6=∞ such that
b2 =
∫ (ei1 ,0)
∞
dv + . . .+
∫ (eig−2 ,0)
∞
dv +K∞ ∈ Θ˜g−2 . (IV.3)
Using the known values of the winding vectors ([EHKKL11], Proposition 4.3) one can find the correspondence
between the sets {ei1 , . . . , eig−1} and {ei1 , . . . , eig−2} of branch points and the nonsingular odd characteristics
[(2ω)−1
(
Ai1,...,ig−1
)
+ K∞] and [(2ω)
−1
(
Ai1,...,ig−2
)
+ K∞] . Then one can add these characteristics and find
the one–to–one correspondence ∫ (eig−1 ,0)
∞
dv ⇆ [Aig−1 ], i = 1, . . . , 2g + 2 . (IV.4)
C. Second period matrix
We present the formula that permits to express the second period matices 2η, 2η′ and κ in terms of the first period
matrices 2ω, 2ω′, the branch points and the θ-constants
Proposition IV.1. Let AI0 + 2ωK∞ be an arbitrary even nonsingular half-period corresponding to the g branch
points of the set of indices I0 = {i1, . . . , ig}. We define the symmetric g × g matrices
P(AI0) := (℘ij(AI0))i,j=1,...,g (IV.5)
and the g × g matrix H which is expressible in terms of the even non-singular θ-constants 3
H(AI0) =
1
θ[ε]
(θij [ε])i,j=1,...,g , where ε = [(2ω)
−1AI0 +K∞] . (IV.6)
Then the κ-matrix is given by
κ = −1
2
P(AI0)−
1
2
((2ω)−1)TH(AI0)(2ω)
−1 . (IV.7)
The half-periods η and η′ of the meromorphic differentials can be represented as
η = 2κω, η′ = 2κω′ − iπ
2
(ω−1)T . (IV.8)
We remark that (IV.7) represents the natural generalization of the Weierstraß formulae4
2ηω = −2e1ω2 − 1
2
ϑ′′2(0)
ϑ2(0)
, 2ηω = −2e2ω2 − 1
2
ϑ′′3(0)
ϑ3(0)
, 2ηω = −2e3ω2 − 1
2
ϑ′′4(0)
ϑ4(0)
, (IV.9)
see e.g. the Weierstraß–Schwarz lectures, [Wei893] p. 44. From (IV.9) follows
ωη = − 1
12
(
ϑ′′2 (0)
ϑ2(0)
+
ϑ′′3 (0)
ϑ3(0)
+
ϑ′′4 (0)
ϑ4(0)
)
. (IV.10)
Therefore Proposition IV.1 allows the reduction of the variety of moduli necessary for the calculation of the σ- and
℘-functions to the first period matrix. The generalization of (IV.10) to arbitrary higher genera algebraic curves has
recently been discussed in [KSh11] where its role in the construction of invariant generalizations of the Weierstraß
σ–function to higher genera is elucidated.
For the following Lemma we introduce g vectors
Ej = (1, ej , . . . , e
g−1
j )
T , j ∈ I0 .
3 In the previous work [EHKKL11] this formula numbered as (3.50) was written in an equivalent but more complicated form with misplaced
sign “-”.
4 The correspondence between the numeration of branch points ei and θ-constants ϑj(0) depends on the chosen homology basis
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Lemma IV.2. Let S
(ij)
k be elementary symmetric functions of order k built on the 2g−1 elements {e1, . . . , e2g+1}/{ei, ej}.
Then the following relations are valid
ETi P(AI0)Ej ≡
F (ei, ej)
4(ei − ej)2 ≡
g−1∑
n=0
eni e
n
j S
(ij)
2g−2n−1 . (IV.11)
Here F (x, z) is the Kleinian 2-polar (II.13).
Proof. The LHS of the relation (IV.11) follows from (II.54)
g∑
i,j=1
℘ij
(
g∑
k=1
∫ Pk
P0
du
)
xi−1r x
j−1
s =
F (xr, xs)− 2yrys
4(xr − xs)2 , r 6= s, Pk = (xk, yk) , (IV.12)
where the argument of the ℘-function is a non-singular even half period given as an abelian image of g branch points
Pk = (eik , 0), i1, . . . , ig ∈ {1, . . . , 2g + 1}. The branch points er and es on the right hand side of (IV.12) belong to
the chosen subset of g branch points. The RHS of the relation (IV.11) can be checked directly for small genera and
presents a conjecture for higher genera.
Varying the integers i, j along the set I0 one can obtain from (IV.10) g(g − 1)/2 equations with respect g(g − 1)/2
components, ℘g−1,g−1, . . . , ℘11 of the matrix P(AI0) and then solve them by the Kramer rule. Indeed, since the
components ℘gi(I0) are already known from the solution of the Jacobi inversion problem (II.58) then Eq. (IV.10) can
be simplified for every pair i 6= j ∈ Ip as follows
Ê
T
i P̂(AI0)Êj = e
g−1
i e
g−1
j
S(ij)1 + ∑
k∈I0/{i,j}
ek
+ g−2∑
n=0
eni e
n
j S
(ij)
2g−2n−1 (IV.13)
where
P̂(AI0) = (℘ij(AI0))i,j=1,...,g−1, Êi = (1, ei, . . . , e
g−2
i )
T . (IV.14)
Examples for genus two, three and four in Sections V-VII show that the entries in P̂ are polynomials in the branch
points ei (see Eqns. (V.14), (VI.19) and (VII.21)). We infer that this is true in general but do not present here the
general expression of these polynomials.
D. Characteristics
We explained above how to find the correspondence between the half-periods and the abelian images of the branch
points on the basis of Bolza type formulae. This correspondence is necessary for the description of the real evolution
of the system that corresponds to the motion of the divisor points, i.e. functions on the upper bound in the Abel
map, over the Riemann surface between certain branch points or between the corresponding half-periods in the Jacobi
variety. We intend to reduce a number of cases when complete hyperelliptic integrals are calculated. Finding the
above correspondence allows to present initial/final points of the evolution in terms of a half period.
E. Vector of Riemann constants
The vector of Riemann constants K∞ enters the derived inversion formulae and can be computed as follows. It
was proved that the vector of Riemann constants with the base point fixed in a branch point, e.g. infinity in our
considerations, is a half-period. From Table I for the stratum Θ˜0 follows whether K∞ is even or odd (parity of m)
and whether it is singular (m > 1). In accordance with the definition of the θ-divisor it is sufficient to find the even
or odd half-period K∞ which satisfies the condition
θ
(
g−1∑
k=1
∫ Pk
∞
dv +K∞
)
= 0,
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where P1, . . . , Pg−1 are g − 1 arbitrary points on the curve Xg.
Alternatively one can use the correspondence between the branch points and the half periods. Among the 2g + 2
characteristics (IV.4) there should be precisely g odd and g+2 even characteristics. The sum of all odd characteristics
gives the vector of Riemann constants with the base point at infinity. This characteristic will then be singular of order[
g+1
2
]
.
V. HYPERELLIPTIC CURVE OF GENUS TWO
We consider a hyperelliptic curve X2 of genus two
w2 = 4(z − e1)(z − e2)(z − e3)(z − e4)(z − e5)
= 4z5 + λ4z
4 + λ3z
3 + λ2z
2 + λ1z + λ0 .
(V.1)
From (II.1) and (II.2) the basic holomorphic and meromorphic differentials are
du1 =
dz
w
, dr1 =
12z3 + 2λ4z
2 + λ3z
4w
dz , (V.2)
du2 =
zdz
w
, dr2 =
z2
w
dz . (V.3)
Then the Jacobi inversion problem for the equations∫ (z1,w1)
∞
dz
w
+
∫ (z2,w2)
∞
dz
w
= u1 ,∫ (z1,w1)
∞
zdz
w
+
∫ (z2,w2)
∞
zdz
w
= u2
(V.4)
is solved according to (II.56) and (II.57) in the form
z1 + z2 = ℘22(u), z1z2 = −℘12(u) ,
wk = ℘222(u)zk + ℘122(u), k = 1, 2 .
(V.5)
A. Characteristics in genus two
The homology basis of the curve is fixed by defining the set of half-periods corresponding to the branch points. The
characteristics of the abelian images of the branch points are defined as
[Ai] =
[∫ (ei,0)
∞
du
]
=
(
ε
′T
i
ε
T
i
)
=
(
ε′i,1 ε
′
i,2
εi,1 εi,2
)
, (V.6)
which can be also written as
Ai = 2ωεi + 2ω
′ε′i, i = 1, . . . , 6 .
In the homology basis given in Figure 2 the characteristics of the branch points are
[A1] =
1
2
(
1 0
0 0
)
, [A2] =
1
2
(
1 0
1 0
)
, [A3] =
1
2
(
0 1
1 0
)
(V.7)
[A4] =
1
2
(
0 1
1 1
)
, [A5] =
1
2
(
0 0
1 1
)
, [A6] =
1
2
(
0 0
0 0
)
. (V.8)
The characteristics of the vector of Riemann constants K∞ yield
[K∞] = [A2] + [A4] =
1
2
(
1 1
0 1
)
. (V.9)
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FIG. 2. Homology basis on the Riemann surface of the curve X2 with real branch points e1 < e2 < . . . < e6 =∞ (upper sheet).
The cuts are drawn from e2i−1 to e2i, i = 1, 2, 3. The b–cycles are completed on the lower sheet (dotted lines).
From the above characteristics we build 16 half-periods. Denote 10 half-periods for i 6= j = 1, . . . , 5 that are images
of two branch points as
Ωij = 2ω(εi + εj) + 2ω
′(ε′i + ε
′
j), i = 1, . . . , 5 . (V.10)
Then the characteristics of the 6 half-periods[
(2ω)−1Ai +K∞
]
=: δi, i = 1, . . . , 6 (V.11)
are nonsingular and odd, whereas the characteristics of the 10 half-periods[
(2ω)−1Ωij +K∞
]
=: εij , 1 ≤ i < j ≤ 5 (V.12)
are nonsingular and even.
Odd characteristics correspond to partitions {6} ∪ {1, . . . , 5} and {k} ∪ {i1, . . . , i4, 6} for i1, . . . , i4 6= k. The first
partition from these two corresponds to Θ0 and the second to Θ1.
From the solution of the Jacobi inversion problem we obtain for any i, j = 1, . . . , 5, i 6= j
ei + ej = ℘22(Ωij), −eiej = ℘12(Ωij) . (V.13)
From the relation
℘11(u) =
F (x1, x2)− 2y1y2
4(x1 − x2)2
one can also find
eiej(ep + eq + er) + epeqer = ℘11(Ωij) , (V.14)
where i,j,p,q, and r are mutually different.
From (V.13) and (V.14) we obtain an expression for the matrix κ (IV.7) that is useful for numeric calculations
because it reduces the second period matrix to an expression in the first period matrix and θ-constants, namely, in
the case ei = e1, ej = e2,
κ = −1
2
(
e1e2(e3 + e4 + e5) + e3e4e5 −e1e2
−e1e2 e1 + e2
)
− 1
2
(2ω)−1
T 1
θ[ε]
(
θ11[ε] θ12[ε]
θ12[ε] θ22[ε]
)
(2ω)−1 , (V.15)
where the characteristic ε in the fixed homology basis reads
ε = [A1] + [A2] + [K∞] =
(
1
2
1
2
1
2
1
2
)
.
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B. Inversion of a holomorphic integral
Taking the limit z2 →∞ in the Jacobi inversion problem (V.4) we obtain∫ (z,w)
∞
dz
w
= u1,
∫ (z,w)
∞
zdz
w
= u2 . (V.16)
The same limit in the ratio
℘12(u)
℘22(u)
= − z1z2
z1 + z2
(V.17)
leads to the Grant-Jorgenson formula (III.1). In terms of θ-functions this can be given the form
z = −∂U1θ[K∞]((2ω)
−1u; τ)
∂U2θ[K∞]((2ω)
−1u; τ)
∣∣∣∣
θ((2ω)−1u;τ)=0
, (V.18)
where here and below ∂U1 =
∑g
j=1 U1j
∂
∂zj
is the derivative along the direction U1. The “winding vectors” U1, U2
are the column vectors of the inverse matrix (2ω)−1 (IV.1).
From (III.1) we obtain for all finite branch points
ei = −σ1(Ai)
σ2(Ai)
, or equivalently, ei = −∂U1θ[δi]
∂U2θ[δi]
, i = 1, . . . , 5 . (V.19)
This formula was mentioned by Bolza [Bol886] (see his Eq. (6)) for the case of a genus two curve with finite branch
points.
The ζ-formula reads
− ζ1(u) + 2n1 + 1
2
w1 − w2
z1 − z2 =
∫ (z1,w1)
(e2,0)
dr1(z, w) +
∫ (z2,w2)
(e4,0)
dr1(z, w) ,
−ζ2(u) + 2n2 =
∫ (z1,w1)
(e2,0)
dr2(z, w) +
∫ (z2,w2)
(e4,0)
dr2(z, w) , (V.20)
where nj =
∑2
i=1 η
′
jiε
′
i+ηjiεi. Here the characteristics ε
′
i and εi ofK∞ are not reduced. Choosing (z1, w1) = (Z,W ),
(z2, w2) = (e4, 0) we get from (V.20)
− ζ1
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n1 +
1
2
W
Z − e4 =
∫ (Z,W )
(e2,0)
dr1(z, w) ,
−ζ2
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n2 =
∫ (Z,W )
(e2,0)
dr2(z, w) . (V.21)
The inversion formula for the integral of the third kind (III.17) is written as
W
∫ P
P ′
1
x− Z
dx
y
= −2
(
uT − u′T
)∫ (Z,W )
(e2,0)
dr + ln
σ (u− v −K∞)
σ (u+ v −K∞) − ln
σ (u′ − v −K∞)
σ (u′ + v −K∞)
(V.22)
with
v =
∫ (Z,W )
(e2,0)
du, u =
∫ P
∞
du, u′ =
∫ P ′
∞
du
and u ∈ Θ1, u′ ∈ Θ1. The integrals
∫ (Z,W )
(e2,0)
dr are given by the formula (V.21).
In the case when the base point P ′ is chosen to be a branch point, say (e2, 0) then the final formula takes the form
22
W
∫ P
(e2,0)
1
x− Z
dx
y
= 2
(
uT −AT2
)[
ζ(v +K∞)− 2(η′ε′K∞ + ηεK∞)−
1
2
Z(Z,W )
]
+ ln
σ (u− v −K∞)
σ (u+ v −K∞) − ln
σ (A2 − v −K∞)
σ (A2 + v −K∞) . (V.23)
VI. HYPERELLIPTIC CURVE OF GENUS THREE
We consider also a hyperelliptic curve X3 of genus three with seven real zeros given by
w2 = 4(z − e1)(z − e2)(z − e3)(z − e4)(z − e5)(z − e6)(z − e7)
= 4z7 + λ6z
6 + . . .+ λ1z + λ0 .
(VI.1)
The complete set of holomorphic and meromorphic differentials with a unique pole at infinity is
du1 =
dz
w
, dr1 = z(20z
4 + 4λ6z
3 + 3λ5z
2 + 2λ4z + λ3)
dz
4w
,
du2 =
zdz
w
, dr2 = z
2(12z2 + 2λ6z + λ5)
dz
4w
, (VI.2)
du3 =
z2dz
w
, dr3 =
z3dz
w
.
The Jacobi inversion problem for the equations∫ (z1,w1)
∞
dz
w
+
∫ (z2,w2)
∞
dz
w
+
∫ (z3,w3)
∞
dz
w
= u1,∫ (z1,w1)
∞
zdz
w
+
∫ (z2,w2)
∞
zdz
w
+
∫ (z3,w3)
∞
zdz
w
= u2,∫ (z1,w1)
∞
z2dz
w
+
∫ (z2,w2)
∞
z2dz
w
+
∫ (z3,w3)
∞
z2dz
w
= u3
(VI.3)
is solved by
z1 + z2 + z3 = ℘33(u), z1z2 + z1z3 + z2z3 = −℘23(u), z1z2z3 = ℘13(u)
wk = ℘333(u)z
2
k + ℘233(u)zk + ℘133(u), k = 1, 2, 3 .
(VI.4)
A. Characteristics in genus three
Let Ak be the abelian image of the k-th branch point, namely
Ak =
∫ (ek,0)
∞
du = 2ωεk + 2ω
′ε′k, k = 1, . . . , 8 , (VI.5)
where εk and ε
′
k are column vectors whose entries εk,j , ε
′
k,j are
1
2 or 0 for all k = 1, . . . , 8, j = 1, 2, 3.
The correspondence between the branch points and the characteristics in the fixed homology basis is given as
[A1] =
1
2
(
1 0 0
0 0 0
)
, [A2] =
1
2
(
1 0 0
1 0 0
)
, [A3] =
1
2
(
0 1 0
1 0 0
)
,
[A4] =
1
2
(
0 1 0
1 1 0
)
, [A5] =
1
2
(
0 0 1
1 1 0
)
, [A6] =
1
2
(
0 0 1
1 1 1
)
,
[A7] =
1
2
(
0 0 0
1 1 1
)
, [A8] =
1
2
(
0 0 0
0 0 0
)
.
(VI.6)
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FIG. 3. Homology basis on the Riemann surface of the curve X3 with real branch points e1 < e2 < . . . < e8 =∞ (upper sheet).
The cuts are drawn from e2i−1 to e2i, i = 1, 2, 4. The b–cycles are completed on the lower sheet (dotted lines).
The vector of Riemann constantsK∞ with the base point at infinity is given in the above basis by the even singular
characteristics,
[K∞] = [A2] + [A4] + [A6] =
1
2
(
1 1 1
1 0 1
)
. (VI.7)
From the above characteristics the 64 half-periods can be built as follows. If we start with singular even character-
istics, then there should be only one such characteristic that corresponds to the vector of Riemann constants K∞.
The corresponding partition reads I2 ∪ J2 = {} ∪ {1, 2, . . . , 8} and the θ-function θ(K∞ + v) vanishes at the origin
v = 0 to the order m = 2.
The half-periods ∆1 = (2ω)
−1Ak +K∞ ∈ Θ1 correspond to partitions
I1 ∪ J1 = {k, 8} ∪ {j1, . . . , j6}, j1, . . . , j6 /∈ {8, k} (VI.8)
and the θ-function θ(∆1 + v) vanishes at the origin v = 0 to the order m = 1.
We also denote the 21 half-periods that are images of two branch points
Ωij = 2ω(εi + εj) + 2ω
′(ε′i + ε
′
j), i, j = 1, . . . , 7, i 6= j . (VI.9)
The half-periods ∆1 = (2ω)
−1Ωij +K∞ ∈ Θ2 correspond to the partitions
I1 ∪ J1 = {i, j} ∪ {j1, . . . , j6}, j1, . . . , j6 /∈ {i, j} (VI.10)
and the θ-function θ(∆1+v) vanishes at the origin, v = 0, as before to the order m = 1. Therefore the characteristics
of the 7 half-periods [
(2ω)−1Ai +K∞
]
=: δi , i = 1, . . . , 7 (VI.11)
are nonsingular and odd as well as the characteristics of the 21 half-periods[
(2ω)−1Ωij +K∞
]
=: εij , 1 ≤ i < j ≤ 7 . (VI.12)
We finally introduce the 35 half-periods that are images of three branch points
Ωijk = 2ω(εi + εj + εk) + 2ω
′(ε′i + ε
′
j + ε
′
k) ∈ Jac(Xg), 1 ≤ i < j < k ≤ 7 . (VI.13)
The half-periods ∆2 = (2ω)
−1Ωijk +K∞ correspond to the partitions
I0 ∪ J0 = {i, j, k, 8} ∪ {j1, . . . , j4}, j1, . . . , j4 /∈ {i, j, k, 8} . (VI.14)
The θ-function θ(∆2 + v) does not vanish at the origin v = 0.
Furthermore, the 35 characteristics
εijk =
[
(2ω)−1Ωijk +K∞
]
, 1 ≤ i < j < k ≤ 7 (VI.15)
are even and nonsingular while the characteristic [K∞] is even and singular. Altogether we got all 64 = 4
3 charac-
teristics classified by the partitions of the branch points.
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B. Inversion of a holomorphic integral
All three holomorphic integrals,∫ (x,w)
∞
dz
w
= u1,
∫ (x,w)
∞
zdz
w
= u2,
∫ (x,w)
∞
z2dz
w
= u3 (VI.16)
are inverted by the same formula (III.2). Nevertheless, there are three different cases for which one of the variables
u1, u2, u3 is considered as independent while the remaining two result from solving the divisor conditions σ(u) =
σ3(u) = 0.
Formula (III.2) can be rewritten in terms of θ-functions as
x = −∂
2
U1,U3
θ[K∞]((2ω)
−1u) + 2(∂U1θ[K∞]((2ω)
−1u))eT3 κu
∂2
U2,U3
θ[K∞]((2ω)−1u) + 2(∂U2θ[K∞]((2ω)
−1u))eT3 κu
, (VI.17)
where e3 = (0, 0, 1)
T . This represents the solution of the inversion problem.
From the solution of the Jacobi inversion problem follows for any 1 ≤ i < j < k ≤ 7,
ei + ej + ek = ℘33(Ωijk), −eiej − eiek − ejek = ℘23(Ωijk), eiejek = ℘13(Ωijk) . (VI.18)
Solving equations (IV.11) we find
℘12(Ωijk) = −s3S1 − S4 , ℘11(Ωijk) = s3S2 + s1S4 , ℘22(Ωijk) = S3 + 2s3 + s2S1 , (VI.19)
where the sl are the elementary symmetric functions of order l of the branch points ei, ej , ek and Sl are the elementary
symmetric functions of order l of the remaining branch points {1, . . . , 7} \ {i, j, k}.
From (IV.7) using (VI.18) and (VI.19) one can find the expression for the matrix κ. To do that we take the
half-period Ω123
κ = −1
2
P(Ω123)− 1
2
(2ω)−1
T
H(Ω123)(2ω)
−1 (VI.20)
with
H(Ω123) =
1
θ[ε]
 θ11[ε] θ12[ε] θ13[ε]θ12[ε] θ22[ε] θ23[ε]
θ13[ε] θ23[ε] θ33[ε]
 , ε = ( 12 0 121
2 0
1
2
)
. (VI.21)
For the branch points e1, . . . , e8 the expression
ei = −
∂U1
[
∂U3 + 2A
T
i κe3
]
θ[K∞]((2ω)
−1Ai; τ)
∂U2
[
∂U3 + 2A
T
i κe3
]
θ[K∞]((2ω)−1Ai; τ)
(VI.22)
is valid. Furthermore we have for i, j = 1, . . . , 8, i 6= j
ei + ej = −σ2(Ωij)
σ3(Ωij)
≡ ∂U2θ[εij ]
∂U3θ[εij ]
,
eiej =
σ1(Ωij)
σ3(Ωij)
≡ ∂U2θ[εij ]
∂U3θ[εij ]
,
(VI.23)
and for i = 1, . . . , 7
ei = −σ1(Ai)
σ2(Ai)
= −∂U1θ[δi]
∂U2θ[δi]
. (VI.24)
The ζ-formula reads
25
− ζ1(u) + 2n1 + 1
2
w1(z1 − z2 − z3)
(z1 − z2)(z1 − z3) + permutations
=
∫ (z1,w1)
(e2,0)
dr1(z, w) +
∫ (z2,w2)
(e4,0)
dr1(z, w) +
∫ (z3,w3)
(e6,0)
dr1(z, w)
− ζ2(u) + 2n2 + 1
2
w1
(z1 − z2)(z1 − z3) + permutations
=
∫ (z1,w1)
(e2,0)
dr2(z, w) +
∫ (z2,w2)
(e4,0)
dr2(z, w) +
∫ (z3,w3)
(e6,0)
dr2(z, w)
− ζ3(u) + 2n3 =
∫ (z1,w1)
(e2,0)
dr3(z, w) +
∫ (z2,w2)
(e4,0)
dr3(z, w) +
∫ (z3,w3)
(e6,0)
dr3(z, w) ,
(VI.25)
where nj =
∑3
i=1 η
′
jiε
′
i + ηjiεi. Here the characteristics ε
′
i and εi of K∞ are not reduced. Choosing (z1, w1) =
(Z,W ), (z2, w2) = (e4, 0), (z3, w3) = (e6, 0) we get from (VI.25)
− ζ1
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n1 +
1
2
W (Z − e4 + e6)
(Z − e4)(Z − e6) =
∫ (Z,W )
(e2,0)
dr1(z, w) ,
−ζ2
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n2 +
1
2
W
(Z − e4)(Z − e6) =
∫ (Z,W )
(e2,0)
dr2(z, w) , (VI.26)
−ζ3
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n3 =
∫ (Z,W )
(e2,0)
dr3(z, w) .
The inversion formula for the integral of the third kind (III.17) is written as
W
∫ P
P ′
1
x− Z
dx
y
= −2
(
uT − u′T
)∫ (Z,W )
(e2,0)
dr + ln
σ (u− v −K∞)
σ (u+ v −K∞) − ln
σ (u′ − v −K∞)
σ (u′ + v −K∞) (VI.27)
with
v =
∫ (Z,W )
(e2,0)
du, u =
∫ P
∞
du, u′ =
∫ P ′
∞
du
and u ∈ Θ1, u′ ∈ Θ1. The integrals
∫ (Z,W )
(e2,0)
dr are given by the formula (VI.27).
VII. HYPERELLIPTIC CURVE OF GENUS FOUR
As the next example we consider the hyperelliptic curve X4 of genus four with nine real zeros given by
w2 = 4
9∏
k=1
(z − ek) = 4z9 + λ8z8 + . . .+ λ1z + λ0 . (VII.1)
All calculations in this section will be done without explicit plotting of the homology basis.
The complete set of holomorphic and meromorphic differentials with a unique pole at infinity is
du1 =
dz
w
, dr1 = z(λ3 + 2λ4z + 3λ5z
2 + 4λ6z
3 + 5λ7z
4 + 6λ8z
5 + 28z6)
dz
4w
,
du2 =
zdz
w
, dr2 = z
2(λ5 + 2λ6z + 3λ7z
2 + 4λ8z
3 + 20z4)
dz
4w
,
du3 =
z2dz
w
, dr2 = z
3(λ7 + 2λ8z + 12z
2)
dz
4w
, (VII.2)
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du4 =
z3dz
w
, dr3 =
z4dz
w
.
The Jacobi inversion problem for the equations∫ (z1,w1)
∞
dz
w
+
∫ (z2,w2)
∞
dz
w
+
∫ (z3,w3)
∞
dz
w
+
∫ (z4,w4)
∞
dz
w
= u1,∫ (z1,w1)
∞
zdz
w
+
∫ (z2,w2)
∞
zdz
w
+
∫ (z3,w3)
∞
zdz
w
+
∫ (z4,w4)
∞
zdz
w
= u2,∫ (z1,w1)
∞
z2dz
w
+
∫ (z2,w2)
∞
z2dz
w
+
∫ (z3,w3)
∞
z2dz
w
+
∫ (z4,w4)
∞
z2dz
w
= u3,∫ (z1,w1)
∞
z3dz
w
+
∫ (z2,w2)
∞
z3dz
w
+
∫ (z3,w3)
∞
z3dz
w
+
∫ (z4,w4)
∞
z3dz
w
= u4
(VII.3)
is solved by
4∑
i=1
zi = ℘44(u), z1z2 + z1z3 + z2z3 + z1z4 + z2z4 + z3z4 = −℘34(u),
z1z2z3 + z4z1z2 + z4z3z1 + z4z3z2 = ℘24(u), z1z2z3z4 = −℘14(u)
wk = ℘444(u)z
3
k + ℘344(u)z
2
k + ℘244(u)zk + ℘144(u), k = 1, . . . , 4 .
A. Characteristics in genus four
Let Ak be the abelian image of the k-th branch point, namely
Ak =
∫ (ek,0)
∞
du = 2ωεk + 2ω
′ε′k, k = 1, . . . , 10 , (VII.4)
where εk and ε
′
k are column vectors whose entries εk,j , ε
′
k,j are
1
2 or 0 for all k = 1, . . . , 8, j = 1, 2, 3.
The characteristics of the branch points in the fixed homology basis yield
[A1] =
1
2
(
1 0 0 0
0 0 0 0
)
, [A2] =
1
2
(
1 0 0 0
1 0 0 0
)
, [A3] =
1
2
(
0 1 0 0
1 0 0 0
)
,
[A4] =
1
2
(
0 1 0 0
1 1 0 0
)
, [A5] =
1
2
(
0 0 1 0
1 1 0 0
)
, [A6] =
1
2
(
0 0 1 0
1 1 1 0
)
,
[A7] =
1
2
(
0 0 0 1
1 1 1 0
)
, [A8] =
1
2
(
0 0 0 1
1 1 1 1
)
, [A9] =
1
2
(
0 0 0 0
1 1 1 1
)
,
[A10] =
1
2
(
0 0 0 0
0 0 0 0
)
.
(VII.5)
The characteristics of the vector of Riemann constants K∞ with the base point at infinity are even and singular
as in the genus 3 example
[K∞] = [A2] + [A4] + [A6] + [A8] =
1
2
(
1 1 1 1
0 1 0 1
)
. (VII.6)
From the above characteristics 256 half-periods can be built as follows. If we start with singular even characteristics,
then there should be only one such characteristic that corresponds to the vector of Riemann constants K∞. The
corresponding partition reads I2 ∪J2 = {}∪{1, 2, . . . , 10} and the θ-function θ(K∞+v) vanishes at the origin v = 0
to the order m = 2.
The half-periods ∆1 = (2ω)
−1Ak +K∞ ∈ Θ˜1 correspond to partitions
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I1 ∪ J1 = {k, 10} ∪ {j1, . . . , j8}, j1, . . . , j8 /∈ {10, k} (VII.7)
and the θ-function θ(∆1 + v) vanishes at the origin v = 0 to the order m = 2 as follows from the Table I. The
characteristics of the 9 half-periods [
(2ω)−1Ai +K∞
]
=: δi , i = 1, . . . , 9 (VII.8)
are singular and even.
Also denote the 36 half-periods that are images of two branch points
Ωij = 2ω(εi + εj) + 2ω
′(ε′i + ε
′
j), i, j = 1, . . . , 9, i 6= j . (VII.9)
The half-periods ∆2 = (2ω)
−1Ωij +K∞ ∈ Θ˜2 correspond to the partitions
I1 ∪ J1 = {i, j} ∪ {j1, . . . , j8}, j1, . . . , j8 /∈ {i, j} (VII.10)
and the θ-function θ(∆2 + v) vanishes at the origin, v = 0, to the order m = 1. Therefore the characteristics of the
36 half-periods are nonsingular and odd[
(2ω)−1Ωij +K∞
]
=: εij , 1 ≤ i < j ≤ 9 . (VII.11)
We introduce 84 half-periods that are images of three branch points
Ωijk = 2ω(εi + εj + εk) + 2ω
′(ε′i + ε
′
j + ε
′
k) ∈ Jac(Xg), 1 ≤ i < j < k ≤ 9 , (VII.12)
and 126 half-periods that are images of four branch points
Ωijkl = 2ω(εi + εj + εk + εl) + 2ω
′(ε′i + ε
′
j + ε
′
kε
′
l) ∈ Jac(Xg), 1 ≤ i < j < k ≤ 9 . (VII.13)
The half-periods ∆3 = (2ω)
−1Ωijk +K∞ correspond to the partitions
I0 ∪ J0 = {i, j, k, 10} ∪ {j1, . . . , j6}, j1, . . . , j6 /∈ {i, j, k, 10} . (VII.14)
The θ-function θ(∆3 + v) vanishes at the origin v = 0 to the order m = 1. The 84 characteristics
εijk =
[
(2ω)−1Ωijk +K∞
]
, 1 ≤ i < j < k ≤ 9 (VII.15)
are odd and nonsingular as follows from the Table I. The half-periods ∆4 = (2ω)
−1Ωijkl +K∞ correspond to the
partitions
I0 ∪ J0 = {i, j, k, l, 10} ∪ {j1, . . . , j5}, j1, . . . , j5 /∈ {i, j, k, l, 10} . (VII.16)
The θ-function θ(∆4 + v) does not vanish at the origin v = 0. And the 126 characteristics
εijkl =
[
(2ω)−1Ωijkl +K∞
]
, 1 ≤ i < j < k ≤ 9 (VII.17)
are even and nonsingular.
Altogether there are 256 = 43 characteristics classified by the partitions of the branch points.
B. Inversion of a holomorphic integral
For the case of genus four the formula (III.8) reduces to
x = − σ144(u)
σ244(u)
∣∣∣∣
σ(u)=0,σ4(u)=0,σ44(u)=0,
, u = (u1, u2, u3, u4)
T . (VII.18)
The four holomorphic integrals,∫ (x,w)
∞
dz
w
= u1,
∫ (x,w)
∞
zdz
w
= u2,
∫ (x,w)
∞
z2dz
w
= u3
∫ (x,w)
∞
z3dz
w
= u4 (VII.19)
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are inverted by the formula (VII.18).
From the solution of the Jacobi inversion problem (II.56) for any 4 roots 1 ≤ i < j < k ≤ 9 follows
ei + ej + ek + el = ℘44(Ωijkl), eiej + eiek + ejek + eiel + ejel + ekel = −℘34(Ωijkl),
eiejek + eleiej + elekei + elekej = ℘24(Ωijkl), eiejekel = −℘14(Ωijkl) . (VII.20)
From equation (IV.11) one finds the remaining components of the function ℘ij(u)
℘11(Ωijkl) = s2S5 + s4S3 , ℘12(Ωijkl) = −s4S2 − s1S5 , ℘13(Ωijkl) = S5 + s4S1 ,
℘22(Ωijkl) = 2S5 + s1S4 + s3S2 + 2S1s4 ,
℘23(Ωijkl) = −s3S1 − S4 − 2s4 , ℘33(Ωijkl) = S3 + s2S1 + 2s3 , (VII.21)
where sl are the elementary symmetric functions of order l of the branch points ei, ej , ek, el and Sl are the elementary
symmetric functions of order l of the remaining branch points {1, . . . , 9} \ {i, j, k, l}.
From (IV.7) using (VII.20) and (VII.21) one can find the expression for the matrix κ. To do that consider the
half-period Ω1234
κ = −1
2
P(Ω1234)− 1
2
(2ω)−1
T
H(Ω1234)(2ω)
−1 (VII.22)
with
H(Ω1234) =
1
θ[ε]
(θij [ε])i,j=1,...,4 , ε =
(
1
2
1
2
1
2
1
2
1
2 0 0
1
2
)
. (VII.23)
For the branch points e1, . . . , e10 for g > 3 one can also use the formula [EHKKL11]
ei = −σ3
σ4
(AI′) +
σ2
σ3
(AI′′) , (VII.24)
where I ′ = I ′′ ∪ {i} with I ′′ = {i1, . . . , i2} and i 6= 10, i 6∈ I ′′.
The ζ-formula (II.60) for genus four reads
− ζ1(u) + 2n1 + 1
2
w1(z
2
1 − z1(z2 + z3 + z4) + z2z4 + z3z4 + z2z3)
(z1 − z2)(z1 − z3)(z1 − z4) + permutations
=
∫ (z1,w1)
(e2,0)
dr1(z, w) +
∫ (z2,w2)
(e4,0)
dr1(z, w) +
∫ (z3,w3)
(e6,0)
dr1(z, w) +
∫ (z4,w4)
(e8,0)
dr1(z, w)
− ζ2(u) + 2n2 + 1
2
w1(z1 − (z2 + z3 + z4))
(z1 − z2)(z1 − z3)(z1 − z4) + permutations
=
∫ (z1,w1)
(e2,0)
dr2(z, w) +
∫ (z2,w2)
(e4,0)
dr2(z, w) +
∫ (z3,w3)
(e6,0)
dr2(z, w) +
∫ (z4,w4)
(e8,0)
dr2(z, w)
− ζ3(u) + 2n3 + 1
2
w1
(z1 − z2)(z1 − z3)(z1 − z4) + permutations
=
∫ (z1,w1)
(e2,0)
dr3(z, w) +
∫ (z2,w2)
(e4,0)
dr3(z, w) +
∫ (z3,w3)
(e6,0)
dr3(z, w) +
∫ (z4,w4)
(e8,0)
dr3(z, w)
− ζ4(u) + 2n4 =
∫ (z1,w1)
(e2,0)
dr4(z, w) +
∫ (z2,w2)
(e4,0)
dr4(z, w) +
∫ (z3,w3)
(e6,0)
dr4(z, w) +
∫ (z4,w4)
(e8,0)
dr4(z, w) ,
(VII.25)
where nj =
∑4
i=1 η
′
jiε
′
i + ηjiεi. Here the characteristics ε
′
i and εi of K∞ are not reduced.
Choosing (z1, w1) = (Z,W ), (z2, w2) = (e4, 0), (z3, w3) = (e6, 0), (z4, w4) = (e8, 0) we get from (VII.25)
− ζ1
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n1 +
1
2
W (Z2 − Z(e4 + e6 + e8) + e4e6 + e4e8 + e6e8)
(Z − e4)(Z − e6)(Z − e8) =
∫ (Z,W )
(e2,0)
dr1(z, w) ,
−ζ2
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n2 +
1
2
W (Z − (e4 + e6 + e8))
(Z − e4)(Z − e6)(Z − e8) =
∫ (Z,W )
(e2,0)
dr2(z, w) ,
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−ζ3
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n3 +
1
2
W
(Z − e4)(Z − e6)(Z − e8) =
∫ (Z,W )
(e2,0)
dr3(z, w) ,(VII.26)
−ζ4
(∫ (Z,W )
(e2,0)
du +K∞
)
+ 2n4 =
∫ (Z,W )
(e2,0)
dr4(z, w) .
With (VII.27) the inversion formula for the integral of the third kind (III.17) yields
W
∫ P
P ′
1
x− Z
dx
y
= −2
(
uT − u′T
)∫ (Z,W )
(e2,0)
dr + ln
σ (u− v −K∞)
σ (u+ v −K∞) − ln
σ (u′ − v −K∞)
σ (u′ + v −K∞) (VII.27)
with
v =
∫ (Z,W )
(e2,0)
du, u =
∫ P
∞
du, u′ =
∫ P ′
∞
du
and u ∈ Θ1, u′ ∈ Θ1.
VIII. APPLICATION: SOLUTIONS TO THE GEODESIC EQUATION IN HORˇAVA-LIFSHITZ BLACK
HOLE SPACE-TIMES
Now we are applying our developed methods of integration of differentials of the first and third kind to the integration
of the equations of motion of pointike test particles in Horˇava–Lifshitz space–times. This class of space–times provides
a quantum gravity space–time model which is power–counting renormalizeble and reduces to General Relativity in the
infrared limit, i.e. at large distances. However, it faces the problem to violate Lorentz–symmetry at short distances.
The main reason for that is that the model contains only higher order spatial derivatives in the action, while higher
order temporal derivatives (which would lead to ghost degrees of freedom) do not appear [H09a, H09b].
A. Equations of motion
The metric of a spherically symmetric black hole in Horˇava–Lifshitz gravity is given by
ds2 = N2(r)dt2 − f−1(r)dr2 − r2 (dθ2 + sin2 θdϕ2) . (VIII.1)
The Lagrangian for a point particle moving in this space–time reads
L = gµν dx
µ
ds
dxν
ds
= ε = N2
(
dt
dτ
)2
− 1
f
(
dr
dτ
)2
− r2
(
dθ
dτ
)2
− r2 sin2 θ
(
dϕ
dτ
)2
, (VIII.2)
where ε = 0 for massless particles and ε = 1 for massive particles, respectively.
The constants of motion are the energy E and the angular momentum (direction and absolute value) of the particle.
We choose θ = π/2 to fix the direction of the angular momentum and have
E := N2
dt
dτ
, Lz := r
2 dϕ
dτ
. (VIII.3)
Using these constants of motion we get (
dr
dτ
)2
=
f
N2
(
E2 − Veff(r)
)
, (VIII.4)(
dr
dϕ
)2
=
r4
L2z
f
N2
(
E2 − Veff(r)
)
, (VIII.5)
with the effective potential
Veff(r) = N
2
(
ε+
L2z
r2
)
. (VIII.6)
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Static spherically symmetric black hole solutions of this theory have been discussed in [KS09, LMP09, P09]. In all
cases, the metric functions are of the form
N2(r) = f(r) = 1 + c1r
2 −
√
c2r4 + c3r , (VIII.7)
where c1, c2 and c3 are constants. Here, we will be interested in the case
c1 = −ΛW , c2 = 0 , c3 = α2
√
−ΛW , (VIII.8)
where ΛW is proportional to the negative cosmological constant and α ≥ 4/33/4 is an arbitrary parameter [LMP09].
The geodesic equations of point particles in the fields given by the solutions in [KS09, P09] cannot be treated
analytically within the proposed scheme and are discussed elsewhere [EHKKLS11].
The space-time metric with the choice of parameters (VIII.8) considered here is possibly not astrophysically or
cosmologically relevant due to the negative sign of the cosmological constant. But it could be interesting in the
framework of the AdS/CFT correspondence [M98, GKP98]. Our motivation to study the motion of test particles
in this space-time is more of mathematical character. Furthermore, our results concerning the particle motion in
Horˇava-Lifshitz space-times exhibit the same mathematical structure as for a number of space-times mentioned in the
introduction.
Using the substitution q =
√
r we find that radial part of the geodesic equation is of the form(
1
q
dq
dϕ
)2
= Pk(q) , (VIII.9)
where k = 8 with
P8(q) =
1
4L2z
(
εΛW q
8 + εα(−Λw)1/4q5 + (E2 − ε+ ΛWL2z)q4 + L2zα(−ΛW )1/4q − L2z
)
(VIII.10)
for massive particles, while k = 4 for massless particles with
P4(q) =
1
4L2z
(
(E2 + ΛWL
2
z)q
4 + L2zα(−ΛW )1/4q − L2z
)
. (VIII.11)
We then find that
ϕ− ϕ0 =
∫ q
q0
dq
q
√
Pk(q)
. (VIII.12)
B. Light rays
For light we have ε = 0. We write the 4th order polynomial (VIII.11) as P4(q) = b4q
4 + b1q + b0. Introducing a
new variable x with
q =
1
x
+ q4 (VIII.13)
where q4 is any root of P4(y) we find that (VIII.12) reduces to
ϕ− ϕ0 = −1
q 4
∫ x
x0
dx√
P3(x)
+
1
q 4
∫ x
x0
dx
(1 + q4x)
√
P3(x)
(VIII.14)
with
P3(x) = (b1 + 4b4q
3
4)x
3 + 6b4q
2
4x
2 + 4b4q4x+ b4 =: a3x
3 + a2x
2 + a1x+ a0 . (VIII.15)
Using the substitutions
x = γz + β , γ = 3
√
4
a3
, β = − a2
3a3
(VIII.16)
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this can be brought to the Weierstraß form
ϕ− ϕ0 = − γ
q4
[∫ z
z0
dz√
4z3 − g2z − g3
+
∫ z
z0
dz
(1 + q4(γz + β))
√
4z3 − g2z + g3
]
(VIII.17)
with
g2 = − 3
√
4
a3
(
3a1a3 − a22
3a3
)
, g3 = −a0 + a1a2
3a3
− 2a
3
2
27a23
. (VIII.18)
In order to invert the elliptic integrals we introduce ν such that ν − ν0 =
∫ z
z0
dz′√
4z′3−g2z′−g3
. Then z = ℘(v), where
v = ν − ν0−
∫∞
z0
dz√
4z3−g2z−g3
. Using ℘′(v) =
√
4℘3(v)− g2℘(v)− g3 equation (VIII.17) can be rewritten in the form
ϕ− ϕ0 = − γ
q4
[∫ v
v0
dv′ +
1
q4γ
∫ v
v0
dv′
℘(v′)− ℘(v℘)
]
, (VIII.19)
which becomes
ϕ− ϕ0 = − γ
q4
[
v − v0 + 1
q4γ
1
℘′(v℘)
(
2ζ(v℘)(v − v0) + ln σ(v − v℘)
σ(v + v℘)
− ln σ(v0 − v℘)
σ(v0 + v℘)
)]
, (VIII.20)
where v℘ is defined by ℘(v℘) = − 1+q4βq4γ . The solution (VIII.20) gives ϕ = ϕ(v) and the inversion yields v = v(ϕ). We
can then find z(ϕ) and, thus, r(ϕ), by substituting v into z = ℘(v).
C. Motion of massive particles
For massive particles we have ε = 1 and, thus, k = 8. Introducing the new coordinate z through
q =
1
z
+ q8 , (VIII.21)
where q8 is any root of P8(q) we find from (VIII.12)
ϕ− ϕ0 = −1
q 8
∫ z
z0
z2dz√
P7(z)
+
1
q28
∫ z
z0
zdz√
P7(z)
− 1
q38
∫ z
z0
dz√
P7(z)
+
1
q48
∫ z
z0
dz
(q−18 + z)
√
P7(z)
. (VIII.22)
The curve w2 = P7(z) is a hyperelliptic curve of genus g = 3. We then introduce v such that v − v0 =
∫ z
z0
dz′√
P7(z′)
.
The solution of this integral is z(v) = −σ13(u)σ23(u) (see Eq. (III.2)), where
u = Ai +
 v − v0f1(v − v0)
f2(v − v0)
 , f1(0) = f2(0) = 0 , (VIII.23)
and where the functions f1(v − v0) and f2(v − v0) can be found from the conditions σ(u) = 0 and σ3(u) = 0. Also
z0 is chosen as a branch point of the polynomial P7(z) which defines the half–integer characteristic Ai [EHKKL11].
Through a comparison with the ui =
∫
dui from (II.1) we obtain from (VIII.22)
ϕ− ϕ0 = − 1
q8
f2(v − v0) + 1
q28
f1(v − v0)− 1
q38
(v − v0) + 1
q48
∫ z
z0
dz
(q−18 + z)
√
P7(z)
. (VIII.24)
Here the last differential in the equation above is of the third kind and was discussed in section III C for arbitrary
genus of the underlying polynomial curve (see equation (III.17)). Here Z = −q−18 , W =
√
P7(Z). Then the solution
of (VIII.22) is
ϕ− ϕ0 = − 1
q8
f2(v − v0) + 1
q28
f1(v − v0)− 1
q38
(v − v0)
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+
1
q48W
[
2
(∫ z
z0
du
)T (
ζ
(∫ (Z,W )
(e2,0)
du+K∞
)
− 2(η′ε′ + ηε)− 1
2
Z(Z,W )
)
+ ln
σ (W−(z))
σ (W+(z))
− ln σ (W−(z0))
σ (W+(z0))
]
. (VIII.25)
where W±(z) =
∫ z
∞ du ±
∫ (Z,W )
(e2,0)
du−K∞.
The solution (VIII.25) represents a generalization of the case of genus 1 given in (VIII.20).
IX. CONCLUSION AND OUTLOOK
In this paper we developed the inversion of general hyperelliptic integrals of the first, second and third kind. Besides
that, in (II.60) we explicitly solved the integration of meromorphic differentials in terms of the ζ–function, the Z–
vector and the half–periods η and η′. Moreover, we provided a method which reduces the number of periods which
need to be calculated explicitly. We pointed out that computer algebra should be used for the calculation of the
period matrices in any arbitrary basis which provides a quick and convenient method for the calculation of the matrix
κ and the meromorphic half–periods. For this one needs to know the components of the matrix ℘ij which can be
easily calculated with the help of Lemma IV.2.
As a first example we applied this method for solving the geodesic equation in particular cases of Horˇava–Lifshitz
black hole space–times. We considered special cases related to underlying algebraic curves of genus one and three
and presented the associated analytical solutions for the geodesic equations of massless and massive test particles.
Other examples where this method will be applied are geodesics in Myers–Perry space–times [MP86] and in black
ring space–times [ER02, PS06].
When trying to solve the geodesic equation for general Horˇava–Lifshitz black hole space–times, that is, for c2 6= 0
in (VIII.7), there is no way to get rid of the square root. In this case one has to square the whole equation, thus
arriving at a differential equation which is based on a quartic algebraic curve. Similarly, quartic problems also appear,
for instance, for the geodesic motion in string theory inspired space–times such as Gauß–Bonnet space–times [BD85],
as well as for the motion of charged particles in the space–time of the regular black hole given by Ayon-Beato and
Garcia [AB98, GHKKLM11].
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