This work presents a novel algorithm and its implementation for the stochastic optimization of generally constrained Nonlinear Programming Problems (NLP). The basic algorithm adopted is the Iterated Control Random Search (ICRS) method of Casares and Banga (1987) with modifications such that random points are generated strictly within a bounding box defined by bounds on all variables. The ICRS algorithm serves as an initial point determination method for launching gradient-based methods that converge to the nearest local minimum. The issue of constraint handling is addressed in our work via the use of a filter based methodology, thus obviating the need for use of the penalty functions as in the basic ICRS method presented in Banga and Seider (1996) ,which handles only bound constrained problems. The proposed algorithm, termed ICRS-Filter, is shown to be very robust and reliable in producing very good or global solutions for most of the several case studies examined in this contribution.
Introduction
Optimization of nonconvex programming problems has an important role in Applied Mathematics, Computer Science as well as scientific and engineering practices. The significance of the global solution in some cases is 'non-negotiable', as it could signify "profit or loss" for chemical manufacturers, or "make-or-break" functional properties of proteins in drugs research by predicting their conformational structure.
There are two main approaches to addressing global optimization problems: deterministic and stochastic methods. Reviews of the deterministic global optimization methods are given in Floudas (1999) and Floudas and Misener (2009) . For a given problem, deterministic methods are able to provide a certificate of global optimality of the final solution. Deterministic methods generally tend to be computationally expensive with computational times growing very quickly with problem sizes.
The other approach, which is based on stochastic algorithms, improves an initial point using stochastic perturbations. In the stochastic approach, the objective function is evaluated at randomly generated points and the process terminates when there is no further improvement in the objective function value as well as satisfaction of convergence criteria.
Stochastic methods can only guarantee solutions which are local optima, without being able to certify global optimality. However, the methods' ability in efficiently and reliably locating local optima has been proven in various practical applications, especially for very large problems when "good enough" solutions are acceptable. Stochastic methods frequently employ multiple starting points to increase the chance of finding the global optimum (Hickernell and Yuan (1997) , Torn (1978) , Fouskakis and Draper (2002) ).
Our work falls into the latter category of optimization methods and a new method, termed ICRS-Filter Method, will be presented which is the combination between the Integrated Controlled Random Search (ICRS) algorithm originally developed by Casares and Banga (1987) and the Filter approach (Fletcher and Leyffer (2000) ) to deal with generally constrained NLP problems.
The generic ICRS method
The ICRS method was first developed by Casares and Banga (1987) . Banga proposed the ICRS method as a stochastic search method for global optimization of problems with bounds on variables. The method operates by generating random points obeying a normal distribution within the bounds. As the iterations progress, and as acceptances of improving points become fewer, the standard deviation of the normal distribution is suitably reduced thus inducing a more localized search around a current point desired to be improved.
The original ICRS Algorithm applies to an unconstrained problem, which is assumed to have the following formulation (P1 ):
Problem P1 min x f (x) (2.1a) subject to
The Algorithm is presented as Algorithm 1. The ICRS Algorithm is a search method, which instead of employing a set of search directions, it uses randomly generated points.
As the Algorithm generates points closer to a local minimum, the standard deviation σ is reduced, hence the "contracting spheres" picture as shown in Figure 2 .1.
It is important to note that the ICRS Algorithm is a randomized direct search method and this is to be constrasted with other well-known methods in which the search directions (Correia et al. (2010) and Nelder and Mead (1965) ). Their algorithm is evidently unable to handle any other constraints on the variables' domain, which can be easily induced by adding equalities or inequalities to the original (P1) problem. Consequently, the ICRS approach is only effective at solving unconstrained optimization problems.
The most important step in the ICRS algorithm is the generation of normally distributed points within given bounds. The following methods have been attempted in this work:
Projection to bounds method
The principle behind the method is very simple: given x 0 and σ, generate a random point x which is normally distributed with mean x 0 and with a standard deviation σ. The method used to generate the points x is adapted from Box and Muller (1958) . Furthermore, if any elements in x are falling below the lower bound or exceeding the upper bound, they will be replaced by the correspoding lower or upper bound values, i.e. "clipped to the bounds".
The "Projection to bounds method " often causes the sampling points to "stick" onto the bounds too often and leads to an uneven distribution in the interior of the sampling region. Furthermore, in problems containing functions, which are undefined at the bounds, the method could lead to numerical instabilities. Therefore, the method is not strongly recommended, but it is still included in the discussion as a legacy of the original implementation.
Rejection method
The approach is the same as before. However, this method would reject a point if any element in x lies outside its bounds. Consequently, generated points are verified whether they are within the bounds. If they are not, the corresponding variable values are rejected until a point is found to satisfy the bounds. The method possibly requires more iterations in the normal random number generator so the CPU time would be slightly more intensive. However, the method tends to sample more evenly in the variable domains, and the overall behaviour is 'smoother' in comparison to that of the original "Projection to bounds method ".
Truncated normal distribution method
This method guarantees to generate points precisely within the bounds. To illustrate the key idea, the problem is first restated below Given the mean x 0 and standard deviation σ and bounds x L and x U , generate a random point x such that x ∈N(x 0 , σ) and x L ≤ x ≤ x U Given a random variable x, the cumulative distribution function I(x) is defined as the area under the Normal Distribution curve between −∞ and x:
where CDF is the Cumulative Distribution Function.
Conversely, given I(x), the inverse of the cumulative distribution function is defined as the random variable x which satisfies the above relation:
Since I(x) is a monotonic increasing function of x , there is a one-to-one correspondence between I(x) and x. Based on this idea, the "Truncated normal distribution method" is presented in Algorithm 2:
Algorithm 2 Truncated Normal Distribution Method 1: Calculate I L = I(x L ) and I U = I(x U ) 2: Generate a random number u which is uniformly distributed between 0 and 1 3: Compute the cumulative distribution function I ← I L + (I U − I L ) · u 4: Invert I to obtain the corresponding random variable x using equation (2.2)
Since I L ≤ I ≤ I U , and the function is monotically increasing, this leads to x L ≤ x ≤
x U . Furthermore, to generate a randon number which is uniformly distributed between 0 and 1, the work by Park and Miller (1988) has been adapted in our implementation.
The "Truncated normal distribution method " method is considered to be the most preferred among the three approaches mentioned above because it neither tends to favor sampling on the bounds nor rejects any points as the other two methods would do, respectively. Therefore, it has been used for all the case studies in this work.
In addition to the modifications made to generate points within bounds, another improvement of the original ICRS method corresponds to the application of the filter concept to handle additional constraints. To be specific, it is a modification of the ICRS method acceptance criterion from strict improvement of an unconstrained function to that of a filter method for constraint handling, and thus, taking into account directly the values of the objective and the constraints in deciding whether a candidate point is acceptable as an improving point for generally constrained optimization problems. The next section will show how the filter method is adapted to deal with constraints.
Filter methods for constraint handling
For a generally constrained optimization problem, the following formulation ( P2 ) is assumed:
where x ∈ R n , h ∈ R ne and g ∈ R n i . A well-known approach is to convert the constrained problem into an unconstrained one. Popular methods are the penalty functions, barrier methods, and the augmented Lagrangian method (Edgar et al., 2001; Powell, 1969) . All of these methods in essence absorb the equalities, inequalities and objective function into a single function. Such an approach is not always successful since the resulting function is often highly nonlinear and nonconvex. Thus, the determination of local and global optima can be very challenging.
The original ICRS algorithm is effective at solving problem ( P1 ), but is expected to perform poorly for the ( P2 ) type problem. To handle the extra issue of having constraints the concept of a filter is applied, which leads to the ICRS-Filter method, the key original contribution in this work.
A brief review of the filter concept is given by Fletcher et al. (2006) . Similar discussions can also be found in Correia et al. (2010) and Karas et al. (2006) . The second objective (i.e. constraint satisfaction) is formulated by aggregating the equalities and inequalities into a single function. This single function effectively measures the overall deviation of the constraints from zero. Some possible functions are:
which are respectively the sums of the norm-1, norm-2, and the infinity norm of h(x) and the violations of g(x).
In this work, the norm-1 in equation (3.2a) is chosen for the implementation of the ICRS-Filter method due to its equal weighting of the constraint values.
The final formulation of problem ( P2 ) becomes problem ( P2' ):
subject to
It is noted that in equations (3.3a-3.3b) and in the rest of this work, the subscript 1 in Φ 1 (x) is dropped to simplify notation and allow for generality. To apply the filter concept to the above problem, from Definition 1, let f (x) be the objective function and the aggregated constraint norm be Φ(x). Thus, each point in the filter is represented by the pair (f (x), Φ(x)) or entry (f (x), Φ(x), x). Additionally, during the construction of a filter, two steps are required. The first step is to decide whether or not to accept a new point to the current filter list:
Acceptance Criterion 1 :
A new point x is accepted to the filter if and only if it is not dominated by any present entry in the list. Therefore, for a newly generated point, the above criterion is equivalent to checking Definition 1 for the point against all other points in the current filter. This is perhaps the simplest and most straightforward criterion. Another simple criterion regards the magnitude of the constraint norm Φ(x).
Acceptance Criterion 2 :
A new point x is accepted to the filter if and only if Φ(x) ≤ Φ max , where Φ max is a user-defined upper bound on the norm. Hence, if Φ(x) is too large then the point is rejected, which is useful when the filter already has many entries.
The second step in the filter construction is to update the filter. It essentially consists of two basic steps:
Filter Updating
Step 1 :
Given that a new point x is accepted to the filter, check and eliminate all the current entries, which are dominated by x.
Step 2 :
Reorganize the filter points according to the ascending order of the constraint norms Φ(x) (for convenience in our implementation).
Thus, after the filter updating steps, the points are organized based on their constraint satisfaction (i.e. feasibility) with the left-most entries being the most feasible and the right-most entries being the least feasible. The construction of the filter in this work follows the above description. Fletcher and Leyffer (2000) and Fletcher et al. (2006) add the extra following steps to their algorithm:
1. Removal of the blocking entries from the filter.
2. Addition of an 'envelope' to the current filter.
3. For a new point with a reduction in constraint norm, check that there is also a "sufficient reduction" in the objective value.
Point 1 and 2 prevent their algorithm from converging to infeasible local minima and hence are not considered in this work as the ICRS method is stochastic and not locating local minima precisely. Furthermore, since it is possible that the filter points form a monotonic decreasing sequence of constraint norms Φ(x), but the objective value f (x) may form an increasing sequence at the same time, Point 3 guards against such an issue by accepting only points which show some degree of reduction in the value of f (x). The work in this contribution does not use these criteria, but it could be easily adapted in a future implementation.
By repetitively applying the acceptance and updating steps, a filter with decreasing constraint norm values (i.e. more feasible points) is constructed. It is also worth mentioning that due to the updating steps, the filter is a dynamic object which changes size
frequently.
An illustration of the working mechanisms of a dynamic filter is given in Figure 3 .1.
With reference to this figure, the following steps illustrate the operation of the filter:
1. Suppose that the filter currently has four points 1, 2, 3 and 4
2. If a point such as A is generated, it will be rejected because it is dominated by other points in the current filter based on Acceptance Criterion 1 3. If a point such as B is generated, it will be accepted because it is not dominated by any other point in the current filter based on Acceptance Criterion 1 4. If a point such as C is generated:
(a) It will be accepted because it is not dominated by any other point in the current 4 The ICRS-Filter method Algorithm and Implementation
ICRS-Filter Method
Assuming the formulation (P2') above, the ICRS-Filter Method is presented in Algorithm 3. In this algorithm F ilterSize is the number of points in the filter. 
Apply Algorithm 2 to generate a new point x New 19:
Decide whether the entry (f N ew , Φ N ew , x New ) is accepted to the current filter using the acceptance criteria
22:
if the point is accepted then 23:
Updade the filter using the updating steps Update Centre x ← x 1 where x 1 is the left-most entry in the current filter 28: 
Implementation of the ICRS-Filter Method
The ICRS-Filter method was implemented in Mathematica TM (Version 8.0). The ICRS-Filter method has 9 parameters which are to be initialized before any computations. The parameter values used are listed in Table 1 Banga and Seider (1996) . It is noted that in their paper, k 1 = 1/3 and ε Variable = 10 −4 , i.e. their algorithm allows a wider search region as well as a more stringent convergence condition.
It is evident that setting tight values to ε Variable , ε Objective and ε Norm (e.g. 10 −3 ) would demand a great deal of computation, so it has been decided to set a tight tolerance only on the variables and set the other tolerances to relaxed values. Consequently, since ε Objective and ε Norm are very large, the functional forms of φ 2 and φ 3 would not be factors in deciding the convergence of the method. By contrast, the functional form of the variable tolerance is the most important factor and the following has been used (Banga and Seider (1996) ):
Due to Acceptance Criterion 2, Φ max has been set to a high value to increase the chance of a point being accepted to the filter . In addition, the expression of Φ max (3.2a) implies that it is more difficult to satisfy equality than inequality constraints, hence in problems with many equalities and/or large variable bounds, Φ max could become and remain large during the sampling loop. Therefore, a stringent acceptance condition (i.e. low Φ max ) would lead to a filter with very few elements.
It is likely that many samples would be required before the variable tolerance is satisfied, hence a large number of samples N Sample was also chosen. A large number is also set for N max filter because it is intended to keep as many points in the final filter as possible.
Additionally, it is worth noting that the step of checking (and possibly trimming) the filter size is entirely optional and can be omitted without affecting the overall behaviour Furthermore, the initial vector x 0 is chosen to be the bounds' midpoint. This is by no means the only option, but seems to be the simplest one:
Like other stochastic algorithms, the ICRS-Filter Method cannot guarantee the global optimum. In addition, the most feasible points in the filter may not always lead to the global solution. As a consequence, a balance needs to be kept between pushing for more feasible points (i.e. reductions of constraint norm) and accepting points from wider regions to the filter. The second objective may lead to more infeasible points in the final filter, but also increases the chance of starting the local solver into the attraction region of the global optimum. This justifies the reason for setting a high Φ max and large N max filter .
Obviously, such objective can be assisted by having k 3 > 1. In some sense, this could be viewed as being equivalent to taking extra sampling loops at k 3 = 1.
Having completed the presentation of the implementation, the next section will il-lustrate the performance of the method in solving a number of standard constrained optimization problems.
Numerical Results
The ICRS-Filter method has been tested using 104 cases studies taken from Hock and Schittkowski (1981a) , Floudas et al. (1999) , Rumarsson and Yao (2000) and Al et al. (2012) . All case studies were modelled in Mathematica TM (Version 8.0) and ran on a standard desktop PC with AMD Athlon TM II X2 250 Processor at 3.00 GHz. The method was initially tested with simple models from Hock and Schittkowski (1981a) . Case stud- and 5.2.5 have been reformulated as the "minimization problems" by reversing the signs of the corresponding objective functions. Thus, to keep the consistency, the signs of the best known solutions in literature were also reversed ( Table 7) .
Out of 104 case studies, global or best known solutions for 96 of them have been confirmed. Our solutions match those reported in literature by at least 3 significant figures in all cases. This represents a 92% successs rate for our proposed method. In addition, 7 out of 96 cases are found to yield slightly better solutions. For the cases with better solutions, tests have been carried out to ensure that the objective values obtained from our models are consistent with the given vector solutions in literature.
In Tables 7 and 8 , it is seen that 60 out of 104 cases require less than 5 seconds of CPU time. For other case studies CPU times are higher. It is possible that by implementing the algorithm in C++ or another language, the computational times can be significantly reduced as Mathematica TM is slow. The average amount of time in which the best solution was found is 5.7 seconds and 50 cases have obtained the best solutions for every run.
FindMinimum has failed to converge in 4 case studies, namely HS 101, HS 103, 5.3.3 and 8.6.3 (Tables 7 and 8 ). In the first three case studies, it is noted that the issue happens frequently when the solver is initialized with the left-most (i.e. most feasible) points in the filter. By constrast, FindMinimum converges very well given the right-most (i.e. least feasible) points. However, the situation is reversed in case 8.6.3 in which FindMinimum was able to converge without difficulties when it was initialized with the left-most points.
In addition, from Table 3 , case 5.3.3 was the largest problem that was attempted.
FindMinimum was found to fail consistently given any point in the filter in any run.
Some details of the running of the problem are given in 6 Conclusions and future work This paper presents a new approach towards obtaining improved solutions for generally constrained nonconvex optimization problems. By combining the ICRS Algorithm of Casares and Banga (1987) with the concept of a dynamic filter, the new method ICRS-Filter is produced.
Our computational results suggest that the method works well with "small" problems (i.e. up to 52 variables and 25 constraints). Failures of the method are attributed to the local optimization solver which was unable to converge. However, it should be noted that the ICRS-Filter method gives the most feasible points whose objective values are very close to the best known solution.
The future work following from the very encouraging results obtained in this study would be to use an alternative local optimization solver and scaling up the algorithm by implementing it in C++. Large-scale applications with many more variables and constraints will be examined to evaluate the performance of the algorithm.
