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1. Introduction
In this paper we study the global bifurcation and exact multiplicity of positive solutions of
$\{\begin{array}{l}u"(x)+\lambda f_{\epsilon}(u)=0, -1<x<1, u(-1)=u(1)=0,f_{\epsilon}(u)=-\epsilon u^{3}+\sigma u^{2}-\kappa u+\rho, \lambda, \epsilon>0,\end{array}$ (1.1)
where $\lambda,$ $\epsilon$ are two bifurcation parameters. Moreover, we mainly consider that
$\sigma, \rho>0$ , (1.2)
and
$0<\kappa\leq\sqrt{\sigma\rho}$ . (1.3)
If $f_{\epsilon}(u)$ satisfies $(1.1)-(1.3)$ , for any $\epsilon>0$ , it is easy to see that cubic polynomial $f_{\epsilon}(u)$ has
a unique inflection point at $\gamma_{\epsilon}\equiv\sigma/(3\epsilon)>0$ and has a unique positive zero at some $\beta_{\epsilon}>\gamma_{\epsilon}$
such that $f_{\epsilon}$ satisfies
(i) $f_{\epsilon}(O)=\rho>0$ (positone), $f_{\epsilon}’(0)=-\kappa<0,$ $f_{\epsilon}(u)>0$ on $(0, \beta_{\epsilon})$ and $f_{\epsilon}(\beta_{\epsilon})=0,$
(ii) $f_{\epsilon}(u)$ is strictly convex on $(0, \gamma_{\epsilon})$ and is strictly concave on $(\gamma_{\epsilon}, \infty)$ . (So $f_{\epsilon}$ is convex-
concave on $(0, \beta_{\epsilon}).)$
Note that it is easy to see that $\beta_{\epsilon}$ is a continuous, strictly decreasing function of $\epsilon>0.$
In addition, $\lim_{\epsilonarrow 0}+\beta_{\epsilon}=\infty$ and $\lim_{\epsilonarrow\infty}\beta_{\epsilon}=0$ . Three possible graphs of $f_{\epsilon}(u)$ satisfying
$(1.1)-(1.3)$ are depicted in Fig. 1.
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(i) $f_{e}’(\gamma_{\epsilon})>0.$ (ii) $f_{e}’(\gamma_{e})=0.$ (iii) $f_{e}’(\gamma_{e})<0.$
Fig. 1. Three possible graphs of $f_{\epsilon}(u)$ satisfying $(1.1)-(1.3)$ .
For any $\epsilon>0$ , on the $(\lambda, \Vert u\Vert_{\infty})$-plane, we study the shape and structure of bifurcation
curves $S_{\epsilon}$ of positive solutions of (1.1), defined by
$S_{\epsilon}\equiv$ { $(\lambda, \Vert u_{\lambda}\Vert_{\infty}):\lambda>0$ and $u_{\lambda}$ is a positive solution of (1.1)}.
We say that, on the $(\lambda, \Vert u\Vert_{\infty})$-plane, the bifurcation curve $S_{\epsilon}$ is -shaped if $S_{\epsilon}$ is a continuous
curve and there exist two positive numbers $\lambda_{*}<\lambda^{*}$ such that $S_{\epsilon}$ has exactly two turmng
points at some points $(\lambda^{*}, \Vert u_{\lambda}\cdot\Vert_{\infty})$ and $(\lambda_{*}, \Vert u_{\lambda_{*}}\Vert_{\infty})$ , and
(i) $\lambda_{*}<\lambda^{*}$ and $\Vert u_{\lambda}\cdot\Vert_{\infty}<\Vert u_{\lambda}.\Vert_{\infty},$
$(\ddot{u})$ at $(\lambda^{*}, \Vert u_{\lambda}\cdot\Vert_{\infty})$ the bifurcation curve $S_{\epsilon}$ turns to the left,
(\"ui) at $(\lambda_{*}, \Vert u_{\lambda}.\Vert_{\infty})$ the bifurcation curve $S_{\epsilon}$ turns to the right.
See Fig. 2(i) depicted below for example.
Problem (1.1) was first systematically studied by a celebrated paper by Smoller andWasser-
man [8]. In particular, they considered (1.1) with $\epsilon=1$ and that cubic nonlinearity $f_{\epsilon=1}(u)$
has three real zeros $a<b<c$ . In this paper we discuss the general case with $\epsilon>0$ and
$\sigma,$ $\rho,$
$\kappa\in \mathbb{R}$ , so that $f_{\epsilon}(u)$ may have exactly one positive zero, two distinct positive zeros or
three distinct positive zeros. If $(\sigma\leq 0, \rho, \kappa\in \mathbb{R})$ or $(\rho\leq 0, \sigma, \kappa\in \mathbb{R})$ , by applying the
methods used in [8], we can prove that the structure of bifurcation curve $S_{\epsilon}$ of (1.1) is one of
the following cases:
(i) The bifurcation curve $S_{\epsilon}$ of (1.1) is an empty set (that is, (1.1) has no positive solution
for all $\lambda>0$).
$(\ddot{u})$ The bifurcation curve $S_{\epsilon}$ of (1.1) is a monotone curve on the $(\lambda, \Vert u\Vert_{\infty})$-plane.
(ui) The bifurcation curve $S_{\epsilon}$ of (1.1) has exactly one turning point where the curve turns
to the right on the $(\lambda, \Vert u\Vert_{\infty})$-plane.
More precisely, we can give a classification of totally three qualitatively different bifurcation
curves $S_{\epsilon}$ if $(\sigma\leq 0, \rho, \kappa\in \mathbb{R})$ or $(\rho\leq 0, \sigma, \kappa\in \mathbb{R})$ . In these cases, (1.1) has at most two
positive solutions for each $\lambda>0$ . So we mainly consider the remaining case (1.1), (1.2). In
this case, it is more difficult to determin$e$ precisely the shape of the bifurcation curve $S_{\epsilon}$ and
the exact multiplicity of positive solutions of (1.1), (1.2) since $S_{\epsilon}$ may have two turnming points
and (1.1), (1.2) may have three positive solutions for a certain range of positive $\lambda.$
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(i) $0<\epsilon<\tilde{\epsilon}$ (ii) $e=\tilde{\epsilon}$ (iii) $\epsilon>\tilde{\epsilon}$
Fig. 2. Global bifurcation of bifurcation curves $S_{\epsilon}$ of (1.1), (1.2), and (either (1.3) or (1.4))
with varying $\epsilon>0.$
Hung and Wang [1] very recently developed some time-map techniques to study the shape
of the bifurcation curve $S_{\epsilon}$ and the exact multiplicity of (1.1), (1.2) with
$\kappa\leq 0$ . (1.4)
For (1.1), (1.2), (1.4), they [1, Theorem 2.1] proved that there exists a positive number $\tilde{\epsilon}=$
$\tilde{\epsilon}(\sigma, \kappa, \rho)$ satisfying
$( \frac{25}{32}(\frac{\sigma^{3}}{27\rho}))^{1/2}<\tilde{\epsilon}<(\frac{\sigma^{3}}{27\rho})^{1/2}$
such that, on the $(\lambda, \Vert u\Vert_{\infty})$-plane,
(i) For $0<\epsilon<\tilde{\epsilon}$ , the bifurcation curve $S_{\epsilon}$ of (1.1), (1.2), (1.4) is $S$-shaped (see Fig. $2(i)$ ).
(ii) For $\epsilon=\tilde{\epsilon}$, the bifurcation curve $S_{\overline{\epsilon}}$ of (1.1), (1.2), (1.4) is monotone increasing. Moreover,
(1.1), (1.2), (1.4) has exactly one (cusp type) degenerate positive solution $u_{\overline{\lambda}}$ (see Fig.
$2(\ddot{u}))$ .
(iii) For $\epsilon>\tilde{\epsilon}$ , the bifurcation curve $S_{\epsilon}$ of (1.1), (1.2), (1.4) is monotone increasing. Moreover,
all positive solutions $u_{\lambda}$ of (1.1), (1.2), (1.4) are nondegenerate (see Fig. 2(iii)).
Our results in this paper are extensions of those of Hung and Wang [1] from $\kappa\leq 0$ to
$\kappa\leq\sqrt{\sigma\rho}$. In Theorem 2.1 stated below for $(1.1)-(1.3)$ with varying $\epsilon>0$ , we prove the same
global bifurcation results of bifurcation curves $S_{\epsilon}$ . Hence we are able to determine the exact
number of positive solutions by the values of $\epsilon$ and $\lambda$ . In addition, we give lower and upper
bounds of the critical bifurcation value $\tilde{\epsilon}$ . See Fig. 2.
While for any $\lambda>0$ , on the $(\epsilon, \Vert u\Vert_{\infty})$-plane, it is interesting to study the shape and
structure of bifurcation curves $\Sigma_{\lambda}$ of positive solutions of (1.1), defined by
$\Sigma_{\lambda}\equiv$ { $(\epsilon, \Vert u_{\epsilon}\Vert_{\infty})$ : $\epsilon>0$ and $u_{\epsilon}$ is a positive solution of (1.1)}.
(Note that we allow that bifurcation curve $\Sigma_{\lambda}$ consists of two (or more) connected components.)
We say that, on the $(\epsilon, \Vert u\Vert_{\infty})$-plane, the bifurcation curve $\Sigma_{\lambda}$ is reversed $S$-shaped if $\Sigma_{\lambda}$ is a
continuous curve and there exist two numbers $\epsilon_{*}<\epsilon^{*}$ such that $S_{\epsilon}$ has exactly two tuming
points at some points $(\epsilon_{*}, \Vert u_{\epsilon_{*}}\Vert_{\infty})$ and $(\epsilon^{*}, \Vert u_{S^{*}}\Vert_{\infty})$ , and
(i) $\epsilon_{*}<\epsilon^{*}$ and $\Vert u_{\epsilon_{*}}\Vert_{\infty}<\Vert u_{\epsilon}\cdot\Vert_{\infty},$
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(u) at $(\epsilon_{*}, \Vert u_{\epsilon_{*}}\Vert_{\infty})$ the bifurcation curve $\Sigma_{\lambda}$ turns to the right,
(m) at $(\epsilon^{*}, \Vert u_{\epsilon}\cdot\Vert_{\infty})$ the bifurcation curve $\Sigma_{\lambda}$ turns to the lefl.
See Fig. 3(i\"u) for example.
( $i$ ) $0<\lambda<\lambda_{0}$ $(\ddot{u})\lambda=\lambda_{0}$ ( $m$) $\lambda_{0}<\lambda<\tilde{\lambda}$
$0 \tilde{\epsilon} 0$
(iv) $\lambda=\tilde{\lambda}$ (v) $\lambda>\tilde{\lambda}$
Fig. 3. Global bifurcation of bifurcation curves $\Sigma_{\lambda}$ of (1.1), (1.2), and (either (1.3) or (1.4))
with varying $\lambda>0.$
For (1.1), (1.2), (1.4), Hung and Wang [1, Theorem 2.3] proved that there exist two positive
numbers $\lambda_{0}(=\lambda_{0}(\sigma, \kappa, \rho))<\tilde{\lambda}(=\tilde{\lambda}(\sigma, \kappa, \rho))$ such that, on the $(\epsilon, \Vert u\Vert_{\infty})$-plane,
(i) For $0<\lambda<\lambda_{0}$ , the bifurcation curve $\Sigma_{\lambda}$ of (1.1), (1.2), (1.4) has two disjoint connected
components, the upper branch is $\supset$-shaped with exactly one turnming point, and the lower
branch is a monotone decreasing curve (see Fig. $3(i)$ ).
$(\ddot{u})$ For $\lambda=\lambda_{0}$ , the bifurcation curve $\Sigma_{\lambda_{0}}$ of (1.1), (1.2), (1.4) has two disjoint connected
components, the upper branch is $\supset$-shaped with exactly one turnin$g$ point, and the lower
branch is a monotone decreasing curve (see Fig. 3(ii)).
(m) For $\lambda_{0}<\lambda<\tilde{\lambda}$ , the bifurcation curve $\Sigma_{\lambda}$ of (1.1), (1.2), (1.4) is reversed $S$–shaped (see
Fig. $3(m))$ .
(iv) For $\lambda=\tilde{\lambda}$ , the bifurcation curve $\Sigma_{\tilde{\lambda}}$ of (1.1), (1.2), (1.4) is monotone decreasing. More-
over, (1.1), (1.2), (1.4) has exactly one (cusp type) degenerate positive solution $u_{\overline{\epsilon}}$ (see
Fig. 3(iv) $)$ .
(v) For $\lambda>\tilde{\lambda}$ , the bifurcation curve $\Sigma_{\lambda}$ of (1.1), (1.2), (1.4) is monotone decreasing. More-
over, all positive solutions $u_{\epsilon}$ of (1.1), (1.2), (1.4) are nondegenerate (see Fig. $3(v)$ ).
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In Theorem 2.2 stated below for $(1.1)-(1.3)$ with varying $\lambda>0$ , we prove the same global
bifurcation results of bifurcation curve $\Sigma_{\lambda}$ . Hence we are able to determine the exact number
of positive solutions by the values of $\lambda$ and $\epsilon$ . See Fig. 3.
We study, in the $(\epsilon, \lambda, \Vert u\Vert_{\infty})$ -space, the shape and stmcture of the bifurcation surface $\Gamma$
of positive solutions of (1.1), defined by
$\Gamma\equiv$ { $(\epsilon, \lambda, \Vert u_{\epsilon,\lambda}\Vert_{\infty}):\epsilon,$ $\lambda>0$ and $u_{\epsilon,\lambda}$ is a positive solution of (1.1)}
which has the appearance of a folded surface with the fold curve
$C_{\Gamma}\equiv\{(\epsilon, \lambda, \Vert u_{\epsilon,\lambda}\Vert_{\infty}):\epsilon,$ $\lambda>0$ and $u_{\epsilon,\lambda}$ is a degenemte positive solution of (1.1) $\}.$
Let $F_{q}$ denote the first quadrant of the $(\epsilon, \lambda)$ -parameter plane. We also study, on $F_{q}$ , the
bifurcation set
$B_{\Gamma}\equiv$ { $(\epsilon, \lambda):\epsilon,$ $\lambda>0$ and $u_{\epsilon,\lambda}$ is a degenerate positive solution of (1.1)}
which is the projection of the fold curve $C_{\Gamma}$ onto $F_{q}$ . Let $M$ denote the bounded, open
connected subset of $F_{q}$ , which is ‘inside’ $B_{\Gamma}.$
For (1.1), (1.2), (1.4), Hung and Wang [1, Theorem 2.4] proved that the following assertions
$(i)-(iv)$ (see Figs. 4 and 5):
(i) The fold curve $C_{\Gamma}$ of (1.1), (1.2), (1.4) is a continuous curve in the $(\epsilon, \lambda, 1u\Vert_{\infty})$ -space.
Moreover, $C_{\Gamma}=C_{1}\cup C_{2}$ where
$C_{1}\equiv\{(\epsilon, \lambda_{*}(\epsilon), \Vert u_{\epsilon,\lambda.(\epsilon)}\Vert_{\infty}):0<\epsilon\leq\tilde{\epsilon}\}$ and $C_{2}\equiv\{(e, \lambda^{*}(\epsilon), \Vert u_{\epsilon,\lambda^{*}(\epsilon)}\Vert_{\infty}):0<\epsilon\leq\tilde{\epsilon}\}.$
(ii) The bifurcation set $B_{\Gamma}$ of$(1.1),(1.2),(1.4)$ satisfies $B_{\Gamma}=B_{1}\cup B_{2}$ where
$B_{1}\equiv\{(\epsilon, \lambda_{*}(\epsilon)):0<\epsilon\leq\tilde{\epsilon}\}$ $a$ $dB_{2}\equiv\{(\epsilon, \lambda^{*}(\epsilon)):0<\epsilon\leq\tilde{\epsilon}\}.$
(iii) $\lambda_{*}(\epsilon)$ and $\lambda^{*}(\epsilon)$ are both continuous, strictly increasing on $(0,\tilde{\epsilon}].$
(iv) Problem (1.1), (1.2), (1.4) has exactly three positive solutions for $(\epsilon, \lambda)\in M$, exactly
two positive solutions for $(\epsilon, \lambda)\in B_{\Gamma}\backslash \{(\tilde{\epsilon},\tilde{\lambda})\}$ , and exactly one positive solution for
$(\epsilon, \lambda)\in(F_{q}\backslash (B_{\Gamma}\cup M))\cup\{(\tilde{\epsilon},\tilde{\lambda})\}.$
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Fig. 4. The bifurcation surface $\Gamma$ with the fold curve $C_{\Gamma}=C_{1}\cup C_{2}$ , and the projectio
of $\Gamma$ onto $F_{q}.$ $B_{\Gamma}=B_{1}\cup B_{2}$ is the bifurcation set and $(\tilde{\epsilon},\tilde{\lambda})$ is the cusp point on $F_{q}.$
Fig. 5. The projection of the bifurcation surface $\Gamma$ onto $F_{q}.$ $B_{\Gamma}=B_{1}\cup B_{2}$ is the
bifurcation set and $(\tilde{\epsilon},\tilde{\lambda})$ is the cusp point on $F_{q}.$
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In Theorem 2.3 stated below for $(1.1)-(1.3)$ , we prove the same structure of the bifurcation
set $B_{\Gamma}$ and the fold curve $C_{\Gamma}$ . Hence we are able to determine the exact number of positive
solutions of $(1.1)-(1.3)$ by the values of $\epsilon$ and $\lambda$ . See Figs. 4 and 5.
The paper is organized as follows. Section 2 contains statements of the main results: The-
orems 2.1-2.3. Section 3 contains several lemmas needed to prove Theorems 2.1-2.3. Section
4 contains the proofs of Theorems 2.1-2.3. Finally, in Section 5, we give three conjectures on
the shape of bifurcation curves $S_{\epsilon}$ of positive solutions of (1.1), (1.2) with evolution parameter
$\kappa>\sqrt{\sigma\rho}.$
In this section, finally, we note that our main results (Theorems 2.1-2.3) in this paper
extend those of Hung and Wang [1, Theorems 2.1, 2.3 and 2.4] from $\kappa\leq 0$ to $\kappa\leq\sqrt{\sigma\rho},$
and the proofs are more complicated. One of the main difficulties is that $f_{\epsilon}(u)$ can initially
decrease, but then increases to a peak before falling to zero on $(0, \beta_{\epsilon}], see Fig. l(i)$ .
2. Main results
Theorem 2.1. Consider $(1.1)-(1.3)$ with varying $\epsilon>0$ . There exists a positive number
$\tilde{\epsilon}=\tilde{\epsilon}(\sigma, \kappa, \rho)$ satisfying
$( \frac{25}{32}(\frac{\sigma^{3}}{27\rho}))^{1/2}<\tilde{\epsilon}<(\frac{\sigma^{3}}{27\rho})^{1/2}$
such that the following assertions $(i)-(iii)$ hold:
(i) (See Fig. $2(i).$ ) For $0<\epsilon<\tilde{\epsilon}$, the bifurcation curve $S_{\epsilon}$ is $S$-shaped on the $(\lambda, \Vert u\Vert_{\infty})-$
plane. Moreover, there exist two positive numbers $\lambda_{*}<\lambda^{*}$ such that $(1.1)-(1.3)$ has
exactly one degenerate positive solution $u_{\lambda_{*}}$ and $u_{\lambda}*$ for $\lambda=\lambda_{*}and$ $\lambda=\lambda^{*}$ , respectively.
More precisely, $(1.1)-(1.3)$ has:
(a) exactly three positive solutions $u_{\lambda},$ $v_{\lambda},$ $w_{\lambda}$ with $w_{\lambda}<u_{\lambda}<v_{\lambda}$ for $\lambda_{*}<\lambda<\lambda^{*},$
$(b)$ exactly two positive solutions $w_{\lambda},$ $u_{\lambda}$ with $w_{\lambda}<u_{\lambda}$ for $\lambda=\lambda_{*}$ , and exactly two
positive solutions $u_{\lambda},$ $v_{\lambda}$ with $u_{\lambda}<v_{\lambda}$ for $\lambda=\lambda^{*},$
$(c)$ exactly one positive solution $w_{\lambda}$ for $0<\lambda<\lambda_{*}$ , and exactly one positive solution
$v_{\lambda}$ for $\lambda>\lambda^{*}.$
Furthermore,
$(d) \lim_{\lambdaarrow 0+}\Vert w_{\lambda}\Vert_{\infty}=0$ and $\lim_{\lambdaarrow\infty}\Vert v_{\lambda}\Vert_{\infty}=\beta_{\epsilon}.$
(ii) (See Fig. $2(ii).$ ) For $\epsilon=\tilde{\epsilon}$ , the bifurcation curve $S_{\tilde{\epsilon}}$ is monotone increasing on the
$(\lambda, \Vert u\Vert_{\infty})$-plane. Moreover, $(1.1)-(1.3)$ has exactly one (cusp type) degenerate positive
solution $u_{\overline{\lambda}}$ . More precisely, for $\partial 11\lambda>0,$ $(1.1)-(1.3)$ has exactly one positive solution
$u_{\lambda}$ satisfying $\lim_{\lambdaarrow 0+}\Vert u_{\lambda}\Vert_{\infty}=0$ and $\lim_{\lambdaarrow\infty}\Vert u_{\lambda}\Vert_{\infty}=\beta_{\epsilon}.$
(iii) (See Fig. $2(iii).$) For $\epsilon>\tilde{\epsilon}$, the bifurcation curve $S_{\epsilon}$ is monotone increasing on the
$(\lambda, \Vert u\Vert_{\infty})$-plane. Moreover, all positive solutions $u_{\lambda}$ of $(1.1)-(1.3)$ are nondegenerate.
More precisely, for all $\lambda>0,$ $(1.1)-(1.3)$ has exactly one positive solution $u_{\lambda}$ satisfying
$\lim_{\lambdaarrow 0+}\Vert u_{\lambda}\Vert_{\infty}=0$ and $\lim_{\lambdaarrow\infty}\Vert u_{\lambda}\Vert_{\infty}=\beta_{\epsilon}.$
Theorem 2.2. $Consider\sim(1.1)-(1.3)$ with varying $\lambda>0$ . There exist two positive numbers
$\lambda_{0}(=\lambda_{0}(\sigma, \kappa, \rho))<\lambda(=\tilde{\lambda}(\sigma, \kappa, \rho))$ such that the following assertions $(i)-(v)$ hold:
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(i) (See Fig. $3(i).$ ) For $0<\lambda<\lambda_{0}$ , on the $(\epsilon, \Vert u\Vert_{\infty})-pl_{\partial}ne$ , the bifurcation curve $\Sigma_{\lambda}$ has two
disjoint connected components, the upper branch $is\supset$-shaped with exactly one turning
point, and the lower branch is a monotone decreasing curve. Moreover, there exists a
positive number $\epsilon^{*}such$ that $(1.1)-(1.3)$ has exactly one degenerate positive solution $u_{\epsilon^{*}}$
for $\epsilon=\epsilon^{*}$ . More precisely, $(1.1)-(1.3)$ has:
(a) $ex\partial \mathcal{L}tly$ three positive solutions $u_{\epsilon},$ $v_{\epsilon},$ $w_{\epsilon}$ with $w_{\epsilon}<u_{\epsilon}<v_{\epsilon}$ for $0<\epsilon<\epsilon^{*},$
$(b)$ exactly two positive solutions $w_{\epsilon},$ $u_{\epsilon}$ with $w_{\epsilon}<u_{\epsilon}$ for $\epsilon=\epsilon^{*},$
$(c)$ exactly one positive solution $w_{\epsilon}$ for $\epsilon>\epsilon^{*}.$
Furthermore,
$(d)0= \lim_{\epsilonarrow\infty}\Vert w_{e}\Vert_{\infty}<\lim_{\epsilonarrow 0+}\Vert w_{\epsilon}\Vert_{\infty}<\lim_{\epsilonarrow 0+}\Vert u_{\epsilon}\Vert_{\infty}<\lim_{\epsilonarrow 0+}\Vert v_{\epsilon}\Vert_{\infty}=\infty.$
(ti) (See Fig. $3(ii).$ ) For $\lambda=\lambda_{0}$ , on the $(\epsilon, \Vert u\Vert_{\infty})-pl\partial ne$ , the bifurcation curve $\Sigma_{\lambda_{0}}$ has two
disjoint cormected components, the upper branch $is\supset$-shaped with exactly one turning
point, and the lower branch is a monotone decreasing curve. Moreover, there exists a
positive number $\epsilon^{*}such$ that $(1.1)-(1.3)$ has exactly one degenerate positive solution $u_{\epsilon^{*}}$
for $\epsilon=\epsilon^{*}$ . More precisely, $(1.1)-(1.3)$ has:
(a) exactly three positive solutions $u_{\epsilon},$ $v_{\epsilon},$ $w_{\epsilon}$ vvith $w_{\epsilon}<u_{\epsilon}<v_{\epsilon}$ for $0<\epsilon<\epsilon^{*},$
$(b)$ exactly two positive solutions $w_{\epsilon},$ $u_{\epsilon}$ with $w_{\epsilon}<u_{\epsilon}$ for $\epsilon=\epsilon^{*},$
$(c)$ exactly one positive solution $w_{\epsilon}$ for $\epsilon>\epsilon^{*}.$
Furthermore,
$(d)0= \lim_{\epsilonarrow\infty}\Vert w_{\epsilon}\Vert_{\infty}<\lim_{\epsilonarrow 0+}\Vert w_{\epsilon}\Vert_{\infty}=\lim_{\epsilonarrow 0+}\Vert u_{\epsilon}\Vert_{\infty}<\lim_{\epsilonarrow 0+}\Vert v_{\epsilon}\Vert_{\infty}=\infty.$
$(\ddot{u}i)$ (Sae Fig. $3(iii).$ ) For $\lambda_{0}<\lambda<\tilde{\lambda}$ , the bifurcation curve $\Sigma_{\lambda}$ is reversed $S-$-shaped on the
$(\epsilon, 1u\Vert_{\infty})$ -plane. Moreover, there exist two positive number $\epsilon_{*}<\epsilon^{*}$ such that $(1.1)-$
(1.3) has exactly one degenerate positive solution $u_{\epsilon}$ . and $u_{\epsilon}$ . for $\epsilon=\epsilon_{*}$ and $\epsilon=\epsilon^{*},$
respectively. More precisely, $(1.1)-(1.3)$ has:
(a) exactly three positive solutions $u_{\epsilon},$ $v_{\epsilon},$ $w_{\epsilon}$ with $w_{\epsilon}<u_{\epsilon}<v_{\epsilon}$ for $\epsilon_{*}<\epsilon<\epsilon^{*},$
$(b)$ exactly two positive solutions $u_{\epsilon},$ $v_{\epsilon}$ with $u_{\epsilon}<v_{\epsilon}$ for $\epsilon=\epsilon_{*}$ , and exactly two
positive solutions $w_{\epsilon},$ $u_{\epsilon}$ with $w_{\epsilon}<u_{\epsilon}$ for $\epsilon=\epsilon^{*},$
$(c)$ exactly one positive solution $v_{\epsilon}$ for $0<\epsilon<\epsilon_{*}$ , and exactly one positive solution
$w_{e}$ for $\epsilon>\epsilon^{*}.$
FUrthermore,
$(d) \lim_{\epsilonarrow 0+}\Vert v_{\epsilon}\Vert_{\infty}=\infty$ and $\lim_{\epsilonarrow\infty}\Vert w_{\epsilon}\Vert_{\infty}=0.$
(iv) (See Fig. $3(iv).$) For $\lambda=\tilde{\lambda}$ , the bifurcation curve $\Sigma_{\overline{\lambda}}$ is monotone decreasing on the
$(\epsilon, \Vert u\Vert_{\infty})$-plane. Moreover, $(1.1)-(1.3)$ has exactly one (cusp type) degenerate positive
solution $u_{\overline{\epsilon}}$ . More precisely, for all $\epsilon>0,$ $(1.1)-(1.3)$ has exactly one positive solution $u_{\epsilon}$
satisfying $\lim_{\epsilonarrow 0+}\Vert u_{\epsilon}\Vert_{\infty}=\infty$ and $\lim_{\epsilonarrow\infty}\Vert u_{\epsilon}\Vert_{\infty}=0.$
(v) (See Fig. $3(v).$ ) For $\lambda>\tilde{\lambda}$ , the bifurcation curve $\Sigma_{\lambda}$ is monotone decreasing on the
$(\epsilon, \Vert u\Vert_{\infty})$-plane. Moreover, all positive solutions $u_{\epsilon}$ of $(1.1)-(1.3)$ are nondegenerate.
More precisely, for $\epsilon 11\epsilon>0,$ $(1.1)-(1.3)$ has exactly one positive solution $u_{\epsilon}$ satisfying
$\lim_{\epsilonarrow 0+}\Vert u_{\epsilon}\Vert_{\infty}=\infty$ and $\lim_{\epsilonarrow\infty}\Vert u_{\epsilon}\Vert_{\infty}=0.$
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We give next remark to Theorem 2.2.
Remark 1. Considering $(1.1)-(1.3)$ with $e>0$ generalized to $\epsilon\in \mathbb{R}$ , we define the bifurcation
curve
$\tilde{\Sigma}_{\lambda}\equiv$ { $(\epsilon, \Vert u_{\epsilon}\Vert_{\infty})$ : $\epsilon\in \mathbb{R}$ and $u_{\epsilon}$ is a positive solution of (1.1)}.
Actually, it can be easily proved that:
(i) For $0<\lambda<\lambda_{0}$ , the bifurcation curve $\tilde{\Sigma}_{\lambda}$ is reversed $S$-shaped on the $(\epsilon, \Vert u\Vert_{\infty})$ -plane.
Moreover, there exists $\epsilon_{*}<0$ such that $(1.1)-(1.3)$ has exaetly two positive solutions
$w_{\epsilon},$ $u_{\epsilon}$ with $w_{\epsilon}<u_{\epsilon}$ for $\epsilon_{*}<\epsilon\leq 0$ , and exactly one positive solution $u_{\epsilon}$ for $\epsilon=\epsilon_{*}$ , and
no positive solution for $\epsilon<\epsilon_{*}$ . See Fig. 6(i).
(ii) For $\lambda=\lambda_{0}$ , the bifurcation curve $\tilde{\Sigma}_{\lambda_{0}}$ is reversed $S$-shaped on the $(\epsilon, \Vert u\Vert_{\infty})$ -plane.
Moreover, $(1.1)-(1.3)$ has exactly one positive solution $u_{\epsilon}$ for $\epsilon=0$ , and no positive
solution for $\epsilon<0$ . See Fig. 6(ii).
(i) $0<\lambda<\lambda_{0}$ (ii) $\lambda=\lambda_{0}$ (iii) $\lambda_{0}<\lambda<\tilde{\lambda}$
Fig. 6. Global bifurcation of bifurcation curves $\tilde{\Sigma}_{\lambda}$ of $(1.1)-(1.3)$ with $\epsilon>0$ generalized to
$\epsilon\in \mathbb{R}$ and with varying $\lambda\in(0,\tilde{\lambda})$ .
Notice that, in Theorem 2.1, on the $(\lambda, 1u\Vert_{\infty})$-plane, the bifurcation curve $S_{\epsilon}$ is $S$–shaped
for $0<\epsilon<\tilde{\epsilon}$ , see Fig. 2. While in Theorem 2.2 and Remark 1, on the $(\epsilon, \Vert u\Vert_{\infty})$ -plane, the
bifurcation curve 2 $\lambda$ is reversed $S$–shaped for $0<\lambda<\tilde{\lambda}$ , see Fig. 6.
Let $\tilde{\epsilon}=\tilde{\epsilon}(\sigma, \kappa, \rho),$ $\lambda_{0}=\lambda_{0}(\sigma, \kappa, \rho),\tilde{\lambda}=\tilde{\lambda}(\sigma, \kappa, \rho),$ $\lambda_{*}=\lambda_{*}(\epsilon),$ $\lambda^{*}=\lambda^{*}(\epsilon),$ $\epsilon_{*}=\epsilon_{*}(\lambda)$ and
$\epsilon^{*}=\epsilon^{*}(\lambda)$ be the values in Theorems 2.1 and 2.2 for $(1.1)-(1.3)$ . We study the structure of
the bifurcation set $B_{\Gamma}$ in the next theorem.
Theorem 2.3 (See Fig. 5). Consider $(1.1)-(1.3)$ with $(\epsilon, \lambda)\in F_{q}$ . Then the bifurcation set
$B_{\Gamma}=B_{1}\cup B_{2}$ where
$B_{1}\equiv\{(\epsilon, \lambda_{*}(\epsilon)):0<\epsilon\leq\tilde{\epsilon}\}$ and $B_{2}\equiv\{(\epsilon, \lambda^{*}(\epsilon)):0<\epsilon\leq\tilde{\epsilon}\}.$
Moreover, $(1.1)-(1.3)$ has $exactly\sim$ three positive solutions for $(\epsilon, \lambda)\in M$ , exactly two positive
solutions for $(\epsilon, \lambda)\in B_{\Gamma}\backslash \{(\tilde{\epsilon}, \lambda)\}$, and exactly one positive solution for $(\epsilon, \lambda)\in(F_{q}\backslash (B_{\Gamma}\cup$
$M))\cup\{(\tilde{\epsilon},\tilde{\lambda})\}$ . More precisely, the following assertions (i) and (ii) hold:
(i) Functions $\lambda_{*}(\epsilon)$ and $\lambda^{*}(\epsilon)$ are both continuous, strictly increasing on $(0,\tilde{\epsilon}]$ and satisfy
$0= \lim_{\epsilonarrow 0+}\lambda_{*}(\epsilon)<\lim_{\epsilonarrow 0+}\lambda^{*}(\epsilon)=\lambda_{0}<\tilde{\lambda}=\lambda_{*}(\tilde{\epsilon})=\lambda^{*}(\tilde{\epsilon})$.
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(ii) Fhnction $\epsilon^{*}(\lambda)$ is continuous, strictly increasing on $(0,\tilde{\lambda}] and$ satisfies $\lim_{\lambdaarrow 0}+\epsilon^{*}(\lambda)=0$
and $\epsilon^{*}(\tilde{\lambda})=\tilde{\epsilon}$ . Function $\epsilon_{*}(\lambda)$ is continuous, strictly increasing on $(\lambda_{0},\tilde{\lambda}]$ and satisfies
$\lim_{\lambdaarrow\lambda_{0}^{+}}\epsilon_{*}(\lambda)=0$ and $\epsilon_{*}(\tilde{\lambda})=\tilde{\epsilon}.$
In next remark, we give a precise characterization of the fold curve $C_{\Gamma}$ in the $(\epsilon, \lambda, \Vert u\Vert_{\infty})-$
space.
Remark 2 (See Fig. 4). Consider $(1.1)-(1.3)$ . Then, by Theorem 2.3(i), the fold curve
$C_{\Gamma}=C_{1}\cup C_{2}$ where
$C_{1}\equiv\{(\epsilon, \lambda_{*}(\epsilon), \Vert u_{\epsilon,\lambda.(\epsilon)}\Vert_{\infty}):0<\epsilon\leq\tilde{\epsilon}\}$ and $C_{2}\equiv\{(\epsilon, \lambda^{*}(\epsilon), \Vert u_{\epsilon,\lambda^{*}(\epsilon)}\Vert_{\infty}):0<\epsilon\leq\tilde{\epsilon}\}.$
Moreover, by applying $(4.4)-(4.7)$ stated below, $we$ are able to prove that:
(i) $\Vert u_{\epsilon,\lambda.(\epsilon)}\Vert_{\infty}>\Vert u_{\epsilon,\lambda^{*}(\epsilon)}\Vert_{\infty}$ for $0<\epsilon<\tilde{\epsilon}$ and $\Vert u_{\overline{\epsilon},\lambda.(\overline{\epsilon})}\Vert_{\infty}=\Vertu_{\overline{\epsilon},\lambda(\overline{\epsilon})}\Vert_{\infty}=\Vert u_{\tilde{\epsilon},\tilde{\lambda}}\Vert_{\infty}.$
(ti) $\Vert u_{\epsilon,\lambda.(\epsilon)}\Vert_{\infty}$ is a continuous, strictly decreasing function of $\epsilon\in(0,\tilde{\epsilon}]$ and 1 $u_{\epsilon,\lambda(\epsilon)}\Vert_{\infty}$ is a
continuous, strictly increasing function of $\epsilon\in(0,\tilde{\epsilon}].$
$(\ddot{n}i)C_{\Gamma}$ is a continuous curve in the $(\epsilon, \lambda, \Vert u\Vert_{\infty})$ -space.
Observe that both $\lambda^{*}(\epsilon)$ and $\lambda_{*}(\epsilon)$ have continuous inverse functions on $(0,\tilde{\epsilon}]$ . Indeed,
$\epsilon_{*}(\lambda)$ is the inverse function of $\lambda^{*}(\epsilon)$ on $(\lambda_{0},\tilde{\lambda}] and \epsilon^{*}(\lambda)$ is the inverse function of $\lambda_{*}(\epsilon)$ on
$(0,\tilde{\lambda}].$
3. Lemmas
To prove our results (Theorems 2.1-2.3), we need the following Lemmas 3.1-3.8 in which we
develop new timemap techmques different from those developed in [1]. In particular, Lemma
3.3 is a key lemma in the proofs of Theorems 2.1-2.3. In Lemma 3.3, for any fixed $\epsilon>0$ , we
prove that the bifurcation curve $S_{\epsilon}$ is either monotone increasing or $S-$-shaped on the $(\lambda, \Vert u\Vert_{\infty})-$
plane. To apply the timemap techmiques for $(1.1)-(1.3)$ , in the following, we consider $\epsilon\geq 0.$
The time map formula which we apply to study $(1.1)-(1.3)$ takes the form as follows:
$\sqrt{\lambda}=\frac{1}{\sqrt{2}}\int_{0}^{\alpha}[F_{\epsilon}(\alpha)-F_{\epsilon}(u)]^{-1/2}du\equiv T_{\epsilon}(\alpha)$ for $0<\alpha<\beta_{\epsilon}and\epsilon\geq 0$, (3.1)
where $F_{\epsilon}(u) \equiv\int_{0}^{u}f_{\epsilon}(t)dt$ and $\beta_{\epsilon}$ the unique positive zero of cubic polynomial $f_{\epsilon}(u)$ for $\epsilon>0,$
and we let $\beta_{\approx-0}\equiv\infty$ . Observe that positive solutions $u_{\epsilon,\lambda}$ for $(1.1)-(1.3)$ correspond to
$\Vert u_{\epsilon,\lambda}\Vert_{\infty}=\alpha$ and $T_{\epsilon}(\alpha)=\sqrt{\lambda}$ . (3.2)
Thus, studying of the exact number of positive solutions of $(1.1)-(1.3)$ for fixed $\epsilon\geq 0$ is
equivalent to studying the shape of the timne map $T_{\epsilon}(\alpha)$ on $(0, \beta_{\epsilon})$ ; and studying the exact
number of positive solutions of $(1.1)-(1.3)$ for fixed $\lambda>0$ is equivalent to studyin$g$ the number
of roots of the equation $T_{\epsilon}(\alpha)=\sqrt{\lambda}$ on $(0, \beta_{\epsilon})$ for varying $\epsilon>0$ . Note that it can be proved
that $T_{\epsilon}(\alpha)$ is a thnice differentiable function of $\alpha\in(0, \beta_{\epsilon})$ for $\epsilon\geq 0$ . The proof is easy but
tedious; we omit it.
We call a positive solution $u_{\epsilon,\lambda}$ of $(1.1)-(1.3)$ is degenemte if $T_{\epsilon}’(\Vert u_{\epsilon,\lambda}\Vert_{\infty})=0$ and is
nondegenerate if $T_{\epsilon}’(\Vert u_{\epsilon,\lambda}\Vert_{\infty})\neq 0$ . So to find the degenerate positive solutions of $(1.1)-(1.3)$ ,
we only need to find the critical points of $T_{\epsilon}(\alpha)$ on $(0, \beta_{\epsilon})$ . It is known that a degenerate
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positive solution $u_{\epsilon,\lambda}$ of $(1.1)-(1.3)$ is of cusp type if $T_{\epsilon}"(\Vert u_{\epsilon,\lambda}\Vert_{\infty})=0$ and $T_{\epsilon}"’(\Vert u_{\epsilon,\lambda}\Vert_{\infty})\neq 0,$
see Shi [6, p. 497] and [7, p. 214].
The main difficulty in proving our main results is to determine the exact number of critical
points of the time map $T_{\epsilon}(\alpha)$ on $(0, \beta_{\epsilon})$ for all $\epsilon>0$ . This question is partially answered in
the following Lemmas 3.1 and 3.2. Lemma 3.1 follows from [5, Theorems 2.6, 2.9 and 3.2] and
Lemma 3.2 mainly follows by applying [2, Theorem 2.1]; we omit the proofs.
Lemma 3.1. Consider $(1.1)-(1.3)$ . For any fixed $\epsilon>0$ , the following assertions (i) and (ii)
hold:
(i) $\lim_{\alphaarrow 0+}T_{\epsilon}(\alpha)=0$ and $\lim_{\alphaarrow\beta_{\epsilon}^{-}}T_{\epsilon}(\alpha)=\infty.$
(ii) If $T_{\epsilon}(\alpha)$ is not strictly increasing on $(0, \gamma_{\epsilon})$ , then $T_{\epsilon}(\alpha)$ is strictly increasing on $(0,\tilde{\gamma}_{\epsilon})$
and strictly decreasing on $(\tilde{\gamma}_{\epsilon}, \gamma_{\epsilon})$ for some $\tilde{\gamma}_{\epsilon}\in(0, \gamma_{\epsilon})$ .
Lemma 3.2. Consider $(1.1)-(1.3)$ . Then the following assertions (i) and (ii) hold:
(i) For any fixed $\epsilon\geq(\frac{\sigma^{3}}{27\rho})^{1/2},$ $T_{\epsilon}(\alpha)$ is a strictly increasing function on $(0, \beta_{\epsilon})$ .
(ii) For any fixed positive $\epsilon\leq(\frac{7}{10}(\frac{\sigma^{3}}{27\rho}))^{1/2},$ $T_{\epsilon}(\alpha)$ has exactly one local maximum and one
local minimum on $(0, \beta_{\epsilon})$ .
However, there is a gap, what about the case where $\epsilon$ is between $( \frac{7}{10}(\frac{\sigma^{3}}{27\rho}))^{1/2}$ and $( \frac{\sigma^{3}}{27})^{1/2}$ ?
$\rho$
First, in the next Lemma 3.3, we prove
Lemma 3.3. Consider $(1.1)-(1.3)$ . For any fixed $\epsilon>0,$ $T_{\epsilon}(\alpha)$ is either a strictly increasing
function or has exactly two critical points, a local maximum and a local minimum, on $(0, \beta_{\epsilon})$ .
To prove Lemma 3.3, we develop some new timemap techniques. First, we define the
auxiliary function
$G_{\epsilon}(\alpha)=8\sqrt{2}\alpha T_{\epsilon}(\alpha)$ . (3.3)
Note that the auxiliary function $G_{\epsilon}(\alpha)=8\sqrt{2}\alpha^{\frac{5}{2}}T_{\epsilon}"(\alpha)$ used in this paper is different from
the auxiliary function $12\sqrt{2}T_{\epsilon}’(\alpha)+8\sqrt{2}\alpha T_{\epsilon}"(\alpha)$ used in Hung and Wang [1]. Moreover, the
techniques used in [1, Lemmas 3.4-3.5] for $\kappa\leq 0$ fails here under condition (1.3) $0<\kappa\leq\sqrt{\sigma\rho},$
though it is expected that similar results hold. So we need to develop new techniques to obtain
the following Lemma 3.4. The proof of Lemma 3.4 is rather long and technical; we omit it.
Lemma 3.4. Consider $(1.1)-(1.3)$ . For any fixed $\epsilon\in[(\frac{7}{10}(\frac{\sigma^{3}}{27\rho}))^{1/2}, (\frac{\sigma^{3}}{27\rho})^{1/2}],$ $G_{\epsilon}’(\alpha)>0$ for
$\alpha\in[\gamma_{\epsilon}, \beta_{\epsilon})$ .
For any fixed $\alpha>0$ , let
$I_{\alpha}=\{\epsilon>0:\alpha\in(0, \beta_{\epsilon})\}.$
Since $\beta_{\epsilon}$ is a continuous, strictly decreasing function of $\epsilon>0$ , and $\lim_{\epsilonarrow 0+}\beta_{\epsilon}=\infty$ and
$\lim_{\epsilonarrow\infty}\beta_{\epsilon}=0$, we obtain that $I_{\alpha}=(O, \epsilon(\alpha))$ where $\alpha=\beta_{\epsilon(\alpha)}$ , and $\epsilon(\alpha)$ is strictly decreasing
in $\alpha.$
Lemma 3.5. Consider $(1.1)-(1.3)$ . For any fixed $\alpha>0,$ $T_{\epsilon}’(\alpha)$ is a continuously differentiable,
strictly increasing function of $\epsilon\in I_{\alpha}\cup\{0\}.$
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Proof of Lemma 3.5. First, for any fixed $\alpha>0$ , it can be proved that $T_{\epsilon}’(\alpha)$ is a continuously
differentiable function of $\epsilon\in I_{\alpha}\cup\{0\}$ . The proof is easy but tedious; we onit it.
Secondly, since $f_{\epsilon}(u)=-\epsilon u^{3}+\sigma u^{2}-\kappa u+\rho,$ $F_{\epsilon}(u)= \int_{0}^{u}f_{\epsilon}(t)dt$ and by (3.1), we compute
that










$H(u) \equiv \sigma(\alpha^{2}+\alpha u+u^{2})-6\kappa(\alpha+u)+21\rho$
$= \sigma u^{2}+(\sigma\alpha-6\kappa)u+(\sigma\alpha^{2}-6\kappa\alpha+21\rho)$.
Therefore, the proof is complete if we can prove that
$H(u)>0$ for any given numbers $\sigma,$ $\rho,$ $\alpha>0,0<\kappa\leq\sqrt{\sigma\rho}$ . (3.5)
Note that the discriminant of quadratic polynomial $H(u)is-3\sigma^{2}\alpha^{2}+12\sigma\kappa\alpha+(36\kappa^{2}-84\sigma\rho)\equiv$
$\tilde{H}(\alpha)$ . By the assumption that $\kappa\leq\sqrt{\sigma\rho}$, the discriminant of quadratic polynomial $\tilde{H}(\alpha)$ is
$144\sigma^{2}(4\kappa^{2}-7\sigma\rho)<0$ . So $\tilde{H}(\alpha)<0$ for any given numbers $\sigma,$ $\rho>0,0<\kappa\leq\sqrt{\sigma\rho}$ . This
implies that (3.5) holds. By (3.4) and (3.5), for any fixed $\alpha>0,$ $T_{\epsilon}’(\alpha)$ is a strictly increasing
function of $\epsilon\in I_{\alpha}\cup\{0\}.$
The proof of Lemma 3.5 is complete. $\blacksquare$
We are now in a position to prove Lemma 3.3.
Proof of Lemma 3.3. First, we prove that, for any fixed $\epsilon>0,$ $T_{\epsilon}(\alpha)$ is either a strictly
increasing function or has a local maximum and a local minimum, on $(0, \beta_{\epsilon})$ . By Lemma 3.2,
we only need to consider the case $( \frac{7}{10}(\frac{\sigma^{3}}{27\rho}))^{1/2}<\epsilon<(\frac{\sigma^{3}}{27\rho})^{1/2}.$
For any fixed $( \frac{7}{10}(\frac{\sigma^{3}}{27\rho}))^{1/2}<\epsilon<(\frac{\sigma^{3}}{27\rho})^{1/2}$, by Lemma 3.1(u) (resp. Lemma 3.4), we know
that all (possible) critical points of $T_{\epsilon}(\alpha)$ on $(0, \gamma_{\epsilon}] (resp. on [\gamma_{\epsilon}, \beta_{\epsilon})$ ) are discrete. Moreover,
since $\lim_{\alphaarrow 0}+T_{\epsilon}(\alpha)=0$ and $\lim_{\alphaarrow\beta}-T_{\epsilon}(\alpha)=\infty$ and by Lemma 3.1(i), we obtain that $T_{\epsilon}’(\alpha)$
changes $sign$ an even number of times or infinitely times. Assume that $T_{\epsilon}(\alpha)$ is neither a strictly
increasing function nor does it have exactly one local maximum and one local minimum on
$(0, \beta_{\epsilon})$ . Then there exist three numbers $\alpha_{1},$ $\alpha_{2},$ $\alpha_{3}\in(0, \beta_{\epsilon})$ such that $\alpha_{1}<\alpha_{2}<\alpha_{3}$ are critical
points of $T_{\epsilon}(\alpha),$ $\alpha_{1},$ $\alpha_{3}$ are local maxima, and $\alpha_{2}$ is alocal mimimum. Thus $T_{\epsilon}"(\alpha_{1}),$ $T_{\epsilon}"(\alpha_{3})\leq 0$
and $T_{\epsilon}"(\alpha_{2})\geq 0.$
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By Lemma 3.4, for any fixed $( \frac{7}{10}(\frac{\sigma^{3}}{27\rho}))^{1/2}<\epsilon<(\frac{\sigma^{3}}{27\rho})^{1/2},$ $G_{\epsilon}(\alpha)=8\sqrt{2}\alpha^{\frac{5}{2}}T_{\epsilon}"(\alpha)$ is a strictly
increasing function on $[\gamma_{\epsilon}, \beta_{\epsilon})$ . Since $\alpha_{2}\geq\gamma_{\epsilon}$ by Lemma 3.1(ii), we obtain that
$8\sqrt{2}\alpha^{\frac{5}{3^{2}}}T_{\epsilon}"(\alpha_{3})=G_{\epsilon}(\alpha_{3})>G_{\epsilon}(\alpha_{2})=8\sqrt{2}\alpha^{\frac{8}{2^{2}}}T_{\epsilon}"(\alpha_{2})\geq 0.$
Therefore $T_{\epsilon}"(\alpha_{3})>0$ . This contradicts to that $T_{\epsilon}"(\alpha_{3})\leq 0$ . So $T_{\epsilon}(\alpha)$ is either a strictly
increasing function or has exactly one local maximum and one local minimum on $(0, \beta_{\epsilon})$ .
Next, suppose that $T_{\epsilon}(\alpha)$ has exactly a local maximum $\alpha_{M}$ and a local minimum $\alpha_{m}$ for
some fixed $\epsilon>0$ . Then $0<\alpha_{M}<\alpha_{m}<\beta_{\epsilon}$ by Lemma 3.1(i). We can prove that $T_{\epsilon}(\alpha)$ has
exactly two critical points $\alpha_{M},$ $\alpha_{m}$ on $(0, \beta_{\epsilon})$ by applying Lemma 3.5 and similar arguments
used in the proof of [1, Lemma 3.3]; we omit it.
The proof of Lemma 3.3 is complete. $\blacksquare$
Let
$E=\{\begin{array}{l}\epsilon>0\cdot T_{\epsilon}(\alpha)h{\ae} exactlytwocriticalpointsalocal\max imumandalocal\min imum,on(0,\beta_{\epsilon})\end{array}\}.$
By Lemma 3.3, for any $\epsilon>0,$ $T_{\epsilon}(\alpha)$ is either a strictly increasing function or has exactly two
critical points, a local maximum and a local minimum, on $(0, \beta_{\epsilon})$ . Thus
$E=\{\epsilon>0:T_{\epsilon}’(\alpha)<0$ for some $\alpha\in(0, \beta_{\epsilon})\}$ . (3.6)
We obtain the following two lemmas by modifying the same arguments used in the proof of
[1, Lemmas 3.7-3.8]; we omit the proofs.
Lemma 3.6: The set $E$ is open and connected.
Lemma 3.7. $(0, ( \frac{25}{32}(\frac{\sigma^{3}}{27\rho}))^{1/2}]\subset E.$
The following Lemma 3.8(i) determine the shape of $T_{\epsilon=0}(\alpha)$ on $(0, \infty)$ , and Lemma 3.8(ii) is
a basic comparison theorem for the time map formula. Lemma 3.8(i) follows from [5, Theorem
3.2] and Lemma 3.8(ii) by modifying [5, Theorems 2.3 and 2.4]; we omit the proofs.
Lemma 3.8. Consider $(1.1)-(1.3)$ . The following assertions (i) and (ii) hold:
(i) $T_{\epsilon=0}(\alpha)$ has exactly one critical point at some $\alpha_{0}$ , a maximum, on $(0, \infty)$ . Moreover,
$\lim_{\alphaarrow 0^{+}}T_{\epsilon=0}(\alpha)=\lim_{\alphaarrow\infty}T_{\epsilon=0}(\alpha)=0.$
(ii) For any fixed $\alpha>0,$ $T_{\epsilon}(\alpha)$ is a continuous, strictly increasing function of $\epsilon\in I_{\alpha}\cup\{0\}.$
4. Proofs of the main results
We first recall that a positive solution $u_{\epsilon,\lambda}$ of (1.1) is degenerate if $T_{\epsilon}’(\Vert u_{\epsilon,\lambda}\Vert_{\infty})=0$ and is
nondegenemte if $T_{\epsilon}’(\Vert u_{\epsilon,\lambda}\Vert_{\infty})\neq 0$. Also, a degenerate positive solution $u_{\epsilon,\lambda}$ of (1.1) is of cusp
type if $T_{\epsilon}"(\Vert u_{\epsilon,\lambda}\Vert_{\infty})=0$ and $T_{\epsilon}"’(\Vert u_{\epsilon,\lambda}\Vert_{\infty})\neq 0.$
Proof of Theorem 2.1. To prove Theorem 2.1, by (3.1) and Lemma 3.1(i), it suffices to
prove that there exists a positive number $\tilde{\epsilon}=\tilde{\epsilon}(\sigma, \kappa, \rho)$ such that the following parts $(I)-(III)$
hold:
(I) For $0<\epsilon<\tilde{\epsilon}$ , on $(0, \beta_{\epsilon}),$ $T_{\epsilon}(\alpha)$ has exactly two critical points, a local maximum at
some $\alpha_{\overline{\epsilon}}$ and a local minimum at some $\alpha_{\epsilon}^{+}(>\alpha_{\epsilon}^{-})$ , satisfying $\lambda^{*}=(T_{\epsilon}(\alpha_{\overline{\epsilon}}))^{2}$ and
$\lambda_{*}=(T_{\epsilon}(\alpha_{\epsilon}^{+}))^{2}.$
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(II) For $\epsilon=\tilde{\epsilon},$ $T_{\overline{\epsilon}}(\alpha)$ is a strictly increasing function and has exactly one critical point, at
some $\tilde{\alpha}$ , on $(0, \beta_{\overline{\epsilon}})$ . Moreover, $T_{\tilde{\epsilon}}’(\tilde{\alpha})=0,$ $T \frac{\prime}{\epsilon}(\alpha)>0$ for $\alpha\in(0, \beta_{\overline{\epsilon}})\backslash \{\tilde{\alpha}\},$ $T_{\overline{\epsilon}}"(\tilde{\alpha})=0$ and
$T_{\tilde{\epsilon}}"’(\tilde{\alpha}J\neq 0$ (So $(1.1)-(1.3)$ has exactly one (cusp type) degenerate positive solution $u_{\overline{\lambda}}$
with $\lambda\equiv(T_{\tilde{\epsilon}}(\tilde{\alpha}))^{2}$ and $\tilde{\alpha}=\Vert u_{\tilde{\lambda}}\Vert_{\infty}.)$
(III) For $\epsilon>\tilde{\epsilon},$ $T_{\epsilon}(\alpha)$ is a strictly increasing function and has no cnitical point on $(0, \beta_{\epsilon})$ .
Moreover, $T_{\epsilon}’(\alpha)>0$ for $\alpha\in(0, \beta_{\epsilon})$ .
Note that, by (3.2) and the above parts $(I)-(III)$ , we obtain immediately the exact mul-
tiplicity result of positive solutions of $(1.1)-(1.3)$ for $0<\epsilon<\tilde{\epsilon}$ and the uniqueness result
of positive solution of $(1.1)-(1.3)$ for $\epsilon\geq\tilde{\epsilon}$ . Moreover, ordering properties and asymptotic
behaviors of positive solutions of $(1.1)-(1.3)$ in parts $(I)-(III)$ can be obtained easily. We then
prove parts $(I)-(III)$ as follows.
By Lemmas 3.2, 3.6 and 3.7, we obtain that $E=(0,\tilde{\epsilon})$ where $\tilde{\epsilon}=\sup E$ satisfies
$( \frac{26}{32}(\frac{\sigma^{3}}{27\rho}))^{1/2}<\tilde{\epsilon}<(\frac{\sigma^{3}}{27\rho})^{1/2}$. So, for $0<\epsilon<\tilde{\epsilon}$ , on $(0, \beta_{\epsilon}),$ $T_{\epsilon}(\alpha)$ has exaetly two critical
points, a local maximum at some $\alpha_{\overline{\epsilon}}$ and a local minimum at some $\alpha_{\epsilon}^{+}(>\alpha_{\overline{\epsilon}})$ , satisfying
$\lambda^{*}=(T_{\epsilon}(\alpha_{\overline{\epsilon}}))^{2}$ and $\lambda_{*}=(T_{\epsilon}(\alpha_{\epsilon}^{+}))^{2}$ . So part (I) holds.
For $\epsilon>\tilde{\epsilon}$ , by Lemma 3.5 and (3.6), we obtain that
$T_{\epsilon}’(\alpha)>$ $(\alpha$ $)\geq 0$ for $\alpha\in(0,\beta_{\epsilon})\subset(0,\beta_{\overline{\epsilon}})$ ,
and hence $T_{\epsilon}(\alpha)$ has no critical point on $(0, \beta_{\epsilon})$ . So part (III) holds.
Fig. 7. Graphs of $T_{\epsilon}(\alpha)$ for $\alpha\in(0, \beta_{\epsilon})$ with varying $\epsilon\geq 0.$
We prove the remaining part (II). For $\epsilon=\tilde{\epsilon}$, we know that
$T_{\overline{\epsilon}}(\alpha)\geq 0$ on $(0, \beta_{\overline{\epsilon}})$ . (4.1)
We first prove the existence of a critical point of $T_{\overline{\epsilon}}(\alpha)$ on $(0, \beta_{\overline{\epsilon}})$ . Choose a sequence $\{\epsilon_{n}\}\subset$
$E=(0,\tilde{\epsilon})$ such that $\epsilon_{n}\nearrow\tilde{\epsilon}$ as $narrow\infty$ . Let $\alpha_{\overline{\epsilon}_{n}}<\alpha_{\epsilon_{n}}^{+}$ be two critical points of $T_{\epsilon_{n}}(\alpha)$ on




$\alpha_{\epsilon_{n}}^{-}<a^{-}\equiv\lim_{narrow\infty}\alpha_{\epsilon_{n}}^{-}\leq\tilde{\alpha}^{+}\equiv\lim_{narrow\infty}\alpha_{\epsilon_{n}}^{+}<\alpha_{\epsilon_{n}}^{+}$ for all $n\in \mathbb{N}.$
These imply that
$T_{\epsilon_{n}}’(\tilde{\alpha}^{-}),$ $T_{\epsilon_{n}}’(\tilde{\alpha}^{+})<0$ for all $n\in \mathbb{N}.$
By Lemma 3.5, we obtain that $T_{\epsilon}’(\alpha)$ is a continuous function of $\epsilon\in I_{\alpha}$ . Thus
$T \frac{\prime}{\epsilon}(\tilde{\alpha}^{-})=\lim_{narrow\infty}T_{\epsilon_{n}}’(\tilde{\alpha}^{-})\leq 0$ and $T_{\tilde{\epsilon}}’( \tilde{\alpha}^{+})=\lim_{narrow\infty}T_{\epsilon_{n}}’(\tilde{\alpha}^{+})\leq 0$. (4.2)
So $T_{\tilde{\epsilon}}’(\tilde{\alpha}^{-})=T_{\tilde{\epsilon}}’(\tilde{\alpha}^{+})=0$ by (4.1) and (4.2), and hence $T_{\overline{\epsilon}}(\alpha)$ has critical points at $\tilde{\alpha}^{-},\tilde{\alpha}^{+}$ on
$(0, \beta_{\tilde{\epsilon}})$ .
We then prove the uniqueness of critical point of $T_{\overline{\epsilon}}(\alpha)$ on $(0, \beta_{\overline{\epsilon}})$ . That is, we prove that
$\tilde{\alpha}\equiv\tilde{\alpha}^{-}=\tilde{\alpha}^{+}$ is the unique critical point of $T_{\overline{\epsilon}}(\alpha)$ on $(0, \beta_{\overline{\’{e}}})$ . Suppose that $\hat{\alpha}<\overline{\alpha}$ are two
critical points of $T_{\overline{\epsilon}}(\alpha)$ on $(0, \beta_{\overline{\epsilon}})$ . We know that all (possible) critical points of $T_{\epsilon}(\alpha)$ on $(0, \beta_{\epsilon})$
are discrete as in the proof of Lemma 3.3. Hence there exist positive numbers $\alpha_{1}<\hat{\alpha}<\alpha_{2}<\overline{\alpha}$
such that
$T \frac{\prime}{\epsilon}(\alpha_{1}), T_{\overline{\epsilon}}’(\alpha_{2})>0.$
By Lemma 3.5, we obtain that $T_{\epsilon}’(\alpha)$ is a continuous, strictly increasing function of $\epsilon\in I_{\alpha}.$
Hence there exists a positive $\hat{\epsilon}<\tilde{\epsilon}$ such that
$T_{\hat{\epsilon}}’(\alpha_{1})>0, T_{\hat{\epsilon}}’(\hat{\alpha})<0, T_{\hat{\epsilon}}’(\alpha_{2})>0, T_{\hat{\epsilon}}’(\overline{\alpha})<0.$
Thus $T_{\hat{\epsilon}}(\alpha)$ has at least two local maxima on $(0, \beta_{\hat{\epsilon}})$ , which contradicts to the facts that $\hat{\epsilon}\in E$
and $T_{\hat{\epsilon}}(\alpha)$ has exactly one local maximum on $(0, \beta_{\hat{\epsilon}})$ . So $T_{\overline{\epsilon}}(\alpha)$ has at most one critical point
on $(0, \beta_{\overline{\epsilon}})$ . By the above analysis,
$T_{\overline{\epsilon}}(\tilde{\alpha})=0$ and $T \frac{\prime}{\epsilon}(\alpha)>0$ for $\alpha\in(0, \beta_{\overline{\epsilon}})\backslash \{\tilde{\alpha}\}$ . (4.3)
Next, if $T_{\tilde{\epsilon}}"(\tilde{\alpha})>0$ $($resp. $T_{\tilde{\epsilon}}"(\tilde{\alpha})<0)$ , then $T_{\tilde{\epsilon}}(\alpha)$ has a local minimum (resp. a local
maximum) at $\tilde{\alpha}$ , which contradicts to (4.3). So $T_{\overline{\epsilon}}’(\tilde{\alpha})=0$. By Lemma 3.1(ii), we have
$\alpha_{\epsilon_{n}}^{+}\geq\gamma_{\epsilon_{n}}>\gamma_{\overline{\epsilon}}$ for all $n\in \mathbb{N},$
and hence $\tilde{\alpha}=\lim_{narrow\infty}\alpha_{\epsilon_{n}}^{+}\geq\gamma_{\overline{\epsilon}}$. By Lemma 3.4, $G \frac{\prime}{\epsilon}(\alpha)>0$ for all $\alpha\in[\gamma_{\overline{\epsilon}}, \beta_{\overline{\epsilon}})$ . So
$G_{\tilde{\epsilon}}’(\tilde{\alpha})=\tilde{\alpha}^{\frac{3}{2}}[20\sqrt{2}T_{\frac{\prime}{\epsilon}}’(\tilde{\alpha})+8\sqrt{2}\tilde{\alpha}T_{\overline{\epsilon}}"’(\tilde{\alpha})]>0.$
Therefore $T_{\tilde{\epsilon}}^{J//}(\tilde{\alpha})>0$ since $T_{\tilde{\epsilon}}"(\tilde{\alpha})=0$ . This completes the proof of part (II).
The proof of Theorem 2.1 is complete. $\blacksquare$
Proof of Theorem 2.2. Recall (3.1) with $\epsilon\geq 0,$
$\sqrt{\lambda}=\frac{1}{\sqrt{2}}\int_{0}^{\alpha}[F_{\epsilon}(\alpha)-F_{\epsilon}(u)]^{-1/2}du\equiv T_{\epsilon}(\alpha)$ for $0<\alpha<\beta_{\epsilon},$
where $\beta_{\epsilon}$ the unique positive zero of cubic polynomial $f_{\epsilon}(u)$ for $\epsilon>0$ and $\beta_{\epsilon=0}=\infty$ . Thus,
studying the exact number of positive solutions of $(1.1)-(1.3)$ for fixed $\lambda>0$ is equivalent
to studying the number of roots of the equation $T_{\epsilon}(\alpha)=\sqrt{\lambda}$ on $(0, \beta_{\epsilon})$ for varying $\epsilon>0.$
Since we have studied the behaviors of $T_{\epsilon}(\alpha)$ for all varying $\epsilon\geq 0$ (see the proofs of Theorem
2.1 and Lemma 3.8(i) and Fig. 7), there exist two positive numbers $\lambda_{0}(=\lambda_{0}(\sigma, \kappa, \rho))<\tilde{\lambda}$
$(=\tilde{\lambda}(\sigma, \kappa, \rho))$ such that the following parts $(I)-(III)$ hold:
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(I) For $0<\lambda\leq\lambda_{0}$ , there exists a positive number $\epsilon^{*}=\epsilon^{*}(\lambda)$ such that the equation
$T_{\epsilon}(\alpha)=\sqrt{\lambda}$ has exactly three roots on $(0, \beta_{\epsilon})$ for $0<\epsilon<\epsilon^{*}$ , exactly two roots on
$(0,\beta_{\epsilon})$ for $\epsilon=\epsilon^{*}$ , and exactly one root on $(0, \beta_{\epsilon})$ for $\epsilon>\epsilon^{*}.$
(II) For $\lambda_{0}<\lambda<\tilde{\lambda}$ , there exist two positive number $\epsilon_{*}(=\epsilon_{*}(\lambda))<\epsilon^{*}(=\epsilon^{*}(\lambda))$ such that
the equation $T_{\epsilon}(\alpha)=\sqrt{\lambda}$ has exactly three roots on $(0, \beta_{\epsilon})$ for $\epsilon_{*}<\epsilon<\epsilon^{*}$ , exactly two
$\epsilon>\epsilon^{*}rootson(0, \beta_{\epsilon})$
for $\epsilon=\epsilon_{*}$ and $\epsilon=\epsilon^{*}$ , and exactly one root on $(0, \beta_{\epsilon})$ for $0<\epsilon<\epsilon_{*}$ and
(III) For $\lambda\geq\tilde{\lambda}$, the equation $T_{\epsilon}(\alpha)=\sqrt{\lambda}$ has exactly one root on $(0, \beta_{\epsilon})$ for all $\epsilon>0.$
Notice that $\lambda_{0}=(T_{\epsilon=0}(\alpha_{0}))^{2}$ and $\tilde{\lambda}=(T_{\tilde{\epsilon}}(\tilde{\alpha}))^{2}$ , where $\alpha_{0}$ is the unique critical point of
$T_{\epsilon=0}(\alpha)$ and $\tilde{\alpha}$ be the umique critical point of $T_{\overline{\epsilon}}(\alpha)$ . Hence (3.2) and the above parts $(I)-(III)$
imply immediately the exact multiplicity result of positive solutions of $(1.1)-(1.3)$ for $\lambda\in(0,\tilde{\lambda})$
and the umiqueness result of positive solution of $(1.1)-(1.3)$ for $\lambda\geq\tilde{\lambda}$ . Moreover, ordering
properties and asymptotic behaviors of positive solutions of $(1.1)-(1.3)$ in parts $(I)-(III)$ can
be obtained easily.
The proof of Theorem 2.2 is complete. $\blacksquare$
Proof of Theorem 2.3. By Theorem 2.1, for any $\epsilon\geq\tilde{\epsilon}$ , we obtain that $(1.1)-(1.3)$ has
exactly one positive solution for all $\lambda>0$ . In addition, for any $\epsilon\in(0,\tilde{\epsilon})$ , there exist two
positive numbers $\lambda_{*}(\epsilon)<\lambda^{*}(\epsilon)$ such that $(1.1)-(1.3)$ has exactly three positive solutions for
$\lambda_{*}(\epsilon)<\lambda<\lambda^{*}(\epsilon)$ , exactly two positive solutions for $\lambda=\lambda_{*}(\epsilon)$ and $\lambda^{*}(\epsilon)$ , and exactly one
positive solution for $0<\lambda<\lambda_{*}(\epsilon)$ and $\lambda>\lambda^{*}(\epsilon)$ , where $\lambda_{*}(\epsilon)=(T_{\epsilon}(\alpha_{\epsilon}^{+}))^{2}$ and $\lambda^{*}(\epsilon)=$
$(T_{\epsilon}(\alpha_{\overline{\epsilon}}))^{2}$ in which $\alpha_{\overline{\epsilon}}<\alpha_{\epsilon}^{+}$ are two critical points of $T_{\epsilon}(\alpha)$ on $(0, \beta_{\epsilon})$ .
First, letting $\alpha_{\overline{\epsilon}}^{-}=\alpha_{\overline{\epsilon}}^{+}\equiv\tilde{\alpha}$ , we prove that $\alpha_{\overline{\epsilon}}$ (resp. $\alpha_{\epsilon}^{+}$ ) is a continuous, strictly increasing
(resp. strictly decreasing) function on $(0, \tilde{\epsilon}] and \lim_{\epsilonarrow 0}+\alpha_{\overline{\epsilon}}=\alpha_{0} (resp. \lim_{\epsilonarrow 0}+\alpha_{\epsilon}^{+}=\infty)$ as
follows (cf. Fig. 7.) By similar arguments in the proof of Theorem 2.1, we obtain that $\alpha_{\overline{\epsilon}}$
(resp. $\alpha_{\epsilon}^{+}$ ) is a strictly increasing (resp. strictly decreasing) function on $(0,\tilde{\epsilon}]$ . For any fixed
$\alpha\in(\alpha_{0},\tilde{\alpha})$ , by Theorem 2.1(ii) and Lemma 3.8(i), we obtain that
$T_{\epsilon=0}’(\alpha)<0$ and $T_{\tilde{\epsilon}}’(\alpha)>0.$
Then by Lemma 3.5, $T_{\epsilon}’(\alpha)$ is a continuously differentiable, strictly increasing function of
$\epsilon\in[0,\tilde{\epsilon}]$ . This implies that there exists a unique $\epsilon\in(0,\tilde{\epsilon})$ such that $T_{\epsilon}’(\alpha)=0$ . So
$\alpha_{\overline{\epsilon}}:(0,\tilde{\epsilon}]arrow(\alpha_{0},\tilde{\alpha}] is a$ strictly increasing, surjective function, (4.4)
and hence $\alpha_{\overline{\epsilon}}$ is a continuous function on $(0,\tilde{\epsilon}]$ and $\lim_{\epsilonarrow 0}+\alpha_{\overline{\epsilon}}=\alpha_{0}$ . Similarly, we can prove
that
$\alpha_{\epsilon}^{+}:(0,\tilde{\epsilon}]arrow[\tilde{\alpha}, \infty)$ is a strictly decreasing, surjective function, (4.5)
and hence $\alpha_{\epsilon}^{+}$ is also a continuous function on $(0,\tilde{\epsilon}]$ and $\lim_{\epsilonarrow 0+}\alpha_{\epsilon}^{+}=\infty.$
Secondly, let
$\lambda_{*}(0)\equiv 0,$ $\lambda^{*}(0)\equiv\lambda_{0}=(T_{\epsilon=0}(\alpha_{0}))^{2}$, and $\lambda_{*}(\tilde{\epsilon})=\lambda^{*}(\tilde{\epsilon})\equiv\tilde{\lambda}=(T_{\tilde{\epsilon}}(\tilde{\alpha}))^{2}.$
By (4.4), (4.5), Lemma 3.5 and Lemma $3.8(\ddot{u})$ , it can be proved that $\lambda^{*}=(T_{\epsilon}(\alpha_{\overline{\epsilon}}))^{2}$ and
$\lambda_{*}=(T_{\epsilon}(\alpha_{\epsilon}^{+}))^{2}$ satisfy
$\lambda^{*}(\epsilon)$ : $[0,\tilde{\epsilon}]arrow[\lambda_{0},\tilde{\lambda}]$ is a continuous, strictly increasing function (4.6)
and
$\lambda_{*}(\epsilon):[0,\tilde{\epsilon}]arrow[0,\tilde{\lambda}]$ is a continuous, strictly increasing function. (4.7)
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Moreover,
$\lim_{\epsilonarrow 0+}\lambda^{*}(e)=\lambda_{0},$ $\lim_{\inarrow 0+}\lambda_{*}(\epsilon)=0$, and $\lambda_{*}(\tilde{\epsilon})=\lambda^{*}(\tilde{\epsilon})=\tilde{\lambda}$ . (4.8)
The proofs are easy but tedious and hence we omit them.
Finally, by $(4.6)-(4.8),$ $\lambda^{*}(\epsilon)$ and $\lambda_{*}(\epsilon)$ both have continuous inverse functions on $(0,\tilde{\epsilon}\rfloor.$
Indeed, by Theorem 2.2 and (3.1), $\epsilon_{*}(\lambda)=(\lambda^{*})^{-1}(\epsilon)$ on $(\lambda_{0},\tilde{\lambda}] and \epsilon^{*}(\lambda)=(\lambda_{*})^{-1}(\epsilon)$ on $(0, \lambda]$
where $\epsilon_{*}(\tilde{\lambda})=\epsilon^{*}(\tilde{\lambda})\equiv\tilde{\epsilon}$ . So we obtain that
$\epsilon^{*}(\lambda)$ : $(0,\tilde{\lambda}]arrow(0,\tilde{\epsilon}]$ is a continuous, strictly increasing function
and
$\epsilon_{*}(\lambda)$ : $(\lambda_{0},\tilde{\lambda}]arrow(0,\tilde{\epsilon}]$ is a continuous, strictly increasing function.
Moreover,
$\lim_{\lambdaarrow 0+}\epsilon^{*}(\lambda)=\lim_{\lambdaarrow\lambda_{0}^{+}}\epsilon_{*}(\lambda)=0.$
The proof of Theorem 2.3 is complete. $\blacksquare$
5. Conjectures
In this section, we analyze (1.1), (1.2) more precisely. First, if
$\kappa\leq\sqrt{\sigma\rho},$
the exact multiplicity results of positive solutions for (1.1), (1.2) was determine precisely
by Theorem 2.1 and [1, Theorem 2.1]. By some numerical simulations, we give next three
conjectures on the shape of bifurcation curves $S_{\epsilon}$ of positive solutions of (1.1), (1.2) with
$\kappa>\sqrt{\sigma\rho}.$
Conjecture 5.1. Consider (1.1), (1.2) where
$\sqrt{\sigma\rho}<\kappa\leq\sqrt{3\sigma\rho}.$
Then there exists a positive number $\tilde{\epsilon}=\tilde{\epsilon}(\sigma, \kappa, \rho)$ satisfying satisfying
$( \frac{25}{32}(\frac{\sigma^{3}}{27\rho}))^{1/2}<\tilde{\epsilon}<(\frac{\sigma^{3}}{27\rho})^{1/2}$
such that all results in Theorem $2.1(i)-(iii)$ hold.
While
$\kappa>\sqrt{3\sigma\rho}$, (5.1)
we remark that there exists some $\check{\epsilon}>0$ such that cubic nonlinearity $f_{g}(u)$ has three positive
zeros $a<b<c$ and $\int_{a}^{c}f_{g}(t)dt>0$ (see Fig. $8(i).$ ) For which $f_{E}(u)$ , it is easy to check that
$a+c>2b$ and there exists $\mu\in(b, c)$ such that $\int_{a}^{\mu}f_{\overline{\epsilon}}(t)dt=0$ . So problem (1.1), (1.2), (5.1)
can be written as
$\{\begin{array}{l}u"(x)+\lambda\check{\epsilon}(u-a)(u-b)(c-u)=0, -1<x<1, u(-1)=u(1)=0,\lambda,\check{\epsilon}>0,0<a<b<c, a+c>2b.\end{array}$ (5.2)
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(i) (ii)
Fig. 8. (i) The graph of $f_{\xi}(u)$ in (5.2). $(\ddot{u})$ The conjectured bifurcation curve of (5.2).
It was conjectured that the bifurcation curve of positive solution of (5.2) is broken -shaped
(see Fig. 8(ii)) on the $(\lambda, \Vert u\Vert_{\infty})$-plane. $A$ proof was claimed by Smoller and Wasserman
[8, Theorem 2.1], but their proof has a gap. Assuming additional different conditions on
constants $a,$ $b$ and $c$, Wang [9] and Korman, Li and Ouyang [3] gave partial proofs of the
above conjecture independently. For this conjecture, Korman, Li and Ouyang [4] gave a
computer-assisted proof. Further investigation on this long-standing conjecture is needed. We
give next two conjectures for (1.1), (1.2), (5.1).
Conjecture 5.2. Consider (1.1), (1.2) where
$\sqrt{3\sigma\rho}<\kappa<2\sqrt{\sigma\rho}$ . (5.3)
Then there exist two positive numbers $\tilde{\epsilon}_{0}=\tilde{\epsilon}_{0}(\sigma, \kappa, \rho)<\epsilon_{0}=\epsilon_{0}(\sigma, \kappa, \rho)$ such that the
following assertions $(i)-(i\ddot{u})$ hold:
(i) (Sae Fig. $2(i).$ ) $lf0<\epsilon<\tilde{\epsilon}_{0}$ , then the bifurcation curve $S_{\epsilon}$ is -shaped on the $(\lambda, \Vert u\Vert_{\infty})-$
plane. Moreover, the exact multiplicity results of positive solutions in Theorem 2.1(i)
hold.
(ii) (See Fig. $8(ii).$ ) If $\tilde{\epsilon}_{0}\leq\epsilon<\epsilon_{0}$ , then the bifurcation curve $S_{\epsilon}$ is broken $S$-shaped on the
$(\lambda, \Vert u\Vert_{\infty})$-plane. Moreover, there exist $\lambda^{*}>0$ such that (1.1), (1.2), (5.3) has exactly
three positive solutions for $\lambda>\lambda^{*}$ , exactly two positive solutions for $\lambda=\lambda^{*}$ , and exactly
one positive solution for $0<\lambda<\lambda^{*}.$
$(\ddot{\dot{m}})$ (See Fig. $2(\ddot{u}i).$ ) If $\epsilon\geq\epsilon_{0}$ , then the bifurcation curve $S_{\epsilon}$ is a monotone curve on the
$(\lambda, ||u||_{\infty})$-plane. Moreover, (1.1), (1.2), (5.3) has exactly one positive solution for all
$\lambda>0.$
Corgecture 5.3. Consider (1.1), (1.2) where
$\kappa\geq 2\sqrt{\sigma\rho}$ . (5.4)
Then there exists a positive number $\epsilon_{0}=\epsilon_{0}(\sigma, \kappa, \rho)$ such that the following assertions (i) and
(ii) hold:
(i) (See Fig. $8(ii).$ ) If $0<\epsilon<\epsilon_{0}$ , then the bifurcation curve $S_{\epsilon}$ is broken -shaped on the
$(\lambda, \Vert u\Vert_{\infty})-plaJJe$ . Moreover, there exist $\lambda^{*}>0$ such that (1.1), (1.2), (5.4) has exactly
three positive solutions for $\lambda>\lambda^{*}$ , exactly two positive solutions for $\lambda=\lambda^{*}$ , and exactly
one positive solution for $0<\lambda<\lambda^{*}.$
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(ii) (See Fig. $2(iii).$ ) If $\epsilon\geq\epsilon_{0}$ , then the bifurcation curve $S_{\epsilon}$ is a monotone curve on the
$(\lambda, ||u||_{\infty})$ -plane. Moreover, (1.1), (1.2), (5.4) has exactly one positive solution for $aJl$
$\lambda>0.$
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