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NORM CONVERGENCE OF MULTIPLE ERGODIC AVERAGES ON AMENABLE
GROUPS
PAVEL ZORIN-KRANICH
ABSTRACT. We apply Walsh’s method for proving norm convergence of multiple er-
godic averages to arbitrary amenable groups. We obtain convergence in the uniform
Cesàro sense for their polynomial actions and for “triangular” averages associated to
commuting homomorphic actions. The latter generalizes a result due to Bergelson,
McCutcheon, and Zhang in the case of two actions.
1. INTRODUCTION
In a recent breakthrough Walsh proved the norm convergence of nilpotent poly-
nomial ergodic averages arising in Leibman’s Szemerédi theorem for nilpotent groups
[Lei98]. His result may be stated as follows.
Theorem ([Wal12]). Let (X ,µ) be a probability space and T be a nilpotent group of
µ-preserving algebra automorphisms of L∞(X ).1 Then for any f1, . . . , fk ∈ L
∞(X ) and
any polynomial2 maps T1, . . . , Tk : Z→T the averages
1
N
N∑
n=1
T1(n) f1 · · · Tk(n) fk
converge in L2(X ).
This result has a long history, the main milestones being due, in roughly chronolog-
ical order, to Furstenberg [Fur77], Conze and Lesigne [CL84], Host and Kra [HK05],
Ziegler [Zie07], Leibman [Lei05], also jointly with Bergelson [BL02], Tao [Tao08],
Austin [Aus10], and Host [Hos09].
The purpose of this article is to show how the method underlying Walsh’s proof
in fact yields stronger results. Firstly, we obtain convergence in the uniform Cesàro
sense. This provides a conceptually satisfying explanation for the syndeticity of the set
of recurrence times in Leibman’s nilpotent Szemerédi theorem. Secondly, we replace Z
by an arbitrary locally compact amenable group G . This is motivated by a conjecture of
Bergelson, McCutcheon, and Zhang [BMZ97] regarding multiple recurrence for several
commuting measure-preserving G -actions. We note that this conjecture was resolved
in the positive by Austin [Aus13b] after the completion of this work.
In order to formulate the main result and to facilitate the reading of the paper we
will now introduce the standing notation that will remain unchanged throughout the
text. We denote by G a locally compact (not necessarily second countable) amenable
group with a left Haar measure m. We fix a probability space (X ,µ) and a group T of
unitary operators on L2(X ) that act as isometric algebra homomorphisms on L∞(X ).
Of course, one could work with the corresponding measure-preserving transformations
on X instead, but this would introduce notation overhead since Walsh’s method is
2010 Mathematics Subject Classification. Primary 37A30.
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1Of course, such automorphisms arise from measure-preserving transformations on (X ,µ).
2Polynomials into nilpotent groups will be defined in §4.
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operator-theoretic in nature. All maps Ti : G → T that we consider are assumed to be
measurable.
Theorem 1.1. Let f0, . . . , fk ∈ L
∞(X ) and T1, . . . , Tk : G → T . Suppose that one of the
following holds.
(1) The group T is nilpotent and the maps Ti are polynomial or
(2) the maps Ti have the form Ti =
∏i
j=1
S j , where S j are commuting antihomo-
morphisms.
Then for every left Følner net (Φα)α∈A the limit
lim
α
m(Φα)
−1
∫
Φα
f0T1(g) f1 · · · Tk(g) fkdm(g)
exists in L2(X ) and does not depend on the Følner net.
In order to illustrate the power, but also the limitations, of Theorem 1.1(1) we note
that it provides convergence of the averages in [Aus11, Theorem 1.2] on the join-
ing (and not only of their expectations on the first factor) but fails to produce the
invariance. An analog of Theorem 1.1(1) cannot hold for solvable groups of expo-
nential growth in view of counterexamples due to Bergelson and Leibman [BL04].
Theorem 1.1(2) generalizes [BMZ97, Theorem 4.8], which is the k = 2 case of it. Dif-
ferent proofs of Theorem 1.1(1) and (2) for discrete groups G were recently obtained
by Austin in [Aus13a] and [Aus13b], respectively.
Walsh’s argument uses Kreisel’s no-counterexample interpretation [Kre51] of conver-
gence. In order to illustrate this and some other ideas involved in Walsh’s technique,
we begin with a proof of a quantitative version of the von Neumann mean ergodic
theorem for multiplicators on the unit circle T.
2. A CLOSE LOOK AT THE VON NEUMANN MEAN ERGODIC THEOREM
Throughout this section µ denotes a Borel measure on T and U f (λ) = λ f (λ) is
a multiplicator on L2(T,µ). The von Neumann mean ergodic theorem in its simplest
form reads as follows.
Multiplicator von Neumann Theorem 2.1. Let µ and U be as above. Then the ergodic
averages aN = En≤NU
n f converge in L2(µ).
Proof. The averages aN are dominated by | f | and converge pointwise, namely to f (1)
at 1 and to zero elsewhere. 
It is well-known that no uniform bound on the rate of convergence of the ergodic
averages can be given even if U is similar to the Koopman operator of a measure-
preserving transformation [Kre78]. However, there does exist a uniform bound on the
rate of metastability of the ergodic averages. Let us recall the concept of metastability.
The sequence (aN ) converges if and only if it is Cauchy, i.e.
∀ε > 0∃M ∀N ,N ′(M ≤ N ,N ′ =⇒ ‖aN − aN ′‖2 < ε).
The negation of this statement, i.e. “(aN ) is not Cauchy” reads
∃ε > 0∀M ∃N ,N ′ : M ≤ N ,N ′, ‖aN − aN ′‖2 ≥ ε.
Choosing witnesses N(M), N ′(M) for each M and defining
F(M) =max{N(M),N ′(M)}
we see that this is equivalent to
∃ε > 0∃F : N→ N∀M ∃N ,N ′ : M ≤ N ,N ′ ≤ F(M), ‖aN − aN ′‖2 ≥ ε.
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Negating this we obtain that (aN ) is Cauchy if and only if
∀ε > 0∀F : N→ N∃M ∀N ,N ′(M ≤ N ,N ′ ≤ F(M) =⇒ ‖aN − aN ′‖2 < ε).
This kind of condition, namely that the oscillation of a function is small on a finite
interval is called metastability. A bound on the rate of metastability is a bound on M
that may depend on ε and F but not the sequence (aN )N .
The appropriate reformulation of the von Neumann mean ergodic theorem for the
operator U in terms of metastability reads as follows.
Multiplicator von Neumann Theorem 2.2 (finitary version). Let µ and U be as above.
Then for every ε > 0, every function F : N→ N and every f ∈ L2(µ) there exists a number
M such that for every M ≤ N ,N ′ ≤ F(M) we have
(2.3)
En≤NUn f −En≤N ′Un f 
2
< ε.
Although Theorem 2.2 is equivalent to Theorem 2.1 by the above considerations,
we now attempt to prove it as stated.
Proof of Theorem 2.2. It clearly suffices to consider strictly monotonically increasing
functions F . Let us assume ‖ f ‖2 = 1, take an arbitrary M and see what can be said
about the averages in (2.3).
Suppose first that f is supported near 1, say on the disc AM with radius
ε
6F(M)
and
center 1. Then Un f is independent of n up to a relative error of ε
6
provided that
n≤ F(M), hence both averages are nearly equal.
Suppose now that the support of f is bounded away from 1, say f is supported
on the complement BM of the disc with radius
12
εM
and center 1. Then the exponential
sums 1
N
∑
1≤n≤N λ
n are bounded by ε
6
for all λ in the support of f provided that N ≥ M ,
hence both averages are small.
However, there is an annulus whose intersection with the unit circle EM = T\ (AM ∪
BM) does not fall in any of the two cases. The key insight is that the regions EMi can
be made pairwise disjoint if one chooses a sufficiently rapidly growing sequence (Mi)i ,
for instance it suffices to ensure 12
εMi+1
< ε
6F(Mi)
.
Given f with ‖ f ‖2 ≤ 1, we can by the pigeonhole principle find an i such that
‖ f EMi‖2 < ε/6 (here we identify sets with their characteristic functions). Thus we can
split
(2.4) f = σ+ u+ v,
where σ = f AMi is “structured”, u = f BMi is “pseudorandom”, and v = f EMi is L
2-
small. By the above considerations we obtain (2.3) for all Mi ≤ N ,N
′ ≤ F(Mi). 
Observe that the sequence (Mi)i in the foregoing proof does not depend on the
measure µ. Moreover, a finite number of disjoint regions EMi suffices to ensure that
f EMi is small for some i. This yields the following strengthening of the von Neumann
theorem.
Multiplicator von Neumann Theorem 2.5 (quantitative version). For every ε > 0 and
every function F : N → N there exist natural numbers M1, . . . ,MK such that for every µ
and every f ∈ L2(µ) with ‖ f ‖2 ≤ 1 there exists an i such that for every Mi ≤ N ,N
′ ≤
F(Mi) we have En≤NUn f −En≤N ′Un f 
2
< ε,
where U f (λ) = λ f (λ) is a multiplicator as above.
The spectral theorem or the Herglotz-Bochner theorem can be used to deduce a
similar result for any unitary operator. The argument of Avigad, Gerhardy, and Towsner
[AGT10, Theorem 2.16] gives a similar result for arbitrary contractions on Hilbert
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spaces. An even more precise result regarding contractions on uniformly convex spaces
has been recently obtained by Avigad and Rute [AR12].
Quantitative statements in the spirit of Theorem 2.5 with uniform bounds that do
not depend on the particular measure-preserving system allowed Walsh to use a certain
induction argument that breaks down if this uniformity is disregarded. A decomposi-
tion of the form (2.4), albeit a much more elaborate one (Structure Theorem 5.2), will
also play a prominent role.
3. FØLNER NETS
In this section we introduce the notation for various phenomena surrounding the
Følner condition for amenability. Recall that G is a locally compact amenable group
and m is a left Haar measure on G .
Definition 3.1. A net (Φα)α∈A of non-null compact subsets of G is called a Følner net
if for every compact set K ⊂ G one has
lim
α
sup
g∈K
m(gΦα∆Φα)/m(Φα) = 0.
It is more appropriate to call such objects left Følner nets, but since we will not have
to deal with the corresponding right-sided notion we omit the qualifier “left”. It is
well-known that every amenable group admits a Følner net, which can be chosen to be
a sequence if the group is σ-compact [Pat88, Theorem 4.16].
By the Følner property for every γ > 0 there exists a function ϕγ : A→ A such that
(3.2) sup
g∈Φα
m(gΦβ∆Φβ )/m(Φβ) < γ for every β ≥ ϕγ(α).
Given a Følner net (Φα)α∈A, we call sets of the form Φαr, r ∈ G , α ∈ A, Følner sets. Such
sets are usually denoted by the letter I . For a Følner set I we write ⌊I⌋ = α if I = Φαr
for some r ∈ G .
Note that, for any Følner net (Φα)α and any rα ∈ G , the net (Φαrα)α∈A is again Føl-
ner. Thus we could replace the sets Φα in Theorem 1.1 by sets Φαrα, but no additional
generality would be gained by doing so. It will nevertheless be crucial to work with
estimates that are uniform over such right translates in the proof. This is because the
family of Følner sets is directed by approximate (up to an arbitrarily small proportion)
inclusion. To be more precise, we say that a finite measure set K is γ-approximately
included in a measurable set I , in symbols K ®γ I , if m(K \ I)/m(K)< γ.
Lemma 3.3. For every γ > 0 and any compact sets I and I ′ with positive measure there
exists an index ⌈I , I ′⌉γ ∈ A with the property that for every α ≥ ⌈I , I
′⌉γ there exists some
r ∈ G such that I ®γ Φαr and I
′ ®γ Φαr.
We use the expectation notation Eg∈I f (g) =m(I)
−1
∫
g∈I
f (g)dm(g) for finite mea-
sure subsets I ⊂ G , where the integral is taken with respect to the left Haar measure
m. Note that the expectation satisfies Eg∈lIr f (g) = Eg∈I f (lgr) for any l, r ∈ G .
Proof. Let K ⊂ G be compact and c > 0 to be chosen later. By the Følner property there
exists an index α0 ∈ A such that for every α≥ α0 we have m(lΦα ∩Φα)/m(Φα)> 1− c
for all l ∈ K . Integrating over K and using Fubini’s theorem we obtain
1− c < El∈KEr∈Φα1Φα(lr)
= Er∈ΦαEl∈K1Φαr−1(l)
= Er∈Φαm(K ∩Φαr
−1)/m(K).
Therefore there exists a r ∈ G (that may depend on α ≥ α0) such that m(K∩Φαr)/m(K)>
1− c, so m(K \Φαr)/m(K)< c.
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We apply this with K = I ∪ I ′ and c = γ
min{m(I),m(I ′)}
m(K)
. Let ⌈I , I ′⌉γ := α0 as above and
α ≥ ⌈I , I ′⌉γ. Then for an appropriate r ∈ G we have
m(I \Φαr)/m(I)≤m(K \Φαr)/m(I)<m(K)c/m(I)≤ γ,
and analogously for I ′. 
Any two Følner sequences are subsequences of some other Følner sequence, so if the
Cesàro averages converge along every Følner sequence, then the limit does not depend
on the Følner sequence. For similar reasons this is also true for Følner nets; we include
a proof for completeness.
Lemma 3.4. Suppose that u : G → V is a map into a Banach space such that for every
Følner net (Φα)α∈A the limit limαEg∈Φαu(g) exists. Then the limit does not depend on the
Følner net Φ.
Proof. Let (Φ0α)α∈A and (Φ
1
α′
)α′∈A′ be Følner nets. Replacing the index sets by A× A
′
with the product order if necessary we may assume A= A′. If A has a maximal element
β , then by asymptotic invariance it follows that Φβ = Φ
′
β = G , and we are done.
Otherwise by [Sto68] there exists a partition A = A0 ∪ A1 into cofinal subsets, that is,
subsets that contain a successor for any given element of A. The net given by Φα := Φ
i
α
if α ∈ Ai is a Følner net and from cofinality it follows that
lim
α
Eg∈Φ0αu(g) = limα
Eg∈Φαu(g) = limα
Eg∈Φ1αu(g). 
4. COMPLEXITY
In this section we give a streamlined treatment of Walsh’s notion of complexity
[Wal12, §4]. It serves as the induction parameter in the proof of Theorem 1.1.
We call an ordered tuple T = (T0, . . . , T j) of measurable mappings from G to T in
which T0 ≡ 1T a system (it is not strictly necessary to include the constant mapping T0
in the definition, but it comes in handy in inductive arguments).
The complexity of the trivial system T = (1T ) is by definition at most zero, in sym-
bols cplxT ≤ 0. A system has finite complexity if it can be reduced to the trivial system
in finitely many steps by means of two operations, reduction (used in Proposition 7.4)
and cheating (used in Theorem 7.1).
Recall that the discrete derivative of a map T : G → T is defined by
DrT (g) = T
−1(g)RrT (g), where RrT (g) = T (gr).
For r ∈ G the r-reduction of mappings T,S : G → T is the mapping
〈T |S〉r(g) = Dr(T
−1)(g)RrS(g) = T (g)T (gr)
−1S(gr)
and the r-reduction of a system T = (T0, . . . , T j) is the system
T∗
r
:= T′ ⊎
¬
T j |T
′
¶
r
=

T0, . . . , T j−1,
¬
T j |T0
¶
r
, . . . ,
¬
T j |T j−1
¶
r

,
where we use the shorthand notation T′ = (T0, . . . , T j−1) and
¬
T j |(T0, . . . , T j−1)
¶
=
(
¬
T j |T0
¶
, . . . ,
¬
T j |T j−1
¶
), and where the symbol “⊎” denotes concatenation. If the
reduction T∗
r
has complexity at most c−1 for every r ∈ G , then the system T is defined
to have complexity at most c.
Furthermore, if T is a system of complexity at most c and the system T˜ consists of
functions of the form Tc, where T ∈ T and c ∈ T , then we cheat and set cplx T˜ ≤ c.
This definition tells that striking out constants and multiple occurrences of the same
mapping in a system as well as rearranging mappings will not change the complexity,
and adding new mappings can only increase the complexity, for example
cplx(1T , T2, T1c, T1, c
′) = cplx(1T , T1, T2) ≤ cplx(1T , T1, T2, T3).
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Note that cheating is transitive in the sense that if one can go from system T to system
T˜ in finitely many cheating steps, then one can also go from T to T˜ in one cheating
step.
A generic system certainly does not have finite complexity. We will describe two
classes of systems that do have finite complexity, leading to the two cases in Theo-
rem 1.1.
Commuting actions. We begin with the simpler class of systems arising from com-
muting actions. Recall that a map S : G → T is called an antihomomorphism if
S(gh) = S(h)S(g) for every g,h ∈ G . Antihomomorphisms G → T correspond to
measure-preserving actions of G on (X ,µ). Two antihomomorphisms Si ,S j : G → T
are said to commute if
Si(h)S j(g) = S j(g)Si(h) for any h, g ∈ G .
Proposition 4.1. Let S0 ≡ 1T and S1, . . . ,Sk : G → T be antihomomorphisms that
commute pairwise. Then the system (S0,S0S1, . . . ,S0 . . .Sk) has complexity at most k.
Proof. Every antihomomorphism Si : G → T satisfies
Dr(S
−1
i
)(g) = Si(g)Si(gr)
−1 = Si(g)(Si(r)Si(g))
−1 = Si(r)
−1
and
RrSi(g) = Si(gr) = Si(r)Si(g).
Thus for every i < k we have

S0 . . .Sk|S0 . . .Si

r
= Dr((S0 . . .Sk)
−1)Rr(S0 . . .Si)
= (S0(r) . . .Sk(r))
−1S0(r)S0 . . .Si(r)Si
= S0 . . .SiSi+1(r)
−1 . . .Sk(r)
−1.
Since Si+1(r)
−1 . . .Sk(r)
−1 ∈ T is a constant, we obtain
cplx(S0,S0S1, . . . ,S0 . . .Sk)
∗
r
= cplx(S0,S0S1, . . . ,S1 . . .Sk−1)
by cheating. We can conclude by induction on k. 
Polynomial mappings. Polynomials on Z of degree ≤ d can be characterized as those
maps all of whose (d+1)-th discrete derivatives vanish identically. A similar definition
can be made for maps on any groups, but it has a serious disadvantage: unlike in the
commutative case, a product of two polynomials of degree≤ d may have higher degree
> d, which causes difficulties in various inductive arguments. This flaw has been
rectified for polynomial mappings into nilpotent groups by Leibman who introduced
the notion of vector degree and showed that polynomial mappings of a given vector
degree form a group under pointwise operations [Lei02, Proposition 3.7 and erratum].
We find it more convenient to phrase his result in terms of filtrations. A prefiltration
T• is a sequence of subgroups
(4.2) T0 ≥ T1 ≥ T2 ≥ . . . such that [Ti ,T j]⊂ Ti+ j for all i, j ∈ N = {0,1, . . . }.
A filtration (on a group T ) is a prefiltration in which T0 = T1 (and T0 = T ). A
prefiltration is said to have length d ∈ N if Td+1 is the trivial group and length −∞
if T0 is the trivial group. In this article we only consider prefiltrations for which one
of these alternatives holds. If T is a nilpotent group, then the lower central series is
a filtration. For a prefiltration T• of length d we define T•+t to be the prefiltration of
length d − t (= −∞ if d < t) on T given by (T•+t)i = Ti+t .
We define T•-polynomial maps by induction on the length of the prefiltration.
Definition 4.3. Let T• be a prefiltration of length d ∈ {−∞}∪N. A map T : G → T0 is
called T•-polynomial if either d =−∞ (so that T ≡ 1T ) or for every r ∈ G the discrete
derivative DrT is T•+1-polynomial.
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Heuristically, this means that a map T : G → T is polynomial if and only if every
discrete derivative is polynomial “of lower degree” (although it usually does not make
sense to define a “degree” for polynomials into nilpotent groups since it is necessary
to keep track of the prefiltration T• anyway). Note that any map T : G → T into a
nilpotent group that is polynomial of scalar degree ≤ d in the sense that
Dr1 . . .Drd+1T ≡ 1T for any r1, . . . , rd+1 ∈ G
is also polynomial in the sense of Definition 4.3. Indeed, if T• is the lower central
series, then
(4.4) T0 ≥ T1 ≥ · · · ≥ T1︸ ︷︷ ︸
d times
≥ · · · ≥ Ts ≥ · · · ≥ Ts︸ ︷︷ ︸
d times
≥ Ts+1
is again a filtration, and T is polynomial with respect to it. This is because the (d+1)-th
derivative of T vanishes identically and in particular takes values in T2, although one
cannot a priori say anything about the d-th derivative. On the other hand any mapping
that is polynomial with respect to some filtration has scalar degree bounded by the
length of the filtration. This shows in particular that for any finite set of polynomial
maps into a nilpotent group there is a filtration with respect to which all of them are
polynomial.
The next theorem is a version of Leibman’s result that polynomial mappings form a
group [Lei02, Theorem 3.4]. A short proof can be found in [ZK12].
Theorem 4.5. The set of T•-polynomial maps G → T is a group under pointwise oper-
ations and is shift-invariant in the sense that for every T•-polynomial T and r ∈ G the
translate Rrg is also T•-polynomial. Moreover, for any T•+t i -polynomial maps Ti : G →
T , i = 0,1, the commutator [T0, T1] is T•+t0+t1 -polynomial.
If G = Zr or G = Rr , then examples of polynomial mappings are readily obtained
considering T (n) = T
p1(n)
1 · · · · · T
pl(n)
l
, where pi : Z
r → Z (resp. Rr → R) are conven-
tional polynomials and Ti : Z → T (resp. R → T ) are one-parameter subgroups. It
is also known that group homomorphisms between any not necessarily commutative
group and a nilpotent group are polynomial, see [ZK12].
We say that a system (T0, . . . , T j) is T•-polynomial for a prefiltration T• if every
map Ti is T•-polynomial. We now record a streamlined proof of Walsh’s result that
that every polynomial system has finite complexity. For brevity we will denote discrete
derivatives by
DrT (g) := T
−1(g)RrT (g), where RrT (g) = T (gr).
Note that for every T•-polynomial T and r ∈ G the translate RrT is also T•-polynomial
(since RT = TDRT). We will omit the index r in statements that hold for all r ∈ G .
Theorem 4.6. The complexity of every T•-polynomial system T˜= (T0, . . . , T j) is bounded
by a constant c(d, j) that only depends on the length d of the prefiltration T• and the size
j of the system.
The proof is by induction on d. For induction purposes we need the formally
stronger statement below. We use the convenient shorthand notation T (S0, . . . ,Sk) =
(TS0, . . . , TSk).
Proposition 4.7. Let T˜ = (T0, . . . , T j) be a T•-polynomial system. Let also S0, . . . ,S j be
T•+1-polynomial systems and assume cplxS j ≤ c j. Then the complexity of the system
T = T0S0 ⊎ · · · ⊎ T jS j is bounded by a constant c
′ = c′(d, j, |S0|, . . . , |S j−1|,c j), where d is
the length of T•.
The induction scheme is as follows. Theorem 4.6 with length d − 1 is used to prove
Proposition 4.7 with length d, that in turn immediately implies Theorem 4.6 with
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length d. The base case, namely Theorem 4.6 with d = −∞, is trivial and c(−∞, j) =
0.
Proof of Prop. 4.7 assuming Thm. 4.6 for length d − 1. It suffices to obtain a uniform
bound on the complexity of T∗ for every reduction T∗ = T∗
r
, possibly cheating first.
Splitting S j = S
′
j
⊎ (S) (where S′
j
might be empty) we obtain
(4.8) T∗ = T0S0 ⊎ · · · ⊎ T j−1S j−1 ⊎ T jS
′
j
⊎
D
T jS|T0S0 ⊎ · · · ⊎ T j−1S j−1 ⊎ T jS
′
j
E
.
Note that for every T•+1-polynomial S
′ we have
(4.9)
¬
T jS|T jS
′
¶
= T jS(RT jRS)
−1RT jRS
′ = T jS(RS)
−1RS′ = T j


S|S′

and
(4.10)
¬
T jS|TiS
′
¶
= D(S−1T−1
j
)RTiRS
′ = D(S−1T−1
j
)TiDTiRS
′
= TiD(S
−1T−1
j
)[D(S−1T−1
j
), Ti]DTiRS
′ = Ti S˜,
where S˜ is a T•+1-polynomial by Theorem 4.5. By cheating we can rearrange the terms
on the right-hand side of (4.8), obtaining
(4.11) cplxT∗ ≤ cplx

T0S˜0 ⊎ · · · ⊎ T j−1S˜ j−1 ⊎ T j

S′
j
⊎
D
S|S′
j
E
for some T•+1-polynomial systems S˜0, . . . , S˜ j−1 with cardinality 2|S0|, . . . , 2|S j−1|, re-
spectively.
We use nested induction on j and c j . In the base case j = 0 we have T = S0 and we
obtain the conclusion with
c′(d, 0,c0) = c0.
Suppose that j > 0 and the conclusion holds for j − 1. If c j = 0, then by cheating we
may assume S j = (1T ). Moreover, (4.11) becomes
cplxT∗ ≤ cplx

T0S˜0 ⊎ · · · ⊎ T j−1S˜ j−1

.
The induction hypothesis on j and Theorem 4.6 applied to S˜ j−1 yield the conclusion
with the bound
c′(d, j, |S0|, . . . , |S j−1|, 0) = c
′(d, j − 1,2|S0|, . . . , 2|S j−2|,c(d − 1,2|S j−1|)) + 1.
If c j > 0, then by cheating we may assume S j 6= (1T ) and cplxS
∗
j
≤ c j − 1, and (4.11)
becomes
cplxT∗ ≤ cplx

T0S˜0 ⊎ · · · ⊎ T j−1S˜ j−1 ⊎ T jS
∗
j

.
The induction hypothesis on c j now yields the conclusion with the bound
c′(d, j, |S0|, . . . , |S j−1|,c j) = c
′(d, j, 2|S0|, . . . , 2|S j−1|,c j − 1) + 1. 
Proof of Thm. 4.6 assuming Prop. 4.7 for length d. Use Proposition 4.7 with system T˜
as in the hypothesis and systems S0, . . . ,S j being the trivial system (1T ). This yields
the bound
c(d, j) = c′(d, j, 1, . . . , 1, 0). 
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5. THE STRUCTURE THEOREM
The idea to prove a structure theorem for elements of a Hilbert space via the Hahn-
Banach theorem is due to Gowers [Gow10, Proposition 3.7]. The insight of Walsh
[Wal12, Proposition 2.3] was to allow the “structured” and the “pseudorandom” part
in the decomposition to take values in varying spaces that satisfy a monotonicity con-
dition.
The assumption that these spaces are described by norms that are equivalent to the
original Hilbert space norm can be removed. In fact the structure theorem continues
to hold for spaces described by extended seminorms3 that are easier to construct in
practice as we will see in Lemma 6.6.
The Hahn-Banach theorem is used in the following form.
Lemma 5.1. Let Vi , i = 1, . . . , k, be convex subsets of a Hilbert space H, at least one of
which is open, and each of which contains 0. Let V := c1V1 + · · ·+ ckVk with ci > 0 and
take f 6∈ V. Then there exists a vector φ ∈ H such that


f ,φ

≥ 1 and


v,φ

< c−1
i
for
every v ∈ Vi and every i.
Proof. By the assumption the set V is open, convex and does not contain f . By the
Hahn-Banach theorem there exists a φ ∈ H such that


f ,φ

≥ 1 and


v,φ

< 1 for
every v ∈ V . The claim follows. 
The next result somewhat resembles Tao’s structure theorem [Tao06], though Tao’s
result gives additional information (positivity and boundedness of the structured part).
Information of that kind can also be extracted from the proof via the Hahn–Banach
theorem using some of the more advanced techniques of Gowers [Gow10].
Structure Theorem 5.2. For every δ > 0, any functions ω,ψ: A→ A, and every M• ∈ A
there exists an increasing sequence of indices
(5.3) M• ≤ M1 ≤ · · · ≤ M⌈2δ−2⌉
for which the following holds. Let η : R+ → R+ be any function and (‖ · ‖α)α∈A be a net
of extended seminorms on a Hilbert space H such that the net of dual extended seminorms
(‖ · ‖∗α)α∈A decreases monotonically. Then for every f ∈ H with ‖ f ‖ ≤ 1 there exists a
decomposition
(5.4) f = σ+ u+ v
and an 1≤ i ≤ ⌈2δ−2⌉ such that
(5.5) ‖σ‖β < C
δ,η
i
, ‖u‖∗α < η(C
δ,η
i
), and ‖v‖ < δ,
where the indices α and β satisfy ω(α) ≤ Mi and ψ(Mi) ≤ β , and where the constant
C
δ,η
i
belongs to a decreasing sequence that only depends on δ and η and is defined induc-
tively starting with
(5.6) C
δ,η
⌈2δ−2⌉
= 1 by C
δ,η
i−1 =max
n
C
δ,η
i ,
2
η(C
δ,η
i
)
o
.
In the sequel we will only use Theorem 5.2 with the identity function ω(α) := α, in
which case we can choose α= Mi , and with δ and η as in (6.3).
Proof. It suffices to consider functions such that ω(α) ≥ α and ψ(α) ≥ α for all α (in
typical applications ψ grows rapidly).
The sequence (Mi) and auxiliary sequences (αi), (βi) are defined inductively start-
ing with α1 := M• by
Mi :=ω(αi), βi :=ψ(Mi), αi+1 := βi ,
3An extended seminorm ‖ · ‖ on a vector space H is a function with extended real values [0,+∞] that is
subadditive, homogeneous (i.e. ‖λu‖ = |λ|‖u‖ if λ 6= 0) and takes the value 0 at 0.
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so that all three sequences increase monotonically. Let r be chosen later and assume
that there is no i ∈ {1, . . . , r} for which a decomposition of the form (5.4) with α = αi ,
β = βi exists.
For every i ∈ {1, . . . , r} we apply Lemma 5.1 with V1,V2,V3 being the open unit balls
of ‖ · ‖βi , ‖ · ‖
∗
αi
and ‖ · ‖, respectively, and with c1 = Ci , c2 = η(Ci), c3 = δ. Note that
V3 is open in H. We obtain vectors φi ∈ H such that

φi , f

≥ 1, ‖φi‖
∗
βi
≤ (Ci)
−1, ‖φi‖
∗∗
αi
≤ η(Ci)
−1, ‖φi‖ ≤ δ
−1.
Take i < j, then βi ≤ α j , and by (5.6) we have
|
¬
φi ,φ j
¶
| ≤ ‖φi‖
∗
α j
‖φ j‖
∗∗
α j
≤ ‖φi‖
∗
βi
‖φ j‖
∗∗
α j
≤ (Ci)
−1η(C j)
−1 ≤ (C j−1)
−1η(C j)
−1 ≤ (2η(C j)
−1)−1η(C j)
−1 =
1
2
,
so that
r2 ≤


φ1 + · · ·+φr , f
2
≤ ‖φ1 + · · ·+φr‖
2 ≤ rδ−2 +
r2 − r
2
,
which is a contradiction if r ≥ 2δ−2. 
6. REDUCIBLE AND STRUCTURED FUNCTIONS
In this section we adapt Walsh’s notion of a structured function and a corresponding
inverse theorem to the context of amenable groups. Informally, a function is reducible
with respect to a system if its shifts can be approximated by shifts arising from reduc-
tions of this system, uniformly over Følner sets that are not too large. A function is
structured if it is a linear combination of reducible functions.
Definition 6.1. Let T = (T0, . . . , T j) be a system, γ > 0 and α ∈ A. A function σ
bounded by one is called uniformly (T,γ,α)-reducible (in symbols σ ∈ ΣT,γ,α) if for
every Følner set I with ϕγ(⌊I⌋) ≤ α there exist functions b0, . . . , b j−1 bounded by one
and a finite measure set J ⊂ G such that for every g ∈ I
(6.2)
T j(g)σ−Eh∈J j−1∏
i=0
¬
T j |Ti
¶
h
(g)bi

∞
< γ.
Walsh’s definition of L-reducibility with parameter ε corresponds to uniform (T,γ,α)-
reducibility with α = ϕγ(L) and a certain γ= γ(ε) that will now be defined along with
other parameters used in the proof of the main result.
Given ε > 0 we fix
(6.3) δ =
ε
22 · 32
and η(x) =
ε2
23 · 33x
and define the decreasing sequence C
δ,η
1 ≥ · · · ≥ C
δ,η
⌈2δ−2⌉
as in (5.6). It is in turn used
to define the function
(6.4) γ= γ1(ε) =
ε
3 · 8C∗
, where C∗ = C
δ,η
1 ,
and its iterates γc+1(ε) = γc(γ).
The ergodic average corresponding to a system T = (T0, . . . , T j), bounded functions
f0, . . . , f j and a finite measure set I ⊂ G is denoted by
A T
I
[ f0, . . . , f j] := Eg∈I
j∏
i=0
Ti(g) fi .
The inverse theorem below tells that any function that gives rise to a large ergodic
average correlates with a reducible function.
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Inverse Theorem 6.5. Let ε > 0. Suppose that ‖u‖∞ ≤ 3C, the functions f0, . . . , f j−1
are bounded by one, and ‖A T
I
[ f0, . . . , f j−1,u]‖2 > ε/6 for some Følner set I = Φαr. Then
there exists a uniformly (T,γ,α)-reducible function σ such that 〈u,σ〉 > 2η(C).
Proof. Set b0 :=A
T
I
[ f0, . . . , f j−1,u] f0/‖u‖∞, so that ‖b0‖∞ ≤ 1, and b1 := f1, . . . , b j−1 :=
f j−1. Recall T0 ≡ 1T and note that
2η(C)< ‖u‖−1
∞
A T
I
[ f0, . . . , f j−1,u]
2
2
=
*
Eg∈I
j−1∏
i=0
Ti(g) fi · T j(g)u,
A T
I
[ f0, . . . , f j−1,u]
‖u‖∞
+
= Eg∈I
*
T j(g)u,
j−1∏
i=0
Ti(g)bi
+
=
*
u,Eh∈Φα
j−1∏
i=0
T j(hr)
−1Ti(hr)bi︸ ︷︷ ︸
=:σ
+
.
We claim that σ is uniformly (T,γ,α)-reducible.
Consider a Følner set I = ΦL r˜ with ϕγ(L) ≤ α. We have to show (6.2) for some
J ⊂ G and every element of I . Let g ∈ ΦL. By definition (3.2) of ϕγ we obtainσ−Eh∈Φα j−1∏
i=0
T j(ghr)
−1Ti(ghr)bi

∞
≤
m(gΦα∆Φα)
m(Φα)
< γ.
Since T j(g r˜) is an isometric algebra homomorphism, we see that T j(g r˜)σ is uniformly
approximated by
Eh∈Φα
j−1∏
i=0
T j(g r˜)T j(ghr)
−1Ti(ghr)bi .
Splitting ghr= g r˜ · r˜−1hr we can write this function as
Eh∈Φα
j−1∏
i=0
¬
T j |Ti
¶
r˜
−1hr
(g r˜)bi = Eh∈r˜−1Φαr
j−1∏
i=0
¬
T j |Ti
¶
h
(g r˜)bi ,
which gives (6.2) with J = r˜−1Φαr. 
Structure will be measured by extended seminorms associated to sets Σ of reducible
functions by the following easy lemma.
Lemma 6.6 (cf. [Gow10, Corollary 3.5]). Let H be an inner product space and Σ ⊂ H.
Then the formula
(6.7) ‖ f ‖Σ := inf
n k−1∑
t=0
|λt | : f =
k−1∑
t=0
λtσt ,σt ∈ Σ
o
,
where empty sums are allowed and the infimum of an empty set is by convention +∞,
defines an extended seminorm on H whose dual extended seminorm is given by
(6.8) ‖ f ‖∗
Σ
:= sup
φ∈H:‖φ‖Σ≤1
|


f ,φ

|= sup
σ∈Σ
|


f ,σ

|.
Heuristically, a function with small dual seminorm is pseudorandom since it does
not correlate much with structured functions.
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7. METASTABILITY OF AVERAGES FOR FINITE COMPLEXITY SYSTEMS
We come to the proof of the norm convergence result. Walsh’s approach to this
problem involves a quantitative statement that is stronger than Theorem 1.1 in the
same way as the quantitative von Neumann Theorem 2.5 is stronger than the finitary
von Neumann Theorem 2.2. We use the notation
A T
I,I ′
[ f0, . . . , f j] :=A
T
I
[ f0, . . . , f j]−A
T
I ′
[ f0, . . . , f j].
for the difference between two multiple averages.
Theorem 7.1. For every complexity c ∈ N and every ε > 0 there exists Kc,ε ∈ N such that
for every function F : A→ A and every M ∈ A there exists a tuple of indices
(7.2) M ≤ M
c,ε,F
1 , . . . ,M
c,ε,F
Kc,ε
∈ A
of size Kc,ε such that for every system T with complexity at most c and every choice of
functions f0, . . . , f j ∈ L
∞(X ) bounded by one there exists 1 ≤ i ≤ Kc,ε such that for all
Følner sets I , I ′ with M
c,ε,F
i
≤ ⌊I⌋, ⌊I ′⌋ and ⌈I , I ′⌉γc(ε) ≤ F(M
c,ε,F
i
) we have
(7.3) ‖A T
I,I ′
[ f0, . . . , f j]‖2 < ε.
Recall that ⌈I , I ′⌉γc(ε) was defined in Lemma 3.3. Theorem 7.1 will be proved by
induction on the complexity c. As an intermediate step we need the following.
Proposition 7.4. For every complexity c ∈ N and every ε > 0 there exists K˜c,ε ∈ N such
that for every function F : A→ A and every M˜ ∈ A there exists a tuple of indices
(7.5) M˜ ≤ M˜
c,ε,F
1 , . . . , M˜
c,ε,F
K˜c,ε
∈ A
of size K˜c,ε as well as an index α = αc,ε,F(M˜) such that the following holds. For every
system T such that every reduction T∗
r
(r ∈ G ) has complexity at most c, every choice
of functions f0, . . . , f j−1 ∈ L
∞(X ) bounded by one, and every finite linear combination∑
t λtσt of uniformly (T,γ,α)-reducible functions σt there exists 1 ≤ i˜ ≤ K˜c,ε such that
for all Følner sets I , I ′ with M˜
c,ε,F
i˜
≤ ⌊I⌋, ⌊I ′⌋ and ⌈I , I ′⌉γc+1(ε) ≤ F(M˜
c,ε,F
i˜
) we have
(7.6)
A TI,I ′[ f0, . . . , f j−1,∑
T
λtσt]

2
< 8γ
∑
t
|λt |.
The induction procedure is as follows. Theorem 7.1 for complexity c is used to
deduce Proposition 7.4 for complexity c, which is in turn used to show Theorem 7.1
for complexity c+ 1. The base case (Theorem 7.1 with c = 0) is trivial, take K0,ε = 1
and M
0,ε,F
1 = M .
In order to keep an overview we note that in the proofs below elements of G are
denoted by l, r, g,h, indices (elements of A) by α,β ,M , real numbers by ε,δ,C , integers
by i, j, k, t,K ,c, and real-valued functions on X by f ,σ,u, v.
Proof of Prop. 7.4 assuming Thm. 7.1 for complexity c. The tuple (7.5) and the index α
will be chosen later. For the moment assume that I , I ′ ®γ I0 for some Følner set I0 with
ϕγ(⌊I0⌋) ≤ α. Consider the functions b
t
0
, . . . , bt
j−1
bounded by one and the sets J t ⊂ G
from the definition of uniform (T,γ,α)-reducibility of σt over I0 (Definition 6.1). Write
O(x) for an error term bounded by x in L∞(X ). By (6.2) we have
A T
I
[ f0, . . . , f j−1,σt] =m(I)
−1
∫
g∈I
j−1∏
i=0
Ti(g) fi · T j(g)σt
=m(I)−1
∫
g∈I∩I0
j−1∏
i=0
Ti(g) fi
 
Er∈J t
j−1∏
i=0
¬
T j |Ti
¶
r
(g)bt
i
+O(γ)
!
+
m(I \ I0)
m(I)
O(1).
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The first error term accounts for the L∞ error in the definition of uniform reducibility
and the second for the fraction of I that is not contained in I0. This can in turn be
approximated by
m(I)−1
∫
g∈I
Er∈J t
j−1∏
i=0
Ti(g) fi
j−1∏
i=0
¬
T j|Ti
¶
r
(g)bt
i
+
m(I ∩ I0)
m(I)
O(γ) +
m(I \ I0)
m(I)
O(2)
= Er∈J tA
T∗
r
I [ f0, . . . , f j−1, b
t
0
, . . . , bt
j−1
]+O(3γ).
Using the analogous approximation for I ′ and summing over t we obtain
(7.7) ‖A T
I,I ′
[ f0, . . . , f j−1,
∑
t
λtσt]‖2
≤
∑
t
|λt |Er∈J t‖A
T∗
r
I,I ′
[ f0, . . . , f j−1, b
t
0
, . . . , bt
j−1
]‖2 + 6γ
∑
t
|λt |.
If T is commutative and T consists of affine mappings, then the maps that constitute
systems T∗
r
differ at most by constants, and in this case one can bound the first sum-
mand by a norm of a difference of averages associated to certain functions on X ×⊎tJ
t
similarly to the reduction in [Tao08, §5]. In general we need (a version of) the more
sophisticated argument of Walsh that crucially utilizes the uniformity in the induction
hypothesis. The argument provides a bound on most (with respect to the weights
|λt |/m(J
t)) of the norms that occur in the first summand.
Let r = r(c,ε) be chosen later. We use the operation M 7→ M
c,γ,Fs
i
and the constant
K = Kc,γ from Theorem 7.1 (with γ in place of ε) to inductively define functions
Fr , . . . , F1 : A→ A by
Fr = F, Fs−1(M) := sup
1≤i≤K
Fs(M
c,γ,Fs
i
).
This depends on a choice of a supremum function for the directed set A that can be
made independently of all constructions performed here. Using the same notation
define inductively for 1≤ i1, . . . , ir ≤ K the indices
M˜ () := M˜ , M˜ (i1 ,...,is−1 ,is) := (M˜ (i1 ,...,is−1))
c,γ,Fs
is
.
The theorem tells that for every t, r and 1≤ i1, . . . , is−1 ≤ K there exists some 1≤ is ≤
K such that
(7.8) ‖A
T∗
r
I,I ′
[ f0, . . . , f j−1, b
t
0
, . . . , bt
j−1
]‖2 < γ
holds provided
(7.9) M˜ (i1 ,...,is) = (M˜ (i1 ,...,is−1))
c,γ,Fs
is
≤ ⌊I⌋, ⌊I ′⌋ and ⌈I , I ′⌉γc(γ) ≤ Fs(M˜
(i1,...,is)).
Start with s = 1. By the pigeonhole principle there exists an i1 such that (7.8) holds
for at least the fraction 1/K of the pairs (t, r) with respect to the weights |λt |/m(J
t)
(provided (7.9) with s = 1).
Using the pigeonhole principle repeatedly on the remaining pairs (t, r) with weights
|λt |/m(J
t) we can find a sequence i1, . . . , ir such that for all pairs but the fraction
( K−1
K
)r the estimate (7.8) holds provided that the conditions (7.9) are satisfied for all
s.
By definition we have M˜ ≤ M˜ (i1) ≤ M˜ (i1 ,i2) ≤ · · · ≤ M˜ (i1 ,...,ir ) and
F1(M˜
(i1))≥ F2((M˜
(i1))
c,γ,F2
i2
) = F2(M˜
(i1 ,i2))≥ . . .
≥ Fr(M˜
(i1 ,...,ir )) = F(M˜ (i1 ,...,ir ))
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for any choice of i1, . . . , ir . Therefore the conditions (7.9) become stronger as s in-
creases. Recall from (6.4) that γc(γ) = γc+1(ε), thus we only need to ensure
(7.10) M˜ (i1 ,...,ir ) ≤ ⌊I⌋, ⌊I ′⌋ and ⌈I , I ′⌉γc+1(ε) ≤ F(M˜
(i1,...,ir )).
This is given by the hypothesis if we define the tuple (7.5) to consist of all numbers
M˜ (i1 ,...,ir ) where i1, . . . , ir ∈ {1, . . . ,K}, so K˜c,ε = (Kc,γ)
r .
We now choose r to be large enough that ( K−1
K
)r < γ. Then the sum at the right-
hand side of (7.7) splits into a main term that can be estimated by γ
∑
t |λt | using (7.8)
and an error term that can also be estimated by γ
∑
t |λt | using the trivial bound
‖A
T∗
r
I,I ′
[ f0, . . . , f j−1, b
t
0
, . . . , bt
j−1
]‖2 ≤ 1.
Finally, the second condition in (7.10) by definition means that there exists a Følner
set I0 such that ⌊I0⌋= F(M˜
(i1 ,...,ir )) and I , I ′ ®γc+1(ε) I0. In particular we have I , I
′ ®γ I0
since γc+1(ε)≤ γ1(ε) = γ. Taking
α := sup
1≤i1,...,ir≤K
ϕγ(F(M˜
(i1 ,...,ir )))
guarantees ϕγ(⌊I0⌋)≤ α. 
Proof of Thm. 7.1 assuming Prop. 7.4 for complexity c− 1. Let c, ε, F and a system T
with complexity at most c be given. By cheating we may assume that every reduction
T∗
r
(r ∈ G ) has complexity at most c− 1.
We apply the Structure Theorem 5.2 with the following data. The extended semi-
norms ‖ · ‖α := ‖ · ‖ΣT,γ,α , α ∈ A, are given by Lemma 6.6; the dual extended seminorms
‖ · ‖∗α = ‖ · ‖
∗
ΣT,γ,α
decrease monotonically since ΣT,γ,α′ ⊂ ΣT,γ,α whenever α
′ ≥ α. The
functionψ(M˜) := αc,ε,F(M˜) is given by Proposition 7.4 with c, ε, F as in the hypothesis
of this theorem. Finally, ω(α) := α and M• := M . The structure theorem provides a
decomposition
(7.11) f j =
∑
t
λtσt + u+ v,
where
∑
t |λt | < C
δ,η
i
=: Ci ≤ C
∗, σt ∈ ΣT,γ,B, ‖u‖
∗
Mi
< η(Ci) and ‖v‖2 < δ. Here
ψ(Mi) ≤ B, and the index Mi ≥ M• = M comes from the sequence (5.3) that depends
only on ψ, M and ε, and whose length ⌈2δ−2⌉ depends only on ε. Note that ψ in turn
depends only on c, ε and F .
We will need an L∞ bound on u in order to use the Inverse Theorem 6.5. To this
end let S = {|v| ≤ Ci} ⊂ X , then
|u|1S ≤ 1S +
∑
t
|λt |1S + |v|1S ≤ 3Ci .
Moreover, the restriction of u to S∁ is bounded by
|u|1S∁ ≤ 1S∁ +
∑
t
|λt |1S∁ + |v|1S∁ ≤ 3|v|1S∁ ,
so it can be absorbed in the error term v. It remains to check that ‖u1S‖
∗
Mi
is small.
By Chebyshev’s inequality we have C2
i
µ(S∁) ≤ ‖v‖2
2
, so that µ(S∁)1/2 ≤ δ/Ci . Let now
σ ∈ ΣMi be arbitrary and estimate
|


u1S ,σ

| ≤ | 〈u,σ〉 |+ |


u1S∁ ,σ

| ≤ ‖u‖∗
Mi
+ ‖u1S∁‖2‖σ1S∁‖2
< η(Ci) + 3‖v‖2µ(S
∁)1/2 ≤ η(Ci) + 3δ ·δ/Ci < 2η(Ci).
Thus (replacing u by u1S and v by v + u1S∁ if necessary) we may assume ‖u‖∞ ≤ 3Ci
at the cost of having only ‖u‖∗
Mi
< 2η(Ci) and ‖v‖2 ≤ 4δ < ε/6.
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Now we estimate the contributions of the individual summands in (7.11) to (7.3).
The bounds
‖A T
I
[ f0, . . . , f j−1, v]‖2 ≤
ε
6
and ‖A T
I ′
[ f0, . . . , f j−1, v]‖2 ≤
ε
6
are immediate. Proposition 7.4 for complexity c−1 with M˜ = Mi (applicable since the
functions σt are uniformly (T,γ,ψ(Mi))-reducible) shows thatA TI,I ′[ f0, . . . , f j−1,∑
t
λtσt]

2
< 8γ
∑
t
|λt |<
ε
3
,
provided that the Følner sets I , I ′ satisfy
M˜
c−1,ε,F
i˜
≤ ⌊I⌋, ⌊I ′⌋ and ⌈I , I ′⌉γc(ε) ≤ F(M˜
c−1,ε,F
i˜
)
for some M˜
c−1,ε,F
i˜
that belongs to the tuple (7.5) given by the same proposition. The
former condition implies in particular Mi ≤ M˜
c−1,ε,F
i˜
≤ ⌊I⌋, ⌊I ′⌋, and in this case the
Inverse Theorem 6.5 shows that
‖A T
I
[ f0, . . . , f j−1,u]‖2 ≤
ε
6
and ‖A T
I ′
[ f0, . . . , f j−1,u]‖2 ≤
ε
6
,
since otherwise there exists a uniformly (T,γ,Mi)-reducible functionσ such that 〈u,σ〉 >
2η(Ci).
We obtain the conclusion of the theorem with the tuple (7.2) being the concatena-
tion of the tuples (7.5) provided by Proposition 7.4 with M˜ = Mi ≥ M for 1 ≤ i ≤
⌈2δ−2⌉. In particular, Kε,c = ⌈2δ
−2⌉K˜ε,c−1. 
This completes the induction and thus the proof of Proposition 7.4 and Theorem 7.1.
The proof of the fact that metastability implies convergence has been already outlined
in the discussion of the von Neumann mean ergodic theorem. For completeness we
repeat the full argument.
Proof of Theorem 1.1. In the case (1) we apply Theorem 4.6 and in the case (2) Propo-
sition 4.1. In both cases we obtain that the complexity c := cplxT is finite. We may
assume that the functions f0, . . . , f j are bounded by one.
Assume that the functions A T
I
[ f0, . . . , f j] do not converge in L
2(X ) along ⌊I⌋ ∈ A.
Then there exists an ε > 0 such that for every M ∈ A there exist Følner sets I , I ′ such
that M ≤ ⌊I⌋, ⌊I ′⌋ and
‖A T
I
[ f0, . . . , f j]−A
T
I ′
[ f0, . . . , f j]‖2 = ‖A
T
I,I ′
[ f0, . . . , f j]‖2 > ε.
This contradicts Theorem 7.1 with F(M) := ⌈I , I ′⌉γc(ε). Therefore the limit
lim
⌊I⌋∈A
A T
I
[ f0, . . . , f j]
exists. Since the Følner net was arbitrary, Lemma 3.4 implies that the limit does not
depend on it. 
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