The article provides an approach of getting optimal time through graph for Simple step stress accelerated test of inverse weibull distribution. In this we estimate parameters using log linear relationship by maximum likelihood method. Along with this, asymptotic variance and covariance matrix of the estimators are given. Comparison between expected and observed Fisher Information matrix is also shown. Furthermore, confidence interval coverage of the estimators is also presented for checking the precession of estimator. This approach is illustrated with an example using software.
I. INTRODUCTION
A more generalized case is used in step stress for the fulfillment of all the applications. Frechet distribution is important for modeling the statistical behavior of materials for a variety of engineering applications. It handles sensitive circuits very easily and is also used for opto electronic device such as solar cell, photo diodes, phototransistor, light emitting devices etc.
Due to continuous improvement in the technology, the products today have become more and more reliable with more life. It might take a long time, maybe several years, for a product to fail, which makes it difficult and even impossible to obtain the failure information under usage condition for such highly reliable products. So to get the information about the lifetime, a sample of these products is subjected to more severe operating conditions than normal ones to obtain its failure mode. This type of testing is called the accelerated life testing (ALT), where the products are put under higher than usual stresses to get more failure data in short time. The basic goal of ALT is to produce high quality product at low cost and less time.
The stress can be applied in different ways. Commonly used methods are constant stress, progressive stress and step stress:  Constant-stress ALT: In this type, stress is kept at a constant level throughout the life of test products.
Some of the important early works in constant-stress test can be found in Kelpinski and Nelson [1] , Nelson and Meeker [2] .  Progressive-stress ALT: In this type, stress applied to a test product is continuously increasing with time. See, Balakrishnana and Han [3] .  Step-stress accelerated life testing (SSALT): In this stresses are increased in stepwise manner i.e. firstly the product is subjected to a specified constant stress S1, for a specified length of time. If it does not fail, it is subjected to a higher stress level S2 until it fails. Since higher stresses are used for better result, so accelerated testing must be approached with caution to avoid introducing failure modes that will not be encountered in normal use.
where: Fi(t) the cumulative distribution function(c.d.f.) of the failure time at stress Si, τ is the time to change stress and τ' is the solution of F1(τ) = F2(τ').
On solving for τ' we get:
The Reliability function of Frechet distribution is:
The remainder of this paper is organized as follows: In Section 2 we provide the simple conditions and assumptions on which whole paper is based. Next Section 3 presents the maximum likelihood estimators (MLEs) of model as well as Fisher Information matrix. Along with this variance-covariance matrix is also discussed. Section 4 gives the confidence interval details followed by calculation of optimal time with the help of graph in section 5. Section 6 explains the simulation studies for illustrating the theoretical results. Finally, conclusions are included in Section 7.
Notation: where log(θi)=β0+β1Si, i=1, 2 Basic assumptions are: 1. Under any stress the life time of test unit follows a frechet distribution with known shape parameter (α). 2. Testing is done at two stresses S1 and S2, with S1 < S2. 3. A random sample of n identical products is placed on a life test. First all test units are placed on low stress S1 and run until time τ and then it is placed at higher stress S2 until all units fail. 4. The scale parameter θi at stress level i, i=1, 2 is a loglinear function of stress i.e. log(θi)=β0+β1Si, where, β0 and β1<0 are unknown parameters which is estimated by the data. 5. The lifetime of test units are independent and identically distributed.
III. ESTIMATION PROCESS

A. Maximum Likelihood estimates
Let tij, , i=1,2, j=1,2,….ni be the observed failure test of a unit j under the stress level i, where n1 denotes the number of units failed at stress S1 and n2 denotes the number of units failed at stress S2 respectively. The likelihood function is given by-
The log likelihood of the likelihood function is given by:
The maximum likelihood estimates for β0 and β1 be obtained by solving:
By solving the system of nonlinear equation (3) 
B. Fisher Information Matrix
The expected Fisher information matrix is obtained by taking the negative of the expected value of the second and mixed partial derivative of logl with respect to β0 and β1 which is given as follows: 
where, 
Elements A, B and C are given in (9) . When the exact mathematical expressions for the expectation is difficult to find then it can be approximated to the negative of the second and mixed partial derivative of log l with respect to and 1 0   evaluated at MLE. It is known as observed Fisher information matrix, given by:
Elements of above matrix are given by (6), (7) and (8).
IV. CONFIDENCE INTERVAL
The most common method to set confidence bounds for the parameters is to use asymptotic normal distribution of maximum likelihood estimators, see Vander Wiel and Meeker [18] . An estimate of a population parameter may be expressed in two ways:  Point estimate: A point estimate of a population parameter is a single value of a statistic.  Interval estimate: An interval within which the value of a parameter of a population has a probability of occurring.
In most cases, Statisticians use confidence interval to express the precision and uncertainty as they convey additional information than point estimate. For accurate construction of confidence intervals, the variance of the MLE is needed. So in order to construct the confidence intervals for parameters, we will use the asymptotic normality of the maximum likelihood estimates.
It is known that: 
An optimal test plan determines the type of stresses to be applied, level of each stress involved, methods used for stress application, minimum number of failures allocated at each stress level, optimum test duration by formulating the problem to minimize the AV of the MLE of a given 100 p th percentile at design stress. The log of the 100 p th percentile of the lifetime tp(S0) at the design stress S0 is given by
The main purpose of this section is to explore the choice of τ in step stress accelerated life test which is obtained by minimizing AV of the MLE of a given 100 p th percentile at design stress S0. The AV is given by:
where , 
VI. SIMULATION STUDY
The main objective of this section is to illustrate how one can utilize the theoretical results discussed in the paper. In this we want to study the properties of parameter estimate and the respective confidence interval of parameters. We will also determine the optimal time which is obtained by minimizing the AV. So for the accomplishment of this task numerical example is presented. Example: Existing algorithms used in R and MATLAB to minimize the multivariable function is unable to calculate the minimum value of the above mentioned (13) . So the value of stresses (S0, S1, S2), α, β0, β1 and τ cannot be found. Hence for minimizing the above equation following program is used.
For n=100, α=0.9(Shape parameter) for(β1=1; β1<=10; β1= β1+0.05 ) for(β0=0.05; β0<=10; β0= β1+0.04 ) for(S2=1; S2<=10; S2= S2+0.05 ) for(S1=0.5; S1<=10; S1= S1+0.02 ) for(S0=0.8; S0<=10; S0= S0+0.1 ) for τ =0; τ <=100; τ = τ +0.1 )
By running the above pseudo code on MATLAB we find various plots between AV and τ for different value of parameters in given range. Among these plots, only one plot contains the minimum value of asymptotic variance for which the variables are τ * =2.7, S0=1, S1=2.5, S2=3.5, β0=0.9 and β1=1.5. And this plot is shown as follows: The time corresponding to minimum value of AV is called optimal time which is shown in the plot by τ*.
The steps involved in simulation procedure for example below are described as follows: a) We simulate n=n1+n2=100 observations from K-H model (section(2)) through above mentioned values.
The following steps are followed:
 Generate a random sample of size n from U(0,1) and arrange them in ascending order such that following conditions are fulfilled for stress S1 and S2 respectively: e) The two sided confidence limit with confidence level δ=0.95 are constructed. f) Finally, 95% confidence interval coverage is also evaluated (approx and bootstrap). The data in Table 1 includes 100 simulated observations from cumulative Frechet distribution (from (14) ). Based on data the MLE of the model parameters β0 and β1 for τ * = 2.7, α = 3.19687 x 10 -7 , S1=2.5, S2=3.5, n1=73 and n2=27 obtained using maxNR option of R 
VII. CONCLUSION
Applications of Frechet distribution is more generalized for field of reliability. It handles sensitive circuits very easily and is also used for opto-electronic device such as solar cell, photo diodes, phototransistor, light emitting devices etc. The optimum plan is subjected to total number of test unit's available, shape parameter (α), β0 and β1. This approach of optimization is demonstrated by a numerical example, and the analysis shows that the initial value of parameters have little effect on optimal plans. Maximum likelihood estimators, Fisher information matrix (Expected and Observed) is also shown with confidence interval coverage of the estimators which is very high and stable. For some selected values of the parameters and stresses, we have shown in Fig. that as optimal time increases, the functional value (AV) also increases. Variation of optimal time for fixed shape parameter is also is also shown in table 4. From table 5 we conclude that Optimal time is stable when parameters are fixed while stresses lies between 0.6<S1<2.7 and 1.02<S2<3.6. Hence stress level has less impact on optimal time which suggests that the model is appropriate in the field of high reliability components.
