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We consider linearly ordered, Archimedean dimension groups (G,G+,u) for which the
group G/〈u〉 is torsion-free. It will be shown that if, in addition, G/〈u〉 is generated by a
single element (i.e., G/〈u〉 ∼= Z), then (G,G+,u) is isomorphic to (Z+τZ, (Z+τZ)∩R+,1)
for some irrational number τ ∈ (0,1). This amounts to an extension of related results
where dimension groups for which G/〈u〉 is torsion were considered. We will prove, in the
case of the Fibonacci dimension group, that these results can be used to directly construct
an equivalence relation groupoid whose C∗-algebra is the Fibonacci C∗-algebra.
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1. Introduction
Consider an ordered group G , with positive elements G+ , and suppose G contains an element u such that for any g ∈ G
there is a positive integer n with −nu  g  nu. The triple (G,G+,u) is a dimension group, and the element u is an order
unit for the dimension group. A C∗-algebra A is an approximately ﬁnite-dimensional (AF) C∗-algebra if it is the closure of an
increasing union of ﬁnite-dimensional subalgebras. It turns out that there is a bijective correspondence between unital AF
algebras and dimension groups [2], and Elliott’s Theorem [3] establishes that two AF algebras are isomorphic if and only if
their corresponding dimension groups are isomorphic.
Another perspective on this relationship can be realized by studying groupoids. A groupoid is a set with a partially
deﬁned multiplication for which the properties of a group hold whenever they make sense. In the context of AF algebra
theory, these (now) AF groupoids are topological equivalence relations, where the partially deﬁned multiplication is given
by the transitivity of the relation [4]. It is known [5] that, just as with dimension groups, two AF algebras are isomorphic
if and only if their corresponding groupoids are. As such, studying any one of unital AF algebras, dimension groups, or AF
groupoids allows for insights into the properties of the other two.
Of course, all of this means that dimension groups and AF groupoids are connected, albeit implicitly, by their common
relationship to AF algebras. It may, however, be desirable to realize this connection in other, possibly more direct, ways.
Motivated by this, in [7] the focus was on linearly ordered dimension groups. In particular, letting 〈u〉 represent the subgroup
of G generated by the order unit u, [7] considered those situations where G/〈u〉 is a torsion group. In such a case it was
shown that the corresponding AF groupoid can be realized by considering the character group of G/〈u〉. The results of [7]
therefore provide a direct link between such dimension groups and their corresponding AF groupoids without having to
explicitly consider the associated AF algebra.
The results described in the present paper were obtained as part of an effort to extend the results of [7] to linearly
ordered dimension groups where G/〈u〉 is torsion-free. Under these circumstances, using the character group of G/〈u〉 to
obtain the unit space of an AF groupoid is no longer possible, for in [7] it is shown that the character group of G/〈u〉 is a
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group to be the unit space of an AF groupoid. So, whereas [7] focused attention on the character group of G/〈u〉, we will
now not have that tool at our disposal. As such, we concern ourselves here with a certain sequence of positive integers
associated with G/〈u〉. It will be shown that this sequence describes a unique irrational number in the interval (0,1) which
provides explicit information about the structure of G as an ordered subgroup of R.
To be somewhat more speciﬁc, when (G,G+,u) is linearly ordered and Archimedean, if G/〈u〉 is torsion-free and is
generated by a single element, then there exists a sequence of positive integers {nl}∞l=1, deﬁned in terms of the structure
of (G,G+,u), that corresponds directly to an irrational number τ ∈ (0,1). It will then be shown that (G,G+,u) is order
isomorphic to the dimension group (Z+τZ, (Z+τZ)∩R+,1), characterizing all such dimension groups as having this form.
This extends the results in [7] where it is shown that G/〈u〉 torsion is equivalent to (G,G+,u) being isomorphic to those
subgroups of R that correspond to the UHF algebras – of which the diadic rationals (Z[1/2],Z+[1/2],1) are a prototypical
example.
One speciﬁc example of such a dimension group is that corresponding to the Fibonacci algebra [2]. This algebra has a
dimension group isomorphic to one with the form described above where τ = 2/(1 + √5 ), the reciprocal of the golden
ratio. In this paper we will show how one can use the sequence {nl}∞l=1 corresponding to the Fibonacci algebra to build
a graph whose inﬁnite path space will serve as the unit space of an AF groupoid. By then viewing this path space as a
subspace of the set of all sequences of 0s and 1s, we will use the equivalence relation on the path space that identiﬁes
eventually equal sequences to describe an equivalence relation groupoid whose C∗-algebra is precisely the Fibonacci AF
algebra with which the discussion began. In this way a result analogous to that obtained in [7] will be obtained for this
particular example of a dimension group. It is conjectured that this result can be extended to any dimension group of the
form (Z + τZ, (Z + τZ) ∩ R+,1) for τ an arbitrary irrational in (0,1).
2. A structure theorem for certain dimension groups
Let (G,G+,u) be a linearly ordered, Archimedean dimension group such that G/〈u〉 is torsion-free. Further assume that
there exists an element e ∈ G , e > 0, such that G/〈u〉 = 〈e + 〈u〉〉. If we assume G/〈u〉 is nontrivial, then e /∈ 〈u〉. We may
further assume, without a loss of generality, that 0 < e < u since if e > u then there exists a smallest positive integer k
(since u is an order unit) such that (k − 1)u < e < ku. It follows that 0 < ku − e < u and that
G/〈u〉 = 〈e + 〈u〉〉= 〈(ku − e) + 〈u〉〉.
We now deﬁne the sequence {nl}∞l=1 of positive integers by
0 < e  (n1 − 1)e < u < n1e  (n1 + n2 − 1)e < 2u < (n1 + n2)e < · · · .
That each of the integers n1,n2, . . . exist follows because G is linearly ordered and Archimedean and since G/〈u〉 is torsion-
free. It is also clear that n1  2. The following lemma begins to provide yet more information about the sequence {nl}∞l=1.
Lemma 2.1. The sequence {nl}∞l=1 contains at most two integers: n1 and n1 − 1.
Proof. Let l  1 be given. We know that (n1 + · · · + nl)e > lu and n1e > u by construction. Thus, (n1 + · · · + nl + n1)e >
(l + 1)u. Since nl+1 is the smallest positive integer such that (l + 1)u < (n1 + · · · + nl + nl+1)e, we conclude that nl+1  n1.
Consequently, nr  n1 for all r  1.
Next, again for l 1 given, assume nl+1 < n1−1. Then, since (n1+· · ·+nl −1)e < lu, we have that (n1+· · ·+nl)e− lu < e.
Hence,
(n1 + · · · + nl)e − lu + nl+1e  (n1 + · · · + nl)e − lu + (n1 − 2)e
< e + (n1 − 2)e = (n1 − 1)e < u.
Thus, (n1+· · ·+nl+1)e− lu < u, from which it follows that (n1+· · ·+nl+1)e < (l+1)u, a contradiction of our choice for nl+1.
Thus, nl+1  n1 − 1. Consequently, nr  n1 − 1 for all r  1. Therefore, for all r  1, n1 − 1  nr  n1. This completes the
proof. 
We now utilize {nl}∞l=1 to construct the sequence {r/
∑r
i=1 ni}∞r=1, which, in effect, is a sequence of estimates of the
reciprocal of the number of copies of e needed to collectively equal u. This sequence will be the key to determining the
irrational number τ needed for our characterization of (G,G+,u). To establish this connection, we ﬁrst prove the following.
Lemma 2.2. The subsequence {2t/∑2ti=1 ni}∞t=0 is monotonically increasing.
Proof. By deﬁnition of {nl}∞l=1, for any t  0,
(n1 + · · · + n2t − 1)e < 2tu < (n1 + · · · + n2t )e.
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conclude that
n1 + · · · + n2t+1  (n1 + · · · + n2t ) + (n1 + · · · + n2t ).
It follows that 2t/
∑2t
i=1 ni  2t+1/
∑2t+1
i=1 ni , and consequently the subsequence is increasing. 
The following lemma has a similar proof, which we will therefore omit.
Lemma 2.3. The subsequence {2t/(∑2ti=1 ni − 1)}∞t=0 is monotonically decreasing.
It now follows from these two lemmas that{[
2t∑2t
i=1 ni
,
2t∑2t
i=1 ni − 1
]}∞
t=0
is a nested sequence of intervals, and consequently that
∞⋂
t=0
[
2t∑2t
i=1 ni
,
2t∑2t
i=1 ni − 1
]

= ∅.
In fact, this intersection contains a unique real number τ , as we now establish.
Lemma 2.4. The lengths of the intervals in the above sequence converge to zero.
Proof. We see that for any t  0,
2t∑2t
i=1 ni − 1
− 2
t∑2t
i=1 ni
= 2
t(∑2t
i=1 ni − 1
)(∑2t
i=1 ni
)
 2
t(∑2t
i=1 ni − 1
)2 .
Since ni  n1 − 1 for all i  1, we then see that
2t∑2t
i=1 ni − 1
− 2
t∑2t
i=1 ni
 2
t
(2t(n1 − 1) − 1)2 ,
the right-hand side of which clearly converges to 0 as t → ∞, completing the proof. 
We now immediately see that the unique element of this intersection, τ , satisﬁes, for all t  0,
2t∑2t
i=1 ni
 τ  2
t∑2t
i=1 ni − 1
.
In fact, these inequalities are strict for all t  0 since the subsequences appearing in Lemmas 2.2 and 2.3 have strictly
monotonic subsequences. To see why, let k 1 be given and assume, for example, that
2k∑2k
i=1 ni
= 2
t∑2t
i=1 ni
for all t  k. It follows that for all t  k,
2t∑
i=1
ni = 2t−k
2k∑
i=1
ni .
By construction, 2ku < (
∑2k
i=1 ni)e, and therefore(
2k∑
ni
)
e − 2ku > 0.i=1
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e < 2t−k
[(
2k∑
i=1
ni
)
e − 2ku
]
=
(
2t∑
i=1
ni
)
e − 2tu.
Thus,
2tu <
[(
2t∑
i=1
ni
)
− 1
]
e.
However, by construction of the sequence {nl}∞l=1,[(
2t∑
i=1
ni
)
− 1
]
e < 2tu
for all t , and therefore it must be that for each k 1 there exists tk  k such that
2k∑2k
i=1 ni
<
2tk∑2tk
i=1 ni
.
This establishes the existence of a strictly increasing subsequence of the subsequence appearing in Lemma 2.2. Much the
same argument can be applied to the subsequence appearing in Lemma 2.3.
As a consequence of this we have τ (
∑2t
i=1 ni − 1) < 2t < τ
∑2t
i=1 ni for all t  0, from which we can conclude that
(n1 + · · · + nr − 1)τ < r < (n1 + · · · + nr)τ , for all r  1. This is established in the following lemma.
Lemma 2.5. For all r  1, (
∑r
i=1 ni − 1)τ < r < (
∑r
i=1 ni)τ .
Proof. To derive a contradiction, assume that there exists r  1 such that (n1 + · · · +nr)τ < r. Then r − (n1 + · · · +nr)τ > 0,
and by the Archimedean property there exists S ∈ N such that if s  S then s(r − (n1 + · · · + nr)τ ) > r, or sr > s(n1 + · · ·
+ nr)τ + r. Since ru < (n1 + · · · + nr)e by deﬁnition, it must be that sru < s(n1 + · · · + nr)e, and therefore (n1 + · · · + nsr)
s(n1 + · · · + nr). So,
sr > (n1 + · · · + nsr)τ + r.
Now, ﬁnd l0  0 such that 2l0 > Sr, and ﬁnd s  S such that (s − 1)r < 2l0  sr. We know from above that 2l0 <
(n1 + · · · + n2l0 )τ , and therefore sr = 2l0 + (sr − 2l0 ) < (n1 + · · · + n2l0 )τ + (sr − 2l0 ). Thus,
(n1 + · · · + nsr)τ + r < sr < (n1 + · · · + n2l0 )τ +
(
sr − 2l0).
Since (s − 1)r < 2l0  sr, sr − 2l0 < r, and so,
(n1 + · · · + nsr)τ + r < (n1 + · · · + n2l0 )τ + r,
implying
(n1 + · · · + n2l0 )τ + r  (n1 + · · · + nsr)τ + r < (n1 + · · · + n2l0 )τ + r
since 2l0  sr. This contradiction implies (n1 + · · · + nr)τ  r.
Now, we know that for any s ∈ N, (n1 + · · · + nsr)e  s(n1 + · · · + nr)e since ru < (n1 + · · · + nr)e implies sru < s(n1 + · · ·
+ nr)e. Let M be an integer such that M  (r + 1)/τ . Then, the Archimedean property means that since (n1 + · · · + nr)e −
ru > 0, there exists S > 0 such that if s S then s(n1 + · · · + nr)e − sru > Me, or sru < s(n1 + · · · + nr)e − Me = [s(n1 + · · ·
+ nr) − M]e. Thus, for all s S , since n1 + · · · + nsr is the smallest integer with the property that sru < (n1 + · · · + nsr)e,
(n1 + · · · + nsr)e 
[
s(n1 + · · · + nr) − M
]
e
or n1 + · · · + nsr  s(n1 + · · · + nr) − M . So, if (n1 + · · · + nr)τ = r, then
sr = s(n1 + · · · + nr)τ 
[
(n1 + · · · + nsr) + M
]
τ .
Now, ﬁnd l0  0 such that 2l0 > Sr, and ﬁnd s  S such that (s − 1)r < 2l0  sr. Then, from our above result, 2l0 < (n1 +
· · · + n2l0 )τ , and therefore sr = 2l0 + (sr − 2l0 ) < (n1 + · · · + n2l0 )τ + (sr − 2l0 ), implying[
(n1 + · · · + nsr) + M
]
τ  sr < (n1 + · · · + n2l0 )τ +
(
sr − 2l0).
Since sr − 2l0 < r, it then follows that[
(n1 + · · · + nsr) + M
]
τ  sr < (n1 + · · · + n l0 )τ + r.2
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(n1 + · · · + nsr) + r + 1
τ
]
τ  sr < (n1 + · · · + n2l0 )τ + r
implying (n1 + · · · + nsr)τ + r + 1 < (n1 + · · · + n2l0 )τ + r. Since 2l0  sr,
(n1 + · · · + n2l0 )τ + r + 1 (n1 + · · · + nsr)τ + r + 1 < (n1 + · · · + n2l0 )τ + r,
or (n1 + · · · + n2l0 )τ + 1 < (n1 + · · · + n2l0 )τ , a contradiction. Therefore, it must be that for all r  1, r < (n1 + · · · + nr)τ . By
employing an argument of the same sort, one can also establish that
(n1 + · · · + nr − 1)τ < r
for all r  1. 
This lemma makes it clear that τ is an irrational number in the interval (0,1), and furthermore that it behaves in a way
very similar to the element e ∈ G . As such, we are in a position to prove the following structure theorem for these types of
dimension groups.
Theorem 2.6. Let (G,G+,u) be a linearly ordered, Archimedean dimension group such that G/〈u〉 is torsion-free and such that there
exists e ∈ G with G/〈u〉 = 〈e + 〈u〉〉. Then there exists an irrational number τ ∈ (0,1) such that (G,G+,u) is order isomorphic to the
dimension group (Z + τZ, (Z + τZ) ∩ R+,1).
Proof. Since we are assuming G/〈u〉 ∼= 〈e + 〈u〉〉, for all g ∈ G , there exists n ∈ Z such that g + 〈u〉 = ne + 〈u〉. Therefore,
g −ne ∈ 〈u〉, implying the existence of m ∈ Z such that g −ne =mu, or g = ne +mu. That n and m are unique follows from
the fact that G/〈u〉 is torsion-free. This gives us the ability to deﬁne a function
φ :
(
G,G+,u
)→ (Z + τZ, (Z + τZ) ∩ R+,1)
by φ(g) = φ(ne +mu) =m + nτ . We will prove that φ is a unital order preserving isomorphism.
That φ is a unital isomorphism is clear. The only potential diﬃculty is in proving that φ is order preserving. To verify
this, let g ∈ G+ , with g = ne+mu. It is clear, since e,u ∈ G+ , that not both n and m can be negative integers. Furthermore, if
both n and m are nonnegative, then clearly φ(g) 0. So, assume ﬁrst that n 0 and m < 0. Then, the fact that ne +mu  0
implies ne −mu. It therefore follows from the deﬁnition of the sequence {nl}∞l=1 that n n1 +n2 + · · · +n−m . Hence, from
our earlier observations about τ ,
nτ  (n1 + n2 + · · · + n−m)τ > −m,
leaving nτ +m > 0. If, on the other hand, n < 0 and m 0, then mu −ne, and again by the deﬁnition of {nl}∞l=1, n1 +n2 +· · · + nm − 1−n. Consequently,
−nτ  (n1 + n2 + · · · + nm − 1)τ <m,
and so nτ +m > 0. Therefore, we see that in all cases, if g ∈ G+ , then φ(g) 0. Thus, φ is order preserving, which completes
the proof. 
3. The Fibonacci algebra
We now consider the sequence {nl}∞l=1 for the speciﬁc example of the Fibonacci algebra (see, for example [2]) and
proceed to examine some of its properties. This will culminate in the construction of an equivalence relation groupoid by
making direct use of the sequence {nl}∞l=1. This groupoid will be shown to have as its corresponding C∗-algebra the Fibonacci
AF algebra [4,6]. As such, this construction establishes a direct connection between the Fibonacci dimension group and the
Fibonacci groupoid without explicit use of the corresponding AF algebra, analogous to [7] for the case when G/〈u〉 is torsion.
First, however, we must investigate in more detail the sequence {nl}∞l=1.
3.1. The structure of {nl} for the Fibonacci dimension group
In the case of the Fibonacci algebra, it is known that the dimension group is isomorphic to the group (Z+τZ, (Z+τZ)∩
R
+,1), where in this case τ = 2/(1+ √5 ). It is then easy to compute the ﬁrst few terms of the sequence {nl}∞l=1:
(2,2,1,2,2,1,2,1,2,2,1,2,2,1,2,1,2,2,1,2,1, . . .).
The structure possessed by this sequence, as indicated in the following lemma, will be crucial for our construction of the
corresponding AF groupoid.
Lemma 3.1. Let r  1 be given.
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i=1 ni
= 2.
(b) If nr+1 = 2, then n(∑r+1i=1 ni)−1 = 1.
Proof. First, we note that by Lemma 2.5,
τ
(
r∑
i=1
ni − 1
)
< r < τ
r∑
i=1
ni .
Likewise,
τ
( ∑r
j=1 n j∑
i=1
ni − 1
)
<
r∑
j=1
n j < τ
∑r
j=1 n j∑
i=1
ni,
and so we see that
τ
( ∑r
j=1 n j∑
i=r+1
ni − 1
)
<
r∑
j=1
n j − τ
r∑
i=1
ni < τ
∑r
j=1 n j∑
i=r+1
ni .
Now, since τ = 2
1+√5 , it follows that 1− τ = τ 2. Hence,
τ
( ∑r
j=1 n j∑
i=r+1
ni − 1
)
< τ 2
r∑
j=1
n j < τ
∑r
j=1 n j∑
i=r+1
ni,
allowing us to conclude that
∑r
j=1 n j∑
i=r+1
ni − 1 < τ
r∑
j=1
n j <
∑r
j=1 n j∑
i=r+1
ni .
Also note that r < τ
∑r
i=1 ni < r + 1, and so, it must be that
r + 1 =
∑r
j=1 n j∑
i=r+1
ni .
Consequently, since this equation holds for any r  1,
1+
∑r
j=1 n j∑
i=r+1
ni = r + 2 =
∑r+1
j=1 n j∑
i=r+2
ni .
So, if nr+1 = 1 then 1+ nr+1 = n∑r+1
i=1 ni
. This means that if nr+1 = 1, then 2 = n∑r+1
i=1 ni
, completing the proof of part (a).
As for part (b), we make a similar argument, except now beginning with the observation that
τ
( (∑rj=1 n j)+1∑
i=1
ni − 1
)
<
r∑
j=1
n j + 1 < τ
(
∑r
j=1 n j)+1∑
i=1
ni .
From this is will follow that
(
∑r
j=1 n j)+1∑
i=r+1
ni − 1 < τ
r∑
j=1
n j + 1
τ
<
(
∑r
j=1 n j)+1∑
i=r+1
ni,
and since 1/τ = τ + 1 we conclude
(
∑r
j=1 n j)+1∑
ni − 2 < τ
(
r∑
n j + 1
)
<
(
∑r
j=1 n j)+1∑
ni − 1.i=r+1 j=1 i=r+1
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r < τ
(
r∑
j=1
n j + 1
)
< r + 1,
and so
r + 2 =
(
∑r
j=1 n j)+1∑
i=r+1
ni .
Above we established that
r + 1 =
∑r
j=1 n j∑
i=r+1
ni,
which gives∑r
j=1 n j∑
i=r+1
ni + 1 =
(
∑r
j=1 n j)+1∑
i=r+1
ni .
As a consequence,
1 = n(∑ri=1 ni)+1 = n(∑r+1i=1 ni)−1,
as claimed. 
Before proceeding further, we deﬁne the sequence {nl}∞l=1 to be the tail of the sequence {nl}∞l=1 which starts at n2. That
is, nl = nl+1, for all l  1. It will be from this new sequence {nl}∞l=1 that we construct our groupoid. From Lemma 3.1 stems
the following result concerning the nature of the sequence {nl}∞l=1.
Corollary 3.2. Let r  1 be given.
(a) If nr = 1, then n(∑ri=1 ni)+1 = 2.
(b) If nr = 2, then n∑r
i=1 ni = 1.
The following lemma is a simple consequence of the deﬁnition of the sequence {nl}∞l=1. It tells us that (a) ones cannot
appear as consecutive terms; and (b) there can be no more than two consecutive terms equal to 2.
Lemma 3.3. Let r  1 be given.
(a) If nr+1 = 1, then nr = nr+2 = 2.
(b) If nr+1 = nr+2 = 2, then nr = rr+3 = 1.
And now for a more precise version of Corollary 3.2, Lemma 3.4 will be the key to understanding the structure of the
graph which will be used in the construction of our groupoid.
Lemma 3.4. Let r  1 be given.
(a) If nr = 1, then n∑r
i=1 ni = n(∑ri=1 ni)+1 = 2.
(b) If nr = 2, then n(∑ri=1 ni)−1 = 2 and n∑ri=1 ni = 1.
Proof. We proceed by induction, noting ﬁrst that when r = 1, nr = n1 = n2 = 2. Consequently, in this case n(∑ri=1 ni)−1 =
nn1−1 = n1 = 2 and n∑ri=1 ni = nn1 = n2 = n3 = 1.
Now let r  1 be given and assume the result holds for r. Suppose nr+1 = 1. That n(∑r+1i=1 ni)+1 = 2 follows immediately
from Corollary 3.2. In addition to this we note that since nr = 2 by Lemma 3.3, by the induction hypothesis, n∑r
i=1 ni = 1.
Thus, since nr+1 = 1, again by Lemma 3.3, 2 = n(∑ri=1 ni)+1 = n∑r+1i=1 ni .
If, on the other hand, nr+1 = 2, then Corollary 3.2 tells us that n∑r+1
i=1 ni
= 1. Since this means the previous term must be
a 2 by Lemma 3.3, we conclude n
(
∑r+1
i=1 ni)−1 = 2, completing the proof. 
64 R.J. Zerr / J. Math. Anal. Appl. 360 (2009) 57–663.2. The groupoid of {nl} for the Fibonacci algebra
We now use the sequence {nl}∞l=1 to deﬁne an inﬁnite graph (V , E) by letting the vertex set V of this graph be the
disjoint union of a sequence of vertex sets {Vn}∞n=0 where V0 = {v0,1} and, for each n 1,
Vn = {vn,1, vn,2, . . . , vn,(∑|Vn−1|i=1 ni)}.
The edge set E of the graph will be the disjoint union of the sequence {En}∞n=1, where for each n 1,
En = {en,1, en,2, . . . , en,(∑|Vn−1|i=1 ni)}.
Regarding the way in which the edges and vertices are connected, we have range and source maps r, s : E → V , such that
for n 1 and en,l ∈ En , r(en,l) = vn,l and
s(en,l) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
vn−1,1, if 1 l n1,
vn−1,2, if n1 + 1 l n1 + n2,
vn−1,3, if n1 + n2 + 1 l n1 + n2 + n3,
...
v
n−1,(∑|Vn−2|i=1 ni), if (
∑|Vn−1|−1
i=1 ni) + 1 l
∑|Vn−1|
i=1 ni .
This leads us to prove the following theorem concerning the structure of (V , E).
Theorem 3.5. For the graph (V , E), given n 1 and 1 k
∑|Vn−1|
i=1 ni ,
(a) if |s−1(vn,k)| = 2, in which case
s−1(vn,k) = {en+1,(∑ki=1 ni)−1, en+1,∑ki=1 ni },
then ∣∣s−1 ◦ r(en+1,(∑ki=1 ni)−1)∣∣= 2 and ∣∣s−1 ◦ r(en+1,∑ki=1 ni )∣∣= 1,
(b) if |s−1(vn,k)| = 1, in which case s−1(vn,k) = {en+1,∑ki=1 ni }, then∣∣s−1 ◦ r(en+1,∑ki=1 ni )∣∣= 2.
Proof. For part (a), let n 1 and 1 k
∑|Vn−1|
i=1 ni be such that
s(en+1,(∑ki=1 ni)−1) = s(en+1,∑ki=1 ni ) = vn,k.
Note that due to our deﬁnition for r above, we also have
r(en+1,(∑ki=1 ni)−1) = vn+1,(∑ki=1 ni)−1
and
r(en+1,∑ki=1 ni ) = vn+1,∑ki=1 ni .
Now, since nk = 2 in this case, by Lemma 3.4, n(∑ki=1 ni)−1 = 2. Thus,
e
n+2,(∑(∑ki=1 ni )−1j=1 n j)−1

= e
n+2,(∑(∑ki=1 ni )−1j=1 n j)
and the source of each of these is vn+1,(∑ki=1 ni)−1. Hence,∣∣s−1 ◦ r(en+1,(∑ki=1 ni)−1)∣∣= 2.
Furthermore, since nk = 2 implies n∑k
i=1 ni
= 1, we conclude that
s−1(vn+1,∑ki=1 ni ) =
{
e
n+2,(∑(∑ki=1 ni )j=1 n j)
}
,
and so, |s−1(v ∑k )| = 1.n+1, i=1 ni
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∑|Vn−1|
i=1 ni be such that |s−1(vn,k)| = 1 with s(en+1,∑ki=1 ni ) = vn,k . Note that
r(en+1,∑ki=1 ni ) = vn+1,∑ki=1 ni , and since nk = 1 in this case, by Lemma 3.4, n∑ki=1 ni = 2. Thus,
e
n+2,(∑(∑ki=1 ni )j=1 n j)−1

= e
n+2,(∑(∑ki=1 ni )j=1 n j)
and the source of each of these is vn+1,∑ki=1 ni . Hence,∣∣s−1 ◦ r(en+1,∑ki=1 ni )∣∣= ∣∣s−1(vn+1,∑ki=1 ni )∣∣= 2. 
Theorem 3.5 allows us to conclude that (V , E) not only appears as indicated below, but that the structure apparent here
is found consistently throughout the entire graph:
•v0,1
•v1,2 •v1,1
•v2,3 •v2,2 •v2,1
•v3,5 •v3,4 •v3,3 •v3,2 •v3,1
•v4,8 •v4,7 •v4,6 •v4,5 •v4,4 •v4,3 •v4,2 •v4,1
...
Because the technical nature of Theorem 3.5 may partially mask the way in which the sequence {nl}∞l=1 corresponds
to the graph (V , E), we now attempt to give a somewhat more informal description. Starting with a single vertex v0,1,
n1 indicates how many edges (and vertices) should appear at the next level below v0,1, in this case 2. By then starting at
the right side of the graph, with the vertex v1,1, we again start with the term n1 and use it to determine the number of
edges and vertices at the next level below which are connected to v1,1. We then use n2 to provide the same information
for v1,2. This tells us what the graph will look like at the second level. To obtain a description of the third level, we again
start with n1, this time using it to provide information related to the vertex v2,1. Then n2 corresponds to v2,2 and n3 to v2,3.
The above diagram only illustrates this through the vertices at the fourth level, but the content of Theorem 3.5 allows us to
conclude that this pattern remains consistent throughout the graph.
For the present discussion the salient issue will be that this graph, via its inﬁnite path space, provides us with a
0-dimensional compact Hausdorff space, and therefore the unit space of an AF groupoid. To more easily describe the
groupoid to which it corresponds, we ﬁrst identify the set of all inﬁnite paths in (V , E) with a subset of the set
X =∏∞k=1{0,1}k of all sequences of 0s and 1s with the product topology.
Informally, a path in (V , E) will be identiﬁed with a sequence of 0s and 1s based on whether, at each vertex along the
path, an edge is followed which goes to the right or to the left. That is, if there are two edges emanating from a given
vertex lying on the path, then the corresponding sequence will contain a 0 if the path branching to the right is followed.
On the other hand, the sequence will contain a 1 if the path to the left is followed. In the case that there is only one edge
emanating from the vertex, then the sequence will contain a 0. To illustrate with an example, the path that begins
•v0,1
•v1,1
•v2,2
•v3,3
•v4,4
...
will correspond to the sequence that begins 0,1,0,0, . . . .
To be more precise about this correspondence, if (e1,i1 , e2,i2 , . . .) is an inﬁnite path in (V , E), then we associate to this
path a sequence (x1, x2, . . .) ∈ X where
x1 =
{
0, if e1,i1 = e1,1,
1, if e1,i1 = e1,2.
To describe the rest of the sequence (x1, x2, . . .), for n > 1, consider the set s−1 ◦ r(en−1,in−1). If this set contains exactly
1 element, then set xn = 0. If, on the other hand, it contains 2 elements, then it must be that
s−1 ◦ r(en−1,i ) = {en,r, en,r+1}n−1
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∑|Vn−1|
j=1 n j , and we set xn = 0 if en,in = en,r and set xn = 1 if en,in = en,r+1. Theorem 3.5 establishes that
every such sequence has the property that for any l  1, if xl = 1, then xl+1 = 0. Furthermore, any sequence with this
property will correspond to an inﬁnite path in (V , E). We therefore see that the subspace Y of X given by
Y = {(x1, x2, . . .) ∈ X: for each l 1, if xl = 1, then xl+1 = 0}
will be homeomorphic to the path space of (V , E).
By now considering the equivalence relation on Y that identiﬁes eventually equal sequences, we form an equivalence
relation groupoid R with unit space Y . The space R is precisely the one described by Connes [1, p. 88] in the context
of Penrose tilings. By giving R the topology with basis corresponding to the graphs of partial homeomorphisms mapping
between the basis elements of Y , as described in [4, p. 35], the result is an equivalence relation groupoid on which a
sequence of C∗-algebras of functions can be deﬁned. Each such algebra is the direct sum of two matrix algebras, and the
embeddings that connect the algebras in this sequence can be implemented by the matrix
[ 1 1
1 0
]
. The inductive limit of such
a sequence is the AF algebra C∗(R), and is precisely the Fibonacci C∗-algebra. It follows, as in [2, p. 107], that the dimension
group of C∗(R) is isomorphic to the dimension group with which we began this section. Consequently, one can see how
our construction directly uses the structure of the dimension group to realize the correct AF groupoid – no explicit mention
of the AF algebra was necessary.
It is probably important at this point to address the question of why we chose to use the sequence {nl}∞l=1 to construct
our unit space rather than the full sequence {nl}∞l=1.
Leaving the details to the reader, we ﬁrst make note of the fact that using {nl}∞l=1 to construct an inﬁnite graph in exactly
the same way as above will lead to an inﬁnite path space that is homeomorphic to the set of sequences of 0’s and 1’s given
by the union
B =
[ ∞⋃
i=1
Bi
]
∪ {(1,1,1, . . .)},
where
B1 =
{
(x1, x2, . . .) ∈ X: x1 = 0 and for l > 1, if xl = 1, then xl+1 = 0
}
and for all i  2,
Bi =
{
(x1, x2, . . .) ∈ X: x1 = · · · = xi−1 = 1, xi = 0, and for l > i, if xl = 1, then xl+1 = 0
}
.
Now, by deﬁning a map from B to X that takes (1,1,1, . . .) to (1,1,1, . . .), that takes sequences in B1 to those in X
obtained by identifying any instance of 10 with 1, and that takes any sequence in Bi , i  2, to the sequence in X obtained
by identifying any instance of 10 which occurs after the ith entry with 1, we obtain a homeomorphism from B to X . In a
similar way we can prove that Y and X are homeomorphic, and therefore, the full sequence {nl}∞l=1 does provide us with the
correct unit space. It, however, does not lead as naturally to the correct equivalence relation as does the sequence {nl}∞l=1.
All of this leads to the following conjecture.
Conjecture 3.6. Let (G,G+,u) be a linearly ordered, Archimedean dimension group such that G/〈u〉 is torsion-free and such that there
exists e ∈ G with G/〈u〉 = 〈e + 〈u〉〉. Then, the inﬁnite path space of the graph corresponding to the sequence {nl}∞l=1 is homeomorphic
to the unit space of the AF groupoid that corresponds to (G,G+,u). Furthermore, there exists a natural equivalence relation on this
graph that yields this AF groupoid.
With regards to the potential truth of this conjecture, it is not clear how the analogue of Lemma 3.1 would be proven, if
in fact an analogous result is true. An examination of the proof of Lemma 3.1 reveals a crucial use of the properties of the
number 2/(1+√5 ), and so if this is replaced by an arbitrary irrational in (0,1), an alternative argument would need to be
employed.
Acknowledgment
The author would like to thank an anonymous reviewer for a number of helpful comments. These served not only to correct typographical errors, but
also to clarify the exposition.
References
[1] Alain Connes, Noncommutative Geometry, Academic Press, San Diego, 1994.
[2] Kenneth R. Davidson, C∗-Algebras by Example, Fields Inst. Monogr., vol. 6, Amer. Math. Soc., Providence, RI, 1996.
[3] G.A. Elliott, On the classiﬁcation of inductive limits of sequences of semisimple ﬁnite-dimensional algebras, J. Algebra 38 (1) (1976) 29–44.
[4] Alan L.T. Paterson, Groupoids, Inverse Semigroups, and Their Operator Algebras, Progr. Math., vol. 170, Birkhäuser, Boston, 1999.
[5] Stephen C. Power, Limit Algebras: An Introduction to Subalgebras of C∗-Algebras, Pitman Res. Notes Math., vol. 278, Longman Scientiﬁc and Technical,
Harlow, Essex, England, 1992.
[6] Jean N. Renault, A Groupoid Approach to C∗-Algebras, Lecture Notes in Math., vol. 793, Springer-Verlag, Berlin, Heidelberg, New York, 1980.
[7] Ryan J. Zerr, On character groups arising from dimension groups, Proc. Amer. Math. Soc. 134 (6) (2006) 1849–1856.
