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RELATIVE GROUP (CO)HOMOLOGY THEORIES WITH COEFFICIENTS AND
THE COMPARISON HOMOMORPHISM
JOSE´ ANTONIO ARICINIEGA-NEVA´REZ, JOSE´ LUIS CISNEROS-MOLINA,
AND LUIS JORGE SA´NCHEZ SALDAN˜A
Abstract. Let G be a group, let H be a subgroup of G and let Or(G) be the orbit category. In this
paper we extend the definition of the relative group (co)homology theories of the pair (G,H) defined by
Adamson and Takasu to have coefficients in an Or(G)-module. There is a canonical comparison homo-
morphism defined by Cisneros-Molina and Arciniega-Neva´rez from Takasu’s theory to Adamson’s one.
We give a necessary and sufficient condition on the subgroup H for which the comparison homomorphism
is an isomorphism for all coefficients. We also use the Lu¨ck-Wiermann construction to introduce a long
exact sequence for Adamson (co)homology. Finally, we provide some examples of explicit computations
for the comparison homomorphism.
1. Introduction
Let G be a group, let H be a subgroup of G, and let M be an arbitrary G-module. In the literature
there are two relative group (co)homology theories associated to the pair (G,H) with coefficients in M ,
which reduce to classical group (co)homology when H is the trivial subgroup. One of them, denoted by
H∗([G : H ];M), was defined by Adamson [Ada54] and later Hochschild [Hoc56] interpreted Adamson’s
theory in terms of relative homological algebra. The other one, denoted by H∗(G,H ;M), was introduced
by Massey [Mas55, Problem 22] and later on widely studied by Takasu in [Tak59] and [Tak57]. The
reader can see [ANCM17] for more details about the history and references. From now on, we call the
former Adamson relative group (co)homology theory and the latter Takasu relative group (co)homology
theory.
Recall that classical group (co)homology can be defined topologically as the (co)homology groups of
the classifying space BG of G with local coefficients associated to M . In analogy with this, taking M as a
trivial G-module, there were given topological definitions of Adamson and Takasu relative (co)homology
theories [Blo77, Tak59, ANCM17]. The topological definition of Takasu relative group (co)homology ex-
tends without problem to consider coefficients in an arbitrary G-moduleM , but the topological definition
of Adamson relative group (co)homology only works with trivial coefficients. So, a natural question is if
it is possible to give a topological definition for Adamson relative group (co)homology with “more general
coefficients”, such that, when taking trivial coefficients coincides with the topological definition given in
[ANCM17], and when taking coefficients in an arbitrary G-module, coincides with Adamson’s original
algebraic definition. The solution that we present in this article is to define both, Adamson and Takasu
relative (co)homology theories with coefficients in an Or(G)-module, using Bredon (co)homology, where
Or(G) is the orbit category.
The main feature of Adamson relative (co)homology is that, provided H is a normal subgroup of G,
is isomorphic to the classical group (co)homology of G/H (see [Ada54, Theorem 3.2], [Hoc56, Section 6]
and [ANCM17, Corollary 4.29]), meanwhile in the Takasu relative (co)homology this is no true in general.
On the other hand, the main property of Takasu relative (co)homology is a long exact sequence, which
(via the topological definition) corresponds to that of a pair of topological spaces in singular homology
[Tak59, Proposition 2.3]), such a sequence is not available in Adamson homology. We show that the
extension of Adamson and Takasu relative (co)homologies presented here still satisfy their corresponding
property.
In [ANCM17, Section 7] the authors defined a canonical homomorphism from Takasu’s theory to Adam-
son’s one ϕ : H∗(G,H ;Z)→ H∗([G : H ];Z), which from now on we call the comparison homomorphism.
They gave a sufficient condition that guarantees that ϕ is an isomorphism: if H is a malnormal subgroup
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of G then the comparison homomorphism ϕ : Hi([G : H ];Z)→ Hi(G,H ;Z) is an isomorphism. Neverthe-
less, by a direct computation they also exhibit that Hi([C4 : C2];Z) ∼= Hi(C4, C2;Z), where Cn stands for
the cyclic group of order n. In that example C2 clearly is not a malnormal subgroup of C4. However, they
did not say anything about this isomorphism being related to the comparison homomorphism. Hence, it
was still an open problem if the malnormality of H is necessary condition. In the extension of Adamson
and Takasu relative (co)homologies with coeficients in an Or(G)-module there is also the comparison
homomorphism and we prove that malnormality is a necessary and sufficient condition on the subgroup
H for which the comparison homomorphism is an isomorphism for all Or(G)-module coefficients.
As in the classical group homology theory, there are descriptions of Hi([G : H ];M) and Hi(G,H ;M)
using derived functors once we are able to define exact sequences and projective resolutions in a suitable
context. This was done in Takasu’s and Hochshild’s original papers. In [ANCM17, Section 7.1], there is
also a description of the comparison homomorphism in a purely algebraic setting using derived functors.
In the present paper we also describe Adamson and Takasu homology with coefficients in an Or(G)-module
using the language of derived functors.
The paper is organized as follows. In Section 2 we recall the definitions of Takasu and Adamson relative
group (co)homology theories, and we show why the topological definition for Adamson’s theory given in
[ANCM17] does not work for coefficients in an arbitraryG-module. In Section 3 we recall the definition of
the (restricted) orbit category Or(G,F) as well as the definition Or(G,F)-modules and Or(G,F)-spaces.
Section 4 is devoted to the definition of Bredon homology and its basic properties. We use Bredon
homology to define Adamson and Takasu homology for a pair (G,H) with coefficients in a covariant
Or(G)-module M , as far as we know these homology theories have not been compared in this context;
later on, we define the comparison homomorphism and prove in Theorem 4.18, a converse of Cisneros-
Molina and Arciniega-Neva´rez theorem for the comparison homomorphism. In Section 5 we provide
descriptions of Adamson and Takasu homology using derived functors in suitable categories, as well as an
algebraic description of the comparison homomorphism. In Section 6 we describe, using the main result
of [MP02], a spectral sequence for Adamson homology that generalized Lyndon-Hochshild-Serre spectral
sequence; also we describe a spectral sequence that relates Adamson and Takasu homology theories.
Section 7 has as a main goal to describe a long exact sequence for Adamson homology, analogue to that
of Takasu homology, using the Lu¨ck-Weiermann construction from [LW12]. Finally, in Section 8 there is
some examples with explicit computations of the comparison homomorphism; in particular, one of them
aims to prove that the comparison homomorphism associated to (C4, C2) (with constant coefficients) is
not an isomorphism, therefore, at least to our knowledge, in this concrete case, the isomorphism between
Adamson and Takasu homology seems to be a coincidence.
2. Adamson and Takasu relative group homology theories
In this article, we always consider groups as topological spaces endowed with the discrete topology.
Let G be a group and let H be a subgroup of G. In this section we recall the definitions of Takasu and
Adamson relative group (co)homology theories for the pair (G,H). We also show that the topological
definition for Takasu relative group (co)homology given in [ANCM17, §5.1] for trivial coefficients, also
works with coefficients in an arbitrary G-module M taking (co)homology with local coefficients associ-
ated to M . We also recall the topological definition of Adamson relative group (co)homology given in
[ANCM17, §4.3] for trivial coefficients, and we see why it cannot be extended to use coefficients in an
arbitrary G-module M taking (co)homology with local coefficients associated to M .
2.1. G-spaces. Let G be a group. Denote by G -space the category of G–spaces, and given two G-spaces
X and X ′ we denote by mapG(X,X
′) the set of G–maps from X to X ′. We usually shall restrict to the
subcategory of G-CW–complexes.
Let H be a subgroup of G. Given a G-space X , define the restriction resGH X of X to be the H-space
whose underlying topological space is X and the action of H is just the restriction of the action of G.
Let π : K → G be a homomorphism of groups and let X be a G-space. We can see X as an K-space
via π, where the action of k ∈ K on x ∈ X is given by k · x := π(k)x, we denote this K-space by resπX .
When π : H → G is the inclusion of a subgroup H of G in G we have that resπX = resGH X .
If X is an H-space, we define the induction indGH X of X as the G-space obtained by the quotient of
G×X by the action of H given by (g, x) ·h = (gh, h−1x) for all h ∈ H and (g, x) ∈ G×X . The G-action
on G×X given by g′ · (g, x) = (g′g, x) induces a G-action on indGH X .
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2.2. Classifying spaces for a family. Let G be a group, a family of subgroups of G is a collection F
of subgroups of G which is closed under conjugation and taking subgroups. Given a colection {Hi} of sub-
groups ofG we can consider the smaller family containing it, we call it the family generated by {Hi} and
we denote it by F({Hi}). A simple but useful example is Tr = {I}, where I denotes the trivial subgroup
of G. Others examples of families are: Fin = {finite subgroups}, Vcyc = {virtually cyclic subgroups},
All = {all subgroups}.
In the present work, we are particularly interested in the family generated by a single subgroup H of
G that we denote by F(H), concretely,
F(H) = {K ≤ G|g−1Kg ≤ H for some g ∈ G}.
Given a group G, a subgroup H of G and a family F of subgroups of G, we are also interested in the
following family of subgroups of H
F ∩H = {L ∩H | L ∈ F}.
Given a group G and a family of subgrups F , a model for the classifying space EFG is a G-CW-
complex X satisfying that:
• All of its isotropy groups belong to F , and
• the fixed point set XH is contractible for every H in F .
Also, a model for EFG is a terminal object in the G-homotopy category of G-CW-complexes with
isotropy in F sometimes called G-F -CW-complexes. In particular, once a model for EFG exists, such a
model is unique up to G-homotopy equivalence. Given a group G and a family of subgroups F , always
exists a model for EFG [Lu¨c05, Theorem 1.9].
There are several ways to construct such a model: using the infinite-join construction, see [Blo77,
§IV] or [tD87, §I.6, page 47]; or simplicial constructions, see [FJ93, Theorem A.3] or [ANCM17, Propo-
sition 4.16]. We remember the simplicial one: Let {Hi}i∈I be a set of subgroups of G such that every
group in F is conjugate to a subgroup of Hi, for some i ∈ I, that is, F = F({Hi}).
Proposition 2.1. [ANCM17, Proposition 4.16] Consider the disjoint union ∆F =
⊔
i∈I G/Hi. Then
a model for EFG is the geometric realization Y of the simplicial set whose n–simplices are the ordered
(n+ 1)–tuples (x0, . . . , xn) of elements of ∆F . The face operators are given by
di(x0, . . . , xn) = (x0, . . . , x̂i, . . . , xn),
where x̂i means omitting the element xi. The degeneracy operators are defined by
si(x0, . . . , xn) = (x0, . . . , xi, xi, . . . , xn).
The action of g ∈ G on an n–simplex (x0, . . . , xn) of Y gives the simplex (gx0, . . . , gxn).
Remark 2.2. Note that, in the above proposition we can replace ∆F by any G–set XF satisfying that
F is generated by {Gx : x ∈ XF}.
Remark 2.3. When F = Tr, the above construction corresponds to the universal bundle EG of G. The
G–orbit space of EG is the classical classifying space BG of G. In analogy with BG, we denote by BFG
the G–orbit space of EFG. Thus when F = Tr, we have that BTrG = BG.
Proposition 2.4. Let H be a subgroup of G, let N be a normal subgroup of G contained in H, and let
π : G → G/N be the quotient projection. Let X be a model for EF(H/N)G/N . Then resπX is a model
for EF(H)G.
Proof. It is straightforward from the definition of classifying space. 
2.3. Takasu relative group (co)homology.
2.3.1. Via derived functors. Denote by G –mod (resp. mod–G) the category of left (resp. right) G-
modules, and given two G-modules M and M ′ we denote by mapG(M,M
′) the set of G-module homo-
morphisms from M to M ′.
Let G be a group and let H be a subgroup of G. In [Tak59, Ch. I §1] Takasu defined the functor
I(G.H) : G –mod→ G –mod
which sends the left G-module M to the kernel of the following morphism
θM : ind
G
H res
G
H(M) = Z[G]⊗Z[H] M −→M,
g ⊗m 7→ gm.
It is not difficult to see that it is a well defined functor.
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Proposition 2.5 ([Tak59, Proposition 1.1]). The functor I(G,H)(−) has the following properties:
(1) I(G,H)(−) is an exact functor.
(2) If P is a projective G-module, then I(G,H)(P ) is also a projective module.
(3) Have the following commutative diagram
indGH(Z)
θZ
//
η

Z
Z[G/H ]
ε
<<
②
②
②
②
②
②
②
②
②
where ε is the augmentation homomorphism and η is an isomorphism [Bro94, III (5.5) a)] given
by η(g ⊗ n) = ngH; hence η restricts to an isomorphism η : I(G.H)(Z)→ ker(ε).
Let M be an arbitrary G–module. The Takasu relative (co)homology with coefficients in M is
given by
(1)
Hn(G,H ;M) = Tor
G
n−1(I(G,H)(Z),M),
Hn(G,H ;M) = Extn−1G (I(G,H)(Z),M).
This is the definition given by Takasu in [Tak59, Definition 2 (i),(ii)]. We can use a particular G-
projective resolution of I(G,H)(Z) to give a concrete chain complex which computes Takasu relative group
(co)homology. Let C∗(G) be the standard G-resolution of the trivial G-module Z and let C∗(H) be the
standard H-resolution of the trivial H-module Z [Bro94, I §5].
Proposition 2.6 ([Tak59, Proposition 3.3]). The complex
C∗(G)/(C∗(H)⊗Z[H] Z[G])
is a G–projective resolution of I(G,H)(Z) if the degree is modified appropriately.
Thus, if we define
Bn(G,H ;M) = Cn(G) ⊗Z[G]M/Cn(H)⊗Z[H] M,
Bn(G,H ;M) = HomZ[G](Cn(G)/Cn(H)⊗Z[H] Z[G],M),
we have
(2)
Hn(G,H ;M) = Hn(B∗(G,H ;M)),
Hn(G,H ;M) = Hn(B∗(G,H ;M)).
2.3.2. (Co)homology with local coefficients. We recall the (co)homology groups of a space with local
coefficients defined by Steenrod in [Ste43] via the equivariant (co)homology groups defined by Eilenberg
in [Eil47] (see also [Hat02, §3H] or [Whi78, Theorem VI.3.4]).
Let X be a path-connected CW-complex with universal cover p : X˜ → X and fundamental group π.
Let S∗(X˜) be the (cellular) chain complex of X˜, the action of π on X˜ induces an action of π on S∗(X˜)
making it a chain complex of π–modules. Let M be a π–module, define the complexes
S∗(X ;M) = S∗(X˜)⊗Z[π]M,
S∗(X ;M) = HomZ[π](S∗(X˜),M).
The (co)homology of X with local coefficients associated to the π–module M is defined by
Hn(X ;M) = Hn(S∗(X ;M)),
Hn(X ;M) = Hn(S∗(X ;M)).
Let Y be a subspace of X , then Y˜ = p−1(Y ) is an invariant subspace of X˜ and S∗(Y˜ ) is an invariant
subcomplex of S∗(X˜) under the corresponding actions of π. Denote by S∗(X,Y ;M) the cokernel of the
inclusion S∗(Y ;M)→ S∗(X ;M) which fits into the exact sequence of complexes
0→ S∗(Y ;M)→ S∗(X ;M)→ S∗(X,Y ;M)→ 0.
Hence we have that
S∗(X,Y ;M) = S∗(X˜)⊗Z[π] M/S∗(Y˜ )⊗Z[π] M.
The relative homology with local coefficients associated to the π–module M is defined by
Hn(X,Y ;M) = Hn(S∗(X,Y ;M)).
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Denote by S∗(X,Y ;M) the kernel of the surjection S∗(X ;M) → S∗(Y ;M) given by the restriction to
S∗(Y˜ ). We have the exact sequence of complexes
0→ S∗(X,Y ;M)→ S∗(X ;M)→ S∗(Y ;M)→ 0,
where
S∗(X,Y ;M) = HomZ[π](S∗(X˜)/S∗(Y˜ ),M).
The relative cohomology with local coefficients associated to the π–module M is defined by
Hn(X,Y ;M) = Hn(S∗(X,Y ;M)).
2.3.3. Topological definition. Recall that the (co)homology of a discrete group G with coefficients in a
G–module M is equal to the homology of its classifying space BG with local coefficients associated to
M . Let H be a subgroup of G, the classifying space BH can be regarded as a subspace of the classifying
space BG: let ι : BG → BH be the map induced by the inclusion of H in G; the mapping cylinder
Cyl(ι) of ι is a model for BG since it is homotopically equivalent to BG and it clearly contains BH as
subspace. Let M be an arbitrary G–module, the Takasu relative (co)homology with coefficients
in M is defined as the (co)homology of the pair of spaces (BG,BH) with local coefficients associated to
M :
(3)
Hn(G,H ;M) = Hn(BG,BH ;M),
Hn(G,H ;M) = Hn(BG,BH ;M).
It is clear that when H is the identity subgroup we recover the (co)homology of the group G with
coefficients in M .
To see that (2) coincide with the topological definitions (3) we will see that S∗(BG,BH ;M) =
B∗(G,H ;M) and S
∗(BG,BH ;M) = B∗(G,H ;M). Consider the classifying space BG of G and as
before, suppose that the classifying space BH of H is a subspace of BG. Let p : EG → BG be the
universal cover of BG, since EG is contractible, the cellular chain complex S∗(EG) of EG is a free
G-resolution of Z, hence we have that S∗(EG) is chain homotopic to the complex C∗(G), therefore
S∗(BG;M) ≃ C∗(G) ⊗Z[G] M . We have that B˜H = p
−1(BH) ⊂ EG is EH together with all its trans-
lations under the action of G, thus its cellular chain complex is given by S∗(B˜H) ≃ C∗(H) ⊗Z[H] Z[G]
which is a G–subcomplex of C∗(G). Hence we have
S∗(B˜H ;M) = C∗(H)⊗Z[H] Z[G]⊗Z[G] M = C∗(H)⊗Z[H] M
so
S∗(BG,BH ;M) = C∗(G) ⊗Z[G]M/C∗(H)⊗Z[H] M.
For cohomology we have that S∗(BG;M) = HomZ[G](C∗(G),M) and S
∗(BH ;M) = HomZ[G](C∗(H)⊗Z[H]
Z[G],M). Hence
S∗(BG,BH ;M) = HomZ[G](C∗(G)/C∗(H)⊗Z[H] Z[G],M).
Therefore, the algebraic and topological definitions coincide.
Problem 2.7. WhenM is a trivial G-module one can consider themapping cone Cone(ι) = Cyl(ι)/BH
of ι, so taking reduced (co)homology we have that
Hn(G,H ;M) = Hn(Cyl(ι), BH ;M) = H˜n(Cone(ι);M),
Hn(G,H ;M) = Hn(Cyl(ι), BH ;M) = H˜n(Cone(ι);M).
But when M is an arbitrary G–module we cannot use Cone(ι). Using Seifert–van Kampen Theorem
to compute the fundamental group of Cone(ι) we have that π1(Cone(ι)) = G/N with N the normal
subgroup generated by H . So in order to compute Hn(Cone(ι);M) the homology of Cone(ι) with local
coefficients associated to M , the module M has to be a G/N–module, but in Hn(S∗(BG,BH ;M)) we
can use any G–module!
2.4. Adamson relative group (co)homology. Here, we shall give different ways to construct Adamson
relative group (co)homology.
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2.4.1. Algebraic definition. Let G be a group and H a subgroup. We construct a complex (C∗(G/H), ∂∗)
of G–modules as usual: let Cn(G/H) be the free abelian group generated by the ordered (n+1)–tuples of
elements ofG/H ; define the i–th face homomorphism di : Cn(G/H)→ Cn−1(G/H) by di(g0H, . . . , gnH) =
(g0H, . . . , ĝiH, . . . , gnH), where ĝiH denotes deletion, and the boundary homomorphism ∂n : Cn(G/H)→
Cn−1(G/H) by ∂n =
∑n
i=0(−1)
idi. We have that the augmented complex
(4) · · · // Cn(G/H) // · · · // C2(G/H)
∂2
// C1(G/H)
∂1
// C0(G/H)
ε
// Z // 0,
is acyclic [ANCM17, Proposition 3.2]. We call C∗(G/H) the canonical complex of (G,H).
Let M be a G–module. Denote by (B∗(G/H ;M), ∂∗ ⊗ idM ) and (B∗(G/H ;M), δ∗) the complexes
given by
B∗(G/H ;M) = C∗(G/H)⊗Z[G] M.
B∗(G/H ;M) = HomZ[G](C∗(G/H),M).
The homomorphism δn : B
n(G/H ;M)→ Bn+1(G/H ;M) is given by
(δnf)(c) = f(∂n+1c), f ∈ B
n(B;M), c ∈ Bn+1(G/H ;M).
The Adamson relative (co)homology with coefficients in M is given by
(5)
Hn([G : H ];M) = Hn(B∗(G/H ;M)),
Hn([G : H ];M) = Hn(B∗(G/H ;M)).
This is the definition given by Adamson in [Ada54, §3]. It is clear that whenH is the identity subgroup, the
complexC∗(G/H) is the canonical freeG–resolution of Z and we recover the classical group (co)homology.
Instead of G/H , we can use any other isomorphic G–set X(H), in this case, we call C∗(X(H)) the
standard complex of (G,H), then we can see Adamson relative group (co)homology as a particular
case of the (co)homology of a permutation representation defined by Snapper [Sna64]. Hochschild [Hoc56]
interpreted Adamson’s theory in terms of relative homological algebra proving that the complex (4) is a
relative projective resolution of Z [ANCM17, Proposition 4.11].
2.4.2. Topological definition. Let G be a discrete group, let H be a subgroup of G and let M be a trivial
G–module. Consider the family of subgroups F(H) generated by H . Then
Hn([G : H ];M) = Hn(BF(H)G;M),
Hn([G : H ];M) = Hn(BF(H)G;M).
where BF(H)G is the orbit space of the classifying space EF(H)G and we take (co)homology with coeffi-
cients in the trivial G–module M .
Remark 2.8. Using the simplicial construction of EF(H)G of Proposition 2.1, the simplicial chain com-
plex S∗(EF(H)G) of EF(H)G is precisely C∗(G/H). Since
S∗(BF(H)(G)) = S∗(EF(H)(G))⊗Z[G]M = C∗(G/H)⊗Z[G] M = B∗(G/H ;M)
the algebraic and topological definitions coincide for trivial coeficients M .
Problem 2.9. To take coefficients in an arbitray G–module M as in the algebraic definition, we cannot
simply take (co)homology with local coefficients associated to the module M . There is a problem analo-
gous to Problem 2.7 in the case of Takasu’s theory; to take (co)homology with local coefficients associated
to a module M , the module has to be a π1(BF(H)G)–module. Since π1(BF(H)G) = G/N where N is the
normal subgroup of G generated by H [ANCM17, Proposition 4.23], given a G–module M we need to
use MN . But with the algebraic definition we can take any G-module M !
In the present article, we give a suitable topological definition using Bredon (co)homology with co-
efficients in any module over the orbit category to solve (in a more general setting) Problems 2.7 and
2.9.
3. Objects over the orbit category
In this section we introduce the (restricted) orbit category, as well as some objects over the orbit
category. All the material of this section can be found in great detail in [MV03], [Flu10], and [L8¨9].
Let G be a group and let F be a family of subgroups. The restricted orbit category Or(G,F)
is the category whose objects are homogenous spaces (also called orbits) G/H with H ∈ F , and whose
morphisms are G-maps with the canonical action of G in the homogenous space G/H . The set of G-maps
between the orbits G/H and G/K is denoted by mapG(G/H,G/K).
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It is easy to see that every element in mapG(G/H,G/K) is of the form
Ra : G/H → G/K,
gH 7→ ga−1K,
provided aHa−1 ⊆ K, also Ra = Rb if and only if ab−1 ∈ K, and Rb ◦Ra = Rba, when the composition
makes sense (see [tD87, Proposition I (1.14)]).
To simplify notation, we denote Or(G,All) simply by Or(G). Note that, for every family F , we have
a canonical inclusion Or(G,F) →֒ Or(G).
3.1. Modules over the orbit category. Consider a family F of subgroups of G. A covariant (resp.
contravariant) Or(G,F)–module is a covariant (resp. contravariant) functor Or(G,F)→ Ab, where Ab
is the category of abelian groups. A morphism M → N of Or(G,F)–modules of the same variance is
a natural transformation between the underlying functors. Denote by HomOr(G,F)(M,N) the set of all
morphisms M → N .
Example 3.1. Consider the free abelian group Z[mapG(G/H,G/K)] generated by mapG(G/H,G/K).
To simplify notation, we shall write Z[mapG(G/H,G/K)] as Z[G/H,G/K]. So, Z[G/H,−] and Z[−, G/K]
respectivelly define a covariant and a contravariant functor from Or(G,F) to abelian groups, i.e, Or(G,F)–
modules.
A G–map f : G/K → G/K ′ leads to a morphism f∗ : Z[−, G/K]→ Z[−, G/K ′] by composing with f .
A G-map f : G/H → G/H ′ leads to a morphism f∗ : Z[G/H ′,−]→ Z[G/H,−] by pre-composing with f .
We denote by Or(G,F) –mod (resp. mod–Or(G,F)) the category of covariant (resp. contravari-
ant) Or(G,F)-modules. They are abelian categories [ML95, Proposition IX 3.1], hence, for any pair of
Or(G,F)-modules M and N of the same variance, HomOr(G,F)(M,N) is an abelian group.
Remark 3.2. The categories mod–Or(G,Tr) (resp. Or(G,Tr) –mod) and mod–G (resp. G –mod)
are naturally isomorphic (see [Flu10, Section 1.4]). To the Or(G,Tr)–module M corresponds the G–
module M(G/I).
Let M , M ′ and N be Or(G,F)–modules of the same variance. Given a morphism T : M → M ′ and
F ′ ∈ HomOr(G,F)(M
′, N), we can take the composition F ′ ◦T to obtain F ∈ HomOr(G,F)(M,N), in order
to define a homomorphism of abelian groups
(6) T ⋆ : HomOr(G,F)(M
′, N)→ HomOr(G,F)(M,N).
This shows that the functor HomOr(G,F)(−, N) from the category of Or(G,F)-modules to the category
of abelian groups is contravariant. In analogous way, a morphism T : N → N ′ induces homomorphism of
abelian groups
T⋆ : HomOr(G,F)(M,N)→ HomOr(G,F)(M,N
′).
Then, we have the covariant functor HomOr(G,F)(M,−).
Given a contravariant Or(G,F)–module M and a covariant Or(G,F)–module N , define the tensor
product M ⊗Or(G,F) N to be the abelian group
M ⊗Or(G,F) N =
⊕
H∈F
M(G/H)⊗N(G/H)
/
∼
where the equivalence relation is given by M(Ra)(x) ⊗ y ∼ x⊗N(Ra)(y) for all Ra : G/H → G/K, and
for all x ∈M(G/K), y ∈ N(G/H).
Let TM : M → M ′ and TN : N → N ′ be morphisms of Or(G,F)-modules of the respective variance,
we can define a homomorphism of abelian groups
TM ⊗ TN : M ⊗Or(G,F) N →M
′ ⊗Or(G,F) N
′,
which is defined in each summand
M(G/H)⊗N(G/H)→M ′(G/H)⊗N ′(G/H),
x⊗ y 7→ TM (x) ⊗ TN(y).
Since both TM and TN are natural transformations, it is clear that TM ⊗ TN is well-defined.
Now, we can define covariant functors
(M ⊗Or(G,F) −) and (− ⊗Or(G,F) N),
from the category of covariant (resp. contravariant) Or(G,F)–modules to the category of abelian groups.
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For every Or(G,F)–module M with a suitable variance and for all H ∈ F , we have the Yoneda-type
isomorphisms (see [MV03, p. 9, p. 14])
Z[−, G/H ]⊗Or(G,F) M = M(G/H),(7)
HomOr(G,F)(Z[−, G/H ],M) =M(G/H).(8)
Given two contravariant Or(G,F)-modules M and N define the tensor product over Z to be the
contravariant Or(G,F)-module M ⊗ N as follows. In objects (M ⊗ N)(G/H) = M(G/H) ⊗ N(G/H);
while for a morphism ϕ : G/H → G/K in Or(G,F) we define (M ⊗N)(ϕ) = M(ϕ)⊗N(ϕ). There is an
analogous definition for a tensor product between covariant Or(G,F)–modules.
3.2. Restriction, induction and coinduction for modules over the orbit category. Again, con-
sider G a group, H a subgroup, F a family of subgroups of G and the family F ∩H of subgroups of H .
Then we have a covariant functor
ιGH : Or(H,F ∩H)→ Or(G,F),
defined as follows: for any K ∈ F ∩H , ιGH(H/K) = G/K and the H–map Ra : H/K → H/K
′, given by
hK 7→ ha−1K ′, is mapped to the G–map R˜a : G/K → G/K ′ given by gK 7→ ga−1K ′.
Given an Or(G,F)–module M , define the restriction functor resGH(M) to be the Or(H,F ∩ H)–
module of the same variance as M , defined by
resGH(M) =M ◦ ι
G
H .
It is no difficult to see that resGH defines covariant functors
resGH : mod–Or(G,F)→mod–Or(H,F ∩H),
resGH : Or(G,F) –mod→ Or(H,F ∩H) –mod .
Take M ∈ mod–Or(H,F ∩ H), we define the induced Or(G,F)-module indGH(M) to be the con-
travariant functor defined in objects by
indGH(M)(G/K) :=M(−)⊗Or(H,F∩H) Z[G/K, ι
G
H(−)]
and, if Ra : G/K → G/K ′ then
indGH(M)(Ra) = IdM ⊗R
∗
a : ind
G
H(M)(G/K
′)→ indGH(M)(G/K),
where R∗a is the morphism of Or(H,F ∩H)-modules described in Example 3.1.
If we start with a covariant Or(G,F)-module, there is the dual version:
indGH : Or(H,F ∩H) –mod→ Or(G,F) –mod,
defined as follows: given M ∈ Or(H,F ∩H) –mod, the induced Or(G,F)-module indGH(M) to be the
covariant functor defined in objects by
(9) indGH(M)(G/K) := Z[ι
G
H(−), G/K]⊗Or(H,F∩H) M(−),
and, if Ra : G/K → G/K ′ then
indGH(M)(Ra) = Ra∗ ⊗ IdM : ind
G
H(M)(G/K)→ ind
G
H(M)(G/K
′),
where Ra∗ is the morphism of Or(H,F ∩H)-modules described in Example 3.1.
Let T : M →M ′ be a morphism of contravariant (resp. covariant) Or(H,F ∩H)–modules, then indGH
is defined in morphisms by indGH(T ) = T ⊗ Id (resp. ind
G
H(T ) = Id⊗T ), so we have covariant functors
indGH : mod–Or(H,F ∩H)→mod–Or(G,F),
indGH : Or(H,F ∩H) –mod→ Or(G,F) –mod .
Example 3.3. Let H be a subgroup of G. By Remark 3.2, the categories G –mod and Or(G,Tr) –mod
are isomorphic so, if M is a Or(H,Tr) –mod, then the induced Or(G,Tr)-module indGH(M) given by
(9) corresponds the G-module indGH(M)(G/I) = Z[G] ⊗Z[H] M(H/I), which is the classical G–module
induced by the H–module M(H/I).
If M ∈ mod–Or(H,F ∩ H), then the coinduced module associated to M , is the contravariant
Or(G,F)–module coindGH(M) defined on objects by
coindGH(M)(G/K) := HomOr(H,F∩H)(Z[ι
G
H(−), G/K],M(−)),
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and, if Ra : G/K → G/K ′,
coindGH(M)(Ra) = (Ra∗)
⋆ : coindGH(M)(G/K
′)→ coindGH(M)(G/K),
where Ra∗ is the morphism of Or(H,F∩H)–modules induced by Ra described in Example 3.1, and (Ra∗)
⋆
is the homomorphism of abelian groups induced by Ra∗ given in (6). So, coind
G
H(M) is a contravariant
Or(G,F)–module.
In a similar way, if M ∈ Or(H,F ∩H) –mod, we define the coinduced module associated to M as
the covariant Or(G,F)–module coindGH(M) defined on objects by
coindGH(M)(G/K) := HomOr(H,F∩H)(Z[G/K, ι
G
H(−)],M(−)),
and, if Ra : G/K → G/K ′ then
coindGH(M)(Ra) = (R
∗
a)
⋆ : coindGH(M)(G/K)→ coind
G
H(M)(G/K
′).
So, coindGH(M) is a covariant Or(G,F)–module.
Let T : M → M ′ be a morphism of Or(H,F ∩ H)–modules of the same variance (either covariant or
contravariant), then coindGH is defined in morphisms by coind
G
H(T ) = T⋆, so we have covariant functors
coindGH : Or(H,F ∩H) –mod→ Or(G,F) –mod,
coindGH : mod–Or(H,F ∩H)→mod–Or(G,F).
In a more general case, suppose we have a homomorphism of groups ϕ : H → G and a family F of
subgroups of G. It is not difficult to verify that we have an induced covariant functor,
ϕ : Or(H,ϕ∗F)→ Or(G,F))
where ϕ∗F is the family of those subgroups of H that are mapped by ϕ to a group in F . This functor
is defined in objects by ϕ(H/K) = G/ϕ(K), and in morphisms by ϕ(Ra) = Rϕ(a). Now, we can define
resϕ, indϕ and coindϕ in a similar fashion, and such that it restricts to the above definitions in the case
ϕ is an inclusion homomorphism.
3.3. Invariants and coinvariants. Given a G-module M , we can define the invariants functor
M = HomG(Z[−],M) : Or(G,F)→ Ab,
G/K 7→M(G/K) = HomG(Z[G/K],M) = M
K .
where MK are the K–invariants of M . This defines a contravariant functor from the category of left
G-modules to the category of contravariant Or(G,F)–modules.
Given a G-module M , we can define the coinvariants functor
M = Z[−]⊗ZGM : Or(G,F)→ Ab,
G/K 7→M(G/K) = Z[G/K]⊗ZG M =MK .
where MK are the K–coinvariants of M . This defines a covariant functor from the category of left
G–modules to the category of covariant Or(G,F)–modules.
3.4. Spaces over the orbit category. A covariant (resp. contravariant) Or(G,F)–space is a covariant
(resp. contravariant) functor Or(G,F)→ Top, where Top is the category of topological spaces.
If X is a G–space we can define the fixed point contravariant Or(G,F)–space X
X = mapG(−, X) : Or(G,F)→ Top,
G/K 7→ X(G/K) = mapG(G/K,X) = X
K ,
where XK is the set of points of X fixed by K. Again, this defines a functor from the category of
G–spaces to the category of Or(G,F)-spaces.
Any covariant (contravariant) Or(G,F)–space S gives rise to a covariant (contravariant) chain com-
plex functor C∗(S) : Or(G,F)→ Ch(Ab), from Or(G,F) to the category of chain complexes of abelian
groups, defined by the composition of S with the (cellular) chain complex functor C∗ : Top → Ch(Ab).
In particular, we can apply this to the fixed point functor X of a topological space X , we denote it as
C∗(X)(−) or C∗(X) if there is not confusion with the cellular one.
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4. Adamson and Takasu theories using Bredon (co)homology
In this section we introduce Bredon (co)homology for G-CW–complexes. The material of this section
can be found in great detail in [MV03], [Flu10], [SG05]. In this section we define the relative group ho-
mology theories of Adamson and Takasu with coefficients in an Or(G)-module, as well as the comparison
homomorphism between them. Such definitions generalize those existing in the literature.
Let G be a discrete group. Let G2 denote the category whose objects are pairs (X,A), with X a
G-CW–complex and A ⊆ X is a G–subcomplex.
Definition 4.1. A generalized G-homology theory is a collection of covariant functors
(10) HGn : G
2 → Ab
with n ∈ Z and Ab the category of abelian groups, together with natural homomorphisms
(11) ∂n : H
G
n (X,A)→ H
G
n−1(A, ∅)
such that the following axioms hold:
Homotopy invariance: If f0, f1 : (X,A) → (X ′, A′) are G–homotopy functions then HGn (f0) =
HGn (f1) for all n ∈ Z.
Excision: The inclusion of pairs (X,X ∩ A) ⊂ (X ∪A,A) induces an isomorphism
HGn (X,X ∩A)
∼=
−→ HGn (X ∪A,A)
for all n ∈ Z.
Long exact sequence of a pair: If (X,A) ∈ G2 then the sequence
· · · → HGn (A, ∅)
i∗−→ HGn (X, ∅)
j∗
−→ HGn (X,A)
∂n−→ HGn−1(A, ∅)
i∗−→ HGn−1(X, ∅)
j∗
−→ · · ·
is exact, where i∗ and j∗ are the functions induced by the inclusions i : (A, ∅) → (X, ∅) and
j : (X, ∅)→ (X,A).
Disjoint union: If {Xi | i ∈ I} is a family of G-CW-complexes, then the projections
∐
i∈I Xi → Xj
induce an isomorphism
HGn
(∐
i∈I
Xi
)
∼=
⊕
i∈I
HGn (Xi) .
As in the classical setting, the excision axiom implies the existence of a Mayer-Vietoris exact
sequence: Let X = A ∪B, where A and B are G–subcomplexes of X , then we have the following exact
sequence
· · · → HGn (A ∩B)→ H
G
n (A)⊕H
G
n (B)→ H
G
n (X)→ H
G
n−1(A ∩B)→ · · ·
We also have a completely analogous definition for generalized G–cohomology theory.
4.1. Bredon (co)homology. Remember that if X is a G-CW-complex then we have associated the
fixed points functor, i.e. a contravariant Or(G)-space X : Or(G) → Top, and the contravariant functor
C∗(X)(−) : Or(G) → Ch(Ab), which is the composition of X with the cellular chain complex functor
(Subsection 3.4). Let M be a covariant Or(G)-module, we can define an honest chain complex of abelian
groups by considering the tensor product
C∗(X ;M) := C∗(X)⊗Or(G) M.
In analogous way, if M is a contravariant Or(G)-module, we have a chain complex
C∗(X ;M) := HomOr(G)(C
∗(X),M).
We describe C∗(X ;M) in more detail, for further details see [Bre67]. Let ∆i be the set of i–cells of
X , since G acts cellularly on X , the set ∆i is a G-set. For any subgroup K of G, we have that ∆
K
i is the
set of all i–cells of the CW-complex XK . Let Kσ be the isotropy group of σ ∈ ∆i. Let Σi be a set of
representatives for the G-orbits in ∆i. The G–set ∆i is the disjoin union of orbits G/Kσ, σ ∈ Σi, so ∆Ki
is the disjoin union ∆Ki =
∐
σ∈Σi
(G/Kσ)
K of sets of the form (G/Kσ)
K ∼= mapG(G/K,G/Kσ). Since
Ci(X
K) = Z[∆Ki ], we have the isomorphism
(12) Ci(X)(G/K) = Ci(X
K) ∼=
⊕
σ∈Σi
Z[G/K,G/Kσ],
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for all i ≥ 0. Then, using distributive property of the tensor product and the Yoneda-type isomorphism
Ci(X)⊗Or(G) M =
⊕
σ∈Σi
(Z[−, G/Kσ]⊗Or(G) M)
=
⊕
σ∈Σi
M(G/Kσ).
Now we describe the boundary homomorphism. Let σ ∈ ∆i, the image of σ under the cellular boundary
homomorphism is of the form ∂σ =
∑
nτ τ with τ ∈ ∆i−1. If τ0 is in ∂σ, then Kσ ⊂ Kτ0, let τ ∈ Σi−1 be
a representative of the orbit of τ0, so there is g ∈ G such that τ0 = gτ , therefore gKτ0g
−1 = Kτ . Hence
Kσ is conjugate to a subgroup of Kτ and therefore, there is a G-map G/Kσ → G/Kτ which induces a
homomorphism uστ : M(G/Kσ)→M(G/Kτ ). We define
∂ =
⊕
σ∈Σi
τ∈Σi−1
uστ : Ci(X)⊗Or(G) M ∼=
⊕
σ∈Σi
M(G/Kσ)→
⊕
τ∈Σi−1
M(G/Kτ) ∼= Ci−1(X)⊗Or(G) M.
We can also give an analogous description of C∗(X ;M).
By definition, the Bredon (co)homology of the G-CW-complex X with coefficients in the Or(G)-
module M (with the suitable variance) is
HG∗ (X ;M) = H∗(C∗(X)⊗Or(G) M),
H∗G(X ;M) = H
∗(HomOr(G)(C∗(X),M)).
In a complete analogous fashion, for a G-CW-pair (X,Y ), we can define the groups
HG∗ (X,Y ;M) = H∗(C∗(X,Y )⊗Or(G) M),
H∗G(X,Y ;M) = H∗(HomOr(G)(C∗(X,Y ),M)).
Theorem 4.2. [LR05, Example 64] Bredon (co)homology defines a generalized G–(co)homology theory,
i.e. it satisfies the axioms of Definition 4.1.
Example 4.3. If M is a G-module, we have M and M , the coinvariants and invariants functor respec-
tively. Hence, we can define the (co)homology of the G-CW-complex X with coefficients in the
G-module M by
HG∗ (X ;M) = H
G
∗ (X ;M)
H∗G(X ;M) = H
∗
G(X ;M).
Example 4.4. Let X be a G-CW-complex and M a G-module. Then the chain complex of abelian
groups C∗(X ;M) := C∗(X)⊗Or(G)M , is isomorphic to the tensor product S∗(X)⊗Z[G]M , where S∗(X)
is the classical cellular chain complex of X with the induced G action. In fact, this can be easily seen
by decomposing Si(X) as a direct sums of G modules of the form Z[G/K], the Yoneda isomorphism (7),
and the isomorphism Z[G/K]⊗Z[G]M =MK :
S∗(X)⊗Z[G]M =
⊕
σ∈Σ∗
(Z[G/Kσ]⊗Z[G]M)
=
⊕
σ∈Σ∗
MG/Kσ
=
⊕
σ∈Σ∗
(Z[−, G/Kσ]⊗Or(G) M).
where Σ∗ is defined as in (12). The computation of the boundary homorphism is also straightforward.
We have the analogous result for cohomology.
Example 4.5. If A is a trivial G-module (i.e. ga = a for all g ∈ G and a ∈ A) the functor of
(co)invariants A asociated to A is the constant Or(G)-module given by M(G/K) = A for all subgroup
K, and M(Ra) = Id for every morphism in Or(G). By Example 4.4 Bredon (co)homology of X with
coefficients in A recovers the cellular (co)homology of X/G with coefficients in the trivial G-module A.
HG∗ (X ;A) = H
G
∗ (X ;A) = H∗(X/G;A),
H∗G(X ;A) = H
∗
G(X ;A) = H
∗(X/G;A).
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Example 4.6. Let (X,Y ) be a pair of G-CW-complexes with X simply-connected such that G acts
freely, and let M be a covariant Or(G)-module. Then HG∗ (X,Y ;M) is isomorphic to the homology of
the pair (X/G, Y/G) with local coefficients associated to the G-module M(G/I) (see §2.3.2). In fact,
since X is simply-connected we know that the canonical projection X → X/G is the universal covering
projection so that G ∼= π1(X/G), also, it is not difficult to see that M(G/I) is a G-module, hence the
conclusion follows from the definition of Bredon homology.
The following theorem will be useful in the next section in order to establish the main properties of
Adamson and Takasu relative homology theories.
Lemma 4.7. Let G be a group and H a subgroup of G. Consider a covariant Or(G)–module M . Then,
for any H-CW-complex X, there is a natural isomorphism
HH∗ (X ; res
G
H(M))
∼= HG∗ (ind
G
H X ;M)
H∗H(X ; res
G
H(M))
∼= H∗G(ind
G
H X ;M)
Proof. The proof follows by applying the definition of Bredon homology and the classical adjunction
properties of resGH and ind
G
H (see [DL98, Lemma 1.9]). 
4.2. Adamson relative group (co)homology. Consider a discrete group G, a subgroup H of G, and
a Or(G)-module M (with the suitable variance). Denote by F(H) the family of subgroups generated by
H . Then we define the Adamson relative group (co)homology of the pair (G,H) with coefficients
in M by
H∗([G : H ];M) := H
G
∗ (EF(H)G;M),
H∗([G : H ];M) := H∗G(EF(H)G;M).
Remark 4.8. Note that:
• By Example 4.5, our definition reduces to the definition of Adamson relative group (co)homology
with coefficients in a trivial G-module given in [ANCM17].
• For H = I, since ETrG is the universal covering of the classical classifying space BG of G, we
recover the classical (co)homology of G with coefficients in the G-module M(G/I).
• If M is a G–module, then we recover the definition of Adamson (co)homology with coefficients
in a G–module given in (5) (see Example 4.3 and Example 4.4).
Now we state the main property of Adamson relative group (co)homology, roughly speaking, it de-
scribes an excision phenomenon. Also it says that Adamson theory is the group homology of the quotient
G/H whenever H is a normal subgroup of G.
Proposition 4.9. Let N be a normal subgroup of G contained in H, and let π : G→ G/N be the quotient
projection. Let M be an Or(G)-module. Then, for all n ≥ 0, we have the following isomorphisms
Hn([G : H ];M) ∼= Hn([G/N : H/N ]; indπ(M)),
Hn([G : H ];M) ∼= Hn([G/N : H/N ]; coindπ(M)).
Proof. Consider X a model for EF(H/N)G/N , then by Proposition 2.4 resπX is a model for EF(H)G.
It is not difficult to see that C∗(resπX) = resπ C∗(X) as chain complexes in mod–Or(G). Now, using
[MP02, Lemma 3.1 and Proposition 3.2], we have the following isomorphisms
resπ C∗(X)⊗Or(G) M ∼= (C∗(X)⊗Or(G/N) Z[π(−),−])⊗Or(G) M
∼= C∗(X)⊗Or(G/N) (Z[π(−),−]⊗Or(G) M)
∼= C∗(X)⊗Or(G/N) indπM.
Applying homology to both sides we get the conclusion for Adamson homology. While for cohomology
we have, again using [MP02, Lemma 3.1 and Proposition 3.2], the following isomorphisms
HomOr(G)(resπ C∗(X),M) ∼= HomOr(G)(C∗(X)⊗Or(G/N) Z[π(−),−],M)
∼= HomOr(G/N)(C∗(X),HomOr(G)(Z[π(−),−],M)
∼= HomOr(G/N)(C∗(X), coindπM).
Again, the conclusion follows after applying homology to both sides. 
Using Example 4.5, and a straightforward computation for the coefficients, we get the following corol-
lary.
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Corollary 4.10. Let N be a normal subgroup of G contained in H. Let M be a G-module. Then, for
all n ≥ 0, we have the following isomorphisms
Hn([G : H ];M) ∼= Hn([G/N : H/N ];MN),
Hn([G : H ];M) ∼= Hn([G/N : H/N ];MN),
where MN and M
N are the coinvariants and invariants of M respectively.
Corollary 4.11. If H is a normal subgroup of G, and M is an Or(G)-module, then, for all n ≥ 0,
Hn([G : H ];M) ∼= Hn(G/H ; ind
G
H(M)),
Hn([G : H ];M) ∼= Hn(G/H ; coindGH(M)).
4.3. Takasu relative group (co)homology. Let G be a discrete group and let H be a subgroup of
G. Regarding EG as an H-CW-complex, we have a map EH → EG unique up to H-homotopy, which,
finally, leads to a G-map ιGH : ind
G
H EH → EG. From now on, we will always assume that the map ι
G
H is
an inclusion, by replacing EG with the mapping cylinder of ιGH .
ConsiderM a Or(G)-module (of a suitable variance). Define theTakasu relative group (co)homology
of (G,H) to be
H∗(G,H ;M) := H
G
∗ (EG, ind
G
H EH ;M),
H∗(G,H ;M) := H∗G(EG, ind
G
H EH ;M).
Remark 4.12. Note that:
• By Example 4.5, our definition reduces to the definition of Takasu relative group homology with
coefficients in a trivial G-module given in [ANCM17].
• If H = I is the trivial subgroup, then we recover the classical (co)homology of G with coefficients
in the G-module M(G/I).
• If M is a G–module, then we recover the definition of Takasu (co)homology with coefficients in
a G–module given in (3) (see Example 4.3 and Example 4.6.
Now we state the main property of Takasu relative group (co)homology, this is, a long exact sequence
that relates the homology of G and H to the homology of the pair (G,H). This long exact sequence can
be interpreted as the fact that Takasu’s theory resembles the quotient of the homologies of G and H . In
fact, in Subsection 8.2 we show an example where this phenomenon is showed more explicitely.
Theorem 4.13. Let G be a group and H a subgroup. Let M be a covariant Or(G)-module. For n ≥ 0,
there exists a long exact sequence of the form,
· · · → Hn+1(G,H ;M)→ Hn(H ; res
G
H M(H/I))→ Hn(G;M(G/I))→ Hn(G,H ;M)→ · · ·
We also have the corresponding long exact sequence for Takasu cohomology.
Proof. It follows from the induction structure and the long exact sequence of the pair (EG, indGH EH).
In fact, we have the following commutative diagram where every vertical arrow is an isomorphism using
Lemma 4.7, and Example 4.6
· · · // HGn (ind
G
H EH ;M) //

HGn (EG;M) //

HGn (EG, ind
G
H EH ;M) //

· · ·
· · · // HHn (EH ; res
G
H M)
//

HGn (EG;M) //

Hn(G,H ;M) //

· · ·
· · · // Hn(H ; resGH M(H/I))
// Hn(G;M(G/I)) // Hn(G,H ;M) // · · ·

Remark 4.14. by Example 4.5, this exact sequence reduces to the one in [ANCM17] taking M to be
the constant functor Z.
Let us give an equivalent definition of Takasu relative homology, at least in degrees greater or equal
than 2. This, will let us address Problem 2.7.
Define the Takasu space T (G,H) of (G,H) to be the G-CW-complex given by the following G-
pushout
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indGH EH

ιG
H
// EG

G/H // T (G,H),
where the left map is induced by collapsing each connected component of indGH EH to a point. Note that
the cone points are a G-orbit of T (G,H) that can be identified with G/H , hence we can make sense to
the pair (T (G,H), G/H).
Theorem 4.15. Let G be a group and H a subgroup. For all n ≥ 0, the quotient map (EG, indGH EH)→
(T (G,H), G/H) induces, an isomorphism
Hn(G,H ;M)→ H
G
n (T (G/H), G/H ;M)
for every Or(G)–module M .
Proof. The proof is essentially the same of [Hat02, Proposition 2.22], using the excision and homotopy
invariance axioms of Bredon homology. 
The following corollary gives an answer to Problem 2.7.
Corollary 4.16. For all n ≥ 2 and every Or(G)–module M (in particular for every G–module), We
have the following isomorphism
Hn(G,H ;M) ∼= Hn(T (G,H);M)
Proof. It follows from the long exact sequence of the pair (T (G,H), G/H) and the fact thatHGn (G/H ;M) =
0 for all n ≥ 1 and for every M . 
4.4. The comparison homomorphism. Since T (G,H) is defined via the G-pushout
indGH EH

ι
// EG

G/H // T (G,H)
and both indGH EH and EG are free G-CW-complexes, while for the points of G/H all the isotropy groups
are conjugated to H , we conclude that all the isotropy groups belong to the family F(H). Therefore
there is a G-map, unique up to G-homotopy
(13) T (G,H)→ EF(H)G.
which leads to the G-map of pairs
(T (G,H), G/H)→ (EF(H)G,G/H).
Applying the long exact sequence to this map of pairs, and using the fact that HGi (G/H ;M) = 0 for all
i ≥ 1, we get (see Corollary 4.3), for n ≥ 2 the following commutative square
(14) Hn(T (G,H);M)
∼=
//

Hn(G,H ;M)

Hn([G : H ];M)
∼=
// Hn(EF(H)G,G/H ;M)
.
Hence we have, for all n ≥ 2, a homomorphism
ϕ : Hn(G,H ;M)→ Hn([G : H ];M),
for every covariant Or(G)–module M . And analogously for cohomology. We call ϕ the comparison
homomorphism.
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Remark 4.17. Using the construction above, we still have the following commutative diagram with
exact rows, that might help us to compare Takasu and Adamson relative homology theory in dimensions
0 and 1:
0 // H1(T (G,H);M) //

H1(G,H;M) //

H0(G/H;M) //
=

H0(T (G,H);M) //

H0(G,H;M) //

0
0 // H1([G : H];M) // H1(EF(H)G,G/H;M)
// H0(G/H;M) // H0([G : H];M) // H0(EF(H)G,G/H;M)
// 0
Note that, in caseM is a constant Or(G)–module, then the maps HG0 (G/H ;M)→ H
G
0 (T (G,H);M) and
HG0 (G/H ;M)→ H
G
0 (EF(H)G;M) are split injective since they can be identified with singular homology
maps (see Remark 4.5), therefore, at least in this case, we also have defined the comparison homomorphism
in dimensions 0 and 1.
Recall that a subgroup H of G is said to be malnormal if g−1Hg ∩H = I for all g ∈ G \H .
Theorem 4.18. The following are equivalent
(1) H is a malnormal subgroup of G;
(2) the Takasu space T (G,H) of (G,H) is a model for the classifying space EF(H)G.
(3) The comparison homomorphism
ϕ : H∗(G,H ;M)→ H∗([G : H ];M)
is an isomorphism for every covariant Or(G)–module M ;
Proof. By [ANCM17, Proposition 7.11], the Takasu space T (G,H) is a model for EF(H)G if and only if
H is a malnormal subgroup of G. Hence (1) is equivalent to (2).
Assume that T (G,H) is a model for EF(H)G. Since EF(H)G is unique up to G homotopy, the (unique
up to G homotopy) G-map T (G,H) → EF(H)G in (13) induces the isomorphism in (co)homology for
every Or(G)–module M , therefore the left map in (14) is an isomorphism and we conclude that the
comparison homomorphism is an isomorphism.
Now suppose that ϕ is an isomorphism for all Or(G)–module M , we shall verify that T (G,H) is a
model for EFG.
From the definition, we can conclude that T (G,H) is contractible since we are collapsing contractible
subcomplexes of EG to obtain T (G,H). Also, we know that, for non trivial subgroup K ∈ F(H),
the space T (G,H)K coincides with (G/H)K , in particular, it is a discrete subspace of T (G,H). Hence
T (G,H)K is contractible if and only if it consist of exactly one point. Now we shall prove that T (G,H)K
is a discrete space with the (singular) cohomology of the one-point space. From [MS95, Pag. 252, eq.
(5)], there exists an Or(G)-module N , such that we have the following natural isomorphism
H∗G(X ;N)
∼= H∗(XK ;Z)
where the right hand side is singular cohomology. Hence ϕ induces the following commutative diagram
H∗G(T (G,H);N)
ϕ∗

∼=
// H∗(T (G,H)K ;Z)
ϕ∗

H∗G(EF(H)G;N)
∼=
// H∗((EF(H)G)
K ;Z).
Hence, we conclude that T (G,H)K is a one-point space. This finishes the proof. 
Remark 4.19. In [ANCM17, Theorem 7.13], it is proved the if part of the Theorem using a constant
Or(G)-module as coefficients, while for the only if part we strongly use the fact that the comparison
isomorphism induces isomorphisms for any coefficients.
Corollary 4.20. Let G be a group and H a malnormal subgroup of G, then we have the long exact
sequence
· · · // Hn(H ; resGH M(H/I))
// Hn(G;M(G/I)) // Hn([G : H ];M) // · · · .
5. Derived functors for Adamson and Takasu theories
Let G be a group and H a subgroup of G. In order to describe Adamson homology theory we have
to work in the restricted orbit category Or(G,F(H)). Throughout this section we fix a group G and a
family F , then everything that we shall define will be within the categorymod–Or(G,F) of contravariant
Or(G,F)–modules.
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5.0.1. Free Modules. An Or(G,F)-set is a collection of sets B = {B(G/H) | H ∈ F}. An Or(G,F)-
map between two Or(G,F)-sets B and C is a collection of maps {fH : B(G/H) → C(G/H)}. A
Or(G,F)-subset B′ is a subcolection of a Or(G,F)-set B such that B′(G/H) ⊂ B(G/H).
An Or(G,F)-module M is called free with basis B = {B(G/H) | H ∈ F} if B is a Or(G,F)-subset
of M , and if each Or(G,F)-map B → N into an Or(G,F)-module N has a unique extension F :M → N
which is a homomorphism of Or(G,F)-modules.
Remember that we had denoted by Z[G/K,G/H ] the abelian group generated by the set mapG(G/K,G/H)
of G-maps. Given a Or(G,F)-set B, we can construct the free Or(G,F)-mod F (B) over B as
F (B) =
⊕
B(G/H)∈B
⊕
x∈B(G/H)
Z[−, G/H ].
In order to consider B as a subset of this free module, each element in B(G/H) is identified with
Id(G/H) ∈ Z[G/H,G/H ] in the corresponding summand. It is not difficult to see that free Or(G,F)-
modules satisfy a universal property analogue to that defining free modules in the classical setting.
Example 5.1. In particular, Z[−, G/H ] is free with basis the identity IdG/H (see [tD87, I.11.12]).
Remark 5.2. Let M be a Or(G,F)-module, and denote by B the underlying Or(G,F)-set of M . Then
we have an epimorphism F (B)→M induced by the natural map B →M .
5.0.2. Projective Modules. We say that the the sequence of Or(G,F)-modules
· · · // M ′′ // M // M ′ // · · ·
is exact, if the sequence
· · · // M ′′(G/K) // M(G/K) // M ′(G/K) // · · ·
is an exact sequence of abelian groups for all K ∈ F .
An Or(G,F)-module is called projective if the functor HomOr(G,F)(P,−) is exact, i.e. if it sends
exact sequences to exact sequences. As in the classical setting, it is not difficult to prove that every free
module is projective.
5.0.3. Tor and Ext functors. Let M be a Or(G,F)-module. A projective resolution of M is an exact
sequence of contravariant Or(G,F)-modules
(15) P∗ : · · · // Pn // · · · // P1 // P0
ε
// M // 0 ,
where Pi is projective for all i.
Since the definitions of this section are analogous to the ones in classical homological algebra, we also
have the analogous Comparison theorem:
Theorem 5.3. If T :M →M ′ is a morphism of Or(G,F)-modules. Consider the following diagram
P∗ : · · · // Pn // · · · // P1 // P0 // M
T

// 0
Q∗ : · · · // Qn // · · · // Q1 // Q0 //M ′ // 0,
where the top row is a projective resolution of M and the bottom one is an exact sequence, then T can be
extended to a morphism T∗ : P∗ → Q∗ unique up to homotopy.
The first part of the following proposition is an immediate consequence of Remark 5.2, while the second
part it can be proved as in the classical setting of homological algebra using Theorem 5.3.
Proposition 5.4. Every Or(G,F)-module M has a projective resolution. Moreover, any two projective
resolutions of M are homotopically equivalent.
The sequence
(16) PM : · · · // Pn // · · · // P1 // P0 // 0 ,
obtained from (15) after deleting M is called a reduced projective resolution of M .
Now, we can define the Tor functor and the Ext functor.
Let PN be a reduced projective resolution of the contravariant Or(G,F)-module N and let M be a
Or(G,F)-mod (of suitable variance). We can apply the functors − ⊗Or(G,F) M and HomOr(G,F)(−,M)
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to the sequence PN to obtain the sequences PN ⊗Or(G,F) M and HomOr(G,F)(PN ,M) respectively. We
define
Tor
Or(G,F)
i (N,M) = Hi(PN ⊗Or(G,F)M),
ExtiOr(G,F)(N,M) = H
i(HomOr(G,F)(PN ,M)).
Both functors are well defined because of Proposition 5.4.
5.1. Adamson relative group (co)homology. We are interested in the (co)homology of the pair
(G,H), we will restrict the theory to this case. Projective resolutions can be obtained from a model of
EF(H)G (see [MV03, p. 11]). We include this construction for completeness.
First, define the augmentation homomorphism ε : C0(X)(−) → Z as the usual augmentation
homomorphism ε : C0(X
K)→ Z for all K ∈ F(H).
Proposition 5.5. Let X be a model for EF(H)G. Then the augmented chain complex C∗(X) is a free,
and therefore projective, resolution of the constant Or(G,F(H))-module Z.
Proof. Since XK is contractible, the augmented chain complex C∗(X)(G/K) = C∗(X
K) is acyclic.
Therefore the augmented chain complex functor C∗(X) is exact.
Remember the isomorphism described in Equation (12)
Ci(X)(G/K) = Ci(X
K) ∼=
⊕
σ∈Σi
Z[G/K,G/Kσ].
Since F(H) is closed taking subgroups and conjugation, the Or(G,F(H))–module Ci(X) is free, so the
augmented chain complex C∗(X) is a free resolution of Z. 
Definition 5.6. We can take XF(H) = G/H in the simplicial model of EF(H)G given in Proposition 2.1.
In this case, we call C∗(G/H)(−) = C∗(EF(H)G)(−) the canonical resolution of Z.
Theorem 5.7. Let G be a group and H a subgroup. For all n ≥ 0, we have the following isomorphisms
Hi([G : H ];M) ∼= Tor
Or(G,F(H))
i (Z,M),
Hi([G : H ];M) ∼= ExtiOr(G,F(H))(Z,M).
Proof. It follows from Proposition 5.5. 
Remark 5.8. In [Hoc56], Adamson relative group (co)homology is described as derived functors, using
the language of relative homological algebra. On the other hand, in the above description, Adam-
son (co)homology is described using derived functors within an abelian category with enough projec-
tive Or(G,F)-modules, which gives a topological approach completely analogue to the classical group
(co)homology.
5.2. Takasu relative group (co)homology. As we saw in Subsection 2.3.1 in Takasu’s original paper
[Tak59], there is already a very nice approach for H∗(G,H ;M) via derived functors (see also [ANCM17,
Section 5.3]).
In this section we fix a pair (G,H). We shall be working in the category of contravariant Or(G,Tr)-
modules, which actually is canonically isomorphic to both, the category of right G-modules and the
category of left G-modules, hence there is no substantial difference between the three of them.
Theorem 5.9. For every Or(G)-module M and every i ≥ 1, We have the following isomorphisms
Hi(G,H ;M) ∼= Tor
G
i−1(I(G.H)(Z),M(G/I))
∼= Tor
Or(G,Tr)
i−1 (I(G,H)(Z),M(G/I)),
Hi(G,H ;M) ∼= Exti−1G (I(G.H)(Z),M(G/I))
∼= Exti−1Or(G,Tr)(I(G,H)(Z),M(G/I)).
Proof. Consider the canonical resolutions C∗(G) and C∗(H) of G and H respectively, i.e.
C∗(G) : · · · // Z[G
n+1] // · · · // Z[G2] // Z[G] // Z // 0,
and analogously with C∗(H). Clearly we have an inclusion Ci(H)→ Ci(G) for all i ≥ 0, which induces
an inclusion ψ : indGH Ci(H)→ Ci(G).
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Hence we have the following short exact sequence of reduced resolutions
· · · // indGH C2(H) //
ψ2

indGH C1(H)
//
ψ1

indGH C0(H)
//
ψ0

0
· · · // C2(G) //

C1(G) //

C0(G) //

0
· · · // C2(G)/ ind
G
H C2(H)
∂¯2
// C1(G)/ ind
G
H C1(H) // C0(G)/ ind
G
H C0(H) // 0
i.e. the upper vertical arrows are are injective, the lower vertical are surjective, and each vertical sequence
is exact in the middle term.
Note that
(1) C0(G)/ ind
G
H C0(H) = 0 since ψ0 is the identity on Z[G];
(2) the first, second and third row are exact except at indGH C0(H), C0(G) and C1(G)/ ind
G
H C1(H)
respectivelly.
(3) The long exact sequence of homology groups arising from the fundamental theorem of homological
algebra has the following form
0 // cokernel(∂¯2) // ind
G
H(Z) // Z // 0.
Therefore we can conclude that cokernel(∂2) is isomorphic to I(G,H)(Z). Since the inclusion of the first
in the second row is a split injection, we have the following G-projective (actually free) resolution of
I(G,H)(Z)
· · · // C2(G)/ ind
G
H C2(H) // C1(G)/ ind
G
H C1(H) // I(G,H)(Z) // 0.
On the other hand C∗(G)/ ind
G
H C∗(H) corresponds to the cellular chain complex of the Takasu space
T (G,H), so that it can be used to compute the Takasu relative homology of (G,H). Hence the proof
follows. 
5.3. The algebraic version of the comparison homomorphism. In this section we shall give a
purely algebraic description of the comparison homomorphism using the definition of Adamson and
Takasu homology via derived functors. First note that, we have, for every family F of G, an inclusion of
the category mod–Or(G,F) −→ mod–Or(G), which sends a contravariant Or(G,F)-module M to the
Or(G)-module which by an abuse of notation we also denote M , by setting M(G/K) = 0 for all K /∈ F .
Consider a projective resolution P∗ of the constant Or(G,Tr)-module I(G,H)(Z)
P∗ : · · · // Pn // · · · // P1 // P0 // I(G.H)(Z) // 0
On the other hand, the canonical resolution C∗(G/H) of Z (see Definition 5.6) yields
(17) Ĉ∗(G/H) : · · · // Cn(G/H) // · · · // C1(G/H) // ker ε // 0
where ε : C0(G/H)(−) → Z is the augmentation homomorphism. Note that from Subsection 2.3.1 we
have that ker ε(G/1) = I(G,H)(Z).
Now, consider both resolutions P∗ and Ĉ∗(G/H) as resolutions in mod–Or(G). Then P∗ is still a
projective resolution, Ĉ∗(G/H) is still exact, and we have the inclusion I(G,H)(Z)→ ker ε. Hence by the
Comparison Theorem 5.3 this inclusion can be extended to a morphism of resolutions
(18) ϕ˜∗ : P∗ → Ĉ∗(G/H).
This induces, after tensoring with M , a homomorphisms
(19) ϕi : Hi(G,H ;M)→ Hi([G : H ];M), for all i ≥ 2.
And analogously for cohomology.
Remark 5.10. In general, it is not possible to give a morphism ker ε → I(G,H)(Z) and extend to a
morphism Ĉ∗(G/H)→ P∗, but we have the algebraic version of the isomorphism given in Theorem 4.18
Proposition 5.11. If H is malnormal, then ϕi : Hi(G,H ;M)→ Hi([G : H ];M) is an isomorphism, for
every Or(G)-module M .
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Proof. Consider the canonical resolution of the constant Or(G,F(H))-module Z. By definition of the
canonical resolution (see Definition 5.6), we have C0(G/H)(−) = Z[−, G/H ]. The set mapG(G/K,G/H)
is not the empty set forK ∈ F(H). It is not difficult to prove that, whenH is malnormal, Z[G/K,G/H ] =
Z for all non trivial subgroup K ∈ F(H) and Z[G/I,G/H ] = Z[G/H ], therefore, by Proposition 2.5-
(3), there is a morphism (isomorphism) ker ε→ I(G,H)(Z) and the theorem follows from the comparison
theorem. 
6. Spectral sequences
In this section we describe the spectral sequence in Bredon homology from [MP02] that relates classical
group (co)homology, Adamson homology and Takasu homology.
Let G be a group and let F ⊆ G be two families of subgroups. Then we have a natural functor
IG
F
: Or(G,F)→ Or(G,G).
Suppose we have a projective resolution P∗ of the constant Or(G,F)-module Z by contravariant
projective Or(G,F)-modules
P∗ : · · · // Pn // · · · // P1 // P0
ε
// Z // 0 .
Also assume that Q∗ is a projective resolution of the constant Or(G,G)-module Z by contravariant
projective Or(G,G)–modules.
Given a covariant Or(G,F)–module D, we obtain using a standard procedure, the 0-th stage of a
spectral sequence
E0p,q = (resIG
F
Qp ⊗Pq)⊗Or(G,F) D.
On the other hand, we can consider the tensor product of projective resolutions resIG
F
Q∗⊗P∗, explicitly,
we have
resIG
F
Q∗ ⊗P∗ : · · · //
⊕
i+j=n resIG
F
Qi ⊗Pj // · · · // resIG
F
Q0 ⊗P0
ε
// Z // 0 .
Hence, we have that
E0p,q =⇒ Hp+q((resIG
F
Q∗ ⊗P∗)⊗Or(G,F) D).
Since resG
F
preserves projective modules (see [MP02, Lemma 3.7]), we have that resIG
F
Q∗⊗P∗ is again
a projective resolution for the Or(G,F)-module Z, therefore, the previous spectral sequence converges to
HG∗ (EFG;D).
In [MP02], Mart´ınez-Pe´rez described the second page of this spectral sequence in great detail. Actually,
she obtained the following theorem, where she deals also with the cohomology case.
Theorem 6.1. [MP02, Theorem 3.9] Let G be a group, and let F ⊆ G be two families of subgroups of G.
Then for any contravariant Or(G,F)-module C and any covariant Or(G,F)-module D, there are spectral
sequences
Ep,q2 = H
p
G(EGG;H
q
(−)(EF∩(−)(−);C)) =⇒ H
p+q
G (EFG;C),
and
E2p,q = H
G
p (EGG;H
(−)
q (EF∩(−)(−);D)) =⇒ H
G
p+q(EFG;D)
Let us explain the covariant Or(G,G)-module H
(−)
q (EF∩(−)(−)) appearing as coefficients in the ex-
pression of the second page of this spectral sequence.
For each S ≤ G, we have the functor iS : Or(S, S ∩ F) → Or(G,F), and the restriction functor
resiS : mod–Or(G,F)→mod–Or(S, S ∩ F) (and its covariant analogue).
Consider a projective resolution P∗ of the constant Or(G,F)-module Z. Define the functor
resi(−) P∗ ⊗Or((−),F∩(−)) resi(−) D : Or(G,G)→ Ch(Ab),
given in objects by
G/S 7→ resiS P∗ ⊗Or(S,F∩S) resiS D.
While for morphisms we proceed as follows. Let Ra : G/S1 → G/S2, a ∈ G, aS1a−1 ≤ S2, i.e., a
morphism in Or(G,G). Hence Ra induces a homomorphism of chain complexes
resiS1 P∗ ⊗Or(S1,F∩S1) resiS1 D → resiS2 P∗ ⊗Or(S2,F∩S2) resiS2 D
[x⊗ y] 7→ [P∗(Ra)x,D(Ra)y]
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for all x ∈ resiS1 P∗(G/S2), y ∈ resiS1 D(G/S2). Compare with [Bro94, III.8]. For every q ≥ 0 we can
compose with the q-th homology functor to get
Hq(resi(−) P∗ ⊗Or((−),F∩(−)) resi(−) D) : Or(G,G)→ Ab .
For every S ∈ G
HSq (EF∩SS; resis D)
∼= Hq(resiS P∗ ⊗Or(S,F∩S) resiS D).
Hence, the covariant Or(G,G)-module H
(−)
q (EF∩(−)(−);D) makes sense.
As an immediate consequence, we have the following corollary.
Corollary 6.2. If G = F(H), then we have the following spectral sequences
E2p,q = Hp([G,H ];H
(−)
q (EF∩(−)(−);D)) =⇒ H
G
p+q(EFG;D),
and
Ep,q2 = H
p([G,H ];Hq(−)(EF∩(−)(−);C)) =⇒ H
p+q
G (EFG;C).
Moreover, if we also assume F to be the trivial family, then we have the following spectral sequences
E2p,q = Hp([G : H ];H
(−)
q (E(−);D)) =⇒ Hp+q(G;D),
Ep,q2 = H
p([G : H ];Hq(−)(E(−);C)) =⇒ H
p+q(G;C).
Remark 6.3. It is worth noticing that, the spectral sequence in the previous corollary, has as a particular
case, the classical Lyndon-Hochshild-Serre spectral sequence when H is a normal subgroup of G.
Remark 6.4. This spectral sequence is also related to the one given in [Sna64, Chapter 3], although
the one given by Snapper it is stated in the more general context of (co)homology of a permutation
representation. On the other hand, the spectral sequence on Corollary 6.2 has no relation at all with the
spectral sequence given in [Sna64, Chapter 2].
As an immediate consequence of this spectral sequence we obtain, for all (G,H) and all Or(G,F)-
module D the classical homological five-term exact sequence
H2(G;D)→ H2([G : H ];H
(−)
0 (E( );D))→ H0([G : H ];H
(−)
1 (E(−);D))→ H1(G;D)
→ H1([G : H ];H
(−)
0 (E(−);D))→ 0
while for cohomology we obtain the analogous five-term exact sequence
0→ H1([G : H ];H0(−)(E(−);C))→ H
1(G;C)→ H0([G : H ];H1(−)(E(−);C))→
H2([G : H ];H0(−)(E(−);C))→ H
2(G;C)
If we consider any G-G-CW-complex X and let Q∗ be the Bredon chain complex C∗(X)(−) of X , then
we obtain the following spectral sequence relating Adamson and Takasu relative (co)homology theories.
Theorem 6.5. [MP02, Remark 3.10] Let G be a group, and let F ⊆ G be two families of subgroups of
G. Consider a G-CW-complex X with staibilizers in F . Then for any contravariant Or(G,F)-module C
and any covariant Or(G,F)-module D, there are spectral sequences
Ep,q2 = H
p
G(G,H
q
(−)(resi(−) X ;C)) =⇒ H
p+q
G (X ;C)
and
E2p,q = H
G
p (G,H
(−)
q (resi(−) X ;D)) =⇒ H
G
p+q(X ;D)
Corollary 6.6. If G = F(H), then we have the following spectral sequences
Ep,q2 = H
p([G,H ];Hq(−)(resi(−)X ;D)) =⇒ H
p+q
G (X ;D).
and
E2p,q = Hp([G,H ];H
(−)
q (resi(−)X ;D)) =⇒ H
G
p+q(X ;D).
Moreover, if we assume X to be Takasu’s space T (G,H) for (G,H), and F = G, then we have the
following spectral sequences
Ep,q2 = H
p([G : H ];Hq(−)(resi(−)T (G,H);D)) =⇒ H
p+q(G,H ;D).
and
E2p,q = Hp([G : H ];H
(−)
q (resi(−)T (G,H);D)) =⇒ Hp+q(G,H ;D).
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7. The Lu¨ck-Weiermann construction and some exact sequences
The main goal of this section is to obtain a Takasu-type long exact sequence for Adamson homology.
In order to get such a sequence we should obtain a construction of the classifying space EF(H)G analogous
to that of T (G,H) using a G-pushout. In order to achieve such a construction we use one of the main
results from [LW12].
Let G be a group. Consider two families F ⊆ G of subgroups of G. Suppose we have a model for
EFG, the Lu¨ck and Weiermann construction gives a model for EGG. We introduce this construction in
order to deduce some exact sequences using Mayer-Vietoris exact sequence.
Suppose we have an equivalence relation ∼ on G \ F satisfying:
• Closed under taking subgroups: For H,K ∈ G \ F , with H ⊆ K then must be H ∼ K, and
• Invariant under conjugation: For H,K ∈ G \ F and g ∈ G, then must be H ∼ K if and only
if g−1Hg ∼ g−1Kg.
For H ∈ G \ F , define the subgroup of G
NG[H ] = {g ∈ G | g
−1Hg ∼ H}.
Also define the following family of subgroups of NG[H ]
G[H ] = {K ⊆ NG[H ] | K ∈ G \ F ,K ∼ H} ∪ {K ⊆ NG[H ] | K ∈ F}
Theorem 7.1 (Lu¨ck–Weiermann construction). [LW12, Theorem 2.3] Let G be a discrete group. Let
Σ be a complete set of representatives of the G-orbits in (G \ F)/ ∼ under the G-action coming from
conjugation. For every H ∈ Σ, choose models for EFNG[H ] and EG[H]NG[H ], and a model for EFG.
Now consider X defined by the G-pushout:∐
H∈ΣG×NG[H] EFNG[H ]
i
//
∐
H∈Σ IdG×NG[H]fH

EFG
∐
H∈ΣG×NG[H] EG[H]NG[H ]
// X
where the maps starting from the left upper corner are cellular and one of them is an inclusion of G-
CW–complexes. Then X is a model for EGG.
Corollary 7.2. Consider a subgroup H of the group G. Consider G the family of subgroups of G generated
by H, and let F be a subfamily of G. Choose models for EFNG[H ] and EG[H]NG[H ], and a model for
EFG. Now consider X defined by the G-pushout:
G×NG[H] EFNG[H ]
i
//
IdG ×NG[H]fH

EFG

G×NG[H] EG[H]NG[H ]
// X
where the maps starting from the left upper corner are cellular and one of them is an inclusion of G-CW-
complexes. Then X is a model for EGG.
Proof. Since the equivalence relation ∼ is closed under taking subgroups, it follows that the classes set
[G \F ] = {[g−1Hg] | g ∈ G}. Hence the set of representatives Σ has only one element, the class of H (see
Theorem 7.1). Now, everything follows from Theorem 7.1. 
Remark 7.3. In the previous corollary, one obvious choice for F is the trivial family Tr (i.e. the family
containing only the trivial subgroup), anyway, in some cases F could be chosen to be a more convenient
subfamily of G.
Remark 7.4. The G–pushout from the previous Corollary, can be seen as a kind of analogue of the
G-pushout used to define the Takasu’s space T (G,H). This point of view might be helpful since this
pushout construction gives us a more explicit description of the difference between the classifying space
EF(H)G and Takasu’s space T (G,H).
Corollary 7.5. Let G be a group, let G be the family generated by a subgroup H of G, let F be a subfamily
of G and let M be an Or(G,G)-module. Then we have the following Mayer–Vietoris exact sequence
· · · → HNG[H]n (EFNG[H ]; res
G
NG[H]
M)→ HGn (EFG;M)⊕H
NG[H]
n (EG[H]NG[H ]; res
G
NG[H]
M)
→ Hn([G : H ];M)→ · · ·
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In particular, if F is the trivial family, then we have the following exact sequence
· · · → Hn(NG[H ]; res
G
NG[H]
M(NG[H ]/I))→ Hn(G;M(G/I))⊕H
NG[H]
n (EG[H]NG[H ]; res
G
NG[H]
M(NG[H ]/I)
→ Hn([G : H ];M)→ · · ·
Remark 7.6. As expected the last exact sequence is similar to the one appearing in Takasu relative
group homology.
7.1. Malnormal groups. We can obtain a different proof of Corollary 4.20 using the Lu¨ck-Weiermann
construction.
Let H be a malnormal subgroup of G. We consider Tr ⊂ F(H). Define the equivalence relation ∼ on
F(H) \ Tr as follows: Let K1 and K2 be groups in F(H) \ Tr, then there exists g1, g2 ∈ G such that
K1 ⊆ g1Hg1−1 and K2 ⊆ g2Hg2−1, hence we say that K1 ∼ K2 if and only if g1Hg1−1 ∩ g2Hg2−1 6= I.
Then
NG[H ] = {g ∈ G | gHg
−1 ∩H 6= I} = H,
and,
G[H ] := {I} ∪ {I 6= K ⊂ H | K ∼ H} = All(H)
Consider a Or(G)-module M , then applying Corollary 7.5 we have the following long exact sequence
· · · → HHn (ETrH ;M)→ Hn(G;M)⊕H
B
n (EAllH ;M)→ Hn([G : H ];M)→ · · ·
since EAllB can be taken to be the one-point space, the sequence takes the form
· · · → Hn+1([G : H ];M)→ Hn(H ;M)→ Hn(G;M)→ Hn([G : H ];M)→ · · ·
7.2. The long exact sequence for good triples. In this subsection we will show that, for certain
triples K ≤ H ≤ G, we have a long exact sequence in Adamson homology similar to the sequence of a
triple of spaces in singular homology.
Consider a triple of groups K ≤ H ≤ G, and consider the families F(K) and F(H) generated by
K and H respectively. Define the following equivalence relation in F(H) \ F(K): for any H1, H2 in
F(H) \ F(K), there exist g1, g2 ∈ G such that H1 ≤ g1Hg
−1
1 and H2 ≤ g2Hg
−1
2 , then we set
H1 ∼ H2 ⇐⇒ g1Hg
−1
1 ∩ g2Hg
−1
2 ∈ F(H) \ F(K),
i.e. g1Hg
−1
1 ∩ g2Hg
−1
2 is not subconjugate to K.
It is straightforward that this equivalence relation satisfies the required properties in order to use the
Lu¨ck-Weiermann properties.
We say that K ≤ H ≤ G is a good triple, if H = NG[H ] = {g ∈ G | H ∼ gHg−1}, i.e. if, for all
g ∈ G \H , H ∩ gHg−1 is subconjugated to K.
Theorem 7.7. Using the notation of above. Suppose that K ≤ H ≤ G is a good triple. Then, for all
Or(G)-module M . We have a long exact sequence such that, for all n > 0, looks like
· · · → Hn([H : K]; res
G
H M)→ Hn([G : K];M)→ Hn([G : H ];M)→ Hn−1([H : K]; res
G
H M)→ · · · ,
while for n = 0 we have
· · · → H0([H : K]; res
G
H M)→ H0([G : K];M)⊕M(G/H)→ H0([G : H ];M)→ 0.
Proof. Note that for a good triple NG[H ] = H and G[H ] is the family of all subgroups of NG[H ] = H ,
since H always belongs to G[H ] by definition. Hence EG[H]NG[H ] has as a model the one-point space.
The conclusion follows from Corollary 7.5 by setting F = F(K), G = F(H). 
Example 7.8. If H is a malnormal subgroup of G, then it follows that for every K ≤ H , the triple
K ≤ H ≤ G is a good triple.
Example 7.9. Consider the triple T ≤ B ≤ G, where G = SL2(C),
B =
{(
a b
0 a−1
) ∣∣∣∣ a ∈ C∗, b ∈ C} , and T = {(a 00 a−1
) ∣∣∣∣ a ∈ C∗} .
We also consider this groups endowed with the discrete topology. Then, we claim that they are a good
triple. In fact, since B is a proper maximal subgroup of G (see [Lan02, Proposition XIII.8.2]), we conclude
that NG[B] is either G or B. Therefore it suffices to exhibit an element in G that do not belongs to
NG[B], i.e. an element g ∈ G such that gBg
−1 ∩ B is subconjugate to T . A direct computation shows
that we can take g =
(
0 1
−1 0
)
.
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8. Computations of Adamson’s and Takasu’s theories for concrete examples
8.1. Normal subgroups. Let G be a group and H a normal subgroup of G. Let M be a G–module.
Then by Corollary 4.10
H∗([G : H ];M) ∼= H∗(G/H ;MH)
Now we have the Lyndon-Hochshild-Serre spectral sequence
E2p,q = Hp(G/H ;Hq(H ; res
G
H M)) =⇒ Hp+q(G :M)
Proposition 8.1. Suppose that we have H a normal subgroup of G, and M such that E2p,q = 0, for all
p, q > 0. Then we have the commutative diagram
· · · // Hn(H ; resGH M)G/H
// Hn(G;M) // Hn(G/H ;MH) // Hn−1(H ; res
G
H M)G/H
// · · ·
· · · // Hn(H ; resGH M)
//
OO
Hn(G;M) //
OO
Hn(G,H ;M) //
OO
Hn−1(H ; res
G
H M)
//
OO
· · ·
where the first vertical arrow is the quotient map, the second is the identity, and the third is the comparison
map composed with the isomorphism above.
Proof. The top row is straightforward from the spectral sequence and the hypothesis E2p,q = 0, for all
p, q > 0. The commutativity of the diagram follows from the following commutative diagram (up to
G-homotopy)
G×H EH
=

// EG
=

// T (G,H)

G×H EH // EG // EF(H)G = E(G/H)
and the definition of the transgression (see [McC01, p. 185]) homomorphism in the Lyndon-Hochshild-
Serre spectral sequence. 
Corollary 8.2. Consider G, H, and M as in the previous proposition. If the action of G on H is by
inner automorphisms, then the comparison homomorphism
ϕ : H∗(G,H ;M)→ H∗([G : H ];M)
is an isomorphism, for all G–module M .
Proof. It follows from the previous proposition and the five lemma, since the left vertical arrow in the
Proposition 8.1 would be the identity. 
Remark 8.3. Note that the hypothesis from Proposition 8.1 and its corollary depend on the coefficients
M . Therefore this does not leads to a contradiction with Theorem 4.18.
Example 8.4. As a straightforward example we have the cyclic groups (Cn, Cm) with m and n relative
primes and M equal to the trivial G–module Z. In fact, using the universal coefficient theorem and the
fact that Hi(Cm;Z) vanishes for i odd, we have that
E2p,q = Hp(Cn/Cm;Hq(Cm;M))
∼= 0
for all p, q > 0. Moreover, since both Hi([Cn : Cm];Z) and Hi(Cn, Cm;Z) are finite groups for every
i > 0, we can conclude that the comparison homomorphism is actually an isomorphism. We will show in
Subsection 8.3 below that, the hypothesis of m and n being relative prime numbers, is necessary.
8.2. The pair (K ×H,H). Lets first work out this subsection with constant coefficients Z, we omit it
in the notation. Consider the pair (K ×H,H), where we are making an abuse of notation by denoting
I ×H by H . Then we have the split short exact sequence
I → H
i
⇄
j
K ×H → K → I,
and the projection homomorphism j : K ×H → H such that j ◦ i is the identity homomorphism on H .
Recall that a group homomorphism f : G1 → G2 induces a homomorphism in group homology
f∗ : Hi(G1)→ Hi(G2)
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for all i ≥ 0 (remind that we are using constant coefficients). Now, from Proposition 4.13 we have the
following long exact sequence for Takasu’s relative homology
· · · → Hn+1(K ×H,H)→ Hn(H)
i
−→ Hn(K ×H)→ Hn(K ×H,H)→ · · ·
Thus, the homomorphism induced by j leads to short split exact sequences
I → Hn(H)⇄
j∗
Hn(K ×H)→ Hn(K ×H,H)→ I
for all n ≥ 0. Therefore
Hn(K ×H) ∼= Hn(H)×Hn(K ×H,H)
so that
Hn(K ×H,H) ∼= Hn(K ×H)/Hn(H)
for all n ≥ 1.
On the other hand, Hn(G) = Hn(K ×H) can be calculated using the Ku¨nneth formula
Hn(K ×H) ∼=
 ⊕
i+j=n
Hi(K)⊗Hj(H)
⊕
 ⊕
i+j=n−1
Tor(Hi(K), Hj(H))
 .
An alternative way to think this formula is as the sum over the n-th diagonal of a spectral sequence type
array given by
E2p,q = Hp(K;Hq(H))
∼= Hp(K)⊗Hq(H)⊕ Tor(Hp−1(K), Hq(H))
Using this point of view, the column p = 0 is the group homology of H , and the row q = 0 is the group
homology of K.
While for Adamson’s group homology, from Proposition 4.9, we have
Hi([K ×H,H ]) ∼= Hi(K ×H/H) = Hi(K)
In this case the comparison homomorphism ϕ : Hi(K ×H,H)→ Hi([K ×H : H ]) can be completely
described. In fact, it is not difficult to see that this homomorphisms comes from projectingH∗(G,H), onto
the copy of H∗(K) contained as a summand (described above as the column in the spectral sequence-type
array). Hence the comparison homomorphism is surjective and the kernel is given by⊕
i+j=n
i>0,j>0
Hi(K;Hj(H)) ∼=
⊕
i+j=n
i>0,j>0
(Hi(K)⊗Hj(H)⊕ Tor(Hi−1(K), Hj(H)) .
For the case of more general coefficients an explicit description of the comparison homomorphism,
seems to be more complicated. Anyway we still have a Ku¨nneth formula for some cases. The following
theorem gives the right setting for this.
For the next theorem we consider a product of pairs (G1, H1)× (G2, H2) = (G1 ×G2, H1 ×H2), and
denote the canonical projections by pi : G1 ×G2 → Gi, i = 1, 2.
Theorem 8.5. [Flu10, Theorem 3.67] Assume that M is a contravariant Or(G1,F(H1))-modulo, and
N is a contravariant Or(G2,F(H2))-module, such that M(G1/K) and N(G2/K ′) are free abelian groups
for all K ∈ F(H1), K ′ ∈ F(H2). Denote G1 ×G2 and H1 ×H2 by G and H respectively. Then we have
the split short exact sequence
0→
⊕
i+j=n
(
HG11 (EF(H1)G1;M)⊗Z H
G2
j (EF(H2)G2 : N)
)
→ HGn (EF(H)G; resp1 M ⊗ resp2 N)→⊕
i+j=n−1
(
Tor(HG1i (EF(H1)G1;M), H
G2
j (EF(H2)G2 : N))
)
→ 0
Translating to our notation we have the following split short exact sequence
0→
⊕
i+j=n
(Hi([G1 : H1];M)⊗Z Hj([G2 : H2] : N))→ Hn([G : H ]; resp1 M ⊗ resp2 N)→⊕
i+j=n−1
(Tor(Hi([G1 : H1];M), Hj([G2 : H2] : N)))→ 0
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8.3. Finite cyclic groups. Let Ci denote the cyclic group of order i. In [ANCM17, Example 7.3], the
authors exhibit the pair (C4, C2) as an example where the Adamson’s and Takasu’s homology groups are
isomorphic, which might sound as a contradiction with Theorem 4.18. Nevertheless, they do not mention
anything about this isomorphism being related to the comparison homomorphism. In this example we
show that the comparison homomorphism ϕi : Hi(C4, C2;Z)→ Hi([C4 : C2];Z) vanishes for for all i ≥ 2,
in particular, it is not an isomorphism.
LetG = Cn be the cyclic group of order n generated by the element t. ConsiderN = 1+t+t
2+· · ·+tn−1,
then
(20) ν : · · ·
N
// ZG
t−1
// ZG
N
// ZG
t−1
// ZG
ε
// Z // 0
is a G-projective resolution of the trivial G-module Z, where the homomorphisms are multiplication by
t− 1 and N , and ε is the augmentation homomorphism (see for instance [Bro82, Pag. 20]).
On the other hand, consider a subgroup Cm = H of G. Hence, H is normal and the quotient group
G/H is also cyclic generated by tH , so
(21) ν′ : · · ·
N ′
// Z[G/H ]
(t−1)H
// Z[G/H ]
N ′
// Z[G/H ]
(t−1)H
// Z[G/H ]
ε
// Z // 0 ,
where N ′ = H + tH + · · ·+ tn/m−1H , is a G/H-projective resolution of Z.
From Section 5.2 and [ANCM17, Lemma 5.3], we have the following facts,
• If P is a projective G-module, then I(G,H)(P ) is also a projective G-module;
• The G-homomorphism η : ZG⊗ZH Z→ Z[G/H ], given by η(g ⊗ n) = ngH , is an isomorphism;
• Moreover η restricts to an isomorphism I(G,H)(Z) ∼= ker (ε : Z[G/H ]→ Z);
• I(G,H)(M) is generated (as Z-module) by the elements x⊗ n− 1⊗ xn for all x /∈ H and n ∈M .
From now on we will focus on the case (G,H) = (C4, C2). We can apply the functor I(G,H)(−) to
the resolution ν in order to obtain a G-projective resolution of I(G,H)(Z). Since ν
′ is an exact sequence,
the isomorphism η : I(G,H)(Z) → ker (ε) can be extended to a morphism between the following exact
sequences.
I(G,H)(ν) : · · ·
Id⊗(t−1)
// I(G,H)(ZG)
λ2

Id⊗N
// I(G,H)(ZG)
λ1

Id⊗(t−1)
// I(G,H)(ZG)
λ0

Id⊗ε
// I(G,H)(Z)
η

// 0
ν′ · · ·
(t+1)H
// Z[G/H ]
(t−1)H
// Z[G/H ]
(t+1)H
// Z[G/H ]
(t−1)H
// ker(ε) // 0.
Our following task is to compute λi for all i ≥ 0. First we should note that I(G,H)(ZG) is a rank-one
free G-module with basis t ⊗ 1 − 1 ⊗ t. In fact, by definition of I(G,H)(ZG) we have the short exact
sequence
0→ I(G,H)(ZG)→ Z[G] ⊗Z[H] Z[G]→ Z[G]→ 0,
which splits since Z[G] is a free G-module. Therefore I(G,H)(Z[G]) is a free abelian group of rank 4. Now,
a direct calculation shows that ti(t ⊗ 1 − 1 ⊗ t), for i = 0, 1, 2, 3 form a Z-basis of I(G,H)(ZG), and we
conclude that it is a free G-module.
In order to calculate λ0, we use the right hand side square of the above diagram:
η ◦ (Id⊗ε)(t⊗ 1− 1⊗ t) = η(t⊗ 1− 1⊗ 1)
= tH −H = (t− 1)H,
hence we can define λ0(t⊗ 1− 1⊗ t) = H and extend to a G-equivariant map. Now we compute λ1 using
the second square from right to left.
λ0 ◦ (Id⊗(t− 1))(t⊗ 1− 1⊗ t) = λ0(t⊗ (t− 1)− 1⊗ (t
2 − t))
= λ0(t⊗ t− t⊗ 1− 1⊗ t
2 + 1⊗ t)
= λ0(−(t⊗ 1− 1⊗ t)− t(t⊗ 1− 1⊗ t))
= λ0(−(t+ 1)(t⊗ 1− 1⊗ t))
= −(t+ 1)H,
therefore we can define λ1(t⊗ 1− 1⊗ t) = −H . For λ2 we have
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λ1 ◦ (Id⊗N)(t⊗ 1− 1⊗ t) = λ1(t⊗ (1 + t+ t
2 + t3)− 1⊗ (1 + t+ t2 + t3))
= λ1((t⊗ 1− 1⊗)t− t(t⊗ 1− 1⊗ t) + t
2(t⊗ 1− 1⊗ t)− t3(t⊗ 1− 1⊗ t))
= λ1((1− t+ t
2 − t3)(t⊗ 1− 1⊗ t))
= 2(t− 1)H
and we define λ2(t⊗1−1⊗ t) = 2H . Proceeding in a similar way we finally obtain the following formulas
λ2i(t⊗ 1− 1⊗ t) = 2
iH,
λ2i+1(t⊗ 1− 1⊗ t) = −2
iH.
And we can conclude that after tensoring with the trivial G-module Z, we obtain the homomorphisms
of abelian groups λj ⊗ Id : I(G,H)(Z) ⊗ZG Z→ Z[G/H ]⊗ZG Z given by the following formulas
λ2i ⊗ Id(t⊗ 1− 1⊗ t) = 2
i,
λ2i+1(t⊗ 1− 1⊗ t) = −2
i.
Finally the comparison homomorphisms at the level of chain complex looks as follows
(22) · · · // Z
0
//
4

Z
2
//
2

Z
0
//
2

Z
2
//
1

Z //
1

0
· · · // Z
0
// Z
2
// Z
0
// Z
2
// Z // 0
Now we can explicitly describe the comparison homomorphism ϕi : Hi(C4, C2;Z)→ Hi([C4 : C2];Z). In
fact ϕ1 is the identity while ϕi = 0 for all i ≥ 2.
Remark 8.6. In general, the algebraic version of the comparison homomorphism only gives the compari-
son homomorphisms ϕi : Hi(G,H ;M)→ Hi([G : H ];M) for i ≥ 2 (see Subsection 5.3 or [ANCM17, §7.1])
because when we remove ker ε in the exact sequence (17) to get the reduced resolution, the kernel becomes
C1(G/H) but in general it is smaller, so this truncated sequence, does not compute H1([G : H ];M). But
in the particular case of this example, that does not happen because taking the reduced resolution (21)
tensored with the trivial coefficients Z we get (see for instance [Bro82, Pag. 35])
ν′ ⊗ Z :
(t−1)H⊗Id
// Z[G/H ]⊗Z[G/H] Z
∼=

N ′⊗Id
// Z[G/H ]⊗Z[G/H] Z
∼=

(t−1)H⊗Id
// Z[G/H ]⊗Z[G/H] Z
∼=

// 0
ν′ ⊗ Z :
0
// Z
2
// Z
0
// Z // 0.
Since the first map on the right is zero, the lower sequence in diagram (22) at the first place on the right,
indeed computes H1([C4 : C2];Z), so we also get the comparison homomorphism ϕ1.
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