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Abstract
Generalized zero shot learning (GZSL) is defined by a
training process containing a set of visual samples from
seen classes and a set of semantic samples from seen
and unseen classes, while the testing process consists of
the classification of visual samples from seen and unseen
classes. Current approaches are based on testing processes
that focus on only one of the modalities (visual or seman-
tic), even when the training uses both modalities (mostly for
regularizing the training process). This under-utilization
of modalities, particularly during testing, can hinder the
classification accuracy of the method. In addition, we note
a scarce attention to the development of learning methods
that explicitly optimize a balanced performance of seen and
unseen classes. Such issue is one of the reasons behind
the vastly superior classification accuracy of seen classes
in GZSL methods. In this paper, we mitigate these issues by
proposing a new GZSL method based on multi-modal train-
ing and testing processes, where the optimization explicitly
promotes a balanced classification accuracy between seen
and unseen classes. Furthermore, we explore Bayesian in-
ference for the visual and semantic classifiers, which is an-
other novelty of our work in the GZSL framework. Ex-
periments show that our method holds the state of the art
(SOTA) results in terms of harmonic mean (H-mean) clas-
sification between seen and unseen classes and area un-
der the seen and unseen curve (AUSUC) on several public
GZSL benchmarks.
1. Introduction
As computer vision systems start to be deployed in un-
structured environments, it is important that they have the
ability to recognize not only the visual classes used dur-
ing the training process (i.e., the seen classes), but also
classes that are not available during training (i.e., unseen
classes). The importance of such ability lies in the imprac-
ticality of collecting visual samples from all possible classes
that will ever be shown to the system. In this context, ap-
proaches categorized as Generalized Zero-Shot Learning
(GZSL) [4, 9, 28] play an important role due to their ca-
pacity of classifying visual samples from seen and unseen
classes during inference time.
In general, the training of GZSL methods involves the
use of visual samples from seen classes and semantic
samples (e.g., textual definition) from seen and unseen
classes, where the rationale behind the use of such seman-
tic samples is that, differently from labeled visual sam-
ples, they are readily available from various sources, such
as Wikipedia, English dictionary [19], or manually anno-
tated attributes [16]. Such training setup can potentially
mitigate the issue of collecting visual samples from all pos-
sible unseen classes, but the success of this approach lies
in the effective transferring of knowledge between the se-
mantic and visual domains. Some GZSL methods have fo-
cused on a training approach that maps from the visual to
semantic samples [17], which are then used in a nearest
neighbor classification process. Other GZSL methods are
based on a generative model that takes semantic samples as
input to produce visual samples, which are then used for
training a classifier of visual samples from seen and un-
seen classes [3, 9, 24, 29]. There are two interesting as-
pects worth noting about these GZSL methods [3, 9, 24, 29]:
1) even though the training involves the two modalities, 1)
they never involve a truly multi-modal classification opti-
mization (a possible exception here is the cycle-consistent
multi-modal approach [3, 9, 24, 29], but it does not involve
the training of an actual multi-modal classifier); and 2) none
of previous approaches rely on a multi-modal inference pro-
cess. The under-utilization of both GZSL modalities is
problematic because evidence shows that multi-modal en-
semble methods generally produce superior classification
accuracy, when compared to the results produced by each
modality independently [33].
Furthermore, even though GZSL methods tend to pro-
duce remarkably imbalanced classification accuracy be-
tween seen and unseen classes [4, 28], we notice a scarce
literature devoted to learning methods that explicitly opti-
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Figure 1: Depiction of the method proposed in this paper – training and inference processes that explicitly incorporates both
modalities (visual and semantic) used in GZSL; a training process that promotes a balanced classification of seen and unseen
classes; and a Bayesian classifier, represented by an ensemble classification, for each modality.
mize a balanced classification accuracy between seen and
unseen classes [4]. A training process that incorporates
such balanced optimization is more likely to produce a bet-
ter harmonic mean (H-mean) classification result between
seen and unseen classes.
In this paper, we propose new training and inference
methods that explore the multi-modality aspect of GZSL
with an ensemble of visual and semantic classifiers [33].
Furthermore, we explore a Bayesian inference method [11,
12, 15] that represents an ensemble of classifiers for each
modality (depicted as green color boxes in Fig. 1), in-
dependently. Finally, we extend the calibrated stacking
method [4] with a learnable parameterized model that
maximizes the H-mean result by balancing the contribu-
tion between the classification of seen and unseen classes
(Fig.. 1 depicts our proposal – see blue colors). We show
the effectiveness of our proposed GZSL approach by en-
sembling the semantic classifier direct attribute prediction
(DAP) [16] and the visual classifier multi-modal cycle-
consistent method [9]. In addition, our calibrated stacking
method allows the proposed approach to modulate between
GZSL and zero-shot learning (ZSL) problem by just adjust-
ing a hyper-parameter (i.e., we do not need to train a ZSL
specific model).
Experimental results on several publicly available
datasets commonly used to benchmark GZSL and ZSL
methods show that our proposed GZSL produces signifi-
cant gains in terms of H-mean, ZSL classification accuracy,
and the area under the seen and unseen curve (AUSUC) [4].
Specifically, on CUB [26], we improve the current state of
the art (SOTA) H-mean result from 52.2% [9] to 54.3%.
On AwA[17], we achieve H-mean of 60.2% compared
to 59.7% [9]. On FLO [20] and SUN [32], we im-
prove the current SOTA H-mean result from 64.5% and
39.2% [9] to 66.8% and 39.4%, respectively. Furthermore,
our proposed approach achieves outstanding improvements
in terms of ZSL accuracy for CUB and FLO, from 57.8%
and 68.8% [9] to 71.1% and 83.9%, respectively (note
that this is achieved by modulating the calibrated stack-
ing method, as decribed above, i.e., without re-trained our
GZSL model). Finally, in addition to such results, we as-
sess our approach in terms of AUSUC [4], which allows us
to provide more thorough comparisons for the GZSL prob-
lem. In particular, our model shows an AUSUC of 0.430,
0.673, 0.477 for the datasets CUB, FLO and AWA, while
the SOTA [9] produces 0.418, 0.595, 0.473 on the same re-
spective datasets.
2. Literature Review
In this section we present relevant literature that contex-
tualizes and motivates our approach.
Generalized Zero-Shot Learning (GZSL). In recent
years, we have observed a growing interest in GZSL. Part
of the reason behind such interest derives from the paper by
Xian et al. [28] that clearly formalizes the GZSL problem
and introduces a more solid experimental setup and a new
evaluation metric based on the H-mean between the classi-
fication accuracy results of the seen and the unseen visual
classes.
Recently proposed GZSL methods can be roughly di-
vided into two categories: semantic attribute prediction
and visual data augmentation. Semantic attribute pre-
diction methods [1, 13, 16] tackle GZSL by training a re-
gressor that maps visual samples from seen classes to their
respective semantic samples. Therefore, given a new test
visual sample (from a seen or unseen class), the regressor
maps it into a semantic sample that is then used in a nearest
neighbor classification process. The main assumption ex-
plored in this approach is that the mapping from the visual
to the semantic domain learned for the seen classes can be
transferred into the unseen classes. Unfortunately, such as-
sumption is unwarranted, and the main issue affecting this
approach is that the test visual samples from seen classes
are often classified correctly, but the ones from the unseen
classes are usually classified incorrectly into one of the seen
classes [28].
Visual data augmentation relies on a generative model
that is trained to produce visual samples from their respec-
tive semantic samples [3, 9, 24, 29]. Such model allows the
generation of visual samples from unseen classes, which are
then used in the modelling of a classifier that is trained with
real visual samples from seen classes and generated sam-
ples from unseen classes. Methods based on this approach
hold the SOTA GZSL results [3, 9, 24, 29]. Recently, this
approach has been extended in its training process, where
the generated visual samples are forced to regress correctly
to their respective semantic samples, forming a multi-modal
cycle consistent training [9, 24]. This extension represents
the first attempt at a multi-modal training, which allowed a
further improvement to the current SOTA. It is interesting
that the inference process of semantic attribute predic-
tion focuses exclusively on the semantic space, while vi-
sual data augmentation works solely on the visual space.
Therefore, a natural question is: can an ensemble of seman-
tic and visual classifiers complement each other, particu-
larly during inference? This is one of the questions we aim
to answer with this paper.
Ensemble Classification. In machine learning and pat-
tern recognition, several studies confirm the effectiveness
of combining classifiers to enhance performance [6, 7, 33],
where the diversity of the models and the way that they
complement each other are important factors that affect the
ensemble classification effectiveness. An ensemble of clas-
sifiers consists of approaches that combine the decisions
made by multiple models [6] – we highlight two specific
methods that are explored in this work: multi-modal en-
semble and Bayesian weighted voting. Multi-modal en-
semble methods combine the classification performed using
multiple modalities of the input data. Bayesian weighted
voting approaches consist of averaging the output probabil-
ity from different models applied to the same input data.
In particular, we explore the method introduced by Gal
and Ghahramani [11], who formulated an approximated
Bayesian Neural Networks with the use of dropout varia-
tional inference. In this formulation, dropout [23], which is
often used as a training regularizer, is run at inference time
to estimate the mean and variance of model predictions.
To the best of our knowledge, no attention has been de-
voted to the design and implementation of any type of en-
semble classification in GZSL. In this paper, we propose a
new GZSL approach relying on the two types of ensemble
classification highlighted above.
Balancing the Contribution of Seen and Unseen Clas-
sifiers. The work by Chao et al. [4] introduces an impor-
tant point in the GZSL problem, which is the clear imbal-
ance in terms of the classification accuracy between the seen
and unseen classes. Even though Chao et al.’s paper [4]
has received relatively sparse attention, we agree that this
is a crucial point that must be explored further. We note
that, although H-mean has been extensively used to evaluate
GZSL methods [18, 28], it is unclear whether previous ap-
proaches have tried to optimize H-mean during the training
of a GZSL classifier. We argue that training GZSL to max-
imize H-mean can mitigate the imbalanced classification of
GZSL approaches, resulting in more balanced classification
results for seen and unseen classes.
3. Method
In this section we introduce the problem formulation and
our proposed approach.
3.1. Problem Formulation
In order to formulate the GZSL problem [4, 28], we
first define the visual dataset D = {(x, y)i}Ni=1, where
x ∈ X ⊆ RK denotes the visual representation (acquired
from the second to last layer of a pre-trained deep resid-
ual nets [14]), and y ∈ Y = {1, ..., C} denotes the vi-
sual class. The visual dataset has N samples, denoting
the number of images. We also need to define the se-
mantic dataset R = {(a, y)j}j∈Y , which associates visual
classes with semantic samples, where a ∈ A ⊆ RL rep-
resents a semantic feature (e.g., set of continuous features
as word2vec [28]). The semantic dataset has as many el-
ements as the number of classes. The set Y is split into
the seen subset YS = {1, ..., S}, and the unseen subset
YU = {(S + 1), ..., (S + U)}. Therefore, C = S + U ,
with Y = YS ∪ YU , YS ∩ YU = ∅. Furthermore, D is also
divided into mutually exclusive training and testing visual
subsets DTr and DTe, respectively, where DTr contains a
subset of the visual samples belonging to the seen classes,
and DTe has the visual samples from the seen classes held
out from training and all samples from the unseen classes.
The training dataset is composed of the semantic dataset R
and the training visual subset DTr, while the testing dataset
relies only on the testing visual subset DTe.
In the next sub-sections, we first define the semantic
attribute prediction and the visual data augmentation
methods introduced in Sec. 2, where we also introduce the
ensemble classification for each method. Then, we define
the multi-modal GZSL ensemble classifier and the opti-
mization of a balanced classification between seen and un-
seen classes.
3.2. Semantic Attribute Prediction
As explained in Sec. 2, semantic attribute prediction
methods consist of a regressor that are trained to map vi-
sual samples from seen classes to their respective semantic
samples. In particular, we explore the Direct Attribute Pre-
diction (DAP) formulation [16], defined by:
a∗ = r(x;ωt), (1)
where r(.) represents a regressor parameterized by ωt ∈ Ω,
and t indexes a particular model belonging to an ensemble
of models, as defined below. In DAP, this regressor is repre-
sented by a linear transform trained by minimising the mean
square error (MSE) of the reconstructed semantic sample in
R using the visual samples in DTr. In order to build the
ensemble of semantic classifiers, we resort to Monte Carlo
(MC) dropout inference, consisting of T forward passes of
a deep learning model (each pass having a different dropout
map), where each pass represents an approximate MC sam-
pling (note that MC Dropout can be seen as a way of ap-
proximating an ensemble of T models) [11]. This relies on
training and testing the regressor in (1) with dropout. Ef-
fectively, this means that the regressor in (1) is in fact pa-
rameterized by ωt, where t ∈ {1, ..., T} indexes a unique
dropout inference that can produce a slightly different re-
gression result. The DAP nearest neighbor classification
probability is achieved as follows:
pR(y
∗|x, ωt) =
1, if y
∗ = arg min
(a,y)∈R
∣∣∣∣∣∣r(x;ωt)− a∣∣∣∣∣∣2,
0, otherwise.
(2)
The MC dropout inference [11] consists of averaging the
classification results:
pdap(y|x, ω) = 1
T
T∑
t=1
pR(y|x;ωt), (3)
where pR(.) represents the output probability of the one for-
ward pass defined in (2), and pdap(.) denotes the classifica-
tion probability from the MC Dropout ensemble.
3.3. Visual Data Augmentation
This type of GZSL has been introduced in Sec. 2, where
the main idea is the use of a generative model [29] that
is trained to randomly produce visual samples conditioned
on their semantic samples. After training this generative
model, it is then possible to generate visual samples from
the unseen classes in order to train a classifier using actual
visual samples from the seen classes and generated visual
samples from the unseen classes [3, 9, 24, 29]. This ap-
proach has been recently extended with a cycle consistency
loss that trains this classifier, together with the regressor in
(1) in order to regularize the training process – this approach
is referred to as cycle-WGAN [9], and the classification pro-
duced for new visual test samples is defined by:
y∗ = arg max
y∈Y
pD(y|x, θt), (4)
where pD(.) is the visual classifier parameterized by θt ∈
Θ. Similarly to the DAP classification defined in (3), we
train the classifier in (4) using dropout [11], and the testing
is indexed by t ∈ {1, ..., T}, representing a unique dropout
inference. Hence, the classification probability of a test vi-
sual sample produced by the cycle-WGAN is defined as:
pcyg(y|x, θ) = 1
T
T∑
t=1
pD(y|x; θt). (5)
3.4. Multi-Modal Ensemble of GZSL classifiers
Our proposed multi-modal ensemble classification com-
bines the semantic attribute prediction classifier in (3) and
the visual data augmentation classifier in (5). The idea is to
formulate a parameterized ensemble classification based on
agreement voting, if both classifiers agree on the same class
that maximises the classification in the respective space.
However, if the classifiers disagree, then we use a weighted
average of these classifiers, as follows:
pens(y
∗|x, ω, θ, α) =
1, if y∗ = arg max
y∈Y
pdap(y|x, ω) and
y∗ = arg max
y∈Y
pcyg(y|x, θ);
α× pcyg(y∗|x, θ) + (1− α)× pdap(y∗|x, ω), o.w.,
(6)
where α ∈ [0, 1] denotes the ensemble classification param-
eter. The optimization of α in (6) is performed by first split-
ting the original training set DTr into two subsets: a (sub-
)training set D̂Tr ⊂ DTr containing a subset of the original
seen classes ŶS ⊂ YS and a validation set DV a ⊂ DTr
with the remaining unseen classes ŶU ⊂ YS . Then, α is
estimated with:
α∗ = argmax
α
H(Acc(pens(.|., α), ŶS), Acc(pens(.|., α), ŶU )),
(7)
where:
H(Acc(p(.), ŶS), Acc(p(.), ŶU )) =
2×
(
Acc(p(.), ŶS)×Acc(p(.), ŶU ))(
Acc(p(.), ŶS) +Acc(p(.), ŶU )) (8)
is the harmonic mean between the seen and unseen accura-
cies with Acc(p(.), Ŷ) denoting the accuracy of the classi-
fier p(.) on the set Ŷ .
3.5. Classification Weighting of Seen and Unseen
Classes
Another contribution of this paper is a simple parame-
terized weighting method that balances the classification of
seen and unseen classes, which is defined as:
b(y;x,YU ,YS , φ, β) =
p(y|x, φ) (β × I(y ∈ YU ) + (1− β)× I(y ∈ YS)) ,
(9)
where β ∈ [0, 1] represents the learnable parameter of this
class weighting function, φ is the parameter of the classifier
p(.), and I(.) denotes an indicator function that is 1 if the
condition represented in its parameter is true, and 0 other-
wise. The optimization of β in (9) is performed in the same
way as the optimization of α in (7). Note that in (9) , we do
not refer to any of the previously defined classifiers because
such weighting can in fact be applied to any one of them.
4. Experiments
In this section we introduce the benchmark datasets, as
well as the evaluation criteria. Then, we discuss the setup
adopted for the experiments, present the results of our pro-
posal, and we finally compare them with the current SOTA.
4.1. Datasets
We assess our method on publicly available benchmark
GZSL datasets. More specifically, we perform experiments
on CUB-200-2011 [26, 28], FLO [20], SUN [28], and
AWA [16, 28] with the GZSL experimental setup described
by Xian et al. [28]. The datasets CUB and FLO are gener-
ally regarded as fine-grained, while AWA and SUN consist
of coarse datasets. In Table 1 we display some basic infor-
mation about the datasets in terms of number of seen and
unseen classes and number of training and testing images.
For the semantic samples, we use the 1024-dimensional
vector produced by CNN-RNN [21] for CUB-200-
2011 [28] and FLO [20]. These semantic samples represent
the textual description of each image using 10 sentences per
image. In order to define a unique semantic sample per-
class, we average the semantic samples of all images be-
longing to each class [28]. For the SUN [28] and AWA [28]
datasets, we use manually annotated semantic samples con-
taining respectively 102 and 85 dimensions. For the visual
samples, we follow the protocol by Xian et al. [28], where
the features are represented by the activations of the 2048-
dimensional top pooling layer of ResNet-101 [14], obtained
for the image.
For ImageNet [5], there are several testing splits for
GZSL (e.g., 2-hop, 3-hop), which rely on the training set
of 1K classes and testing set on 22K classes. However, re-
cent studies reported that there is overlap between seen and
unseen classes for GZSL [9]. We argue that although these
splits may be suitable for Open Set Recognition approaches,
further studies are required to reassure their applicability for
GZSL [9]. Nevertheless, in order to demonstrate the robust-
ness of our approach to large datasets, we perform an exper-
iment with ImageNet [5] for a split containing 100 classes
for testing [25] and the standard 1K classes for training
[25], without overlap between seen and unseen classes. For
ImageNet, we used 500-dimensional semantic samples [25]
and 2048-dimensional ResNet-features, where images are
resized to 256 × 256 pixels, cropped to 224 × 224 pixels,
normalized with means (0.485, 0.456, 0.406) and standard
deviations (0.229, 0.224, 0.225) per RGB channel.
4.2. Evaluation Protocol
The evaluation protocol is based on computing the av-
erage per-class top-1 accuracy measured independently for
each class before dividing their cumulative sum by the num-
ber of classes [28]. For GZSL, after computing the aver-
age per-class top-1 accuracy on seen classes YS and unseen
classes YU , we compute the H-mean (8) of seen and unseen
classification accuracies [28]. For ZSL, we only compute
the average per-class top-1 accuracy on the unseen classes.
We also show results using a graph that measures the classi-
fication accuracy on the seen and unseen classes by varying
α in (7) and β in (9). Using such graph, we can optimize
the values of α and β using a validation set, and we can
measure a more general classification accuracy of the GZSL
method without commiting to a particular operating point
(represented by a specific value for α and β) – such gen-
eral accuracy is represented by the AUSUC [4], obtained
by calculating the area under the curve that represents the
supremum of all points measuring the classification accu-
Table 1: Information about the datasets CUB[26], FLO[20], SUN [32], AWA[28], and ImageNet [5]. Column (1) shows the
number of seen classes, denoted by |YS |, split into the number of training and validation classes (train+val), (2) presents the
number of unseen classes |YU |, (3) displays the number of samples available for training |DTr| and (4) shows number of
testing samples that belong to the unseen classes |DTeU | and number of testing samples that belong to the seen classes |DTeS |
from [9].
Name |YS | (train+val) |YU | |DTr| |DTeU |+ |DTeS |
CUB 150 (100+50) 50 7057 1764+2967
FLO 82 (62+20) 20 1640 1155+5394
SUN 745 (580+65) 72 14340 2580+1440
AWA 1 40 (27+13) 10 19832 4958+5685
ImageNet 1000 (1000 + 0) 100 1.2kk 5200+50k
racy on the seen and unseen classes for different values of
β.
4.3. Implementation Details
In this section, we describe the implementation details
for DAP [16] (which is a good representative method for
the semantic attribute prediction from Sec. 3.2), cycle-
WGAN [9] (good representative method for the visual data
augmentation from Sec. 3.3), MC Dropout [11] in (6)
and the hyper-parameters of the ensemble and classification
weighting in (6) and (9), respectively. In terms of model
architecture and hyper-parameters (e.g. number of epochs,
batch size, number of layers, learning rate, and weight de-
cay, learning rate decay), we followed the configuration by
Lampert et al. [16] for DAP and by Felix et al. [9] for cycle-
WGAN. In terms of MC dropout, we introduce a dropout
layer at the input of both networks, with a dropout rate of
0.2 and a number of forward passes T = 100, for both mod-
els. In terms of (α, β) in (7) and (9), we use the follow-
ing values: (0.99, 0.47) for CUB and FLO, (0.99, 0.5) for
AWA, (0.99, 0.49) for SUN, and (1.0, 0.51) for ImageNet.
Furthermore, we refer to our proposed Monte Carlo Multi-
Modal Ensemble as 3ME and the Multi-Modal Ensemble
as 2ME (i.e., 2ME is the 3ME model without MC dropout),
where both models are formed by the ensemble of our two
baseline models DAP [16] and cycle-WGAN [9]. For all
the hyper-parameters above, we estimate their optimal val-
ues using a grid search optimization on the validation set
proposed in [28]. However, it is interesting to show in more
detail the optimization of α and β, depicted in Fig. 2. We
vary α ∈ [0, 1] and β ∈ [0, 1] – for α = 0, only the DAP
classifier is “switched on”, resulting in a weaker result as
depicted in Fig. 2. On the other hand, for α = 1, only
cycle-WGAN is “switched on”, producing a stronger result.
In fact, according to this figure, an increase of α generally
allows an increase of the AUSUC (measured as the area un-
der each of the curves, represented by a specific α value).
Also, the variation of β moves the results from a ZSL classi-
fier when β = 1 (top-left part of the curve) to a fully super-
vised classifier when β = 0 (bottom-right part of the curve).
Hence, a value of β around 0.5 generally means a balanced
classification between seen and unseen classes, resulting in
an optimal H-mean value.
(a) CUB (b) AWA
Figure 2: Classification accuracy of model 3ME on seen
classes YS (hor. axis) and unseen classes YU (ver. axis).
This graph is used for computing the AUSUC and for op-
timizing the hyper-parameters α in (7) and β in (9) for
datasets (a) CUB and (b) AWA on the validation set [28].
Each colored curve represents the seen and unseen classi-
fications for a particular value of α, where the variation of
β produces different points along these α-curves; while the
grey contours represent H-mean contour lines. The high-
lighted point with a pink cross represents the optimal H-
mean on the validation set, where the legend shows its re-
spective α and β values. Finally, the AUSUC is computed
as the area under one of the α− curves.
4.4. Results
In this section we show the GZSL results using our
proposed models 2ME and 3ME and several other base-
line methods previously used in the field for benchmark-
ing [9, 28, 29]. Table 2 shows the benchmark GZSL re-
sults on CUB, FLO, SUN and AWA using the evaluation
measures mentioned in Sec. 4.2, where YU , YS and H rep-
resent the GZSL classification accuracy on the unseen test
set, seen test set, and H-mean result; while ZSL denotes
the ZSL classification accuracy on the unseen test set. The
results in Table 3 show the top-1 accuracy on ImageNet for
our proposed approach 3ME and the current SOTA.
Figure 3 shows the seen and unseen classification graphs,
similar to the ones presented in Fig. 2, for previously pub-
lished GZSL methods (please refer to Tab. 2 for a reference
to each method – each method is represented by a diamond
of a single color), and our proposed 2ME and 3ME. In Fig-
ure 3, we also show the curve for cycle-WGAN that extends
the method in [9] with the classification weighting (be-
tween seen and unseen classes) provided by (9), but with-
out the MC dropout classification. Moreover, we also show
the curve for the MC-cycle-WGAN that extends the cycle-
WGAN [9] with the MC dropout. Note that we only report
single points for previous methods [29] because this is the
result available from the literature (i.e., previous methods
only report a single operating point for the classification of
seen and unseen classes). In principle, similar curves and
the AUSUC can be computed for all other methods, but that
is beyond the scope of this paper.
Finally, using the graph in Fig. 3 we can compute
the AUSUC on each dataset for cycle-WGAN, MC-cycle-
WGAN, 2ME, and 3ME – see Table 4. For all the models,
we take the optimal value estimated for α (using the val-
idation set, as explained above) and plot the seen and un-
seen classification curve by varying β ∈ [0, 1] in (9). The
AUSUC is the area under that curve.
5. Discussions
Harmonic mean. In Table 2, we notice a clear tendency
of our proposed model 3ME to perform substantially bet-
ter in terms of H-mean on fine-grained datasets, such as
CUB and FLO, and marginally better for coarse-grained
datasets SUN and AWA. More specifically, on CUB we im-
prove from 52.2% [9] to 54.3%, on FLO from 64.5% [9]
to 66.8%, on SUN we notice a marginal improvement from
39.2% [9] to 39.4%, and on AWA from 59.7% [9] to 60.2%.
In terms of large-scale datasets, such as ImageNet, we show
on Table 3 that our method outperforms the current SOTA
in terms of the H-mean result.
ZSL. Although the scope of this paper it not the opti-
mization of ZSL, we note that, when β = 1, the proposed
method outperforms the SOTA by a large margin on the
datasets CUB (from 57.8% [9] to 71.1%) and FLO (from
68.8% [9] to 83.9%), and it maintains competitive results
on SUN and AWA. Hence, based on these results we can ar-
gue that with our method, it is no longer necessary to build
separate models for GZSL and ZSL.
Seen and unseen classification graphs. Figures 2 and 3
clearly show the trade-off between the classification of seen
and unseen classes for GZSL methods. In particular, from
Fig. 3, it is interesting to notice a fact that is prevalent in
GZSL methods, which is the classification imbalance that
usually favors the seen classes – it is clear from that fig-
ure that the majority of the SOTA methods (represented by
diamonds) lie at the bottom-right part of the graphs, indi-
cating the preference for seen classes. The optimization for
α in (7) and β in (9) to maximize H-mean shows that the
more balanced classification usually lies close to the elbow
of the curve, located at the top-right part of the graph – it is
interesting to note that even though this optimization is per-
formed with a validation set, it generalizes well to the test
set, as shown in Fig. 3. AUSUC. Table 4 shows that the pro-
posed approach 3ME outperforms all competing methods.
In fact, the methods presented in this table shows an abla-
tion study of the proposed method, where cycle-WGAN is a
visual data augmentation method trained with classification
weighting, MC-cycle-WGAN adds the MC dropout to the
cycle-WGAN model, 2ME combines multi-modal ensem-
ble with classification weighting, and 3ME consits of 2ME
with MC dropout. Note that we could also have added DAP
with classification weighting and MC-DAP (classification
weighting plus MC-dropout) to Table 4, but given the poor
results of DAP in Fig. 2 (represented by α = 0), we decided
to leave them out, so we would not clutter the result section.
It is worth emphasizing that the AUSUC measure provides a
more complete assessment of GZSL methods, where it is no
longer necessary to commit to a particular operating point
of the classification of seen and unseen classes.
6. Conclusions and Future Work
In this paper, we introduce an new approach to perform
GZSL by a multi-modal combination of ensemble classi-
fiers using visual and semantic modalities. Furthermore, we
build a GZSL classifier that not only is optimized to produce
a balanced classification of seen and unseen classes, but
it can also work in various GZSL classification operating
points (from ZSL to fully supervised classification). This is
performed by keeping the optimal value for α (responsible
for combining the two modalities) and varying β (respon-
sible for the balance between the seen and unseen classifi-
cation) without re-training any of the classifier parameters
or hyper-parameters. The experimental results show that
our proposed approach has the SOTA H-mean results for
CUB, FLO, SUN, AWA, and Imagenet. In particular, our
results are substantially better than the SOTA on CUB and
FLO, which are fine-grained datasets, and marginally bet-
ter on SUN, AWA, and Imagenet, which are coarse-grained
datasets. Furthermore, our model produces substantial im-
provements in terms of ZSL results for the fine-grained
datasets CUB and FLO. Finally, the proposed approach also
achieves the current SOTA results in terms of AUSUC for
all the datasets. In the future, we intend to study the reason
behind the performance difference observed between fine-
grained and coarse-grained datasets. We are particularly in-
Table 2: GZSL results using per-class average top-1 accuracy on the test sets of unseen classes YU , seen classes YS , and
H-mean result H; and ZSL results on the unseen classes exclusively – all results shown in percentage. The results from
previously proposed methods in the field were extracted from [31]. The highlighted values represent the best ones in each
column.
CUB FLO SUN AWA
Classifier YU YS H ZSL YU YS H ZSL YU YS H ZSL YU YS H ZSL
DAP [16] 4.2 25.1 7.2 − − − − − 1.7 67.9 3.3 − 0.0 88.7 0.0 −
IAP [16] 1.0 37.8 1.8 − − − − − 0.2 72.8 0.4 − 2.1 78.2 4.1 −
DEVISE [10] 23.8 53.0 32.8 52.0 9.9 44.2 16.2 45.9 16.9 27.4 20.9 56.5 13.4 68.7 22.4 54.2
SJE [2] 23.5 59.2 33.6 53.9 13.9 47.6 21.5 53.4 14.7 30.5 19.8 53.7 11.3 74.6 19.6 65.6
LATEM [27] 15.2 57.3 24.0 49.3 6.6 47.6 11.5 40.4 14.7 28.8 19.5 55.3 7.3 71.7 13.3 55.1
ESZSL [22] 12.6 63.8 21.0 53.9 11.4 56.8 19.0 51.0 11.0 27.9 15.8 54.5 6.6 75.6 12.1 58.2
ALE [1] 23.7 62.8 34.4 54.9 13.3 61.6 21.9 48.5 21.8 33.1 26.3 58.1 16.8 76.1 27.5 59.9
SAE [8] 8.8 18.0 11.8 − − − − − 7.8 54.0 13.6 − 1.8 77.1 3.5 −
f-CLSWGAN [30] 43.8 60.6 50.8 57.7 58.8 70.0 63.9 66.8 47.9 32.4 38.7 58.5 56.0 62.8 59.2 64.1
cycle-WGAN [9] 46.0 60.3 52.2 57.8 59.1 71.1 64.5 68.8 48.3 33.1 39.2 59.7 56.4 63.5 59.7 65.6
3ME 49.6 60.1 54.3 71.1 57.8 79.2 66.8 83.9 44.0 35.8 39.4 58.1 55.5 65.7 60.2 62.8
(a) CUB (b) FLO (c) SUN (d) AWA
Figure 3: Classification accuracy for seen and unseen classes for the proposed methods 2ME and 3ME, and several baseline
and SOTA methods (please see text and Table 2 for details about the methods and Fig. 2 for details about this graph). Note
that these graphs are used to compute the AUSUC in Table 4.
Table 3: GZSL and ZSL ImageNet results – all results
shown in percentage. Please see caption of Table 2 for de-
tails on each measure. The highlighted values represent the
best ones in each column.
Classifier YU YS H ZSL
f-CLSWGAN [30] 0.7 − − 7.5
cycle-WGAN [9] 1.5 66.5 2.8 8.7
3ME 2.5 47.4 4.8 7.0
terested in understanding why it is difficult to obtain high
classification accuracy on the unseen classes of large scale
coarse-grained datasets, such as ImageNet. In addition, we
Table 4: Area under the curve of seen and unseen accuracy
(AUSUC). The highlighted values per column represent the
best results in each dataset.
Classifier CUB FLO SUN AWA
cycle-WGAN 0.418 0.595 0.235 0.473
MC-cycle-WGAN 0.420 0.615 0.225 0.461
2ME 0.423 0.604 0.235 0.473
3ME 0.430 0.673 0.236 0.477
also plan to develop a more elegant end-to-end training ap-
proach that automatically learns α in (7) and β in (9).
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