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Coordination of the Arabidopsis thaliana circadian clock
Mark Greenwood
Individual plant cells have a genetic circuit, the circadian clock, that times key processes to
the day-night cycle. These clocks are aligned to the day-night cycle by multiple environmental
signals that vary across the plant. Thus, the clock may be set separately in cells creating
discrepancies in timing. However, cells and tissues often must act in unison in order to time
biological events appropriately. How does the plant integrate clock rhythms, both within and
between organs, to ensure coordinated timing?
To address this question, we developed an imaging method capable of monitoring the
clock at the sub-tissue level across entire Arabidopsis thaliana seedlings. Consistent with
previous tissue-level studies, our results showed that the clock runs at different speeds
(periods) in each organ, which causes the clock to peak at different times across the plant in
both constant environmental conditions and light-dark cycles. Closer examination revealed
that spatial waves of clock gene expression propagate both within and between organs. A
combination of modelling and experiment revealed that these spatial waves are the result of
the period differences between organs and local coupling, rather than long-distance signalling.
With further imaging experiments we showed that the endogenous period differences,
and thus the spatial waves, can be generated by the organ specificity of inputs into the clock.
We demonstrated this by modulating periods using light and metabolic signals, as well as
with genetic perturbations.
Finally, in the field, clocks entrain to complex environmental cycles. To begin to un-
derstand how clock’s respond to more natural light-dark cycles, we developed methods
for imaging seedlings under more realistic light conditions. Preliminary results suggested
altered spatial and temporal organisation amongst the core clock genes under more realistic
light-dark cycles.
Together, our results suggest that plant clocks can be set locally by environmental inputs,
but coordinated via cellular coupling.
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1.1 Introduction to circadian systems
1.1.1 What are circadian clocks?
In response to the Earth’s predictable light-dark (LD) cycles, many organisms have evolved
a genetic circuit known as the circadian clock [5]. A common design principle is a central
oscillator that receives input from multiple environmental signals and uses them to predict
the time of day. This timing information is used to coordinate processes, matching them
to the optimum time of day or year. The advantage gained from doing this is substantial,
and perhaps best demonstrated in plants; individuals with a functional clock matching the
day-night cycle fix more carbon, grow, and survive better than those without [6, 7].
1.1.2 Conceptual model of a circadian system
Circadian systems have evolved independently multiple times in different kingdoms [8].
Despite this, some common characteristics are clear, leading to what is now considered the
classical model of a circadian system (Figure 1.1). At the centre is a network of interacting
genes that form feedback loops (Figure 1.1, centre). This is what is often referred to as
the clock itself. These genes interact at the transcriptional, post-transcriptional and post-
translational levels to generate oscillating levels of proteins [9]. Although very simple
networks are capable of creating oscillations in this way, nature has favoured more complex
networks with multiple interacting feedback loops [5]. This complexity enables differential
phasing of proteins, increased robustness, seasonality, and multiple environmental inputs
[10–13]. We discuss the molecular details of the clock network in plants in section 1.2.
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The input pathways (Figure 1.1, left) align the central clock network to day-night cycles.
This process is known as entrainment. Light is the best-studied input pathway but non-photic
cues are also capable of entraining the clock. Entrainment works by promoting or repressing
the expression of proteins of the central oscillator. This change in expression of clock proteins
causes a shift in phase, aligning the oscillator with the day-night cycle [14]. We discuss the
molecular details of entrainment in section 1.3.
Completing the system, the output pathways connect the clock to the organism’s phys-
iology. A well-entrained clock activates or represses genes across the day-night cycle,
matching expression to the optimum time of day (Figure 1.1, right). These outputs are
usually widespread, with as much as half of the transcriptome controlled by the clock in some
eukaryotes [15, 16]. The result of this large-scale temporal control is that the organism’s
physiology is well coordinated with the environment. We discuss the details of some of the
physiological outputs in plants in ??.
This simple conceptual model is a useful starting point to begin to understand how clocks
function. However, in actual fact the picture is more complex and the distinctions between
different parts of the system less defined. For example, in some organisms (including plants),
light signalling components can act in an input pathway, form part of the central oscillator,
and be regulated as an output [17–19].
A B C
Fig. 1.1 A simple conceptual model of a circadian system. A central network of genes and
proteins (centre) uses environmental inputs to align to the day-night cycle (left) and times
oscillations of output genes (right).
1.1.3 Interpreting circadian rhythms
It is useful when studying circadian rhythms to consider a few key properties. Period and
phase are most commonly used to describe rhythms. The period of a rhythm is how long it
takes for one oscillation to complete (Figure 1.2). The phase is a measure of position within
the oscillation. This must be in relation to a chosen reference point in the rhythm. Commonly,
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dawn is used, and the time elapsed since dawn to a peaks of expression quoted. Alternatively,
a position within each cycle of an oscillation can be used as a reference. In this case, often
angular units are used so that the phase value is independent of the period and elapsed time
(Figure 1.2) [20].
0 π 2ππ/2 3π/2
Period
Fig. 1.2 Circadian rhythms can be characterised by period and phase.
Measures of period and phase become useful when comparing multiple rhythms. Rhythms
are said to be synchronised when they oscillate with the same phase. Desynchronisation can
occur when rhythms have different periods, causing divergence in phase [20]. This property
of phase synchrony may be crucial for circadian rhythms, which we discuss later in detail
(section 1.4).
1.2 The core clock network in Arabidopsis thaliana
Using Arabidopsis thaliana as a model organism, the development of molecular methods and
transgenic imaging has led to the identification of many components of the central oscillator.
In tandem with mathematical modelling, this has led to a good understanding of how the
clock generates oscillations of gene expression (Figure 1.3).
1.2.1 Interlocked genetic feedback loops generate oscillations of pro-
teins
At dawn, the transcription factors CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and
LATE ELONGATED HYPOCOTYL (LHY) are induced by light [21, 22]. CCA1 and LHY










Fig. 1.3 The Arabidopsis central circadian clock network. Network diagram representing
the major genetic interactions at the core of the Arabidopsis circadian clock. Note, for the
sake of clarity the network and interactions are not comprehensive. Omissions of particular
interest include the RVEs, which activate PRR9, GI, TOC1, and ELF4 and are repressed by
PRR5, PRR7, and PRR9. Pointed arrows show activation and "T" arrows repression.
Later in the day, the PSEUDO-RESPONSE REGULATOR (PRR) family are expressed.
The PRR family includes PRR9, PRR7, PRR3, and TIMING OF CAB EXPRESSION 1 TOC1
(also known as PRR1). Their expression are staggered from morning to dusk in this order
[24]. Light can also induce the morning expressed PRR9, similar to CCA1 and LHY [25].
The PRRs form feedback loops with CCA1 and LHY, reciprocally regulating each other’s
expression [26–29].
In the evening, GIGANTEA (GI) is required for correct circadian timing [30, 31]. Before
dusk, GI forms a stable complex with the blue light photoreceptor ZEITLUPE (ZTL). Only
after dusk, when blue light is lost, does the complex dissociate, allowing GI and ZTL to bind
to their targets [18]. ZTL binds the PRRs, targeting them for degradation in the night-time
[32]. GI activates CCA1/LHY, although this interaction may not be direct [31]. CCA1/LHY
in-turn repress GI, forming another feedback loop.
Also at dusk, EARLY FLOWERING 3 (ELF3), EARLY FLOWERING 4 (ELF4), and
LUX ARRHYTHMO (LUX) form the Evening Complex (EC) [33]. The EC integrates light
and temperature signals into the clock, through light and temperature regulation of the EC
components themselves [34, 35], and modulation of EC binding to its targets [36]. These
targets include transcriptionally repressing PRR9 and PRR7 [37]. The individual components
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of the EC can also function individually, independently of the complex. ELF3 targets GI
for degradation [38], and ELF4 sequesters GI to the cytoplasm, away from its favoured
partner, ZTL [39]. To complete the feedback loops, ELF3, ELF4, and LUX are repressed by
CCA1/LHY. ELF4 and LUX are additionally repressed by TOC1 and the EC itself [40–42].
1.2.2 Our understanding of the complexity within the clock is increas-
ing
The continued discovery of novel genes and interactions adds to the complexity of the
oscillator. A recent example are the REVEILLE family, whom are relatives of CCA1/LHY
and transcriptionally activate day and evening expressed clock genes [43–45]. In turn, the
RVEs are repressed transcriptionally by PRR5, PRR7, and PRR9 [46, 47, 43–45]. The
complexity is further increased by levels of regulation beyond the transcription and protein
level. For example, CCA1 mRNA instability in light contributes to entrainment [48], and
alternative splicing of transcripts in response to environmental stress is common [49]. Yet
more regulation occurs outside of the central-dogma, with chromatin structure [50] and
post-translational modifications [51] also influencing the network.
Despite our increasing appreciation of the complexity in regulation, modelling studies
have shown that simplified loop structures are capable of describing most features of the clock
[52–54]. It is likely that these additional levels of regulation enable the more sophisticated
properties observed in vivo, such as high robustness, temperature compensation, and response
to environmental changes [11, 55, 50].
1.3 Entrainment of the Arabidopsis circadian clock
1.3.1 Mechanisms of entrainment
To be an effective timekeeper, the circadian clock must be synchronised with the diurnal
environment. The process by which a clock aligns with the environment is known as
entrainment. In entrainment, environmental signals alter the level of components of the core
clock network. This adjusts the phase of the clock oscillations, helping align it with the
day-night cycle.
Much of our understanding of the mechanisms behind entrainment comes from light
pulse experiments. Pulses of bright light applied to plants under constant darkness causes
jumps in phase [56, 57]. The size and direction (advance or delay) of the change depends on
the timing of the light pulse. For example, a pulse of light late in the subjective night causes
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a phase advance, in an attempt to catch up with dawn, whereas a pulse early in the night
causes a phase delay (Figure 1.4). This phenomenon is known as ‘gating’ [58]. These gated
adjustments to phase are sufficient in mathematical models to predict experiments under LD
cycles [14].
Fig. 1.4 The response of the Arabidopsis circadian clock to bright pulses of light. Batches
of seedlings were entrained and transferred to constant low level red light. At 4 h intervals
after transfer to constant light successive batches of seedlings were exposed to 3 h of bright
red light. The phase shift caused by the pulse was compared to control seedlings for each
circadian time (CT) [56]. Reprinted with permission from [56].
.
Although light pulse experiments have been crucial for understanding how entrainment
works, in the field exposure to light is more prolonged, occurring throughout the day. The
effect of light on the clock is therefore the net effect of the phase advances and delays that
occur throughout the day. Rather than jumps in phase, this continuous adjustment creates
what appears as an acceleration or deceleration of the oscillator, matching it to the LD cycle.
Light signals are arguably the most important, and the signal most often used for the
study of entrainment. However, there are a number of exogenous and endogenous cues that
can adjust period or phase in plants (Table 1.1). We review the details of these signalling
pathways, including light, in the following sub-sections.
1.3.2 Light perception for entrainment
Light is an important cue for entrainment. However, for light to be useful, it must first be con-
verted into a biochemical signal. This signal can then be used to adjust the core clock network.
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Plants have at least five families of photoreceptors for this purpose: (1) phytochromes, (2)
cryptochromes, (3) the ZTL family, (4) phototropins, and (5) UV RESISTANCE LOCUS 8
(UVR8). Each photoreceptor family has distinct, but overlapping, sensitivities to wavelengths
of light. The phytochromes detect red, the cryptochromes blue-green, the phototropins and
ZTL family blue, and UVR8 the UV portion of the light spectrum. Each photoreceptor
contains a region that when excited by photons triggers a conformational change, creating a
biochemical signal that can be interpreted within the cell [59].
Circadian studies combined with forward genetic approaches have implicated each family
in circadian entrainment [17, 60–63]. For example, mutations in phytochrome genes cause a
decrease in the effect of red light on circadian period [17], whereas overexpression causes
fast periods under all red light intensities [60, 61]. Similar observations were made for
cryptochrome and ZTL family mutants under blue light [17, 62], and UVR8 mutants under
UV light [63]. Exceptionally, the phototropins do not appear to transmit light information
to the nuclear clock [64, 65], but may be required for circadian responses to blue light in
chloroplasts [64].
The photoreceptors themselves are also tightly regulated, controlling the level of light
input to the clock. There is evidence that transcription of phytochromes and cryptochromes
are regulated by the clock, causing them to oscillate [66, 19, 67]. However, oscillations
in protein levels are weak [68], and it is unclear whether they have physiological function.
There is also regulation of the photoreceptors at the spatial level. The phytochromes and
cryptochromes have a spatial pattern across seedlings, with higher expression at the tips of
organs [69, 70, 66, 19, 71]. Sub-cellularly there are spatial dynamics also. When activated
by light, phytochromes move to the nucleus and form subnuclear foci termed photobodies
[72, 73]. These photobodies are critical for phytochrome controlled physiological processes
[74].
1.3.3 Light transmission to the core clock network
Once perceived, the light derived signal must be transmitted to the clock network, and alter
protein levels. Although a molecular understanding of these pathways lags behind that of
the clock network, considerable progress has been made in recent years. The most direct
mechanism involves protein-protein interactions between photoreceptors and clock proteins.
The first of such interaction identified was between ELF3 and PHYB [75]. Some years later,
further experiments showed PHYB also interacts with CCA1, LHY, GI, TOC1, and LUX
[76]. Further, an unbiased screen for ELF3 and ELF4 binding partners identified associations










Red & far-red Blue UV-B
Phytochromes Cryptochromes ZTL UVR8
PIFs
CCA1/LHY PRR7/9 GI TOC1 ELF4 LUXELF3
Fig. 1.5 Light is perceived by and transmitted to the clock network by multiple overlapping
pathways. Light signals are perceived by photoreceptors with sensitivities to different
wavelengths and converted to a biochemical signal. This signal is transduced to the clock
network, either directly or indirectly, through various molecular interactions. Pointed arrows
show genetic activation, “T" arrows repression. Note that not all molecular interactions are
shown. Adapted with permission from [59]
.
1.3 Entrainment of the Arabidopsis circadian clock 9
Photoreceptors may also influence the clock network by altering transcription of genes.
This can be directly at the promoters of clock genes; PHYB can bind and repress at the
promoters of GI and PRR9 [78]. Alternatively, it may also be indirect, through signalling
hubs. For example, the PHYTOCHROME INTERACTING FACTOR family of transcription
factors (PIFs) are central regulators of growth, and integrate light, temperature, and hormone
pathways to do so. As part of the control of growth, several clock genes can bind and repress
PIF expression, suppressing growth until the evening [2]. It is therefore tempting to speculate
that the PIFs also influence expression of the clock genes. Although the evidence for this is
so-far limited, it was recently shown that PIF3 can bind to and repress expression of CCA1,
influencing the speed of the clock [79]. Thus, light signals can reach the clock at multiple
nodes of the clock network. However, in all of these examples, there exists a missing part in
our understanding: how are the clock proteins altered once bound?
One interaction in which this question has been unravelled comes from the ZTL family.
In addition to a light sensing domain, proteins of the ZTL family have an F-box domain.
When active, this domain enables proteins to function within the Skp–Cullin–F-box (SCF)
ubiquitin ligase complex and trigger the degradation of protein targets [80–82]. However,
under blue rich light, ZTL instead binds with GI [18]. GI and ZTL help stabilise one-another
causing accumulation of ZTL towards the end of the day [18, 83]. After dusk, the GI-ZTL
complex dissociates freeing ZTL to form the SCF complex. This complex marks PRR5 and
TOC1 with ubiquitin leading to degradation by the proteasome [32, 84]. Thus, the clock
phase is altered.
1.3.4 Other exogenous inputs to the clock
Although light is by far the best-studied example, there are a number of exogenous signals
capable of entraining the clock. Temperature is one such example. On the one hand, all
biochemical reactions are sensitive to temperature, so the clock must be compensated in order
to maintain its period within a narrow range. On the other, within that narrow range the clock
can adjust its period and phase to entrain to cycles of only a few degrees [85]. It is emerging
that some of the proteins that sense light can also sense temperature [78, 86]. However,
there appears to be some genetic differences in how this signal is transmitted to the clock
[87]. Clocks can respond to temperature through a number of transcriptional, alternative
splicing and post-translational mechanisms [88, 55, 89, 90]. Further work will be required
to understand whether there is overlap between temperature compensation, temperature
entrainment, and light entrainment pathways.
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Recently it was also shown that daily rhythms in atmospheric humidity can also entrain
the plant clock. This may occur through the up-regulation of CCA1 [91], although the
proteins that sense humidity and transmit the information to CCA1 have not been elucidated.
1.3.5 Metabolic inputs to the clock
The clock is sensitive to a number of signals that are not part of the external environment but
exist within the cell. It may be that these signals act as secondary entrainment cues in order
to fine-tune the clock to the external environment. The metabolic status of the cell represents
one important internal time cue.
The evidence that metabolic cues can entrain the clock is compelling. The clock regulates
key transcripts involved in photosynthesis [67], and in turn photosynthetic sugars can adjust
the period and phase of the clock [92]. Sugar signals are sensed by specialised sugar sensing
kinases, which activates the transcription factor BASIC LEUCINE ZIPPER63 (bZIP63).
bZIP63 alters the expression of core clock genes through protein-DNA and protein-protein
interactions [93].
In addition to sugars, some secondary metabolites are also known to regulate the clock.
3′-phosphoadenosine 5′-phosphate (PAP), which accumulates in response to metabolic stress,
can lengthen circadian period [94]. Fe3+ ions and nitrogen, both of which have roles in
photosynthesis and metabolism, can also adjust the clock [95, 96].
Additionally, the metabolic status of the plant can adjust the clock indirectly, through
more general growth pathways. As discussed in relation to light signalling (subsection 1.3.3),
the PIFs can bind to clock genes and influence the speed of the clock [79]. Intriguingly,
another study demonstrated that sugars enhance the binding ability, and influence the speed
of the clock [97]. Thus, the PIFs together with sugars communicate the general metabolic
status of the cell to the clock.
1.3.6 Other endogenous inputs to the clock
Other endogenous signals not obviously associated with metabolism can also entrain the
clock. Hormones are small signalling molecules that impact diverse physiological processes,
from germination to response to pests. Auxin, cytokinin, brassinosteroids, abscisic acid, and
ethylene have all been shown to modify the period or phase of least one clock gene [98–100].
Mutants in some of these hormonal pathways also display clock phenotypes [99].
A final interesting example of entrainment to endogenous signals is calcium. Ca2+ ions
are a common secondary messenger in plants and oscillate with a period of approximately 24
h [101]. Ca2+ ions also feed-back into the clock, decreasing free running period length [102].
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Imposed rhythms of Ca2+ can also entrain the clock alone [102]. Further, nicotinamide, an
antagonist of Ca2+ release, lengthens free running periods [103]. This results in plants that
entrain less well under LD cycles [104].
Thus, endogenous processes can entrain the clock at multiple levels of physiology,
from biochemical outputs, to upstream genetic coordinators, and the cellular messengers
(Table 1.1).
Table 1.1 Exogenous and endogenous signals adjust the clock


















aAn effect on free running period has yet to be demonstrated.
bAcute exogenous auxin application causes a modest lengthening
effect.
cShortening and lengthening reported under different experimental
conditions [99, 105].
dConditional on sucrose.
eDisruption of Ca2+ signalling lengthens period.
f Phase but not period effect demonstrated [106].
PAP, 3′-phosphoadenosine 5′-phosphate.
1.3.7 Natural versus artificial entrainment cycles
In the laboratory, plants are usually studied under simplified environmental conditions.
For the study of entrainment, plants are usually grown and assayed inside of plant growth
chambers with the lights switched fully on at dawn and fully off at dusk in order to simulate
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the outdoor LD cycle (Figure 1.6, left). However, in the field, environmental conditions are
more gradual. Due to the steady rotation of the Earth the natural light cycle ramps up in light
intensity at dawn to a peak at noon and then back down to dusk (Figure 1.6, right).
Fig. 1.6 Laboratory LD conditions approximate natural LD cycles. The typical 12h-light
12-h dark on-off type LD cycle used in the laboratory (left) differs from the natural graded
LD cycle (right). Natural LD data is the mean solar irradiance for March 2015 in Rothamsted,
UK [107]. See subsection 2.2.4 for details.
As discussed previously (subsection 1.3.2), light is an important entrainment cue, which
acts by activating and repressing multiple clock genes. A more gradual on-off light cycle
would likely alter the activation and/or degradation rates of the clock proteins, which may
alter their phasing. Quantification of clock gene mRNA’s extracted from Arabidopsis plants
grown in the field revealed some potential differences in amplitude and phase of expression
[108, 109]. However, these experiments were limited in resolution making phase estimation
difficult.
1.3.8 Spatial discordance of entrainment cues
Unlike mammals, individual organs of the plant can be entrained directly [110, 111]. How-
ever, plants and their individual organs are exposed to very different environments. For
example, clocks in cells of the root will be exposed to different light levels, temperatures, and
nutrients in comparison to the aerial parts of the plant. Additionally, the phase between the
signals can also differ. For example, the temperature rhythm in the soil lags air temperature,
because the soil takes longer to absorb the heat from the sun (Figure 1.7) [112, 113]. In
experiments with Drosophila melangosta, small phase conflict between light and temperature
altered rhythms of locomotion and larger shifts of over 6 hours caused arrhythmia [114].
This could also potentially further complicate entrainment for plants.
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Fig. 1.7 Diurnal temperature rhythms lag the LD cycle. Air temperature typically peaks 2-3
h after noon and the soil later in the afternoon, dependent on the depth. Data an analysis of
data from [107]. See subsection 2.2.4 for details.
1.4 Internal coordination of the Arabidopsis circadian sys-
tem
1.4.1 Specificity in the circadian system
Most of our understanding of the circadian clock, and its entrainment, has been built from
whole-plant experimental assays. However, this assumes that the clock is identical across
the entire plant. This may lead to misinterpretations of experimental data. For example,
whole-plant experimental data often display damped rhythms under constant conditions
(Figure 1.8A). However, this could be due to desynchronisation of rhythms (Figure 1.8B,
top), rather than true damping of the oscillation (Figure 1.8B, bottom).
That there are differences in clock rhythms within the plant is now well established.
This was first demonstrated in bean plants, where the clock-controlled movement of leaves
runs at a different period to rhythms of photosynthesis and stomatal conductance under
constant conditions [115]. Later, a number of higher-resolution transgenic studies reported
that different tissues of the plant could generate circadian oscillations with different periods
[116–119], extending to the cellular level [120, 4, 121, 122]. We term this tissue or cell





























Fig. 1.8 Whole-plant assays mask the true circadian dynamics. (A) CCA1::LUC expression
averaged over multiple seedlings shows damping oscillations. (B) The reason for damping
could be due to damping rhythms in individual cells (top) or desynchronisation between cells
(bottom). From [4].
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1.4.2 Clocks in individual tissues regulate distinct developmental out-
puts
If the clock’s network is cell and tissue specific, is also the function? Previous work has
revealed that the clock can regulate distinct sets of targets in different tissues to bring about
appropriate changes in physiology. By isolating the individual tissues of the cotyledon
enzymatically, it was shown that the clock in the vasculature oscillates with an earlier
phase and greater robustness than the mesophyll clock (Figure 1.9A) [123–125]. The clock
also binds distinct regulatory targets [125]. As a consequence, the vasculature clock, but
not the mesophyll clock, regulates the accumulation of FLOWERING LOCUS T (FT) and
the initiation of flowering under long days (Figure 1.9B, top) [125, 123]. Similarly, the
epidermis clock controls hypocotyl elongation through the regulation of PHYTOCHROME
INTERACTING FACTOR 4 (PIF4; Figure 1.9B, middle) [123, 126]. It remains to be seen
whether this specificity of output control extends to other cell types (Figure 1.9B, bottom).
The specificity may be provided by tissue specific co-actors that are required for the binding
of clock genes to targets, as is the case in Drosophila [127]. In support of this, vasculature
specific cis elements have been identified in clock target genes [125]. Although further work
is required to understand the mechanisms, it is clear that clocks in different tissues are able
to regulate distinct developmental processes. This specificity may enable the clock to have
such diverse roles in development.
1.4.3 Spatial structure of the circadian system
Rather than a disordered collection of cells, plants have a clear spatial structure to their
circadian system. This was perhaps best demonstrated in our own recent study by monitoring
expression of the core clock protein CCA1 at single cell resolution in vivo [4]. Crucially,
cells were imaged across all regions of the same seedling. Having such resolution, and
coverage, allowed us to observe how rhythms are structured spatially. Plotting the position of
the individual cells revealed a clear spatial structure to the periods of rhythms (Figure 1.10).
In the cotyledon and hypocotyl, cells oscillated with a period close to 24 h, as typically
observed in whole-plant assays under similar conditions [128]. In the middle region of
the root we observed slower periods, as reported by others for the entirety of the root
[129, 111]. Surprisingly, in the root tip we observed a dramatic increase in the speed of
rhythms. Amplitudes showed a qualitatively similar pattern across the seedling. Thus, the






Fig. 1.9 Tissue specific clocks regulate distinct developmental outputs. (A) Circadian
clocks in different tissues within the leaf oscillate with distinct properties. (B) Clocks in
the epidermis and vasculature regulate different sets of target genes leading to control of
hypocotyl elongation and photoperiodic flowering time respectively.
1.4.4 What causes specificity in the circadian system?
Two hypotheses can be envisaged as to the cause of cell and tissue specificity of rhythms.
First, if the clock network is wired differently in distinct parts of the plant, it may cause
them to oscillate out of synchrony. There is some evidence that the network has some tissue
specificity. Previous work has shown that although most clock genes are expressed in most
cell types [130, 4, 131, 111], some core clock genes may have a tissue enriched expression
pattern [130, 132, 133, 125]. For example, β -glucuronidase (GUS) staining experiments
suggest that GI, PRR9, and PRR3 are enriched in the vasculature [130, 132]. However, a
caveat of GUS staining is that the apparent signal levels are dependent on cell size and
density, as demonstrated by vasculature enriched stains in 35S::LUC lines [134, 135]. Indeed,
in experiments with PRR3::PRR3-YFP reporter lines, expression can be detected at similar
levels in other tissues [136].
If clock genes are differentially expressed within plants, it could be predicted that
mutations would have differential effects on tissues. Indeed, mutations to GI were reported
to have differential effects on the root and shoot [133]. However, in this study rhythms were
weak in the wild-type root, making comparisons challenging. The effect of tissue specific
clock networks therefore remains inconclusive.
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A B
Fig. 1.10 Single cell period differences have a spatial structure in the seedling. (A) The x,-y
position of single cells across a seedling are plotted. The colour indicates the period of the
individual cellular CCA1-YFP oscillations. (B) Longitudinal position of cells plotted against
the period of the individual cell. The colour legend is as in A. From [4].
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A second possibility would be that rather than the central network, the sensitivity of
environmental inputs varies across the plant. There is evidence for this hypothesis too. It has
been shown that clocks in different cell types respond preferentially to temperature or light
inputs. For example, the clock in the epidermis specifically senses temperature information
[123, 124, 137]. Tissues also vary quantitatively in their sensitivity to inputs. For example,
although both the shoot and root clock can be entrained by light, the root is more sensitive,
entraining to lower levels of light [111].
It remains to be seen how whole-plant timing is affected by tissue level differences in the
clock network, or differences in sensitivity to clock inputs.
1.4.5 Spatial coordination of the circadian system
In complex organisms, many physiological processes, including those under control of the
clock, require coordinated timing across tissues. It is therefore likely that the individual
oscillations need to be coordinated in order to control physiology. In many eukaryotes,
cell-to-cell communication maintains clock coherence across the organism. For example,
in mammals, clock cells located in the suprachiasmatic nucleus (SCN) drive rhythms in
peripheral tissues across the body via neural and humoral signals [5, 138]. However, early
experiments in plants showed that clocks in different tissues can be entrained to, and will
maintain different phases, suggesting they are more independent of one another [110].
Later higher resolution studies suggested that there may be a degree of communication
between individual clocks. Fluorescence imaging at the cellular level and luciferase imaging
at the sub-tissue level revealed the presence of spatial-temporal phase patterns within tissues
[4, 139–141]. For example, within the leaves of Arabidopsis, Wenden et al. observed spatial
waves in the phase of CCA1::LUC [139]. These patterns were changeable, rather than fixed.
In some leaves waves propagated from the base to the tip whereas in other leaves waves
propagated from the centre outward radially. Although experiments to test the mechanisms
have not been completed, the coherent patterns are indicative of communication acting
between clocks.
Perhaps the ‘cleanest’ experimental test for circadian communication came from the
use of tissue specific perturbations. Endo et al., induced arrhythmia specifically in the
vasculature tissue by overexpressing CCA1 with the vasculature specific SUCROSE-PROTON
SYMPORTER 2 (SUC2) promoter (SUC2::CCA1). They found that the clock was not only
perturbed in the vasculature cells but also in the mesophyll, indicating communication
between the clocks of the two tissues [125]. Finally, further evidence for communication
between clocks comes from grafting experiments. By grafting WT clock shoots to clock
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mutant roots, it was shown that the shoot clock can restore rhythms in the root, indicating
communication between them [142].
1.4.6 Hierarchy of organisation in the circadian system
The presence of communication between clocks raises the question of hierarchy. In a
hierarchical network some parts dominate over others, providing organisation. The plant
clock does appear to have some hierarchy, rather than being a distributed (or hierarchy-less)
network (Figure 1.11, right). This is evidenced by the dominance of the vasculature clock
over the mesophyll clock within the leaf (subsection 1.4.5) [125]. However, the overall
hierarchy structure across the plant, including whether it is centralised (Figure 1.11, left) or
decentralised (Figure 1.11, centre), is less clear.
Centralised Decentralised Distributed
Fig. 1.11 Potential spatial structures for a circadian system. The Arabidopsis clock is
considered either centralised or decentralised due to the presence of asymmetric coupling.
The mammalian circadian system has a centralised hierarchy (Figure 1.11, left), with the
SCN acting as the ‘master’ and driving oscillations in peripheral tissues [5, 138]. It has been
proposed that the plant circadian system is also controlled centrally, with the shoot clock
acting as the ‘master’ [142, 133]. This conclusion was largely based on a series of grafting
experiments which demonstrated that WT clock shoots can restore rhythms in mutant clock
roots, but the opposite was not true, as WT clock roots did not restore rhythms in mutant
shoots [142].
Further studies have delivered results inconsistent with a centralised structure. For
example, detached roots can oscillate without the shoot for at least a week under constant
light, and can be entrained directly to LD cycles [111, 143]. Additionally, fast cells in the
root tip [4], as well as striped phase patterns in the root [140], suggest they are not driven
from the shoot. Finally, by inducing arrhythmia specifically in the shoot apex with tissue
specific promoters, it was shown that rhythms persist elsewhere. This suggests the shoot apex
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may not be a centralised coordinator, as has been proposed [142]. A decentralised structure,
with multiple points of coordination across the plant (Figure 1.11, centre), could potentially
explain more of these results.
1.4.7 Local cell-to-cell mechanisms of coordination
Experimental methods for the direct study of local cell-to-cell communication are lacking
in plants. Instead, evidence for local communication is usually inferred from studies of
synchronisation. By studying how synchronised a set of oscillators are, or the way in which
they desynchronise, the presence of local coupling can be inferred. This is often done
by comparison to simple, locally coupled models [144]. In plants, analysis of the local
synchrony in single cell rhythms across seedlings indicated a level of synchrony under LL
that indicates the presence of local coupling [4]. Comparison to models allowed estimation
of the strength of this coupling. Estimates varied across the plant, with the strongest effects in
the cell densest regions, such as the root tip. This is consistent with other estimates in plants,
where a considerably higher coupling strength was estimated in the cell dense shoot apex,
in comparison to the leaf [142]. It remains to be seen, however, whether other intracellular
signals that feature strongly here, such as the cell cycle, also effect synchrony.
A second way by which the presence of coupling can be inferred is from the spatial
patterns of clock gene expression at the tissue level. The local interactions between cells
creates ordered patterns, which can be predicted by locally coupled models. In plants,
linear, spiral, and striped spatial wave patterns of clock gene expression have been observed
within tissues [139–141, 145–147, 4]. These often intricate patterns can be predicted well
by locally coupled models [4, 140, 141]. In mammals this approach has been extended to
make estimates of the strength of coupling in the SCN by comparing spatial patterns between
experiment and model [148].
Although it appears that plant clocks do couple locally (Figure 1.12), little progress has
been made pertaining to the mechanism. Plant cells can communicate locally with their
neighbours via the movement of molecules through the cell wall, or via microscopic channels
called plasmodesmata [149]. Cell membrane receptors which allow coupling of clocks
through the cell wall have not been identified. There are however, a number of molecules
known to influence the clock that can move through plasmodesmata [150–154]. This makes
plasmodesmata mediated coupling of clocks a likely mechanism.
Movement through plasmodesmata is mediated by the deposition of the polysaccharide
callose, which forms the physical pore between neighbouring cells [155]. Mutations to the
callose biosynthesis gene CALLOSE SYNTHASE 3 (CALS3) can cause gain of function and
over-deposition of callose at the pore. This results in a reduced aperture size, decreasing




Fig. 1.12 Individual clocks coordinate within and between tissues. (A) Local cell-to-cell
coupling coordinates rhythms within and between organs in seedlings. (B) Molecular long-
distance signals in the shoot can drive rhythms in the root. (C) Light piped from the shoot
can entrain rhythms in the root.
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transport of molecules between cells [155]. Gain of function mutations in CALS3 such as
the cals3-1d allele can be utilised for the study of cell-to-cell coupling of clocks. Seedlings
carrying the cals3-1d mutation showed a loss of rhythms of CCA1 and TOC1 expression
measured across the entire root, although rhythms persisted in the shoot [142]. However, it
was not clear whether this resulted from a loss of synchrony at the cellular level as would be
expected if circadian coupling was perturbed. Experiments using the cals3 system at higher
resolution will be required to test the role of plasmodesmata in local cell-to-cell coupling of
clocks.
A B
Fig. 1.13 Callose biosynthesis at the neck of the plasmodesmata pore controls cell-to-cell
movement. (A) Controlled callose biosynthesis (blue) creates an opening allowing the con-
trolled movement of molecules such as proteins and mRNA. (B) Over-deposition of callose
constricts the opening restricting movement of molecules cell-to-cell. DT, desmotubule; PM,
plasma membrane. Circles represent proteins and squiggled lines mRNA. Reprinted with
permission from [155].
1.4.8 Long distance mechanisms of coordination
Plants can also communicate longer distances through molecules being selectively loaded
into the phloem translocation stream. Long distance signals could potentially be useful for
coupling between physically separated organs. A series of grafting experiments revealed
that the shoot of a wild-type plant can recover the clock in the roots of arrhythmic clock
mutants. However, wild type roots could not recover rhythms in mutant shoots, indicating
there is a molecular signal coupling clocks from the shoot to root (Figure 1.12B) [142]. This
hypothesis is seemingly supported by the observation that the root clock lags in phase, and is
less robust than the shoot clock under constant light [129, 133]. However, it appears that a
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mobile signal is secondary to direct entrainment of the root. When the shoot and root are
entrained in anti-phase, the root maintains its phase, indicating the effect of a mobile signal is
weak [111]. The molecular mechanism behind long distance coupling, or the mobile signal,
has yet to be found.
A plausible long distance mechanism has also been proposed for light. Exposure of the
top of roots to light affects the period of the whole root [143]. Since in plants light can
be piped through shoots to roots [156–158], and trigger phytochrome responses in the root
[105], light could potentially directly couple clocks between organs (Figure 1.12C) [143]. In
future work it will be interesting to decipher how coupling mechanisms interact, in order to
coordinate clocks across the plant during development.
1.4.9 Mobile signals in coordination
Excepting the light-piping hypothesis described above (subsection 1.4.8), both local and
distance coupling mechanisms are dependent on a signal that is cell-to-cell mobile. As
discussed (subsection 1.4.7), movement through plasmodesmata is the most likely mechanism
of local cell-to-cell coupling. A selection of hormones, sugars, mRNAs, proteins, and ions
have been shown to be both mobile between cells and capable of influencing the clock
[150–154]. It will be important to investigate whether one, some, or all of these mobile
signals act to couple the clock. Of particular interest is the transcription factor ELONGATED
HYPOCOTYL 5 [159], which can move cell-to-cell, is activated by stem-piped light [105],
and can influence the circadian clock [160–162]. As many components can move between
cells, with, for example, thousands of mobile mRNA elements [151], single cell “omics”
methods [163, 164] will become increasingly important tools.
A long distance coupling signal must move locally towards the phloem, and then selec-
tively be loaded into the phloem. The number of molecules that are transported long distances
is therefore shorter than those that exclusively move locally. That said, the list of molecules
that can move long distances still includes an array of hormones, sugars, mRNAs, proteins,
and ions [150–154]. It has been proposed that sucrose acts as a long distance coupling
signal from shoot to root. This hypothesis is appealing because sucrose is known to move
from shoot to root [165], and can have a strong effect on the clock in whole-plant assays
[92]. Organ resolution experiments showed that sucrose can selectively perturb the clock
in the root [129], and inhibition of photosynthesis in the shoot caused damping of rhythms
in the root [142]. However, it is unclear whether the damping was a result of a break in
communication, or a metabolic effect. Further, in other studies differences in period between
the shoot and root persisted with exposure of both to sucrose [111]. A mix of time-lapse
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imaging and molecular perturbations will eventually decipher the signals behind the coupling
of clocks.
1.5 Outline of thesis
Understanding how circadian clocks remain coordinated, both between one another and with
the external environment, will prove critical if they are to be manipulated for use in the field.
Mechanisms for external entrainment and internal coordination have been proposed, however,
they currently fail to explain all of the complexities observed in experimental studies.
To address these questions, higher-resolution methods than those that have been typically
used to study plant clocks were required. We developed a near-cellular luciferase imaging
assay, and spatial-temporal data analysis methods for this purpose. We detail these methods
in Chapter 2.
In Chapter 3, we apply our methods to monitor the clock at the sub-tissue level across
entire Arabidopsis seedlings. We observed period and phase differences under both constant
environmental conditions and LD cycles. Spatial waves of clock gene expression also
propagated both within and between organs. We combined modelling and experiment to
show that these patterns arise from the period differences together with local cell-to-cell
communication, rather than long-distance signals.
In Chapter 4, we investigate the underlying cause of the organ-level period differences.
We do this using light and metabolic signals, as well as with genetic perturbations. Our results
reveal that period differences can be set by the specificity and sensitivity to environmental
inputs. Manipulation of the periods drives the spatial waves of clock gene expression, as
predicted by our model.
Finally in Chapter 5, we begin to investigate how circadian clocks coordinate under
more realistic light-dark cycles. Our results suggest altered spatial and temporal organisation
amongst the core clock genes.
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Chapter 2
Materials and Methods
2.1 Plant materials and growth conditions
2.1.1 Plant materials
We utilised luciferase reporter constructs to monitor clock gene expression. The constructs
consisted of the promoter regions of GI, PRR9, TOC1, or ELF4 fused to the LUC reporter
gene. The WT GI::LUC, PRR9::LUC, and TOC1::LUC lines are in the Col-0 background
and as described previously [166, 167]. The ELF4::LUC line is also in the Col-0 background
and was built by Laszlo Kozma-Bognar (Hungarian Academy of Sciences) for this study.





ELF4::LUC This thesis, by Laszlo Kozma-Bognar
phyb-9 GI::LUC [166]
cca1-11 GI::LUC This thesis, by Peter Gould
prr9-1 GI::LUC This thesis, by Peter Gould
prr7-3 GI::LUC This thesis, by Peter Gould
toc1-101 GI::LUC This thesis, by Peter Gould
lux-4 GI::LUC This thesis, by MG
G1090-XVE::cals3m; GI::LUC This thesis, by MG
In addition to the WT clock reporter lines, a number of mutant background lines carrying
the GI::LUC reporter construct were utilised. The phyb-9 GI::LUC line is in the Col-0
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background and as described previously [166]. The cca1-11 GI::LUC (Ws background
back-crossed with Col-0 three times), prr9-1 GI::LUC, prr7-3 GI::LUC, toc1-101 GI::LUC
were built for this study by Peter Gould (University of Liverpool). The GI::LUC construct
[166] was transformed into each mutant background by Agrobacterium-mediated transfection
[168]. The lux-4 GI::LUC line was produced in this study by crossing the WT GI::LUC
line with the lux-4 mutant allele [41]. Homozygous third generation lines were used for
experiments.
The G1090-XVE::cals3m line is controlled by the ubiquitous G10-90 promoter with
a estradiol inducible XVE domain [169]. This promoter has previously been combined
with the cals3m construct, a hyper-active synthetic version of the callose biosythesis gene
CALLOSE SYNTHASE 3 (CALS3). Induction of this construct causes an increase in callose,
which physically decreases the aperture of plasmodemata [155]. We crossed this line with
our wild-type GI::LUC line to create a G1090-XVE::cals3m; GI::LUC line which allowed
imaging of circadian dynamics during induction of plasmodesmata blockage.
2.1.2 Growth conditions prior to imaging
Seeds were surface sterilized and placed in the dark at 4 °C for 3 d. Seeds were sown at
dawn of the fourth day on full-strength Murashige and Skoog (MS), 2% agar, pH 5.7 media,
without sucrose unless otherwise specified. Seeds were then grown inside of plant growth
incubators (MLR-352; Panasonic, Japan) for 4 d under 80 µmolm−2 s cool white light at
a constant temperature of 22 °C. Seedlings were grown under 12-h light–12-h dark cycles
unless otherwise specified. Plates were orientated vertically during growth.
For experiments in which roots were grown in the dark (Figure 4.4), seedlings were
grown in an optimised hydroponic growth system described previously [170]. In brief, lids
of black 1.5 ml micro-centrifuge tubes (Thermo-Fisher Scientific, USA) were filled with MS,
2% agar media. A pore was created in the middle of each lid using a 19G hypodermic needle
(Becton Dickinson, USA) and a single seed sown into the pore. Lids were placed in a 24
well floater rack (Scientific Specialities, USA) containing liquid MS media and transferred
to growth cabinets. This design meant that the root grew downwards into the liquid medium,
shielded from light, whereas the shoot grew upwards whilst exposed to light. After 4 d of
growth, working under green light only, seedlings were transferred to square MS 2% agar
plates and moved to imaging cabinets.
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2.2 Luciferase imaging
2.2.1 Luciferase macro-imaging
At dusk of the fourth day of growth, seedlings were sprayed with a 5 mM D-Luciferin
(Promega, USA), 0.01% Triton X-100 solution (Sigma-Aldrich, St. Louis, Missouri). At
dawn of the fifth day, 6–8 seedlings were transferred into a 3- by 3-cm area of the media
plate in order to fit inside of the camera’s field of view. Plates were orientated vertically
during imaging.
For experiments in Chapter 3 and 4, imaging was performed inside of growth incubators
(MIR-154; Panasonic, Japan) at a constant temperature of 22 °C and under an equal mix
of red and blue (RB) light–emitting diodes (LEDs; 40 µmolm−2 s total; Figure 2.1), unless
specified as red light only (40 µmolm−2 s red) or blue light only (40 µmolm−2 s blue).
Images were taken every 90 min for 6 d, with an exposure time of 20 min. Images were
taken using a LUMO charge-coupled device (CCD) camera (QImaging, Canada) controlled
using Micro-Manager (V2.0; Open Imaging) as previously described [64, 3]. The camera
lens (Xenon 25 mm f/0.95; Schneider, Germany) was modified with a 5-mm optical spacer
(Cosmicar, Japan) to increase the focal length and decrease the working distance.
Fig. 2.1 Visible light emission spectrum under red and blue LEDs
2.2.2 Cuts and treatments
For cut experiments, seedlings were cut approximately 3 h after dawn of the fifth day of
growth, immediately prior to the commencement of imaging. For “hypocotyl cut” experi-
ments (Figure 3.6B, E, I), seedlings were cut in the root as close to the hypocotyl junction
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as discernible by eye; for “root tip cut” experiments (Figure 3.6C, F and J), seedlings were
cut approximately 100–200 µm from the root cap. Cuts were made with a pair of Vanna’s
type microdissection scissors (Agar Scientific, UK). Following all excisions, the organs were
gently separated with a pair of forceps to ensure no physical contact.
3-(3,4-dichlorophenyl)-1,1-dimethylurea (DCMU; Sigma-Aldrich, USA) was added to
the media at a final concentration of 20 mM. Seedlings were transferred to the DCMU-
containing media at dusk of the fourth day of growth. For sugar application experiments
(Figure 4.11 and Figure 4.13), media was added in 8-well rectangular dishes (NUNC; Thermo-
Fisher Scientific, USA) so that one well contains media supplemented with MS and sugar
whilst the adjoining well contains media supplemented with MS only. Wells were filled
with equal volumes to the brim of the wells so that the two agar pads form a continual
flat surface but do not touch. Sucrose or mannitol (Sigma-Aldrich, USA) was added at a
final concentration of 90 mM (3 % w/v). Seedlings were cut at the hypocotyl junction (as
described above) and laid across the adjoining agar pads so that approximately the top 1 mm
of the excised root rests on the sugar-supplemented media, and the remainder of the root
rests on the non-sugar-supplemented media. Seedlings were cut and transferred to the media
at dawn of the fifth day of growth, immediately prior to the commencement of imaging.
For callose induction experiments (Figure 3.10 and Figure 3.11), seedlings were trans-
ferred to media supplemented with estradiol or Dimethyl sulfoxide (DMSO) at dawn of
the fifth day of growth. Seedlings were kept on the supplemented media for the full 6 d of
imaging. β -estradiol (Sigma-Aldrich, USA) or DMSO (Sigma-Aldrich, USA) was added to
half-strength MS agar at a final concentration of 10 µM.
2.2.3 Aniline blue staining and confocal microscopy
To validate our inducible callose constructs, aniline blue staining was performed on seedlings.
Staining was performed after completion of the first imaging experiment, in-which roots
were induced by estradiol containing media for 6 days (Figure 3.9). Staining was performed
as described previously [171]. A 0.1 mg/ml stock solution of aniline blue fluorochrome
(Bisupplies Australia Pty. Ltd., Australia) in H20 was diluted in a 1:3 ratio with 67 mM
K3PO4, pH 9.5. Seedlings were incubated in this solution at room temperature for 2 h.
Finally, to counter-stain root cells, seedlings were soaked in a 10 µg/ml propidium iodide
(Sigma-Aldrich, USA) solution for 2 minutes.
Following staining, seedlings were mounted in a drop of anti-fading medium (Citiflour,
USA). Imaging was performed using a upright confocal microscope (LSM700; Zeiss, Ger-
many). Fluorescence was excited using a 405 nm and 555 nm laser and detected with a 490
nm short-pass and 560 nm long-pass filter respectively.
2.2 Luciferase imaging 29
2.2.4 Environmental data analysis
In Figure 1.6 and Figure 1.7 we plotted a dataset of meteorological data to demonstrate the
complexity of real environmental cycles. We plot the mean irradiance, air temperature (dry
bulb), and soil temperature (at 10 cm soil depth) for March 2015, collected from a weather
station in Rothamsted, U.K. [107]. Note that the values in this dataset are hourly summaries
of recordings made at 5 second intervals. Higher frequency noise is therefore not visible but
present [172].
2.2.5 Luciferase imaging under LD cycles
In Chapter 3, we imaged luciferase reporter expression in seedings under LD cycles (sub-
section 3.1.2). Seedlings were imaged under an equal mix of red and blue light (RB) as for
constant light experiments (subsection 2.2.1). To simulate LD cycles lights were switched on
to full intensity at dawn (40 µmolm−2 s total) and completely off at dusk. In Chapter 5, we
refer to this condition as ‘RB on-off’ for comparison to the altered LD conditions described
below.
In Chapter 5 we imaged the clock under more realistic LD cycles by modifying our
luciferase imaging protocol (subsection 2.2.1). Seedlings were grown and prepared for
imaging as before. Imaging was performed inside of growth chambers (BDR16; Conviron,
UK) at a constant temperature of 22 °C. Broad spectrum white light was provided by
specialised LEDs (DYNA; Heliospectra, Sweden) retrofitted to the chamber (Figure 2.2).
Fig. 2.2 Imaging cabinet LEDs approximate the visible wavelengths of sunlight.
In this setup, two different LD conditions were tested. In the first, broad spectrum white
light was switched fully on at dawn (60 µmolm−2 s) and off at dusk (Figure 2.3, left). We
30 Materials and Methods
refer to this condition as ‘white on-off’. In the second, broad spectrum white light was
ramped up from dawn to a peak at noon, before declining towards dusk (Figure 2.3, right).
The light levels for the two conditions were set such that the total flux of light received
during the day period was equal (2592 mmolm−2 d). This was equivalent to a light intensity
of 60 µmolm−2 s under on-off LD cycles. The camera acquisition and LED intensity were
controlled programmatically using custom Python scripts. The program allowed for near
continuous updating of light intensity during the experiment. The natural daily solar cycle







if 0 <= mod(texp −12,24)<= TL,
0 otherwise
where mod is the modulo operator, TL is the day length (12 h), and texp is the time
relative to the beginning of the experiment. Imax = 12Aπ/2TL where A is the light level
under control experiments where the lights are switched fully on at dawn and off at dusk. In
these experiments A = 60 µmolm−2 s, so Imax = 94.25 µmolm−2 s. Images were taken every
60 minutes using a LUMO CCD camera (QImaging, Canada) modified for high-resolution
imaging as described in subsection 2.2.1.
Fig. 2.3 On-off LD versus our graded approximation of natural LD conditions. On-off LD
cycle commonly used in the laboratory (left) and our graded approximation of natural LD
conditions (right).
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2.3 Organ-level analysis of period and phase
2.3.1 Image analysis
For the organ-level analysis of the period and phase, organs were first tracked manually in
Imaris (BitPlane, Switzerland) using the “Spots” functionality. We use a circular region of
interest (ROI) of approximately 315-µm diameter and track the centre of a single cotyledon,
hypocotyl, root, and the root tip from each seedling. As the root grows, we maintain the
root ROI a fixed distance from the hypocotyl junction. A small number of cotyledons and
hypocotyls were not trackable due to their orientation or their overlap with each other. These
organs were excluded from the analysis. The median of the ROI was extracted to give the
time series.
2.3.2 Period and phase analysis
Prior to the analysis of period and phase, the time series were first background subtracted.
Very low expression rhythms with a minimum intensity value of less than zero after back-
ground subtraction were then removed. All time series were inspected by eye after prepro-
cessing steps and prior to analysis.
Period analysis was conducted in BioDare2, a data server for the analysis of circadian
data (biodare2.ed.ac.uk) [174]. All period estimates were performed on time series between
24–144 h from dawn of the day imaging began using the fast Fourier transform nonlinear
least squares (FFT-NLLS) algorithm [175, 176]. Data were first detrended by subtraction
of a polynomial of degree three from the data. Oscillations were classed as rhythmic if the
FFT-NLLS algorithm returned a period in the range of 18–36 h with a confidence level (as
defined in [174]) below 0.6.
For the analysis of the times of peaks of expression, peaks were identified using the
MATLAB (MathWorks, UK) “findpeaks” function. This was done after the application of
a third-order Butterworth filter to remove high-frequency noise. Only peaks in which all
organs complete the full cycle within 24–144 h from dawn of the day imaging are used.
Additionally, peaks were discarded if they are closer than 18 h or further than 36 h apart.
2.3.3 Phase analysis under LD cycles
In Chapter 5, we observe complex waveforms of circadian clock genes under LD conditions.
The peak detection algorithms we applied to LL data proved ineffective for this data. We
therefore applied the mFourfit algorithm, which was previously developed for estimating
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phase from complex waveforms [12]. Briefly, for a range of test periods, mFourfit fits a 5th
order Fourier series to the data. The Fourier series with the best fit gives the theoretical time
series representing the data. Peaks are identified from the derivative of this theoretical data.
mFourfit identifies the peaks within the first 24 h cycle of the time-series, assuming a
stable phase relationship. However, we observed potential changes in the waveform over
time (e.g. Figure 5.6). We therefore apply the algorithm over 24 h windows in our data. We
take the largest of the peaks in each 24 h window as the phase of expression for that time
period, and define the smaller peaks as ‘shoulders’. In the case of GI::LUC and TOC1::LUC,
we sometimes observed a second strong peak at dawn. We therefore excluded the first 4 h
from the analysis window for these markers.
2.3.4 Statistical analyses
In all figures, data points, measure of error, statistical test used, N, and the range of n are
reported in the figure legend. When values are described in the text, they are quoted as mean
± standard deviation of the mean. For the comparisons of period estimates, one-way ANOVA
(with Tukey post hoc method) was used for comparisons of more than two groups, and the
t test (with Welch correction) for comparison of two groups. For comparison of times of
peaks of expression, the distribution is often skewed, therefore the Kruskal-Wallis one-way
ANOVA (with Dunn post hoc method) was used for multiple comparisons and the Wilcoxon
rank-sum test for comparison of two groups. An alpha level of 0.05 was used for all ANOVA
tests.
2.4 Sub-tissue phase analysis
To analyse spatial patterns within the organ, we first created space-time intensity plots of
the luciferase images before obtaining a phase representation of the plots using a wavelet
transform (henceforth called “phase plots”). These phase plots allowed interpretation of the
space-time dynamics of the signal across the length of the organ independent of amplitude
fluctuations.
Space-time intensity plots of the luciferase data were created as described previously [4],
although with some modifications—most importantly of which, we include a modification
that allowed us to better section curved roots. The method including modifications is outlined
here in its entirety. Unless otherwise specified, steps are implemented via custom-developed
MATLAB scripts.
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2.4.1 Image preprocessing
A number of image processing steps were applied prior to the extraction of oscillations:
1. Each seedling was cropped into individual image stacks using ImageJ (NIH) in order
to facilitate the further analysis.
2. A rectangle ROI encompassing the whole of the organ of interest plus the surrounding
background was defined. When multiple organs were plotted together (Figure 3.5), the
regions are defined so that there are neither longitudinal gaps nor overlap between them.
The ROI was manually checked for signal from neighbouring organs or seedlings.
These pixels were removed using ImageJ.
3. A 3-by-3 median filter was applied to the images to deal with background intensity
spikes supposedly from cosmic rays and camera sensor imperfections.
4. The luminescent signal from the organ was segmented from background pixels by
applying a threshold to each image individually. The mean of the intensity counts
across the ROI was used as the threshold value.
5. Small objects remaining in the image that are not connected to the organ were removed
by applying a morphological opening algorithm. Connected objects less than 50 pixels
are removed.
2.4.2 Intensity space-time plots
To create the space-time plot, we averaged the signal across longitudinal sections of the organ.
However, because plant organs naturally curve during growth, we took our longitudinal
sections to be perpendicular to the angle of growth. We did this as follows:
1. For an ROI of dimensions m,n (with m representing the horizontal dimension and n
the vertical dimension), the grey-level-weighted centroid C across each vertical section









where W represents the pixel intensity value and N p the width of the plant, as the
number of segmented pixels.
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2. A polynomial function of seventh degree was fitted to the centroids to give a curve that
describes the shape of the hypocotyl and root {C(t)} (Figure 2.4A).
3. At each horizontal position of the ROI {Cn(t) : n = 1,2, . . .}, the tangent and normal
line was calculated (Figure 2.4A).
4. The slope of the normal line was rasterised to give pixel coordinates describing the
line (Figure 2.4B). The Bresenham algorithm was utilised for this purpose [177],
implemented in MATLAB [178].
5. The rasterised line was limited to 10 pixels, centred around the intersect with the curve
fit {C(t)}. This prevents multiple intersects with the organ.
6. The mean intensity of the pixels corresponding to the coordinates was taken to give the
intensity value for section n at time t in the space-time intensity plots (Figure 2.4C).
2.4.3 Phase space-time plots
We used the wavelet transform to obtain phase plots (Figure 2.4D) from intensity space-
time plots (Figure 2.4C). The continuous wavelet transform is closely related to the Fourier
transform. However, unlike the Fourier transform, the continuous wavelet transform does
not assume a stationary signal [179, 180]. This could be relevant to our data, given that an
oscillator response to perturbations may be transient or changing. This method has been used
previously to analyse dynamic oscillations [181, 182].













where t represents time, Z is a wave-like function known as the mother wavelet, and s is
a dimensionless frequency scale variable. Z∗ denotes the complex conjugate of Z. For Z, we





an oscillatory function that depends on a dimensionless time, like parameter u, and is
localized in time with zero mean [180]. The wavelet transform can instead be expressed in
terms of its phase θ and magnitude q,
Ws(t) = qs(t)eiφs(t).
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Fig. 2.4 Space-time phase plots from luciferase images. (A) Luciferase images are thresh-
olded and a line fitted through the centre of mass of the organ. At each index on this line, the
normal line is taken. (B) Each normal line is rasterized and limited to 5 pixels around the
centre of mass to give pixel coordinates for longitudinal sections. (C) The mean value across
longitudinal sections is taken at each time point to create a raw intensity space-time plot of a
single seedling. (D) The phase of the oscillations is extracted using a wavelet transform to
give a space-time map of the phase.
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For meaningful interpretation of the phase values, s must be chosen close to the character-
istic period of the times series V . However, the resultant phases are robust to small variations
of s. We therefore selected a single s for each organ, matching s to the frequency of the
rhythms that we observed in the organ under the experimental condition. Carrying out this
procedure for every row of the intensity kymographs resulted in a phase plot (Figure 2.4D)
corresponding to the intensity plot (Figure 2.4C). For comparison between plots, we plotted
the first 16 pixels (approximately 1 mm) of the hypocotyl and the entirety of the root.
2.4.4 Synchrony analysis
By looking at the all-to-all synchrony between pixels within the hypocotyl and root, the
synchrony of oscillators in these tissues can be estimated. We excluded the cotyledons from
the analysis because their orientation and movement make phase extraction difficult. For








where N is the total number of pixels in the hypocotyl and root combined and θ j the
phase of the j-th pixel. R values range from 0 to 1, with a value of 1 indicating a set of
completely synchronised oscillators and a value of 0 a set of completely desynchronised
oscillators.
2.5 Phase oscillator models
2.5.1 Local cell-to-cell coupled model
We used the Kuramoto phase oscillator model to describe the dynamics of GI::LUC in each
pixel (here, a pixel represents a set of individual, neighbour cells). We viewed the plant in
two dimensions with positions in horizontal and vertical (longitudinal) directions described
by index positions i and j, respectively, so that every pixel, P(i, j), have has an associated
position, (i, j). The phase at the pixel P(i, j) was represented by θ (i, j), where its dynamics in
time, t, are governed by the following equation
dθ i, j
dt
= ω i, j +K ∑
m,n
sin(θ m,n −θ i, j)−KLDsin(
π
12
t −θ i, j).
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Here, the first term is the intrinsic frequency of the pixel, ω((i, j)). The second term is the
coupling contribution from the nearest-neighbour pixels in positions (m,n) that are closest to
(i, j), namely, m = i−1, i, i+1, while n = i−1, i, i−1. We assumed a plant template that is
symmetric and resembles the shape of a seedling (Figure 2.5). For the sake of simplicity, we
assumed that the coupling constant, K, is the same across all pixels, and set it arbitrarily to
K = 1 unless otherwise specified. The final term represents the coupling of the oscillator to
the external force— in this case, the light force. Here, KLD is the constant for the intensity of
the light forcing, where in which all oscillators are subject to 24- h forcing. Note that when
the clocks are not entrained to the LD cycles, KLD = 0. Since GI tends to peak at the onset of
dusk in 12- h light-12- h dark cycles and shorter photoperiods [12], we assume that the phase
of GI will be antiphase to light, hence the negative sign in front of KLD. In our simulations of
the LD-to-LD model, we set KLD = 1.
Intrinsic periods are different across different sections of the plant. Intrinsic periods of
the pixels in each section were taken from normal distributions with means to match the
experimental data, with the standard deviation at 10% of the mean value (Figure 2.5A-D).
Initial values of all phases in the LD-to-LL and LD-to-LD simulations were at the time
of the start of measurement identical, with first peaks occurring approximately 11 h after the
first measurement. In the LL-to-LL model, because we had no information about the initial
phases, we set them to be uniformly distributed across a cycle (i.e., random). ODEs were
solved using the Euler method and simulations performed in MATLAB.
Because the seedlings in our experiments grow, we introduced growth to the template
seedling: we allowed the root to grow by one pixel every 5 h. Every newborn cell (and
hence the new pixel) had the same phase as the closest set of cells (pixels) in the template,
namely new pixels P(i, j),P(i+ 1, j), and P(i+ 2, j) will inherit the phases from P(i, j−
1),P(i+1, j−1), and P(i+2, j−1), respectively. Their periods were taken from the normal
distribution, with the mean of 26.90 h and the standard deviation 10% of the mean value.
After root growth, the root tip should stay fixed in size (of 5-by-5 pixels), so the previous
most upper set of root tip pixels at the root/root tip junction were, from then on, considered
as root tissue instead. This means that their periods lengthen and they were taken from a
normal distribution with the mean of 28.04 h and the standard deviation 10% of the mean
value.
2.5.2 Alternative models without cell-to-cell coupling
An alternative model that could give rise to the LD-to-LL spatial wave behaviours observed
is one where there is no coupling but periods increase towards the middle of the root. This
means that K = 0, and we set periods in the root to increase linearly from 25.41 h at the
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Fig. 2.5 Template for simulations with organ-specific periods and the ROI used for analysis.
(A, B) Template for simulations, in which, in A, the periods of the pixels in each tissue are
set to the mean periods measured in the LD-to-LL experimental data. In B, a representative
set of periods for each region are shown, as drawn from the period distributions described in
Materials and methods. (C, D) Template for simulations of the alternative model, in which, in
C, periods of the pixels in each tissue are set to the mean periods measured in the LD-to-LL
experimental data but with a gradient of periods in the root, as described in Materials and
methods. In D, a representative set of seedling periods are shown, drawn from the period
distributions and gradient described in Materials and methods. (E) The 5-by-5 pixel ROIs
used for phase and period analyses are identified on the template.
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hypocotyl/root junction to 28.04 h in the middle of the root, and then decrease linearly again
to 26.90 h at the root/root tip junction. All other previous assumptions were adopted.
2.5.3 Model sub-tissue phase analysis
The expression of GI for each pixel, GI(i, j), was calculated from the phase model as:
GI(i, j)(t) = cos(θ (i, j)(t))+1.






where the total number of cells measuring across that section of the plant is n j. The total
luminescence was normalized so the maximum peak of expression in every longitudinal
position is 1. The phases were extracted from the luminescence using the wavelet transform,
as described above for the experimental data in subsection 2.4.3.
2.5.4 Model organ-level analysis of period and phase
To calculate the periods of the tissues as shown in Figure 3.12A and B, we took regions of
5-by-5 pixels in each tissue (Figure 2.5E) and calculated the median GI expression level for
each region. Periods were calculated as the mean of the peak-to-peak periods of the median
trace. To observe the distributions of periods and phases within a single simulation of a
seedling (Figure 3.14 and Figure 3.15), we analysed GI expression for all pixels on the plant
template individually. Periods were calculated as the mean of the peak-to-peak periods, and
phases were taken at t = 96 h. Due to growth of the seedling template, there were a small
number of pixels with a short time series containing less than two peaks of expression. These
pixels were excluded from the analysis.
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Chapter 3
Local coordination of the Arabidopsis
circadian clock
A number of studies of the plant circadian clock have reported differences in rhythms between
tissues and cells [119]. However, most of these were focused on a single tissue or cell type,
so the interactions between them are missed. To begin to address how rhythms coordinate
between one-another, we imaged clocks across entire seedlings using a high-resolution
luciferase method (subsection 2.2.1). Our approach allowed us to make perturbations to test
the mechanisms of coordination, and we capture this understanding with a simple model.
3.1 Organ specific clocks
We monitored promoter activity of the core clock gene GIGANTEA (GI) [184] fused to the
LUCIFERASE (LUC) reporter gene, for multiple days at near-cellular resolution (subsec-
tion 2.2.1). This reporter line was chosen because of its strong expression level across the
entire seedling.
3.1.1 Clocks in different organs have different phases and periods un-
der constant light
In order to observe the endogenous component of the rhythms, we first imaged seedlings
under LL, having previously grown them under LD cycles (LD-to-LL; Figure 3.1 and
subsection 2.1.2). Under the LD-to-LL condition we observed phase differences of GI::LUC
expression between organs (Figure 3.1B, D). The cotyledon and hypocotyl peaked before
the root, but the tip of the root peaked before the middle region of the root (Figure 3.1D and
Figure 3.2). Furthermore, we observed a decrease in coherence between regions over time,
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with a range between the earliest and latest peaking region of 4.92 ± 3.79 h (mean ± standard
deviation) in the first and 18.36 ± 5.67 h in the final oscillation. This is due to the emergence
of period differences between all regions (Figure 3.1F). The cotyledon maintained a mean
period of 23.82 ± 0.60 h, whereas the hypocotyl and root ran at 25.41 ± 0.91 h and 28.04
± 0.86 h, respectively. However, the root tip ran slightly faster than the middle of the root,
with a mean period of 26.90 ± 0.45 h, demonstrating the presence of endogenous period
differences across all regions.
We verified that our results were not specific to the GI::LUC reporter, as we observed
similar differences in periods and phases across the plant using luciferase reporters for
promoter activity of the core clock genes PSEUDO-RESPONSE REGULATOR 9 (PRR9)
[185], TIMING OF CAB EXPRESSION 1 (TOC1) [128], and EARLY FLOWERING 4 (ELF4);
Figure 3.3) [40]. These observations are also qualitatively similar to the periods and phases
previously observed in isolated organs, where the root as a whole has been reported to lag
behind the shoot [111, 142, 129]. Our results also match data at the cellular level, where
cells in the root tip run faster than elsewhere in the root (Figure 1.10) [4], thus validating our
whole-plant, near-cellular assay for the circadian clock.
3.1.2 Clocks in different organs entrain to LD cycles with different
phases
The phase at which a rhythm entrains to the environment can depend on the mismatch
between its endogenous period and the period of the entraining signal [14, 186, 187]. We
therefore tested the consequence of endogenous period differences between organs on the
entrainment of the plant, by monitoring GI::LUC rhythms under LD cycles (LD-to-LD;
Figure 3.1 and subsection 2.1.2). Under the LD-to-LD condition, we observed robust and
entrained rhythms (Figure 3.1C). However, closer inspection of the timing of the peaks of the
oscillations revealed significant differences in clock phase between organs (Figure 3.1E and
Figure 3.4). The cotyledon and hypocotyl peaked earlier than the middle region of the root,
but the root tip peaked earlier than the middle of the root (Figure 3.1E and Figure 3.4). This
is qualitatively similar to the pattern observed under LL (Figure 3.1D). However, under the
LD-to-LD condition, the organs showed a more stable phase relationship than under LL, with
a range between the earliest and latest peaking region of 2.08 ± 1.56 h in the first oscillation
and 1.10 ± 1.44 h in the final oscillation. This is due to the fact that all organs oscillate with
a period of approximately 24 h (Figure 3.1C and G). We note that although small apparent
differences can be observed between organs in the period analysis (Figure 3.1G), this is
likely due the algorithm being designed for the analysis of rhythms under constant light
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Fig. 3.1 Organ-specific clocks show phase differences under constant environmental condi-
tions and LD cycles. (A) Schematic depicting the experimental conditions used. Seedlings
were grown for 4 d under LD cycles and imaged either under constant light (LD-to-LL) or LD
(LD-to-LD). The white triangle represents the beginning of imaging. (B, C) Expression of
GI::LUC from different organs imaged under the LD-to-LL (B) or LD-to-LD condition (C).
Data represent the mean ± standard error of organs scored as rhythmic. Luminescence counts
were normalised to the minimum and maximum values of the time series. (D, E) Times
of peaks of GI::LUC expression in different organs under the LD-to-LL (D) or LD-to-LD
condition (E). Plots represent the 25th percentile, median, and the 75th percentile for the peak
times of organs scored as rhythmic. Organs show significant phase differences, ***p < 0.001,
by Kruskal-Wallis ANOVA. Pairwise comparisons are shown in Figure 3.2 and Figure 3.4.
(F, G) Period estimates of GI::LUC for different organs imaged under the LD-to-LL (F)
or LD-to-LD (G) condition. The means of organs are statistically different (p < 0.05, by
one-way ANOVA, Tukey post hoc tests) if they do not have a letter in common. Box plots
indicate the median and upper and lower quartiles, and whiskers the 9th and 91st percentiles
of organs scored as rhythmic. For LD-to-LL data, N = 4; LD-to-LD, N = 3; for both, n =
26–35. N represents the number of independent experiments and n the total number of organs
tracked.
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Fig. 3.2 Organs show phase differences under constant environmental conditions from the
first to the final oscillation. Times of peaks of GI::LUC expression in different organs during
the first (left) and final (right) observed oscillations under the LD-to-LL condition. Means
are statistically different (p < 0.05, one-way ANOVA, Tukey post hoc tests) if they do not
have a letter in common. Box plots indicate the median and upper and lower quartiles, and
whiskers the 9th and 91st percentiles of organs scored as rhythmic. N and n are as presented
in Figure 3.2.
subsection 2.3.2. The similarity of periods can instead be most easily observed in the mean
traces (Figure 3.1C).
3.2 Spatial waves of clock gene expression propagate within
and between tissues
Spatial waves of clock gene expression have been previously reported in plant leaves [139,
140, 146, 145] and roots [4, 141, 146] under LL. However, their relation to one another and
the relevance under LD cycles remained unclear. We analysed our LD-to-LL and LD-to-LD
data set of whole, intact seedlings at the sub-tissue level in order to address these questions.
We extracted the phase of the luminescence signal across longitudinal sections of seedlings
(Figure 2.4, section 2.4) and present phase plots (Figure 3.5) and time lapse videos (S1 and
S2 Videos, available from https://gitlab.com/slcu/teamJL/greenwood_etal_2019) of single
seedlings representative for each light condition. The clearest waves of expression could
be observed in the LD-to-LL condition, as phase differences increased with time. In the
cotyledon, a wave of GI::LUC expression propagated from the tip to the base (Figure 3.5A,
top), and downwards into the hypocotyl (Figure 3.5A, middle). In the hypocotyl, we observed
a second wave travelling from the root junction upwards into the hypocotyl (Figure 3.5A,
middle). Finally, within the root we observed two waves: one propagating down from the
hypocotyl junction and the second from the root tip upwards into the root, as we have reported
previously (Figure 3.5A, bottom) [4]. Evidence of waves of clock gene expression could also
be observed under the LD-to-LD condition. Although they are less pronounced, small phase
waves could be discerned within the cotyledon (Figure 3.5B, top), hypocotyl (Figure 3.5B,
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Fig. 3.3 Organs show similar clock phase and period differences under constant environ-
mental conditions in multiple clock reporter lines. (A–C) Times of peaks of expression of
PRR9::LUC (A), TOC1::LUC (B), or ELF4::LUC (C) in different organs under the LD-to-LL
condition. Plots represent the 25th percentile, median, and the 75th percentile for the peak
times of organs scored as rhythmic. ***p < 0.001, Kruskal-Wallis ANOVA. (D–F) Period
estimates of PRR9::LUC (D), TOC1::LUC (E), or ELF4::LUC (F) expression for different
organs imaged under the LD-to-LL condition. Box plots indicate the median and upper and
lower quartiles, and whiskers the 9th and 91st percentiles of organs scored as rhythmic. For
PRR9::LUC, N = 3; TOC1::LUC, N = 3; ELF4::LUC, N = 3. For all, n = 11–18. N represents
the number of independent experiments and n the total number of organs tracked.
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Fig. 3.4 Organs show clock phase differences under LD cycles from the first to the final
oscillation. Times of peaks of GI::LUC expression in different organs during the first (left)
and final (right) observed oscillations under the LD-to-LD condition. Means are statistically
different (p < 0.05, one-way ANOVA, Tukey post hoc tests) if they do not have a letter in
common. N and n are as presented in Figure 3.1. N represents the number of independent
experiments and n the total number of organs tracked. Box plots indicate the median and
upper and lower quartiles, and whiskers the 9th and 91st percentiles of organs scored as
rhythmic.
middle), and root (Figure 3.5B, bottom) of the phase plots and time lapse videos (S2 Video,
available from https://gitlab.com/slcu/teamJL/greenwood_etal_2019).
Fig. 3.5 Spatial waves of clock gene expression propagate within and between tissues. (A,
B) Representative phase plot of GI::LUC expression across longitudinal sections of the
cotyledon (top), hypocotyl (middle), and root (bottom) of a single seedling under LD-to-LL
(A) and LD-to-LD (B) conditions. Colour bars are as in A. N and n are as in Figure 3.1. N
represents the number of independent experiments and n the total number of organs tracked.
Box plots indicate the median and upper and lower quartiles, and whiskers the 9th and 91st
percentiles of organs scored as rhythmic.
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3.3 The clock system in seedlings is organ autonomous
3.3.1 Phase and period differences between organs persist in the ab-
sence of long-distance communication
The period and phase of clocks in individual organs may be set locally, in isolation from
the rest of the plant. We define this as organ-autonomous. Alternatively, clocks may be set
by signals moving long distance from other organs. To investigate whether rhythms and
spatial waves are driven by long-distance, interorgan communication, we blocked signal
transmission between organs by cutting the seedling into sections. We cut the root at either
the hypocotyl junction, the root tip, or both the hypocotyl junction and the root tip, and
then monitored the rhythms under LL (Figure 3.6A). We found that sectioning the plant
did not substantially affect the phase of the rhythms (Figure 3.6B–D). Some minor phase
differences were observed between cut and uncut controls after cutting, but these were no
longer apparent after 6 d (Figure 3.7). Period differences across the plant also persisted
after cutting (Figure 3.6E–G). Our results show that rhythms are organ autonomous and not
dependent on a long distance signal from another organ.
3.3.2 Spatial waves of clock gene expression persist in the absence of
long-distance communication
Although rhythms can persist within organs without a long-distance signal, the presence of
spatial waves suggests there is some communication. Previous work has proposed that spatial
waves of clock gene expression are driven by local cell-to-cell coupling [4, 139, 141, 140].
However, plants can also communicate through long-distance, interorgan pathways [149],
and the root clock has been proposed to be driven by long-range signals from the shoot
[142, 129, 133]. We therefore tested whether waves are lost following cuts to the seedling.
We analysed seedlings at the sub-tissue level following cuts at the hypocotyl junction, root
tip, and both the hypocotyl junction and root tip, as before. We focused our analysis to
within the hypocotyl and root, where the simple geometry means the wave patterns can
be most easily observed. Strikingly, after all cuts we observed the persistence of waves
propagating both from the hypocotyl down into the root and from the root tip upwards
in phase plots (Figure 3.8A–D) and time lapse videos (S3 Video, available from https:
//gitlab.com/slcu/teamJL/greenwood_etal_2019). Our results show that the spatial waves that
travel within and between organs are not dependent on a long-distance signal.
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Fig. 3.6 Organ-level rhythms persist in the absence of long-distance signals. (A) Schematic
depicting the experimental design. Seedlings were cut at the hypocotyl junction, root tip
(RT), or at both the hypocotyl junction and the RT. The rhythm of both the excised organs and
the remaining intact organs were subsequently analysed. (B–D) Times of peaks of GI::LUC
expression in different organs following a cut at the hypocotyl junction (B), RT (C), or both
the hypocotyl junction and RT (D). Plots represent the 25th percentile, median, and the
75th percentile for the peak times of organs scored as rhythmic. (E–G) Period estimates of
GI::LUC for different organs following a cut at the hypocotyl junction (E), RT (F), and both
the hypocotyl junction and RT (G). All comparisons of means are not significantly different,
p > 0.05, by two-tailed t test, Welch correction. Box plots indicate the median and upper and
lower quartiles, and whiskers the 9th and 91st percentiles of organs scored as rhythmic. For
hypocotyl cut experiments, N = 4; RT cut, N = 3; hypocotyl and RT cut, N = 3. For all, n =
9–17. N represents the number of independent experiments and n the total number of organs
tracked.
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Fig. 3.7 Phase differences between organs following cuts is comparable to controls. (A-C)
Times of peaks of GI::LUC expression in different organs for the first (left) and final (right)
observed oscillations following a cut at the hypocotyl junction (A), root tip (B), or both the
hypocotyl junction and root tip (C) conditions. p < 0.05, Wilcoxon rank-sum test. N and n
are as in Figure 3.6. N represents the number of independent experiments and n the total
number of organs tracked. Box plots indicate the median and upper and lower quartiles, and
whiskers the 9th and 91st percentiles of organs scored as rhythmic.
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Fig. 3.8 Spatial waves of clock gene expression persist after cuts. (A–D) Representative
phase plot of GI::LUC expression across longitudinal sections of the hypocotyl and root of a
single seedling without a cut (A) or with a cut at either the hypocotyl junction (B), RT (C),
or both the hypocotyl junction and RT (D). Schematic shows the approximate cut position
and the region analysed. Colour maps are as in A. N and n are as in Figure 3.6. N represents
the number of independent experiments and n the total number of organs tracked.
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3.4 Local plasmodesmata mobile signals in the spatial co-
ordination of rhythms
3.4.1 The cals3m system for restricting local cell-to-cell communica-
tion
Our results suggest that local rather than long-distance signals may be more important for
the coordination of rhythms in seedlings. We therefore investigated whether plasmodesmata
mobile signals are involved in the local coordination of rhythms. To do this, we took
advantage of the cals3m gene, a hyper-active synthetic version of the callose biosynthesis
gene CALLOSE SYNTHASE 3 (CALS3). The cals3m gene is driven by a promoter that can
be induced by estradiol [169]. Induction of the G10-90-XVE::cals3m construct causes an
increase in callose, which physically restricts the aperture of the plasmodesmata and partially
blocks the trafficking of molecules [155]. We crossed this line with our WT GI::LUC line,
allowing us to observe circadian dynamics during induction of plasmodesmata blockage. By
staining the callose with aniline blue, we validated that induction of our G10-90-XVE::cals3m;
GI::LUC line caused an increase in callose production in the cotyledons (Figure 3.9A) and
root (Figure 3.9C) relative to un-induced controls (Figure 3.9B, D). Both the aniline blue and
cell wall stain was absorbed poorly in the hypocotyl meaning visualisation of callose was not
possible.
Although from the staining it was clear that callose production was induced in our
lines, we observed variable levels of deposition within the seedling. In the cotyledon,
upon induction callose deposition was high in the guard cells but lower in other cell types
(Figure 3.9A). In the root, we observed highest deposition at the most distal region of the
root tip (Figure 3.9C). Levels of callose were substantially lower in the elongation and
differentiation zone (Figure 3.9C). The variable callose induction may be caused by spatial
variation in the G1090 promoter, which we intended to be ubiquitous (Matthieu Bourdon,
personal communication). Despite this complication, we take forward our line as a proof of
concept, to demonstrate the potential of such an approach for investigations of coupling.
3.4.2 Induction of callose deposition weakens rhythms in the cotyledon
and hypocotyl
We monitored GI::LUC in our line under LL during induction of the G10-90-XVE::cals3m
construct and found organ-conditional effects on rhythms. In the cotyledon, we observed
a decrease in the amplitude of rhythms, and a near complete loss of rhythmicity in the




Fig. 3.9 Induction of callose biosynthesis using the cals3m system. (A, B) Aniline blue
stained cotyledon of the G1090-XVE::icals3m; GI::LUC line after 6 days of estradiol (A)
or mock DMSO induction (B). (C, D) Aniline blue stained primary root of the G1090-
XVE::icals3m; GI::LUC line after 6 days of estradiol (C) or mock DMSO induction (D).
Staining was repeated on 3 seedlings with similar results. Blue channel shows aniline blue
stain, red channel shows cell wall counter-stain, and scale bars show 100 µm.
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hypocotyl (Figure 3.10). In the root regions, we observed little effect on robustness, although
there may be a slightly earlier phase of expression (Figure 3.10).
The effect on rhythms appears to be partly correlated with the level of callose induc-
tion. The effect on the cotyledons was substantial (Figure 3.10), where the induction was
strong (Figure 3.9A). The effect on rhythms in the middle region of the root was weaker
(Figure 3.10), where the induction was also weaker (Figure 3.9C). In the tip of the root, the
effect on rhythms was more ambiguous (Figure 3.10), despite stronger induction than in the
middle region of the root (Figure 3.9C). This may be because the region of interest used
for the analysis of the root tip captures both cells that are induced strongly and weakly (see
subsection 2.3.1).
3.4.3 Induction of callose deposition may influence spatial waves of
clock gene expression
At the sub-tissue level we observed some disruption to spatial organisation. After 3 days
under LL, rhythms in the cotyledon and hypocotyl appeared less synchronous. Although
waves may still be present, they were less distinct and lacked consistent direction (Figure 3.11,
top and Figure 3.11, middle). Similarly, in the root, waves became less distinct after 3 days
(Figure 3.11, bottom). Thus, the restriction of plasmodesmata aperture, albeit variably,
partially disrupted spatial waves of clock gene expression.
3.5 A local cell-to-cell coupled model captures dynamics
under LD and LL
3.5.1 A local cell-to-cell coupled circadian clock model
The persistence of rhythms and spatial waves in the absence of long-distance communication
suggests clocks may instead be coupled through local interactions. We therefore utilised
the Kuramoto mathematical framework to investigate whether local coupling can explain
the entrainment behaviours that we observe under LD and LL. In this framework each
individual oscillator in a set of oscillators is described by its intrinsic period and phase,
and is coupled weakly to its neighbours [144]. We designed our model so that each pixel
(which in fact represents multiple cells) on a seedling template is an individual oscillator
with an intrinsic period and is weakly coupled to its nearest neighbours (Figure 2.5). The
intrinsic period of each pixel was set according to its location in the seedling. Pixels from
the cotyledon, hypocotyl, root, and root tip were drawn from distributions centred around






















Fig. 3.10 Local plasmodesmata mobile signals signals influence rhythms in the cotyledon
and hypocotyl. Expression of GI::LUC from different organs during induction of the callose
biosynthesis (G1090::icals3m). Data represent the mean ± standard error of tracked organs.
N = 3, n = 14–15. N represents the number of independent experiments and n the total
number of organs tracked.
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Fig. 3.11 Local plasmodesmata mobile signals influence spatial waves of clock gene expres-
sion. (A, B) Representative phase plot of GI::LUC expression across longitudinal sections of
the cotyledon (top), hypocotyl (middle), and root (bottom) of a single seedling during mock
DMSO treatment (A) or estradiol induction of the callose biosynthesis (G1090::icals3m)
(B). Colour maps are as in A. N and n are as in Figure 3.10. N represents the number of
independent experiments and n the total number of organs tracked.
the mean periods that we observed experimentally in each region under LL (Figure 3.12A,
Figure 2.5, subsection 2.5.1). These period estimates were made from in vivo experiments
and therefore include the effects of coupling. They are, however, as good an estimation of
the cell autonomous periods as possible in a physiologically relevant context.
3.5.2 Spatial waves of clock gene expression propagate within and be-
tween organs in simulations under LL
In our LD-to-LL simulations, because of the differences in intrinsic periods we saw increasing
phase shifts between organs under LL (Figure 3.12C). The size of the phase shifts matched
those observed in experiments, demonstrating that the loss of synchrony is caused by period
differences between regions. At the sub-tissue level, due to the presence of coupling, two
increasingly large waves propagated up and down the root (Figure 3.12E). These waves were
visually similar to those observed in experiments under LD-to-LL condition (Figure 3.12G),
suggesting they are driven by cell-to-cell coupling.
3.5.3 Spatial waves emerge under a range of realistic coupling strengths
In our model, we arbitrarily set the strength of coupling, K, to equal 1. It is not possible to
directly measure coupling strength in experiments, and inferences from data in Arabidopsis
vary depending on the organ analysed and methods [4, 139, 142, 141]. We therefore simulated
our model for a range of K, to test how realistic the emergence of spatial waves is in a
biological context. We observed spatial waves of clock gene expression in simulations under
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Fig. 3.12 Period differences and local coupling can explain spatial waves of clock gene
expression. (A, B) Period estimates of GI::LUC and simulated GI for different organs
imaged under LD-to-LL (A) and LD-to-LD (B) conditions. Box plots indicate the median
and upper and lower quartiles, and whiskers the 9th and 91st percentiles of organs scored as
rhythmic. (C, D) Times of peaks of expression of GI::LUC and simulated GI in different
organs under LD-to-LL (C) or LD-to-LD (D) conditions. Plots represent the 25th percentile,
median, and the 75th percentile for the peak times of the oscillations of organs scored as
rhythmic. (E, F) Representative phase plot of simulated GI expression across longitudinal
sections of the hypocotyl and root of a single seedling under LD-to-LL (E) or LD-to-LD
(F) conditions. Colour maps are as in E. (G, H). Representative phase plot of GI::LUC
expression across longitudinal sections of the hypocotyl and root of a single seedling under
LD-to-LL (G) and LD-to-LD (H) conditions. Colour maps are as in G. For experimental
data, N and n are as in Figure 3.1. For GI simulations, n = 24. N represents the number of
independent experiments and n the total number of organs tracked.
3.5 A local cell-to-cell coupled model captures dynamics under LD and LL 57
a range of K (Figure 3.13). Our simulations show that, given the presence of coupling, the
emergence of spatial waves is likely under a range of coupling strengths.
3.5.4 Increased coupling strength decreases the variation in period and
phase
Coupling is known to decrease the variation in period and phases of connected oscillators
[20]. Indeed in our simulations, as the coupling strength was increased, the distribution of
periods (Figure 3.14) and phases (Figure 3.15) of the oscillations within a template of a
single seedling became tighter. We therefore reasoned that the distribution of periods and
phases may be a good indicator of the strength of coupling [188].
To take advantage of this correlation, we analysed the periods and phases from individual
pixels within single seedlings of our GI::LUC data set, and compared the distributions to
the simulations. This allowed us to estimate the strength of coupling within seedlings. The
distribution of periods within a single seedling approximated the shape of simulations with,
but not without, coupling (Figure 3.16A). The distribution had a standard deviation of 1.56,
most closely matching simulations with K = 1.
We next analysed the phases within single seedlings. The distribution of the phases of
GI::LUC expression was multimodal, approximating the shape of simulations with K greater
than 0.4. (Figure 3.16B). Further numerical comparison by means of the standard deviation
was not possible due to the complex shapes of the phase distributions. However, alternative
statistical methods may improve estimates. Considering both the comparison of period and
phase distributions, we estimate the coupling strength, K, to be within the range of 0.4–2 for
this modelling framework.
3.5.5 Phase differences between organs under LD can arise due to a
mismatch between the clock and the LD cycle
To simulate LD entrainment, we adjust the phase of each oscillator with an entraining cycle.
The amount that each oscillator phase is shifted is set by the mismatch of its intrinsic period
and the period of this entraining rhythm [14, 186, 187]. This prediction is supported by
experimental evidence in various organisms, including plants [189], although dawn can also
reset the phase of some clock genes in bulk Arabidopsis experiments [190, 12]. We tested
whether the phase differences that we observed between organs in Arabidopsis under our LD
conditions can be reproduced in our model by this mismatch with the entraining rhythm. In
our simulations, organs were forced to oscillate with a period of approximately 24 h, due
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Fig. 3.13 Phase plots for LD-to-LL simulations with increasing strengths of coupling. Phase
plots of simulated GI expression across longitudinal sections of the hypocotyl and root. Each
phase plot is a simulation of a single seedling, each with a different strength of coupling (K).
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Fig. 3.14 The distribution of periods within a single seedling for simulations of the LD-to-LL
condition with increasing strengths of coupling. The distribution of periods of simulated
GI from individual pixels on the model template of a seedling is shown. Each plot shows
the distribution for the simulation of a single seedling under the LD-to-LL condition with
different strengths of coupling (K).
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Fig. 3.15 The distribution of phases within a single seedling for simulations of the LD-to-LL
condition with increasing strengths of coupling. The distribution of phases of simulated
GI from individual pixels on the model template of a seedling is shown. Each plot shows
the distribution for the simulation of a single seedling under the LD-to-LL condition with
different strengths of coupling (K).
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Fig. 3.16 The distribution of periods within a single seedling for GI::LUC expression under
LD-to-LL condition. (A, B) The distribution of periods (A) and phases (B) within a single
representative seedling expressing GI::LUC.
to entrainment to the external rhythm (Figure 3.12B). However, because of the mismatch
between the intrinsic period and the entraining rhythm, organs entrained with different phases,
matching those observed experimentally (Figure 3.12D).
3.5.6 Spatial waves of clock gene expression propagate within and be-
tween organs in simulations under LD
We next tested whether the presence of cell-to-cell coupling is sufficient to drive spatial waves,
even when clocks are under LD cycles. Although small, phase shifts could be observed at
the sub-tissue level; two short waves could be observed in the root (Figure 3.12F), as in
experiments (Figure 3.12H). Unlike under LL, waves did not appear to increase with time,
because the observed periods in organs were all close to 24 h due to entrainment to the LD
cycle (Figure 3.12B). Nonetheless, our results show that even under LD cycles the underlying
period differences, and coupling, are together sufficient to drive spatial waves of clock gene
expression.
3.6 Local coupling limits de-synchrony
3.6.1 Simulations in the absence of entrainment
In a set of coupled oscillators, variation in period causes a decrease in synchrony, whereas
coupling and external entrainment maintain or increase synchrony [20, 191, 192, 183]. In
order to make predictions about the presence of local coupling in seedlings, we simulated
our model in the absence of LD entrainment. We simulated the duration of the experiment
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without entraining the oscillators, and thus assume that the phases are initially random
(LL-to-LL; Figure 3.17A and subsection 2.5.1).
Fig. 3.17 Local coupling limits desynchrony in the absence of LD cycles. (A) Schematic
depicting the experimental conditions used. Seedlings were grown for 4 d under LL and
then imaged, also under LL (LL-to-LL), so that seedlings have never seen an LD cycle. The
white triangle represents the beginning of imaging. (B) Quantification of phase coherence
by time evolution of the Kuramoto order parameter, R, for simulated GI expression. Solid
lines indicate the mean and the shaded region one standard deviation of the mean. (C)
Representative phase plot of simulated GI expression across longitudinal sections of the
hypocotyl and root of a single seedling under the LL-to-LL condition. (D) Quantification
of phase coherence by time evolution of the Kuramoto order parameter, R, for GI::LUC
expression. Solid lines indicate the mean and the shaded region one standard deviation of
the mean. (E) Representative phase plot of GI::LUC expression across longitudinal sections
of the hypocotyl and root of a single seedling under the LL-to-LL condition. For LL-to-LL
GI::LUC data, N = 3 and n = 30; for GI model simulations, n = 24. N represents the number
of independent experiments and n the total number of organs tracked.
3.6.2 A degree of synchrony is maintained in the absence of entrain-
ment
We compared the phases of the pixels within seedlings to estimate the overall synchrony of
the oscillators over time. We compared the order parameter between entrainment conditions
3.6 Local coupling limits de-synchrony 63
(LD-to-LD, LD-to-LL, and LL-to-LL) for simulation and experiment. An order parameter
[183], R, value of 1 indicates a set of completely synchronised oscillators and a value of 0 a
set of completely desynchronised oscillators.
Under LD-to-LD condition, we observed a high degree of synchrony over the entire
experiment, in simulation (Figure 3.17B) and experiment (Figure 3.17D), due to entrainment
to the LD cycle. In contrast, under the LD-to-LL condition oscillators desynchronised upon
transition to LL. However, they did not completely desynchronise during the time-course.
A similar rate of desynchronisation was observed between simulation (Figure 3.17B) and
experiment (Figure 3.17D).
In LL-to-LL simulations, phases were set to be initially random (subsection 2.5.1). In
theory, we would expect order parameter values close to 0 in the absence of any synchronising
force. In LL-to-LL simulations, oscillators began less synchronous than under the other
entrainment conditions, however, R values were substantially above 0 (Figure 3.17B). Further,
oscillators maintained their order, not further desynchronising during the time course. These
simulations suggest that local cell-to-cell coupling is sufficient to maintain a degree of
synchrony across the seedling in the absence of entrainment.
3.6.3 Simulations in the absence of entrainment predict complex spa-
tial phase patterns
We next analysed the LL-to-LL simulations at the sub-tissue to observe the spatial coor-
dination. Interestingly, in the root, the model predicted a complex spatial pattern, with
multiple phase clusters and spatial waves in a single seedling (Figure 3.17C and S4 Video,
available from https://gitlab.com/slcu/teamJL/greenwood_etal_2019). These patterns of gene
expression were similar to the zigzag patterns previously reported by others, when roots are
grown on sucrose supplemented media [141, 147, 193]. We found that these zigzag patterns
emerged with, but not without, local coupling (Figure 3.19). We note that in the LL-to-LL
model, setting the phases to be in phase or close to in phase (e.g., approximately 11 h after
the first measurement ±2 h [standard deviation]), we could not obtain the results seen. Thus,
both coupling, and a high degree of phase disorder are required for the emergence of zig-zag
patterns.
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Fig. 3.18 Representative phase plots for the LL-to-LL condition. Phase plots of GI::LUC
expression across longitudinal sections of the hypocotyl and root. Each phase plot is of a
single seedling that is representative for the LL-to-LL condition. N and n are as presented in
Figure 3.17. N represents the number of independent experiments and n the total number of
organs tracked.
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3.6.4 An alternative model without coupling fails to capture spatial
patterns observed under the LL-to-LL condition
An alternative mechanism to explain the spatial patterns of rhythms that we observed can
also be envisaged. If, within the tissue, there exists a gradient in the periods of oscillators,
spatial waves may be seen in the absence of cellular coupling. Simulations of this plausible
alternative model, without coupling but with a gradient of the intrinsic periods within the
root, were indeed sufficient to generate simple waves similar to those we observed under the
LD-to-LL condition (Figure 3.19C and D), but not the complex zigzag waves predicted in
the LL-to-LL condition (Figure 3.19E and Figure 3.19F).
3.6.5 Testing the LL-to-LL prediction in experiments without entrain-
ment
In order to test our model and validate the assumption of local coupling, we experimentally
tested the LL-to-LL model prediction. We both grew and imaged seedlings under LL condi-
tions (LL-to-LL; Figure 3.17A). Under this condition, seedlings do not see an entrainment
cue beyond the synchronisation that occurs at germination [194, 195]. Given the small
number of cells that exist at germination we do not expect it to have a significant effect on
overall synchrony by the beginning of imaging. Seedlings maintained their coherence over
the full time course (Figure 3.17D), as predicted from simulations with cell-to-cell coupling
(Figure 3.17B). Within the root we observed a zigzag expression pattern (Figure 3.17E) and
Figure 3.18), also as predicted by the model. This close match between experiment and
model supports the hypothesis of weak, local coupling between clocks in seedlings.
3.7 Conclusions and discussion
In this chapter, we report how local period differences and coupling can generate spatial
waves of circadian clock gene expression across the plant. Using time-lapse imaging we
show that phase differences between organs, and spatial waves, exist both in constant and
entrained conditions and do not require long-distance signals. Modelling and experiments
show that local coupling with period differences can explain our results, including complex
synchronisation patterns in plants that have never seen an entraining signal.
In the wild, plants are exposed to environmental cycles, and the interaction between the
oscillator and the environment is of importance. It is therefore significant that we observed
phase differences between clocks within a plant, both under LL and LD cycles (Figure 3.1).
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Fig. 3.19 Phase plots for alternative model simulations with different spatial structure of
periods. (A, B) Phase plot of simulated GI expression across longitudinal sections of the
hypocotyl and root of a single seedling for the LL-to-LL condition in the absence of coupling
(K = 0), but with period differences. In A, periods of the pixels in each tissue are set to
the mean periods measured in the LD-to-LL experimental data, without noise (ω = 0). In
B, a representative set of periods for each region are shown, as drawn from the period
distributions described in subsection 2.5.4 (ω = 0.1). (C, D) Phase plot of simulated GI
expression across longitudinal sections of the hypocotyl and root of a single seedling for
the LD-to-LL condition in the absence of coupling (K = 0). In C, periods in the root region
are graded with a maximum period in the middle of the root, without noise (ω = 0). In D,
periods are also graded in the root, but periods are drawn from a distribution (ω = 0.1). See
subsection 2.5.4 for details. (E, F) Phase plot of simulated GI expression across longitudinal
sections of the hypocotyl and root of a single seedling for the LL-to-LL condition in the
absence of coupling (K = 0). In E, periods in the root region are graded with a maximum
period in the middle of the root, without noise (ω = 0). In F, periods are also graded in the
root, but periods are drawn from a distribution (ω = 0.1). See subsection 2.5.4 for details.
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A previous high-resolution study in Arabidopsis observed phase differences within leaves
after the transfer from LL to LD conditions, although rhythms were near synchronous after
3 d in LD cycles [139]. Phase differences have also been observed in Lemna gibba fronds,
where cells in leaves entrain with different phases, causing a centrifugal pattern [121]. Phase
differences under LD cycles may therefore be a common property of plant circadian systems,
and will require further investigation.
A second key finding of this chapter was the observation of spatial waves of clock
gene expression travelling within and between all major organs of the seedling (Figure 3.5).
Interesting parallels can be made with the mammalian SCN, where spatial-temporal wave
patterns are driven by intercellular coupling [188, 196–198]. In the SCN, recent studies have
revealed that the mammalian spatial structure is changeable, and lacks a fixed hierarchy.
For example, as the day length changes, coupling between cells is altered, and the spatial
structure adapts [199, 200]. In future, it will be interesting to investigate whether the plant
circadian system shares similar features.
The presence of local cell-to-cell coupling has been previously suggested to help maintain
clock synchrony within Arabidopsis [4, 139–141, 121, 142]. In addition, long-distance
signals [142, 129] and light piped from the shoot [143] have been proposed as mechanisms
for coordination. Through a combination of experiments and modelling, we show that in
seedlings, local signals alone are sufficient to maintain robust rhythms after 6 d in all organs,
as well as generate the observed complex spatial patterns in clock gene expression. We note
that our results do not exclude the possibility that phloem mobile signals, or light piped from
the stem, additionally act to synchronise the root with the shoot. However, the waves that
we observed in cut roots suggest that these signals do not drive the spatial wave patterns
that we observe. In future work, it will be important to investigate whether coordination
through local coupling also occurs in later stages of plant development and, if so, whether
the coordination structure changes as the plant develops to compensate for its increasing size.
Intuitively, it could be predicted that an increase in the points of coordination would allow
the mechanism to scale.
Finally, we began to probe the mechanisms of local cell-to-cell coupling, revealing that
the mobile signal may move through plasmodesmata. Partially restricting plasmodesmata
transport using the cals3m system incompletely disrupted organ-level rhythms and spatial
waves (Figure 3.10 and Figure 3.11). However, the effect on rhythms was organ conditional,
likely due to the variation in the induction of callose between cells and regions that we
observed (Figure 3.9). We hypothesise that this variation in callose induction is caused by the
spatial expression pattern of the G1090 promoter used in our inducible construct. Although
we intended the promoter to be expressed ubiquitously, thereby inducing callose deposition
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ubiquitously, spatial variation in the strength of the promoters expression was observed. In
particular, our collaborators observed expression of the G1090 promoter to be weakest in the
middle region of the root (Matthieu Bourdon, personal communication), where we observed
minimal effect on rhythms (Figure 3.10). The redesign of the construct represents a future
direction for our work, as experiments such as these will be important for understanding the
transport mechanisms behind the local cell-to-cell coupling.
Beyond the future directions for the investigation of cell-to-cell coupling that we discuss
here, our results raise an important question not addressed in this chapter: what causes the
period differences across the seedling? It is this question that we address in Chapter 4.
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Chapter 4
Local inputs to the Arabidopsis circadian
clock
In Chapter 3 we found a simple model with period differences and local coupling can generate
spatial waves, matching our experimental data. Here, we attempted to test the model by
manipulating the periods in specific organs and modulate the spatial waves of gene expression.
In the most severe case, removing all period differences across the plant should result in
perfectly coherent rhythms. We tested this with chemical and genetic perturbations, and in
doing so demonstrated that the periods across the plant are set locally by the environmental
inputs.
4.1 Core clock network mutations effect the robustness of
oscillations but not the specificity of periods
The specificity of periods across the plant could be due to the clock network being wired
differently in different parts, or that the sensitivity of the clock to environmental inputs varies
across the plant. We tested the former hypothesis by imaging rhythms of GI::LUC from
different organs in seedlings carrying mutations to the core clock network. We found in
organs scored as rhythmic, mutations to the clock network either lengthened or shortened
periods depending on the gene (Figure 4.1A). These period effects matched reports from
previous whole plant experimental assays [92, 201, 88, 202, 41]. However, we observed
that the change in period length in each region of the seedling was approximately equal
(Figure 4.1A), and thus the specificity of periods was not altered. We note that we cannot
rule out that mutations to other clock components could have a larger effect on the organ
specificity of periods.
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Fig. 4.1 Core clock network mutations effect the period of different regions proportionately.
(A) Period estimates for GI::LUC expression from different organs imaged under the LD-
to-LL condition in circadian mutant lines. (B) Period change relative to the cotyledon for
GI::LUC expression from different organs imaged under the LD-to-LL condition in circadian
mutant lines. For cca1-11, N = 4; prr7-3, N = 4; prr9-1, N = 2; toc1-101, N = 2; lux-4, N =
2. For all, n = 5–18. N represents the number of independent experiments and n the total
number of organs tracked. Box plots indicate the median and upper and lower quartiles, and
whiskers the 9th and 91st percentiles of organs scored as rhythmic. Individual data points are
shown when the number of rhythmic plants is less than five. Horizontal position of scatter
points is for clarity and has no meaning.
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We did, however, observe some organ-specific effects on rhythmicity (Table 4.1). We
observed that some mutations caused a decrease in the proportion of organs scored as
rhythmic. This effect was larger in some organs than others. For example less than half of
rhythms from the root tip were scored as rhythmic in toc1-101 and lux-4 lines. Our results
suggest that mutations to the clock network effect the robustness rather than the periods
organ specifically.
Table 4.1 Core clock network mutations effects rhythmicity region-conditionally
Organ
CCA1 PRR7 PRR9 TOC1 LUX
WT cca1-11 WT prr7-3 WT prr9-1 WT toc1-101 WT lux-4
Cotyledon 91 100 100 89 100 100 80 88 100 62
Hypocotyl 100 94 100 67 100 100 90 100 100 85
Root 100 56 100 100 100 100 90 75 100 69
Root tip 100 94 100 100 60 86 100 25 100 15
Note: Values indicate the percentage of tracked organs classed as rhythmic.
4.2 Local light inputs set organ-specific periods
4.2.1 Organ-specific periods are altered under constant darkness
Next, we tested whether we could alter periods in an organ-specific manner by modulating
inputs to the clock. We first tested the effect of light input by growing seedlings under LD
cycles before imaging seedlings under constant darkness (DD). Under DD, we observed a
drastic slowing of periods in the cotyledon and hypocotyl, whereas the middle region of the
root maintained its speed compared with LL (Figure 4.2A). This is in contrast to previous
lower-resolution work that found the period of the root as a whole increased under DD
[111, 143]. The lengthening of periods in the aerial organs reduced the phase differences
between the aerial organs and the root (Figure 4.2B and Figure 4.3). As predicted by the
modelling (chapter 3), a change in periods resulted in modulation of the spatial waves. The
spatial waves travelling from the hypocotyl down the root were lost (Figure 4.2C and S5
Video, available from https://gitlab.com/slcu/teamJL/greenwood_etal_2019). Inversely, in
the root tip we observed a decrease in period compared with LL (Figure 4.2A), causing larger
phase shifts between the root tip and the root (Figure 4.2B and Figure 4.3) and resulting in
longer spatial waves travelling from the root tip upwards into the root (Figure 4.2C and S5
Video, available from https://gitlab.com/slcu/teamJL/greenwood_etal_2019).
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Fig. 4.2 Local light inputs modulate the spatial coordination of the clock. (A) Period estimates
for different organs under constant red and blue light or DD. ***p < 0.001, by two-tailed t
test, Welch correction. (B) Times of peaks of GI::LUC expression in different organs under
constant red and blue light or DD. Plots represent the 25th percentile, median, and the 75th
percentile for the peak times of organs scored as rhythmic. (C) Representative phase plot
of GI::LUC expression across longitudinal sections of the hypocotyl and root of a single
seedling under DD. For red and blue light data, N and n are as presented in Figure 3.1. For
DD, N = 3, n = 26–31. N represents the number of independent experiments and n the total
number of seedlings. Box plots indicate the median and upper and lower quartiles, and
whiskers the 9th and 91st percentiles of organs scored as rhythmic.
Fig. 4.3 Phase shifts between aerial organs and the root are reduced under DD. Times of peaks
of GI::LUC expression in different organs during the first (left) and final (right) observed
oscillations under DD. Means are statistically different (p < 0.05, one-way ANOVA, Tukey
post hoc tests) if they do not have a letter in common. N and n are as presented in Figure 4.2.
N represents the number of independent experiments and n the total number of organs tracked.
Box plots indicate the median and upper and lower quartiles, and whiskers the 9th and 91st
percentiles of organs scored as rhythmic.
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4.2.2 Direct entrainment of the root to light does not set periods under
DD
The altered periods under DD suggests that light sets the periods differently in individual
organs. Of particular interest is the root tip, which runs faster under DD (Figure 4.2). This is
in contrast to the other organs, and previous reports at the whole-plant level, where periods
lengthened [60, 203, 111, 143]. However, in our experiments the roots are grown under light
before imaging under DD, and the observed fast periods in the root tip could potentially
be an after-effect or artefact of this exposure to light. To test this possibility, we grew
seedlings in an optimised growth system so that the roots were not exposed to light during
entrainment, and then imaged under DD as before (Figure 4.4A and subsection 2.1.2) [170].
We observed similar periods in all organs under DD whether roots were exposed to light or
not during growth (Figure 4.4B). The spatial structure under DD is therefore unlikely to be a
consequence of prior exposure to light.
4.2.3 The wavelength of light input sets organ-specific periods
It could be hypothesised that the periods are fixed, but have two different states, LL and DD.
Alternatively, it could be that the periods are plastic, and influenced by multiple environmental
factors. To distinguish between the two we varied the light wavelength under LL, to see if
periods are fixed. We imaged rhythms under monochromatic red or blue light and compared
rhythms to those imaged under a mixture of red and blue light (Figure 4.5). Under blue light,
rhythms in the aerial organs slowed (Figure 4.5A). However, the root tip decreased in speed
(Figure 4.5A). These changes in period are qualitatively the same as observed under DD
(Figure 4.2), albeit lesser in size. Under red light, the aerial organs also slowed, however a
change in the speed of the root tip was less clear (Figure 4.5B). These results show that the
periods are plastic to the light properties, rather than being of fixed value under LL. Further,
the light input can either increase or decrease the speed, depending on the region.
4.2.4 Red light sets periods locally in a PHYB dependent manner
We next tested whether the effect of light on organ specificity is direct, through known
light signalling pathways. PHYB is the primary red light photoreceptor in Arabidopsis
(subsection 1.3.2) [204, 205], and has a tissue-specific expression pattern in the plant [69, 70,
66, 19]. Expression is highest in the aerial organs, low in the roots, but increases in the root
tip. We therefore reasoned that its period-shortening effect under red light [17] may be organ
specific.
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Fig. 4.4 Exposing roots to light during entrainment has minimal effects on circadian dynamics
observed during imaging. (A) Seeds are sown on agar-filled black micro-centrifuge tube lids
with a piercing in the lid (left), and suspended in MS liquid in a floating micro-centrifuge
tube rack (right), as described previously [170]. Seedlings are entrained for 4 d, with the
roots either exposed to light or kept in the dark using this system. Seedlings are then imaged
under DD. Note that images include a blur selectively on the background in order to highlight
these components. (B) Period estimates of GI::LUC expression for the different organs when
roots are exposed to light during entrainment or when kept in the dark. All comparisons
between period estimates are not significant, p < 0.05, by two-tailed t test, Welch correction.
Box plots indicate the median and upper and lower quartiles, and whiskers the 9th and 91st
percentiles of organs scored as rhythmic. N = 3; n = 14–15. N represents the number of
independent experiments and n the total number of organs tracked.
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Fig. 4.5 The wavelength of light influences the clock in an organ-specific manner. (A, B)
Period estimates of GI::LUC expression for different organs under constant red and blue
light, plotted against blue-light-only (A) or red-light-only data (B). ***p < 0.001, two-tailed
t test, Welch correction. Box plots indicate the median and upper and lower quartiles, and
whiskers the 9th and 91st percentiles of organs scored as rhythmic. For constant blue light, N
= 2; constant red light, N = 2. For both, n = 22–25. N represents the number of independent
experiments and n the total number of organs tracked.
We imaged GI::LUC expression in the phyb-9 background, a null mutant for PHYB
[204, 205]. Under red light, in the phyb-9 mutant we observed the loss of period differences
between the cotyledon, hypocotyl, and root (Figure 4.6A). This caused the loss of phase
shifts between the aerial organs and the root (Figure 4.6B and Figure 4.7) and the loss of
distinct spatial waves travelling down the root (Figure 4.6C and and S6 Video, available
from https://gitlab.com/slcu/teamJL/greenwood_etal_2019). We also observed a decrease
in rhythmicity across the seedling (Table 4.2). The effect was particularly large in the root
tip, with only 24% of root tips classed as rhythmic compared with 96% in the WT. In the
root tips classed as rhythmic, the period ran approximately 3 h slower, at approximately
the same speed as the middle of the root (Figure 4.6A). Therefore, after 6 d under constant
red light, the phase shifts between the root tip and root (Figure 4.6B) and (Figure 4.7), and
the spatial waves travelling from the root tip upwards, were attenuated (Figure 4.6C and S5
Video, available from https://gitlab.com/slcu/teamJL/greenwood_etal_2019).
4.2.5 PHYB does not cause the fast periods in the root tip under DD
The phyb-9 mutation caused a slowing of periods in all organs under red light (Figure 4.6).
However, under DD we observed a shortening of periods in the root tip (Figure 4.2). Since
PHYB can also influence the amplitude of rhythms in the absence of light [61] we hypoth-
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Fig. 4.6 Light input through PHYB modulates the spatial coordination of the clock. (A)
Period estimates of GI::LUC for different organs under constant red light in the phyb-9
mutant. **p < 0.01, ***p < 0.001, by two-tailed t test, Welch correction. (B) Times of peaks
of GI::LUC expression in different organs under constant red light in the phyb-9 mutant.
Plots represent the 25th percentile, median, and the 75th percentile for the peak times of
organs scored as rhythmic. (C) Representative phase plot of GI::LUC expression across
longitudinal sections of the hypocotyl and root of a single seedling under constant red light
in the phyb-9 mutant. For phyb-9 red light, N = 4, n = 23–35. N represents the number of
independent experiments and n the total number of seedlings. Box plots indicate the median
and upper and lower quartiles, and whiskers the 9th and 91st percentiles of organs scored as
rhythmic.
Fig. 4.7 Phase shifts between regions are reduced in the phyb-9 mutant under red light. Times
of peaks of GI::LUC expression in different organs during the first (left) and final (right)
observed oscillations in the phyb-9 mutant imaged under constant red light. Means are
statistically different (p < 0.05, one-way ANOVA, Tukey post hoc tests) if they do not have
a letter in common. N and n are as presented in Figure 4.6. N represents the number of
independent experiments and n the total number of organs tracked. Plots represent the 25th
percentile, median, and the 75th percentile for the peak times of organs scored as rhythmic.
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Note: Values indicate the
percentage of tracked organs
classed as rhythmic.
esised that PHYB caused the fast periods in the root tip under DD. The phyb-9 mutation,
however, did not abolish the faster periods observed in the root tip under DD (Figure 4.8A),
and phase difference between the root tip and the middle region of the root persisted (Fig-
ure 4.8B). The mechanism driving the fast periods in the root tip under DD therefore appears
to be separate from the PHYB mediated effect we observed under red light.
Fig. 4.8 PHYB has minimal effect on rhythms under DD. (A) Period estimates of GI::LUC
expression for different organs in the phyb-9 mutant imaged under DD. *p < 0.05, two-tailed
t test, Welch correction. Box plots indicate the median and upper and lower quartiles, and
whiskers the 9th and 91st percentiles of organs scored as rhythmic. (B) Times of peaks of
GI::LUC expression in different organs in the phyb-9 mutant imaged under DD. For phyb-9
DD, N = 2, n = 17–18. N represents the number of independent experiments and n the total
number of organs tracked. Plots represent the 25th percentile, median, and the 75th percentile
for the peak times of organs scored as rhythmic.
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4.3 Local metabolic inputs set organ-specific periods
4.3.1 Photosynthesis drives fast rhythms in the cotyledon and hypocotyl
In addition to the external environment, the circadian clock is exposed to biochemical signals
from within the cell (Table 1.1). Many of these signals are concentrated in particular cells
or tissues. For example, the outputs from photosynthesis might be higher in leaves, where
they are produced. Using photosynthesis as an example, we investigated whether these
endogenous signals could alter periods in an organ-specific manner, modulating the spatial
waves of clock gene expression. First, we monitored seedlings under LL in the presence of
3-(3,4-dichlorophenyl)-1,1-dimethylurea (DCMU), a specific inhibitor of photosynthesis.
We imaged seedlings on media containing DCMU and maintained low light levels, under
which the effects of photosynthesis are clear [92]. During inhibition, we observed a slowing
of periods specifically in the cotyledon and hypocotyl (Figure 4.9A), causing a loss of phase
shifts between the hypocotyl and root (Figure 4.9B and Figure 4.10) and the loss of spatial
waves down the root (Figure 4.9C).
4.3.2 Exogenous sugar drives spatial waves of clock gene expression
Photosynthesis can modulate the clock through the production of sugars, which feed into
the oscillator [203, 92, 93]. We next tested whether the application of sucrose to part of
the plant could locally reduce clock periods and generate spatial waves. This is a direct
test of the hypothesis that local period differences drive spatial waves of gene expression.
We designed a protocol that allowed us to rest only the top portion of the root on sugar-
supplemented media and observe the effect throughout the root. We did this with roots
cut at the hypocotyl junction to minimize developmental effects, and under DD, where
we ordinarily observe no spatial waves down the root (Figure 4.2C). In comparison with
mannitol (a poorly metabolized sugar that acts as an osmotic control), contact with sucrose-
supplemented media caused a larger decrease in period length (Figure 4.11B). This caused
larger phase shifts from the top to the middle of the root (Figure 4.11C and Figure 4.12).
Within the root, clear spatial waves of clock gene expression propagated down from the top
of the root when in contact with the sucrose (Figure 4.13A and S7 Video, available from
https://gitlab.com/slcu/teamJL/greenwood_etal_2019) but not mannitol (Figure 4.13B and S8
Video, available from https://gitlab.com/slcu/teamJL/greenwood_etal_2019) supplemented
media. Together these results show that altering the speed of clocks locally, either via
modulating light perception or the addition of sugars derived from photosynthesis, can drive
spatial waves of clock gene expression.
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Fig. 4.9 Photosynthesis related signals can drive spatial waves of clock gene expression by
altering periods locally. (A) Period estimates of GI::LUC for different organs during the
inhibition of photosynthesis by DCMU. ***p < 0.001, by two-tailed t test, Welch correction.
(B) Times of peaks of GI::LUC expression in different organs during the inhibition of
photosynthesis by DCMU. Color legend is as in A. Plots represent the 25th percentile, median,
and the 75th percentile for the peak times of organs scored as rhythmic. (C) Representative
phase plot of GI::LUC expression across longitudinal sections of the hypocotyl and root of
a single seedling during the inhibition of photosynthesis by DCMU. For DCMU, N = 3, n
= 14–15. N represents the number of independent experiments and n the total number of
organs tracked. Box plots indicate the median and upper and lower quartiles, and whiskers
the 9th and 91st percentiles of organs scored as rhythmic.
80 Local inputs to the Arabidopsis circadian clock
Fig. 4.10 Phase shifts between aerial organs and the root are reduced following the inhibition
of photosynthesis by DCMU. Times of peaks of GI::LUC expression in different organs
during the first (left) and final (right) observed oscillations during the inhibition of photosyn-
thesis by DCMU. Means are statistically different (p < 0.05, one-way ANOVA, Tukey post
hoc tests) if they do not have a letter in common. N and n are as presented in Figure 4.9. N
represents the number of independent experiments and n the total number of organs tracked.
Box plots indicate the median and upper and lower quartiles, and whiskers the 9th and 91st
percentiles of organs scored as rhythmic.
4.4 Conclusions and discussion
In this chapter, we report how exogenous and endogenous environmental inputs set periods
across the plant, and drive spatial waves of circadian clock gene expression. We demonstrate
this using light and metabolic signals, as well as with genetic perturbations.
It is interesting to note that we observed the lux-4 mutant to be rhythmic, an apparent
contradiction with previous work. Early molecular studies reported null mutants to have
arrhythmic whole-plant luciferase and Northern blot rhythms, but a considerable proportion
of plants to have rhythmic leaf movements, albeit with lower robustness and more variable
periods [41, 206]. Our data shows a higher proportion of plants to be rhythmic than these
studies, but still a considerably lower proportion than the WT (Table 4.1). We speculate that
the discrepancies between whole-plant, leaf movement, and our higher resolution luciferase
assay are due to the differences in resolution. This could suggest a role for LUX in the
molecular mechanism of cellular coupling, and warrants further investigation.
It is significant that we found the inputs to the clock to have a large effect on the organ-
specificity of periods. This supports the recently proposed idea that the plant circadian clock
is dynamically plastic, able to adjust its period and phase to the environment, both externally
and internally to the status of the cell [207]. Our results suggest this plasticity extends to
within a plant, due to differences in inputs. It could be hypothesised that this enables the
clock to have a more flexible role in development, which we outline in Chapter 6. However,
an obvious consequence of this plasticity is that it causes some internal de-synchrony within
the seedling. It has been suggested that this internal jet-lag would be detrimental for an
organism, and perhaps why we feel so groggy after travelling across time zones [208–210].





Fig. 4.11 Exogenous sugar alters periods locally. (A) Schematic representing the experimental
design. Seedlings are cut at the hypocotyl junction and the excised root laid across two
adjacent agar pads, one containing sugar-supplemented media and the other not, so that only
the top part of the root is in contact with sugar. Roots are then imaged under DD. (B) Period
estimates of GI::LUC for the top and middle regions of the root during the partial contact
of the root with sucrose or mannitol, under DD. ***p < 0.001, by two-tailed t test, Welch
correction. (C) Times of peaks of GI::LUC expression for the top and middle regions of the
root during the partial contact of the root with exogenous sucrose or mannitol, under DD.
Plots represent the 25th percentile, median, and the 75th percentile for the peak times of
organs scored as rhythmic. For exogenous sucrose, N= 3; exogenous mannitol, N = 2. For
both, n = 20–30. N represents the number of independent experiments and n the total number
of organs tracked. Box plots indicate the median and upper and lower quartiles, and whiskers
the 9th and 91st percentiles of organs scored as rhythmic.
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Fig. 4.12 The application of sugar to the top of the root creates a phase shift from the top
to the middle of the root under DD. (A) Times of peaks of GI::LUC expression in different
regions during the first (left) and final (right) observed oscillations during the partial contact
of the root with sucrose. ***p < 0.001, Wilcoxon rank-sum test. (B) Times of peaks of
expression in different regions during the first (left) and final (right) observed oscillations
during the partial contact of the root with mannitol. **p < 0.01, Wilcoxon rank-sum test. N
and n are as presented in Figure 4.11. N represents the number of independent experiments
and n the total number of organs tracked. Box plots indicate the median and upper and lower
quartiles, and whiskers the 9th and 91st percentiles of organs scored as rhythmic.
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Fig. 4.13 Exogenous sugar can drive spatial waves of clock gene expression. (A, B) Repre-
sentative phase plot of GI::LUC expression across longitudinal sections of the hypocotyl and
root of a single seedling during the partial contact of the root with exogenous sucrose (A) or
mannitol (B), under DD. Schematic shows the approximate position of the root on the agar
pads. Colour bar is as in A. N and n are as presented in Figure 4.11. N represents the number
of independent experiments and n the total number of organs tracked. Box plots indicate the
median and upper and lower quartiles, and whiskers the 9th and 91st percentiles of organs
scored as rhythmic.
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However, a recent study in mice observed only small effects on fitness when the SCN was
desynchronised from peripheral oscillators [211]. It will be important to understand the
potential trade-off between plasticity and synchrony and the overall fitness effects in both
mammals and plants.
Our results revealed that regions of the seedling respond to environmental inputs dif-
ferently, in both quantitative and qualitative ways. Quantitatively, the clocks in different
regions of the seedling had distinct sensitivities to identical levels of light exposure. It can be
hypothesised that this is caused by the distribution of light sensing proteins across the plant.
The phytochromes and cryptochromes have a apical distribution in Arabidopsis seedlings,
with the highest levels of their transcription approximately corresponding to the fastest
oscillating rhythms [69, 70, 66, 19, 71]. There were however, regions that demonstrated
qualitatively different responses to perturbations than would be expected from this hypothesis.
For example, under DD when the aerial regions of the seedling slow, the root tip shows a
dramatic increase in speed (Figure 4.2). This is an apparent violation of Aschoff’s rule, a
long standing observation that periods lengthen with decreasing light intensity [212]. We
anticipate our molecular understanding of this will come from the emerging understanding
that darkness can be perceived as an active signal, rather than simply the absence of light
[213].
A molecular understanding of how photosynthesis modulates periods tissue specifically
is also absent from this chapter. Perturbations to photosynthesis may have a number of
indirect effects on the clock, perhaps via the cell cycle or growth pathways [214, 97]. To
distinguish between these effects, further molecular studies utilising sugar sensing mutants
will be required. Experiments with the sugar-responsive transcription factor bZIP63 will
be particularly informative for testing if the effect of sugars on organ specificity of periods
is direct [93]. However, irrespective of the molecular mechanisms, our results succeed in
demonstrating how multiple different inputs can set the periods within a seedling.
In this study, our experiments were limited to light and metabolic signals. There are,
however, many other signals known to modulate the speed of the clock (section 1.3). In
future work, it will be important to test how these interact and the consequence to spatial
coordination when plants are under physiological conditions. Of particular interest will be
temperature, which is known to differ between the air and the ground [112] and deviate
from the photoperiod [215]. In fact, it has already been demonstrated that temperature is
preferentially sensed by the clock in specific cell types [123, 126]. Comprehensive in vivo
studies under a range of environmental conditions will be required to understand the full
complexity.
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Our results suggest that the clock is not only spatially complex, but also dynamic as it
flexes to the environment. In Chapter 5, we begin to investigate whether this complexity
persists under more realistic LD conditions.
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Chapter 5
Circadian coordination under more
realistic LD cycles
In Chapter 3 we reported the surprising observation of phase differences and spatial waves of
clock gene expression within seedlings under LD cycles (section 3.2). However, experiments
were conducted under a simplified on-off type LD condition containing low intensity (40
µmolm−2 s) red and blue wavelength light (RB) only (subsection 2.2.5). The relevance under
more realistic environmental conditions therefore remained unclear. Here we monitored the
clock under two more realistic conditions, containing higher intensity, broad spectrum white
light (WL) in either an on-off (60 µmolm−2 s), or graded (maximum 95 µmolm−2 s) 12-h
light–12-h dark cycle. Henceforth, we refer to these three entrainment conditions as ‘RB
on-off’, ‘WL on-off’ and ‘WL graded’ LD respectively (Figure 5.1 and subsection 2.2.5).
We firstly monitored expression of the GI promoter region fused to the LUC reporter
gene with near cellular resolution. We observed altered phasing and spatial coordination of
rhythms, both in comparison to the RB on-off LD condition of Chapter 3, and between the
WL on-off and WL graded LD condition used here. We therefore went on to image luciferase
reporters for the core clock genes CCA1, PRR9, PRR7, and TOC1 to better evaluate the
temporal and spatial organisation under more natural light conditions.
5.1 GI expression under RB and WL on-off LD cycles
5.1.1 GI expression is acutely induced by light under WL but not RB
on-off LD cycles
GI is core clock gene stabilised by light, and expression is phased to the evening under
constant light [18]. In Chapter 3 we reported phase differences between organs under RB
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Fig. 5.1 Laboratory conditions make approximations of LD cycles. (A) In Chapter 3 we used
red and blue wavelength (left) with on-off light cycles (right). We refer to this condition here
as ‘RB on-off’. (B) In ‘WL on-off’ condition we used broad spectrum white light (left) with
on-off light cycles (right). (C) In ‘WL graded’ condition we used broad spectrum white light
(left) with graded light cycles (right).
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on-off LD conditions (subsection 3.1.2 and Figure 5.2). Here, we firstly monitored rhythms
of GI::LUC expression under WL on-off light conditions, to see whether organ specificity of
rhythms persists with increased light quality. Under the WL on-off light condition, rhythms of
GI::LUC showed clear rhythmic patterns but in some organs atypical waveforms (Figure 5.2).
GI::LUC was acutely induced at dawn in the cotyledon and hypocotyl, causing a spike of
expression. The acute peak was not observed in the root regions (Figure 5.2), but has been
previously reported in whole-plant molecular assays [216, 217]. These spikes of expression
were also not visible in any organ under the RB on-off LD condition (Figure 5.2). This could
be because the lower intensity, or the narrow wavelength, was insufficient to induce the acute
transcriptional response at dawn.
5.1.2 GI peaks earlier under WL on-off than RB on-off LD cycles in
the hypocotyl and mid-root
We next analysed the times of the peaks of GI:LUC expression occurring in the evening
(see subsection 2.3.3), in individual organs. We chose to analyse this peak only, ignoring
any acute peaks at dawn. We did this because it corresponds to the timing of the peak of
GI expression under LL (chapter 3), so likely represents the natural peak. Previously, under
RB on-off LD conditions, we observed that the cotyledon and hypocotyl peaked earlier than
the middle region of the root, with the root tip peaking before the middle region of the root
(subsection 3.1.2 and Figure 5.3). Under WL on-off LD cycles we observed a change in the
relative times of the peaks of expression between organs (Figure 5.3A). This can be seen
clearer by plotting the peaks for the final day of the time course (Figure 5.3B and Figure 5.4).
The root regions peaked first, with the root tip at 130.23± 0.37 h (versus 130.75± 1.49
under RB on-off) peaking slightly before the middle region of the root at 130.71±1.46 h
(versus 132.25±2.08). The aerial organs peaked afterwards, as under RB on-off. However,
under WL on-off the hypocotyl peaked at 131.30±1.00 h (versus 132.25±0.85) and before
the cotyledon at 132.05± 0.87 h (versus 131.43± 1.84. Thus, the relative timing of GI
expression between organs was altered between RB on-off and WL on-off LD cycles.
5.1.3 The spatial coordination of rhythms of GI are altered between
RB and WL on-off LD cycles
Finally, we analysed rhythms at the sub-tissue level to test whether the spatial coordination
was modulated under WL conditions. We previously observed that spatial waves propagated
within and between tissues under RB on-off LD cycles (subsection 3.1.2 and Figure 5.5A).
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Fig. 5.2 GI expression under RB on-off and WL on-off LD cycles. Expression of GI::LUC
from different organs under RB on-off or WL on-off LD cycles. Data represent the mean ±
standard error of tracked organs. For WL on-off, N = 2, n = 8. For RB on-off, N = 3; WL
on-off N = 2. For both, n = 8-35. N represents the number of independent experiments and n
the total number of organs tracked.
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Fig. 5.3 Times of peaks of GI expression in different organs are phase shifted between RB
on-off and WL on-off LD cycles. (A) Times of all observed peaks of GI::LUC expression in
different organs under RB on-off or WL on-off LD cycles. Plots represent the 25th percentile,
median, and the 75th percentile for the peak times of organs scored as rhythmic. (B) Times of
the final observed peak of GI::LUC expression under RB on-off or WL on-off LD cycles. For
on-off WL, N and n are as in Figure 5.2. N represents the number of independent experiments
and n the total number of organs tracked. Box plots indicate the median and upper and lower
quartiles, and whiskers the 9th and 91st percentiles of organs scored as rhythmic.
A
B
Fig. 5.4 Times of the final observed peaks of GI expression in different organs are shifted
between RB on-off and WL on-off LD cycles. (A, B) Times of the final observed peak of
GI::LUC expression in different organs for the final observed oscillation under RB on-off
(A) or WL on-off (B) LD cycles. N and n are as in Figure 5.2. N represents the number of
independent experiments and n the total number of organs tracked. Box plots indicate the
median and upper and lower quartiles, and whiskers the 9th and 91st percentiles of organs
scored as rhythmic. Individual data points are plotted when n < 5.
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As before, we extracted the phase of the luminescence signal across longitudinal sections
of seedlings (Figure 2.4 and section 2.4) and present phase plots of single seedlings repre-
sentative for each light condition (Figure 5.5). In the cotyledon, a phase wave of GI::LUC
expression propagated from the tip to the base under RB on-off LD cycles (Figure 5.5A,
top and subsection 3.1.2). A spatial wave was also observed under the WL on-off LD
cycles. However, the wave propagated in the opposite direction, from the base out to the
tip (Figure 5.5B, top). Spatial wave patterns in clock gene expression have previously been
reported to be variable within leaves of Arabidopsis [139]. Further analysis will therefore be
required to ascertain whether this change is a result of the WL conditions.
A B
1 mm
Fig. 5.5 Spatial waves of GI::LUC expression propagate within and between tissues under RB
on-off and WL on-off LD cycles. (A, B) Representative phase plot of GI::LUC expression
across longitudinal sections of the cotyledon (top), hypocotyl (middle), and root (bottom) of
a single seedling under RB on-off (A) and WL on-off (B) LD cycles.
In the root we previously observed two waves under RB on-off LD cycles. One propagated
from the hypocotyl junction down into the root and the second from the root tip upwards
into the root (subsection 3.1.2 and Figure 5.5A, bottom). Under WL on-off LD cycles we
also observed two waves however their direction was altered. One wave propagated from the
lower region of the root into the hypocotyl and a second from the lower region of the root
into the root tip (Figure 5.5B, bottom). Phase shifts were also visible in the hypocotyl under
both RB and WL on-off condition, however, the direction of waves was difficult to discern
(subsection 3.1.2 and Figure 5.5A and B, middle). Together our analysis suggests that the
spatial coordination of rhythms across the plant may be altered between RB and WL on-off
LD cycles.
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5.2 GI expression under WL graded LD cycles
5.2.1 GI expression is more gradually induced under WL graded than
WL on-off LD cycles
Thus-far we have imaged plants under on-off type LD cycles. However, in the field, the
natural light cycle is more gradual (Figure 1.6). We therefore imaged expression of GI::LUC
under graded LD cycles, and compared rhythms to WL on-off LD condition, to see how the
clock responds to more natural light cycles. Under WL on-off LD cycles we observed acute
induction of GI expression at dawn in the cotyledons and hypocotyls (subsection 5.1.1 and
Figure 5.6). In contrast, under WL graded LD cycles GI::LUC was gradually induced in all
organs, and the spike of expression was lost (Figure 5.6). It is interesting to note that the
acute induction of GI occurred under WL on-off (Figure 5.6), but not RB on-off (Figure 5.2)
or WL graded LD conditions (Figure 5.6). This indicates that the acute peak of GI::LUC
expression at dawn was a result of the abrupt transition of WL specifically, but not a natural
property of the network under more realistic graded cycles.
5.2.2 GI expression peaks earlier under WL graded than WL on-off
LD cycles in all organs
We again analysed the times of what we now deemed to be the natural peaks of GI:LUC
expression, occurring in the evening (see subsection 5.2.1). We again observed a change in
the relative times of the peaks of expression between organs (Figure 5.7A). This can be seen
clearer by plotting the peaks for the final day of the time course (Figure 5.7B and Figure 5.8).
Under WL graded LD cycles GI::LUC peaked approximately 2 h earlier in all organs imaged.
The cotyledon peaked at 153.50± 0.88 h (versus 155.75± 0.43 h under WL on-off LD),
the hypocotyl 153.17±0.30 h (versus 155.21±0.38 h), and the middle region of the root
at 152.67±0.76 h (versus 154.21±0.38 h). Finally, the root tip peaked at 152.50±0.30 h
(versus 154.73±1.71 h) causing it to peak before rather than after the middle region of the
root, as observed under WL on-off LD (Figure 5.7 and Figure 5.8). Thus, the evening phased
GI responded to WL graded LD cycles with a more gradual induction by light and an earlier
phase of expression in all organs.
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Fig. 5.6 GI expression under WL on-off and WL graded LD cycles. Expression of GI::LUC
from different organs under WL on-off or WL graded LD cycles. Data represent the mean
± standard error of tracked organs. N = 2, n = 8. N represents the number of independent
experiments and n the total number of organs tracked.
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Fig. 5.7 Times of peaks of GI expression in different organs are phase shifted between WL
on-off and WL graded LD cycles. (A) Times of all observed peaks of GI::LUC expression
in different organs under WL on-off or WL graded LD cycles. Plots represent the 25th
percentile, median, and the 75th percentile for the peak times of organs scored as rhythmic.
(B) Times of the final observed peak of GI::LUC expression under WL on-off or WL graded
LD cycles. N and n are as in Figure 5.6. N represents the number of independent experiments
and n the total number of organs tracked. Box plots indicate the median and upper and lower
quartiles, and whiskers the 9th and 91st percentiles of organs scored as rhythmic.
A
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Fig. 5.8 Times of the final observed peaks of GI expression in different organs are shifted
between WL on-off and WL graded LD cycles. (A, B) Times of the final observed peak of
GI::LUC expression in different organs for the final observed oscillation under WL on-off
(A) or WL graded (B) LD cycles. N and n are as in Figure 5.6. N represents the number of
independent experiments and n the total number of organs tracked. Box plots indicate the
median and upper and lower quartiles, and whiskers the 9th and 91st percentiles of organs
scored as rhythmic. Individual data points are plotted when n < 5.
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5.2.3 Spatial waves of GI::LUC are modulated between WL on-off and
WL graded LD cycles
Spatial waves of GI::LUC could also be seen within and between tissues under WL graded LD
cycles. As under WL on-off cycles, a phase wave propagated from the base of the cotyledon
out to the tip (Figure 5.9A and B, top). Wave patterns in the hypocotyl and root were also
similar. A wave travelled from the base of the cotyledon down the hypocotyl under both
on-off and graded WL (Figure 5.9A and B, middle). In the root, one wave propagated up the
root into the hypocotyl and a second down the root into the tip (Figure 5.9A and B, bottom).
However, this second wave into the root tip was less clear under graded WL (Figure 5.9B,
bottom). Overall, the spatial coordination between WL on-off and graded cycles appeared
similar, despite the differences in phases observed at the organ level (subsection 5.2.2). .
A
Fig. 5.9 Spatial waves of GI::LUC expression propagate within and between tissues under WL
on-off and WL graded LD cycles. (A, B) Representative phase plot of GI::LUC expression
across longitudinal sections of the cotyledon (top), hypocotyl (middle), and root (bottom) of
a single seedling under WL on-off (A) and WL graded (B) LD cycles.
5.3 CCA1 expression under WL graded LD cycles
5.3.1 CCA1 oscillates with phase differences between organs under WL
on-off LD cycles
We next imaged additional clock genes to see if sensitivity to the light gradient is a general
property of the clock. CCA1 is a light-induced core clock gene and dawn phased under
constant light [21, 22]. We monitored expression of the CCA1 promoter region fused to
the LUC reporter gene. We observed sustained rhythms of CCA1::LUC in all the major
organs of the seedling under both WL on-off and WL graded LD cycles (Figure 5.10). Close
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inspection of the times of the peaks of expression revealed phase differences between organs.
Under WL on-off LD cycles the root tip peaked first at 147.96± 1.25 h (median ± IQR),
followed shortly by the middle section of the root (148.21± 0.33 h). The aerial organs
peaked approximately 30-60 minutes later, with the cotyledon (148.55± 0.83 h) peaking
before the hypocotyl (149.05±0.67 h; Figure 5.11 and Figure 5.12).
5.3.2 CCA1 peaks later under WL graded than WL on-off LD cycles
in the cotyledon and hypocotyl
We also observed phase differences between organs under WL graded LD cycles, although
the times of the peaks were shifted in some organs. The root regions peaked first, at
approximately the same time as under WL on-off LD cycles (Figure 5.11 and Figure 5.12).
However, in the cotyledon and hypocotyl the induction of CCA1::LUC at dawn was slower
than under WL on-off LD cycles (Figure 5.10). This caused a delay in the peak of expression
by 1-2 h (Figure 5.11 and Figure 5.12). The cotyledon peaked at 150.13±1.50 h (versus
148.55± 0.83 h under WL on-off cycles) and the hypocotyl at 150.05± 0.50 h (versus
149.05± 0.67 h). Thus CCA1 expression in the aerial organs peaked later, but the root
regions at a similar time under WL graded cycles versus WL on-off LD cycles.
5.3.3 Spatial waves of CCA1::LUC are modulated between WL on-off
and WL graded LD cycles
We next analysed rhythms of CCA1::LUC at the sub-tissue level, to see if the coordination
is also altered under graded cycles. We observed spatial waves of CCA1::LUC propagating
within and between tissues under both WL on-off and WL graded LD cycles, however the
waves were modulated. A phase wave propagated from the tip to the base of the cotyledon
(Figure 5.13A and B, top), and downwards into the hypocotyl (Figure 5.13A and B, middle)
under both LD conditions.
In the root, we observed a wave travel up the root (Figure 5.13A and B, bottom) and
into the hypocotyl under both conditions (Figure 5.13A and B, middle). Under WL on-off
condition careful observation revealed a short wave propagated from the bottom region of
the root down into the root tip (Figure 5.13A, bottom). However, by the sixth day, this
wave was lost under graded on-off condition (Figure 5.13A, bottom). The modulation of the
wave into the root tip was also observed in GI expression (Figure 5.5). Indeed, the overall
coordination structure looked similar across the entire seedling for CCA1 and GI expression
in both conditions.
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Fig. 5.10 CCA1 expression under WL on-off and WL graded LD cycles. Expression of
CCA1::LUC from different organs under WL on-off or WL graded LD cycles. Data represent
the mean ± standard error of tracked organs. N = 2, n = 8. N represents the number of
independent experiments and n the total number of organs tracked.
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Fig. 5.11 Times of peaks of CCA1 expression in different organs are phase shifted between
WL on-off and WL graded LD cycles. (A) Times of all observed peaks of CCA1::LUC
expression in different organs under WL on-off or WL graded LD cycles. Plots represent
the 25th percentile, median, and the 75th percentile for the peak times of organs scored
as rhythmic. (B) Times of the final observed peak of CCA1::LUC expression under WL
on-off or WL graded LD cycles. N and n are as in Figure 5.10. N represents the number of
independent experiments and n the total number of organs tracked. Box plots indicate the
median and upper and lower quartiles, and whiskers the 9th and 91st percentiles of organs
scored as rhythmic.
5.4 PRR9 expression under WL graded LD cycles
5.4.1 PRR9 oscillates with phase differences between organs under WL
on-off LD cycles
PRR9 is a light induced transcription factor that forms a feedback loop in the morning with
CCA1/LHY [218, 88]. We next monitored expression of the PRR9 promoter region fused
to the LUC reporter gene. Rhythms of PRR9::LUC were robust and sustained for the full 7
days of imaging in all organs (Figure 5.14). As for CCA1 and GI expression, we observed
phase differences in rhythms between organs. Under WL on-off LD cycles the middle
region of the root peaked first (148.96± 0.67 h), with the root tip (149.38± 0.50 h) and
the cotyledons (149.38±2.33 h) peaking quickly afterwards. Finally, the hypocotyl lagged
behind by approximately 2 h (151.63±1.83 h; Figure 5.15 and Figure 5.16).
5.4.2 PRR9 peaks later under WL graded than WL on-off LD cycles
in all organs
We observed changes in the times of the peaks of PRR9 expression when seedlings were
imaged under WL graded rather than WL on-off cycles (Figure 5.15 and Figure 5.16). Under
WL graded LD the middle region of the root peaked first at 150.71±0.83 h (versus 148.96±
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Fig. 5.12 Times of the final observed peaks of CCA1 expression in different organs are shifted
between WL on-off and WL graded LD cycles. (A, B) Times of the final observed peak of
CCA1::LUC expression in different organs for the final observed oscillation under WL on-off
(A) or WL graded (B) LD cycles. N and n are as in Figure 5.10. N represents the number of
independent experiments and n the total number of organs tracked. Box plots indicate the




Fig. 5.13 Spatial waves of CCA1::LUC expression propagate within and between tissues
under WL on-off and WL graded LD cycles. (A, B) Representative phase plot of CCA1::LUC
expression across longitudinal sections of the cotyledon (top), hypocotyl (middle), and root
(bottom) of a single seedling under WL on-off (A) and WL graded LD (B) LD cycles.
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Fig. 5.14 PRR9::LUC expression under WL on-off and WL graded LD cycles. Expression of
PRR9::LUC from different organs under WL on-off or WL graded LD cycles. Data represent
the mean ± standard error of tracked organs. N = 2, n = 8. N represents the number of
independent experiments and n the total number of organs tracked.
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Fig. 5.15 Times of peaks of PRR9 expression in different organs are shifted between WL
on-off and WL graded LD cycles. (A) Times of all observed peaks of PRR9::LUC expression
in different organs under WL on-off or WL graded LD cycles. Plots represent the 25th
percentile, median, and the 75th percentile for the peak times of organs scored as rhythmic.
(B) Times of the final observed peak of PRR9::LUC expression under WL on-off or WL
graded LD cycles. N and n are as in Figure 5.14. N represents the number of independent
experiments and n the total number of organs tracked. Box plots indicate the median and




Fig. 5.16 The times of the final observed peaks of PRR9 expression in different organs are
shifted between WL on-off and WL graded LD cycles. (A, B) Times of the final observed
peak of PRR9::LUC expression in different organs for the final observed oscillation under
WL on-off (A) or WL graded (B) LD cycles. N and n are as in Figure 5.14. N represents
the number of independent experiments and n the total number of organs tracked. Box plots
indicate the median and upper and lower quartiles, and whiskers the 9th and 91st percentiles
of organs scored as rhythmic.
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0.67 h under WL on-off LD), followed shortly afterwards by the root tip 150.55± 1.58
h (versus 149.38± 0.50 h), and the cotyledon 151.88± 0.58 h (versus 149.38± 2.33 h).
The hypocotyl again peaked last at 152.46±0.58 h (versus 151.63±1.83 h). Thus PRR9
expression in all organs peaked later under WL graded cycles versus WL on-off LD cycles.
5.4.3 Spatial waves of PRR9::LUC are modulated between WL on-off
and WL graded LD cycles
At the sub-tissue level, this time in rhythms of PRR9::LUC, we again observed the modulation
of spatial waves under WL graded LD cycles. A similar coordination structure of PRR9
expression was observed as for rhythms of GI and CCA1 (Figure 5.17A and B). In the
cotyledon a wave propagated from the base to the tip under both WL on-off and WL graded
LD cycles (Figure 5.17A and B, top). This was alike GI expression in the cotyledons
(Figure 5.9A and B, top), but in the opposite direction to the wave of CCA1 expression
(Figure 5.13A and B, top). Two waves were also observed in the hypocotyl and root under
WL on-off condition (Figure 5.17A and B, middle and bottom). As with GI and CCA1
expression, the wave from the root into the root tip did not persist under WL graded condition.
The wave of PRR9::LUC from the root into the root tip was attenuated by the final day of




Fig. 5.17 Spatial waves of PRR9::LUC expression propagate within and between tissues
under WL on-off and WL graded LD cycles. (A, B) Representative phase plot of PRR9::LUC
expression across longitudinal sections of the cotyledon (top), hypocotyl (middle), and root
(bottom) of a single seedling under WL on-off (A) and WL graded (B) LD cycles.
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5.5 PRR7 expression under natural LD cycles
5.5.1 PRR7 oscillates with phase differences between organs under WL
on-off LD cycles
PRR7 is a close relative of PRR9, with overlapping function and a similar phase of expression
[218, 88]. Rhythms were sustained for the full 7 days of imaging (Figure 5.18). Intriguingly,
in the root tip we observed an increase in amplitude of rhythms over time. This could be due to
the difference in light conditions between the growth and imaging cabinet (subsection 2.2.5).
Phase differences were also observed between organs (Figure 5.19). Under WL on-off
LD cycles, PRR7::LUC was rapidly induced by light in the cotyledons at dawn (Figure 5.18),
creating the earliest peak of expression in the seedling (149.13±1.08 h). The middle region
of the root (150.05±1.92 h) peaked less than 30 minutes after the cotyledon, whilst the root
tip (151.30±0.50 h) and hypocotyl (151.46±1.42 h) lagged behind by approximately 1-2 h
(Figure 5.19 and Figure 5.20).
5.5.2 PRR7 peaks later under WL graded than WL on-off LD cycles
in all organs
Under WL graded LD cycles, we observed altered waveforms and phases in comparison
to WL on-off. The effect was most dramatic in the cotyledons, where PRR7::LUC was
gradually induced, avoiding the acute spike of expression that occurs under WL on-off LD
cycles (Figure 5.18).
The times of the peaks of expression also differed between conditions. The peak of
PRR7::LUC expression was approximately 3 h later in the cotyledon under WL graded LD
cycles (152.05±1.92 h versus 149.13±1.08 h under WL on-off LD). The hypocotyl and
root regions were induced more gradually, and peaked 0.5-2 h later in the day (Figure 5.19
and Figure 5.20). The hypocotyl peaked at 153.30±0.50 h (versus 151.46±1.42 h under
WL on-off LD), the middle region of the root at 152.21±1.33 h (versus 150.05±1.92 h),
and the root tip peaked at 152.30± 0.92 h (versus 151.30± 0.50 h). Thus, PRR7 peaked
later in all organs imaged.
5.5.3 Spatial waves of PRR7::LUC are modulated between WL on-off
and WL graded LD cycles
At the sub-tissue level, we observed qualitatively the same spatial structure of PRR7::LUC
expression under WL on-off LD cycles to that described earlier for PRR9::LUC (Figure 5.21).
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Fig. 5.18 PRR7 expression under WL on-off and WL graded LD cycles. Expression of
PRR7::LUC from different organs under WL on-off or WL graded LD cycles. Data represent
the mean ± standard error of tracked organs. N = 2, n = 8. N represents the number of
independent experiments and n the total number of organs tracked.
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Fig. 5.19 Times of peaks of PRR7 expression in different organs are shifted between WL
on-off and WL graded LD cycles. (A) Times of all observed peaks of PRR7::LUC expression
in different organs under WL on-off or WL graded LD cycles. Plots represent the 25th
percentile, median, and the 75th percentile for the peak times of organs scored as rhythmic.
(B) Times of the final observed peak of PRR7::LUC expression under WL on-off or WL
graded LD cycles. N and n are as in Figure 5.18. N represents the number of independent
experiments and n the total number of organs tracked. Box plots indicate the median and




Fig. 5.20 The times of the final observed peaks of PRR7 expression in different organs are
shifted between WL on-off and WL graded LD cycles. (A, B) Times of the final observed
peak of PRR7::LUC expression in different organs for the final observed oscillation under
WL on-off (A) or WL graded (B) LD cycles. N and n are as in Figure 5.18. N represents
the number of independent experiments and n the total number of organs tracked. Box plots
indicate the median and upper and lower quartiles, and whiskers the 9th and 91st percentiles
of organs scored as rhythmic.
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Spatial waves of PRR7::LUC were also modulated between WL on-off and WL graded LD
conditions. The wave of clock gene expression down the root into the root tip was again
attenuated (Figure 5.21B, bottom), as for GI, CCA1, and PRR9.
A B
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Fig. 5.21 Spatial waves of PRR7::LUC expression propagate within and between tissues
under on-off and WL graded LD cycles. (A, B) Representative phase plot of PRR7::LUC
expression across longitudinal sections of the cotyledon (top), hypocotyl (middle), and root
(bottom) of a single seedling under WL on-off (A) and WL graded (B) LD cycles.
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5.6.1 TOC1 is bimodal under WL on-off and WL graded LD cycles
We next monitored expression of a reporter for the core clock gene TOC1. Unlike the genes
imaged thus-far, TOC1 is not activated by light, and is instead repressed by the light active
clock genes [219, 26]. Plots of TOC1::LUC showed clear rhythmic patterns but atypical
waveforms (Figure 5.22). Rhythms peaked at the beginning of the night-time in all organs
imaged, as observed previously in whole-plants [12, 216, 190]. However, we also observed
a second increase in expression towards the end of the night under both WL on-off and
WL graded LD cycles. This can be most clearly seen in the root regions (Figure 5.22 and
Figure 5.23), as additional induction of TOC1::LUC may be present in the aerial organs at
dawn (Figure 5.22 and Figure 5.23). Thus, TOC1 showed complex waveforms in all regions,
indicating additional levels of regulation which will require further investigation.
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WL graded
Fig. 5.22 TOC1 expression under WL on-off and WL graded LD cycles. Expression of
TOC1::LUC from different organs under WL on-off or WL graded LD cycles. Data represent
the mean ± standard error of tracked organs. N = 2-3, n = 6-12. N represents the number of
independent experiments and n the total number of organs tracked.
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A B
Fig. 5.23 Individual organ oscillations of TOC1 expression under WL on-off and WL graded
LD cycles. Expression of TOC1::LUC from individual organs under WL on-off (A) or WL
graded LD cycles (B). For each condition 3 individual organs were randomly selected and
plotted. N and n are as in Figure 5.22. N represents the number of independent experiments
and n the total number of organs tracked.
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5.6.2 TOC1 peaks after dusk under WL on-off and WL graded LD
cycles
We analysed the times of peaks of TOC1::LUC expression to see if the phasing is altered
as for the light activated clock genes. We analysed the peaks occurring at the beginning of
the night because its large size made detection feasible. In contrast to CCA1, PRR9, PRR7,
and GI, differences in the times of peaks of TOC1::LUC expression were minimal. Under
WL on-off LD cycles, although small phase differences may be present, all organs peaked at
the beginning of the dark period, and within approximately 1 h of each other (Figure 5.24
and Figure 5.25). Under WL graded LD cycles we observed minimal changes in phase
(Figure 5.24 and Figure 5.25).
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Fig. 5.24 Times of peaks of TOC1 expression in different organs is comparable between WL
on-off and WL graded LD cycles. (A) Times of all observed peaks of TOC1::LUC expression
in different organs under WL on-off or WL graded LD cycles. Plots represent the 25th
percentile, median, and the 75th percentile for the peak times of organs scored as rhythmic.
(B) Times of the final observed peak of TOC1::LUC expression under WL on-off or WL
graded LD cycles. N and n are as in Figure 5.22. N represents the number of independent
experiments and n the total number of organs tracked. Box plots indicate the median and
upper and lower quartiles, and whiskers the 9th and 91st percentiles of organs scored as
rhythmic.
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B
Fig. 5.25 Times of the final observed peaks of TOC1 expression in different organs is
comparable between WL on-off and WL graded LD cycles (A, B) Times of the final observed
peak of TOC1::LUC expression in different organs for the final observed oscillation under
WL on-off (A) or WL graded (B) LD cycles. N and n are as in Figure 5.22. N represents
the number of independent experiments and n the total number of organs tracked. Box plots
indicate the median and upper and lower quartiles, and whiskers the 9th and 91st percentiles
of organs scored as rhythmic.
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5.7 The overall network organisation of the clock under
LD cycles
5.7.1 The temporal organisation of the clock is organ-specific under
WL on-off LD cycles
By plotting the phase of the core clock genes together we can observe their temporal order.
Under WL on-off LD cycles, CCA1 peaked earliest in the cotyledons, followed very quickly
afterwards by PRR9 and PRR7. GI peaked later in the day, just prior to the transition to night,
followed by TOC1 at the beginning of the dark period (Figure 5.26A). The phases of these
core clock genes expressed in the cotyledon are approximately the same as those observed
previously at the whole-plant level [216, 217, 220].
In the hypocotyl, root, and root tip, this order of expression was approximately maintained.
However, of note is how expression of PRR9 and PRR7 are shifted further in time from
CCA1. Additionally, expression of PRR9 and PRR7 were more shifted from one another in
the root regions (Figure 5.26A). Thus, the temporal organisation of the clock was slightly
shifted between organs under WL on-off LD cycles.
5.7.2 The temporal organisation of the clock is altered between WL
on-off and WL graded LD cycles
As described in subsection 5.2.2, subsection 5.3.2, subsection 5.4.2, and subsection 5.5.2,
we observed changes in the phase of many of the imaged clock genes under WL graded LD
cycles. Plotting the phases of the genes together we can observe the effect on the temporal
order of the network. Under WL graded LD cycles, in the cotyledons CCA1 again peaked
earliest. PRR9 and PRR7 peaked next, however, they were more shifted from CCA1 in
comparison to expression in the cotyledon under WL on-off LD cycles (Figure 5.26B).
Similarly, the phase advance of GI under WL graded LD cycles resulted in it peaking
much earlier than TOC1. It is interesting to see how together these changes resulted in the
clock genes being more evenly staggered across the day under WL graded LD cycles in the
cotyledon (Figure 5.26B).
We also observed altered timing of genes in other regions of the seedling. In the hypocotyl,
root, and root tip the relative timing of the clock genes was the approximately the same. They
did however, differ from the timings in the cotyledon. In the hypocotyl, root, and root tip,
expression of PRR9 and PRR7 were more shifted from one another, as observed in the root
regions under WL on-off LD cycles. Expression of PRR7 instead peaked at a similar time





Fig. 5.26 Phase differences in core clock genes occur between organs under WL on-off
and WL graded LD cycles. Circadian phase of CCA1::LUC, PRR9::LUC, PRR7::LUC,
GI::LUC, and TOC1::LUC in different organs under WL on-off (A) or WL graded (B) LD
cycles. Circadian phase was determined from the final observed peak of expression. Plots
represent the 25th percentile, median, and the 75th percentile for the peak times of organs
scored as rhythmic. N and n are as in Figure 5.10, Figure 5.14, Figure 5.18, Figure 5.6, and
Figure 5.22. N represents the number of independent experiments and n the total number of
organs tracked.
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as GI, which was phase advanced by a number of hours (Figure 5.26B). Thus, under WL
graded LD cycles the temporal organisation is altered, but organ-specificity is retained.
5.7.3 The spatial organisation of the clock is similar between clock
genes under WL on-off LD cycles
To gain a picture of the overall spatial structure of the clock, it is useful to summarise the
results of our sub-tissue analyses with multiple clock genes. We observed a similar spatial
structure for the day expressed genes GI, CCA1, PRR9, and PRR7 under WL on-off LD
cycles (Figure 5.9A, Figure 5.13A, Figure 5.17A, and Figure 5.21A). We note here the
potential differences.
In the cotyledon, we observed spatial waves of clock gene expression travel from the
base to the tip for GI and PRR9 expression (Figure 5.9A and Figure 5.17A, top), but in the
opposite direction for CCA1 and PRR7 expression under WL on-off LD cycles (Figure 5.13A
and Figure 5.21A, top). Spatial waves patterns have previously been reported under LL in
leaves of Arabidopsis, and were variable in direction. The variation that we observed between
genes could in fact be this variation between seedlings. Further spatial-level analyses of our
data set will be required to test this hypothesis.
In the hypocotyl, we observed two waves in all genes analysed at the sub-tissue level.
One travelled from the cotyledon down the hypocotyl, and the second from the root junction
upwards (Figure 5.9A, Figure 5.13A, Figure 5.17A, and Figure 5.21A, middle). In the
root also, we observed a wave travel up the root into the hypocotyl in all genes analysed
(Figure 5.9A, Figure 5.13A, Figure 5.17A, and Figure 5.21A, bottom). This suggests that
these spatial wave patterns are a general property of the clock network under WL on-off LD
cycles.
In all clock genes anaylsed at the sub-tissue level we observed a spatial wave travel from
the lower root into the root tip under WL on-off LD cycles (Figure 5.9A, Figure 5.13A,
Figure 5.17A, and Figure 5.21A, bottom). Intriguingly, we did not observe this wave under
RB on-off LD cycles (Figure 5.9A) or under RB constant light in Chapter 3 (Figure 3.5B).
This suggests the wave travelling down into the root tip is a product of the higher intensity,
WL on-off LD cycles.
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5.7.4 The spatial organisation of the clock is modulated between LD
conditions in all analysed clock genes
Although generally the spatial structure remained similar between WL on-off and WL graded
LD cycles, some modulation of wave direction was observed for all clock genes. Under WL
on-off LD cycles we observed a spatial wave travel from the lower root down into the root
tip in all clock genes analysed (Figure 5.9A, Figure 5.13A, Figure 5.17A, and Figure 5.21A,
bottom). Intriguingly, we did not observe this wave under RB on-off LD cycles (Figure 5.9A)
or under RB constant light in Chapter 3 (Figure 3.5B). Additionally, we consistently observed
the attenuation of this wave under WL graded LD cycles. By the final day of imaging the
wave was no longer visible (Figure 5.9A, Figure 5.13A, Figure 5.17A, and Figure 5.21A,
bottom). This demonstrates that both the light type (RB or WL) and the cycle type (on-off or
graded) modulates the spatial coordination of the clock system.
5.8 Conclusion and discussion
In this chapter, we report how the temporal and spatial coordination of the clock changed
under different LD conditions. The phasing of many core clock genes was altered by the
both light wavelength and intensity (RB on-off versus WL on-off) and the light cycle type
(WL on-off versus WL graded). Spatial waves of circadian clock gene expression propagated
within and between the organs, and were modulated between the conditions. Thus, the
temporal and spatial coordination of the clock is flexible to the environment, even under LD
cycles.
In Chapter 3, we reported phase differences and spatial waves of clock gene expression
within and between organs under RB on-off LD cycles. However, it remained unclear whether
these phenomenon were relevant under more realistic conditions, or a consequence of weak
entrainment. Our observation of these dynamics under more realistic LD conditions confirms
them to be a natural property of the circadian system in plants. It is intriguing that the spatial
structure varied slightly depending on the clock gene imaged. Such variation in the structure
has also been observed in the mammalian SCN. Rhythms of the core clock gene PERIOD 1
(PER1) and PER2 in SCN slices showed spatially organised coherent waves travelling from
the dorsal to the ventral region [196, 221]. However, rhythms of cytosolic free calcium ions,
which are a direct output of the clock, did not show a wave pattern across the SCN. Instead,
shorter, local phase waves could be observed [222].
It is notable that the core clock genes responded qualitatively differently to changes in
light cycles. Differences in the regulation of the clock genes could account for these distinct
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responses. For example, although CCA1, PRR9, PRR7, and GI are all transcriptionally
activated by light, under constant light CCA1, PRR9, and PRR7 are phased to the morning
whereas GI is phased to the evening [184, 218, 88, 21, 22]. The difference in phase could
account for how GI responds to graded LD cycles by peaking earlier, whereas the morning
phased genes are delayed. This suggests the phase is a product of the genetic and light
regulation. In future experiments it will be important to test more differentially phased clock
genes, such as the night expressed ELF3, ELF4, and LUX, to better understand how genetic
and light regulation interact during entrainment.
Our luciferase imaging approach enabled a high spatial and temporal resolution, revealing
previously unseen dynamics under LD cycles. However, features of the luciferase timeseries
should be interpreted with care. Firstly, comparisons of luciferase data and endogenous RNA
timeseries in a previous study revealed that the luciferase signal peaks significantly later [12].
This is likely due to the translation time and the stability of the LUC protein. Secondly, there
may be a metabolic effect of the luciferase reporter enzyme. Controls using a constitutively
expressed 35S::LUC reporter line showed approximately a 15 % increase in signal at dawn
[12]. Alternative molecular methods will therefore be required to further validate our results.
An appealing alternative method would be the use of fluorescent reporter proteins. Fluo-
rescent reporters together with time-lapse microscopy enable tracking of clock gene expres-
sion at the single cell level with high temporal resolution. Although technically challenging
this has been done previously in Arabidopsis [4, 120, 142] and would allow us to resolve the
finer-grain spatial structure that our organ-level analysis missed. For example, the substruc-
ture within the root, with multiple waves (e.g. Figure 5.9), was not captured by our arbitrarily
defined root and root tip regions of interest (e.g. Figure 5.7). Further, the bi-modal expression
of TOC1 at the organ-level (Figure 5.22) could represent two sub-populations of cells with
unimodal expression. To resolve such ambiguities and understand the full complexity within
the circadian system it will be important to employ single cell imaging methods.
Our more natural LD cycles represent a first step towards understanding how clocks
behave under realistic environmental conditions. However, in the field plants will be under
much more complex environments. For example, the root will be exposed to different light
levels in comparison to the shoot due to the soil (Figure 1.7). Understanding how clocks
entrain and coordinate under these more complex environments will be important for plant
research. Recently a couple of technical advancements have been made in this direction,
helping to bridge the gap between imaging power and physiological relevance. The GLO-
Roots systems allows imaging of luminescence at sub-tissue resolution in soil, however,
images are limited to the root system [223]. A second system, developed by Bordage et al.,
utilised robotics to allow for simultaneous imaging of roots and shoots, whilst not exposing
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roots to light [111]. However, here only organ-level resolution is achieved. The development
of methods with coverage of all organs under physiologically relevant conditions, with
sub-tissue, or cellular resolution, will be important for the future study of clock coordination.
To conclude, our results show that the coordination of rhythms through local cell-to-cell
communication remains active under more natural LD cycles. However, the temporal and





In this thesis we have demonstrated a decentralised mechanism for the coordination of
circadian rhythms, consisting of locally set periods and cell-to-cell communication. We
began by examining rhythms in all the major individual organs of a seedling to inspect the
spatial structure of periods and phases. The cotyledon and hypocotyl ran faster than the root
regions, but the tip of the root ran faster than the middle region of the root under LL. To
understand how plants coordinate these individual clocks, despite the differences, we then
analysed rhythms at the sub-tissue level. We found spatial phase waves propagated within and
between organs. Modelling and experiments show that local cell-to-cell coupling can explain
our results, including complex synchronisation patterns in plants that have never seen an
entraining signal. Then, by manipulation of environmental inputs, we are able to modulate the
waves in a predictable manner by locally altering periods. Thus we propose a decentralised
model of circadian coordination with local inputs integrated by cell-to-cell signalling. Finally,
we demonstrated the relevance of this model under more realistic environmental conditions.
Preliminary results in Chapter 5 demonstrated the modulation of the spatial structure and the
reorganisation of the clock network under more realistic LD cycles. Here, we summarise the
key findings, and the caveats, before discussing them in the wider context of plant biology.
In Chapter 3, we used a mixture of high resolution luciferase imaging and mathematical
modelling to show that local cell-to-cell coupling coordinates individual circadian clocks. Our
imaging approach allowed us to observe previously unseen circadian dynamics but also had
limitations. To achieve sub-tissue level resolution, we adapted luciferase imaging methods
to younger seedlings (subsection 2.2.1). Work in more mature plants has hypothesised
long-distance mechanisms of circadian coordination [142, 129], which we did not observe
here. In future work it will be important to develop methods for imaging the clock at high
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resolution in larger plants. This will allow us to ascertain whether different mechanisms of
circadian coordination operate together, and how they interact.
Our simple mathematical model was based on the Kuramoto framework [183]. The
Kuramoto model describes the phase of each individual clock of the system by a single
differential equation (subsection 2.5.1). The molecular details of the network, as well as
amplitudes and expression levels of the oscillations are ignored for the sake of simplicity.
Our simple model was able to capture the synchronisation dynamics that we observed under a
variety of entrainment conditions. However, further experiments with reporters for other core
clock genes in Chapter 5 revealed gene specific effects which can not be captured by such a
modelling approach. To better understand the overall spatial structure of the clock network
the development of models including the full gene regulatory network will be crucial.
In Chapter 4 we altered periods locally by manipulating the environmental inputs and
demonstrated that this drives spatial waves of clock gene expression. Genetic and chemical
perturbations to input pathways demonstrated that these period differences were set under
LL by exogenous and endogenous environmental inputs. However, in the field clocks exist
under LD cycles, not LL (subsection 1.3.7). Further, the number, and type of environmental
inputs to clocks will be different under natural conditions (subsection 1.3.7 and Figure 1.7).
It therefore remained to be seen how relevant period effects under constant light are to
the coordination of clocks in the field. In future work, and indeed more generally for the
study of clocks, our understanding will benefit greatly from probing clock regulation under
environmental cycles.
In Chapter 5 we began to address this limitation by monitoring clock gene expression
under more realistic environmental cycles. We imaged luciferase reporters for multiple core
clock genes under two increasingly realistic LD conditions and in both cases found altered
spatial and temporal coordination. Our results were sufficient to demonstrate the flexibility
of coordination in the circadian system, even under LD cycles. However, the observation of
gene specific effects means that our understanding remains limited by the number of genes
we imaged. Further experiments with reporters for other clock genes, and manipulations
to the network, will help to build an understanding of spatial and temporal coordination
under physiological conditions. Mathematical modelling will also play an important part in
developing this understanding.
Beyond the availability of genetic data, our understanding of the clock system in the
field remains limited by our laboratory conditions, which still represents a simplification
(subsection 1.3.7). However, a decentralised mechanism with organ specific inputs is likely
to only be more relevant under a variable and complex natural environment. We look forward
to our ideas being put to the test by ourselves and others, in the laboratory or field.
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6.2 Outlook
As discussed, our work advances the field of circadian research in a few key areas. It
is interesting to place these advances in the wider context of developmental biology and
hypothesise on where the direction our work, together with the recent work of others, may
lead the field. We hypothesise that the clock acts as a multi-scale developmental timekeeper
(Figure 6.1) [2]. To enable this the clock is plastic to the environment (Figure 6.2, left),
coordinates internally via cell-to-cell signalling (Figure 6.2, centre), and controls distinct
outputs in different tissues (Figure 6.2, right).
Cell Tissue Organism
Fig. 6.1 The circadian clock coordinates plant development at multiple scales. The clock
regulates development at the cellular level, e.g. by timing cell division (left), at the tissue level,
e.g. by timing hypocotyl growth (middle), and coordinates the whole plant’s interactions
with its ecosystem, e.g. by modulating interactions with pollinators (right).
Fig. 6.2 The Arabidopsis circadian clock is a decentralised coordinator of development.
We hypothesise that to enable such a range of control, the clock runs at different speeds in
individual cells (left), coordinates internally via cell-to-cell signalling (middle), and controls
distinct outputs in different tissues (right).
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Plasticity of period and phase appears to be a common property in circadian clocks across
organisms [224]. In Chapter 4, we demonstrated that this extends to within Arabidopsis
seedlings, causing internal differences in period and phase (Figure 6.2, left). A fundamental
challenge in biology is to understand the link between form and function; why has the
Arabidopsis clock evolved to be plastic? It has previously been shown that plasticity in
the fungal circadian clock increases the robustness of oscillations in LD cycles [225]. It
is also interesting to hypothesise whether the measured differences in rhythms have other
physiological effects. For example, if variations in clock amplitude or phase effects division
timing due to the coupling of the clock to the cell cycle. Further investigation will reveal
whether these differences in timing allow for different phasing of developmental outputs.
Plasticity creates differences in period and phase within a plant. However, for many
developmental processes, cells and tissues must act in a coordinated way. Oscillations must
therefore coordinate in order to time development (Figure 6.2, middle). A decentralised struc-
ture with organ-specific inputs to clocks that are coupled together could allow some plasticity
whilst ensuring synchronised developmental control. In the future, it will be important to
better understand the importance of this design principle in terms of development.
In addition to entraining to different environments, clocks specialise in terms of their
outputs. It has been previously shown that the clock in different tissues regulates distinct sets
of target genes (Figure 6.2, right). This causes the appropriate change in physiology in that
tissue (subsection 1.4.2). We hypothesise that it is these three functions together, plasticity
in period and phase, cell-to-cell coordination, and specialisation of target regulation that
enables the clock to act as a multi-scale developmental timekeeper (Figure 6.1).
The circadian clock has for some time been a promising target for genetic engineering in
crops. The potential is exemplified by the fact that the domestication of tomatoes and barley
have in large part been driven by selection on the circadian clock, altering their development
[226, 227]. However, despite our impressive molecular understanding of the clock, derived
mainly from experiments at the whole-organism level, direct targets for manipulation are not
obvious. As development, and circadian timing, happens at the level of cells and tissues, in
order to improve crop productivity efforts should be directed here. Our work in this thesis
contributes to understanding how circadian clocks function at this scale. We hope that in
some small way this will help in allowing us to engineer development with the clock at
greater precision.
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