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Rats were tethered in an 18"x12"x24" chamber through a commutator to a Plexon data 1 4 4 acquisition system while time-synchronized video was recorded (Plexon, Plano, TX) for offline 1 4 5 analysis. All LFP signal processing was done using custom code written from Matlab R2017a as 1 4 6 previously reported [24] (see Supplemental Methods: Signal processing). 1 4 7
Verification of electrode placement 1 4 8
Rats were euthanized at the end of the experiment using CO 2 . Brains were removed, 1 4 9 sectioned with a cryostat, mounted on slides, and stained with thionine for histologic verification 1 5 0 of electrode placement [15] . No animals required exclusion based on electrode location. 1 5 1 Statistical analysis -Whole session 1 5 2
To determine how much of the individual heterogeneity in feeding behavior could be 1 5 3 predicted from VS activity, the values of each LFP feature were averaged across all bins 1 5 4 according to behavioral scoring (i.e., feeding vs. resting) from a given session. To compare 1 5 across animals and to account for day-to-day variation in signal fluctuations the LFP features 1
Relating model complexity to performance 2 0 8
The complexity of models used to differentiate brain activity during feeding from brain 2 0 9 activity during not-feeding was adjusted across three domains: 1. the number of individual 2 1 0 animals included; 2. the number of LFP features included; and 3. the number of conditions 2 1 1 represented (Base, Dep24, Dep48, and Chow). Two-sample t-tests were used to compare the 2 1 2 performance between models with different manipulations of the following domains followed by 2 1 3 the Bonferroni correction. 2 1 4 1. Individuals: To determine how many individual animals were required to create a 2 1 5 population-based model that could generalize across animals, all permutations from 1/12 to 2 1 6 11/12 animals were used to train models. Population models (>1 animal used to train the model) 2 1 7 were tested on the data of left-out animal(s) (see Supplemental Methods: Complexity vs. 2 1 8 performance). 2 1 9
2. LFP Features: The performance of the logistic model built from all LFP features was 2 2 0 considered the "gold standard" for determining how many features were required to create a 2 2 1 model that was stable across individuals and conditions. The lasso algorithm reduced the 2 2 2 number of features used to ~40. To test the lower bounds of simplicity, the performance of 2 2 3 logistic models built from all possible permutations of up to three features: 58 monads, 1,653 2 2 4 dyads, and 30,856 triads. "Top-tier" models were those with performances not significantly 2 2 5 different from the best performing model within each group as assessed using two-sample t-2 2 6 tests followed by the Bonferroni correction for multiple comparisons (i.e., top-tier monad models 2 2 7 were monad models that did not perform significantly worse than the best monad model). 2 2 8 3. Conditions: Models were trained using data from either just baseline or all four 2 2 9 conditions, but in both cases more bins were used than needed to achieve stable model 2 3 0 performance as determined by learning curves ( Figure S2 ; see Supplemental Methods: 2 3 1 Complexity vs. performance). 2 3 2 Visualizing LFP feature changes around feeding epochs Features of interest (from monad, dyad, and triad models) were extracted from all 2 3 4 recordings around feeding epochs from 62.5 seconds before feeding to 32.5 seconds into 2 3 5 feeding, and from 12.5 seconds before feeding ended to 52.5 seconds after feeding ended 2 3 6 (feeding epochs were only used if they lasted at least 45 seconds to avoid using data twice). For 2 3 7 times outside of feeding, only data that did not overlap with previous or subsequent feeding 2 3 8 epochs were used. The data from all baseline recordings were used to calculate the average 2 3 9 LFP feature value in each 5 second bin around feeding epochs and were plotted through time 2 4 0 with one standard deviation. 2 4 1
Results

4 2
Whole session results 2 4 3
Characterization of feeding dynamics across session types 2 4 4
There was a bimodal pattern of feeding behavior during the baseline conditions that was 2 4 5 not maintained across the food deprived conditions ( Figure 1A ) in which more animals were 2 4 6 feeding during the beginning of the recording. The temporal dynamics of feeding in animals 2 4 7
given house chow after 24 hours of food deprivation was more similar to the deprived animals 2 4 8
given palatable food rather than baseline; however, during the Chow condition the animals ate 2 4 9 significantly fewer calories than both Dep24 and Dep48 conditions (t(19) = 3.73, p = .008, two-2 5 0 sample t-test; and t(16) = 5.82, p = .0002, two-sample t-test; Figure 1B ). During the sweet-fat 2 5 1 food sessions, 48 hours of food deprivation were required to significantly increase the number of 2 5 2 calories consumed compared to baseline (t(19) = -4.25, p = .003, two-sample t-test; Figure 1B ).
5 3
Decoding the amount of food consumed and food type from VS oscillations 2 5 4
Using the brain activity at rest recorded during baseline sessions ( Figure 1C ) models 2 5 5 were built that outperformed permuted data in predicting the amount of food eaten at baseline 2 5 6 (MAE = 2.6±0.08 gm; d = 0.43; Figure 1D ). Next, changes in brain activity at rest from Base to 2 5 7 Dep24 or to Dep48 were used to predict the changes in the amount of food consumed across 2 5 8 the corresponding sessions (MAE = 0.8±0.01%; d = 1.1; Figure 1E ). Last, brain activity at rest was used to predict the type of food being eaten following 24-hour food deprivation-house 2 6 0 chow vs. sweet-fat food (accuracy = 59±1%; d = 0.55; Figure 1F ).
6 1
Within session results 2 6 2 Predicting imminent feeding 2 6 3 LFP features from the bins immediately preceding feeding epochs in the baseline 2 6 4 session were used to build models ( Figure 2A ) that predicted whether initiation of feeding was 2 6 5 imminent (AUC = 0.81±0.03; d = 2.68; Figure 2B ). When these models were applied backwards 2 6 6 through time, they were able to successfully differentiate bins as preceding feeding (i.e. pre-2 6 7 feeding bins centered up to 42.5 seconds before feeding began) from all other bins outside of 2 6 8 feeding epochs ( Figure 2C ). These models were not merely detecting approach behavior since 2 6 9 only one third of the pre-feeding bins had any overlap with approach behavior and none of the 2 7 0 bins more than 12.5 seconds before feeding overlapped with approach while the model was still 2 7 1 able to differentiate beyond 12.5 seconds ( Figure 2D ).
7 2
The identity of the LFP features that were most frequently used by lasso to predict 2 7 3 imminent feeding were plotted over time to investigate the temporal link between changes in 2 7 4 these LFP features and feeding behavior. Both a power (shell left high gamma; Figure 2E ) and 2 7 5 coherence feature (core left-core right high gamma; Figure 2F ) tended to transition from the 2 7 6 non-feeding average towards the feeding average during the pre-feeding interval (42.5 seconds 2 7 7 before feeding). After feeding ceded, the LFP features began to transition back to their non-2 7 8 feeding level. 2 7 9
Relating model complexity to performance using models classifying feeding vs. not-feeding 2 8 0
To explore model complexity, three domains of the data used for model building were 2 8 1 manipulated ( Figure 3A) : number of individuals, number of LFP features, and number of 2 8 2 conditions (Base, Dep24, Dep48, and Chow). By using the same naïve test-sets for assessing 2 8 3 performance, the effects of different training data could be directly on performance could be 2 8 4 compared directly.
Manipulation of the number of animals in population-based models 2 8 6
Population-based models built from and tested on data from all animals was able 2 8 7 distinguish brain activity during feeding from not-feeding better than would be expected by 2 8 8 chance alone (AUC = 0.87±0.01; d = 3.27; Figure 3Bi ). All models were built using 80% of each 2 8 9 individual animal's data from baseline sessions (Figure 2A ) and the models were tested on the 2 9 0 left-out 20%. However, it is conceivable that because the left-out 20% came from the same 2 9 1 recordings as the 80% used for training, these models could be slightly overfit. To account for 2 9 2 this a leave-one-out (LOO) approach was used by leaving an entire animal out of the model 2 9 3 building to be used as the test-set. As expected, the performance of LOO models decreased 2 9 4 significantly (t(258) = 2.96 p = .003, two-sample t-test), but they still outperformed the by-chance 2 9 5 permuted models (AUC = 0.78±0.06; d = 3.13; Figure 3Bi ). As the number of animals left out 2 9 6 was increased (Figure 3Bi Inset) the performance continued to decline ( Figure 3C ). 2 9 7
Individualized vs. population-based models 2 9 8
The above data indicate that if enough individuals are used to train population-based 2 9 9 models, then the model will generalize across individuals, outperforming chance. It is possible 3 0 0 however that a model built from an individual will be able to perform better for that individual 3 0 1 compared to a model built from a population. To test this individualized models were built using 3 0 2 80% of a single animal's data and then tested on that animal's left-out 20%. These models 3 0 3 performed better than the permuted models (AUC = 0.89±0.06; d = 3.13; Figure 3Bii ) and 3 0 4 performed better than the population-based models tested on the same left-out data in 9/12 3 0 5 individuals when all animals were in a population model (Figure 3 Biii All) and 11/12 individuals 3 0 6 when all but that individual was used to train the population-based model (Figure 3Biii Manipulation of the number of LFP features at baseline 3 0 8
The next step was to determine how many LFP features are necessary to build 3 0 9 successful and stable models by manipulating the number of features included in model building 3 1 0 from all single feature models to all three feature models (Figure 4A Inset). When classifying 3 1 baseline feeding vs. not-feeding, the best models built from a single feature performed better 3 1 2 than chance and although increasing the number of features used to two or three increased 3 1 3 performance, these simple models never achieved the performance of either the lasso (~40 3 1 4 features) or full logistic (58 features) model ( Figure 4A ). Further, when these simpler models 3 1 5 were applied to testing data from the other conditions (Dep24, Dep48, and Chow) the 3 1 6 performance dropped with the more complex triadic models providing the best performance 3 1 7 stability across conditions, approaching the stability of the full logistic models ( Figure 4B ). Last, 3 1 8 the features used by the best dyad and triad models and those used by lasso were not all top 3 1 9
performing features when used in monadic models, suggesting redundancy between LFP 3 2 0 features in predicting feeding behavior ( Figure S4 ). 3 2 1
Manipulation of conditions used to train and test models: impact on individual and population
Given that individualized models tended to outperform population-based models when 3 2 4 trained and tested in the baseline condition the performance of these models was also 3 2 5 determined when data from the other three conditions were used as the test-set. The 3 2 6 population-based models significantly outperformed the individual models (Dep24 t(26) = -4.03, 3 2 7 p = .0035; Dep48 t(26) = -3.53, p = .012; and Chow t(26) = -3.63, p = .0097; Figure 5A ). To 3 2 8 determine if the model performances could be improved across the conditions, new 3 2 9
individualized and population-based models were built using data from all four conditions 3 3 0 ( Figure 5A Inset) . These individualized models significantly outperformed the population-based 3 3 1 models (Base t(26) = 3.56, p = .012; Dep24 t(26) = 3.94, p = .0044; and Dep48 t(26) = 9.69, p = 3 3 2 3.3E-9; Chow t(26) = 3.52, p = .013; Figure 5B ). In summary, the population-based models built 3 3 3 from the baseline condition generalized better across the other conditions compared to the 3 3 4
individualized models. However, if individualized models are trained on data from all conditions, 3 3 5 then they can outperform the population-based models in classifying feeding vs. not-feeding 3 3 6 across conditions. 3 3 7
Manipulation of the number of LFP features used to build models across conditions 3 3 8 Testing on Base and Chow data revealed that only two features were required to attain a 3 4 2 performance that was not significantly different from the gold standard logistic model (Base t(14) 3 4 3 = 3.07, p = .13; Chow t(14) = 1.74, p = 1; Figure 6A and D). The Dep24 condition required 48 3 4 4 features used by lasso (Dep24 t(14) = 3.19, p = .10; Figure 6B ) to perform at a comparable level 3 4 5 to the full logistic. However, testing all possible combinations of LFP features from 4 to 48 was 3 4 6 beyond the computational capacity of this study.
4 7
When data from all conditions were used from training and testing it was found that 3 4 8 many of the models performed equally well (Table S1 ). Despite the flexibility in the exact 3 4 9
features used in these models, features within the alpha and high gamma ranges were the most 3 5 0 common contributors to the top performing models (Table 1) . For the simpler models-monads 3 5 1 and dyads-most predictors were power features while in the more complex triads coherence 3 5 2 features became equally represented (Table S1 ). 3 5 3 Here we show that VS oscillations can be decoded and used to predict aspects of 3 5 6 feeding behavior such as the amount and type of food consumed. Further, these oscillations 3 5 7 can be used in real-time to predict imminent or current feeding in a rat model of binge eating, 3 5 8 regardless of varying hunger levels and food palatability. By manipulating the complexity of the 3 5 9
training data used and then assessing how these manipulations affect model performance, this 3 6 0 work creates a theoretical framework to guide the implementation of predictive algorithms used 3 6 1 in closed-loop and adaptive neuromodulation systems. Specifically, this work suggests that 3 6 2 devices could be pre-loaded with a model built from a group of individuals using a handful of 3 6 3 oscillatory features and have fair performance when applied to individuals outside of the training 3 6 4 group. However, to achieve optimal performance in a specific individual, personalized models 3 6 5 using neural data from that individual acquired over time would be needed. 3 6 6
Predicting amount of food consumed and food type from VS oscillations 3 6 7
The binge eating model used in this study resulted in variation in food intake between 3 6 8 individuals (as previously described, [29] ) and also in the increased intake following food 3 6 9 deprivation. That this variation could be partially predicted using LFP features from the VS is not 3 7 0 surprising given the connectivity of these VS regions (e.g., nucleus accumbens) to the 3 7 1 distributed feeding network [30, 31] . Further, it is feasible that information about the type of food 3 7 2 consumed (low vs. high palatability) could also be extracted from VS oscillations given that 3 7 3 'liking' of food [32, 33] and nutritive/caloric value [34] are processed by the NAc. 3 7 4
Population-based vs. individualized models 3 7 5
The presented data suggest that models classifying feeding behavior perform best when 3 7 6 they are built and tested within a given individual and condition, otherwise performance drops 3 7 7
when these individualized models are tested in other conditions-even if within the same 3 7 8 animal. However, this drop can be mitigated in two ways: 1. use data from multiple conditions 3 7 9 within an individual; or 2. use data from multiple individuals within a condition (or from multiple 3 8 0 conditions). Following either of these strategies will increase the probability of selecting and properly weighting LFP features that generalize across animals and conditions. Clinically, it is 3 8 2 important that models are able to perform well across a heterogeneous population as well as 3 8 3 across the variable conditions through which individuals will transition over time. Therefore, 3 8 4 when building models for use in algorithms that control closed-loop or adaptive neuromodulation 3 8 5 systems it will be vital to consider these strategies. 3 8 6
Machine learning and DBS 3 8 7
Recently, there has been increasing interest in applying machine learning and other 3 8 8 computational methods to guide the selection and implementation of psychiatric treatments. 3 8 9
This work can be categorized into three domains: 1. predicting treatment outcomes, 2. defining 3 9 0 treatment parameters, and 3. actively optimizing treatment through time. Treatment outcomes 3 9 1 have been successfully predicted using both structural and functional connectivity measures in 3 9 2
Parkinsonian patients [35] as well as using LFPs in a rodent model of binge eating [24] . In a 3 9 3 high throughput manner, machine learning has also been used to optimize combinations of DBS 3 9 4 parameters and medications [36] and to determine which DBS parameters lead to desired 3 9 5 changes in brain activity [37] . Last, there is a push towards the development of neuromodulation 3 9 6 systems that use machine learning to monitor stimulation evoked dopamine signaling and 3 9 7 adjusting stimulation parameters to optimize treatment [38] or to determine the time and brain 3 9 8 state during which stimulation has the largest effect [39] . With the exception of Kumar et al.'s 3 9 9 work, all of these implementations of machine learning used population-based datasets (i.e. 4 0 0 data pooled across subjects). For some predictions-e.g., optimizing stimulation target-using 4 0 1 individual datasets is impractical; however, when tuning stimulation parameters or trying to 4 0 2 determine effective stimulation timing our work suggests individualized data will produce the 4 0 3 best models, if those data were sampled from across time and, ideally, across varying 4 0 4 conditions (e.g., stress/anxiety, mood, hunger, etc.). 4 0 5
Number of predictors required for stable performance 4 0 6
This work highlights an important trade-off between the number of features used to build 4 0 7 a model and that model's performance across individuals and conditions. Our results suggest 4 0 8 that single feature models are unlikely to perform with enough accuracy to be clinically useful. 4 0 9
However, a relatively simple model (~3 features) can approach the performance and stability of 4 1 0 complex models (58 features); although these exact numbers may vary when predicting 4 1 1 different behaviors/symptoms, this work suggests that simpler models can contain enough 4 1 2 information pertaining to a given behavior/symptom with the benefit of limiting the computational 4 1 3 and power requirements. 4 1 4
A predictable pattern of brain activity precedes feeding initiation 4 1 5
As shown (Figure 2 ), VS oscillations can differentiate times when an animal is about to 4 1 6 feed (≤45 seconds before feeding begins) from not-feeding. Interestingly, models built to classify 4 1 7 feeding were also able to classify pre-feeding-even slightly outperforming pre-feeding models. 4 1 8
This was because although many of the same LFP features were used in both models, the 4 1 9
features are more clearly delineated (i.e., higher signal to noise ratio) between feeding and not-4 2 0 feeding, likely representing a "ramping" of LFP features as feeding begins. 4 2 1
When this hypothesis was examined ( Figure 2E and F), a ramping phenomenon was 4 2 2 observed in features that more successfully classified pre-feeding bins when trained on feeding 4 2 3 vs. not-feeding data. For example, NAc shell left high gamma power begins to increase to its 4 2 4 feeding level before feeding begins, stabilizes during feeding, then drops back to not-feeding 4 2 5 levels as feeding ends. In other features there is decreased variance during feeding (Figure 2-4  2  6 2), mirroring a widespread cortical pattern seen in response to obtaining rewards [40] , as a 4 2 7 marker of stimulus perception/detection [41, 42] , and has been correlated with performance on 4 2 8 visual discrimination [43, 44] and motor preparation/initiation [45, 46] . Visualizing several of these 4 2 9 LFP features over time makes it clear that they develop over different timescales, likely 4 3 0 underpinning the accuracy of predicting imminent feeding increasing closer to the start of 4 3 1 feeding as more features have diverged from their not-feeding levels (Figure 2C ).
Confounds and noise 4 3 3
Given that motor preparation and initiation manifest as decreased neural variability it is 4 3 4 possible that the models predicting imminent feeding were merely detecting the motor activity of 4 3 5 approaching the food. However, by 12.5 seconds before feeding none of the data used for 4 3 6 model building contained approach behavior ( Figure 2D ) and the models were able to classify 4 3 7 pre-feeding brain activity out to 42 seconds before feeding without a corresponding drop in 4 3 8 performance at 12.5 seconds ( Figure 2C ). When models were built using feeding data-with no 4 3 9 approach behavior-performance was actually slightly better at classifying pre-feeding. 4 4 0
Together these results suggest that although approach behavior may also exhibit a detectable 4 4 1 change in LFPs, this change is not a primary source of information for our models.
2
There is also a concern that without electromyography of the masseters we are unable 4 4 3 to completely remove the possibility of chewing noise influencing models built from feeding data. 4 4 4
However, if the feeding vs. not-feeding models were chewing detectors, then the models should 4 4 5 only be able to detect behaviors with chewing noise. Instead the feeding models were also able 4 4 6 to classify pre-feeding activity which is devoid of chewing noise. 4 4 7 VS oscillations as a source of information for closed-loop and adaptive neuromodulation 4 4 8
Appetitive disorders like binge eating disorder have been associated with dysregulation 4 4 9 of the brain reward circuit which includes the VS. Understanding the nature of network 4 5 0 pathology is critical to the development of treatments that can therapeutically alter network 4 5 1 activity, ameliorating the problematic behavior/symptom. Neuromodulation-based interventions 4 5 2 that use network activity to trigger stimulation and modify parameters have proven effective in 4 5 3 the treatment of Parkinson's disease [19] . DBS for epilepsy has incorporated electrodes in order 4 5 4 to detect pre-seizure electrophysiologic activity and use stimulation to prevent seizure 4 5 5 generation [16] . Future treatments of appetitive disorders could similarly utilize meaningful 4 5 6 electrophysiology features in order to provide feedback to optimize treatment efficacy and limit 4 5 7 the side effect profile. A recent study demonstrated the theoretical feasibility of using a closed-loop system to trigger stimulation and decrease binge size in a mouse model of binge eating 4 5 9 [18] . As noted in the introduction, the model used had limited performance, likely due to only 4 6 0 using a single LFP feature, but the success of the intervention highlights another point to characterized on a population level across the four groups: baseline binge-like feeding of 5 8 6 palatable chow (Base); binge-like feeding of palatable chow after 24-hours of food deprivation 5 8 7 (Dep24) and 48-hours of food deprivation (Dep48); and limited access to house chow after 24-5 8 8 hours of food deprivation (Chow). Session lengths were normalized and the percent of animals 5 8 9
feeding was smoothed for visualization. B. Kilocalories (kCal) consumed across conditions. 5 9 0
More calories were consumed in Dep48 (n = 8) than Base (n = 12), and in both Dep24 (n = 12) 5 9 1 and Dep48 than Chow (n = 8). Red bar indicates group average. * p < 0.05, ** p < 0.01 The 5 9 2 change in kCal consumed were also used to calculate change in voracity (Figure 1-1A) which 5 9 3 was then used to identify features potentially contaminated by chewing artifact (Figure 1-1B) . C. 5 9 4
Overview of analysis flow. Recordings were broken into non-overlapping 5 second bins and 5 9 5
were assigned to one of 4 categories: not-feeding, rest, feeding, and pre-feeding. Power and 5 9 6 coherence were calculated from each bin and averaged together according to category. 5 9 7
Average brain activity of each animal during feeding was then normalized by activity during rest 5 9 8 and used as predictor variables with behavioral metrics from that animal used as outcome 5 9 9
variables. Outcome variables were then permuted to create distributions of 'by-chance' 6 0 0 performances. D-E. Performance of models in predicting behavioral metrics; black distributions 6 0 1 are performances of models using actual outcome variable assignment and white distributions 6 0 2 are performances of models using permuted outcome variables. Distribution statistics reported 6 0 3 as mean±95% confidence interval and effect size between Actual and Permuted given as 6 0 4 Eighty percent of all pre-feeding bins immediately before feeding bins and all other bins outside 6 1 2 of feeding (not-feeding and rest) are used for model training and the other 20% are used for 6 1 3 testing. Using the same data, the assignment of category to predictor variables is permuted and 6 1 4 trained on 80% of the data and tested on the left out 20%. This analysis produces two receiver 6 1 5 operator (ROC) curves representing the performance of models built from actual and permuted 6 1 6 data. To build rare event detectors (feeding is only ~18% of the data) the adaptive synthetic 6 1 7 sampling approach for imbalanced learning was found to be the best option (Figure 2-1A-B ). To 6 1 8 be able to compare across models it was also necessary to determine the number of samples 6 1 9
were required to achieve stable model performance (Figure 2-1A-D) . B. Average performance 6 2 0 of differentiating pre-feeding immediately before feeding begins and bins outside of feeding (not-6 2 1 feeding and rest); performance distribution statistics reported as AUC mean ± 95% confidence 6 2 2 interval and the effect size between Actual and Permuted given as 
