Alternative energy technologies (AETs) have emerged as a solution to the challenge of simultaneously meeting rising electricity demand while reducing carbon emissions. However, as all AETs are responsible for some greenhouse gas (GHG) emissions during their construction, carbon emission "Ponzi Schemes" are currently possible, wherein an AET industry expands so quickly that the GHG emissions prevented by a given technology are negated to fabricate the next wave of AET deployment. In an era where there are physical constraints to the GHG emissions the climate can sustain in the short term this may be unacceptable. To provide quantitative solutions to this problem, this paper introduces the concept of dynamic carbon lifecycle analyses, which generate carbon neutral growth rates. These conceptual tools become increasingly important as the world transitions to a low-carbon economy by reducing fossil fuel combustion. In choosing this method of evaluation it was possible to focus uniquely on reducing carbon emissions to the recommended levels by outlining the most carbon-effective approach to climate change mitigation. The results of using dynamic life-cycle analysis provide policy makers with standardized information that will drive the optimization of electricity generation for effective climate change mitigation.
Introduction
It is now clear that anthropogenic climate destabilization represents both a market failure and an immediate threat to human welfare, ecosystems, and the temperate climate for which life on earth has evolved (Stern, 2007; IPCC, 2008a) . Equivalent carbon emissions from industrial society, primarily caused by the combustion of fossil fuels, have risen to 49 GtCO 2 -eq/yr precipitating a concomitant increase in atmospheric carbon concentration from a preanthropocene level of 280 ppmv to 379 ppmv in 2005 (IPCC, 2008a . Greenhouse gas (GHG) concentrations at the current level cause a global disequilibrium and even emissions stabilization at these intensities will produce a ~2°C temperature rise (Hansen et al., 2008) . This timedependent relationship demands that future generations compensate for present emissions. In order to avoid further disruption to the earth's thermal equilibrium and negative effects on human society, it has been recommended that greenhouse gas emissions be stabilized at levels below 350 ppmv (Hansen et al., 2008) .
The imperative to act on climate change has affected nearly every sector; however an emphasis has been placed on the electricity sector due to its contribution of 25.9% of world carbon emissions (IPCC, 2008b) . As current fossil-fuel generation emits between 400 and 989 tonnes of carbon per gigawatt-hour of electricity produced, it appears as though three options are at the forefront of climate change mitigation:
1) Humankind will have to reduce its electricity consumption 2) Conventional sources of energy will have to become less carbon intensive 3) New, less carbon intensive electric power generation technologies will have to be deployed This paper will examine the third of these three options.
Alternative energy technologies (AETs), which do not directly emit GHGs during energy conversion, will play a dominant role in offsetting emissions from conventional energy technologies (ETs) (Sims et al., 2003; IPCC, 2008b) . However, in order to make a significant impact in the 18 930 TWh of electricity generated globally per year (IEA, 2008a) , any given AET must be deployed at a relatively fast growth rate. Previous literature has explored the large scale deployment of AETs as a method of mitigating climate change (Sims, 2004; IEA, 2008b) . To aid and compliment this research extensive work has been completed detailing the life-cycle analyses for carbon emissions of these energy technologies (WEC, 2004) . A static life cycle analysis (LCA) with a carbon or energy focus compares electricity output of an ET to the carbon or energy embodied in the materials, manufacturing, construction, transportation, operation and decommissioning of the technology. While static LCAs have been broadly explored, the notion of using the carbon mitigation potential of a technology in an aggregated life-cycle context has not yet been investigated. Instead static LCAs have been used to guide relevant policy (IPCC, 2008b; WEC, 2004) . This practice provides AETs with the opportunity to expand at such a rapid rate that emissions associated with the deployment of the technology surpasses carbon mitigated by the technology, making it a net GHG emitter throughout a particular growth phase. This may be unacceptable in an era where there are physical constraints to the GHG emissions the climate can sustain in the short term.
To overcome this challenge, this paper introduces the concept of a "dynamic life cycle analysis" in a carbon emissions context, which takes into account both the carbon mitigation potential and the embodied carbon emissions of a technology. It thus provides a context in which differences between energy technologies can be quantitatively analyzed. This paper will show how the application of dynamic carbon LCAs can address the policy gap between prioritization of deployment of energy technologies and their corresponding emissions and energy requirements. First this paper will outline previous academic work in calculation of carbon payback times and dynamic LCAs. In order to provide a context for the concept of a dynamic LCA, previous work in the area of static LCAs will first be reviewed. Then a mathematical derivation will be provided of the quantitative indicator for a dynamic carbon LCA, known as the carbon-neutral growth rate. An example detailing integration of dynamic LCAs into energy policy is shown, followed by a discussion of the implications of this tool for energy policy.
Background
Scientists such as Hondo (2005) and Fthenakis & Alsema (2006) have conducted static analyses on specific technologies in order to provide emission comparisons between several ETs. Such comparisons of static LCAs have emerged as policy guiding tools. The World Energy Council (WEC) has published a report detailing and comparing carbon emissions associated with energy technologies. This report is one of the closest attempts at providing a global perspective on the embodied carbon of energy technologies.
The embodied carbon of any product refers to the carbon emissions affiliated with the product over its lifetime and is the primary factor in determining the carbon mitigation potential of a technology (Hondo, 2005) . In general, LCAs cover carbon emitted by ETs in two distinct areas: emissions associated with construction -fixed emissions -and emissions occurring during operation -variable emissions. Fixed emissions account for the embodied carbon in construction materials (e.g. steel, concrete, fiberglass, silicon), the transportation between manufacturing and building sites, and other initial one time carbon investments. These emissions are generally a function of power plant size and as such are expressed in mass per unit power (tonnes per MW). By contrast, variable emissions are incurred while the technology is producing electricity and are primarily associated with maintenance of the technology. These emissions are expressed in mass of carbon per unit energy (tonnes per MWh)
The distinction between fixed and variable carbon emissions is relevant to this paper because the breakdown of these emissions determines the carbon payback time of a carbon mitigation technology. Fargione et al. (2008) use a life-cycle analysis of biofuels to demonstrate the concept of a "carbon debt": the amount of carbon that is released into the atmosphere over the first 50 years of biofuel production. Carbon mitigated per year is determined by subtracting the emissions from biofuels from the life-cycle emissions of fossil fuels. These values are used to determine the carbon payback time (CPT) of a given biofuel. This same concept can be generalized for any technology and the payback time is given by:
(1) Tahara et al. (1997) conducted LCAs to determine carbon payback times of energy technologies. Carbon payback time is determined by comparing the carbon emitted in construction and operation of both the carbon mitigation technology and the power plant being replaced. This approach evaluates each technology not only based on its own merit but against the technology it is displacing: the carbon payback time of a hydroelectric power plant when replacing a coal plant, for example, was found as:
Where E Technology (in this case, "technology" refers to either hydro or coal) is the amount of energy produced by the technology over its lifetime, CO 2 C, technology represents the carbon emissions associated with the construction of each power plant (fixed emissions) and CO 2 O, technology represents the carbon emitted throughout the plant's operation (variable emissions). Life-cycle assessment has also been used in the context of expansion of energy-producing technologies. Pearce (2008a Pearce ( , 2008b outlines the concept of "energy cannibalism" where the energy produced by a given technology is consumed by the energy embodied in new power plants of the same type. The annual growth rate at which no net energy is produced by a technology is known as the energy-neutral growth rate or the "cannibalistic growth rate". The energy payback time (t EP ) is found to be proportional to the reciprocal of the cannibalistic growth rate (Pearce, 2008a) :
(3) where r can is the cannibalistic growth rate, E E is the energy embodied in the energy technology, and E P is the clean energy produced each year. This effect has also been studied in the context of country-specific policy, where Mathur et al. (2004) first use the term "dynamic LCA" which takes into account the effects of energy use in expansion of energy-producing technologies. However, Mathur et al. do not outline the application of dynamic LCAs to carbon mitigation.
The information contained in cannibalistic growth rates is especially relevant when considering whether to use one or many energy technologies to mitigate greenhouse gases. Use of only one technology necessitates a larger growth rate in order to meet energy demand. The increased expansion rate may exceed the cannibalistic growth rate signifying unsustainable growth that negates the technology's ability to mitigate climate change (Pearce, 2009) . In order to avoid this situation the literature suggests that multiple low-energy, low-carbon technologies such as alternative energy technologies must be used to reduce GHG emissions from the power sector (Sims et al., 2003; IEA, 2008b) .
Alternative energy technologies have evolved from small off grid operations to a viable electricity generation option on both small and large scales (IEA, 2008b) . Hydroelectric and nuclear power currently provide approximately 30% of the world's electricity while other AETs provide 2.3% (IEA, 2008a) . This compares favorably to the 0.6% of electricity production that AETs provided in 1973: AETs have increased their market share by more than 1% while demand for electricity has tripled (IEA, 2008a) . Current growth for individual technologies varies from 2 -110% (WEC, 2004; Solarbuzz, 2009) . Growth of AETs is primarily dependent upon policy, public opinion, government subsidies and incentives, resource availability and access to capital (Neuhoff, 2005) .
The superposition of AETs' small share of global electricity generation and the time sensitive nature of climate change has raised the question of the feasibility of large scale deployment of AETs. Technical potential of AETs far surpass global energy demand and the technology is proven and commercially available, although economic hurdles must still be overcome (Johansson, 1993; Turner, 1999; Pearce, 2002; Neuhoff, 2005; de Vries, 2007; Jacobson, 2009) .
Theory
The literature outlined above has made substantial inroads (towards) including life-cycle carbon emissions in energy policy; however, a quantitative measure for dynamic LCAs for carbon is still needed. The following section explains and derives a tool that can be used to directly compare dynamic LCAs of energy technologies.
The "carbon neutral growth rate" can be defined as the rate at which the aggregate carbon mitigation of an energy technology as a whole (for example, all wind power projects in the world) is offset by the carbon emitted in the construction of new plants. When the growth of a technology exceeds this growth rate it is possible for a carbon emission "Ponzi Scheme" to develop, where an AET industry grows so quickly that the GHG emissions prevented by a given technology are negated to fabricate the next wave of AET deployment. While in a traditional Ponzi Scheme old investors profit from new investors, new "investors" in a "Carbon Ponzi Scheme" (technologies that are capable of mitigating GHG emissions) negate the offsets provided by old "investors". Put another way, initial carbon "investors" offset emissions for future installed capacity. The carbon neutral growth rates and dynamic LCAs evaluate the lifetime carbon emissions of technologies providing a more comprehensive approach to technology evaluation.
To quantify this effect, consider all of the power plants using one energy technology, for example wind power. These plants have a total power generating capacity P T (GW). The capacity of new plants produced in a given year is denoted as p n .
In this equation, r is the percent growth of new plants annually [year -1 ] . Each new plant has fixed carbon emissions associated with its production, such as carbon embodied in steel and concrete inputs. These are denoted as C IN , or the total metric tonnes of carbon inputs required in the production of 1 GW of additional capacity [t/GW]. The total carbon required in the production of new power plants in one year, C p , can be given as:
The carbon mitigation potential of a given energy technology is highly dependent on the carbon content of the energy technologies it replaces (Sims et al., 2003) . A solar photovoltaic panel installed in an area where coal power is prevalent will displace more carbon than an identical panel installed where the grid emits less carbon per unit energy produced. An ET mitigates carbon at a rate proportional to the difference between its variable carbon emissions and the carbon intensity (amount of carbon emitted per unit energy produced, measured in grams CO 2 per kWh) of the grid into which it is introduced. As such, the carbon mitigated by an energy technology in the production of one gigawatt-hour of electricity, C MPG, is:
C MIX refers to the tonnes of carbon produced per gigawatt-hour supplied to the grid. C VAR denotes the tonnes of carbon emitted per gigawatt-hour produced by the ET (variable emissions). The number of plant operating hours, T o , in a year is given by the product of the fraction of the year that the plant is operating, known as the capacity factor , and the total hours in an average year.
(7) The carbon mitigated per gigawatt-hour is multiplied by the total capacity and the number of operating hours per year, yielding the tonnes of carbon mitigated by a given technology in a year.
Setting equal the carbon associated with production, C p , (equation 5) and the total carbon mitigation, C m , (equation 8) for a given energy technology, yields:
(9) Rearranging equation 9 to solve for the growth rate at which no net carbon is mitigated provides the rate at which carbon-neutral growth, r CN , occurs:
10) Note that this rate is not dependent on the total power generating capacity. At this rate, an energy technology as a whole mitigates no net carbon dioxide emissions.
It is important to differentiate between energy policy dependent on the maximum carbonneutral growth rates and carbon payback time. Tahara et al (1997) take into account the EPT of an AET and difference in embodied carbon between AETs and traditional generation, but does not account for the grid to which the AET is connected. The carbon-neutral growth rate is dependent upon both a given technology and the grid into which it is connected, instead of only the technology it replaces. While the carbon payback time compares the additional carbon created in the manufacture of a technology to the carbon it mitigates throughout its lifetime, the carbon-neutral growth rate is a dynamic measure of the emissions for which the installation of the technology is directly responsible.
To further illustrate the importance of dynamic life-cycle analysis, consider two hypothetical technologies (numbered 1 and 2) used in two 100 MW power plants. Plant 1 has fixed emissions of 12,500 tonnes/MW and variable emissions of 50 g/kWh, while Plant 2 has fixed emissions of 25,000 tonnes/MW and variable emissions of 0 g/kWh. Over a lifetime of 250,000 hours, each plant has average lifecycle emissions of 100 g/kWh and by static life-cycle assessment, each would be considered equally desirable for deployment. However, the importance of dynamic conditions are clear if each energy technology were to expand at a hypothetical rate of 17% per year with a capacity factor of 0.8, in a grid with a carbon intensity of 600 g/kWh. At this rate, all of the carbon mitigated by Plant 2 is emitted in construction of new plants and technology 2 mitigates no net carbon. However, this is not the case for energy technology 1, which can grow nearly twice as quickly (at over 30% per year) before it causes a net emission of carbon dioxide.
Methodology
While the hypothetical scenario between Plant 1 and 2 shows the importance of dynamic life-cycle assessment in deployment of energy technologies, it does not take into account many realities and interactions present in the current electricity market. In order to illustrate the applicability of the concept of carbon neutral growth rates guiding deployment of ETs, a model was developed to apply dynamic LCAs to replacement of carbon-intensive electricity infrastructure in a global context. The model calculated global growth rates and capacity additions for ten energy technologies through 2050, incorporating carbon-neutral growth rates as well as other constraints. It was used to create an example of the complex interaction between carbon-neutral growth rates and energy technology growth. It is important to note that the example shown here does not claim to project or predict future growth of the electricity market: for more detailed analyses, see the IEA Energy Technology Perspectives and World Energy Outlook (IEA 2008a , IEA 2008b . Rather, this example scenario demonstrates the incorporation of life cycle carbon emissions into energy technology deployment models. Using the demand increase forecasts of the IEA (2008c) and 50% carbon emissions reduction outlined by IPCC scenarios targeting 350 ppmv atmospheric carbon (IPCC 2008a , IPCC 2008b , the simulation deployed ETs from 2010 through to 2050. The annual growth of the energy technologies in the simulation was constrained by four limitations: (i) energy cannibalistic growth rate, (ii) carbon neutral growth rate, (iii) maximum grid penetration, and (iv) maximum historic growth rate.
Energy Cannibalism Growth Rate
The energy cannibalistic growth rate (equation 3) can be calculated as the inverse of the energy payback time (Pearce, 2008a) and was held constant throughout the example period. This constraint was included to ensure that the construction of energy technologies produced positive net energy at all times. Energy payback times for the ETs considered are shown in Table 1 . 
Carbon Neutral Growth Rate
The growth of each energy technology was restricted to the carbon-neutral growth rate. The initial carbon neutral growth rates are shown in Table 3 . These were derived from the principles explored above and calculated using equation 10. These limitations changed over time because the carbon content of electricity produced by the grid (C MIX in equation 10) decreased as carbon-intensive fuels were removed. Therefore, the carbon-neutral growth rate was recalculated for each technology every year.
Maximum Grid Penetration
One of the major challenges associated with large scale deployment of AETs is the limitation of the electrical grid. Generally, there is a maximum percentage of total power production that can be provided by intermittent AETs such as wind or solar. These percentages are regulated on a more local level and are often implemented in order to ensure that demand can be met throughout the day. Typically this maximum capacity is set at approximately twenty percent but varies depending on the region and associated back up power capabilities (Utility Wind Integration Group, 2006) . However, it is important to note that increased use of smart grids, backup power, energy storage and other technology increases this number, but as none of these technologies is in widespread use, the conservative estimate of 20% was used.
Maximum Possible Growth Rates
The primary purpose of this study was to demonstrate carbon-neutral growth rates as a driver for energy policy and as such an economic analysis of large scale renewable deployment was not conducted. However, in order to incorporate constraints such as construction capacity into the model, the maximum historic growth rate of each technology provided a constraint on growth. This approach accounts for the industries' ability to grow quickly if required and provides a maximum feasible growth rate. However, this restriction places newer technologies such as geothermal energy at a disadvantage and is not necessarily reflection on the potential future performance of the technologies. Table 1 contains the raw data used to determine initial installed capacities, current energy produced per year, maximum growth rate, energy payback times and emissions. The current installed capacities were not available for this current year and as such all initial capacities were normalized by multiplying the capacity by the growth rate for the number of years that the data was behind. Table 2 contains lifetimes and capacity factors for the investigated technologies. 
Operation of Model
The model selected the lowest of the energy cannibalism growth rate, carbon neutral growth rate, maximum grid penetration, and the maximum feasible growth rate. This ensured that growth of any one technology did not exceed the constraints imposed upon its expansion. In the event that the lowest growth rate was negative, the growth of a technology was set to zero: as will be explained later, the reduction in carbon-intensive technologies was dealt with in a separate function. Once the maximum possible annual growth for each replacement technology had been found, the technologies were ranked according to their carbon-neutral growth rates. The increase in electricity demand was calculated using rates from the IEA World Energy Outlook, which predicts an annual growth rate of 3.2% until 2015 followed by a decrease in demand causing the growth to taper off to a rate of 2% through to 2030 (IEA, 2008c) . Projections past 2030 are not available and as such it was assumed that the demand would continue to grow at an annual rate of 2%. In addition, variable carbon emissions were reduced by an increasing amount each year, such that a 50% reduction was achieved by 2050. In order to simulate these reductions, plants of the most carbon-intensive electricity generation technologies were taken off line each year. The carbon emissions were found by summing the emissions from each source, given by:
(11) The capacity of these plants, combined with new increases in demand, was used as the amount of additional capacity to be added in the simulated year. This additional capacity was met by growing the best-ranked carbon mitigation technology at its maximum rate, then growing each subsequently ranked technology until all additional capacity requirements were met. Possible capacity contributions from technologies unable to mitigate carbon as effectively were set to zero, as they were not required. Capacity growth for the carbon-intensive technologies being taken off line was negative, and the resulting capacity growth for each technology was added to current capacities from equation 3 to provide:
Variable carbon emissions and carbon intensity of the grid (C MIX ) were calculated using capacities of each technology:
where D is demand. Replacement rates were calculated by assuming that each energy technology had a constant lifespan, and that the plants that came online one lifetime ago would have to be replaced. IEA data was used to approximate past capacity additions (SourceOECD, 2009 ). The capacity replacements were added to capacity growth found previously in order to calculate fixed carbon emissions each year.
where C fix is the fixed carbon, p r is replacement capacity and p a is additional capacity. All of the data calculated in the previous year of the computer program was then used to calculate the new carbon-neutral growth rates for each technology. As such, changes in carbon-neutral growth rates and their interactions with capacity additions could be calculated. It should be noted here that in this simple analysis the likely innovations in technology that would result in lower C IN s, which would also change with time, were not considered.
Results
The first criterion used to evaluate the energy producing technologies was the carbon neutral growth rate. Table 3 shows the investigated technologies ranked according to current carbon neutral growth rates as determined from the analysis of equations 4 through 10. As can be seen in Table 3 , large differences exist between ETs in terms of carbon neutral growth rates. Carbon neutral growth rates are directly linked to a technology's ability to mitigate carbon: higher growth rates indicate larger carbon mitigation potential. A carbon neutral growth rate of zero indicates that a technology is neither increasing the average carbon intensity of the electricity mix nor mitigating any carbon. Negative carbon growth rates imply that adding capacity of that technology to the grid will result in an increase in GHG emissions per unit energy. It is important to note that decreasing capacity of these technologies at the given rates does not result in carbon mitigation: rather these negative rates provide a relative means of comparison between net carbon emitting technologies. While the results of this ranking in Table  3 provide a snapshot of the technologies that will be most effective for present implementation, these rates vary substantially by geographic location (e.g. wind or solar geographic distribution) and time. These variations with time are a result of changes in carbon intensity due to factors such as increases in technical efficiency, materials used and thus embodied carbon, fuel supplies, etc. Being that the carbon-neutral growth rate, carbon intensity, and capacity growth are interdependent, the model demonstrated how each variable depended on the others: growth of and changes in the world's electricity supply capacity were analyzed using the rankings provided in Table 3 , which evolved following equations 11-14. The resulting changes in capacity with the constraints outlined above are shown in Figure 1 . Figure 1 represents the total electric power generated globally and each colored portion represents the generation capacity provided by an individual technology. The rapid 3.2% increase in electricity consumption through 2015 creates demand for capacity additions of the most effective carbon mitigation technologies. In this example, wind power has both the initial size and the relative carbon neutrality to grow quickly. Soon after 2015, however, wind reaches the maximum 20% grid penetration and cannot keep up with the increase in demand. Solar photovoltaic technology has built up the capacity to expand and fills most new capacity additions through 2030. This trend of replacement when capacity is reached continues through the technologies listed in Table 1 until the end of the simulation.
These changes in capacity bring about a reduction in carbon emissions from energy supply of approximately 50%, the amount recommended in order to avoid catastrophic climate change. The changes in carbon emissions are shown in Fig. 2 , which illustrates both total variable and fixed carbon emissions for the projected deployment scenario. Variable carbon emissions decrease at a continually higher rate as the carbon intensity decreases. Fixed emissions follow a less predictable trajectory as they are dependent on the constantly changing growth of ETs. The production of many AET plants is responsible for an increase in fixed emissions as electricity production becomes less carbon-intensive. The AETs replacing more carbon-intensive sources tend to have higher fixed emissions, so construction of many power plants using these technologies increased the total fixed emissions. Throughout the scenario, operating emissions contribute more than four times the amount of carbon that construction does, due to the heavy reliance on fossil fuels. However, it is important to note that fixed emissions are not negligible. The primary purpose of the model was to demonstrate the interaction between the electricity mix in Fig. 1 and the changes in the carbon-neutral growth rate. The changes in the makeup of the electricity mix affected the carbon-neutral growth rates of each technology, as these rates were dependent upon the carbon intensity of the grid. While the initial rates were outlined in Table 1 the changes in each rate over time are shown in Fig. 3 . The carbon intensity of power generation closely resembles exponential decay throughout the modeled period. This curve is the quotient of two factors: the absolute decrease in variable emissions that decreases slowly at first, then quickly; and the exponential increase in capacity. The decrease in carbon intensity results in a corresponding decrease in carbon neutral growth rate for all energy technologies, shown in Fig. 3 . This temporal variation is particularly significant for technologies that have higher variable carbon emissions, as their ability to mitigate carbon emissions is rapidly reduced over time. For example, biomass power decreases from a carbon-neutral growth rate of 50% in 2010 to only 4% in 2050. A more extreme example involves solar thermal power: because of its relatively high variable emissions as defined by Lechon et al. (2008) , it transitions from mitigating carbon in 2010 to being a net carbon producer in 2037. The carbon neutral growth rate is not initially the limiting factor on growth of any AETs, as seen in Table 3 . It does however limit the growth of the traditional fossil fuel generation options: the carbon neutral growth rate causes an aggressive reduction in the proportion of electricity produced by these technologies. 
Discussion
The primary goal of the simulation was to illustrate the use of dynamic LCAs to guide policy. In the simulation the target of reducing carbon emissions from electricity production by 50% and meeting demand through 2050 was accomplished while increasing the current generation capacity by 129% through the rapid deployment of alternative energy technologies. The decrease in variable emissions demanded by the simulation and subsequent AET deployment results in fluctuations in fixed emissions associated with the construction of new plants. The AETs replacing more carbon-intensive sources tend to have higher fixed emissions, so construction of many power plants using these technologies causes emissions from other industrial sectors. An example of these fluctuations is the increase the carbon emissions associated with steel and concrete production due to the large increase in nuclear power generation between 2030 and 2040. While fixed emissions are not directly caused by electricity generation, they contribute up to 19% of carbon emissions related to electricity generation. This illustrates the cross sector influence of rapid deployment of AETs and the necessity to incorporate indirect emissions in life cycle assessments. From this analysis, it is clear that any plan to reduce carbon emissions to suggested levels in the near future must be comprehensive: a decrease in absolute carbon emissions of the electricity generation sector must be accompanied by a similar decrease from other sectors. Without this provision, it is entirely possible that emissions reductions in the power generation sector would be offset by increases in emissions in other sectors.
Applicability to Geography
While the decrease in carbon intensity through deployment of AETs illustrates the integration of carbon-neutral growth rates to guide energy policy, the model's extrapolation of this analysis to a global scale is not entirely accurate. The world is not connected by a global grid and the carbon intensity of each power grid is different. In addition, the type of renewable resources available differs around the world: in areas with higher average wind speeds, wind energy will have a higher capacity factor, and therefore mitigate carbon more efficiently. The opposite is true where average wind speeds are lower or there is not enough space for wind turbines, meaning that real global constraints on grid penetration are likely to be lower.
The methodology presented in this paper demonstrates the use and characteristics of the carbon-neutral growth rate in its application to dynamic LCAs on a global basis. However, this algorithm will be most effective when applied regionally and ideally when applied to a particular section of the power grid. To illustrate this point, one can note that the carbon intensity of China at 788 g/kWh is greater than that of Canada at 184 g/kWh (SourceOECD, 2009) . Using the carbon-neutral growth rate in equation 10, the carbon mitigation potential for a solar photovoltaic electricity plant would be higher if it were commissioned in China. Individual sub-technologies such as crystalline silicon PV and thin-film PV will also have different effects when installed in each electricity grid compared to the entire technical grouping of photovoltaics because of their different embodied energies, responses, and efficiencies (Pearce & Lau, 2002) .
An additional interaction between geographical location and the dynamic LCA involves the embodied carbon of various energy technologies. In the aforementioned example involving China and Canada, the most effective carbon-mitigating PV cell would be produced in Canada and sent to China. The low carbon intensity of the electric grid in Canada and corresponding low embodied carbon of the cell would combine with the high mitigation potential in China to produce an optimized mitigation technology. If carbon mitigation is to be accomplished as efficiently as possible such analysis must begin to be considered in both production and deployment of AETs.
Relevance to Current Policy Discussion
While the aim of this model was not to predict future growth of energy technologies and to instead act as an example for more comprehensive simulations, the results reinforce previous work in both the institutional and academic domains. According to the simulation nuclear deployment is 16% of electricity generation in 2050 in the best emission scenario, compared to 19% and 23% of generation in the ACT and BLUE scenarios of the IEA Energy Technology Perspectives. The 1500 GW of nuclear power in the 2050 scenario is comparable to approximately a "wedge" and a half outlined by Pacala and Socolow (2004) . Wind and solar PV generation are approximately double the projections in the IEA model, but each is nearly a "wedge" at approximately 2 GW a piece in 2050. In general, the choice of energy technology through dynamic LCA increases the total share of wind, solar, and nuclear energy compared to current policy scenarios, which are generally constrained by economic and political considerations rather than physical GHG mitigation concerns.
This analysis of ETs did not account for economic influences and constraints: carbon mitigation potential as defined by the carbon-neutral growth rate was the primary contribution to the choice of energy technologies. In choosing this method of evaluation it was possible to focus uniquely on reducing carbon emissions to the recommended level of 350 ppmv (Hansen et al., 2008) outlining the most carbon-effective approach to climate change mitigation.
Limitations and Future Work
While this simulation acts only as an example, principles of carbon neutral growth rates could be incorporated into more comprehensive modeling techniques. A more sophisticated investigation into the relationship between carbon neutrality and feasibility of large scale deployment of AETs could provide policy makers with a climate change mitigation strategy with more extensive application potential. Exploring the interactions between constrained carbon growth and influences such as competition for resources, the Not In My Backyard syndrome explored by Gibson (2005) , shifts in employment and general public perceptions could assist in increasing the accuracy of the assessment covered here. In addition, the timing of fixed and variable carbon emissions discussed earlier could be incorporated into global climate models.
This analysis considers carbon emissions throughout the life cycle of each technology and as such can guide policy pertaining to both energy production and heavy industry. As previously mentioned, economics were not accounted for and there is now a need to apply current economic principals to the feasibility of the deployment strategy outlined in this study. Economic policy applied to energy production can drastically alter the electricity production landscape (Neuhoff, 2005) and move the current status of ETs closer towards the strategy outlined above.
The analysis provided in this paper has effectively demonstrated the integration of dynamic LCAs and corresponding carbon-neutral growth rates into energy policy. However, the deployment scenario outlined by the model is not a comprehensive analysis and does not attempt to accurately predict future renewable energy market share. The simulation exemplifies the need for a policy shift towards analyses with a focus on emitted and mitigated carbon rather than a foundation solely on the current economic system, which does not take climate-change related externalities into account. In addition, the model provides a tool that can be added to sophisticated modeling software in order to accurately advise policy.
The carbon neutral growth rate was particularly sensitive to the life cycle analyses used, which underscores the importance of systematic, third party dynamic LCAs for all energy technologies and their use to scientifically guide policy. Fthenakis (2007) attributes the lack of comparable LCAs to the absence of a consensus on the boundaries of the analysis. The development of a global consensus on boundaries surrounding LCAs will provide researchers with an established methodology that will help standardize the results of life cycle assessments. With this methodology in practice, questions regarding comparability between analysis results will be eliminated. The dependence of both the cannibalistic and carbon neutral growth rates on LCAs eliminates the possibility of incorporating future technologies in the simulation, as it would be impossible to determine the energy and carbon requirements of these hypothetical technologies. However both rates can be increased by reducing the carbon-intensive resources used in the manufacturing, construction and operation of ETs. Increased research into these technologies and other technologies at the development stage could provide the advancements required for more favorable growth rates.
In this example, small hydro, biomass, and geothermal are constrained by previous historic growth rates which is not an accurate restraint. As a comparison, the solar photovoltaic industry is currently growing at 110% annually (Solarbuzz, 2009 ) yet in decades past such growth rates would have been unfathomable. Therefore, the potential for rapid expansion of AETs exists given the proper policy incentives and technological advancements. These expansions could alter the constraints initially imposed on these technologies and increase their share in global electricity production.
Conclusions
The challenges involved in meeting increasing electricity demand while simultaneously reducing carbon dioxide emissions can be met by the large scale deployment of alternative energy technologies. However, deployment must be dependent on the life cycle carbon emissions of each viable technology. Currently employed static life cycle assessments incorrectly trivialize subtleties associated with rapid growth; this disparity enables the development of a global carbon Ponzi scheme wherein the carbon mitigation potential of technologies is hindered by large scale deployment. Dynamic life-cycle analyses offer a superior tool to evaluate deployment strategies for energy technologies. While there remains a need for rigorous simulation of carbon neutral growth rates on both global and local scales, carbon neutral growth rates paired with dynamic life-cycle assessments arm policy makers with standardized information needed to optimize electricity generation technology deployment for effective climate change mitigation.
