The narrow band chaotic output of the self-amplified spontaneous-emission free-electron laser (SASE FEL) exhibits intensity spikes. In the linear regime before saturation, we use an approach developed by Rice to determine probability distributions for the peak values of intensity in both the time and frequency domains. We also find the average number of spikes per unit time or frequency. In addition, we derive joint probabilities for the intensity in the output pulse to have values 1 I and 2 I at times 1 t and 2 t , and for the spectral intensity to have values
I. INTRODUCTION
The theory of high-gain single-pass free-electron lasers has been developing since the late 1970's [1] [2] [3] [4] [5] . In the absence of an external seed laser, the SASE FEL starts up from the shot noise in the electron beam. Because SASE starts from the shot noise, a proper theory requires a statistical treatment of the output radiation [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Average properties of the output were studied in [6] [7] [8] [9] [10] [11] [12] and fluctuations were considered in [13] [14] [15] [16] [17] . To describe the shot noise, one considers the arrival time of the individual electrons at the undulator entrance to be independent random variables, and one determines the statistical properties of the output radiation by averaging over the stochastic ensemble of arrival times. In the linear regime before saturation, it follows from the Central Limit Theorem [18] that the probability distribution describing the spectral intensity ( ) ω 
I
, or the time-domain intensity ( ) t I , is the negative exponential distribution [14] The output intensity as a function of time exhibits spiking [13] (see Fig. 1 ), and the width of the intensity peaks is characterized by the coherence time [14, 15] ,
, where ω σ is the SASE gain bandwidth. The spectral intensity also exhibits spikes (Fig. 2) , and the width of the spectral peaks is inversely proportional to the electron bunch duration b T .
At a fixed position z along the undulator, consider the energy in a single SASE pulse,
where b T is the duration of an electron bunch having uniform average density. For z fixed, one can think of dividing the pulse into M statistically independent time-intervals of width T coh . The energy fluctuation within a single coherent region is 100%, but the fluctuation W W / σ of the energy in the entire pulse is reduced and given by [14, 15] ( ) 
coh T
Here, M is defined [14, 19] to be the number of modes in the radiation pulse. The energy per pulse is described by the gamma distribution [14, 18, 19] , In the linear region before saturation, they are related by
(1.7)
The energy fluctuation W σ in a pulse can be expressed in the form be expressed in terms of the field correlation function according to [14, 19] ( )
In this paper, we advance the statistical description of SASE by applying the mathematical analysis of random noise developed by Rice [18] . Some of the results of our analysis were presented in ref. [17] . In the earlier work [14] reviewed above, two important distributions of a "global" nature were derived: the exponential distribution [Eq. 1.1)] applies to an arbitrary time or frequency, and the gamma distribution applies to the total radiated energy. In this paper, we study what might be termed "local" statistical
properties. In the time-domain, we determine the joint probability [Eq. (3.14) ] that at a fixed position z along the undulator axis, the normalized intensity 
It is interesting to note that all known statistical properties of SASE derived in previous work [14] and in this paper can be derived from Rice's study [18] of shot noise in telephone systems, see also ref. [19] .
Our paper is organized as follows: In Section II, we review the calculations of field and intensity correlations for the SASE radiation. In Section III, we use the Central limit theorem to determine the joint probability distributions mentioned above. In Section IV, we find the probability per unit time of observing a spike with maximum normalized intensity Q. From this result, we determine the average number of temporal spikes per unit time. We also find the probability per unit frequency interval of observing a peak in the frequency spectrum with maximum normalized intensityQ . From this result, we determine the average number of spectral spikes per unit frequency. In Section V, we present an approximate calculation of the probability per unit time of observing a spike with maximum normalized intensity Q>>1. This gives one an intuitive (albeit mathematical) picture of the spikes making up the SASE output. A summary of our results is given in Section VI.
II. CORRELATIONS
We work within the classical, one-dimensional approximation, in the linear regime before saturation. The uniform density electron bunch contains N e electrons and has length, L b = cT b , long compared to the coherence length of the output radiation. We restrict our attention to the radiated field inside the electron bunch sufficiently far from the back end so that coherent effects [12, 20, 21] can be neglected. The radiation field has the form, We use brackets to represent an average over the arrival times. For the uniform distribution,
. We also introduce the shorthand notation:
The correlation of the amplitudes at a given position z along the undulator, at two different times is given by:
In Eq. (2.3) and in the following, we do not explicitly show the z-dependence of the functions, since we are working at fixed z. While deriving Eq. (2.3), we retain only the dominant contributions characterized by the absence of rapid phase variation. These correspond to keeping pair-wise equal summation indices from the A and A * terms.
It is often useful to introduce the Fourier transform
The correlation of Eq. (2.3) can now be expressed as
The correlation of the intensities at two different times can be calculated as follows:
This is the result of Eq. (1.7). Again we have kept only those terms without rapid phase variation.
Deep into the exponential gain regime, a saddle point analysis yields the Gaussian approximation to the green's function 
Taking the Fourier transform of (2.8), we find
Here, ω σ is the SASE gain bandwidth (see Fig. 2 We define the normalized amplitude, 13) and use the notation a 1 =a(z,t 1 ) and a 2 =a(z,t 2 ). Under the approximations we are employing, 
III. JOINT PROBABILITY DISTRIBUTIONS
In Eq. (2.2), the amplitude A is represented as a sum of independent random terms; it follows that probability distributions describing the output radiation are determined from the Central Limit Theorem [18] . then as
is a K-dimensional row-vector (the superscript T indicates transpose) and V the corresponding column vector. The symmetric matrix M is comprised of the second moments:
M -1 is the inverse of the matrix M. Note that when the central limit theorem applies, the distribution is Gaussian and hence is determined by the second moments. Under these conditions, one need not compute all the higher moments to determine the distribution-a great simplification.
As an illustration, consider the special case when 
In this case, the central limit theorem implies that the probability distribution P(X,Y) for 
Returning to the FEL problem, let us express the normalized field amplitude defined in Eq. (2.13) as
Correlations of x and y are determined from Eqs. (2.14) and one finds: From the Central Limit Theorem, it is seen that the probability P(x,y)dxdy for finding x between x and x+dx, and y between y and y+dy, is given by The probability P(Q,φ )dQdφ for finding Q between Q and Q+dQ, and φ between φ and φ φ d + , is given by As shown by Rice [18] , the Central Limit Theorem also enables us to determine the joint probability distribution describing the field amplitudes at two different times.
The required correlations are determined from Eqs. (2.14), and we find: 
. It then follows from Eqs. (3.1) and (3.12) that . The distribution of Eq. (3.14) has been used to describe narrow band chaotic light [22] . Some mathematical properties of the distribution have been studied in [23] , where the following expansion in terms of Laguerre polynomials was 
It is now of interest to determine the conditional average 1 2 Q Q of the intensity at t 2 , given the intensity at t 1 is Q 1 .
The corresponding fluctuation is 
We define,
, and
. The joint probability 
and sinc(x)=(sin x)/x. As in the time-domain, it is possible to write Eq. (3.21) in terms of Laguerre polynomials.
IV. INTENSITY PEAKS
We can provide a statistical description of the spikes in the output, first in the time-domain and then in the frequency-domain. To prepare for the discussion of the intensity peaks, we first review the required mathematics developed by Rice [18] . 
We can now determine the probability p(y 1 )dtdy that F has a maximum with value between y 1 and y 1 +dy in the time interval t 1 <t<t 1 +dt. At a maximum, the derivative of F is zero and its second derivative is negative. From the result of Eq.(4.3), we see that 
The normalization K(z) is chosen so that b 0 =1/2. We write
, where the prime denotes differentiation with respect to time t. Using the Central Limit Theorem, Rice [18] 
, the matrix M of second moments, Eq. (3.2), is After computing the inverse of M,
is determined from Eq. (3.1).
Rice then introduces
, and takes the first and second time derivatives. By integrating over
. He then notes that the probability p t (R) dtdR that a maximum of the envelope R falls within the elementary rectangle dtdR is given by [see Eq. (4.4)]
independent of t. We use the variable Q=R 2 , and we choose the normalization K(z) such
The probability dtdQ Q p t ) ( that a maximum of Q with value between Q and Q+dQ is found in time interval dt is determined by [18] ,
For Q>>1, the sum over n in (4.10) clearly peaks near n=Q. One can treat n as a continuous variable, convert the sum over n to an integral and use the method of steepest descent to obtain Figure. 3. p t (Q)/N t dQ is the probability of a peak in the time-domain having normalized intensity between Q and Q+dQ (dimensionless variables).
The number of peaks per unit time is
(4.14)
The probability of finding a maximum with normalized intensity between Q and Q+dQ is p t (Q)/N t dQ, which is plotted in Fig. 3 . The average peak height is 56 . 1 = Q and the rms peak height fluctuation is 1.27. In Eq. (4.14) and Following Rice's analysis [18] , we find that the probability independent of ω , with
(4.20)
The number of peaks per unit frequency is
The probability of finding a maximum with normalized spectral intensity between
, which is plotted in Fig. 4 
V. APPROXIMATE DESCRIPTION OF INTENSITY SPIKES
Motivated by the result for the conditional average, Eq. (3.17), it is reasonable to assume that the output is comprised of a series of peaks, and in the region near each maximum, the intensity profile can be approximated by where Q p is the maximum intensity of the peak centered about t=t p .
Recall from Section IV that p t (Q)dQdt is the probability of finding in the radiation output an intensity peak of magnitude between Q and Q+dQ, in time interval dt. Let us consider an intuitive argument for determining the large Q behavior of p t (Q). For large Q 1 , the probability of the intensity Q being greater than Q 1 can be evaluated in two ways. 
. Equating these two expressions for the probability that the intensity Q be greater than Q 1 , we derive the following integral equation for p t (Q):
For large Q 1 , the exponential behavior on the right hand side of Eq. 
The solution of (5.4) for large Q 1 is ) 8
. Thus the solution of Eq. 
in reasonable agreement with the exact value, 1, of this average. Similarly, let us consider the output intensity spectrum to be comprised of a sum of peaks
We can approximate the average of ) ( ω Q by [see Eq. (4.21) and the discussion following it]
also in reasonable agreement with the exact value, 1.
VI. SUMMARY OF RESULTS
In this paper, we have used the approach of Rice [18] to extend our knowledge of SASE statistics. In earlier work [14] , it was shown that the probability distribution for the intensity at a given time or frequency is the exponential distribution [Eq. (1. In the time-domain (Fig. 1) , we have derived the probability p t (Q)/N t dQ [Eq. In frequency domain (Fig. 2) , we have determined the probability 
a special case of the central limit theorem.
