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Abstract. We study the details of preheating in Palatini Higgs inflation. We show, that
contrary to what happens in the metric formulation of the model, the Universe does not
reheat through the creation of gauge bosons only, but also through the tachyonic production
of Higgs excitations. The latest entropy production channel turns out to be very efficient and
leads to an almost instantaneous onset of radiation domination after the end of inflation. As
compared to the metric case, this reduces the number of e-folds needed to solve the usual
hot big bang problems while leading to a smaller spectral index for the primordial spectrum
of density perturbations.
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1 Introduction
Higgs inflation is an appealing inflationary model based on the inclusion of a non-minimal
coupling between the Standard Model Higgs field and gravity [1] (for a recent review and
extensive list of references see Ref. [2]). Although the scenario was initially formulated as a
metric theory in which the connection determining the Ricci scalar was identified with the
Levi-Civita connection [1, 3–24], this need not be the case. In particular, one could consider
an alternative Palatini formulation of gravity in which the metric and the connection are taken
to be independent geometrodynamical variables [25–33]. As compared to the metric case,
this formulation displays some interesting features. First, it leads to different inflationary
predictions [25], opening the door to test the nature of gravity with future cosmological
observations. Second, it raises the effective cutoff of the theory without introducing additional
degrees of freedom below the Planck scale [26]. Third, it does not require the introduction
of the usual Gibbons–Hawking–York term in order to obtain the equations of motion [34].
Finally, it leads to different interactions among the Higgs field and the Standard Model
particles in the large field regime, with a potential impact on the entropy production process
following the end of inflation.
In this paper we study the preheating stage in Palatini Higgs inflation, highlighting
the differences with the well–studied metric case [3, 4, 16–20, 24].1 We show that the main
mechanisms leading to the onset of the hot big bang in these two alternative scenarios are
indeed very different. While the depletion of the inflaton condensate in the metric case is
driven by the production of electroweak gauge bosons via parametric resonance [36–41], the
Palatini one is dominated by the production of Higgs excitations via tachyonic preheating
[42, 43]. As compared to the metric case, the entropy production in Palatini Higgs inflation
turns out to be significantly more efficient, reducing the number of inflationary e-folds needed
to solve the flatness and horizon problems and leading to a smaller spectral tilt for primordial
density perturbations.
1A Jordan-frame analysis of preheating in Palatini theories involving non-minimally couplings to gravity
was performed in Ref. [35]. The analysis presented there was, however, completely unrelated to the Higgs
field and limited to non-minimal couplings to gravity much smaller than those considered in this paper.
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This paper is organized as follows. The inflationary and post-inflationary dynamic of the
metric and Palatini formulations of Higgs inflation is presented in Section 2. After reviewing
in Section 3 the preheating stage in the metric scenario, we present in Section 4 a detailed
analysis of the entropy production in Palatini Higgs inflation. The impact of this stage on
cosmological observables is discussed in Section 5. Section 6 contains our conclusions.
2 Metric vs Palatini
As formulated in the Standard Model, the Higgs field is not a suitable inflaton candidate. In
particular, its self-interaction significantly exceeds the value needed to solve the hot big bang
problems without generating an excessively large amount of primordial density perturbations.
In Higgs inflation, this difficulty is overcome by introducing a non-minimal coupling of the
Higgs field to gravity. When written in the unitary gauge the graviscalar part of the Higgs
inflation action takes the form [1]
S =
∫
d4x
√−g
[
M2P + ξh
2
2
gµνRµν(Γ)− 1
2
gµν∂µh∂νh− V (h)
]
, (2.1)
with
Rµν = ∂σΓ
σ
µν − ∂µΓσσν + ΓρµνΓσσρ − ΓρσνΓσµρ (2.2)
the Ricci tensor and
V (h) =
λ
4
(h2 − v2)2 (2.3)
the usual Standard Model Higgs potential. The connection Γρµν in Eqs. (2.1) and (2.2) is
taken to be the Levi-Civita connection
Γσµν =
1
2
gσρ (∂µgνρ + ∂νgρµ − ∂ρgµν) (2.4)
in the metric formulation of gravity and an arbitrary one in its Palatini counterpart, being
the only assumption that it is torsion-free, i.e. Γρµν = Γ
ρ
νµ.
The differences among metric and Palatini formulations are more easily understood in
the so-called Einstein frame. This is achieved by performing a Weyl rescaling of the metric,
gµν → Ω−2(h)gµν , with Weyl factor Ω2(h) = 1+ξh2/M2P . While this transformation modifies
the Ricci scalar in the metric formulation, it leaves it invariant in the Palatini case, where the
metric and the connection are completely unrelated. This translates into an Einstein-frame
action displaying a different kinetic structure for the metric (α = 1+6ξ) and Palatini (α = 0)
cases, namely
SE =
∫
d4x
√−g
[
M2P
2
R− 1
2
(
1 + α ξ2h2/M2P
(1 + ξh2/M2P )
2
)
gµν∂µh ∂νh− U(h)
]
, (2.5)
with U(h) ≡ V (h)Ω−4(h) a Weyl-rescaled Higgs potential. The non-canonical kinetic term
for the h field in this expression can be made canonical by performing a field redefinition
dχ
dh
=
√
1 + α ξh2/M2P
(1 + ξh2/M2P )
2
, (2.6)
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which can be easily integrated to obtain [3]
√
ξχ
MP
=
√
α arsinh
(√
αξh
MP
)
−√α− 1 artanh
√(α− 1)ξh/MP√
1 + α ξh2/M2P
 . (2.7)
When written in terms of χ, the Einstein-frame action (2.5) takes the form
SE =
∫
d4x
√−g
[
M2P
2
gµνE Rµν(Γ)−
1
2
gµνE ∂µχ∂νχ− U(χ)
]
. (2.8)
The difference between metric and Palatini formulations is now encoded in the Einstein-frame
potential
U(χ) ≡ V (h(χ))
Ω4(h(χ))
≡ λ
4
F 4(χ) , (2.9)
where
F (χ) '

χ for χ < MPξ ,
MP√
ξ
(
1− e−
√
2
3
χ
MP
) 1
2
for χ > MPξ ,
(2.10)
for the metric case and2
F (χ) =
λMP√
ξ
tanh
(√
ξχ
MP
)
, (2.11)
for the Palatini one. At large field values χ  MP /
√
ξ both (2.10) and (2.11) become
approximately constant, leading to an exponentially flat potential suitable for inflation with
the usual slow-roll initial conditions. Using the standard techniques, we get the following
predictions for the tilt of the primordial spectrum of curvature perturbations ns, its amplitude
As and the tensor-to-scalar ratio r [1, 25],
ns ' 1− 2
N∗
, As '
{
λN2∗
72pi2ξ2
metric ,
λN2∗
12pi2ξ
Palatini ,
r '
{
12
N2∗
metric ,
2
ξN2∗
Palatini ,
(2.12)
with N∗ the number of e-folds at which the pivot scale k∗ = 0.05 Mpc−1 crosses the horizon.
Note that, although the functional dependence of the spectral tilt is the same in the two
formulations, the amplitude As and the tensor–to–scalar ratio r are different. This has some
interesting consequences. In particular, when compared to the observed value AS ≈ 2.1×10−9
[44], the two spectral amplitudes translate into different relations among the non-minimal
coupling ξ and the Higgs self-coupling λ, namely
ξ '
{
800N∗
√
λ metric ,
3.8× 106N2∗λ Palatini .
(2.13)
Assuming that the renormalization group running of the Standard Model parameters from
the electroweak scale does not give rise to excessively fine-tuned values of λ at the inflationary
scale, the above expressions require the non-minimal coupling ξ to be large in both metric
and Palatini formulations. For inflationary values λ = 10−4 . . . 0.1 and N∗ ≈ 50, we get
ξ = 100 . . . 105 in the metric case and ξ = 106 . . . 109 in the Palatini one. The value of the
2This expression is exact.
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tensor–to–scalar ratio following from the combination of these numbers with Eq. (2.12) is
significantly smaller in the Palatini formulation, allowing to exclude the model in the eventual
detection of a tensor–to–scalar ratio within the accuracy of future cosmological observations
[45].
Metric and Palatini formulations display also different post-inflationary evolutions. To
see this explicitly, let us consider the equations of motion for the inflaton field in a Friedmann-
Lemaˆıtre-Robertson-Walker background, namely
χ¨+ 3Hχ+ U ′(χ) = 0 , H2 =
1
3M2P
(
1
2
χ˙2 + U(χ)
)
, H˙ = − χ˙
2
2M2P
, (2.14)
with H = a˙/a the Hubble rate, a the scale factor and the dots denoting derivatives with
respect to the cosmic time t. Combining these equations, we can write
M2P
dH
dh
= − χ˙
2
2h˙
= −1
2
√
6H2M2P − 2U [χ(h)]
dχ
dh
, (2.15)
with U having the same h-dependence in both metric and Palatini formulations. A simple
inspection of Eq. (2.6) reveals that dχ/dh is always bigger in the metric case. In particular,
for intermediate field values MP /ξ  h MP /
√
ξ we have dχ/dh ≈ 1 in the Palatini case,
but dχ/dh ≈ √6ξh/MP  1 in the metric one. When combined with Eq. (2.15) this implies
that after the end of inflation (happening at h ∼ MP /
√
ξ in both formulations) the Hubble
rate in the metric case decreases much faster as h approaches zero. Since this quantity
determines the total energy of the system, the oscillations of the χ-field are damped less
effectively in the Palatini scenario. As we will show below, this has important consequences.
3 Preheating in metric Higgs inflation
The preheating stage in metric Higgs inflation has been extensively studied in the literature
[3, 4, 16–20, 24]. The rapid decrease of the Hubble rate soon after the end of inflation
reduces the amplitude of the inflaton field to a range MP /ξ < χ <
√
3/2MP where the
effective potential following from Eq. (2.10) can be safely approximated by a polynomial
form [3, 4]
U(χ) ' 1
2
M2χ2 , with M =
√
λ
3
MP
ξ
. (3.1)
The absence of Higgs self-interactions in this regime together with the Pauli blocking of
fermions [46–51] suppresses the direct production of the associated excitations. The main
mechanism draining the energy of the Higgs condensate is the non-perturbative production of
gauge bosons at the bottom of the potential. Upon creation, these particles tend to decay into
the Standard Model fermions with a large decay rate proportional to their field-dependent
mass, restraining with it the onset of parametric resonance [3, 4, 17], see also Refs. [52, 53].
Since the amplitude of the Higgs field decreases with time due to the expansion of the
Universe, this blocking effect is only temporarily active. Eventually the decay rate into
fermions becomes small enough as to allow the gauge bosons to accumulate, leading to a
strong depletion of the Higgs condensate [3, 4, 17]. When the energy density into Standard
Model particles becomes comparable to the background component, the resonant production
of gauge bosons terminates due to backreaction effects. From there on, the energy transfer
from the inflaton field to the Standard Model particles continues through a slower turbulent
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stage where the total energy of the Universe becomes democratically distributed among the
different species [17, 54, 55].
Note that the above treatment does not account for the differences between transverse
and longitudinal degrees of freedom. As noticed in Refs. [16, 18–20, 24], the longitudinal
gauge boson components could be explosively produced by a ‘Riemannian spike’ appearing
in the Higgs-doublet Einstein-frame kinetic manifold at small field values. In practice, the
longitudinal gauge bosons acquire mass terms proportional to the time derivative of the field
h, which can be written as
h˙ =
dh
dχ
χ˙ , (3.2)
with dh/dχ given by Eq. (2.6). Although the Einstein-frame velocity χ˙ ∼ H2M2P behaves
smoothly everywhere, the differential field relation dh/dχ changes rapidly at the transition
value h 'MP /ξ and hence does h˙ and the longitudinal gauge boson mass, leading to a strong
adibaticity violation and the consequent production of particles. Although it has been argued
that this effect could lead to a full depletion of the Higgs condensate in a single oscillation
[20], this conclusion should be taken with care. In particular, the mass of the longitudinal
gauge bosons blows up only for an extremely short interval of time. By the uncertainty
principle, this translates into the creation of highly energetic particles with a momentum
scale far beyond the cutoff of the theory at those field values [11]. In the absence of an
ultraviolet completion, it seems difficult to conclude whether the explosive production of
longitudinal modes is a true physical effect or just the artifact of an out–of–control quantum
treatment. Remarkably enough, even though the spiky behaviour persists in extensions of
metric Higgs inflation leading to a higher cutoff scale [56, 57], the preheating stage in those
scenarios cannot be completed within a single oscillation [58].
4 Preheating in Palatini Higgs inflation
Although the quartic structure of the Palatini Higgs potential at small field values might
lead us to believe that the Universe would expand as a radiation-dominated one during
the (p)reheating stage, this is surprisingly not the case due to the mild damping of the
background oscillations advocated in Section 2. To see this explicitly, let us consider the
background evolution equations (2.14) in the Palatini case, i.e. with
U(χ) =
λM4P
4ξ2
tanh4
(√
ξχ
MP
)
. (4.1)
In order to minimize the dependence on the couplings it is convenient to recast these equations
in terms of rescaled quantities
y ≡
√
ξχ
MP
, E ≡ ξ√
λMP
H , τ ≡
√
λ
ξ
MP t . (4.2)
We get
y′′ + 3
E√
ξ
y′ + u′(y) = 0 , 3E2 =
1
2
y′2 + u(y) , E′ = − y
′2
2
√
ξ
, (4.3)
with
u(y) =
1
4
tanh4 y , (4.4)
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Figure 1. Evolution of the inflaton field in Palatini Higgs inflation. The dashed horizontal line at
y = 1 signals the transition to the plateau regime. The red dots indicates the maximal amplitude
per oscillation ymax following from our analytical estimates. Note that, in the absence of any other
damping effect beyond the expansion of the Universe, the oscillating field y is able to return to the
plateau, ymax & 1, for a large number of oscillations.
and the primes denoting derivatives with respect to τ . The numerical solution of these
equations with initial slow-roll conditions3
y′ = −
√
ξu′(χi)
3E
, E =
√
u(yi)
3
≈ 1√
12
≡ Ei , (4.5)
at y = yi  1 is presented in Fig. 1. As shown in this plot, the amplitude and energy
of the scalar field during the oscillatory stage remains approximately constant for a large
number of oscillations. For typical amplitudes ymax > 1, the field y returns periodically to
the plateau region of the potential and spends most of its time there, such that the average
expectation value of its potential is approximately constant, 〈u(y)〉 ≈ 3E2. The associated
equation–of–state parameter is therefore close to a de Sitter value,
w ≡ 〈p〉〈ρ〉 =
3E2 − 2〈u(y)〉
3E2
≈ −1 , (4.6)
meaning that the exponential expansion of the Universe continues also during the oscillatory
phase. To get some additional insight on this rather non-intuitive result we will follow a
perturbative approach. Neglecting the friction term in Eq. (4.3) during an oscillation,4 we
3In terms of the dimensionful field variable χ, this corresponds to initial conditions
χ˙ = −U
′(χi)
3H
, H =
√
U(χi)
3M2P
, at χ = χi  MP√
ξ
.
4The friction term is important during slow-roll inflation and becomes smaller afterwards. Note indeed
that ξ is large and E ∼ Ei = 1/
√
12 at the onset of the oscillations, so the friction term in this phase is small
compared to the other terms in Eq. (4.3).
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obtain a zero-th order equation of motion
y′′ + u′(y) ≈ 0 , (4.7)
preserving the energy of the system and the initial amplitude of the field. For y ≤ 1, the
field oscillates around the potential minimum y = 0 with semiperiod
∆τ =
∫ ymax
−ymax
dy
y′
=
∫ ymax
−ymax
dy√
6E2 − 2u(y) =
1√
6E2
IT (ymax) , (4.8)
where5
IT (z) ≡ 2
∫ z
0
dx
(
1− tanh
4 x
tanh4 z
)− 1
2
= 2 Π(tanh2 z, i) tanh z ' pie
z
2
√
2
(4.9)
and Π denotes the complete elliptic integral of third kind. The perturbative change of the
energy density due to the omitted friction term can be calculated from Eq. (4.3). We get
∆E = − 1
2
√
ξ
∫
dτ y′2 = − 1
2
√
ξ
∫ ymax
−ymax
dy
√
6E2 − 2u(y) = −E
2
√
6
ξ
IH(ymax) , (4.10)
with
IH(z) ≡ 2
∫ z
0
dx
(
1− tanh
4 x
tanh4 z
)1/2
(4.11)
a function that can be either expressed in terms of elliptical integrals or calculated numeri-
cally.
We can use a similar technique to calculate the oscillation amplitude after the first zero
crossing. The field starts at y = ∞ with E = Ei, crosses zero and rolls to a value −ymax,
where it turns around. At −ymax, the field is momentarily at rest, so all its energy is in the
potential, i.e. E =
√
u(ymax)/3. The energy change between y =∞ and −ymax is then given
by
∆Ei =
√
u(ymax)
3
− Ei = − 1
2
√
ξ
∫ ∞
−ymax
dy
√
6E2 − 2u(y)
≈ − 1
2
√
ξ
∫ ∞
−∞
dy
√
6E2i − 2u(y) = −
Ei
2
√
6
ξ
IH(∞) .
(4.12)
To solve for ymax, let us expand the potential u(y) in terms of a new variable δ ≡ 4e−2y,6
which turns out to be small for all the ymax values we need to consider. To leading order in
the quantity, we can approximate√
u(ymax)
3
− Ei ≈ −δ Ei . (4.13)
5In the last step, we have made use of elliptic integral properties and dropped sub-leading terms for big z,
namely
dIT (z)
dez
≈ IT (z)
ez
=⇒ IT (z) ≈ ez lim
z→∞
IT (z)
ez
=
pi
2
√
2
ez .
6This is chosen so that δ ≈M2P /(ξh2) for δ < 1.
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Combining this expression with Eq. (4.12) and solving for δ we get
δmax ≈
√
6
ξ
IH(∞)
2
, ymax ≈ −1
2
log
(
δmax
4
)
, (4.14)
with
IH(∞) = Γ
2 (1/4)
2
√
2pi
+ 2 Im E(2) ≈ 3.8202 , (4.15)
and E the complete elliptic integral of the second kind. For non-minimal couplings in the
range ξ = 106 . . . 109, we have δmax = 1.5 × 10−4 . . . 4.7 × 10−3  1, ymax = 3.4 . . . 5.1
and (Ei − E)/Ei = 1.5 × 10−4 . . . 4.7 × 10−3  1 at ymax. For the subsequent oscillations,
Eq. (4.10) gives ∆E/E = 1.5×10−4 . . . 4.3×10−3  1, showing that the energy of the system
changes indeed slowly and that the inflaton field is able to return to the inflationary plateau
for hundreds of oscillations.7 This implies in turn that, contrary to what happens in the
metric case, the potential (4.1) cannot be approximated by a simple polynomial expansion
soon after the end of inflation.
4.1 Higgs production
The recurrent incursion of the inflaton field in the inflationary plateau has a dramatic effect
in the production of Higgs excitations. To see this explicitly let us consider the evolution
equation for the Higgs perturbations qk,
q¨k + 3Hq˙k +
(
k2
a2
+ U ′′(χ)
)
qk =
2
a3
d
dt
(
a3HH
)
qk , (4.16)
with H = χ˙
2/(2H2M2P ). The right-hand side of this equation accounts for the coupling
to metric perturbations. As confirmed by numerical tests, the ξ−1/2 scaling of this mixing
term together with the large ξ values needed to reproduce the observed amplitude of the
primordial spectrum of density perturbations for reasonable values of λ [cf. Eq. (2.13)] allows
to safely approximate Eq. (4.16) as
q¨k + 3Hq˙k +
(
k2
a2
+ U ′′(χ)
)
qk = 0 . (4.17)
As we did before, we will reduce the dependence on the couplings to a minimum by intro-
ducing rescaled variables
Qκ ≡
(
λ
ξ
) 1
4
qk , κ ≡
√
ξ
λ
k
MP
, E ≡ ξ√
λMP
H , τ ≡
√
λ
ξ
MP t , (4.18)
such that Eq. (4.17) becomes
Q′′κ + 3
E√
ξ
Q′κ + ω
2
κQκ = 0 , ω
2
κ ≡
κ2
a2
+ u′′(y) . (4.19)
The second derivative of the rescaled Higgs potential u(y) as a function of the dimensionless
field variable y is shown in the left hand-side of Fig. 2 . As clearly appreciated in this figure,
7This interval becomes longer for increasing ξ values, since they decrease the friction term in Eq. (4.3).
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Figure 2. (Left) Second derivative of the rescaled Higgs potential u(y) as a function of the dimen-
sionless field variable y. (Right) Growth index µκ for different κ-modes on a logarithmic scale and
ξ = 108. The left-hand side of the maximum corresponds to highly tachyonic modes. The oscillations
in the right-hand side account for subleading parametric–resonance effects. The parameter κmin, cor-
responding to the wave number that leaves the Hubble radius at the end of inflation, is defined in
Eq. (4.20).
the “effective mass term” u′′(y) in Eq. (4.19) becomes negative for y > 12 ln
(
4 +
√
15
) ' 1,
allowing for sub-Hubble modes with momenta
κmin < κ < κmax , κmin ≡ aE√
ξ
, κmax ≡ a
√
|u′′min| ≈ 0.4a , (4.20)
to become tachyonic (ω2κ < 0) during the background field oscillations. The evolution of a
typical tachyonic mode following from the numerical solution of Eqs. (4.3) and (4.18) with
vacuum initial conditions Qκ = 1/(a
√
κ) and Q′κ = −iκQκ/a is shown in the left-hand side of
Fig. 3. We observe that the mode is “locked” to the background solution such that, when the
background field y is on the plateau, the Higgs perturbation Qκ approaches zero, passes it,
and then grows exponentially; and when y crosses zero, the derivative of Qκ changes quickly
and its growth turns again into decline. However, the net result is an exponential growth
Qκ ∝ expµκτ . (4.21)
The momentum dependence of the growth index µκ in this expression is shown in the right–
hand side of Fig. 2. The peak in this plot is the result of two competing effects. On the
one hand, modes with large κ tend to spend more time in the tachyonic region, enhancing
the growth.8 On the other hand, large values of κ make the frequency ω2κ less negative and
eventually block the tachyonic instability. For the fastest growing mode, the two terms in ω2κ
are of equal magnitude at the maximum field value y = ymax, so κfast ∼ a
√|u′′(ymax)|, and
8This can be easily understood by examining the evolution of the zero momentum mode Q0. This mode
is just a perturbation of the background solution. The magnitude of the background field y is limited by the
energy conservation equation (4.3), and so is the magnitude of the full homogeneous part of the field given by
the sum of y and the Q0 mode. It follows that the Q0 mode cannot be amplified in preheating but instead
oscillates with a constant amplitude like y. The situation is, however, not stable: small κ modes start to
quickly deviate from the Q0 solution and can be amplified exponentially. Initially u
′′ < 0 and these solutions
grow. The κ 6= 0 solution grows a little slower because its ω2κ is not as negative, but the difference is almost
negligible at this stage. When y rolls over small values where u′′ has positive peaks, the derivative of the
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Figure 3. (Left) Evolution of a highly–tachyonic fast–growing mode function as a function of time
(blue) as compared to the background evolution (orange). The mode function spends most of the time
in tachyonic growth, associated with background field values within the potential plateau. (Right)
Energy density growth for the same mode.
ω2κ fast ∼ −κ2fast/a2. Taking into account that this mode spends most of its time in tachyonic
amplification, we can obtain the following estimate for the maximum µκ value displayed in
Fig. 2,
µκ fast ∼ |ωκ fast| ∼ κfast
a
∼
(
6
ξ
)1/4
I
1/2
H (∞) , (4.22)
where in the last step we have made use of (4.14). Combining this expression with the
definitions in (4.18) and taking into account (2.13), the kinetic energy of this mode can be
written as
kfast
a
∼ 10−5ξ−1/4MP . (4.23)
For relevant ξ values, this momentum scale is significantly larger than the Higgs vacuum
expectation value determining the mass of the Standard Model particles at low energies.
Therefore, the created degrees of freedom will be highly relativistic once reheating is over.
To estimate when this happens, let us consider the ratio between the energy density of Higgs
perturbations ρpert and the background energy density ρB,
ρpert
ρB
=
1
3H2M2P
∫
dk3
(2pi)3
1
2
[
|q˙k|2 +
(
k2
a2
+ U ′′(χ)
)
|qk|2
]
, (4.24)
mode function changes suddenly and the mode functions start to decrease. Since the κ 6= 0 mode did not grow
quite as strongly earlier, its derivative is plunged by this jump to a lower value than that of Q0. This effect is
amplified by the exponential growth of the modes, which start to deviate strongly from now on. While the Q0
mode returns periodically to its initial value, the κ 6= 0 mode gets amplified more and more in each oscillation.
A numerical analysis show that this is an attractor solution, in the sense that the resulting growth index µκ
is independent of the initial conditions of the mode function, i.e. it only depends on κ and the background
solution. The bigger κ is, the faster the mode deviates from the stable Q0 solution, and the faster it crosses
zero after the zero-crossing of y and starts to grow in amplitude again.
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which in terms of the rescaled variables (4.18) can be written as9
ρpert
ρB
=
λ
3E2
∫ log κmax
log κmin
d log κκ3
4pi2
[|Q′κ|2 + ω2κ|Qκ|2] . (4.25)
A simple estimate of the number of oscillations nosc needed for this quantity to reach a
fraction X can be obtained by considering only the fastest growing mode κfast and the
oscillation period 2∆τ following from Eq. (4.8). We get
X =
λ
3E2
∆ lnκκ3fast
2pi2
κ2fast
a2
1
a2κfast
exp
[
2
κfast
a
nosc 2∆τ
]
, (4.26)
or equivalently10
nosc =
1
4pi
logX +
1
4pi
log
(
ξ
λ
)
+
1
4pi
log
(
pi2
12 I2H(∞)∆ lnκ
)
≈ 1.4 , (4.27)
where in the last step we have made use of Eq. (2.13) with N∗ ≈ 50 and set ∆ lnκ = 1
and X = 0.1.11 Although this result should be understood just as an order-of-magnitude
estimate, it clearly illustrates that the energy density of created excitations will reach that
of the background in a few oscillations, at most. Note also that, even if the additional
depletion of the condensate due to particle production is accounted for in the background
evolution, the field y will continue to explore the tachyonic region of the potential for several
oscillations. Indeed, solving Eq. (4.12) for sizable energy losses ∆Ei = 0.1Ei, 0.2Ei, 0.3Ei we
still get amplitudes ymax = 2.2, 1.8, 1.6 within the tachyonic regime. This is also confirmed
by numerical checks.
For accurate results, we solved the mode equation (4.19) for different ξ values and a
handful of modes placed equidistantly on a logarithmic scale between the momenta κmin
and κmax in (4.20), starting from adiabatic vacuum conditions during inflation. For each
ξ value, we summed over the modes to get the ratio (4.25) and determined the number of
oscillations needed for it to reach 10% when evaluated at ymax (this is the typical value in
time) and at y ≈ 0.54 (there is a strong peak in the perturbation energy density here). The
self-coupling λ was fixed case by case by imposing the normalization condition (2.13) with
N∗ ≈ 50. Note, however, that the linear dependence of the ratio (4.25) on this coupling makes
its impact on the analysis minimal as compared with the exponential growth of fluctuations.
The numerical results in Table 1 confirm the analytical estimates: tachyonic preheating is
very violent in Palatini Higgs inflation and leads to the full depletion of the condensate in just
a few oscillations of the background field y, with less than one e-fold spent in the preheating
stage.
9We assume here a cutoff regularization for the perturbation energy density. The customary way to
regularize the momentum integral is to subtract from it the infinite adiabatic vacuum contribution, or in
other words, calculate the instantaneous particle number density from a WKB-approximation, multiply it by
the energy of the particle, and sum over the modes. However, the tachyonic modes are not adiabatic at any
point in their evolution and the concepts of adiabatic vacuum and particle number are ill-defined. However,
because of the exponential amplification of the tachyonic modes, their contribution to the energy density is
much bigger than any expected vacuum contribution, so it seems reasonable to neglect any regularization for
them. Modes with κ > κmax can be regularized with an adiabatic subtraction, but their residual contribution
to the energy density is much smaller than that of the tachyonic modes, so we simply neglect them by using
the cut-off.
10Remarkably, this expression does not depend on the precise value of the model parameters.
11The choice X = 0.1 is motivated by several numerical studies on the lattice [17, 59–61]. Beyond this value,
the backreaction of the created particles on the inflaton condensate is typically important and the evolution
of the system cannot captured by simple analytical techniques.
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Peak Plateau
ξ nosc ∆N
d ln ρpert
dnosc
nosc ∆N
d ln ρpert
dnosc
105 1.75 0.10 10.3 2 0.07 10.1
106 1.25 0.04 12.7 1.5 0.03 12.3
107 1.25 0.02 15.0 1.5 0.02 14.2
108 0.75 0.007 17.1 1.5 0.009 16.0
109 0.75 0.004 19.3 1 0.003 17.9
Table 1. Results of tachyonic Higgs preheating for different ξ values, with nosc the number of
background oscillations needed for the energy density in the Higgs excitations to exceed 10% of the
background energy density, ∆N the corresponding number of e-folds and d ln ρpert/dnosc a measure of
the perturbation growth rate, fitted to the first 5 semioscillations. These quantities are reported both
for plateau and peak energy densities (see main text). The oscillation number nosc takes half- and full-
integer values for the plateau which is reached after each semioscillation, and 1/4- and 3/4-values for
the peaks which occur when the background field crosses zero, i.e. in the middle of a semioscillation.
We see that preheating through this channel is very fast and efficient.
4.2 Gauge boson production
The explosive production of longitudinal gauge bosons due to the ’Riemannian spike’ advo-
cated in Refs. [16, 18–20, 24] is absent in the Palatini formulation. Indeed, a simple inspection
of Eq. (2.6) reveals that nothing special happens at the transition value h = MP /ξ. Both
χ˙ and h˙ evolve smoothly during the background field oscillations. This implies that the
simple analysis in Refs. [3, 4, 17] is enough in the Palatini formulation. The friction terms
for transverse and longitudinal vector modes are still not equal [20, 24], but the difference is
irrelevant for all practical purposes, as can be easily seem by performing a proper rescaling
of the fields leaving behind additional mass terms of order H2, i.e. suppressed for modes well
inside the Hubble radius.
The above reasoning allows us to describe the gauge boson modes as scalar degrees
of freedom Bk prior to the onset of backreaction [3, 4, 17]. The corresponding evolution
equation in momentum space takes the form
B¨k + 3HB˙k +
(
k2
a2
+
g2
4ξ2
tanh2
(√
ξχ
MP
))
Bk = 0 , (4.28)
with g = g2, g2/ cos θW for the B = W,Z bosons, θW = tan
−1(g1/g2) the weak mixing angle
and g1 and g2 the U(1)Y and SU(2)L gauge couplings. In order to reduce the coupling
dependence on this equation to a minimum, let us define a rescaled set of variables,
Aκ ≡
(
λ
ξ
) 1
4
Bk , κ ≡
√
ξ
λ
k
MP
, E ≡ ξ√
λMP
H , τ ≡
√
λ
ξ
MP t . (4.29)
In terms of these quantities, the equation of motion (4.28) becomes
A′′k + 3
E√
ξ
A′k + ω˜
2
κAk = 0 , (4.30)
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with
ω˜2κ ≡
κ2
a2
+m2A , m
2
A ≡
g2
4λ
tanh2 y . (4.31)
The friction term in Eq. (4.30) can be removed by performing a field redefinition Aκ →
a−3/2Aκ, to obtain12
A′′κ + ω˜
2
κAκ = 0 . (4.32)
For g2  λ, the effective mass m2A in (4.31) significantly exceeds the background oscillation
frequency and particle production is limited to a very restricted field interval |y|  ymax,
where the adiabaticity condition m′A  m2A is violated [40]. This allows us to expand
Eq. (4.32) around y = 0 to get
− d
2Aκ
ds2
− s2Aκ = K2Aκ , (4.33)
with
s ≡Mτ , M ≡
(
3
2λ
)1/4√
gE , K ≡ κ
κmax
, κmax ≡ a
(
3g2E2
2λ
)1/4
.
(4.34)
Equation (4.33) can be formally interpreted as the Schro¨dinger equation for a particle crossing
a periodic quadratic potential. Using a WKB approximation, we can compute the number
of particles after the j-th scattering, nk(j
+), in terms of the number of particles just before
that scattering, nk(j
−). After some trivial algebra, we get [40]
nκ(j
+) = C(τj) + (1 + 2C(τj))nκ(j
−) + 2 cos θj−1
√
C(τj) [C(τj) + 1]
√
n2κ(j
−) + nκ(j−) ,
(4.35)
with
C(τj) ≡ e−piK2(τj) , (4.36)
an infrared window function filtering out modes with κ & κmax, and θj an accumulated phase
at each scattering. If the phases θj among scatterings are incoherent, we can reduce (4.35)
to a phase-averaged relation(
1
2
+ nκ(j
+)
)
' C(xj)
(
1
2
+ nκ(j
−)
)
, (4.37)
with enhancing Bose factor C(τj) ≡ 1 + 2C(τj).
Once produced, the gauge bosons tend to transfer their energy into the Standard Models
fermions (f) through decays (A → ff¯) and annihilations (AA → ff¯). The decay channels
are expected to be the dominant processes at early times, when the gauge boson number
densities are small. Let us assume this to be the case for the typical number of oscillations
we are interested in. In that case, the gauge boson occupation numbers just before the j-th
scattering can be written as
nκ(j
−) = nκ((j − 1)+)e−〈ΓA〉j−1∆τ , (4.38)
12The redefinition introduces terms proportional to H2 and a¨/a that can be safely neglected at scales below
the horizon.
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with 〈ΓA〉j the mean decay width of the W and Z bosons between two consecutive zero-
crossings, namely [62]
〈ΓW→all〉j =
3g22〈mW 〉j
16pi
dt
dτ
≡ γW
∆τ
IM (ymax j) , (4.39)
〈ΓZ→all〉j =
2Lips 〈ΓW→all〉j
3 cos3 θW
≡ γZ
∆τ
IM (ymax j) . (4.40)
Here Lips ≡ 74 − 113 sin2 θW + 499 sin4 θW a is Lorentz invariant phase-space factor,
γW ≡ 3g
3
2
32pi
√
6λE
, γZ ≡ 2Lips
3 cos3 θW
γW , (4.41)
and
IM (z) ≡ 2
∫ z
0
dx tanhx
(
1− tanh
4 x
tanh4 z
)−1/2
≈ ∆τ tanh z√
2
(4.42)
for z  1. Combining Eqs. (4.37) and (4.38), we obtain(
1
2
+ nκ((j + 1)
+)
)
= C(xj)
(
1
2
+ nκ(j
+) e−γIM (ymax j)
)
. (4.43)
Taking into account that the occupation numbers are invariant under momentum rescalings,
nk = nκ(k), the recursive iteration of this master equation allows to obtain the total number
density of gauge bosons at each zero crossing via the momenta integration
nB(j
+) =
1
2pi2a3(τj)
∫ ∞
i
dk k2nk(j
+) =
1
2pi2a3(τj)
(
λ
ξ
)3/2 ∫ ∞
i
dκκ2nκ(j
+) , (4.44)
with the factor a3 accounting for the relation between coordinate densities and physical
densities. The total energy density of the non-relativistic gauge bosons is then13
ρB(j) = ρW (j)+ρZ(j) , ρW (j) = 2×3nW (j+)〈mW 〉j , ρZ(j) = 1×3nZ(j+)〈mZ〉j ,
with
〈mW 〉j = g2MP IM (ymax j)
2
√
6ξE∆τ
, 〈mZ〉j = 〈mW 〉j
cos θW
(4.45)
the average gauge boson masses.
The energy density lost in decays is transferred to the fermions, increasing their energy
density at each semioscillation by
∆ρF (j) = ρW (j − 1)
(
1− e−γW IM (ymax j)
)
+ ρZ(j − 1)
(
1− e−γZIM (ymax j)
)
. (4.46)
Taking into account that the produced fermions are relativistic, their total energy density
can be written as
ρF (j) =
j∑
i=1
(
ai
aj
)4
∆ρF (i) . (4.47)
13The factor 2 accounts for the W+ and W− while the factors 3 reflects the fact that each gauge boson can
have one of three polarizations.
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It turns out that as the gauge bosons are produced, practically all of them decay into fermions
during the next semioscillation. Indeed, the product 〈ΓA〉j∆τ can be well-approximated by
〈ΓA〉j∆τ ≈ 3g
3
2
64
√
λ
eymax (4.48)
where we have used E ≈ Ei = 1/
√
12, tanh ymax ≈ 1 and ∆τ as given in Eqs. (4.8) and
(4.9). For typical values g2 ∼ 0.1, y & 1, and g2  λ, this quantity is larger than one,
〈ΓA〉j∆τ & 1.14 This implies that the gauge boson density in a particular mode is reduced
practically to zero after a semioscillation, pumped afterwards up to C(τj) through Eq. (4.35)
and then reduced to zero again. This results on a steady transfer of energy to the Standard
Model fermions. Neglecting the expansion of the Universe during the first oscillations, the
ratio between fermion and background energy densities grows in steps of
∆ρF (j)
ρB(τj)
=
1
3H2(τj)
∫ ∞
i
dk k2
2pi2a3
∑
A
C(τj)〈mA〉j ≈ 10−2g22
(
g22
λ
)1/4(
1 +
1
2 cos θW
)
, (4.49)
which, depending on the ratio g22/λ, could be large, leading to a fast onset of radiation
domination. As a consistency check for this result, we performed a numerical analysis.
Starting from zero particle numbers at the end of inflation, we determined the evolution of
the energy densities of gauge bosons and fermions by i) solving the background evolution
numerically, ii) iterating over the background oscillations for a number of sub-Hubble modes
up to κmax and iii) solving for particle production according to Eq. (4.35). We varied the
non-minimal coupling ξ while choosing the Higgs self-coupling λ to satisfy the normalization
condition (2.13) with N∗ ≈ 50. For the gauge couplings, we followed the running of the
Standard Model parameters up to the scale of inflation, obtaining g2 ∼ 0.5 and sin θW ∼ 0.4.
The results are presented in Table 2. As expected, practically all the gauge bosons created
at a given zero crossing are turned into fermions during the next semioscillation and the
fermion energy density grows linearly. With our parameter values, the growth step (4.49)
is of the order of a few percent per oscillation, meaning that the fermion energy density
will exceed a 10% of the background energy density in just a few oscillations. However, the
tachyonic Higgs production discussed in Section 4.1 is even faster and exponential, making
this depletion mechanism subdominant.
5 Impact on cosmological observables
The analysis presented in Section 4 reveals that the dominant preheating mechanism in
Palatini Higgs inflation is the tachyonic production of Higgs excitations. As summarized
in Table 1, this process turns the background field energy density into Higgs quanta in
a negligible number of e-folds. In practice this means that preheating in Palatini Higgs
inflation is essentially instantaneous and almost all of the background energy density at the
end of inflation is turned into radiation. The reheating temperature
TRH =
(
30λ
4pi2ξ2g∗RH
)1/4
MP , (5.1)
14In the Palatini formulation, both the semioscillation time and the average gauge boson masses are bigger
than in the metric case, so gauge boson decay is much more efficient.
– 15 –
ξ
g22
λ 〈∆ρFρB 〉
105 27789 0.064
106 2814 0.037
107 285 0.022
108 29 0.014
109 2.9 0.014
Table 2. Results of gauge boson and fermion production for different ξ-values. Ratio g22/λ is large for
all ξ < 109, but the ξ = 109 result is on edge of validity of our analysis. The third column shows how
much the fermion energy density grows per semioscillation, averaged over the first 30 semioscillations
of preheating.
is then close to the energy scale of inflation, with g∗RH = 106.75 the effective number of
relativistic degrees of freedom for the Standard Model particle content and the caveat that
we have not considered the details of the thermalization process.15
Armed with the results of the previous sections, we can calculate the inflationary ob-
servables to a higher order of accuracy than before. These observables depend on the number
of e-folds of inflation needed to solve the flatness and horizon problems given a particular
cosmological history. Following the standard procedure, we require
1 = a0 =
a0
aRH
aRH
aend
aend
a∗
a∗ =
(
g∗sRH
g∗snow
)1/3 TRH
T0
k∗
H∗
exp (∆N +N∗) , (5.2)
with the different subindices referring to the value of the corresponding quantity at the
present time (“0”), the end of the reheating stage (“RH”), the end of inflation (“end”) and
the time at which the pivot scale k∗ = 0.05 Mpc−1 crosses the horizon (“*”). The quantity
∆N denotes the number of e-folds of reheating, N∗ is the number of e-folds of inflation left at
the pivot scale, g∗s is the effective number of entropy degrees of freedom with g∗sRH = g∗RH
and g∗snow = 3.94 [63] and T0 ' 2.7 K.
Solving (5.2) for N∗ and using Eqs. (2.13), (2.14) and (5.1), together with the condition
∆N  1, we get a relation
N∗ = 54.9− 1
4
log ξ , (5.3)
which is accurate to an integer order in N∗. This accuracy translates into a 10−3 accuracy on
the spectral tilt that exceeds the O(1/N∗) accuracy of ns in (2.12). The consistency of the
procedure requires therefore to account for O(1/N2∗ ) corrections by considering second order
corrections in slow-roll. In terms of the (potential) slow-roll parameters V , ηV and ξV , we
have [64, 65]
ns ≈ 1− 6V + 2ηV + 1
3
(44− 18c)2V + (4c− 14)V ηV +
2
3
η2V +
1
6
(13− 3c)ζV , (5.4)
with c = 4(γ + log 2) − 5 and γ = 0.5772 . . . the Euler-Mascheroni constant. Up to O(1/ξ)
15The energy density leading to a thermal description is expected to be slightly lower than TRH .
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Figure 4. Spectral index ns and number of e-folds of inflation left N at the CMB pivot scale, as
functions of ξ.
corrections, the slow-roll parameters in Palatini Higgs inflation take the form [25]
V ≈ 1
8ξN2V
, ηV ≈ − 1
NV
, ξV ≈ 1
N2V
, (5.5)
with
NV ≡
∫ χ
i
dχ√
2V
(5.6)
the number of e-folds and χ the corresponding background field value. However, Eq. (5.6)
is just an approximation that breaks down near the end of inflation; numerical simulations
show that at the N∗ ≈ 50 ballpark, we must correct this number by N∗ ≈ NV + 1.8, which is
accurate to integer order for large ξ values. Combining the above expressions and retaining
only the terms up O(1/N2∗ ), we get
ns ≈ 1− 2
NV
+
2.8
N2V
≈ 1− 2
N∗
− 0.8
N2∗
, (5.7)
which can be converted to a relation between ns and ξ through Eq. (5.3), see also Fig. 4.
For ξ = 106 . . . 109 we get N∗ = 50 . . . 51 and ns = 0.959 . . . 0.961. Although still within
two–sigma confidence limits, these spectral tilt values are slightly disfavoured by the Planck
result ns = 0.9653± 0.0041 [44]. Note, however, that, given the expected O(10−3) accuracy
of forthcoming experiments [45], the Palatini predictions could be potentially distinguished
from the metric ones in a near future.
In deriving the above results, we made several assumptions to reduce the physical sce-
nario to a baseline model that could be treated with simple analytical and numerical tech-
niques:
1. We neglected the potential decay of Higgs excitations into other Standard Model par-
ticles. Although the impact of this effect seems difficult to estimate in the absence of
a particle-like interpretation for tachyonic modes, we expect it to play a minor role in
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the analysis, since, contrary to parametric resonance, the tachyonic production does
not depend on the number of previously–existing excitations.
2. We assumed an instantaneous shift to radiation domination when the Higgs excitations
start to dominate, which, although being a reasonable premise, is certainly beyond our
simple analysis. Note, however, that this hypothesis seems to be in good qualitative
agreement with the lattice simulations performed in Ref. [66], where, for similar po-
tentials, the Universe approaches a radiation dominated regime with equation–of–state
parameter w ' 1/3 almost immediately after the end of inflation.
3. We restricted ourselves to a tree-level analysis. The qualitative results presented in this
paper are expected to hold, however, upon the inclusion of radiative corrections, pro-
vided that i) these respect the asymptotic symmetries of the theory at large field values
and that ii) the Higgs self-coupling is larger than a critical value at the inflationary
scale [14, 15, 21–23, 27, 29].
6 Conclusions
Higgs inflation is probably the simplest inflationary model, not only because it does not
require the introduction of additional scalar fields beyond the one already present in the
Standard Model, but also because the strength of the interactions among the inflaton field
and the matter sector are experimentally known.
In spite of its simplicity, Higgs inflation is not free of caveats. On top of the ambiguities
associated with the precise ultraviolet completion of the model, there are additional uncer-
tainties entering the definition of the non-minimal coupling to gravity. The customary choice
is a metric formulation of gravity in which the Ricci scalar is computed out of a Levi-Civita
connection depending on the metric tensor. Note, however, that an alternative Palatini for-
mulation based on a connection completely unrelated to the metric tensor should not be a
priori excluded, since it leads essentially to the same physics than the metric formulation in
today’s Universe.
The choice of gravitational degrees of freedom can have a strong impact on dynamics.
In this paper we performed a detailed study of the preheating stage following the end of
Palatini Higgs inflation. We showed that, contrary to the metric case, the depletion of the
Higgs condensate is not dominated by the parametric production of Standard Model gauge
bosons. The slow decay of the Higgs oscillations after the end of inflation allows the field to
periodically return to the plateau of the potential. In this large–field regime, the effective
Higgs mass becomes negative, allowing for the exponential creation of Higgs excitations. This
entropy production process turns out to be very efficient and leads to the complete depletion
of the inflaton condensate in less than one e-fold of expansion. The preheating stage in
Palatini Higgs inflation is therefore essentially instantaneous. As compared to the metric
case, this reduces the number of e-folds of inflation needed to solve the usual hot big bang
problems while leading to a slightly smaller value for the spectral tilt of primordial density
perturbations.
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