Abstract-The identification of suitable lead-free perovskites is crucial for their envisioned applications in photovoltaics. Efficient and accurate vetting of these compounds for a range of properties has recently been accomplished in high-throughput studies by use of statistical learning methods. Here we demonstrate how one such property, the fundamental bandgap, can be predicted for a family of inorganic mixed halide perovskites using fingerprints based solely on the atomic arrangement of the unit cell. Important trends and experimentally accessible factors controlling this property are thereby illuminated in a chemically intuitive manner.
I. INTRODUCTION
The identification of suitable lead-free perovskites is crucial for their envisioned applications in photovoltaics. Homovalent substitution of Pb with Sn-and Ge-based compounds are under intense investigation as possible alternatives, but suffer from stability issues, for example, due to the susceptibility of these ions toward the 4+ oxidation state. Mixed compositions, with two or more possible ions for each lattice position of the usual ABX 3 configuration, have recently been proposed for overcoming these issues and enhancing cell performance [1, 2] . A new inorganic mixed halide database ( Fig. 1) is therefore needed to explore new potential perovskite formations and better understand attributes that control key parameters for photovoltaics.
However, since it is even computationally prohibitive to simulate the vast configuration space available to these mixed perovskites, statistical learning techniques are needed to find a more efficient mapping of mixing parameters to the properties of interest. We explore here the case of bandgap predictiona fundamental screening parameter for the putative perovskites for photovoltaic applications -and illustrate how such methods can be leveraged for a range of material classes and properties using a robust choice for the material fingerprint. Additional trends of the database, for example to address thermodynamic stability as measured through convex hull calculations are also discussed. The algorithm is also applied to other targets to show its versatility in predicating a range of material properties.
II. METHODS

A. Computational Details
Data are generated using density functional theory (DFT) using the Linear Combination of Atomic Orbitals (LCAO) basis with the QuantumWise Atomistix ToolKit (ATK) 2017.12 [10, 11] software employing the Generalized Gradient Approximation (GGA) Perdew-Burke-Ernzerhof (PBE) functional and Schlipf-Gygi ONCVPSP normconserving (SG15) pseudopotentials (Medium). A density mesh cutoff of 100 Hartree and minimum Monkhorst-Pack Γ-centered k-point sampling of 3x6x3 for 2x1x2 supercells is implemented. Full structural relaxation is allowed using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm from initialized cubic structures with lattice constants of a = c = 11.4 b = 5.7 and force and stress convergence parameters of 20 meV and 5 meV respectively. As our material fingerprint is independent of the choice of unit cell, other supercells can be included in the dataset with the relevant parameters scaled accordingly. However, larger supercells are preferred as they can better capture phenomena such as octahedral tilting.
DFT parameters must, unfortunately, be uniformly applied to all structures as is commonly done in high-throughput studies. As it is difficult to find analogs in the literature for most mixed compositions, a benchmark study of 21 compounds from the same chemical space with corresponding literature values was performed to test for bandgap, energy, and lattice parameter convergence to validate the choice of DFT parameters. However, the high variation among reported values at this level of DFT [e.g. 3], as well as the well-known deficiencies of using GGA for bandgap calculations, emphasizes the need for higher fidelity databases. Nevertheless, the machine learning procedure highlighted here can uncover important trends and make predictions which are useful screening steps for large composition spaces. As better data becomes available, the same methods can be applied on the new data or to bolster lower fidelity data, for example by co-kriging methods, to increase the relevancy of predictions.
B. Machine Learning Algorithm
Features are generated from more fundamental elemental properties using the atomic configuration of the unit cell by a generalization of the Partial Radial Distribution Function (PRDF) [4] , the so-called Property Distribution Function (PDF), as seen in the workflow of Fig 2. The PDF averages the amount A of a property p j in a shell of radius r and width dr centered on each element i with property p i in the unit cell:
Here is the number of atoms with property p in the unit cell while the shell itself must also extend to neighbor cells when computing A to form a globally valid fingerprint. We note that while we initially set ( ) = (( + ) − ) and
as in the PRDF case (with the Heaviside step function and , the Euclidean distance between the atom with property p i and atom with property p j ), these can be changed to explore the effects of modified notions of vicinity and counting function A for more complex property pair interactions.
Whereas in the PRDF case the properties p are 1-of-K encodings for atomic class membership (i.e. element name), we begin instead with a more fundamental set of elemental properties subject to p i = p j , therefore measuring the configuration-dependent density of each property, which is defined for all atoms in the cell. These elemental properties are selected with inspiration from previous work [5, 6] showing high prediction performance for broad compositional spaces and a range of material properties. The property list is then further expanded by considering combinations of properties and other functional forms (e.g., exp( ), ) to build a list of several hundred properties for the algorithm. The preliminary total number of features, denoted by their functional form of elemental properties at each radial location totals 6440.
Kernel Ridge Regression (KRR) with a Gaussian kernel and n-fold cross-validation is used on the design matrix X, with each feature vector x containing the appended PDF values for property interactions up to an empirically determined r max and resolution dr. Additional model parameters, for example to find the optimum number of crossvalidation folds or to set the strength of feature down-selection using the Least Absolute Shrinkage and Selection Operator (LASSO) [7] , are also carefully determined to maximize algorithm performance.
III. RESULTS AND DISCUSSION
A variety of electronic, geometric, and thermodynamic properties were computed for 599 unique compositional mixed perovskite structures. Most structures are constructed by randomly selecting ions for the A-site (Cs, Rb, Na, or K), B-site (Sn or Ge), and X-site (Cl, Br, or I) locations, with the exception of the benchmark compounds, and a partially symmetrized subset of 160 compounds for which each unit cell of the 2x1x2 supercell contains the same configuration of X-site anions. A brief summary of the bandgaps and formation energies are found in Fig. 3 .
Features are computed from the final configuration of each crystal and subsequently fed through a preprocessor which modifies the final design matrix based on a set of model parameters. These include the number of cross-folds to use, the PDF shell width dr, the cutoff radius r max , the variance threshold for dropping features, and a threshold for further down-selecting the most relevant features with LASSO. The alpha parameter for the L1-norm feature selection employed by LASSO is set by 3-fold cross-validation. 15 randomly selected test-train subsets of 10% and 90%, respectively, are then averaged to gauge the algorithm's performance for a given set of model parameters. The KRR hyperparameters and are also optimized over a grid for each split. An example of a trained model for a given split of data is shown in Fig. 4a . The drastic effect of tuning model parameters is shown by the root mean square error (RMSE) of the predicted bandgaps in Fig. 5 . and emphasizes the importance of model selection for boosting performance. Such a treatment enables the model to achieve mean RMSE bandgap values as low as ~0.14 eV (testing subset) and ~0.10 eV (training subset) for a relatively small dataset of compounds.
Similarly, formation energies can be predicted to better than 2 meV on testing subsets (Fig. 4b) . The Open Quantum Material Database (OQMD) [8, 9] reservoir compounds have been used to then compute the convex hull distance, defined as
where ∆ is the formation energy of the perovskite and ∆ , is the hull energy of the perovskite at the given composition. As a metric of thermodynamic stability, E hull can be used to further filter candidate perovskites by their likelihood of formation, as an alternative, for example, to the rougher Goldschmidt tolerance factor. However, the differences from the OQMD formation energies due to different DFT parameters and the use of supercells introduces a large systematic discrepancy in our data of ~150 meV above hull. Therefore, we can only identify trends of stability until more reservoir compounds are computed with our DFT parameters to construct new hulls.
LASSO-selected features can also be investigated to identify the best predictors for the bandgap, for example, by parsing the relative occurrence of properties in the remaining features of X. However, care must be taken for LASSO's known limitations of small-n large-p saturation and arbitrary feature selection among correlated groups of features. The top performing features predicted by LASSO for both bandgaps and formation energy are shown in the insets of Fig. 4 . This information can be used to create simpler predictive models, as well as illuminate the most important properties for the quantity of interest.
CONCLUSION
Out of the 110592 possible compositions for the 20-atom unit cells employed here, not to mention the several billion microstate configurations, we show that only a few hundred samples are needed to train an effective algorithm for bandgap prediction. Once trained, the algorithm can make predictions on a laptop on the order of a few seconds compared to minutes on a parallelized DFT code on more advanced hardware. The real gains in performance, however, are for predicting larger systems where DFT becomes expensive. Target properties from larger systems, as well as systems residing in different chemical spaces, are currently being explored to illustrate the versatility of the algorithm. 
