This paper proposes an architecture that processes Convolution Neural Network (CNN) algorithm applied with Filter Buffer. The performance to be processed varies depending on the number and size of the actually used filter. Furthermore, since hardware included in the advanced driver assistance systems and smart mobile devices requires miniaturization and low power, it has a limited process element. This in turn requires an iterative external memory access. The proposed method improved the processing performance by preventing unnecessary external memory access when processing the algorithm useful to the parallelization among artificial neural network algorithms. When compared to the conventional method, the proposed method exhibited the improvement of processing performance as the memory access rate was found to be reduced by about 20% due to the application of the optimum number and size of the filter. [2] 
Introduction
In recent years, as Machine Learning or Deep Learning has been highlighted, studies for grafting it to the computer vision technology to recognize and determine objects have actively been conducted. With regards to the image recognition technology to recognize and determine the objects through the existing images, a variety of feature point detection and recognition algorithms have been used. In particular, they have been applied in a variety of fields related to the smart mobile devices and advanced driver assistance systems. However, due to limitations on the processing performance of simple feature point detection algorithm or recognition algorithm, Machine Learning or Deep Learning has been used. [2] To be processed in real time, the pedestrian recognition or sign recognition included in the advanced driver assistance systems learns the applicable information in advance, and repeats the recognition and learning continuously while the system operates. The repeated recognition and learning poses limitations in performing in real time depending on the algorithm processing performance. Especially among deep learning algorithms, CNN (Convolution Neural Network) algorithm performs the convolution operation using a variety of filters, and the processing performance depending on the filter and the number of filter used influence the processing performance. [3] In this paper, the size and total number of filters optimized when processing the CNN algorithm was presented, and the overall processing performance was improved by lowing the external memory access rate through the filter buffer.
Convolution Neural Network (CNN)

CNN Basic Architecture
The basic CNN algorithm is shown in Fig 1[4] . From the input image with size of n*n, the features are extracted through the repeated convolution and pooling steps. After going through the full connected step, it goes through a activation function stage, which is the activation function step, and then the classification on the input image is finally completed.
Fig 1. Interpreter execution model
One convolution step outputs m-number of feature maps using a filter with size of k*k with m-number of types (it refers to the weight in deep learning as for the filter). With the use of m-number of feature maps, more accurate recognition and classification can be made, and the parallel processing of this process can contribute to improving the processing speed.
However, in the convolution stage where the convolution operation is performed, the processing speed varies depending on the total number and size of the filter. And as the number of loading the input data and the data of the actual filter increases due to the access to the external memory for the convolution operation, the processing speed decreases. The use of a large number of PE (Process Element) requires an increase in the amount of data loaded at a time, and therefore the number of the external memory access decreases. However, in cases where a large number of PE cannot be had due to the limited resources of hardware, as the m-number of filters with size of k*k is repeatedly loaded in the external memory to process different input data every time, the processing performance decreases. [5] 
Convolution Layers
The basic operation of the Convolution Layer is the filtering operation of two-dimensional sliding window. The filter extracts different features, such as edges, corners and blobs. When the output values are obtained through the filter operation for each of the feature map, different filters extract different features. The values obtained through the convolution operation are normalized through a variety of activation functions. In the case of the CNN algorithm, the number and size of the filters used in the convolution operation greatly influences the performance. The following is the pseudo-code of a convolution layer and one hierarchy of the convolution layer. for (s1 = 0;s1 <S1;s1 ++){ 7 for (s2 = 0;s2 <S2;s2
[n] = activation_func(sum); 11 }}} performance and accuracy, one of which is to use the average characteristic window, which is the average pooling method, the other of which is to use the strongest characteristic window, which is the max pooling method. The number of feature maps is reduced by square times as much as the size of the window by going through the pooling layer.
Classification Layers
Classification layer, which is the final step of the CNN, is the class classification determination layer that generates the matter, the final input data belongs to which class, as a probability value. The output data is used to output the final result value by using the activation function as in the case of the convolution layer.
Proposed Method
Difference in the total number of filters used in Convolution Layer
When the first input image and data are processed in the convolution layer, the external memory access to a large number of filter operations is done. If checking the pseudo-code of the convolution operation described in Section 2.1.1, it can be confirmed that a large number of nested loops are performed. Actually, in the case of the CNN algorithm, the performance varies depending on the number of output feature maps which means the total number of filters used, and the size of filter. This is due to the time and number of loadings by accessing the filter and data used in the operation and time required for the operation itself to the external memory. Fig 3 and Fig 4 show As the total number of filters increased, the error reduction rate was much higher as shown in Fig 3. However, it was confirmed that as the number of filters becomes larger, the operation time increases as shown in Fig 4. In fact, when 16 filters were used in 1 layer and 32 filters in 2 layers, as compared to the case where 64 filters were used in 1 layer and 128 filters in 2 layer when the epoch count was more than seven times, a narrow margin of error was shown, and the processing time decreased.
Difference in the size of the filter used in the Convolution Layer
As with the results according to the total number of convolution filters identified in Section 2.2.1, the size of filter also affect the processing time by the external memory access. However, it shows insufficient differences on the difference in performance compared to the change due to the total number of convolution filter. This suggests that an increase in the amount of calculation does not show a significant change on the performance compared to the external memory access according to the size of the filter in reality. Fig 5 and Fig 6 show comparisons of the operation time and error rate obtained as epoch count increases according to the size of filters used in 1 layer and 2 layer, respectively in the convolution layer. The comparison results revealed that as the total number of filters required for the convolution operation increases, the number of external memory accesses increases, which has much more effect on the processing performance than does the increase in the amount of operation due to an increase in the number of the filter.
The suggested and method of accessing memory
As identified in Sections 2.2.1 and 2.2.2, if a number filters are used, and the filter operation is performed to process the CNN algorithm, the external memory access increases. This, in effect, has a significant effect on the processing performance. The memory access method using the filter buffer architecture used in this paper helped to maintain the processing performance when a large number of filters are used in an environment with the limited PE and prevented loading the same filter again in order to obtain higher performance.
Fig 7 shows a graph that represents the number of times for the access of weight (filter) and the number of times for the access of input data according to the number of internal nodes (using filter) under the assumption that the number of PEs to be processed is four, and the size of filter is 3*3 with the input data of 640*480(VGA) resolution. It can actually be seen that as the number of internal nodes increases, the number of times for the access of weight further increases than does the number of times for the limited PE to have access to the input data. When a large number of filters are used, repetitive memory access occurs, and if new filter is loaded in the external memory every time, it has a great influence on the processing performance. The processing performance could be improved by using the same filter after adding the buffer that can store it temporarily or preventing access to the external memory by storing the frequently used filter in the buffer in processing the CNN algorithm that has a lot of nodes with a small number of PEs. 
Experiments and Results
Verification was conducted on the structure to process the CNN algorithm applied with the filter buffer, which is the architecture proposed in this paper. For the verification, the architecture applied with SIMD (Single Instruction Multiple Data) structure implemented in Verilog HDL was implemented, and the number of times for external memory access of the filter according to the number of nodes and the input data with size of 640*480 were simulated and compared. For the input data, the German Traffic Sign Recognition Benchmar(gtsrb) was adopted to recognize any of the signs, and the case of access to the external memory was compared in a comparison between the method of applying the filter buffer and the conventional method. The results are shown in Fig 9.   Fig 9. Comparison of the result It can be confirmed that the number of times for loading the filter required for the filter operation further decreased compared to the number of loadings for accessing the input data to the external memory by actually applying the filter buffer. This indicates that in the case of the filter when calculated in the convolution operation or later layers, the external memory access occurs more frequently as the total number of filters increases, rather than the size of filter. In effect, it can be confirmed that the external memory access has a great influence on the processing performance in processing the CNN algorithm.
Conclusion
This paper proposed the architecture that processes the CNN algorithm applied with Filter Buffer. In the case of the filter used in processing the CNN algorithm, if a large number of nodes are added in order to improve the recognition rate in a situation where the total number of filters or the limited PE is had, rather than the size of the filter, a great many external memory accesses for using multiple filters are required. This significantly affects the performance on the external memory access, rather than the change in the performance due to the size of the filter. However, it can be confirmed that when the CNN algorithm is processed with the architecture applied with Filter Buffer proposed in this paper rather than the conventional structure, the actual number of times for external memory access decreases, and thus the processing performance increases by 20%. At present, since many algorithms for recognition, such as machine learning and deep learning are vulnerable to the external memory access, the possibility of degradation in processing performance may exist. However, it is expected that the improvement of performance will be achieved by solving these problems through various researches.
