We solve some higher-order boundary value problems by the optimal homotopy asymptotic method OHAM . The proposed method is capable to handle a wide variety of linear and nonlinear problems effectively. The numerical results given by OHAM are compared with the exact solutions and the solutions obtained by Adomian decomposition ADM , variational iteration VIM , homotopy perturbation HPM , and variational iteration decomposition method VIDM . The results show that the proposed method is more effective and reliable.
Introduction
In this paper, we consider a well-posed nth-order problem of the form Such types of problems have been investigated by many authors 1, 2 due to their mathematical importance and the potential for applications in hydrodynamic and hydromagnetic stability. Fifth-order boundary value problems arise in the mathematical modeling of viscoelastic flows. Sixth-and eighth-order differential equation govern physics of some hydrodynamic stability problems. When an infinite horizontal layer of fluid is heated where L is linear, N is a nonlinear, and B is a boundary operator. φ is a known function which is continues for r : r ∈ Ω. According to OHAM, we can construct a homotopy defined by 1 − p L u r; p − h p L u r; p − N u r; p − φ r 0, 2
where p ∈ 0, 1 is an embedding parameter, and h p is a nonzero auxiliary function for p / 0 and h 0 0. Equation 2.3 satisfies
Lu 0, for p 0, Lu N u φ, for p 1.
2.4
The solution, u r, 0 v 0 r , of Lu 0 traces the solution curve u r of 2.1 , continuously as p approaches to 1, where v 0 is the solution of the zeroth-order problem, that will come in the next few lines.
The auxiliary function h p is chosen in the form it is a commonly used form
where C i : i 1, 2, . . . , m are the convergence controlling constants which are to be determined. We will use this function unless otherwise stated. The auxiliary function can be chosen in a variety of ways, as reported by Marinca et al. [13] [14] [15] [16] [17] . We will use some other forms of h p as well.
To get an approximate solution, we expand u r, p in Taylor's series about p in the following manner:
Substituting 2.5 and 2.6 into 2.3 and equating the coefficient of like powers of p, we obtain the following linear equations which can be integrated directly. Zeroth-order problem:
First-order problem:
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Though we can construct higher-order problems easily, solutions upto the second-order problems are enough to produce excellent results. If the series 2.6 is convergent at p 1, then the approximate solution in our case is,
By substituting 2.10 into 2.1 , the resulting residual is
2.11
If R 0, u will be the exact solution. Otherwise, we minimize R over domain of the problem.
To find the optimal values of C i which minimizes R, many methods can be applied 13-17 . We follow two methods: the method of least squares and the Galerekin's method. According to the method of least squares, we first construct the functional
and then minimizing it, we have
According to the Galerekin's method, we solve the following system for C 1 and C 2 :
Knowing C 1 and C 2 , the approximate solution is well determined.
Some Numerical Examples
Example 3.1 fifth-order linear . Consider the following problem:
with boundary conditions
The exact solution of this problem is y x x 1 − x e x .
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We choose the auxiliary function as h p p C 1 C 2 x . Plugging in this value in 2.3 of Section 2, we obtain the following linear problems which can be integrated directly.
Zeroth-order problem:
3.3
Second-order problem:
Adding up the solutions of these problems, the second-order approximate solution,
is determined by knowing the optimal values of the auxiliary constants, C 1 and C 2 . Using Galerkin's method, we obtain C 1 −1.000245451, C 2 0.000124615. By considering these values, 3.6 becomes
3.7
Numerical results of the solution 3.7 are displayed in Table 1 .
Example 3.2 another fifth-order linear . Consider the following problem: Numerical results of the solution 3.10 are displayed in Table 2 .
Example 3.3 33 fifth-order nonlinear . Consider the following problem:
3.12
The exact solution for this problem is y x e x/2 .
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We consider the second-order solution, y x 15 . Using Galerkin's procedure in Section 2, we obtain the following values:
The second-order approximate solution is 
3.14
Numerical results of the solution 3.14 are displayed in Table 3 .
Example 3.4 sixth-order nonlinear . Consider the following problem:
3.16
The exact solution is y x e −x .
8
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3.18
Numerical results of the solution 3.18 are displayed in Table 4 .
Example 3.5 eighth-order nonlinear . Consider the following problem: Considering the second-order solution y x 13 , the following values of the convergence controlling constants are obtained by using Galerkin's method:
3.20
The approximate solution in this case is 
3.22
If the method of least squares is used to determine C's, we have then
The approximate solution in this case is y x 1 x 0.5x 
3.24

3.26
Numerical results of the solutions 3.22 , 3.24 , and 3.26 are displayed in Table 5 .
Example 3.6 nineth-order linear . Consider the following problem:
Exact solution is y x 1 − x e x . For this linear problem, we take h p p C 1 C 2 x , and according to the rest of the procedure of OHAM, the second-order solution, y x y 0 x y 1 x, 13 , is determined by the values of C i : i 1, 2. Following the Galerkin's method, we obtain C 1 −1, C 2 0, for a 0 and b 1. 
3.29
Numerical results of the solution 3.29 are displayed in Table 6 .
Example 3.7 tenth-order nonlinear . Consider the following problem: 
3.32
Numerical results of the solution 3.32 are displayed in Table 7 .
Conclusions
In this paper, we have used OHAM to find the approximate analytic solution to higherorder two-point boundary value problems in finite domain. It is observed that the method is explicit, effective, and reliable. It works well for higher-order problems and represents the fastest convergence as well as a remarkable low error. The OHAM also provides us with a very simple way to control and adjust the convergence of the series solution using the auxiliary constants C i 's which are optimally determined. Furthermore, by using different forms of the auxiliary function, more accuracy can be obtained. It has been also observed that for determining the optimal values of C's, the performance of both the least squares and the Galerkin's method is problem dependent. One can select one of these two which best suits the problem solution.
