Abstract-Continuous traffic growth and crunched profit margins are leading network operators to deploying highcapacity backbone infrastructures with minimal capital investment. However, the cost-effective design of optical transport networks (OTNs) remains a complex challenge subjected to multiple constraints, e.g., maximum bit rate per channel, electrical multiplexing capabilities, wavelength count per fiber, optical interface cost, maximum transparent reach, etc. To efficiently solve this multiconstrained dimensioning problem in presence of heterogeneous client demands and optical channel rates of 40 Gb/s and 100 Gb/s, this paper presents a novel hybrid optimization framework. The proposed approach is based on an iterative combination of linear programming and rounding algorithms for the demand routing, with graph coloring heuristics for the wavelength assignment. The performance of this framework is assessed and compared with a similar approach that resorts to an integer linear programming (ILP) model to route the demands. The results obtained show that our proposal is able to reach the same low network expenditures as the ILP while requesting less computation time. We also confirm that the most costeffective network solutions are attained when optical line rate heterogeneity is jointly applied with diverse multiplexing capabilities at the OTN electrical layer, such as grooming and inverse-multiplexing.
I. INTRODUCTION
The increased adoption of IP-based applications in both business (e.g., cloud computing, VPN services) and residential (e.g., social networking, IPTV, file sharing) areas is leading to a significant growth of traffic over the existing telecom networks. At the customer premises, broadband access connectivity is guaranteed by recent fiber (PONs), copper (xDSL), and wireless (HSPA, LTE) technology deployments. Moreover, novel high-speed Ethernet interfaces of 40 Gb/s (40G) and 100 Gb/s (100G), recently standardized by IEEE [1] , are expected to be deployed at the network aggregation segment in order to meet the rapidly growing traffic requirements. Concurrently, the capacity of optical transport network (OTN) systems has been upgraded by ITU-T with the addition of the 100 Gb/s digital container specification for long-haul transmission [2] , [3] . However, the increasing market competition is putting service providers under continuous economical pressure. As a result, the adoption of novel optical technologies is hampered by the impact they have on currently deployed fiber infrastructure. Therefore, in order to abide to the engineering rules established for 10 Gb/s and 40 Gb/s network design, 100 Gb/s optical systems require the use of advanced modulation formats (e.g., CP-QPSK) and intensive digital signal processing to mitigate the impact of chromatic and polarization mode dispersion. For these reasons, innovative component design, integration, and packaging techniques are required for complying with the new transceiver architectures devised for these nextgeneration systems. Thus, the ongoing research and development efforts could be materialized into a first breed of 100 Gb/s products but at the expense of higher costs. In this scenario, the cost of one 100 Gb/s interface may surpass that of one, two, or even more 40 Gb/s interfaces, compromising the massive proliferation of these systems.
Capital expenditures (CAPEX) in long-haul optical networks are typically dominated by transceiver and regenerator costs [4] . Still, optical interface cost and line rate capacity are not the only factors needed to make a consistent decision about the most cost-efficient network design. In addition, the network planner must account for the following factors: optical transmission performance, which determines the maximum transparent reach and the number of required regenerators; wavelength count limit, that upper-bounds the number of optical channels traversing any given fiber link; the type of client service requests, which define the granularity of the traffic flows carried over the optical network; mixed line rate (MLR) capabilities, which imposes an heterogeneity in the bandwidth of the available optical channels; and traffic engineering techniques, that indicate the type of multiplexing procedures applicable at the electrical processing layer, such as grooming or inverse-multiplexing. The combined influence of these design aspects has been repeatedly neglected in the existing literature [5] [6] [7] . In [5] , [6] an ILP model and a heuristic method are described to cost-effectively design MLR networks. However, such proposals assume that only transparent lightpaths can be established, thus neglecting the important contribution of the regeneration equipment to the final network cost estimation and the use of translucent paths to satisfy the demands. Furthermore, a set of fixed cost relations are assumed between the different optical interfaces. Although such assumption may be acceptable in a very specific scenario, these prices have a tendency to vary along the commercial life of the transmission equipment. The authors of [7] present a heuristic solution that also uses the maximum optical reach constraint for solving the MLR problem. However, channel rate heterogeneity is only allowed for different links, i.e., all the lighpaths passing through a given link are required to have the same capacity over that fiber segment. This assumption limits the full application of the MLR concept and requires additional signal processing equipment for forwarding traffic between links of different capacities. Moreover, the aforementioned publications [5] [6] [7] also neglect the application of inverse-multiplexing for transmitting large traffic demands over cost-effective optical channels of lower capacity. Our previous work [8] , presented an optimization framework targeting the dimensioning of an OTN-based infrastructure for 40G and 100G service demands while taking into consideration the relative price and optical reach of the 40G and 100G optical interfaces. With the objective of minimizing the inherent expenditures, the total network cost accounted the transceiver and regenerator costs for each optical technology. In addition, some typical OTN functionalities, such as traffic grooming and inverse-multiplexing, were employed to encapsulate the traffic demands onto the channels offering the lowest cost figures. The design problem, which was formulated as an integer linear programming (ILP) model, was basically restricted to service provisioning at the optical channel data unit (ODU) network layer. In this case, and since wavelength assignment was neglected, the wavelength count limit per link was seen as a bound to the maximum number of ODU circuits supported in each link. However, when this solution is applied to a realistic OTN network scenario that includes the optical domain (see Fig. 1 ), two evident drawbacks can arise. Firstly, the paths provisioned at the electrical ODU level cannot be immediately transposed to the optical layer without being assigned a specific wavelength. This process imposes the wavelength continuity constraint and the result of performing wavelength assignment after routing may lead to a number of required wavelengths that surpasses the maximum wavelength count per link. This outcome can be even more problematic if the regenerators are inhibited from performing any wavelength conversion because the same wavelength needs to be reserved on the entire path. Secondly, considering the routing and the wavelength assignment together significantly increases the number of variables and constraints of the ILP model. This makes the problem intractable for networks of reasonable size.
In view of these limitations, this paper proposes an alternative approach which separates routing from wavelength assignment while guaranteeing that a specific number of maximum wavelengths per fiber is not exceeded on both procedures via an iterative process. At the routing and interface selection stage, two distinct methods are applied: the previously proposed ILP model [8] , and a linear programming model combined with rounding heuristics (LP+R). The latter approach can, in theory, require less computation time than the former to solve the same dimensioning problem. However, and since the integral constraints are relaxed, variable rounding may lead to a solution less than optimal. At the second stage, a set of known heuristics solves the wavelength assignment problem in network scenarios where the maximum number of required wavelengths per link is expected to remain equal to the wavelength count limit initially imposed during the routing. In case of the initial wavelength limit being exceeded, the procedure is repeated, by decreasing the number of wavelengths available for routing, until the initial wavelength count is satisfied after the wavelength assignment procedure. During this process, and when the wavelength count is decremented, the routing methods are expected to find a new solution (either by modifying the paths selected or by employing a distinct type of multiplexing) that ensures the demand satisfaction. The performance of this optimization framework is conveniently assessed in two reference topologies, considering heterogeneous (40G and 100G) demands as well as heterogeneous optical channel capacities.
This article is organized as follows. Section II introduces the OTN multiplexing hierarchy and the functionalities applicable in our optimization framework. Section III presents and describes an optimization procedure for designing MLR networks under multiple constraints, such as wavelength count, optical interface cost, and optical transparent reach. The design of two backbone networks is pursued in section IV to deliver an adequate comparison between the ILP and LP+R methods and demonstrate the benefits derived from optimized MLR implementations. Finally, the main conclusions from this work are crystallized in section V.
II. TRAFFIC MULTIPLEXING IN OPTICAL TRANSPORT NETWORKS
The OTN is a circuit-switched technology that offers connectivity between higher layer services and the underlying optical domain [9] . Such services comprise a large diversity of technologies, ranging from Ethernet to SONET/SDH, Fibre-Channel (FC), and Multi-Protocol Label Switching (MPLS). To deliver these services with the required efficiency, OTN was defined as a layered hierarchy (see Fig. 2 ) where each layer is dedicated to a set of specific functionalities. The different layers are defined and distributed between an electrical switching domain and an optical switching domain.
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At the electrical OTN layer, a group of digital framing structures (also called containers) are used to encapsulate the client traffic, such as the optical channel payload unit (OPU), the ODU (both within the ODU network layer), and the optical channel transport unit (OTU). These containers are electrically processed and support several functions, e.g., client signal adaptation to the OTN channel, multi-domain route tracing, signal supervision, FEC processing, etc [3] . The ODU network layer further includes the inverse-multiplexing protocol, named virtual concatenation (VCAT), and the link capacity adjustment scheme (LCAS), permitting to adjust the capacity allocated to a given service by dynamically adding/deleting channels from a concatenation group. At the optical domain, the optical channel (OCh) layer is responsible for managing the signal transmission between 3R (regeneration) points, while the optical transmission section (OTS) and the optical multiplex section (OMS) are dedicated to managing the multi-wavelength signals between the line amplifiers of a single optical span and between multiple optical spans delimited by optical multiplexing equipment, respectively. In such layers, signal quality monitoring and implementation of reliable protection mechanisms are also implemented. OTN has also been specified to support a wide range of bit-rate capacities [3] . For each container type, the bit rate capacity is identified by its order k. For the basic framing structure, the OPUk, the bit-rates supported vary from 2.488 Gb/s (k=1), 9.995 Gb/s (k=2), 40.150 Gb/s (k=3), to 104.355 Gb/s (k=4). When VCAT is applied, a set of OPUk containers are grouped to form the augmented OTN channel OPUk-Xv, where X represents the number of OPUk units in the concatenation group. Note that when VCAT is used, the OPUk containers of each group are viewed and handled as independent elements by the following ODU and OTU layers. Importantly, after mapping each container into an independent optical channel, the concatenation group can be routed in a multipath (diverse-path routing) or singlepath (co-routing) fashion, as shown in Fig. 3 . Essentially, the subject of this study relies on an optical network implemented accordingly to the OTN layered architecture (see Fig. 2 ) for supporting 100 Gb/s and 40 Gb/s services, e.g., high-speed Ethernet flows [10] , over heterogeneous optical interfaces. To account for the multiplexing flexibility available in OTN, each service type, either 100G or 40G, can be transported over the optical domain by one of two different ways. As observed in Fig. 4(a) , if the request from the Ethernet layer comprises a 100G flow, it can be either forwarded directly through a 100G optical channel (with OPU4 wrapping) or virtually-concatenated over three 40G optical channels (OPU3-3v solution). As mentioned, the latter case enables the use of multipath routing, if required. On the other hand, as shown in Fig. 4(b) , each 40G request can be directly mapped into a 40G optical channel (OPU3 container) or up to two 40G signals can be multiplexed (groomed) into a single 100G wavelength (OPU4 container). Thus, the number of wavelengths allocated at the optical domain will be dependent on the type of multiplexing procedure selected at the OTN electrical layer. In terms of network dimensioning, the quantity of channels required is reflected on a given cost (according to the interface type) and on a certain number of wavelengths that need to be available in the fiber links.
III. HYBRID OPTIMIZATION FRAMEWORK
As previously mentioned, our optimization strategy is based on a combination of linear programming and heuristic procedures. Linear programming techniques are applied in both ILP and LP+R models. Fundamentally, the LP+R approach aims at relaxing the ILP model to avoid using time-consuming enumeration techniques (e.g., branch-and-bound). The integrality of the variables is obtained after applying a rounding procedure to the LP solution. The proposed framework, described in Fig. 5 , receives as input several parameters, among which the wavelength count limit per fiber W. The first stage selects the optical interface capacity and the routing paths used to transmit the client data while minimizing the total network cost. During this stage, the number of ODUs occupying each fiber link is limited to W and the multiplexing schemes of the demands applied at the OTN electrical layer (e.g., direct mapping, grooming, or inverse-multiplexing) are also selected. Since wavelength
assignment is not considered in this stage, the underlying optical layer is viewed as being opaque (where any wavelength assignment restrictions are neglected). On the other hand, the number of regenerators required in each path is included in the network cost estimation. As output, a set of routing paths (consisting of links and nodes traversed) is delivered to the subsequent optimization stage, where wavelength assignment is then carried out. Here, known graph coloring heuristics [11] , [12] are employed to sort the wavelength associated to each routing path and minimize the number of different wavelengths used. In this case, both the wavelength uniqueness per link and the wavelength continuity constraints are enforced. Although the existence of regenerators is included for cost estimation purposes, the possibility of doing wavelength conversion in this equipment is not assumed. Hence, the wavelength assignment of the routing paths is done transparently, i.e., the same wavelength selection is maintained over the set of links composing each path. By separating the wavelength assignment from the routing process, there is a possibility that the number of different wavelengths allocated to the routing paths surpasses W. Whenever this occurs, the value of W at the routing stage is decremented and the dimensioning process is repeated until the initial W is satisfied by the number of wavelengths assigned. If the new values of W prevent the routing stage from establishing all the demands, the iterative dimensioning process is terminated. The routing and interface selection stage can be executed in two different ways: through an ILP model or via the LP+R approach. The ILP model is explained as follows. As input, the network topology is given to the ILP model as a graph G(V, E), where V and E comprise the non-empty sets of vertices and edges, respectively. Two demand matrices, each dedicated to a different client traffic type, containing the number of flows t sd exchanged between each source s and destination d node pairs, are also provided. In detail, the subsequent sets of parameters, constants and variables are used:
Parameters:
W: maximum number of wavelengths per link K: number of shortest paths computed for each sd node pair α: cost relation between 100G and 40G interfaces (see (1)) β: relation between the maximum transparent reach for 40G and 100G interfaces (see (2) path is used to transport the m-th 40G service flow between the sd node pair, and 0 otherwise
The ILP model aims at minimizing the cost of the network while resorting to both 40G and 100G optical technology. In order to differentiate the capital expenditures related with each option we define a cost model based on the transceiver cost ratio (1), identified as α, and on the maximum optical distance without regeneration ratio (2), denoted as β. In essence, an increase in α reflects a transceiver cost increase for the 100G interfaces in comparison with the 40G ones. Conversely, an increase of β above the unitary value means that the maximum optical reach of 40G transceivers surpasses the one provided by 100G equipment. The maximum optical reach of each transceiver type is used in (3) to calculate the minimum number of 3R regenerators required in a given path and for a given optical channel capacity. This number is obtained by relating the path distance with the maximum reach of the optical interface. For the sake of simplicity, it is also assumed that the cost of one regenerator corresponds to that of two transceivers. Additionally, the traffic demand of each sd pair for 100G demands is divided in (4) into N multiples of unitary 100G flows. For 40G requests, (5) partitions the traffic demand into M multiples of two 40G flows to enable grooming of up to two flows into each 100G channel. 100 40
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The objective function and the constraints of the proposed ILP model are presented and explained hereafter: 
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100, 100, 100
This model consists of a multi-commodity formulation where both the objective function and the constraints are expressed as linear functions. The objective function (6) aims at minimizing the total network expenditures total_cost of the network. At the output, the ILP model returns the routing of all 100G and 40G demands using integer variables x and y, respectively. For satisfying the 100G demands, each 100G signal may be sent over a single 100G channel, or via three 40G channels when exploiting VCAT. Therefore, constraint (7) is simultaneously used for assuring that the traffic demand is satisfied and for opting between single-channel or inverse-multiplexed transmission. In addition, expression (7) enables to individually select the routing path of each ODU, thereby determining if the virtually concatenated ODUs are co-routed or diversely routed. The 40G demands may be directly transmitted over 40G channels or groomed into 100G channels, as defined in constraint (8) . Constraint (9) guarantees that the maximum number of optical channels per fiber link is not exceeded. Finally, in (10) the total_cost is associated to the set of transceivers and regenerators required to satisfy all the traffic demands.
Select the variable which minimizes ∆, round it to nearest upward integer, and save the rounded value in the variable rounding list L. ). Eventually, the LP solution may deliver non-integral variables that cannot be used for dimensioning purposes. For this reason, as depicted in Fig. 6 , the LP+R method is implemented as an iterative procedure that rounds the routing variables to its nearest integrals while satisfying the remaining constraints of the model. Importantly, this is an incremental method, i.e., it only rounds one variable per iteration, enabling the following LP execution to take into account previous rounding decisions while minimizing the network cost.
After concluding the routing of the demands, the wavelength assignment for each optical channel is processed through two consecutive steps. In the first step, three graph coloring algorithms (Largest First, Smallest Last, and Color Degree) [11] are concurrently employed to obtaining an initial solution to the wavelength assignment problem. With this strategy, it is assured that the results are not biased by any particular graph coloring algorithm. In the second step, an iterative algorithm (known as Iterated Greedy [12] ) is applied to further reduce, if possible, the amount of necessary colors (wavelengths). Regarding the network cost minimization, whose results are reproduced in Fig. 10 , the difference between the ILP and LP+R approaches is practically negligible for the cases studied in both topologies. Thus, in terms of cost-effectiveness, both strategies compute adequate
solutions for the service provisioning problem. Additional considerations can be made by observing Fig. 10 11 , which depicts the wavelength usage, highlights pertinent differences between the ILP and LP+R approaches. In the EON case, the ILP model typically requires fewer wavelengths for routing the demands. Conversely, in UBN the LP+R approach provides the smallest amount of occupied wavelengths. These differences illustrate the diverse routing solutions obtained when using the ILP and LP+R methods. Noteworthy, although both approaches can produce significantly different values in the number of wavelengths used, the total network cost is not impacted. In general, as W increases, so does the number of wavelengths used as a way of benefiting from the lowcost and long-reach 40G interfaces. When grooming is disabled, smaller W can lead to unfeasible planning solutions due to the lack of available transmission channels. This effect is also evident in networks configurations where only 40G optical interfaces exist.
Lastly, Fig. 12 exhibits the average optical interface usage when different multiplexing functionalities are available at the OTN electrical layer. As observed, the interface distribution remains almost constant for high values of W (140 for UBN and 80 for EON). However, for smaller W, the amount of 100G transceivers increases as a way of exploiting the grooming of 40G services to save on wavelength channels. In addition, we can notice that the difference between ILP and LP+R is almost unperceivable. Interestingly, it is also possible to infer that the optimum mix of interfaces is dependable on several aspects, such as the network topology, the wavelength count per link, and the traffic multiplexing abilities.
V. CONCLUSIONS
This work has introduced and evaluated an optimization framework for dimensioning cost-effective optical transport networks with capabilities for supporting high-speed data services of 100 Gb/s and 40 Gb/s (e.g., Ethernet). The availability of both 40 Gb/s and 100 Gb/s optical technology and the possibility of using traffic grooming and inverse-multiplexing techniques are also explored. Two routing methods, based on an ILP model and a LP model combined with a rounding algorithm, are complemented with proper wavelength assignment heuristics for full resource provisioning at both electrical and optical layers. The results obtained demonstrate that the LP+R approach can obtain the same network cost levels as the ILP alternative while benefiting from smaller execution times. The number of wavelengths allocated is shown to depend heavily on the network topology while the amount of optical interfaces employed remains very close between both approaches. Moreover, the scenario where heterogeneous line rates are combined with VCAT and grooming functionalities was shown to yield the lowest cost over the other scenarios in which some multiplexing abilities are inhibited or only one type of line rate is available at the optical layer. 
