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P. Blache, R. Bertrand, B. Bigi, R. Espesser, M. Guardiola & S. Rauzy
LPL-CNRS, Université de Provence
Nous proposons dans cette présentation de faire le point sur une opération d’annotation de
grande envergure conduite dans le cadre du projet OTIM1.
Nous avons dans le cadre de ce projet constitué un grand corpus audio-visuel de parole spontanée
comprenant 8 heures de dialogues (soit 102.457 mots correspondant à 6.611 formes différentes)
totalement transcrit, aligné et richement annoté pour l’ensemble des domaines et des modalités.
Nous avons donc été confrontés aux principaux problèmes posés par l’annotation de ce type de
ressource. Cette présentation décrit les recommandations et les techniques que nous avons utilisées
pour parvenir à nos fins.
Transcription De façon à préserver les données, la transcription répond aux exigences établies
de longue date par le GARS de façon à préserver les données. Nous avons par ailleurs normalisé
la transcription d’un certain nombre de phénomènes de façon à prendre en compte les phénomènes
spécifiques de l’oral conversationnel (élisions, assimilations, réalisations phonétiques particulières,
etc.) et permettre la génération de la transcription phonétique et son alignement avec le signal . Ces
conventions de transcriptions forment ce que nous appelons la transcription orthographique enrichie
(TOE). A partir de la TOE il est de plus possible de générer automatiquement la transcription
phonétique, codée en sampa.
Alignement Notre objectif dans le cadre de ce projet est de disposer d’annotations précises pour
tous les domaines, de la phonétique au discours. Nous avons donc besoin d’un alignement au niveau
des phonèmes. Nous utilisons pour cela l’aligneur du LORIA permettant de fournir la localisation
temporelle de chaque phonème sur le signal. À partir de cet alignement et de la TOE, un module
permet d’établir la correspondance entre token phonétique et token orthographique.
Anonymisation La procédure d’anonymisation consiste à éliminer des canaux audio les infor-
mations personnelles des locuteurs (noms, lieu de résidence, etc.). Un repérage automatique des
noms propres a été réalisé, puis corrigé manuellement de façon à n’éliminer que les données per-
sonnelles et à vérifier que l’alignement mot/audio est correct. La transcription est anonymisée en
remplaçant ces noms propres par une étiquette unique pour chaque entité (constituant une trace
pour l’annotation des phénomènes de référence). Un outil d’anonymisation est ensuite appliqué sur
chaque piste, bruitant le signal tout en préservant la F0 et l’intensité.
Schéma d’encodage Nous avons dans le cadre du projet proposé de standardiser la conception
du schéma d’encodage en élaborant un schéma abstrait. Celui-ci consiste à décrire chaque domaine
d’information sous la forme d’une structure de trait typée. Par exemple, la structure de traits
suivante représente les informations associées à la syllabe ou aux syntagmes prosodiques.















































Ce modèle abstrait offre plusieurs avantages. Tout d’abord, il permet de proposer une représen-
tation globale et homogène de l’information, permettant de décrire précisément les traits, leurs types
et leur organisation. De plus, ce modèle permet de générer automatiquement un schéma XML dans
lequel les annotations seront encodées. Il devient donc possible de produire un schéma d’encodage
générique et réutilisable.
Annotations Le travail d’annotation a porté sur un grand nombre de domaines : phonétique,
prosodie, phonologie, syntaxe, discours et gestes. La phonétique contient ainsi toutes les informa-
tions y compris articulatoires sur les phonèmes. L’annotation prosodique manuelle comporte quant
à elle des informations variées comme les constituants, les contours, la proéminence, etc. La struc-
ture tonale, suivant le modèle intsint, est quant à elle générée automatiquement. De même, la
structuration syllabique est obtenue par un syllabeur que nous avons développé. Notre analyseur
morpho-syntaxique, permet de déterminer les catégories à partir desquelles une analyse superficielle
en chunks est effectuée de même qu’une segmentation en pseudo-phrases. Une annotation manuelle
des constructions détachées a par ailleurs été réalisée, de même que pour les disfluences (avec l’aide
d’un système automatique de repérage). Les annotations sur le discours portent quant à elles sur
différents phénomènes comme l’humour, les backchannels, le discours rapporté, les phases de nar-
ration, etc. Les gestes enfin ont été décrits manuellement. Pour certains phénomènes (notamment
tous ceux obtenus automatiquement), la totalité du corpus a été annoté, tandis que d’autres do-
maines nécessitent encore un travail manuel considérable (c’est le cas des gestes qui ont été annotés
sur un dialogue d’une heure).
Outils Nous avons utilisé pour les annotations manuelles Praat et Anvil. Les traitements automa-
tiques ont quant à eux été effectués par des systèmes développés au LPL. Un travail important a été
entrepris concernant l’interopérabilité. Tout d’abord, toutes les annotations automatiques génèrent
un format respectant le schéma XML obtenu à partir de la description en structure de traits typés
décrite plus haut. Le format obtenu peut ainsi servir de langage pivot pouvant être utilisé par les
différents éditeurs. Nous avons ainsi développé un utilitaire permettant d’éditer sous Praat (en
lecture et écriture) les données encodées selon ce schéma XML. Ce même utilitaire est en cours de
développement pour Anvil. Nous obtenons par conséquent une possibilité d’interopérabilité entre
ces deux éditeurs.
Patrimonialisation, diffusion Les données du CID et leurs annotations ont été déposées sur
le centre de ressource numérique CRDO-Aix. La totalité du corpus (signal audio et vidéo), sa
transcription orthographique et phonétique sont disponibles en libre accès. Les enrichissements
sont eux disponibles gratuitement sous condition.
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