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Abstract
We report on the methods used in our recent
DeepEnsembleCoco submission to the PASCAL
VOC 2012 challenge, which achieves state-of-the-
art performance on the object detection task. Our
method is a variant of the R-CNN model proposed
by Girshick et al. [4] with two key improvements
to training and evaluation. First, our method con-
structs an ensemble of deep CNN models with dif-
ferent architectures that are complementary to each
other. Second, we augment the PASCAL VOC
training set with images from the Microsoft COCO
dataset to significantly enlarge the amount train-
ing data. Importantly, we select a subset of the
Microsoft COCO images to be consistent with the
PASCAL VOC task. Results on the PASCAL VOC
evaluation server show that our proposed method
outperform all previous methods on the PASCAL
VOC 2012 detection task at time of submission.
1 Introduction
In recent years, advances in deep learning have dramati-
cally boosted the performance of object recognition, de-
tection and segmentation tasks (e.g., see [6], [4] and
[8], respectively). Large-scale convolutional neural net-
works (CNNs) pretrained on large datasets, such as Im-
ageNet [1], have demonstrated consistent improvement
and generalizability across other smaller datasets and all
current state-of-the-art results on the well known PAS-
CAL VOC dataset [2] use this approach. Thus, an emer-
gent trend in developing CNN models for computer vision
applications is to start from a pretrained neural network
and then fine tune the parameters for the task at hand,
such as detection, segmentation, or activity recognition,
and specific domain (i.e., dataset).
In addition, current best practice suggests that com-
bining the output from several models and augment-
ing training data to improve the variability of instances
seen during learning are further ingredients necessary for
achieving state-of-the-art performance. Both of these are
well known techniques in the machine learning commu-
nity and relate to model averaging and over-fitting pre-
vention. However, precise details in their implementation
can dramatically running times and effectiveness.
In this technical report we detail our procedure for
achieving state-of-the-art performance on the PASCAL
VOC detection task. Different from existing methods,
which use a single CNN model fine tuned on the PAS-
CAL VOC training set, we combine the practices out-
lined above. Specifically, we construct an ensemble
of CNN models with different architectures with pa-
rameters learned on different subsets of our augmented
training set—a combination of the original PASCAL
VOC training set and the much larger Microsoft COCO
dataset [7]. We include experimental analysis on compo-
nents of our model and the final combined model that
was submitted to the PASCAL VOC evaluation server
and achieved state-of-the-art results at the time of sub-
mission (3 May 2015).1.
2 Related Work
The introduction of the R-CNN approach by Girshick
et al. [4] opened the door for features obtained through
deep learning to improve object detection performance
on the PASCAL VOC dataset. In their work, AlexNet
CNN architecture [6] was used to extract a set of deep
features from arbitrary rectangular regions and used for
object classification. Since the introduction of AlexNet,
deep learning has advanced significantly both in terms
of model architecture and training methods. We hy-
pothesize that improving the feature extraction part of
the pipeline by combining the recent advances in deep
learning can boost model performance. To this end, our
work replaces the single AlexNet model with an ensem-
ble of different models, namely GoogleNet [11] and VGG-
16 [10]. These two recent models pushed the error rate to
below 10% on ImageNet Large Scale Visual Recognition
Challenge (ILSVRC) 2014 competition [9]. In addition
to the improved network architectures, we also explore
augmenting the training dataset with images from the
recently introduced Microsoft COCO dataset [7].
1Our submission was subsequently beaten by the method of Gi-
daris and Komodakis [3] on 9 May 2015.
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Figure 1: Schematic of our deep ensemble model.
3 Deep Ensemble Approach
We proposed an improved variant of the Region CNN (R-
CNN) method of Girshick et al. [4] for better object de-
tection. The improvement comes from three well known
but essential machine learning practices: starting from
good initial parameters, averaging models, and using as
much data as possible for training. An illustration of our
method is shown in Figure 1 and overview as follows:
• We start from two state-of-the-art pretrained net-
works, namely, GoogleNet [11] and VGG-16 [10]. In
contrast, the original R-CNN method starts from
the pretrained AlexNet network [6].
• We next refine the network parameters using combi-
nations of existing datasets in three different ways.
First, using the PASCAL VOC 2012 train set [2].
Second, using a merged training set consisting of
all images from PASCAL VOC 2007 trainval and
PASCAL VOC 2012 train. And third, using
the above augmented with Microsoft COCO 2014
trainval [7]. In the following we refer to these
training sets as VOC2012, VOC2007+2012, and
VOC+COCO, respectively.
• We finally combine the output of the refined Gool-
geNet and VGG-16 networks by averaging their pre-
dictions. The averaged predictions outperform pre-
dictions from either network alone. Thus, we hy-
pothesize that GoogleNet and VGG-16 learn com-
plementary features.
3.1 Training Baseline Models
In our work we use a heterogeneous GPU cluster for
training and evaluation. We fine tune our baseline mod-
els on VOC2012 using Caffe [5] and NVIDIA K20
GPUs and follow the protocol detailed in Girshick et al.
[4]. That is, we use stochastic gradient descent (SGD)
with initial learning rate of 10−3 and decrease by a factor
of 0.1 every 20,000 iterations. We also use momentum of
0.9 and weight decay of 5 × 10−4. We train for a total
of 100,000 iterations. Due to large memory requirements
for GoogleNet and VGG-16 (compared to AlexNet), we
use different minibatch sizes from the original R-CNN
setup. Specifically, we use minibatch sizes of 64 and
20 for GoogleNet and VGG-16, respectively. We also
omit the two small auxiliary GoogleNet convolutional
networks during fine tuning due to memory limitation.
That is, we delete the loss1 and loss2 branches from
GoogleNet network. This same fine tuning setup was
used on all our models with the set of training images
changed accordingly.
After fine tuning both networks, we extract feature
vectors for object classification. From the GoogleNet
network, we extract 1024 features from the output of the
last average pooling layer (i.e., immediately before the
1024-dimensional fully connected layer). From VGG-16,
we extract the 4096-dimensional output of the first fully
connected layer after the rectified linear units (ReLU).
Using these 1024-dimensional and 4096-dimensional
feature vectors from GoogleNet and VGG-16, respec-
tively, we train separate linear SVM classifiers for each
class independently. Here we use negative mining and
run the same post-processing pipeline as detailed in Gir-
shick et al. [4]. In addition, we also include experiment
results with bounding box regression.
3.2 Combining GoogleNet and VGG-16
There are many strategies that can be used to combine
the output from different models. For example, one could
concatenate the feature vectors from the different models
and train a single classifier over the higher dimensional
input. Another approach is to compute a straightforward
average of the outputs from the models.
In early experiments we found that there was negligi-
ble difference in accuracy between these two strategies.
As such, we report results using the simpler strategy of
training the GoogleNet and VGG-16 networks separately
and averaging their predictions at test time.
3.3 Data Augmentation
During informal testing we observed a large gap between
performance on the train and val datasets, the latter
not used for estimation of the model parameters. A nat-
ural conclusion then is that the fine tuning process is
overfitting to the training set. To combat overfitting we
augment the PASCAL VOC train dataset with addi-
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tional images, which we source in two different ways.
Our experimental results demonstrate the effectiveness
of this strategy in reducing the gap between the mean
average precision on the train and val datasets.
Our first approach is to merge the PASCAL VOC 2012
train set (which we call VOC2012) containing 5,717
labelled images with the PASCAL VOC 2007 trainval
set containing 5,011 labelled images. This produces a
training set that is almost double in size. We call the new
training set VOC2007+2012. Since the two datasets
being merged share the same class labels combining them
is straightforward.
Our second approach to data augmentation is not as
simple as the first. Here we combine VOC2007+2012
with data from the recently released Microsoft COCO
trainval dataset [7]. We call the resulting dataset
VOC+COCO. However, in order to produce this
dataset we need to overcome three challenges. First, the
Microsoft COCO dataset consists of many small objects,
much smaller than the objects annotated in the PAS-
CAL VOC datasets.2 We hypothesize that these objects
will be problematic for training a model that will not
encounter such small objects at test time. As such, we
simply filter them out prior to merging.
The second challenge we need to overcome is that the
Microsoft COCO dataset annotates objects with a differ-
ent set of categories to the labels used in PASCAL VOC
datasets. Microsoft COCO has eighty categories while
PASCAL VOC has only twenty. Nevertheless, many of
the Microsoft COCO categories can be mapped onto the
PASCAL VOC classes. For example, the couch label in
COCO corresponds to the sofa label in PASCAL. Here
we fine tune the CNN model parameters using all eighty
COCO classes, with the PASCAL VOC classes mapped
to corresponding classes. The final SVM classifiers are
then trained on the twenty PASCAL VOC classes (and
only the PASCAL VOC data). See Appendix A for the
mapping used.
The third challenge to overcome is the practical mem-
ory limitations we face when dealing with such large
datasets. In Girshick et al. [4], selective search [12] was
used to generate approximately 2000 candidate bounding
boxes per image. This already gives a very large number
of training examples for VOC2007+2012 and therefore
large memory (i.e., disk) and processing requirements.
We cannot currently accommodate the massive increase
in resources that would be required if the same proce-
dure was adopted for the Microsoft COCO data. Thus,
rather than use selective search for generating training
data from the Microsoft COCO dataset, we keep only
the ground truth bounding boxes (i.e., positive examples)
and randomly select a small number of negative examples
from each image. We sample three negative examples per
2By small we mean that the object’s ground truth bounding
box has width or height less than 30 pixels.
ground example and having no overlap with any ground
truth bounding box within the image. This approach has
the effect of increasing the ratio of positive to negative
training examples, which are already well represented in
VOC2007+2012.
Note that we only use VOC+COCO for fine tun-
ing of the GoogleNet and VGG-16 network parameters.
For training the final SVM classifiers, we discard train-
ing examples from the Microsoft COCO dataset that
do not correspond to any of the twenty PASCAL VOC
categories. The effective size of the resulting train-
ing set is 105,815 images, almost ten times larger than
VOC2007+2012.
With this larger training set we fine tune the parame-
ters on an NVIDIA K80 GPU and increase the minibatch
size to 128 and 82 for GoogleNet and VGG-16, respec-
tively.
4 Experiments and Results
In this section we evaluate our proposed training meth-
ods on the PASCAL VOC 2012 validation set. We fur-
ther report results obtained on the PASCAL VOC 2012
by submitting a model to the PASCAL evaluation server.
Here we additionally fine tune our model on the valida-
tion set images.
4.1 Baseline Models (VOC2012)
As can be seen from the results in Table 1, GoogleNet and
VGG-16 trained on VOC2012 give 59.4% and 58.6%
mAP, respectively, on PASCAL VOC 2012 validation set.
Once combined, the performance is boosted to 63.7%.
This suggests that the two networks learn complemen-
tary features such that one tends to correct the other
ones mistakes.
4.2 Data Augmentation
In these experiments we evaluate the affect of enlarging
the training set via data augmentation. Here we merge
the PASCAL VOC 2007 train and validation sets with
the PASCAL VOC 2012 train set and fine tune our pa-
rameters on this combined set.
As can be seen from the results in Table 1, GoogleNet
and VGG-16 trained on VOC2007+2012 give 62.1%
and 60.5% mAP, respectively. This represents about 2%
improvement over the baseline models. The combined
performance is 65.0%, which is 1.3% better than the
combined baseline. Thus we can see that performance
is consistently improved for both of the networks inde-
pendently as well as the combined, validating the intu-
ition that more (labeled) training data helps fine tuning.
Note, however, that the improvement gain when com-
bining the models trained on a larger dataset is less than
the improvement gain when combining the baseline mod-
els. This suggests a diminishing return on performance
as more data is used for training.
3
4.3 Combining Four Networks
Next, we evaluate performance when combining four
networks—GoogleNet and VGG-16 trained with and
without data augmentation. As can be seen in Table 1,
the combination of four networks results in 66.0% mAP,
which is about 1% improvement over the previous two
networks combined. Thus there is still value in includ-
ing the baseline models in our ensemble average to pro-
vide complementary information and reduce any affect
of overfitting.
4.4 Further Data Augmentation
In addition to the four network mentioned above, we
evaluate performed on two additional networks trained
using the Microsoft COCO data augmentation strategy.
This gives us six models, the combination of which results
in 68.3% mAP on the PASCAL VOC 2012 validation set
(Table 1). This represents a 2.3% improvement over the
combined previous four networks.
4.5 Bounding Box Regression and Aver-
aging
Following the approach of Girshick et al. [4], we applied
bounding box regression to the predictions for each of
the trained networks. The selective search procedure
proposes 2,000 bounding boxes per image, which results
in 12,000 regressed boxes once we apply bounding box
regression to each of our six networks. We average the
bounding boxes by feeding the average SVM score across
the six networks for each selective search box and aver-
aging the four regressed coordinates. This results in a
further performance improvement of 2%.
4.6 PASCAL VOC Test Server Results
To assess our performance on completely unseen data we
prepared a submission to the PASCAL VOC evaluation
server. Here we used the procedure same as above with
the addition of two more networks (GoogleNet and VGG-
16) fine tuned on VOC+COCO augmented with the
PASCAL VOC 2012 validation set images. In addition
the final SVM classifiers were trained using both training
and validation sets.
Our test results can be seen in Table 2 and example
results on a handful of categories in Figure 2. Our model
was the top ranked solution at the time of submission (3
May 2015). A subsequent submission [3] outperforms our
model by 0.6% and is included in Table 2 for reference.
5 Conclusion
This paper describes our submission on 3 May 2015 to the
PASCAL VOC test server for the object detection chal-
lenge. Our work confirms two important best practices
used in the training of machine learning models. First,
that fine tuning performance can be improved with more
Figure 2: Some example detections on various categories
correctly classified by our deep ensemble model.
training data. Second, that the overall accuracy is in-
creased when averaging the output of models trained on
different datasets (or components of datasets). As the
quantity of training data increases, however, the perfor-
mance improvement of the ensemble diminishes. These
simple techniques, while not new, allowed us to achieve
state-of-the-art performance on the PASCAL VOC ob-
ject detection challenge.
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COCO Class Mapping
PASCAL VOC COCO
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horse horse
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person person
potted plant potted plant
sheep sheep
sofa couch
train train
tv tv
Table 3: Mapping between PASCAL VOC and Microsoft
COCO classes.
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