Richardson and Green (1997) present a method of performing a Bayesian analysis of data from a finite mixture distribution with an unknown number of components. Their method is a Markov Chain Monte Carlo (MCMC) approach, which makes use of the "reversible jump" methodology described by Green (1995) . We describe an alternative MCMC method which views the parameters of the model as a (marked) point process, extending methods suggested by Ripley (1977) to create a Markov birth-death process with an appropriate stationary distribution. Our method is easy to implement, even in the case of data in more than one dimension, and we illustrate it on both univariate and bivariate data.
Introduction
Finite mixture models are typically used to model data where each observation is assumed to have arisen from one of k groups, each group being suitably modelled by a density from some parametric family. The density of each group is referred to as a component of the mixture, and is weighted by the relative frequency of the group in the population. This model provides a framework by which observations may be clustered together into groups for discrimination or classification (see for example McLachlan and Basford, 1988) . For a comprehensive list of such applications see Titterington et al. (1985) . Mixture models also provide a convenient and flexible family of distributions for estimating or approximating distributions which are not well modelled by any standard parametric family, and provide a parametric alternative to non-parametric methods of density estimation, such as kernel density estimation. See for example Roeder (1990) , West (1993) and Priebe (1994) .
This paper is principally concerned with the analysis of mixture models in which the number of components k is unknown. In applications where the components have a physical interpretation, inference for k may be of interest in itself. Where the mixture model is being used purely as a parametric alternative to non-parametric density estimation, the value of k chosen effects the flexibility of the model and thus the smoothness of the resulting density estimate. Inference for k may then be seen as analogous to bandwidth selection in kernel density estimation. Procedures which allow k to vary may therefore be of interest whether or not k has a physical interpretation. Inference for k may be seen as a specific example of the very common problem of choosing a model from a given set of competing models. Taking a Bayesian approach to this problem, as we do here, has the advantage that it provides not only a way of selecting a single "best" model, but also a coherent way of combining results over different models. In the mixture model context this might include performing density estimation by taking an appropriate average of density estimates obtained using different values of k. While model choice (and model averaging) within the Bayesian framework are both theoretically straightforward, they often provide a computational challenge, particularly when (as here) the competing models are of different dimensions. The use of Markov Chain Monte Carlo (MCMC) methods (see Gilks et al., 1996 , for an introduction) to perform Bayesian analysis is now very common, but MCMC methods which are able to jump between models of differing dimension has become popular only recently, in particular through the use of the "reversible jump" methodology developed by Green (1995) . This describes how to construct an ergodic Markov chain with the joint posterior distribution of the parameters and the model as its stationary distribution. Moves between models are achieved by periodically proposing a move to a different model, and rejecting it with appropriate probability to ensure that the chain possesses the required stationary distribution. Ideally these proposed moves are designed to have a high probability of acceptance so that the algorithm explores the different models adequately, though this is not always easy to achieve in practice. As usual in MCMC methods, quantities of interest may be estimated by forming sample path averages over simulated realisations of this Markov chain. The reversible jump methodology has now been applied to a wide range of model choice problems, including change point analysis (Green, 1995) , Quantitative Trait Locus analysis (Stephens and Fisch, 1998) , and mixture models (Richardson and Green, 1997) . In this paper we present an alternative method of constructing an ergodic Markov chain with appropriate stationary distribution, when the number of components k is considered unknown. The method is based on the construction of a continuous time Markov birth-death process (as described by Preston, 1976) with the appropriate stationary distribution, extending work by Ripley (1977) who first applied this idea to the simulation of point processes. The number of components is allowed to vary by allowing new components to be "born" and existing components to "die". These births and deaths occur in continuous time, and the relative rates at which they occur determine the stationary distribution of the process. The relationship between these rates and the stationary distribution is formalised in Section 3 (Theorem 3.1) and then used to construct an easily simulated process, in which births occur at a constant rate from the prior, and deaths occur at a rate which is very low for components which are critical in explaining the data, and very high for components which do not help explain the data. The accept-reject mechanism of reversible jump is thus replaced by a mechanism which allows both "good" and "bad" births to occur, but reverses bad births very quickly through a very quick death.
Our method is illustrated in Section 4, by fitting mixtures of normal (and t) distributions to univariate and bivariate data. The method appears to have similar computational expensive to that of Richardson and Green (1997) in the context of mixtures of univariate normal distributions, though direct comparisons are difficult. Both methods certainly give computationally tractable solutions to the problem, with rough results available in a matter of minutes. However, the mathematics required to implement our algorithm is much simpler, particularly in the case of bivariate data; work is still in progress on extending reversible jump methods to this case (Posse, 1997) . We end with a brief discussion of how the algorithm may be applied in other contexts as an alternative to reversible jump methods.
Bayesian methods for mixtures

Notation and missing data formulation
We consider a finite mixture model in which data x n = x 1 ; : : : ; x n are assumed to be independent observations from a mixture density with k (k possibly unknown but finite) components:
p(x j ; ; ) = 1 f(x; 1 ; ) + + k f(x; k ; );
(1) where = ( 1 ; : : : ; k ) are the mixture proportions which are constrained to be non-negative and sum to unity; = ( 1 ; : : : ; k ) are the (possibly vector) component specific parameters, with i being specific to component i; and is a (possibly vector) common parameter which is common to all components. Throughout this paper p( j ) will be used to denote both conditional densities and distributions.
It is convenient to introduce the missing data formulation of the model, in which each observation x j is assumed to arise from a specific but unknown component z j of the mixture. The model (1) can be written in terms of the missing data, with z 1 ; : : : ; z n assumed to be realisations of independent and identically distributed discrete random variables Z 1 ; : : : ; Z n with probability mass function Pr(Z j = i j ; ; ) = i (j = 1; : : : ; n; i = 1; : : : ; k):
Conditional on the Zs, x 1 ; : : : ; x n are assumed to be independent observations from the densities p(x j j Z j = i; ; ; ) = f(x j ; i ; ) (j = 1; : : : ; n):
Integrating out the missing data Z 1 ; : : : ; Z n then yields the model (1).
Hierarchical model and Bayesian inference via MCMC
We assume a hierarchical model for the prior on the parameters (k; ; ; ), with 1 ; : : : ; k being exchangeable and with the standard conjugate symmetric Dirichlet prior on . Specifically we assume that given hyperparameters !, and common component parameters , the prior distribution of (k; ; We note that this general hierarchical model includes the specific models used by Diebolt and Robert (1994) and Richardson and Green (1997) in the context of mixtures of univariate normal distributions. For an alternative approach see Escobar and West (1995) who use a prior structure based on the Dirichlet process.
Given data x n , Bayesian inference may be performed using MCMC methods, which involve the construction of a Markov chain f (t) g with the posterior distribution p( j x n ) of the parameters = (k; ; ; ) as its stationary distribution. Given suitable regularity conditions (see for example Tierney, 1996, p.65) , quantities of interest may be consistently estimated by sample path averages. 
and similarly the predictive density for a future observation may be estimated by
More details, including details of the construction of a suitable Markov chain when k is fixed, can be found in the paper by Diebolt and Robert (1994) , chapters of the books by Robert (1994) and Gelman et al. (1995) , and the article by Robert (1996) . Richardson and Green (1997) describe the construction of a suitable Markov chain when k is allowed to vary using the reversible jump methodology developed by Green (1995) . We now describe an alternative approach.
3 Constructing a Markov chain via simulation of point processes
The parameters as a point process
Our strategy is to view each component of the mixture as a point in parameter space, and adapt theory from the simulation of point processes to help construct a Markov chain with the posterior distribution of the parameters as its stationary distribution. We begin by noting that the prior dis- is also invariant under permutations of the components labels, the posterior distribution p(k; ; j x n ; !; ) / L(k; ; ; )p(k; ; j !; )
will be similarly invariant. Fixing ! and , we can thus ignore the labelling of the components and can consider any set of k parameter values ( 1 ; 1 ); : : : ; ( k ; k ) as a set of k points in 0; 1] , with the constraint that 1 + + k = 1 (see, for example, Figure 1a) .) The posterior distribution p(k; ; j x n ; !; ) can then be seen as a (suitably constrained) distribution of points in 0; 1] , or in other words a point process on 0; 1] . Equivalently the posterior distribution can be seen as a marked point process in , with each point i having an associated mark i 2 0; 1], with the marks being constrained to sum to unity. Methods for simulating point processes often rely on the construction of a continuous time Markov birth-death process with appropriate stationary distribution; an idea which originated with Ripley (1977) , based on theory developed by Preston (1976) . We now describe the construction of such a process with stationary distribution p(k; ; j x n ; !; ), with !; kept fixed. In Section 3.4 this process will be combined with Gibbs sampling steps which allow ! and to vary to create a Markov chain with stationary distribution p(k; ; ; !; j x n ).
Birth-death processes for the components of a mixture model
Let k denote the parameter space of the mixture model with k components, ignoring the labelling of the components, and let = S k 1 k . We will use set notation to refer to members of , writing y = ( 1 ; 1 ); : : : ; ( k ; k ) 2 k to represent the parameters of the model (1) keeping fixed, and so we may write ( i ; i ) 2 y for i = 1; : : : ; k.
We define births and deaths on as follows: 
for some d :
) ! R + . The overall death rate is then given by (y) = P j j (y).
The time to the next birth/death event is therefore exponentially distributed, with mean 1= ? (y) + (y) , and it will be a birth with probability (y)=( (y) + (y)), and a death of component j with probability j (y)=( (y) + (y)). The following Theorem gives sufficient conditions on b and d for this process to have stationary distribution p(k; ; j x n ; !; ). Proof. The proof is deferred to the appendix (Section 6). Starting with initial model y = ( 1 ; 1 ); : : : ; ( k ; k ) 2 k , iterate the following steps:
1. Let the birth rate (y) = b .
2. Calculate the death rate for each component, the death rate for component j being given by (16):
3. Calculate the total death rate (y) = P j j (y). 6. Adjust y to reflect the birth or death (as defined by (9) and (10) Death: Select a component to die: ( j ; j ) 2 y being selected with probability j (y)= (y)
for j = 1; : : : ; k:
7. Return to step 2.
Constructing a Markov Chain
If we fix ! and then Algorithm 3.1 simulates a birth-death process with stationary distribution p(k; ; j x n ; !; ). This can be combined with Gibbs sampling steps which allow ! and to vary to create a Markov chain with stationary distribution p(k; ; ; !; j x n ), as in Algorithm 3.2 below.
Algorithm 3.2. To simulate a Markov chain with appropriate stationary distribution.
Given the state (t) = (t) at time t, simulate a value for (t+1) = (t+1) as follows:
Step 1: Sample (k (t) 0 ; (t) 0 ; (t) 0 ) by running the birth-death process for a fixed time t 0 , starting from (k (t) ; (t) ; (t) ) and fixing (!; ) to be (! (t) ; (t) ). Set k (t+1) = k (t) 0 .
Step 2: Sample (z n ) (t+1) from p(z n j k (t+1) ; (t) 0 ; (t) 0 ; (t) ; ! (t) ; x n ):
Step 3: Sample (t+1) ; ! (t+1) from p( ; ! j k (t+1) ; (t) 0 ; (t) 0 ; x n ; z n ).
Step 4: Sample (t+1) ; (t+1) from p( ; j k (t+1) ; (t+1) ; ! (t+1) ; x n ; z n ).
Provided the full conditional posterior distributions for each parameter give support to all parts of the parameter space, this will define an irreducible Markov chain with stationary distribution p(k; ; ; !; ; z n j x n ) suitable for estimating quantities of interest by forming sample path averages as in (6) and (7). The proof is straightforward and is ommitted (see Stephens, 1997, p.84) .
Step 1 of the algorithm involve movements between different values of k by allowing new components to be "born", and existing components to "die". Steps 2, 3 and 4 allow the parameters to vary with k kept fixed.
Step 4 is not strictly necessary to ensure convergence of the Markov chain to the correct stationary distribution, but is recommended to improve mixing. Note that the distributions in Steps 3 and 4 are based on the complete data (x n ; z n ), and so can often be sampled from directly provided the priors are from the appropriate conjugate family. We refer to steps 2-4 as Gibbs sampling steps, as they consist of sampling new values for each parameter conditional on all the other parameters.
Note that (as usual in Gibbs sampling) the algorithm remains valid if any or all of !; and are partitioned into separate components which are updated one at a time by a Gibbs sampling step, as will be the case in our examples.
Alternative choices of b
Algorithm 3.1 seems rather naive in that births occur from the prior, which may lead to many births of components which do not help to explain the data. Such components will have a high death rate (16) and so will die very quickly, which is inefficient in the same way as an acceptreject simulation algorithm is inefficient if many samples are rejected. However, in the examples we consider in the next section this naive algorithm performs reasonably well, and so we have not considered any cleverer choices of b ? y; ( ; ) which may allow births to occur in a less naive way. While other choices of b may improve efficiency, we note that our choices seem limited by the fact that we need to be able to quickly calculate the birth rate (12) and to be able to sample efficiently from the density (15), perhaps by an efficient accept-reject scheme (see for example Ripley, 1977) .
The algorithm will be more efficient for priors with hyperparameters ! which vary in such a way that the distribution e p( j !; ) "adapts" to make the birth of sensible components more likely, an example of which we will see in the next section.
Examples
Our examples demonstrate the use of Algorithm 3.2 to perform inference in the context of both univariate and bivariate data x n , which are assumed to be independent observations from a mixture of an unknown (finite) number of normal distributions:
p(x j ; ; ) = 1 N r (x; 1 ; 1 ) + + k N r (x; k ; k ): (18) Here N r (x; i ; i ) denotes the density function of the r-dimensional multivariate normal distribution with mean i and variance-covariance matrix i . In the univariate case (r = 1) we may write 2 for .
Prior distributions
We assume a truncated Poisson prior on the number of components k: p(k) / k k! (k = 1; : : : ; k max = 100); (19) where is a constant; we will perform analyses with several different values of . Conditional on k we base our prior for the model parameters on the hierarchical prior suggested by Richardson and Green (1997) However, (24) also defines a density for non-integer m provided m > r ?1. Methods of simulating from the Wishart distribution (which work for non-integer m > r ? 1) may be found in Ripley (1987) . For m r ? 1 we will use W r (m; A) to represent the improper distribution with density proportional to (24). This is not the usual definition of W r (m; A) for m r?1, which is a singular distribution confined to a subspace of symmetric matrices.
For univariate data we follow Richardson and Green (1997) , who take ( ; ; ; g; h; ) to be (data-dependant) constants with the following values:
where 1 is the midpoint of the observed interval of variation of the data, and R 1 is the length of this interval. The value = 2 was chosen to express the belief that the variances of the components are similar, without restricting them to be equal. For bivariate data (r = 2) we felt that a slightly stronger constraint would be appropriate, and so increased to 3, making a corresponding change where 1 and 2 are the midpoints of the observed intervals of variation of the data in the first and second dimension respectively, and R 1 and R 2 are the respective lengths of these intervals. We note that the prior on in the bivariate case W 2 (0:6; (2h) ?1 )
is an improper distribution, but careful checking of the necessary integrals shows that the posterior distributions are proper.
In our examples we consider the following priors:
1. The Fixed-prior, which is the name we give to the prior given above. The full conditional posterior distributions required for the Gibbs sampling updates (Steps 2-4 in Algorithm 3.2)
are then (using j : : : to denote conditioning on all other variables) p(z j = i j ) / i N r (x j ; i ; i ) 
for i = 1; : : : ; k and j = 1; : : : ; n, where n i is the number of observations allocated to class i (n i = #fj : z j = ig) and x i is the mean of the observations allocated to class i ( x i = P j:z j =i x j =n i :) The Gibbs sampling updates were performed in the order ; ; ; :
2. The Variable-prior, in which and are also treated as hyperparameters on which we place "vague" priors. This is an attempt to represent the belief that the means will be close together when viewed on some scale, without being informative about their actual location. It is also an attempt to address some of the objections to the Fixed-prior discussed in Section 4.5, and is an example of a prior whose hyperparameters may adapt to make births of sensible components more likely, as discussed in Section 3.5. We chose to place an improper uniform prior distribution on , and a "vague" W r (l; (lI r ) ?1 ) distribution on where I r is the r r identity matrix. In order to ensure the posterior distribution for is proper, this distribution is required to be proper, and so we require l > r ? 1. We used l = r ? 1 + 0:001 as our default value for l. were performed in the order ; ; ; ; ; :
These priors should be seen as convenient for the purposes of illustration, and we warn against considering them as "non-informative" or "weakly" informative. In particular we will see that inference for k can be highly sensitive to the priors used. Further discussion is deferred to Section 4.5. Roeder, 1990) we have overlaid the histogram with a non-parametric density estimate using Gaussian kernel density estimation, with bandwidth chosen automatically according to a rule given by Sheather and Jones (1991) calculated using the S function width.SJ from Venables and Ripley (1997) .
Values for (t 0 ; b ) Algorithm 3.1 requires the specification of a birth-rate b , and Algorithm 3.2 requires the specification of a (virtual) time t 0 for which the birth-death process is run. Doubling b is mathematically equivalent to doubling t 0 , and so we are free to fix t 0 = 1, and specify a value for b . In all our examples we used b = (the parameter of the Poisson prior in (19)), which gives a convenient form of the death rates (17) as a likelihood ratio which does not depend on . Larger values of b will result in better mixing over k, at the cost of more computation time per iteration of Algorithm 3.2, and it is not clear how an optimal balance between these factors should be acheived.
Example 1: Galaxy data
As our first example we consider the galaxy data first presented by Postman et al. (1986) , consisting of the velocities (in 10 3 km/s) of distant galaxies diverging from our own, from six wellseparated conic sections of the Corona Borealis. The original data consists of 83 observations, but one of these observations (a velocity of 5:607 10 3 km/s) does not appear in the version of the data given by Roeder (1990) , which has since been analysed under a variety of mixture models by a number of authors, including Crawford (1994 ), Chib (1995 , Carlin and Chib (1995) , Escobar and West (1995) , Phillips and Smith (1996) and Richardson and Green (1997) . In order to make our analysis comparable with these we have chosen to ignore the missing observation. A histogram of the data overlaid with a Gaussian kernel density estimate is shown in Figure 2 . The multimodality of the velocities may indicate the presence of superclusters of galaxies surrounded by large voids, each mode representing a cluster as it moves away at its own speed (Roeder, 1990 , gives more background).
We use Algorithm 3.2 to fit the following mixture models to the galaxy data: a) A mixture of normal distributions using the Fixed-prior described in Section 4.
b) A mixture of normal distributions using the Variable-prior described in Section 4. c) A mixture of t distributions on p = 4 degrees of freedom:
p(x j ; ; 2 ) = 1 t p (x; 1 ; 2
where t p (x; i ; 2 i ) is the density of the t-distribution with p degrees of freedom, with mean i and variance p 2 i =(p ? 2) (see for example Gelman et al., 1995, p. 476) . The value p = 4 was chosen to give a distribution similar to the normal distribution with slightly "fatter tails", since there was some evidence when fitting the normal distributions that extra components were being used to create longer tails. We used the Fixed-prior for ( ; ; 2 ). Adjusting the birthdeath algorithm to fit t distributions is simply a matter of replacing the normal density with the t density when calculating the likelihood. The Gibbs sampling steps are performed as explained in Stephens (1997) .
We will refer to these three models as "Normal, Fixed-"; "Normal, Variable-"; and "t 4 , Fixed-" respectively. For each of the three models we performed the analysis with four different values of the parameter (the parameter of the truncated Poisson prior on k): 1,3,6 and 25. The choice of = 25 was considered in order to give some idea of how the method would behave as was allowed to get very large.
Starting points, computational expense, and mixing behaviour
For each prior we performed 20 000 iterations of Algorithm 3.2, with the starting point being chosen by setting k = 1, setting ( ; ) to the values chosen for the Fixed-prior, and sampling the other parameters from their joint prior distribution. In each case the sampler moved quickly from the low likelihood of the starting point to an area of parameter space with higher likelihood.
The computational expense was not great. For example, the runs for = 3 took 150-250 seconds (CPU times on a Sun UltraSparc 200 workstation), which corresponds to about 80-130 iterations per second. Roughly the same amount of time was spent performing the Gibbs sampling steps as performing the birth-death calculations. The main expense of the birth-death process calculations is in calculating the model likelihood, and a significant saving could be made by using a look-up table for the normal density (this was not done).
In assessing the convergence and mixing properties of our algorithm we follow Richardson and Green (1997) in examining firstly the mixing over k, and then the mixing over the other parameters within k. Figure 3a) shows the sampled values of k for the runs with = 3. A rough idea of how well the algorithm is exploring the space may be obtained from the percentages of iterations which changed k, which in this case were 36%, 52%, and 38% for models a)-c) respectively. More information can be obtained from the autocorrelation of the sampled values of k (Figure 3b) ) which show that successive samples have a high autocorrelation. This is due to the fact that k tends to change by at most one in each iteration, and so many iterations are required to move between small and large values of k.
In order to obtain a comparison with the performance of the reversible jump sampler of Richardson and Green (1997) we also performed runs with the prior they used for this data; namely a uniform prior on k = 1; : : : ; 30 and the Fixed-prior on the parameters. For this prior our sampler took 170 seconds and changed k in 34% of iterations, which compares favourably with the 11-18% of iterations obtained by Richardson and Green (1997) using the reversible jump sampler (their Table 1). We also tried applying the convergence diagnostic suggested by Gelman and Rubin (1992) which requires more than one chain to be run from overdispersed starting points (see the reviews by Cowles and Carlin 1996 chains of length 20 000, with two started from k = 1 and two started from k = 30, convergence was diagnosed for the output of Algorithm 3.2 within 2500 iterations. Richardson and Green (1997) note that allowing k to vary can result in much improved mixing behaviour of the sampler over the mixture model parameters within k. For example, if we fix k and use Gibbs sampling to fit k = 3 t 4 distributions to the galaxy data with the Fixed-prior, there are two well-separated modes (a major mode with means near 10, 20, and 23 and a minor mode with means near 10, 21 and 34). Our Gibbs sampler with fixed k struggled to move between these modes, moving from major mode to minor mode and back only once in 10 000 iterations (results not shown). We applied Algorithm 3.2 to this problem, using = 1. Of the 10 000 points sampled, there were 1913 visits to k = 3, during which the minor mode was visited on at least 6 different occasions (Figure 4 ). In this case the improved mixing behaviour results from the ability to move between the modes for k = 3 via states with k = 4: that is (roughly speaking), from the major mode to the minor mode via a four component model with means near 10, 20, 23 and 34. If we are genuinely only interested in the case k = 3 then the improved mixing behaviour of the variable k sampler must be balanced against its increased computational cost, particularly as we generated only 1913 samples from k = 3 in 10 000 iterations of the sampler. By truncating the prior on k to allow only k = 3 and k = 4, and using = 0:1 to favour the 3 component model strongly, we were able to increase this to 7371 samples with k = 3 in 10 000 iterations, with about 6 separate visits to the minor mode. Alternative strategies for obtaining a sample from the birth-death process conditional on a fixed value of k are given by Ripley (1977) . : Sampled values of means for three components, sampled using Algorithm 3.2 when fitting a variable number of t 4 components to the galaxy data, with Fixed-prior, = 1, and conditioning the resulting output on k = 3. The output is essentially "unlabelled", and so labelling of the points was achieved by applying a method of Stephens (1997, Algorithm 3.3) . The variable k sampler visits the minor mode at least 6 separate times in 1913 iterations, compared with once in 10 000 iterations for a fixed k sampler.
or Brooks and Roberts 1998 for alternative diagnostics). Based on four
Inference
The results in this section are based on runs of length 20 000 with the first 10 000 iterations being discarded as burn-in -numbers we believe to be large enough to give meaningful results based on our investigations of the mixing properties of our chain. Estimates of the posterior distribution of k ( Figure 5 ) show that it is highly sensitive to the prior used, both in terms of choice of and the prior (Variable-or Fixed-) used on the parameters ( ; 2 ). Corresponding estimates of the predictive density ( Figure 6 ) show that this is less sensitive to choice of model. Although the density estimates become less smooth as increases, even the density estimates for (the unreasonably large value of)
= 25 do not appear to be overfitting badly.
The large number of normal components being fitted to the data suggests that the data is not well modelled by a mixture of normal distributions. Further investigation shows that many of these components have small weight and are being used to effectively "fatten the tails" of the normal distributions, which explains why fewer t 4 components are required to model the data. Parsimony suggests that we should prefer the t 4 model, and we can formalise this as follows. Suppose we assume that the data has arisen from either a mixture of normals or a mixture of t 4 s, with p(t 4 ) = p(normal) = 0:5.
For the Fixed-prior with = 1 we can estimate p(k j t 4 ; x n ) and p(k j normal; x n ) using Algorithm 3.2 (Table 1) . By Bayes theorem we have p(k j t 4 ; x n ) = p(k; t 4 j x n ) p(t 4 j x n )
for all k
and so p(t 4 j x n ) = p(k; t 4 j x n ) p(k j t 4 ; x n ) = p(x n j k; t 4 )p(k; t 4 ) p(k j t 4 ; x n )p(x n )
for all k,
and similarly
for all k.
Thus if we can estimate p(x n j k; t 4 ) for some k and p(x n j k; normal) for some k then we can estimate p(t 4 j x n ) and p(normal j x n ). Mathieson (1997) describes a method (a type of importance sampling which he refers to as Truncated Harmonic Mean (THM) and which is similar to the method Table 1 : Estimates of the posterior probabilities p(k j t 4 ; x n ) and p(k j normal; x n ). These are the means of the estimates from five separate runs of Algorithm 3.2, each run consisting of 20 000 iterations with the first 10 000 iterations being discarded as burn-in; the standard errors of these estimates are shown in brackets. Table 2 : Estimates of the posterior probabilities p(t 4 ; k j x n ) and p(normal; k j x n ) (see text for details of how these were obtained).
described by DiCiccio et al. (1997) ) of obtaining estimates for p(x n j k; t 4 ) and p(x n j k; normal), and uses this method to obtain the estimates ? log p(x n j k = 3; t 4 ) 227:64 and ? log p(x n j k = 3; normal) 229:08;
giving (using equations (34) and (35)) p(t 4 j x n ) 0:916 andp(normal j x n ) 0:084;
from which we can estimate p(t 4 ; k j x n ) = p(t 4 j x n )p(k j t 4 ; x n ), and similarly for normals -the results are shown in Table 2 . We conclude that for the prior distributions used, mixtures of t 4 distributions are heavily favoured over mixtures of normal distributions, with four t 4 components having the highest posterior probability. It would be relatively straightforward to modify our algorithm to fit t distributions with an unknown number of degrees of freedom, thus automating the above model choice procedure. It would also be straightforward to allow each component of the mixture to have a different number of degrees of freedom.
Example 2: Old Faithful data
For our second example, we consider the Old Faithful data (the version from Härdle, 1991, also considered by Venables and Ripley, 1994) which consists of data on 272 eruptions of the Old Faithful geyser in the Yellowstone National Park. Each observation consists of two observations: the duration (in minutes) of the eruption, and the waiting time (in minutes) before the next eruption. A scatter plot of the data in two dimensions shows two moderately separated groups (Figure 7) . We used Algorithm 3.2 to fit a mixture of an unknown number of bivariate normal distributions to the data, using = 1; 3 and both the Fixed-and Variable-priors detailed in Section 4.
Each run consisted of 20 000 iterations of Algorithm 3.2, with the starting point being chosen by setting k = 1, setting ( ; ) to the values chosen for the Fixed-prior, and sampling the other parameters from their joint prior distribution. In each case the sampler moved quickly from the low likelihood of the starting point to an area of parameter space with higher likelihood. The runs for = 3 took about 7-8 minutes. Figure 8a) shows the resulting sampled values of the number of components k, which can be seen to vary more rapidly for the Variable-model, due
to its greater permissiveness of extra components. For the runs with = 3 the proportion of iterations which resulted in a change in k were 9% (Fixed-) and 39% (Variable-). For = 1 the corresponding figures were 3% and 10% respectively. Graphs of the autocorrelations ( Figure  8b) ) suggest that the mixing is slightly poorer than for the galaxy data, presumably due to births of reasonable components being less likely in the two-dimensional case. This poorer mixing means that longer runs may be necessary to obtain accurate estimates of p(k j x n ). The method of Gelman and Rubin (1992) applied to two runs of length 20 000 starting from k = 1 and k = 30 diagnosed convergence within 10 000 iterations for the Fixed-prior with = 1; 3.
Estimates of the posterior distribution for k (Figure 8c) ) show that it depends heavily on the prior used, while estimates of the predictive density (Figure 8d) ) are less sensitive to changes in the prior. Where more than two components are fitted to the data the extra components appear to be modelling deviations from normality in the two obvious groups, rather than interpretable extra groups.
Example 3: Iris Virginica data
We now briefly consider the famous Iris data, collected by Anderson (1935) which consists of four measurements (petal and sepal length and width) for 50 specimens of each of three species (setosa, versicolor, and virginica) of iris. Wilson (1982) suggests that the virginica and versicolor species may each be split into subspecies, though analysis by McLachlan (1992) using maximum likelihood methods suggests that this is not justified by the data. We investigated this question for the virginica species by fitting a mixture of an unknown number of bivariate normal distributions to the 50 observations of sepal length and petal length for this species, which are shown in Figure 9 .
Our analysis was performed with = 1; 3 and with both Fixed-and Variable-priors. We applied Algorithm 3.2 to obtain a sample of size 20 000 from a random starting point, and discarded the first 10 000 observations as burn-in. The mixing behaviour of the chain over k was reasonable, with the percentages of sample points for which k changed being 6% ( = 1) and 21% ( = 3)
for the Fixed-prior, and 5% ( = 1) and 36% ( = 3) for the Variable-prior. The mode of the Fixed-prior, = 3; Right: Variable-prior, = 3. The posterior distribution of k can be seen to depend on both the prior distribution for k (value of ), and the prior distribution for ( ; ) (Variable-or Fixed-) .
The density estimates appear to be less sensitive to choice of prior. resulting estimates for the posterior distribution of k is at k = 1 for at least three of the four priors used (Figure 10a) ) and the results seem to support the conclusion of McLachlan (1992) that the data does not support a division into subspecies (though we note that in our analysis we used only two of the four measurements available for each specimen). The full predictive density estimates in Figure  10b ) indicate that where more than one component is fitted to the data they are again being used to model lack of normality in the data, rather than interpretable groups in the data.
Example 4: Simulated Ring data
As a final example we present the results of a density estimation problem for data which is not well modelled by a mixture of a reasonable number of normal components. We simulated a uniform "ring" of data, by simulating 2000 random points uniformly in the square of side-length 2 about the origin, and then removing all those points within a radius of 0.5 and outside a radius of 1. A scatter plot of the remaining 1183 data points is shown in Figure 11 . Algorithm 3.2 was run for 10 000 iterations, with the Variable-prior, and = 3. The first 1000 iterations were discarded as burn-in (the run was made rather short due to the computational burden; we did not concern ourselves greatly with convergence for this example) and a predictive density estimate formed with the remaining 9000 sample points is shown in Figure 11 . Some of the circular structure has been preserved by fitting large numbers of normal components (up to 30), but the sharp edges of the boundary have been considerably smoothed out.
Effect of prior on posterior for k
Our examples show that the posterior distribution for the number of components k in a mixture can be highly dependent on not just the prior chosen for k, but also the prior chosen for the other parameters of the mixture model. Richardson and Green (1997) , in their investigation of one-dimensional data, note that when using the Fixed-prior, the value chosen for in the prior N( ; ?1 ) for the means 1 ; : : : ; k has a subtle effect on the posterior distribution of k. A very large value of , representing a strong belief that the means lie at (chosen to be the midpoint of the range of the data) will favour models with a small number of components and larger variances. De- creasing to represent vaguer prior knowledge about the means will initially encourage the fitting of more components with means spread across the range of the data. However, continuing to decrease , to represent vaguer and vaguer knowledge on the location of the means, eventually favours fitting fewer components. In the limit, as ! 0, the posterior distribution of k becomes independent of the data, and heavily favours a one component model for reasonable amounts of data (see Stephens 1997 or Jennison 1997 . Priors which appear to be only "weakly" informative for the parameters of the mixture components may thus be highly informative for the number of components in the mixture.
Since very large and very small values of in the Fixed-prior both lead to priors which are highly informative for k, it might be interesting to search for a value of (probably depending on the observed data) which leads to a Fixed-prior which is "minimally informative" for k in some well-defined way. Further progress might also be made by seeking priors which express the idea that the components of the mixture are different enough for discrimination to be a reasonable aim, and thus avoid fitting several similar components where one will suffice. Alternatively we might try distinguishing between the number of components in the model, and the number of "groups" in the data, by allowing each group to be modelled by several "similar" components. Groups might be created by clustering together similar components in the mixture by post-processing the output of the MCMC sampler. Alternatively, a more principled approach would be to use a prior structure which expresses the idea that components representing aspects of the same group are similar when compared with components representing other groups. For example, the group means might be a priori distributed on the scale of the data, and each group might consist of an unknown number of normal components, with means distributed around the group mean on a smaller scale than the data. The discussion following Richardson and Green (1997) provides a number of other avenues for further investigation of suitable priors, and we hope that the computational tools described in this paper will help make such further investigation possible.
Extension to other contexts
Although the methodology has been illustrated in the context of mixture distributions with an unknown number of components, we believe it provides an alternative to reversible jump methods in many other contexts. As an example we consider briefly the change-point problem considered by Green (1995) . The parameters of this model are the number of changepoints k, the positions 0 < s 1 < < s k < L of the changepoints, and the heights h i (i = 0; : : : ; k) associated with the intervals s i ; s i+1 ], where s 0 and s k+1 are defined to be 0 and L respectively. In order to treat the parameters of the model as a point process, we drop the requirement that s 1 < < s k , and define the model in terms of the order statistics s (1) < < s (k) , and the corresponding heights h (i) (i = 0; : : : ; k) associated with the intervals s (i) ; s (i+1) ], where s (0) and s (k+1) are defined to be 0 and L respectively.
Consider initially priors in which k has a Poisson distribution, and conditional on k, the s i (1 i k) and h i (1 i k) are assumed to be independent, with s i uniformly distributed on with respect to the prior considered in the previous paragraph, and we can use Remark 3.2 to modify the birth-death process to use this prior.
6 Appendix: Proof of Theorem 3.1 Proof. Our proof draws heavily on the theory derived by Preston (1976, Section 5) for general Markov birth-death processes on state space = S k k where the k are disjoint. The process evolves by jumps, of which only a finite number can occur in a finite time. The jumps are of two types: "births", which are jumps from a point in k to k+1 , and "deaths", which are jumps from a point in k to a point in k?1 . When the process is at y 2 k the behaviour of the process is defined by the birth rate (y), the death rate (y), and the birth and death transition kernels K (k) (y; ) and K (k) (y; ) which are probability measures on k+1 and k?1 respectively. Births and deaths occur as independent Poisson processes, with rates (y) and (y) respectively. If a birth occurs then the process jumps to a point in k+1 , with the probability that this point is in any particular set F k+1 being given by K (k) (y; F). If a death occurs then the process jumps to a point in k?1 , with the probability that this point is in any particular set G k?1 being given by K (k) (y; G). Preston (1976) showed that for such a process to possess stationary distribution e it is sufficient that the following detailed balance conditions hold: 
These have the intuitive meaning that the rate at which the process leaves any set through the occurrence of a birth is exactly matched by the rate at which the process enters that set through the occurrence of a death, and vice-versa.
We therefore check that p(k; ; j x n ; !; ) satisfies the detailed balance conditions for our process, which corresponds to the general Markov birth-death process with birth rate (y), death rate (y), and birth and death transition kernels K 
We begin by introducing some notation. Let k represent the parameter space for the kcomponent model, with the labelling of the parameters taken into account, and let k be the corresponding space obtained by ignoring the labelling of the components. If ( ; ) 2 k , then we will write ; ] for the corresponding member of k . With = S k 1 k , let P( ) and e P( ) be the prior and posterior probability measures on , and let P k ( ) and e P k ( ) denote their respective restrictions to k . For notational convenience we drop the dependence on (!; ) from p(k j !; ) and e p( j !; ). Now let ( ) and e ( ) be the probability measures induced on by P( ) and e P( ) respectively, and let k ( ) and e k ( ) denote their respective restrictions to k . Then for any function g : ! R
we have: which is equivalent to the conditions (14) stated in the Theorem as f(y) / L(y). The remaining detailed balance conditions (39) can be shown to hold in a similar way.
