The magnitude of a graph is one of a family of cardinality-like invariants extending across mathematics; it is a cousin to Euler characteristic and, conjecturally, geometric measure of several kinds. Among its cardinality-like properties are multiplicativity with respect to cartesian product and an inclusion-exclusion formula for the magnitude of a union. Formally, the magnitude of a graph is both a rational function over Q and a power series over Z. It resembles the Tutte polynomial in some respects: for instance, the magnitude of a tree depends only on its order, and magnitude is invariant under Whitney twists when the points of identification are adjacent. Nevertheless, the magnitude of a graph is not determined by its Tutte polynomial, nor even by its cycle matroid, and it therefore contains information that they do not.
Introduction
[T]he analogy. . . the two theories, their conflicts and their delicious reciprocal reflections, their furtive caresses, their inexplicable quarrels. . . Nothing is more fecund than these slightly adulterous relationships.
André Weil [16] The magnitude #G of a graph G is a rational function in one variable, playing a similar role for graphs to that played by cardinality for sets. For example, writing 2 for the cartesian product of graphs and for disjoint union, we have #(G 2 H) = #G · #H, #(G H) = #G + #H,
and, under certain restrictions,
where G and H are subgraphs of some larger graph. All these equations would hold if we defined #G to be the number of vertices of G, but, of course, magnitude is more informative than that; for example, we can recover from #G not only the number of vertices but also the number of edges. Although the Tutte polynomial satisfies none of the equations above, there are several ways in which the two invariants behave similarly. For instance, there is a and in particular for the magnitude of a complete graph (in contrast with the Tutte polynomial). We prove that magnitude has the basic cardinality-like properties shown in (1) , and deduce that the Tutte polynomial is not a specialization of magnitude. Viewing #G as a power series over Z, we also answer the question: what do the coefficients count?
Each of the remaining two sections establishes a more substantial property of magnitude. In Section 4 we prove an inclusion-exclusion formula:
Theorem 4.9 Let X be a graph, with subgraphs G and H such that G ∪ H = X. Suppose that certain further restrictions hold. Then
#X = #G + #H − #(G ∩ H).
It is shown that without some restriction on the graphs involved, no nontrivial graph invariant can satisfy both the inclusion-exclusion formula and multiplicativity with respect to the cartesian product. However, the restrictions we impose are loose enough to include many examples of interest. For instance, we derive formulas for the magnitude of a one-point join of graphs, the magnitude of a tree, and the magnitude of an arbitrary graph glued to a bipartite graph along an edge. Unlike the Tutte polynomial, magnitude distinguishes between the one-point join of two graphs and their disjoint union.
Section 5 sets out our second major theorem:
Theorem 5.2 Let X and Y be graphs differing by a Whitney twist, and suppose that the two gluing points are adjacent. Then #X = #Y .
As shown by Speyer and Willerton [14, 18] , even if we restrict ourselves to connected graphs, the adjacency hypothesis cannot be dropped; thus, magnitude contains information that the Tutte polynomial does not.
The definition
Here we define the magnitude of a graph, showing that it can be expressed as either a rational function over Q or a power series over Z. We also show how to calculate magnitude. Our conventions are these. A graph is a finite, undirected graph with no loops or multiple edges. Graphs may be disconnected or even have isolated vertices. Given a graph G, we write V (G) for the set of vertices, E(G) for the set of edges, v(G) for the order of G (the number of vertices), e(G) for its size (the number of edges), and k(G) for the number of connected-components. We write x ∈ G to mean x ∈ V (G).
For vertices x and y of a graph G, let d G (x, y) or d(x, y) denote the length of a shortest path between x and y, taken to be ∞ if there is no such path. This defines a metric on the set of vertices, provided that we relax the definition of metric space to allow ∞ as a distance.
We now define the magnitude of a graph G. Write Z[q] for the polynomial ring over the integers in one variable q. Let Z G = Z G (q) be the square matrix over Z[q] whose rows and columns are indexed by the vertices of G, and whose (x, y)-entry is
, where by convention q ∞ = 0. Since Z G (0) is the identity matrix, the polynomial det(Z G (q)) has constant term 1. In particular, det(Z G (q)) is nonzero in the field Q(q) of rational functions over Q, and so is invertible there. It follows that Z G (q) is invertible as a matrix over Q(q).
We usually abbreviate #G(q) as #G.
Writing sum(M ) for the sum of all the entries of a matrix M , and adj(M ) for the adjugate of M , we have
Both the numerator and the denominator are polynomials in q over Z. Any rational function over Q can be expanded as a Laurent series over Q, but #G has the special property that it is a power series over Z. This follows from equation (3), since the polynomial det(Z G (q)) has constant term 1 and is therefore invertible in the ring Z q of power series.
(Formally, both Q(q) and Z q are subrings of Q((q)), the ring of Laurent series over Q. When we speak of a rational function being equal to a power series, this means equality as elements of Q((q)).)
Remarks 2.2
i. The notation #G is chosen to emphasize the analogy between magnitude of graphs and cardinality of sets. The magnitude of a metric space A is denoted by |A|, evoking a similar analogy. The only reason for not using the same notation in the special case of graphs is that it conflicts with the established usage of |G| for the order of G.
ii. In the terminology of [6, Definition 2.2.2], the magnitude #G(q) of a graph G is the 'magnitude function' t → |tA| of the corresponding metric space A, substituting q = e −t . A special feature of the case of graphs is that this is always a rational function of q, because distances in graphs are integers.
iii. The definition of magnitude also makes sense for directed graphs (with distance defined in terms of directed paths). Although this may be the natural context for the definition, for simplicity, we confine ourselves to the undirected case.
iv. The phrase 'magnitude of a graph' can be interpreted in a different but related way: as sum(A −1 ), where A is the adjacency matrix of the graph. This invariant appears in [5, Example 4.2] .
The magnitude of G is the sum of all the entries of Z G (q) −1 , but it is sometimes useful to consider the individual row-sums. We define the weight w G (x) = w G (x, q) of a vertex x to be the corresponding row-sum:
The function w G : V (G) → Q(q) is called the weighting on G, and satisfies the weighting equations
(The weighting can alternatively be understood as taking values in Z q , just as for magnitude itself.) Plainly, magnitude is total weight: #G = x∈G w G (x). This is loosely analogous to the Gauss-Bonnet formula for the Euler characteristic of a surface, with weight playing the role of curvature; see [3, Section 2] .
We can calculate the magnitude of a graph by finding some function w G on V (G) satisfying the weighting equations (4): Lemma 2.3 Let G be a graph and let w G : V (G) → Q(q) be a function satisfying the weighting equations. Then w G = w G and #G = x∈G w G (x). The same is true when Q(q) is replaced by Z q .
is the unique solution to the weighting equations. Hence w G = w G , giving the result. The same argument applies over Z q .
Basic properties and examples
Here we gather together the most basic observations on magnitude. We find formulas for the magnitudes of vertex-transitive and complete bipartite graphs. We also see the first pieces of evidence that magnitude of graphs is analogous to cardinality of sets, proving that magnitude has additivity and multiplicativity properties similar to those possessed by cardinality.
When the magnitude of a graph is expressed as a power series, its coefficients are integers, so we may ask what they count. We give a formula for these coefficients. From this it will follow that the magnitude of a graph determines its order and size. On the other hand, it does not determine the chromatic number, nor the number of connected-components, as we show.
We begin with the simplest of examples.
Example 3.1 Let G be a graph with no edges. Then Z G is the identity matrix, so #G is the order v(G). This conforms with the idea of magnitude as generalized cardinality: when a graph has no edges, it is essentially just a set, and magnitude then reduces to cardinality.
It follows that magnitude is not a specialization of the Tutte polynomial, since the latter makes no distinction between edgeless graphs: T G (x, y) = 1 for all edgeless G. Less obvious is that magnitude is not a specialization of the Tutte polynomial for connected graphs. We prove this in Section 5.
Recall that a graph is vertex-transitive if its automorphism group acts transitively on vertices. The following result is a special case of [6, Proposition 2.1.5], due to Speyer [13] .
for any g ∈ G.
Proof By transitivity, the sum s(q)
is independent of g. The result follows by applying Lemma 2.3 with w G (x) = 1/s for all x ∈ G.
In particular, the diameter of a connected vertex-transitive graph can be recovered as the degree of its magnitude.
The denominator of the expression in Lemma 3.2 closely resembles the weight enumerator of a linear code, a connection discussed in [6, Example 2.3.7].
Examples 3.3
i. The complete graph K n on n vertices has magnitude
ii. The cycle graph C n on n vertices has magnitude
if n is even,
These equations hold for all n ≥ 1, interpreting C 1 as the graph with just one vertex and C 2 as the graph with just one edge.
iii. The Petersen graph has magnitude 10 1 + 3q + 6q 2 = 10 − 30q + 30q 2 + 90q
Example 3.4 By direct calculation using Lemma 2.3, the complete bipartite graph K m,n has magnitude
.
The cardinality of a disjoint union of sets is the sum of their individual cardinalities. The same is true of the magnitude of graphs: Lemma 3.5 Let G and H be graphs. The magnitude of their disjoint union G H is given by #(G H) = #G + #H.
Proof Z G H is the block sum of Z G and Z H , and the result follows.
The cardinality of a cartesian product of sets is the product of their cardinalities. Again, there is an analogous result for the magnitude of graphs. Recall that the cartesian product G 2 H has V (G) × V (H) as its vertex-set, with an edge between (x, y) and (x , y ) if either x = x and {y, y } ∈ E(H) or y = y and {x, x } ∈ E(G). Lemma 3.6 Let G and H be graphs. The magnitude of their cartesian product is given by #(G 2 H) = #G · #H.
Proof For x, x ∈ G and y, y ∈ H,
From this it follows that the inverse matrix of Z G2H is given by
H (y, y ), hence the result.
Example 3.7 By Example 3.3(i) and Lemma 3.6,
So by Example 3.4, K 2 2 K 3 has the same magnitude as K 3,3 , a graph with a different chromatic number. The chromatic number cannot, therefore, be derived from the magnitude, even for connected graphs; hence the Tutte polynomial cannot be either. In Section 5 we will show that, conversely, there are connected graphs with the same Tutte polynomial but different magnitudes. Neither the magnitude of G×H nor that of the strong product G H is determined by the magnitudes of G and H. Indeed, by Example 3.7, it is enough to show that
and since all the graphs concerned are vertex-transitive, these are straightforward calculations using Lemma 3.2.
We saw in Section 2 that the magnitude of a graph can be expressed as a power series with integer coefficients. Those coefficients can be described as follows.
Proposition 3.9 For any graph G,
Proof The two statements are trivially equivalent; we prove the first. For
We show that w G satisfies the weighting equations. The result then follows from Lemma 2.3.
To verify the weighting equations, let x ∈ G. Then
which cancels to give 1, as required. In particular, magnitude encodes both order and size. Unlike the Tutte polynomial, it even encodes order for disconnected graphs.
Remark 3.11 From Proposition 3.9 it follows that c 0 ≥ 0, c 1 ≤ 0, and
suggesting that the coefficients c n alternate in sign indefinitely. But the Petersen graph (Example 3.3(iii)) shows that this is not true in general. 
The magnitude of a union
We now develop the analogy between magnitude of graphs and cardinality of sets. We have already seen several aspects of this: the magnitude of a disjoint union is the sum of the magnitudes (Lemma 3.5), the magnitude of a cartesian product is the product of the magnitudes (Lemma 3.6), and the magnitude of a graph with no edges is simply the cardinality of the vertex-set (Example 3.1). It is natural, therefore, to ask whether magnitude obeys the inclusion-exclusion principle.
In fact, it does not, for reasons that have nothing to do with magnitude. As we shall see, there is only one graph invariant that behaves wholly like cardinality, and that is a trivial one: order. However, magnitude does satisfy inclusion-exclusion under reasonably generous hypotheses on the subgraphs concerned. The bulk of this section is taken up with formulating those hypotheses, proving the result (Theorem 4.9), and deriving consequences.
Let us make precise the claim about invariants. For a ring R, an R-valued graph invariant is a function Φ assigning an element Φ(G) ∈ R to each graph G, in such a way that Φ(G) = Φ(H) whenever G ∼ = H. It is multiplicative if Φ(K 1 ) = 1 and Φ(G 2 H) = Φ(G) · Φ(H) for all G and H. (Here K 1 is the one-vertex graph, the unit for 2.) It satisfies inclusion-exclusion if Φ(∅) = 0 and
whenever X is a graph with subgraphs G and H such that G ∪ H = X.
For example, take any ring R, and let Φ(G) = v(G) be the order of G, interpreted as the element v(G) · 1 = 1 + · · · + 1 of R. Then Φ is a multiplicative R-valued graph invariant satisfying inclusion-exclusion. The next lemma tells us that under mild assumptions on R, it is the only one.
Lemma 4.1 Let R be a ring containing no nonzero nilpotents. Then the only multiplicative R-valued graph invariant satisfying inclusion-exclusion is order.
Proof Let Φ be a multiplicative R-valued graph invariant satisfying inclusionexclusion. Then Φ(G H) = Φ(G) + Φ(H) for all G and H. Writing K n for the edgeless graph on n vertices, we have Φ(K 0 ) = Φ(∅) = 0 and Φ(K 1 ) = Φ(K 1 ) = 1, so by induction, Φ(K n ) = n for all n ≥ 0.
Let X be a graph. Choose an edge e of X, write X for the spanning subgraph of X containing all the edges except e, and write H for the subgraph of X consisting of just e and its two endpoints. Then by inclusion-exclusion,
= Φ(X ) + ε where ε = Φ(K 2 ) − 2. Applying this argument repeatedly gives Φ(X) = Φ(K v(X) ) + ε · e(X), that is, Φ(X) = v(X) + ε · e(X).
It remains to show that ε = 0, which we do by computing Φ(C 4 ) in two ways. On the one hand, Φ(C 4 ) = 4 + 4ε by the previous paragraph. On the other, C 4 = K 2 2 K 2 and Φ is multiplicative, so Φ(C 4 ) = (2 + ε)
2 . Comparing the two expressions gives ε 2 = 0. But R has no nonzero nilpotents, so ε = 0, as required.
We already know that magnitude is a multiplicative graph invariant (Lemma 3.6) and that it is not simply the order. It cannot, therefore, satisfy inclusion-exclusion.
Nevertheless, we can seek conditions under which the inclusion-exclusion principle does hold. Consider a graph X expressed as the union of subgraphs G and H. Given two vertices g, g ∈ G, it may be that all shortest paths from g to g in X pass through some vertex not in G, so that d G (g, g ) > d X (g, g ). Since magnitude is defined in terms of the metric, it is natural to ask that distances between vertices of G are the same no matter whether we measure them in G or in X, and to ask the same of H and G ∩ H. We therefore introduce the following definition.
A convex subgraph is certainly an induced subgraph, but not conversely. The terminology hints at a useful analogy between graphs and convex sets. A metric space X is said to be geodesic if any two points x and y, say distance D apart, can be joined by a path of length D, or more exactly if there is a distancepreserving map [0, D] → X beginning at x and ending at y. For example, a subset of R n is geodesic if and only if it is convex. Of course, no nontrivial graph is geodesic, since distances in a graph are always integers. On the other hand, every graph X is 'discretely geodesic', in that any two vertices x and y, distance D apart, can be joined by a distance-preserving map {0, 1, . . . , D} → X. In this sense, graphs are the discrete analogue of convex sets.
Returning to Definition 4.2, a subgraph of a graph is convex if its shortest-path metric is the same as the subspace metric. The same words characterize the convex compact subsets of R n among all compact subsets. (Convex compact sets also provide a convenient setting for the study of measurelike quantities satisfying the inclusion-exclusion principle, such as volume, surface area and perimeter. This is the subject dubbed 'continuous combinatorics' by Klain and Rota [2, p.xi].)
When a convex subset X of R n is covered by closed subsets G and H, it is a fact that if G ∩ H is convex then so are G and H. Here is the analogous graph-theoretic fact.
Lemma 4.3 Let X be a graph, and let G and H be subgraphs with G ∪ H = X. If G ∩ H is convex in X then G and H are also convex in X.
We may choose a shortest path g = x 0 , x 1 , . . . , x n = g from g to g in X containing the greatest possible number of vertices of G. Suppose for a contradiction that x j ∈ G for some j.
By Lemma 4.4 below, we may choose i and k with 0 ≤ i < j < k ≤ n and
is a shortest path from g to g in X containing more vertices of G than the original path. This is the required contradiction.
Here we used the following lemma, a combinatorial counterpart of the fact that when G and H are closed subsets of R n , any path from a point of G to a path of H passes through some point of G ∩ H.
Lemma 4.4 Let X be a graph, and let G and H be subgraphs such that G ∪ H = X. Then every path from a vertex in G to a vertex in H contains at least one vertex in G ∩ H.
Proof Let x 0 , x 1 , . . . , x n be a path with x 0 ∈ G and x n ∈ H. Take the largest i ∈ {0, 1, . . . , n} such that x i ∈ G. We prove that
A wrinkle in the analogy between convex sets and graphs is that in a convex set, there is only one shortest path between each pair of points, but in a graph, there may be many. Arguably, it is more accurate to say that convex sets are analogous to trees, since shortest paths in a tree are unique. We will see that for trees and subtrees, the inclusion-exclusion formula holds without restriction (Corollary 4.13, due to Meckes). But the following example of Willerton [18] shows that for convex subgraphs of an arbitrary graph, inclusion-exclusion can fail.
Example 4.5 (Willerton) Let X be the graph formed by gluing two 3-cycles together along an edge. Then
by direct calculation and Example 3.3(ii) respectively. So, magnitude does not satisfy the inclusion-exclusion principle even when all the subgraphs concerned are convex.
We now formulate the hypotheses for our inclusion-exclusion theorem. Unfamiliar as they may be, they are also quite general, allowing us to deduce easily several corollaries whose hypotheses are entirely familiar. Definition 4.6 Let U be a convex subgraph of a graph X. Write
x is connected to some vertex of U }.
We say that X projects to U (Fig. 1) if for all x ∈ V U (X), there exists a vertex π(x) ∈ U such that for all u ∈ U , Figure 1 : A graph X, a subgraph U to which it projects, and an example of the effect of the projection map π.
If X projects to U then π(x) is uniquely determined by x, being the unique vertex of U closest to x. This defines a projection map π :
Example 4.7 Let e be an edge of a graph X. If the component of X containing e is bipartite, then X projects to the subgraph consisting of e and its endpoints alone.
Lemma 4.8 Let X be a graph, and let U be a convex subgraph to which X projects. Then
for each u ∈ U , where π denotes the projection map.
Proof Write w U (u) for the right-hand side of (5). We verify that w U satisfies the weighting equations. It then follows from Lemma 2.3 that w U = w U . Let u ∈ U . Recalling the convention that q ∞ = 0, we have
as required.
Theorem 4.9 Let X be a graph, with subgraphs G and H such that G ∪ H = X. Suppose that G ∩ H is convex in X and that H projects to G ∩ H. Then
Proof We will prove that w X = w G + w H − w G∩H , where on the right-hand side, the function w G on V (G) is extended by zero to all of V (X), and similarly for w H and w G∩H . The theorem then follows immediately. We may unambiguously write d for distance, by Lemma 4.3. Also, we write π : V G∩H (H) → V (G ∩ H) for the projection map associated with G ∩ H ⊆ H.
First I claim that for all g ∈ G and h ∈ V G∩H (H),
If d(g, h) = ∞, this is immediate. Otherwise, by Lemma 4.
so equality holds throughout, proving the claim. We now verify that w G +w H −w G∩H satisfies the weighting equations for X. These state that for all x ∈ X,
If x ∈ G then by Lemma 4.8, the left-hand side of (7) is
which by Lemma 4.4 is equal to
and equation (6) implies that this is equal to 1. If x ∈ V G∩H (H) then by equation (6), the left-hand side of (7) is
Finally, if x ∈ V (H) \ V G∩H (H) then by Lemma 4.4, the left-hand side of (7) is 0 + 1 − 0 = 1. So equation (7) holds in all cases, giving w X = w G + w H − w G∩H by Lemma 2.3, as required.
We record three corollaries. First, given graphs G and H, we may form their onepoint join G ∨ H, obtained from the disjoint union of G and H by identifying one vertex of G with one vertex of H. In principle, the magnitude of G ∨ H could depend on the vertices chosen; but, like the Tutte polynomial, it does not. Using the one-point join operation twice, we can build each of them from the same pieces, one copy of K 3 and two of K 2 . So all three have the same magnitude (as well as the same Tutte polynomial), namely
Example 4.12 Any forest G can be obtained by successively joining edges to the edgeless graph with one vertex for each component of G. Repeated application of Corollary 4.10 gives
In particular, the magnitude of a tree depends only on its size, just as for the Tutte polynomial.
Our second corollary, due to Meckes [11] , can be deduced either from Example 4.12 or directly from Theorem 4.9.
Corollary 4.13 (Meckes) Let X be a tree, and let G and H be subtrees such that
Whereas our first corollary of Theorem 4.9 was about gluing together graphs at a vertex, our third and final corollary is about gluing along an edge. Corollary 4.14 Let G be a graph and H a bipartite graph. Let X be a graph obtained by gluing some edge of G to some edge of H. Then
Proof This follows from Theorem 4.9 and Example 4.7, using the formula for #K 2 in Example 3.3(i).
Example 4.15 Corollary 4.14 implies that when an arbitrary graph G has an even cycle glued onto it by an edge, the magnitude of the resulting graph does not depend on which edge of G the cycle was glued onto. This is false in general for odd cycles, as the next example shows.
Example 4.16 Let B be the graph formed by gluing a 3-cycle to a 4-cycle along an edge. By Corollary 4.14, #B = #C 3 + #C 4 − #C 2 . Now consider gluing a 3-cycle to B along an edge. Depending on which edge of B we glue along, this could produce either of the two graphs
Since neither B nor C 3 is bipartite, Corollary 4.14 does not apply to either X or Y . However, Theorem 4.9 does apply to X, taking G = C 3 and H = B. Thus,
On the other hand, the hypotheses of Theorem 4.9 do not hold for Y = C 3 ∪ B. Nor does the conclusion, since a direct calculation shows that #Y = 6 − 4q 1 + 2q − q 3 = #X.
Whitney twists
Graphs that differ by a Whitney twist have the same cycle matroid, hence the same Tutte polynomial [17] . We have already seen that magnitude shares several properties with the Tutte polynomial. It is therefore natural to ask whether magnitude, too, is invariant under Whitney twists.
The answer turns out to be no, even for connected graphs. From this it follows that the magnitude of a connected graph cannot be derived from its cycle matroid, and in particular that it is not a specialization of the Tutte polynomial. (This is trivially true for disconnected graphs, by Example 3.1.) However, magnitude is invariant under Whitney twists when the two points of identification are adjacent. This is the main result of this section, Theorem 5.2.
First we recall the definition of Whitney twist. Take a graph G equipped with two distinct distinguished vertices, g + and g − , and take H, h + and h − similarly. Form a new graph X by taking the disjoint union of G and H then identifying g + with h + and g − with h − (and, if this creates a double edge between the points of identification, identifying those edges). Define Y similarly, but identifying g + with h − and g − with h + . The graphs X and Y are said to differ by a Whitney twist.
The vertex of X formed by identifying g + with h + will be denoted by either g + or h + ; thus, g + = h + as vertices of X. We refer to g + = h + and g − = h − as the gluing points of X (and similarly for Y ). The vertices of X that are not gluing points are in canonical bijection with the vertices of Y that are not gluing points.
We now exhibit two graphs that differ by a Whitney twist but do not have the same magnitude. This strategy for showing that magnitude is not a specialization of the Tutte polynomial was suggested by Speyer [14] , and the first example of such a pair was found by Willerton [18] . The following proof uses a smaller example. Example 5.3 Randomly generate graphs G and H, making each pair of vertices adjacent with probability 0.3. Choose at random a pair of distinct vertices in each of G and H. Glue G and H together at these vertices to form graphs X and Y differing by a Whitney twist. The probability that the gluing points are adjacent in X is 0.51, so by Theorem 5.2, the probability that #X = #Y is at least 0.51.
It may happen that graphs differing by a Whitney twist have the same magnitude even if the gluing points are not adjacent. This can occur for trivial reasons of symmetry, or for other reasons. For example, the graphs differ by a Whitney twist, but the gluing points (circled) are not adjacent, so the hypotheses of Theorem 5.2 are not satisfied. Nevertheless, Example 4.15 guarantees that they have the same magnitude.
