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Abstract
We present our view in a standing debate about the definition and meaning of power-law en-
tropies for continuous systems. Our suggestion is that such arguments should take into account
the generalized operations of addition and multiplication induced by the power-law entropies’
composition properties. To be concrete, we highlight our view using the case of the “q − ”, also
known as “Tsallis”, entropic functionals.
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1 Introduction
The proliferation of recently constructed entropic functionals [1, 2] has brought renewed interest
in the examination of the foundations of Statistical Mechanics and on the formalism of Thermody-
namics, especially during the last two decades. The construction, in particular, of entropies having
a power-law form such as the q- (also known as “Tsallis”-) [1, 2] or the κ- entropies [3] has brought
forth new problems that were until recently either ignored or were considered non-existent for the
case of the far better-known and well-established Boltzmann/Gibbs/Shannon (BGS) entropy.
One of the problems that have emerged during the last decade, is whether one can even define
power-law entropies, such as the q-entropies, for continuous systems [4, 5, 6, 7]. If this is possible,
how would one justify such a formulation from the simpler and, in principle more fundamental
due to quantum physics, discrete case. Reasonable arguments and proposals have been put forth
on both sides of this debate, without however any of them being so convincing as to provide a
consensus on this issue [8, 9, 10, 11, 12, 13, 14, 15, 16, 17], at least not in our opinion.
We believe, following the views partly of A. Einstein, and partly of L. Boltzmann [18, 19],
that the formulation of an entropic functional should depend on the underlying dynamics. The
core problem is that very few things are really known about the dynamical evolution of systems
of many degrees of freedom which may have some possible physical interest.
The present work proposes that in order to resolve the debate for or against the applicabil-
ity or the meaning of power-law entropies for continuous systems, one should consider addressing
technical and conceptual points by taking into account the composition properties of the proposed
entropies. This is a point that has not been adequately appreciated so far, in our opinion, in the
literature. An exception may be considered the attempt of [11] which however was not successful,
as pointed out in [10]. We will make our views concrete by using the q− entropies, since it is the
simplest and most studied case among power-law entropic functionals.
In Section 2, we present some background and our arguments and views on this matter. Sec-
tion 3 contains some brief comments, in lieu of conclusions.
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2 Composition of entropies and induced generalized operations
The q− entropic functionals [1] were defined/introduced in the Physics literature, in the case of
discrete systems with probabilities pi labelled by i ∈ I, where I is an index set, as
Sq[{pi}] = kB ·
1
q − 1
(
1−
∑
i∈I
p
q
i
)
(1)
where kB is the Boltzmann constant, occasionally set to one by an appropriate re-arrangement
of units. In eq. (1) q ∈ R is a “bias”/weight exponent called “entropic” or “nonextensive”
parameter. The generalization of eq. (1) to continuous systems, characterized by a probability
distribution ρ in their phase space Ω has always been assumed to be the straightforward
expression
Sq[ρ] = kB ·
1
q − 1
(
1−
ˆ
Ω
[ρ(x)]q dvolΩ
)
(2)
where dvolΩ indicates the infinitesimal volume element of Ω. No serious justification was offered
for eq. (2), so far as we know, until [8, 12] raised some potentially serious shortcomings of this
expression that would not only invalidate it, but would also question whether the q-entropies can
be extended to continuous systems, or even be a valid entropic functionals, in general. This gave
rise to the currently unsettled controversy, in our opinion, [8, 9, 10, 11, 12, 13, 14, 15, 16, 17] to
which we would like to contribute.
A question pertinent to eq. (2), is what ρ is, and how it can be determined. For ergodic
systems and the BGS entropy, the answer is well-known: the infinitesimal measure of interest is
the infinitesinal area of the constant energy hypersurface in phase space of an isolated system
(the microcanonical distribution). This area however is very rarely explicitly computable, hence
the far more extensive use of the much more convenient canonical distribution, assumed to give
equivalent resuts for the physically important quantities at least, to the microcanonical one, in
the thermodynamic limit. But for non-ergodic actions, determining such a ρ is not a priori so
obvious, and it may be questionable whether it even exists, is well-defined, or whether it is unique.
We pointed out in our previous work how such ρ on Ω may arise from the dynamical evolution
of the system [20]. Moreover, we proposed to use a local covariant quantity, the Bakry-E´mery-
Ricci (N− Ricci) tensor, which determines how features of such systems [21] may be calculable
in concrete cases, in principle at least. However, none of [20, 21] addressed the problem of the
existence of such a ρ, but instead took the validity of eq. (2) for granted.
Following A. Einstein and L. Boltzmann, we believe that the existence of such a ρ can only
be determined from the underlying dynamical system. Since this is not feasible, in the current
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state of development of the subject or in the foreseeable future, we have to settle with less. Part
of a possible resolution of the existence, meaning, or validity, of eq. (2) may lie in the composi-
tion properties of Sq. After all, this is the most important difference between the BGS and the
q-entropies, at least as detected from a comparison of their axiomatic formulations [22, 23].
One can readily see that the q−entropies, either in their discrete or in their continuous forms,
obey the composition property, with kB = 1,
Sq[{pA+B}] = Sq[{pA}] + Sq[{pB}] + (1− q)Sq[{pA}]Sq[{pB}] (3)
for two independent systems A,B, which when interact they give rise to a system indicated by
A+B, with probability distributions pA, pB, pA+B respectively. This motivated the introduction
[24, 25] of the generalized addition
x⊕q y = x+ y + (1− q)xy, x, y ∈ R (4)
A generalized multiplication ⊗q which is distributive with respect to ⊕q was proposed in [26],
and in a different but conjecturally equivalent form in [32], to be
x⊗q y =
(2− q)
log[1+(1−q)x]·log[1+(1−q)y]
[log(2−q)]2 − 1
1− q
(5)
As a result, a deformation of the reals Rq was proposed in [26, 32], which is realized through the
field isomorphism τq : R→ Rq defined as
τq(x) =
(2− q)x − 1
1− q
(6)
This field isomorphism encodes the q−entropies’ composition property eq. (3). We should point
out that eq. (4) is not the only generalized product that someone can come up with. Indeed, the
rather important [28] was derived based on the generalized multiplication
x⊗q y =
[
x1−q + y1−q − 1
] 1
1−q
+
(7)
where [x]+ = max{x, 0}, x ∈ R. The problem, as we see it, in adopting the generalized mul-
tiplication eq. (7) is that it is not distributive with respect to the generalized addition eq. (4) ,
something that impedes the construction of interesting generalized algebraic structures based on
eq. (4), in our opinion. Hence, we will tacitly assume the use eq. (5) over eq. (7) in the sequel.
As long as 0 ≤ q < 1, with q = 1 being the BGS entropy which is a special case of Sq, there
have been still some, but overall fewer, objections to the “continuum limit” eq. (2) of eq. (1).
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Moreover, in this range, eq. (6) is well-defined and it is indeed a field isomorphism. Outside this
range of parameter values of q, things become less clear. One can refer to [29, 30] that address
this issue. The conjectured dualities of q may also provide extensions outside this range, but
this is still a subject of investigation. The success of eq. (6) is corroborated by that it is possible,
within its context, to define a generalized Fourier transform [31, 32] which is free of the problem
of invertibility plaguing the other proposed definitions [28, 33]. The uniqueness of the generalized
Fourier transform is guaranteed in the context of the generalized operations giving rise to eq. (6),
by rigorous and well-established theorems.
The definition of the continuous version of, even, the BGS entropy
SBGS [ρ] = −kB
ˆ
Ω
ρ(x) log ρ(x) dvolΩ (8)
has some obvious drawbacks, which although well-known, may not as widely appreciated [34] as
they should be. One of them is that it is not re-parametrizarion invariant. To restore such an
invariance, one re-interprets the BGS functional as a relative entropy of the given, with respect
to a reference distribution. In such a case ρ in eq. (8) is not really a probability distribution,
but rather the Radon-Nikody´m derivative of the probability measure whose entropy we wish to
calculate with respect to the reference measure. We tacitly assume during this process that these
two measures are absolutely continuous with respect to each other, so such a Radon-Nikody´m
derivative exists (almost) everywhere on Ω. This does not create a conflict as the physically rele-
vant quantity is the entropy change in classical Physics, rather than the entropy itself, hence any
contribution of the reference distribution in eq. (8) becomes irrelevant. One can also mention
at this point that the Gibbsian definition eq. (8) gives the same result as Boltzmann’s entropy
only in the thermodynamic limit [35] even for simple systems. The above criticisms in no way
invalidate the use of the BGS entropy, or of the functional eq. (8), for continuous systems.
We believe that the q-entropies may deserve a similar treatment. Whether it is physically
relevant, or not, and in what context, is a question that can only be decided experimentally. On
theoretical grounds, we may have to rethink the validity of some even established concepts, if
we want to have the freedom to accommodate the possbility of eq. (8) being actually valid for
continuous systems. We argued, for instance, in [36] that if we accept the applicability of the
q-entropies for a system of many degrees of freedom, then the conventional, successful and time-
honored definition of the Legendre-Fenchel transform has to be modified. This conclusion relied
on model-indepedent statements, on the fundamental notion of convexity and on the essence of
what the Legendre-Fenchel transform really is.
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Another issue may be how to properly define the thermodynamic limit for power-law entropies.
If the q-entropies indeed describe systems with long-range interactions, then how to consider the
thermodynamic limit is even conceptually unclear. Such systems cannot effectively be put in a box
whose surface contributions can be ignored. On the contrary, such a boundary has a significant
contribution to the entropy of the system. We cannot ignore such an artifical box by sending
its lentgh to infinity in order to minimize its contribution to the entropy. In doing so, even for
regularization purposes, we will get results that are highly suspect physically, and may not even
make sense mathematically.
What we propose is to use the generalized operations ⊕q and ⊗q stated in eq. (4) and
eq. (5) in such definitions. If we use these two operations to express the statistical behavior of
systems described by the q-entropies under composition, then these generalized operations should
be used in the calculations of all thermodynamic quantities, instead of the ordinary addition and
multiplication. As a result, one would have to calculate for the entropy variations, either in the
discrete or continuous case, the quantity
Sq[{p2}]⊖q Sq[{p1}] (9)
where
x⊖q y =
x− y
1 + (1− q)y
(10)
is the generalized subtraction stemming from eq. (4), rather than the usual difference etc.
Following [37, 8], consider Ω = [a, b] ⊂ R sub-divided by n − 2 interior points, a = x1 <
x2 < . . . < xn−1 < xn = b, and introduce the reference measure m on Ω as
1
m(xi)
= lim
n→∞
n(xi+1 − xi) (11)
Summation becomes integration in the transition from the discrete to the continuum case [8]
pi →
ρ(xi)
nm(xi)
(12)
The argument of [8] is that in differences between SBGS entropies
lim
n→∞
SBGS [{pn}] = −kB
ˆ b
a
ρ(x) log
ρ(x)
nm(x)
dx (13)
the regulating variable n disappears due to the presence of the logarithm in eq. (13). By contrast,
this does not happen in differences between values of Sq, which in this context is given by
lim
n→∞
Sq[{pn}] = kB ·
1
q − 1
{
1−
ˆ b
a
ρ(x)
[
ρ(x)
nmq(x)
]q−1
− 1
}
(14)
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So the limit n → ∞ does not really exist in differences of the q−entropies of the form of eq.
(13). As a result eq. (13), and hence eq. (2), does not have any physical meaning and therefore
it should be discarded.
Consider however the generalized subtraction eq. (10) for two values of eq. (14). Then the
presence of Sq in the denominator of eq. (10) for either the discrete of the continuous forms of
the q-entropies
Sq[ρ2]⊖q Sq[ρ1] =
Sq[ρ2]− Sq[ρ1]
1 + (1− q)Sq[ρ1]
(15)
acts as a kind of regulator, so the result of such a difference is not necessarily infinite. Therefore
an expression such as eq. (15) is not automatically meaningless, cannot be discarded off-hand, but
it has to be considered with greater care. The same idea should apply to the derivatives of Sq,
either in the discrete or in the continuous cases, which give rise to the different response functions
such as capacities, susceptibilities etc: they should be determined with respect to ⊕q and ⊗q
and the topologies, limits etc. induced by them, rather than through the ordinary operations of
R. What we essentialy state is that the q-entropies, and all non-BGS entropic functionals, in
general, should be combined according to their generalized composition properties, which in the
case of the q-entropies are ⊕q and ⊗q, and not according to the usual binary operations of R
which appear un-natural from the viewpoint of such entropies. Using such generalized operations
may also help address the issue of how to consider the thermodynamic limit of systems described
by such power-law entropies, as in the case of systems having long-range interactions, for instance.
The real difficulty, in our opinion, is to justify (or prove) the emergence of such generalized binary
operations from the microscopic dynamics of such systems.
In closing, we would like to stress that the above do not imply that the continuum limit of
the q-entropies does exist, or that it does have some physical significance since the argument is
completely formal. However, it points out that a different viewpoint and a more careful treatment
may be needed in establishing the thermodynamic behavior of systems described by Sq compared
to the ones described by SBGS.
3 Conclusions and discussion
The authors believe that the issues raised in the standing controversy about the continuum limit
and the meaning, if any, of the q-entropies are important but still not fully settled. We presented
in this work an argument based on the generalized operations induced by the q-entropies’ composi-
tion, which may be useful in addressing other issues pertinent to this debate and to the use, if any,
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of the q-entropies in Physics. We strongly favor the extensive use of the generalized addition and
multiplication in non-additive Thermodynamics and Statistical Mechanics, which phenomenolog-
ical as they may be, reflect the macroscopic description of the combination of two subsystems.
Ideally, we would like an actual derivation, even heuristic, of such composition properties from
the underlying dynamics of the system.
Our approach is similar in spirit to the requirement for a manifest way to express the in-
variances of physical theories, such as the general covariance in General Relativity and Gauge
theories, or the covariance under supersymmetric transformations etc. The major difference of
the above with our proposal, is that instead of changing the form of the equations by introducing
appropriate covariant derivatives (connections) on vector buncles having the desired properties,
we propose to change the underlying binary operations of the fields defining such structures. In
effect, our approach is closer to the spirit of modern Algebraic Geometry, mostly inspired by the
influence of A. Grothendieck, where one considers algebraic equations over fields having common
features [38] rather than using the set of complex numbers C only. This viewpoint has had
limited effectiveness in Physics, so far as we know, but may turn out to have a more promising
future in the context of string/brane/M-theories [39].
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