Periodic Boundary Value Problem for First Order Differential Equations with Impulses at Variable Times  by Bajo, Ignacio & Liz, Eduardo
 .JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 204, 65]73 1996
ARTICLE NO. 0424
Periodic Boundary Value Problem for
First Order Differential Equations
with Impulses at Variable Times
Ignacio Bajo and Eduardo Liz*
Departamento de Matematica Aplicada, E.T.S.I. Industriales,Â
Uni¨ ersidad de Vigo, Spain
Submitted by Zhi¨ ko S. Athanasso¨
Received April 13, 1995
In this paper we show the validity of the method of upper and lower solutions to
obtain an existence result for a periodic boundary value problem of first order
impulsive differential equations at variable times. Q 1996 Academic Press, Inc.
1. INTRODUCTION
There exist several papers about boundary value problems with impul-
sive effects at fixed points, but the different techniques employed for
w x w xinstance, limit arguments in 1, 3 , topological degree 10 , fixed point
w x w x.theorems 9 or set-valued maps 2 do not seem applicable to problems
with impulses at variable times.
 w x.Recently, some comparison principles have appeared see 4, 8 for
impulsive differential equations at variable times. Our aim consists in
applying these principles and introducing some new results in this direc-
tion to develop the method of upper and lower solutions in order to find
an existence result for the following periodic boundary value problem with
impulses at variable times,
u9 t s f t , u t , t g J , t / g u t 1.1 .  .  .  . .  .
u tq s u t q I u t , t s g u t , 1.2 .  .  .  .  . .  .
u 0 s u T , 1.3 .  .  .
w x  . 1 y. 1 .where J s 0, T , f g C J = R, R , I g C R, R , and g g C R, R .
* Research partially supported by DGICYT, project PB91-0793. E-mail address: eliz@
dma.uvigo.es.
65
0022-247Xr96 $18.00
Copyright Q 1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
BAJO AND LIZ66
We note here that we shall consider that f , g , and I are smooth enough
to assure the existence and uniqueness of solution for the initial value
problem
u9 t s f t , u t , t G t , t / g u t .  .  . .  .0
u tq s u t q I u t , t s g u t .  .  .  . .  .
u tq s u , .0 0
 . w xwith t , u g J = R. For results in this direction, see 5 .0 0
2. COMPARISON RESULTS
In this section we shall consider the initial value problem with impulsive
 .  .effects 1.1 , 1.2 , and
u 0q s u . 2.1 .  .0
w xThe following result completes, in a certain sense, some results of 4, 8 .
 .THEOREM 2.1. Let a , b g PC J, R such that
a 9 t F f t , a t , t g J , t / g a t 2.2 .  .  .  . .  .
a tq F a t q I a t , t s g a t 2.3 .  .  .  .  . .  .
and
b9 t G f t , b t , t g J , t / g b t 2.4 .  .  .  . .  .
b tq G b t q I b t , t s g b t . 2.5 .  .  .  .  . .  .
Assume that the following conditions are satisfied:
 .   ..  .H g 9 b t b9 t - 1, ; t g J.0
 .  .  .H g 9 x f t, x - 1, ; t g J, ; x g R.1
 .  .   q..H g x is increasing and g a 0 ) 0.2
 .  .  .  .  .  .   ..H I* x s x q I x is increasing and I* 9 x f t, x ) f t, I* x .3
 .  .  .  .Denote by u t the unique solution of 1.1 , 1.2 , and 2.1 .
 q.  q.  .  .  .Thus, a 0 F u F b 0 implies a t F u t F b t , for all t g J.0
Proof. We shall divide the proof into two steps.
 q.  .  .Step 1. Let us prove that a 0 F u implies a t F u t , ; t g J.0
 .  .  .  .If a t and u t do not hit the curve s : t s g x for t g 0, T , we have
 .  .  w x.that a t F u t , t g J see 6 . Thus we can assume that at least one of
them meets s .
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y1 .  q.  .Since g is increasing and g 0 - a 0 , it is easy to see that a t hits
 .   ..the curve s first. Then there exists t g 0, T such that t s g a t .1 1 1
 .  .  .  .As a t F u t on 0, t and I x F 0, we can write1
a tq F a t q I a t F a t F u t . .  .  .  . .  .1 1 1 1 1
 .  .   ..Now we prove that a t hits s exactly once. For it, set p t s t y g a t .
 q.  .   q..   ..If a t s a t , then g a t s g a t s t . In other case, we find,1 1 1 1 1
  q.  ..using the mean value theorem, one point j g a t , a t such that1 1
q qg a t y g a t s g 9 j a t y a t ) 0. .  .  . .  . .  .1 1 1 1
Thus we obtain
p tq s t y g a tq G t y g a t s 0 . .  .  . .1 1 1 1 1
p9 t G 1 y g 9 a t f t , a t ) 0. .  .  . .  .
 .  .As a consequence, p t ) 0, ; t ) t and this implies that a t does not1
hit s for t ) t .1
 .   ..  q.  .If u t / g u t for t g J, taking into account that a t F u t , the1 1
comparison principle for ordinary differential equations assures that
 .  .a t F u t , ; t g J.
w .  .Thus we may assume that there exists t g t , T such that u t s2 1 2
  ..  .  q.  .  .  .g u t . Since u t G a t , it follows that a t F u t for t g t , t .2 1 1 1 2
Now we shall show that
u tq s I* u t G a t . 2.6 .  .  . .  .2 2 2
 .  .  .Suppose that 2.6 is not true. Since a t F u t and I* is increasing, we1 1
have
a tq F I* a t F I* u t . .  . .  .  .1 1 1
 .  .   ..Then there exists one point s g t , t such that a s s I* u s and1 2
 .   ..a t ) I* u t for s - t F t .2
 .Thus, using the condition H , we obtain3
a 9 s G I* 9 u s u9 s s I* 9 u s f s, u s .  .  .  .  .  .  . .  .  .
) f s, I* u s s f s, a s . .  . .  . .
 .  .But this is a contradiction with 2.2 and hence 2.6 follows.
 .Reasoning as above, we may show that u t hits s only for t s t and2
 .  q.  .  .  xthen a t F u t implies a t F u t for all t g t , T .2 2 2
This concludes the proof of step one.
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 q.  .  .Step 2. We claim that b 0 G u « b t G u t , ; t g J.0
The proof of this step follows the same ideas that we have used in the
first one. The main difference is the fact that the graph of the function b
can meet the curve s several times.
 .  .   ..It is easy to see that u t hits s before than b t . Set t s g u t . We2 2
have that
q q w xu 0 F b 0 « u t F b t , ; t g 0, t . .  .  .  . 2
 q.  .   ..  .  .Moreover, u t s u t q I u t F u t F b t .2 2 2 2 2
 .  q.  .  .  .  xIf b t does not hit s , u t F b t « u t F b t , for all t g t , T2 2 2
and the proof is complete.
 .Thus, we may assume that there exists one point t g t , T such that3 2
  ..  q.  .  .  .t s g b t . Since u t F b t , we obtain that u t F b t , ; t g3 3 2 2
w x  .  .  .t , t . Using 2.4 , 2.5 , and the condition H3 it is no difficult to prove2 3
 q.   ..  .that b t G I* b t G u t , following the same arguments employed3 3 3
in step one.
 .Now, we know that u t does not meet s for t ) t , but the condition3
 .  .H1 does not assure the same for b t . Thus we have two possibilities:
 .  q.  .  .a b t - b t . In this case, we may prove that b t does not3 3
 q.  .  .  .meet s for t ) t and thus b t G u t implies that b t G u t for3 3 3
 xevery t g t , T . The proof of this assertion is very similar to the corre-3
 .  .sponding one in the first step, using the condition H instead of H .0 1
 .  q.  .  .b b t G b t . If b t does not hit s for t ) t , the proof is3 3 3
 .complete. Then, we can suppose that there exists one point t g t , T4 3
  ..  .  .such that t s g b t . In this case we have that b t G u t for all4 4
 .   ..  .t g t , t and we shall show that I* b t G u t . For it, observe that3 4 4 4
I* b tq G I* b t G u t , .  . .  . .3 3 3
in view of the increasing character of I*.
  ..  .Thus, if we suppose that I* b t - u t , we get a contradiction using4 4
 .the hypothesis H in the same way that we did in step one. In conse-3
quence, we obtain
b tq G I* b t G u t . .  . .  .4 4 4
 .Employing the same procedures successively, we may conclude that u t F
 .b t for all t g J, and the proof is now complete.
Remarks.
 .1 It is easy to see that the conclusions of Theorem 2.1 remain valid
1  ..if we consider the function g g C R, 0, q` instead of assuming the
  q..condition g a 0 ) 0.
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 .2 The same arguments employed in the proof of Theorem 2.1
 .permit us to show its validity when we consider several curves s : t s g x ,k k
k s 1, 2, . . . , p and the corresponding impulses I satisfying the samek
conditions that g and I satisfy, respectively. For it, we need two additional
assumptions:
 .  .  .i g x - g x , k s 1, 2, . . . , p y 1.k kq1
 .   ..  .ii g I* x ) g x , k s 1, 2, . . . , p y 1.kq1 k
 .  .3 We also note here that although condition H may seem very0
 .restrictive to find the function b , if we take, for instance, b t s c, a
 .constant such that f t, c F 0 on J, thus we easily have:
 .  .   ..a b9 t s 0 G f t, b t .
 .  q.  .  .   .. 1 y.b b t s b t G b t q I b t , whenever I g C R, R .
 .   ..  .c g 9 b t b9 t s 0 - 1.
1 q.We may obtain a dual result when g is decreasing and I g C R, R .
We enunciate here this result and omit the details of the proof for it is
very similar to the proof of Theorem 2.1.
 .  .  .  .  .THEOREM 2.2. Let a , b g PC J, R satisfying 2.2 ] 2.3 and 2.4 ] 2.5 ,
respecti¨ ely. Assume that the following conditions are satisfied:
 .   ..  .H g 9 a t a 9 t - 1, ; t g J.0
 .  .  .H g 9 x f t, x - 1, ; t g J, ; x g R.1
q .  .   ..H g x is decreasing and g b 0 - 0.2
 .  .  .  .  .  .   ..H I* x s x q I x is increasing and I* 9 x f t, x - f t, I* x .3
 .  .  .  .Denote by u t the unique solution of 1.1 , 1.2 , and 2.1 .
 q.  q.  .  .  .Thus, a 0 F u F b 0 implies a t F u t F b t , for all t g J.0
3. MAIN RESULTS
In this section we shall use the results obtained in Section 2 to show that
the method of upper and lower solutions is valid to investigate the
 .  .existence of solutions for the problem 1.1 ] 1.3 .
First we shall introduce the concepts of upper and lower solutions for
our problem.
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DEFINITION 3.1. A function a is said to be a lower solution for
 .  .1.1 ] 1.3 if
a 9 t F f t , a t , t g J , t / g a t 3.1 .  .  .  . .  .
a tq F a t q I a t , t s g a t 3.2 .  .  .  .  . .  .
a 0q F a T . 3.3 .  .  .
An upper solution is defined analogously by reversing the inequalities
 .  .3.1 ] 3.3 .
 .  .In order to prove the existence of a solution for 1.1 ] 1.3 between a
lower and an upper solution, we shall use the Poincare map.
 .  .  .Denote by u ?; u the solution of the initial value problem 1.1 , 1.2 ,0
 .  .  .  .and 2.1 . It is obvious that u ?; u is a solution of 1.1 ] 1.3 if and only if0
 .  .u is a fixed point for the operator P: u ¬ P u s u T ; u . Let us0 0 0 0
w x w xconsider P defined in a real interval a, b . From Theorem 2.3.1 of 5 , we
obtain easily the following lemma.
LEMMA 3.1. Assume that the following conditions are satisfied:
 .  .   ..  .A The solutions of the problem u9 t s f t, u t , t G t ; u t s u1 0 0 0
ha¨e continuous dependence with respect to the initial ¨alues in the classical
 . w xsense for all t , u g J = a, b .0 0
 .  .  .A g 9 x f t, x / 1, ; t g J, ; x g R.2
 .   .. w xA T / g u T ; u , ;u g a, b .3 0 0
Thus, P is continuous.
Now we are in a position to prove our main result.
THEOREM 3.1. Let a and b be a lower and an upper solution for
 .  .1.1 ] 1.3 , respecti¨ ely, with ; F b on J. Assume that the conditions
 .  .  .H ] H of Theorem 2.1 and condition A of Lemma 3.1 are satisfied.0 3 1
 .  .  .Then the problem 1.1 ] 1.3 has at least one solution u such that a t F
 .  .u t F b t , for all t g J.
Proof. We shall consider two cases.
Case 1. Let us assume the hypothesis
g b T - T . 3.4 .  . .
 .  .If a 0 s b 0 , Theorem 2.1 assures that
a t F u t ; a 0 F b t , ; t g J .  .  . .
and therefore
a 0 F a T F u T ; a 0 F b T F b 0 s a 0 . .  .  .  .  .  . .
 .   ..  .  .In consequence, u t s u t; a 0 is the desired solution of 1.1 ] 1.3 .
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 .  .Thus we may assume that a 0 - b 0 . Let us consider the operator P
w  .  .xdefined in J s a 0 , b 0 . Since a is a lower solution and b is an upper0
 .  .solution for 1.1 ] 1.3 , we obtain from Theorem 2.1 that
a t F u t ; u F b t , ; t g J , ;u g J . .  .  .0 0 0
In particular,
a 0 F a T F P u F b T F b 0 , ;u g J .  .  .  .  .0 0 0
 .and this implies that P J ; J .0 0
 .  .Now, conditions H and 3.4 permit us to apply Lemma 3.1 and1
conclude that P is continuous. Then there exists a fixed point u g J of P0 0
 .  .  .and therefore u s u ?; u is a solution of 1.1 ] 1.3 satisfying a F u F b0
on J.
Case 2. Now we shall show that we may conclude the results of the
  ..theorem when g b T G T. We have two possibilities.
 .   ..  .  .i t s g b t for some t g 0, T . Denote by r t the solution1 1 1
of the problem
w xr9 t s f t , r t , t g t , T .  . . 1
r t s I* b t . .  . .1 1
 .Now, we consider the function z t defined by
w xb t if t g 0, t . 1
z t s .  r t if t g t , T . .  1
 .  .  .It is easy to see that z t is an upper solution for 1.1 ] 1.3 , a F z F b on
  ..J and g z T - T. Thus we are in the conditions of the first case and we
 .  .may conclude that there exists one solution u of 1.1 ] 1.3 such that
a F u F z F b on J.
 .   ..  .  .ii t / g b t for all t g 0, T . We may assume that a t meets
w x s , otherwise Theorem 3.1 of 7 is applicable and there exists a continu-
.  .  .ous solution of 1.1 ] 1.3 between a and b.
 .Denote by r t the unique solution of the problem
r 9 t s f t , r t , t g J .  . .
r T s gy1 T . .  .
 .  . If r 0 ) r T , then we may find « G 0 depending only on the values
 .  .  ..  .a 0 , b 0 , and r 0 such that the solution y t of the problem
y9 t s f t , y t , t g J .  . .
y 0 s y y « . 0
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  .  .4  .  .with y s min b 0 , r 0 , is a new upper solution of 1.1 ] 1.3 in the0
conditions of Case 1.
 .  .  .  .  .  .If r 0 F r T then r t is a lower solution of 1.1 ] 1.3 . Moreover, r t
 .and b t do not hit s and thus we may use again the results for classical
 .differential equations which assure the existence of a solution u t of the
problem
u9 t s f t , u t , t g J .  . .
u 0 s u T .  .
 w x.  .  .such that r F u F b on J see 7 . Since r t does not meet s , u t is a
 .  .  .continuous solution of 1.1 ] 1.3 . From the fact that a t meets s , we
obtain
u 0 s u T G r T G a T G a 0 .  .  .  .  .
 .  .and hence Theorem 2.1 permit us to conclude that u t lies between a t
 .and b t , which finishes the proof.
It is not difficult to show the validity of Theorem 3.1 when there are
several curves s , k s 1, 2, . . . , p. We have included an impulse only fork
clarity of presentation.
We may also obtain an analogous theorem of Theorem 3.1 when g is
decreasing using Theorem 2.2 instead of Theorem 2.1.
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