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Teil I
Einleitung
1
Kapitel 1
Motivation
Die Strukturbildung in Nichtgewichtssystemen geho¨rt mit zu den interessantesten
Pha¨nomenen der modernen Naturwissenschaften. Aufgrund der extremen Vielzahl von
Strukturbildungprozessen in sehr verschiedenen Bereichen der belebten und unbelebten
Natur hat sich in den letzten Jahrzehnten ein interdisziplina¨res Forschungsgebiet ent-
wickelt, das immer Aufmerksamkeit auf sich gezogen hat. Zu diesem Gebiet geho¨ren die
unterschiedlichsten Systeme aus dem Bereich der Biologie, der Chemie und der Physik. In
allen hier aufgefu¨hrten Bereichen sind vielfa¨ltige entweder ra¨umliche, zeitliche oder raum-
zeitliche Strukturbildungsprozesse zu beobachten, von denen einige hier exemplarisch kurz
vorgestellt werden.
Allein schon im Bereich der Biologie sind sehr viele interessante und außergewo¨hnliche
Strukturierungen zu beobachten. Sie zeigen sich dort auf ganz verschiedenen Beschrei-
bungsebenen. Auf der globalen Beschreibungebene finden wir eine enorme Vielfalt
der Arten. Ihre Menge wird durch die Korrelation einzelner Arten untereinander
bestimmt. So zeigen typische Ra¨uter-Beute-Modelle zeitliche Oszillationen in der Po-
pulationsdynamik [Murray 1989]. Selbst eine einzelne Tierart zeigt auf der untersten
Beschreibungsebene Strukturbildungspha¨nomene wie z.B. die Fellzeichnung beim Zebra
oder beim Leoparden. [Meinhardt 1982, Murray 1989]. Ein weiteres Beispiel aus dem
Bereich der Biologie ist die Aggregation des Schleimpilzes (Dictyostelium discoideum)
[Haken 1983, Murray 1989, Nicolis und Prigogine 1987]. In diesem System a¨ußert
sich die Strukturierung durch konzentrische Kreise und spiralenfo¨rmige Gebilde.
Auf dem Gebiet der Chemie gibt es viele Reaktionen, die ra¨umliche, zeitliche oder
raumzeitliche Strukturen auftreten [Glansdorff und Prigogine 1971]. Ein klas-
sisches Beipiel ist hier in diesem Zusammenhang die Belousov-Zhabotinsky-Reaktion
[Zaikin und Zhabotinsky 1970, Winfree 1972, Winfree 1973, Haken 1983,
Nicolis und Prigogine 1987]. Sie zeigt sehr komplexes Verhalten. Die chemotak-
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3tische Aktivita¨t zeigt Zielscheibenmuster, Spiralwellen und sogar mehrarmige Spiralen.
Abschließend betrachten wir die Physik. Auch sie hat genu¨gend hoch interessan-
te Systeme zu bieten, die eine Strukturbildung zeigen. Dazu geho¨ren Beispiele
aus der Metrologie (z.B. Wolkenstrassen, Streifenmuster [Haken 1983]), der Geo-
physik (Konvektionsrollen in Erdmantel [Kind et al. 2002, Breuer et al. 2004]),
der Gasentladungsphysik (strukturierte Stromdichten: Hexagone, Spiralen, Strei-
fen, Zielscheiben) [Brauer 2000, Brauer et al. 1999, Mu¨ller et al. 1999,
Astrov und Purwins 2001, Stru¨mpel et al. 2001, Ammelt et al. 1998] und der
Halbleiterphysik (strukturierte Stromdichten: Filamente, Spiralen, Doma¨nen, Fronten)
[Scho¨ll 1987, Scho¨ll 2001, Niedernostheide 1999].
Beim Vergleich der einzelnen raumzeitlichen Strukturen fa¨llt auf, dass immer a¨hnliche
Strukturbildungpha¨nomene wie z.B. das Spiralmuster auftreten. Deswegen spricht man
von einer Universalita¨t der Strukturbildung. Die Zustandsa¨nderungen vo¨llig verschie-
dener biologischer, chemischer oder physikalischer Systeme laufen nach den gleichen
Gesetzma¨ßigkeiten ab, die oft auf wenige wesentliche Merkmale der beteiligten Stoffe
zuru¨ckgefu¨hrt und in mathematische Modelle gefasst werden ko¨nnen. Die musterbildenden
Systeme werden typischerweise durch nichtlineare partielle Differentialgleichungsysteme
beschrieben, deren analytische Lo¨sung nur in den seltensten Fa¨llen mo¨glich ist. Aufgrund
der immer steigenden Leistungsfa¨higkeit der Rechner ko¨nnen sehr aufwa¨ndige numerische
Simulationen durchgefu¨hrt werden, die einen immer tieferen Einblick in die spezifischen
”
Materialeigenschaften“ des betrachteten Systems gewa¨hren. Somit ko¨nnen viele wichtige
Fragestellungen wie z.B. die Analyse der Instabilita¨tsmechanismen oder die Auswahlkrite-
rien bestimmter Muster in den unterschiedlichsten Systemen diskutiert werden. Mit Hilfe
der Wissenschaft geben wir so vielen allta¨glichen Dingen in unserer Umwelt ein festes
Fundament, auf dem fu¨r die Entwicklung zuku¨nftiger Nutzanwendungen aufgebaut wer-
den kann.
Die Untersuchungen der hier vorliegenden Arbeit richten sich auf die Modellierung
des Ladungstra¨gertransports und der Strukturbildung in einem wechselspannungs-
getriebenen Halbleitersystem. Das betrachtete Halbleiterbauelement besteht dabei
im Wesentlichen aus fu¨nf verschiedenen du¨nnen Schichten. Das Kernstu¨ck ist da-
bei eine du¨nne Halbleiterschicht, die zwischen zwei Isolatorschichten eingebettet ist.
Kontaktiert wird das Bauelement u¨ber Aluminiumkontakte und einer transparenten
Indiumoxidschicht. Bei der Halbleiterschicht handelt es sich um mangandotiertes
Zinksulfid, das elektrolumineszierende Eigenschaften besitzt [Ono 1995]. Da die
Elektrolumineszenz in diesen Bauelementen eng mit der lokalen Stromdichte in der
ZnS:Mn-Schicht verbunden ist, wird so die Strukturbildung in der Stromdichte durch
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die transparente Indiumoxidschicht optisch sichtbar. Die Dotierung mit Mangan fu¨hrt
zum Auftreten einer Bistabilita¨t, die sich durch eine hystereseartige Leuchtdichte-
Spannungs-Kennlinie [Inoguchi und Mito 1973, Mach und Mu¨ller 1982,
Mach und Mu¨ller 2000] und eine Vielzahl von Strukturbildungspha¨nomenen
[Marrello et al. 1977, Marrello und Onton 1980, Ru¨hle et al. 1979,
H.Ru¨fer et al. 1980, Scho¨ll et al. 1998, Zuccaro 1997, Zuccaro et al. 2000,
Beletskii und Vlasenko 1993a, Beletskii und Vlasenko 1993b, Kukuk et al. 1997,
Goßen et al. 1995, Goßen 1994, Strych 1996, Vlasenko et al. 2004] in der Elektro-
lumineszenz bemerkbar macht. Die beobachteten Strukturen haben dabei sowohl einen
statischen (Multifilamentverteilungen) als auch einen dynamischen Charakter (Autowel-
len, Doma¨nen, Spiralen). Welche Strukturierung im Experiment angenommen wird, ha¨ngt
empfindlich von den a¨ußeren Parametern, wie z.B. die Treiberspannung (Amplitude und
Frequenz) und die Dotierungkonzentration [Zuccaro 1997], ab. Auch hier fasziniert wie-
der die U¨bereinstimmung der beobachteten Strukturen in der ZnS:Mn-Elektrolumineszenz
mit denen aus der obigen Diskusion.
Das Ziel dieser Arbeit besteht zuna¨chst darin, mit Hilfe von bereits bestehenden ex-
perimentellen Daten, die grundlegenden Eigenschaften des ZnS:Mn-Bauelements zu un-
tersuchen. Dazu werden Ergebnisse sowohl zum longitudinalen Transport (in Feldrich-
tung) als auch zur lateralen Strukturbildung analysiert. Daraus folgen charakteristische
Systemeigenschaften, die fu¨r das Auftreten der Elektrolumineszenz u¨berhaupt, der hyste-
researtigen Leuchtdichte-Spannungs-Kennlinie und der Strukturbildung notwendig sind.
Im na¨chsten Schritt werden dann mathematische Modellgleichungen fu¨r den Ladungs-
tra¨gertransport in dem hier betrachteten ZnS:Mn-Bauelement aufgestellt. Dafu¨r mu¨ssen
zuerst die charakteristischen Systemeigenschaften auf allgemeingu¨ltige Prinzipien abstra-
hiert werden. Parallel dazu muss eine angemessene Beschreibungsebene des Ladungs-
transports gefunden werden, die auf der einen Seite eine leichte Integration der Syste-
meigenschaften ermo¨glicht und auf der anderen Seite einen Vergleich mit experimentell
zuga¨nglichen makroskopischen Gro¨ßen, wie z.B. Teilchenstro¨me, erlaubt. Diese U¨berlegung
fu¨hrt uns in dieser konkreten experimentellen Situation auf ein Drift-Diffusions-Modell
[Lundstrom 2000, Snowden 1986, Selberherr 1984, Schenk 2001], das im Allgemei-
nen nicht analytisch lo¨sbar ist und daher mit Hilfe der Numerik auf einem Rechner gelo¨st
werden muß. Es zeigt sich dabei, dass das hier entwickelte Modell die wesentlichen ex-
perimentellen Ergebnisse zum longitudinalen Transport reproduziert und dass zusa¨tzlich
ra¨umlich lokalisierte Hochstrombereiche stabilisiert werden ko¨nnen.
Kapitel 2
Gliederung der Arbeit
Im Anschluss an die Motivation wird hier die Gliederung der Arbeit vorgestellt. Die Dis-
sertation besteht insgesamt aus fu¨nf Teilen.
Nach der Einleitung folgt der zweite Teil, in dem die experimentellen Grundlagen, die
Strukturbildungspha¨nomene sowie auf der theoretischen Seite die Modellierung des La-
dungstra¨gertransports und die Numerik besprochen werden. Dazu beginnen wir mit eini-
gen geschichtlichen Hintergrundinformationen. Der Prozess der Elektrolumineszenz (Licht-
emission) im Zinksulfid wurde in den 30er Jahren aufgrund eines fehlerhaften Experiments
zufa¨llig entdeckt. Eine kontinuierliche Weiterentwicklung dieser Entdeckung fu¨hrte auf die
Entwicklung von Elektrolumineszenzfolien und farbiger Displays. Letztere haben sich auf-
grund technischer Probleme noch nicht vollsta¨ndig am Markt durchgesetzt. Ausgehend von
experimentellen Untersuchungen wird der Mechanismus der Elektrolumineszenz genauer
studiert. Dazu werden zuna¨chst ein paar einfache experimentelle Ergebnisse besprochen.
Dabei steht die starke Abha¨ngigkeit der Lumineszenz von der angelegten Spannung be-
sonders im Vordergrund. Wird eine fu¨r das Bauelement charakteristische Grenzspannung
erreicht, so setzt die Lichtemission schlagartig ein. Dieser Effekt wird dann im Folgenden
an weiteren Kennlinien und Zeitreihen intensiver untersucht. Es wird insbesondere der
Frage nachgegangen, welche Bauteilparameter die Elektrolumineszenz entscheidend be-
einflussen. Diese Frage ist fu¨r die praktische Anwendung von großer Wichtigkeit, da man
z.B. im Hinblick auf die Entwicklung von Displays stets an einer optimalen Lichtausbeute
interessiert ist. Mit Hilfe dieser Erkenntnisse und zusa¨tzlicher Informationen u¨ber diese
speziellen Bauelemente kann dann ein Ladungstransportschema fu¨r die Elektrolumineszenz
diskutiert werden. Dieses Schema dient dann spa¨ter als Grundlage fu¨r die Modellierung ei-
nes Transportmodells. Unter bestimmten experimentellen Gegebenheiten (Abku¨hlung des
Bauelements, A¨nderung der a¨ußeren Spannung) zeigen die ZnS:Mn-Bauelemente in der
ra¨umlichen und zeitlichen Elektrolumineszenzverteilung eine spontane Strukturbildung.
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Diese oft als Muster bezeichneten Verteilungen sollen in diesem Abschnitt vorgestellt wer-
den. Die Experimente zeigen dabei eine große Vielfalt unterschiedlicher Muster, die sowohl
ra¨umlich stationa¨r als auch dynamisch sein ko¨nnen. Danach folgt die theoretische Model-
lierung des Ladungstra¨gertransports. Dazu wird ausgehend von der klassischen Liouville-
Gleichung die bekannte BBGKY-Hierarchie fu¨r die Verteilungsfunktion abgeleitet. Aus
ihr kann dann mit Hilfe einiger zusa¨tzlicher Annahmen die Boltzmann-Gleichung aufge-
stellt werden, die in ihrer semiklassischen Darstellung die Grundlage vieler theoretischer
Untersuchungen auf dem Gebiet des Transports in Festko¨rpern darstellt. Fu¨r die hier zu
untersuchende Fragestellung wu¨rde die Lo¨sung der semiklassischen Boltzmann-Gleichung
viel zu detaillierte Informationen liefern, die einen direkten Vergleich mit dem Experiment
erschweren. Um die Informationsdichte zu komprimieren werden in einem na¨chsten Schritt
einfachere makroskopische Gleichungen aus der semiklassischen Boltzmann-Gleichung be-
rechnet. Man sucht nach einfacheren Bilanz-Gleichungen, die im allgemeinen Fall analog
zur BBGKY-Hierarchie wieder eine unendliche Hierarchie bilden. Diese Hierarchie wird
auf der einfachsten Ebene abgebrochen und es folgt zusammen mit der Poisson-Gleichung
ein Transportmodell, dessen Stro¨me durch Drift und Diffusion charakterisiert werden.
Diese Drift-Diffusions-Modelle sind im Allgemeinen analytisch nicht lo¨sbar. Ihre Lo¨sung
muss mit Hilfe eines Computerprogramms bestimmt werden. Die besondere Struktur der
Bilanz-Gleichungen erfordert eine spezielle Diskretisierung des Transportproblems, die im
letzten Abschnitt des zweiten Teils vorgestellt wird.
Im dritten Teil der vorliegenden Arbeit werden die Simulationsergebnisse diskutiert.
Dabei wird zuerst der wechselspannungsgetriebene longitudinale (1D) Transport unter-
sucht. Die Rechnungen zeigen aufgrund stark nichtlinearer Transportprozesse wie z.B. Tun-
nelinjektion aus Grenzfla¨chenzusta¨nden und Band-Band-Stoßionisation sehr interessante
Ergebnisse. Dabei wird neben der Feldabschirmung, die schon gut innerhalb der ersten
Spannungsperioden untersucht werden kann, der periodisch stationa¨re Zustand studiert.
Dieser Zustand ist durch eine pro Halbperiode konstante u¨bertragende Ladung charakteri-
siert und stellt sich oft erst nach sehr vielen Spannungsperioden ein. Mit Hilfe der Lo¨sung
dieses Zustandes kann eine besondere Kennlinie berechnet werden. Dabei wird die pro
Halbperiode u¨bertragende Ladung gegen die angelegte Spannungsamplitude aufgetragen.
Das besondere an dieser Kennlinie ist ihre Bistabilita¨t, deren Form durch zwei unstetige
Ladungsspru¨nge bestimmt wird. Im weiteren Verlauf der Arbeit wird untersucht, welche
Bauteilparameter wesentlich zum Aufbau der Hysterese (Bistabilita¨t) beitragen. Diese hys-
tereseartigen Kennlinien, die auch experimentell beobachtet werden ko¨nnen, sind fu¨r die
weiteren Untersuchungen der spontanen Strukturbildung sehr wichtig. So zeigen typische
Experimente zur Strukturbildung nur dann ra¨umlich inhomogene Lumineszenzverteilung-
7en (Muster), falls die Spannung nahe genug der Schwelle fu¨r den U¨bergang von schwacher
(u¨bertragende Ladung klein, kleiner Strom) zu starker (u¨bertragende Ladung groß, großer
Strom) Lumineszenz gewa¨hlt wird. Motiviert durch die experimentellen Ergebnisse auf
der einen und die theoretisch berechneten Kennlinien auf der anderen Seite werden zwei-
dimensionale Simulationen durchgefu¨hrt. Das Ziel ist die Beantwortung der Frage, ob
auch in einer zweidimensionalen Bauteilgeometrie lokalisierte Strominhomogenita¨ten exis-
tieren ko¨nnen. Um dies zu untersuchen werden Simulationen mit verschiedenen Anfangs-
bedingungen (z.B. ku¨nstliches Startfilament, homogene Anfangsbedingung plus Rauschen)
durchgefu¨hrt. Die entsprechenen Rechnungen zeigen in der Tat einzelne lokalisierte Hoch-
strombereiche, dessen Stabilisierung anschließend intensiv untersucht wird. Infolge der
Variation einiger Bauteilparameter ko¨nnen gezielt mehrere Hochstrombereiche im Simu-
lationsgebiet erzeugt werden, die dann miteinander wechselwirken, falls ihr gegenseitiger
Abstand zu gering ist. Diese Wechselwirkung wird dann genauer studiert und es stellt sich
beispielsweise heraus, dass die einzelnen Hochstrombereiche einen optimalen gegenseitigen
Abstand bevorzugen. Aufgrund der dreidimensionalen Anordnung des Experiments und
der damit verbundenen zweidimensionalen Strukturierung der Elektrolumineszenz wird die
bisherige zweidimensionale Simulation um die letzte noch u¨brig bleibende Raumdimension
erweitert. Durch die Erweiterung kann untersucht werden, welche Form die lokalisierten
Inhomogenita¨ten in der Ebene annehmen. Die ersten numerischen Ergebnisse besta¨tigen
die in den Experimenten beobachtete kreisfo¨rmige Ausdehnung der Hochstrombereiche.
Um auch in diesem Fall mehrere Hochstrombereiche zu erzeugen, haben wir wieder gezielt
einzelne Bauteilparameter gea¨ndert. Dadurch ko¨nnen wir die Wechselwirkung zwischen
den einzelnen Inhomogenita¨ten untersuchen. Schon an dieser Stelle sei angemerkt, dass
die dreidimensionale Simulation numerisch sehr aufwa¨ndig ist, da mitunter infolge der
gewa¨hlten Diskretisierung sehr große du¨nnbesetzte lineare Gleichungssysteme, die sehr
viel Rechenzeit in Anspruch nehmen, gelo¨st werden. Zum Abschluss dieses Teils werden
die numerischen Simulationsergebnisse mit experimentellen Ergebnissen verglichen.
Nach dem Ergebnisteil folgt der vierten Teil, in dem alle Ergebnisse noch einmal
zusammengefasst werden. Zusa¨tzlich wird ein Ausblick fu¨r weitere Arbeiten gegeben. Der
letzte Teil (fu¨nfter Teil) der Dissertation ist den Anha¨ngen gewidmet. Hier kann die
komplette Diskretisierung des Transportmodells nachgelesen werden.
Teil II
Experimentelle Grundlagen zur
Strukturbildung und Modellierung
des Ladungstra¨gertransports
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Kapitel 3
Elektrolumineszierende
ZnS:Mn-MISIM-Bauelemente
3.1 Geschichtlicher Hintergrund
Ausgangspunkt fu¨r die umfangreichen Untersuchungen auf dem Gebiet der ZnS-
Elektrolumineszenz war im Jahr 1936 ein zufa¨lliges Experiment von G. Destriau
[Destriau 1936]. Er arbeitete zu dieser Zeit im Labor der spa¨teren Nobelpreistra¨gerin
M. Curie in Paris und bescha¨ftigte sich mit der Entwicklung einer neuen Metalllegierung,
deren Leitfa¨higkeit er untersuchen wollte. Schon bei der Herstellung dieser Legierung un-
terlief Destriau ein folgenschwerer Fehler. Eigentlich sollte die zu untersuchende Legierung
nur aus Zinksulfid bestehen, aber er verunreinigte sie mit Kupfer. Trotz des Fehlers schloss
er das Material an eine Stromquelle an und stellte u¨berrascht fest, dass die Legierung bei
hohen elektrischen Feldsta¨rken Licht emittiert. Das Grundprinzip ist dabei ein typisches
Halbleiterpha¨nomen. Durch das elektrische Feld ko¨nnen die beschleunigten Elektronen
die Kupferatome anregen. Dieser angeregte Zustand zerfa¨llt dann unter Lichtemission im
sichtbaren Bereich. Aber trotz umfangreicher Verfeinerungen waren die du¨nnen Schich-
ten oft sehr unzuverla¨ssig und die Lumineszenzausbeute war zu gering, so dass sich diese
Beleuchtungstechnik nicht durchsetzen konnte. Dies lag vor allen Dingen in der Herstel-
lung der du¨nnen transparenten und elektrisch leitenden Schichten begru¨ndet. So wurde
beispielsweise das leitende und transparente Zinnoxid (SnO2) erst Jahre spa¨ter entdeckt.
Aber dennoch legte Destriau mit seinen Arbeiten den Grundstein fu¨r die Entwicklung
moderner du¨nner Elektrolumineszenzfolien (EL-Folien) und TFEL-Displays (Thin Film
Electroluminescent Devices). Die heutigen modernen EL-Folien bestechen zum einen durch
ihre Farbvielfalt infolge verschiedener Dotierungsstoffe und zum anderen durch weitere
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interessante Eigenschaften, die herko¨mmliche Lichtquellen nicht besitzen. Sie sollen hier
kurz aufgefu¨hrt werden.
Die heutigen EL-Folien sind sogenannte Lambertstrahler, d.h. die Leuchtdichte der
von der Oberfla¨che emittierten Strahlung ist von jeder Seite gleich. Das emittierte Licht
ist bei geeigneter Dotierung sehr schmalbandig, absolut gleichma¨ßig und weit sichtbar.
Weitere Entwicklungen zeigten, dass derartige Folien a¨ußerst robust gegen Vibrationen
und mechanische Sto¨ße sind. Zusa¨tzlich sind sie flach, flexibel, leicht verformbar und un-
empfindlich gegen tiefe Temperaturen. Um die Sichtbarkeit in der Nacht noch weiter zu
erho¨hen, konnten spezielle Folien entwickelt werden, die ihr Emissionsmaximum zwischen
500 nm und 515 nm Wellenla¨nge haben, was dem Empfindlichkeitsmaximum des mensch-
lichen Auges bei Nacht entspricht. Diese speziellen Eigenschaften machen diese Techno-
logie sehr interessant fu¨r das Milita¨r und die Luftfahrtindustrie, wo diese Folien z.B. fu¨r
die Instrumenten- bzw. Tastaturbeleuchtung oder fu¨r die Tragfla¨chenbefeuerung einge-
setzt werden. Daru¨berhinaus wird die EL-Beleuchtungstechnik oft in der Geba¨udetechnik
sowie in der Werbeindustrie verwendet. EL-Displays konnten sich dagegen trotz ihres ein-
fachen Schichtaufbaus bisher noch nicht am Markt durchsetzten, da die kontrastreiche
Farbdarstellung immer noch Probleme bereitet.
Fu¨r weitere wichtige Eigenschaften und Anwendungsmo¨glichkeiten der EL-Technik
wird auf die U¨bersichtsartikel [Inoguchi und Mito 1973, Mach und Mu¨ller 1982,
Mach und Mu¨ller 2000] sowie das Buch [Ono 1995] verwiesen.
3.2 Pha¨nomenologisches Verhalten
Heutige TFEL-Bauelemente haben einen relativ einfachen Aufbau (Abb. 3.1). In der Re-
gel wird ein elektrolumineszierendes Halbleitermaterial zwischen zwei Isolatoren einge-
bettet. Dieses Schichtsystem wird dann auf einer transparenten und elektrisch leitenden
ITO-Schicht positioniert, die wiederum auf einen Glasstra¨ger aufgedampft ist. Kontak-
tiert wird die TFEL-Struktur dann u¨ber Aluminiumelektroden. Auf weitere Details zur
Herstellung dieser Bauelemente soll hier nicht weiter eingegangen werden. Na¨heres fin-
det sich aber beispielsweise in [Zuccaro 1997, Goßen 1994]. Diese Schichtstruktur wird
oft in der Literatur aufgrund der Reihenfolge der Schichten als MISIM(Metal-Insulator-
Semiconductor-Insulator-Metal) Bauelement bezeichnet. Legt man an eine solche MISIM-
Struktur eine Wechselspannung, so emittiert die Halbleiterschicht ab einer Schwellenspan-
nung Uth Licht, dessen Spektrum im Falle von mangandotiertem Zinksulfid (ZnS:Mn)
im sichtbaren Bereich liegt (Abb. 3.2). Da man die Elektrolumineszenz mindestens durch
einen der beiden Isolatoren betrachten mo¨chte, muss einer der Isolatoren fu¨r den Spektral-
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Abbildung 3.1: Schematischer Aufbau des wechselspannungsgetriebenen TFEL-Bauteils.
Typische La¨ngenabmessungen des Glastra¨gers liegen zwischen 1 und 2 cm, so dass sich
insgesamt eine Fla¨che von 1-4 cm2 ergibt. Die Fla¨che der Aluminiumkontakte liegt im
Bereich einiger Quadratmillimeter.
bereich des emittierten Lichts transparent sein. Außerdem sollten die Isolatoren eine hohe
Dielektrizita¨tszahl sowie eine hohe Durchbruchspannung vorweisen, damit eine mo¨glichst
hohe Spannung an der Halbleiterschicht abfa¨llt. Diese Auswahlkriterien fu¨hren auf zwei
Klassen von Isolatormaterialien [Mach und Mu¨ller 1982, Howard 1977, Ono 1995]:
1. Oxide und Oxinitride: z.B. Al2O3, AlOxNy
2. Ferroelektrika: z.B. BaTiO3, SrTiO3.
Die Auswahl der elektrolumineszierenden Halbleitermaterialien (Halbleiter und Dotie-
rungsmaterial) richtet sich natu¨rlich nach dem gewu¨nschten Spektrum des emittierten
Lichts. Zusa¨tzlich haben die Halbleiter- sowie die Dotierungsmaterialien folgende Auswahl-
kriterien zu erfu¨llen [Mach und Mu¨ller 1982, Mach und Mu¨ller 2000, Ono 1995,
Ono 1997]:
• Halbleiter:
– genu¨gend große Bandlu¨cke, damit das Licht von den Lumineszenzzentren ohne
starke Absorption emittiert werden kann
–
”
robust“ gegenu¨ber großen Feldsta¨rken (106 V/cm), d.h. Lichtemission soll in
einem mo¨glichst großen Spannungsintervall (U > Uth) verfu¨gbar sein, ohne dass
die Halbleiterschicht zersto¨rt wird
– isolierende Eigenschaften fu¨r Spannungen unterhalb der Schwelle (U < Uth)
• Lumineszenzzentren:
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– leicht in das jeweilige Gitter des Halbleiters zu dotieren
– gute Anregbarkeit (Wirkungsquerschnitt und Spektrum)
–
”
Stabilita¨t“ der Dotierung gegenu¨ber großen Feldsta¨rken (106 V/cm)
Besonders gut geeignet ist das oben schon erwa¨hnte Zinksulfid (ZnS), welches mit eini-
gen Molprozent Mangan (Mn) dotiert ist. Die Dotierungskonzentration ist bei den hier
betrachteten Halbleitermaterialien deutlich ho¨her als sonst u¨blich. Dabei ist weiterhin an-
zumerken, dass die Dotierungsmaterialien weder als Akzeptor noch als Donator fungieren,
sondern im Wesentlichen nur als Lumineszenzzentrum wirken. Das emittierte Licht hat
eine Wellenla¨nge vom 580 nm, was einem gelborangem Farbton (Abb. 3.2) entspricht.
Neben dem ZnS erfu¨llen noch weitere II-VI Halbleiter wie Zinkselenid (ZnSe), Kalzium-
Abbildung 3.2: Spektrum des emittierten Lichts eines ZnS:Mn-Bauelements [Ono 1997].
sulfid (CaS), Strontiumsulfid (SrS) und Strontiumselenid (SrSe) die Anforderungen. Als
geeignete Lumineszenzzentren haben sich U¨bergangsmetalle (z.B. Mangan) oder seltene
Erden (Tb, Sm, Tm, Eu, Ce) erwiesen. Sie bestimmen jeweils die Farbe des emittierten
Lichts, was fu¨r die Herstellung von Farbdisplays sehr wichtig ist. Insbesondere erfordert
ihre Entwicklung die Farben (rot, blau und gru¨n). Die Abbildung 3.3 zeigt dazu die Emis-
sionsspektren einiger Materialkombinationen (CaS:Eu→ rot, ZnS:Sm,F→ gru¨n, gelb, rot,
ZnS:Tb,F → gru¨n, SrS:Ce → blau).
Bisher wurden ausschließlich Details zur Herstellung besprochen. Bisher haben wir er-
fahren, dass wechselspannungsgetriebene und dotierte MISIM-Bauelemente Licht in ver-
schiedenen Wellenla¨ngenbereichen emittieren. Der genaue Ladungstransport und damit
das Prinzip der Elektrolumineszenz wurde bis jetzt noch nicht diskutiert. Bevor wir damit
beginnen, betrachten wir einige experimentell gemessene Kennlinien eines ZnS:Mn Bau-
elements unter dem Einfluss einer sinusfo¨rmigen Wechselspannung. Betrachten wir zuerst
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Abbildung 3.3: Beispiele fu¨r TFEL-Bauelemente mit unterschiedlichen Farben des emit-
tierten Lichts [Ono 1997]. Dotierungsmaterialien: Eu: Europium, Ce: Cerium, Sm: Sama-
rium, Tb: Terbrium, F: Fluor.
die Abbildung 3.4. Fu¨r Spannungen unterhalb einer kritischen Schwelle (hier Uth = 160
V) bestimmt sich die Gesamtkapazita¨t aus der Kennlinie aus einer Reihenschaltung der
beiden Isolator- und der ZnS:Mn-Schicht. Hier verha¨lt sich die dotierte Zinksulfidschicht
also wie ein Kondensator. Dies ist am linearen Stromverlauf und dem konstanten Pha-
senwinkel zwischen Strom und Spannung von Φ = 90o zu erkennen. Ein Blick auf die
Abbildung 3.5 verra¨t, dass in diesem Spannungsbereich auch kein Licht, d.h. die Lumines-
zenz L ist Null, emittiert wird. U¨bersteigt die angelegte Spannungsamplitude den Wert
Abbildung 3.4: I-, Φ-U -Kennlinie (Sinus-
spannung 1 kHz) [Ono 1995].
Abbildung 3.5: L-, η- , ∆Q-U -Kennlinie
(Sinusspannung 1 kHz) [Ono 1995].
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Abbildung 3.6: L-∆Q-Kennlinie [Ono et al. 1987].
Uth, so ist ein Stromknick sowie ein gea¨nderter Phasenwinkel (Φ 6= 90o) zu beobachten
(Abb. 3.4). In dieser Situation a¨ndert sich die Gesamtkapazita¨t, da neben den beiden
Isolatorkapazita¨ten ein induktiver Widerstand (Halbleiterschicht) zu beru¨cksichtigen ist.
Damit verliert das Bauelement und insbesondere die ZnS:Mn-Schicht seine Kondensato-
reigenschaft und ein dissipativer Strom beginnt zu fließen. Gleichzeitig ist in Abbildung
3.5 ein sehr steiler Anstieg in der Lumineszenz L, in der Lumineszenzausbeute η und in
der u¨bertragenen Ladungsdichte ∆Q zu beobachten. Die Gro¨ße η beschreibt dabei das
Verha¨ltnis zwischen Eingangsleistung pro Fla¨che und L. Nach dem U¨berschreiten von
Uth verlaufen ∆Q und L wieder linear, wa¨hrend die Lumineszenzausbeute η nach dem
Durchschreiten ihres Maximums bei Uth wieder abnimmt. Der obige lineare Zusammen-
hang [Ono 1995, To¨rnqvist 1982] konnte noch genauer untersucht werden (Abb. 3.6).
Daraus ergibt sich, dass die Lumineszenz L proportional zum Produkt aus Frequenz f
der anliegenden Spannung und u¨bertragendener Ladung ∆Q verla¨uft. Mo¨chte man also
die Lichtintensita¨t erho¨hen, so muss man die u¨bertragene Ladungsdichte im Bauelement
steigern. Damit es aber u¨berhaupt zur Lichtemission kommt, mu¨ssen aber zwei wesentli-
che Parameter bei der Herstellung des TFEL-Bauelements gesetzt werden (Abb. 3.7, 3.8)
[Sasakura et al. 1981b, Sasakura et al. 1981a]. Damit die Lichtemission u¨berhaupt zu-
stande kommt, muss erstens die dotierte Zinksulfidschicht ausreichend dick sein (Abb.
3.7). Fu¨r die vorliegende Probe erreicht man erst ab Dicken vom d = 30 nm einen Lumi-
neszenzanstieg, der dann mit zunehmender Dicke anna¨hernd linear verla¨uft. Die Lumines-
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Abbildung 3.7: Abha¨ngigkeit von L und
η von der Dicke der ZnS:Mn-Schicht
[To¨rnqvist et al. 1983].
Abbildung 3.8: Abha¨ngigkeit von L und
ηmax von der Mangan-Dotierungskonzen-
tration [Sasakura et al. 1981b].
zenzausbeute erreicht dagegen bei einer Schichtdicke von ca. 200 nm ihr Maximum und
bleibt danach fast konstant. Zweitens muss die Dotierungskonzentration genu¨gend groß
gewa¨hlt werden. Die Abbildung 3.8 zeigt, dass es eine optimale Dotierungskonzentration
fu¨r eine maximale Lumineszenzausbeute gibt. Die durchgefu¨hrten Experimente zeigen eine
starke Abha¨ngigkeit von L und η gegenu¨ber der Dotierungskonzentration [Ono 1995].
Zum Schluss dieses Abschnitts diskutieren wir noch eine weitere sehr interessan-
te Eigenschaft der Elektrolumineszenz der ZnS:Mn-Struktur. Zur Diskussion betrach-
ten wir die Abbildung 3.9. Es ist zu erkennen, dass die Intensita¨t des emittierten
Lichts sehr stark von der Polarita¨t der angelegten Spannung abha¨ngt. Mit Span-
nungspulsen gleicher Polarita¨t vermindert sich die Lichtintensita¨t dramatisch. Wird
dann ein Spannungspuls mit umgekehrter Polarita¨t angelegt, so steigt die Inten-
sita¨t wieder sprunghaft an. Dieses Verhalten deutet auf einen Geda¨chtniseffekt hin
[Inoguchi und Mito 1973, Mach und Mu¨ller 1982]. Weitere Untersuchungen die-
ses experimentellen Ergebnisses fu¨hrten auf die Intensita¨ts-Spannungshysterese (Abb.
3.10) [Howard 1981, Marrello et al. 1977]. Das Auftreten der Hysterese ha¨ngt da-
bei stark von der Dotierungskonzentration und der Dicke der Zinksulfidschicht ab
[Marrello und Onton 1980, Sasakura et al. 1981b].
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Abbildung 3.9: Schematische
Abha¨ngigkeit der Lumineszenz von
der Polarita¨t der Spannungspulse
[Inoguchi und Mito 1973].
Abbildung 3.10: Experimentell gemesse-
ne Intensita¨ts-Spannungs-Hysterese eines
ZnS:Mn-Bauelements [Howard 1981].
3.3 Mechanismus der Elektrolumineszenz
Im vorherigen Kapitel (Kap. 3.2) haben wir einige pha¨nomenologische Eigenschaften des
ZnS:Mn Bauelements mit Hilfe von experimentell gemessenen Kennlinien diskutiert. In
diesem Kapitel soll der Grundmechanismus der Elektrolumineszenz genauer erla¨utert wer-
den. Insbesondere wird dabei die Frage gekla¨rt, woher die dissipative Stromkomponente
(Abb. 3.4) und damit die Lumineszenzstrahlung (Abb. 3.5) kommt. Außerdem ko¨nnen wir
aufgrund des Ladungstransports U¨berlegungen anstellen, die dem Geda¨chtniseffekt und
die Hysterese (Abb. 3.9, 3.10) erkla¨ren.
Dazu betrachten wir im Folgenden die MISIM-Struktur unter Einfluss einer Wechsel-
spannung (Abb. 3.11). Liegt die momentane Treiberspannung unterhalb der kritischen
Schwellenspannung Uth, so verha¨lt sich das komplette Bauelement, wie vorhin ausfu¨hrlich
beschrieben, wie ein idealer Kondensator. Erreicht die Spannungsamplitude nun aber den
Wert Uth, so ko¨nnen Elektronen aus lokalisierten Zusta¨nden in der Isolator-Halbleiter-
Schicht (momentane Kathode) in das Leitungsband durch eine anna¨hernd dreieckige Bar-
riere tunneln (Prozess 1). Die gerade angesprochenen Zusta¨nde entstehen bei der Her-
stellung der polykristallinen Proben durch Fehlanpassungen in der Kristallstruktur und
durch offene chemische Bindungen. Die Zusta¨nde liegen etwa 1 eV unterhalb der Lei-
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Abbildung 3.11: Energiebandschema fu¨r
ZnS:Mn-Struktur unter Einfluss einer
Spannung. Die eingekreisten Zahlen wer-
den im Text erla¨utert.
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Abbildung 3.12: Energiebandschema fu¨r
ZnS:Mn-Struktur unter Einfluss einer
Spannung und einer positiven Raumla-
dung.
tungsbandkante [Bringuier 1989, Bringuier 1997]. Die emittierten Elektronen werden
in der ZnS-Schicht durch das anliegende elektrische Feld (∝ 106 V/cm) stark beschleu-
nigt. Auf dem Weg zur momentanen Anode ko¨nnen die Elektronen verschiedene Streu-
prozesse durchlaufen. Die erste Mo¨glichkeit besteht darin, dass Elektronen mit den in das
Zinksulfidgitter
”
eingebauten“ Manganatomen zusammenstoßen und so ihre kinetische
Energie abgeben. Dadurch werden die Manganatome, wie im Kapitel 3.1 schon ange-
deutet, angeregt [Mach und Mu¨ller 1982, Mach und Mu¨ller 2000, Bringuier 1994,
Smith 1981, Ono 1995]. Dazu beno¨tigen die Elektronen mindestens die Energie von 2.2
eV. Wenn die angeregten Lumineszenzzentren (Prozess 4) wieder in ihren Grundzustand
relaxieren, wird Licht (Lumineszenzdauer ca. 1 ms) mit einer fu¨r das Dotierungsmate-
rial charakteristischen Wellenla¨nge emittiert [Furdyna et al. 1996]. Es ist dabei zu be-
merken, dass diese Relaxation auch strahlungsfrei u¨ber Phononenemission erfolgen kann
[Wager und Keir 1997]. Selbstversta¨ndlich ko¨nnen die Elektronen mehrmals auf ihrem
Weg zur Anode die Manganatome anregen, vorausgesetzt sie gewinnen infolge des elektri-
schen Feldes wieder ausreichend kinetische Energie. Mit Hilfe von nummerisch berechne-
ter Bandstrukturen und einer Monte-Carlo-Simulation fu¨r den Ladungstransport in ein-
kristallinem ZnS kann man die mittlere Elektronenenergie fu¨r die Anregung bestimmen
[Brennan 1988, Bhattacharyya et al. 1993, Bringuier 1991]. So konnten z.B. Bhat-
tacharyya et al. angeben, dass bereits bei einer Feldsta¨rke von 1 MV/cm 26% (2 MV/cm
65%) der Elektronen die no¨tige Energie besitzen, um die Manganatome anzuregen. Die
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Elektronen, die infolge des Transports die momentane Anode erreichen, werden wieder
von leeren Grenzfla¨chenzusta¨nden in der Isolator-Halbleiter-Schicht eingefangen (Prozess
5). Nach Ablauf einer halben Periode der Wechselspannung wird die Spannung umgepolt
und der oben beschriebene Transportprozess beginnt von Neuem. Damit haben wir den
wesentlichen Prozess zur Elektrolumineszenz beschrieben.
Neben der Anregung der Manganatome im ZnS:Mn sind aufgrund der großen
Feldsta¨rken und der großen Anzahl von Defektzusta¨nden weitere Generations-
und Rekombinationsprozesse denkbar [Bhattacharyya et al. 1993, Bringuier 1994,
Bringuier 1997]. Diese Prozesse fu¨hren in der Regel auf eine positive Raumladung, die
in der Literatur intensiv diskutiert wurde. Die Entstehung der Raumladung kann im We-
sentlichen in drei Kategorien unterteilt werden:
1. Band-Band Stoßionisation mit anschließendem kontinuierlichem Lo¨chereinfang (Pro-
zess 2 und 3) [Bringuier 1992, Howard et al. 1982, Jarem und Singh 1988,
Neyts 1991, Goldenblum et al. 1994, Neyts et al. 1994]: U¨bersteigt dabei die ki-
netische Energie der Elektronen ein Vielfaches der Bandlu¨ckenenergie EGap = 3.7
eV (ZnS), so ko¨nnen Elektron-Loch-Paare u¨ber die Stoßionisation von Elektronen
am Zinkgitter erzeugt werden. Dabei nimmt ein Elektron im Valenzband den Ener-
gieu¨berschuss des stoßenden Elektrons im Leitungsband auf und gelangt so in das
Leitungsband, wo es in Richtung der momentanen Anode beschleunigt wird. Das im
Valenzband entstandene Loch wird dementsprechend in die entgegengesetzte Rich-
tung beschleunigt. Auch hier kann wieder mit einer vorher berechneten Bandstruktur
und einer Monte-Carlo-Simulation das Hochfeldtransportproblem diskutiert werden.
Die Rechnungen zeigen, dass schon bei Energien von 1.5×EGap eine massive Stoßioni-
sation einsetzt [Reigrotzki et al. 2001]. Die Lo¨cher ko¨nnen dann auf ihrem Weg zur
momentanen Kathode von sogenannten Lo¨cherfallen eingefangen werden. Mit Hilfe
von Photodepolarisationsmessungen an ZnS:Mn Proben kann die energetische Lage
der Lo¨cherfallen bestimmt werden. Sie liegen ca. 0.2-0.4 eV oberhalb der Valenz-
bandkante [Vlasenko et al. 2000b, Vlasenko et al. 2000a].
2. Stoßionisation von eingefangenen Elektronen an tiefen Sto¨rstellen: Ein Elektron mit
genu¨gend großer Energie aus dem Leitungsband trifft auf ein eingefangenes Elektron,
das daraufhin ins Leitungsband gelangt. [Keir et al. 1995, Yang und Owen 1983,
Rigby et al. 1988, Thompson und Allen 1990, Shih et al. 1995].
3. Feldemission von Elektronen: Ein eingefangenes Elektron tunnelt aufgrund der
hohen Feldsta¨rke direkt in das Leitungsband [Bringuier 1994, Keir et al. 1995,
Bringuier 1992].
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Die Gegenwart einer positiven Raumladung hat selbstversta¨ndlich ihre Auswirkungen auf
das Energiebandschema. Sie fu¨hrt zu einer inhomogenen Verteilung des elektrischen Feldes
(Abb. 3.12), so dass das von der a¨ußeren Spannung hervorgerufene Feld versta¨rkt oder
abgeschirmt werden kann. Dieser Einfluss der positiven Raumladung wird in den spa¨ter
gezeigten Simulationsergebnissen von großer Bedeutung sein.
An dieser Stelle sei schon hier angemerkt, dass fu¨r die spa¨tere Modellierung des La-
dungstransports nur die Band-Band-Stoßionisation mit anschließendem Lo¨chereinfang
(erster Prozess in obiger Aufza¨hlung) beru¨cksichtigt wird. Aufgrund der energetischen La-
ge der Fallen soll zusa¨tzlich eine thermisch aktivierte Lo¨cheremission betrachtet werden.
Daher sind die Prozesse der Kategorien 2 und 3 in der Abbildung 3.11 nicht dargestellt.
Mit dem vorgestellten Transportschema ko¨nnen wir die Kennlinien in Kapitel 3.2 leicht
verstehen. Der Stromknick in der Abbildung 3.4 resultiert vom einsetzenden Tunnelstrom
und eventuell auftretender Stoßionisation. Die starke Schwellenabha¨ngigkeit des Stromes
sowie der Lumineszenz (vgl. Abb.3.5) liegt, wie wir spa¨ter noch genauer sehen werden,
im exponentiell vom Feld abha¨ngigen Tunnelstrom begru¨ndet. Außerdem spielt in diesem
Zusammenhang die ebenfalls starke Feldabha¨ngigkeit des Stoßionisationskoeffizienten ei-
ne wichtige Rolle. Das Feld an der momentanen Kathode muss so stark sein, damit die
Tunnelbarriere (Prozess 1 in Abb. 3.11) genu¨gend schmal wird. Dann setzt der Tunnel-
strom schlagartig ein. Sobald Elektronen durch die ZnS:Mn-Schicht fließen, ko¨nnen die
Lumineszentren angeregt werden. Somit ist klar, warum der Stromknick mit dem starken
Lumineszenzanstieg L und der u¨bertragenden Ladungsdichte ∆Q in Abbildung 3.5 zu-
sammenfa¨llt. Durch eine zu hohe Mangankonzentration wird die mittlere freie Wegla¨nge
der Elektronen und damit die Anregungswahrscheinlichkeit der Manganatome stark re-
duziert. Zusa¨tzlich nehmen nichtstrahlende U¨berga¨nge im Manganatom deutlich zu. Da-
her nimmt die Lumineszenzausbeute in Abbildung 3.8 ab einer Dotierungskonzentration
von 1 mol% stark ab. Mit der Hilfe des Transportschemas 3.11 kann die Zeitreihe (Abb.
3.9) sowie die Kennlinie (Abb. 3.10) leicht interpretiert werden. Infolge des Ladungs-
transports bilden sich Fla¨chenladungen an den beiden Halbleiter-Isolator-Grenzschichten
aus. Daru¨berhinaus baut sich infolge des Lo¨chereinfangs eine positive Raumladung in
der ZnS:Mn-Schicht auf. Diese Ladungen ko¨nnen bei genu¨gend hoher Konzentration das
von der a¨ußeren Spannung induzierte Feld entweder versta¨rken oder abschirmen. In Fall
einer Pulsfolge mit gleicher Polarita¨t (Abb. 3.9) schirmt das von den Grenzfla¨chen er-
zeugte Feld das a¨ußere ab. Dadurch fließt ein kleinerer Strom durch die ZnS:Mn-Schicht,
da sowohl die Stoßionisation als auch die Tunnelinjektion stark feldabha¨ngig sind. So-
mit ist die u¨bertragende Ladung ∆Q kleiner und folglich die Lumineszenzausbeute (Abb.
3.6) geringer. Im Fall wechselnder Spannungspolarita¨t wird das a¨ußere Feld vom Feld der
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Grenzfla¨chenladungen unterstu¨tzt, so dass mehr Manganatome angeregt werden und damit
mehr Licht emittiert wird. Die Leuchtintensita¨ts-Spannungs-Hysterese kann der positiven
Raumladung zugeschrieben werden. Dazu wird nochmal die Abbildung 3.10 betrachtet.
Wird, ausgehend von einer starken Lumineszenz (U > 205 V), die Spannungsamplitude
der anliegenden Wechselspannung verringert, so rekombiniert die positive Raumladung
nicht sofort. Vielmehr wird sie langsam abgebaut, so dass sie das a¨ußere Feld auch bei
kleineren Spannungsamplituden (195 V < U < 205 V) versta¨rken kann und dadurch eine
ho¨here Lichtintensita¨t zula¨sst.
3.4 Strukturbildung in der ZnS:Mn-Elektrolumineszenz
Alle bisherigen Lumineszenzerscheinungen wurden als ra¨umlich und zeitlich ho-
mogen angenommen. Alles andere wa¨re speziell im Hinblick auf die Entwick-
lung farbiger Displays sehr hinderlich. Aber gegen Ende der 70er Jahre wur-
den erstmals ra¨umlich inhomogene Leuchtdichteverteilungen, die sowohl stationa¨r
als auch dynamisch sein ko¨nnen, in wechselspannungsgetriebenen ZnS:Mn System-
en entdeckt [Marrello et al. 1977, Marrello und Onton 1980, Ru¨hle et al. 1979,
H.Ru¨fer et al. 1980]. Dabei treten die Strukturen nicht nur bei Wechselspannung
auf. Beale konnte zu Beginn der 90er Jahre Strukturbildungsprozesse auch in gleich-
spannungsgetriebenen ZnS:Mn Bauelementen beobachten [Beale 1993]. Im Laufe der
Zeit wurden eine Vielzahl von weiteren Experimenten zur Strukturbildung in ZnS:Mn
Bauelementen durchgefu¨hrt [Scho¨ll et al. 1998, Zuccaro 1997, Zuccaro et al. 2000,
Beletskii und Vlasenko 1993a, Beletskii und Vlasenko 1993b, Kukuk et al. 1997,
Goßen et al. 1995, Goßen 1994, Strych 1996, Vlasenko et al. 2004] mit dem Ziel,
die vielfa¨ltigen Muster genau zu erfassen sowie ihre Entstehung zu analysieren. Wesentliche
Parameter fu¨r die Art der Musterbildung sind die Frequenz und Amplitude der angelegten
Wechselspannung. Zuccaro hat die Entstehung verschiedener Muster am Beispiel einer Pro-
be in dem folgenden Bifukationsdiagramm dargestellt (Abb. 3.13, 3.14). Es fa¨llt auf, dass
verschiedene Muster nur in einem sehr schmalen Bereich (farbiger Keil) des Diagramms
(Frequenz ≥ 2 kHz, Spannung: 125-128 V, Temperatur: 293 K) auftreten. Betrachten wir
im Folgenden das untere Ende des Keils, also Wechselspannungen mit Frequenzen ≥ 120
kHz. Erho¨hen wir nun langsam (quasi-stationa¨r) die Amplitude, so ist folgendes Szenario
zu beobachten (vgl. dazu Kennlinien in Kap. 3.2 und Transportschema in Kap. 3.3). Fu¨r
kleine Spannungen ist die Probe komplett dunkel. Ab Spannungen von ca. 90 V ist eine
schwache und ra¨umlich homogene Elektrolumineszenz zu beobachten, deren Intensita¨t mit
steigender Amplitude stetig zunimmt. Bei Spannungen ab 125.5 V ko¨nnen dann laufende
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Abbildung 3.13: Bifurkationsdiagramm in Abha¨ngigkeit der Frequenz und Amplitude der
angelegten Wechselspannung fu¨r eine ZnS:Mn-Probe [Zuccaro 1997]. Die gelbe Lumines-
zenzstrahlung ist hier weiß dargestellt.
Hochstrombereiche (dunkelblau) beobachtet werden. Dabei ist hier anzumerken, dass alle
diskutierten Muster sich deutlich von der ra¨umlich homogenen
”
Hintergrundelektrolumi-
neszenz“ absetzen. Diese Muster werden als Zu¨ndfronten bezeichnet, da sie in der Regel
nach ihrer Ausbreitung weitere Musterbildungsprozesse einleiten. Eine weitere Spannungs-
erho¨hung fu¨hrt dann zur Bildung von stationa¨ren Filamenten (hellbau, Abb. 3.14: Bild
5), die dann spa¨ter bei weiterer Amplitudenvergro¨ßerung mit dynamischen Leuchtfa¨den
(rot, Abb. 3.14: Bild 3) koexistieren. Kurz bevor die komplette Probe homogen leuchtet,
zerfa¨llt die vorher beobachtete Koexistenz von Filamenten und Leuchtfa¨den. Es bilden
sich breite stationa¨re Filamente aus, die sich zu Clustern (gru¨n) gruppieren. Bei kleineren
Frequenzen werden nicht so viele verschiedene Muster beobachtet. So gehen am Anfang
des Keils (Frequenzen ≤ 50 kHz) die stationa¨ren Filamente sofort in die Filamentcluster
u¨ber.
Zusa¨tzlich ko¨nnen einige Muster durch plo¨tzliches Abku¨hlen (Temperatur: 250 K, Fre-
quenz ≥ 100 kHz) der Probe gezu¨ndet werden. Es bilden sich je nach Dotierungssta¨rke
kreisfo¨rmige Doma¨nen (Abb. 3.14: Bild 4) oder Autowellen (Abb. 3.14: Bild 2) aus. Die bei-
den Muster sind in der Abbildung 3.13 mit violetter Farbe unterlegt. Als Doma¨nen werden
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Muster bezeichnet, deren Radius linear mit der Zeit wa¨chst. Autowellen sind dagegen lu-
mineszierende Ringe, die sich radial bei konstanter Ringbreite ausbreiten. Außerdem zeigt
ihre gegenseitige Wechselwirkung eine sehr interessante Eigenschaft. Treffen zwei lumines-
zierende Ringe aufeinander, so ist keine Superposition der Lumineszenz zu beobachten,
sondern es findet indes eine Annihilaion der Wellen statt. Dies steht im Gegensatz zu
der Wechselwirkung, die bei den Doma¨nen zu beobachten ist. Treffen z.B. zwei Doma¨nen
aufeinander, so verschmelzen beide bei gleichbleibender Lumineszenz. Nachdem sich die
Temperatur der Probe an die Umgebungstemperatur angepasst hat, kann der gleiche oben
dargestellte Musterzyklus beobachtet werden.
Abbildung 3.14: Verschiedene Muster in der ZnS:Mn Elektrolumineszenz. Die gelbe Lu-
mineszenzstrahlung erscheint hier auch weiß. Dargestellt wird jeweils die Dynamik der
Muster in Abha¨ngigkeit von der Zeit (Spalten 2 bis 4) bzw. der Spannung (Spalten 1 und
5). Zeitschritt: Spalte 2: ∆t = 140 ms, Spalte 3: ∆t = 120 ms, Spalte 4: ∆t = 150 ms,
Spannungschritt: Spalte 1,5 : ∆V = 2 V [Zuccaro 1997]. Alle Muster (außer Bild 1) wer-
den im Text na¨her besprochen. Beim Muster 1 handelt es sich um sogenannte Spiralen,
die bei einer Spannungserho¨hung irregula¨r zerfallen.
Kapitel 4
Modellierung des
Ladungstransports
Im Kapitel 3 wurde ausfu¨hrlich die elektrolumineszierende mangandotierte Zinksul-
fid MISIM Struktur vorgestellt. Wir haben gesehen, dass diese wechselspannungsge-
triebenen Bauelemente eine Vielzahl von Leuchtdichtemustern zeigen. In diesem Ka-
pitel soll dazu ein von mikroskopischen Prozessen ausgehendes Transportmodell ent-
wickelt werden, mit dem die spontane Strukturbildung infolge des Ladungstransports
beschrieben werden kann. Ein Großteil der Literatur u¨ber den Transport in die-
sen Bauelementen bezieht sich auf den eindimensionalen longitudinalen Transport.
Große Bedeutung hat dabei das Modell von Howard, Sahni und Alt (HSA-Modell)
[Howard et al. 1982]. Es war das erste nummerisch einfach zu behandelnde Mo-
dell, das die experimentell beobachtete Lumineszenz-Spannungs-Hysterese mit Hilfe ei-
ner Ladungs-Spannungs Kennlinine beschreiben konnte. Es folgten weitere Transport-
modelle [Bringuier 1989, Bringuier 1990, Bringuier 1997, Jarem und Singh 1988,
Neyts 1991, Goldenblum et al. 1994, Neyts et al. 1994], die im Wesentlichen immer
den longitudinalen Transport untersuchten. Dabei basieren viele dieser Modelle auf dem
HSA-Modell, wobei einige Autoren noch weitere Na¨herungen eingefu¨hrt haben. Auf mikro-
skopischen Prozessen basierende Transportmodelle zur Untersuchung von lateralen Struk-
turbildungspha¨nomenen in ZnS:Mn-Strukturen sind dagegen zur Zeit nicht bekannt. Mit
Hilfe von experimentellen Ergebnissen und theoretischen U¨berlegungen zum Ladungstrans-
port hat Maier [Maier 1998] ein physikalisch motiviertes pha¨nomenologisches Modell auf-
gestellt, in dem die transferierte Ladung die Rolle des Aktivators und die Raumladung
sowie die Temperatur die Rolle von zwei Inhibitoren spielen. Dieses Modell reproduziert
einige der beobachteten Strukturen sehr gut. Mit diesem Modell sind aber einige Nach-
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teile verknu¨pft. Es entha¨lt na¨mlich eine große Zahl von Variablen, die aus dem gewa¨hlten
Polynomansatz der Nichtlinearita¨ten hervorgehen. Diese ko¨nnen wiederum nicht direkt
Materialeigenschaften zugeordnet werden.
Die Gleichungen bzw. Transportmodelle, die typische Transportpha¨nomene beschrei-
ben, lassen sich grob in drei verschiedene Kategorien einteilen. Als Ausgangspunkt be-
trachten wir ein klassisches Vielteilchensystem, bestehend aus N Teilchen. In der ersten
Kategorie haben wir im 6N -dimensionalen Raum (genannt Γ-Raum) die exakten Glei-
chungen der klassischen Mechanik. Aufgrund der typischen Teilchenzahlen (N ≈ 1023) ist
die direkte Integration dieses auftretenden Gleichungssystems nicht mo¨glich. In diesem Zu-
sammenhang spielt die Liouville-Gleichung [Nolting 1996, Fließbach 1995], auf die wir
im na¨chsten Abschnitt genauer eingehen, eine wichtige Rolle. Sie beschreibt die zeitliche
und ra¨umliche Dynamik der 6N -dimensionalen Verteilungsfunktion im Γ-Raum. Selbst
wenn wir in der Lage wa¨ren, das obige N -Teilchenproblem exakt zu lo¨sen, wa¨ren wir
gezwungen die gewonnene Information in eine u¨berschaubare Anzahl von Variablen und
Gro¨ßen zu komprimieren, um eine u¨berpru¨fbare Beschreibung mit der Realita¨t bzw. Ex-
periment zu erhalten. Wir mu¨ssen also die hohe Phasenraumdimension reduzieren. Dazu
betrachten wir die experimentelle Situation und wir fragen uns, welche Variablen we-
sentlich den Transportprozess charakterisieren. In der Regel sind dies Gro¨ßen wie z.B.
Teilchendichten oder Teilchenstromdichten. Bei allen vorhin genannten Gro¨ßen handelt
es sich um Einteilcheneigenschaften, d.h. um Gro¨ßen, die additiv in den einzelnen Teil-
chen sind. Mathematisch fu¨hrt diese U¨berlegung zum U¨bergang von der 6N -dimensionalen
Verteilungsfunktion zur 6-dimensionalen Verteilungsfunktion. Die Transportgleichungen in
dieser zweiten Kategorie werden allgemein als die Gleichungen der kinetischen Theorie
[Haug 1996, Ja¨ckle 1978, Rieckers und Stumpf 1977] bezeichnet. Fu¨r viele prakti-
sche Anwendungen sind die Gleichungen der kinetische Theorie noch viel zu kompliziert.
Sie enthalten noch zu viele Informationen u¨ber das zu untersuchende System, was einen
direkten Vergleich mit den experimentell zuga¨nglichen Daten schwierig macht. Wir suchen
also nach einfachen makroskopischen Gleichungen, die Aussagen u¨ber messbare Gro¨ßen im
Ortsraum machen. Solche Gleichungen bzw. Transportmodelle der dritten Kategorie lei-
ten wir aus den kinetischen Gleichungen durch Integration u¨ber den Geschwindigkeitsraum
ab.
Allgemein ko¨nnen wir aus den kinetischen Gleichungen drei verschiedene (quantenme-
chanische, klassische und semiklassische) Modelltypen [Markowich et al. 1990] entwi-
ckeln. Ausgangspunkt fu¨r die Beschreibung eines Teichenensembles im klassischen Sinn
ist, wie oben erla¨utert, das zweite Newtonsche Gesetz und eine statistische Beschrei-
bung fu¨hrt auf die klassische Liouville-Gleichung. Die quantenmechanischen Modelle b
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ruhen auf einem Vielteilchenhamiltonoperator und der Schro¨dingergleichung. Mit Hilfe
der Wignertransformation und der Dichtematrix wird die quantenmechanische Liouville-
Gleichung hergeleitet. Eine Zwischenstellung nehmen die semiklassischen Modelle ein. In
diesen Modellen spielt das Quasiteilchenkonzept [Madelung 1972, Madelung 1970] eine
entscheidene Rolle. Quantenmechanische Effekte werden dabei mit Hilfe des Energieband-
schemas des betrachteten Halbleitermaterials beru¨cksichtigt, so dass wir die semiklassische
Liouville-Gleichung aus ihrem klassischen Gegenspieler und einer modifizierten Impulsbe-
ziehung herleiten ko¨nnen. Fu¨r den Transport in Festko¨rpern werden ausschließlich Modelle
semiklassischer oder quantenmechanischer Natur verwendet.
Aus einer Gleichungshierarchie der ersten Kategorie werden wir zwei wichtige
Gleichungen betrachten. Zum einen leiten wir die Vlasov-Gleichung ab, in der alle
Korrelationen zwischen den Teilchen vernachla¨ssigt werden, und zum anderen leiten
wir die Boltzmann-Gleichung her, die im Gegensatz zur Vlasov-Gleichung zusa¨tzlich
Zwei-Teilchen-Korrelationen beru¨cksichtigt. Die Boltzmann-Gleichung, die urspru¨nglich
den Transport in einem klassischen verdu¨nnten Gas beschreiben sollte, spielt in der
Festko¨rperphysik eine große Rolle und wurde auf vielen Gebieten, besonders beim Trans-
port in Festko¨rpern, mit großen Erfolg angewendet. Die Lo¨sung der Boltzmann-Gleichung
ist ohne weitere Vereinfachungen nicht mo¨glich. Diese Vereinfachungen a¨ndern dabei den
Charakter der Gleichung. Wa¨hrend die Transportgleichungen der ersten Kategorie invari-
ant gegenu¨ber der Zeitumkehr sind, genu¨gen die Gleichungen der zweiten Kategorie dem
Boltzmannschen H-Theorem [Ja¨ckle 1978, Rieckers und Stumpf 1977, Ro¨pke 1986],
was einer Entropiezunahme eines abgeschlossenen Systems entspricht.
Wir erhalten dann, unter Beru¨cksichtigung der ersten beiden Momente der Vertei-
lungsfunktion und semiklassischer Betrachtung schließlich ein Transportmodell, in dem
der Transport der Teilchen (Ladungstra¨ger) durch Drift infolge elektrischer Felder und
Diffusion infolge Dichtegradienten beschrieben wird. Dieses Drift-Diffusions Modell (DD-
Modell) bildet zusammen mit der Poisson-Gleichung das grundlegende Gleichungssys-
tem dieser Arbeit. In der Literatur taucht dieses Differentialgleichungssystem oft unter
dem Namen
”
Basic Semiconductor Equations“ [Snowden 1986, Markowich et al. 1990,
Selberherr 1984] auf. Heute bilden DD-Modelle zusammen mit hydrodynamischen Er-
weiterungen die Grundlage vieler Simulationen von Halbleiterbauelementen. Ein Grund
hierfu¨r ist sicherlich die relativ einfache nummerische Behandlung dieser Gleichungen, die
eine schnelle und stabile Analyse des zu untersuchenden Bauelementes ermo¨glicht. Die
kinetischen Gleichungen sind dagegen, wie oben erla¨utert, aufgrund ihrer hohen Phasen-
raumdimension nur sehr schwer zu lo¨sen. Aber trotzdem gibt es Situationen, in denen
semiklassische Modelle an ihre physikalische Grenzen stoßen, d.h. ihre Anwendbarkeit ist
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aufgrund der speziellen Bauart des Bauelements nicht gegeben. So sind z.B. fu¨r viele VLSI
(very large scale integration) Bauelemente die Annahmen des semiklassischen DD-Modells
nicht erfu¨llt, so dass die kinetischen Gleichungen oder quantenmechanische Transportmo-
delle gelo¨st werden mu¨ssen [Ferry und Jacoboni 1992].
4.1 Klassische Transporttheorie
4.1.1 Die Liouville-Gleichung
Fu¨r die Ableitung der Liouville-Gleichung betrachten wir ein System, bestehend aus N
Teilchen mit Masse mα, im a¨ußeren Potential Φextern(~rα) inklusive einer Zweiteilchen-
wechselwirkung mit dem Potential Φαβ = Φαβ(|~rα − ~rβ|). Die Vektoren ~rα und ~vα mit
α = 1, . . . , N bezeichnen die Orte bzw. die Geschwindigkeiten des N Teilchensystems. Die
klassische Hamiltonfunktion lautet dann:
H(~r1, . . . , ~rN , ~v1, . . . , ~vN ) ≡ H({~rα} , {~vα} , t) =
N∑
α=1
1
2
mα~v
2
α + Φextern(~rα) +
1
2
N∑
α,β=1
α6=β
Φαβintern.
(4.1)
Als na¨chstes definieren wir einen 6-dimensionalen Positionsvektor eines Teilchens ~Xα =
{~rα, ~vα} im Einteilchenphasenraum. Damit ko¨nnen wir die Position des Gesamtsystems
im 6N -dimensionalen Phasenraum (Γ-Raum) durch ~Γ = { ~Xα} angeben, wobei hier wieder
α = 1, . . . , N gilt. Ein solcher Punkt im Γ-Raum steht dann fu¨r einen mo¨glichen Mikro-
zustand des Systems. Die Zeitentwicklung des Gesamtsystems im Γ-Raum wird bestimmt
durch Hamilton-Bewegungsgleichungen
d
dt
~rα =
1
mα
∂
∂~vα
H({~rα} , {~vα} , t)
d
dt
~vα = − 1
mα
∂
∂~rα
H({~rα} , {~vα} , t).
(4.2)
Fu¨r praktische Zwecke ist dieser Zugang ungeeignet, da es prinzipiell unmo¨glich ist, die
Orte und Geschwindigkeiten aller Teilchen exakt zu bestimmen und so z.B. einen Mikrozu-
stand des Systems zu pra¨parieren und anschließend mit Hilfe der Gleichungen (4.2) seine
Zeitentwicklung zu beschreiben. Selbst wenn es mo¨glich wa¨re, wu¨rden wir viel zu detail-
lierte mikroskopische Systeminformationen bekommen, mit denen ein experimenteller Ver-
gleich schwer fallen wu¨rde. Wir sind eher (vgl. Kap. 4) an makroskopischen Eigenschaften
des Systems interessiert, also Eigenschaften die das System im Mittel besitzt. Dies fu¨hrt
uns dahin, eine statistische Beschreibung einzufu¨hren. Die Definition dieses Mittels ge-
schieht u¨ber die Betrachtung von Ensemblen von allen Mikrozusta¨nden, die zu denselben
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makroskopischen Eigenschaften des Systems fu¨hren. Die Mikrozusta¨nde eines Ensembles
stellen jeweils einen Punkt im Γ-Raum dar. Ein Ensemble ist charakterisiert durch die Ver-
teilung der Punkte seiner Mikrozusta¨nde und die makroskopische Zeitentwicklung des Sys-
tems ist charakterisiert durch die Zeitentwicklung dieser Verteilung im Γ-Raum. Die Wahr-
scheinlichkeit, einen Punkt im Γ-Raum (also einen Mikrozustand) zur Zeit im Phasenraum-
volumenelement dΓ = d6 ~X1 . . . , d
6 ~XN zur Zeit t anzutreffen, ist durch F ( ~X1, . . . , ~XN , t)
gegeben. Die Funktion F ist dabei eine auf eins normierte N -Teilchenverteilungsfunktion.
Fu¨r konservative Systeme genu¨gt sie einer Kontinuita¨tsgleichung im Γ-Raum, der soge-
nannten Liouville-Gleichung
dF
dt
=
∂F
∂t
+
N∑
α=1
(
∂F
∂~rα
∂~rα
∂t
+
∂F
∂~vα
∂~vα
∂t
)
= 0 (4.3)
oder mit Hilfe der Poisson-Klammer
dF
dt
=
∂F
∂t
+ {F,H} = 0. (4.4)
Das totale Zeitdifferential der Verteilungsfunktion verschwindet und es gilt demnach fu¨r
alle Zeiten F ({~rα} , {~vα} , t) = F ({~rα(t = 0)} , {~vα(t = 0)} , t = 0) = F0. Anschaulich ist
die Gleichung (4.3) einfach zu interpretieren: Ein mit der Ensemblestro¨mung mitbewegter
Beobachter sieht in seiner Umgebung immer dieselbe zeitlich konstante Dichte von Pha-
senpunkten. Oft spricht man von einer
”
Ensemble-Flu¨ssigkeit“ , die sich im Phasenraum
wie ein inkompressible Flu¨ssigkeit bewegt. Die Gleichung (4.3) bzw. (4.4) ist exakt und
der statistische Charakter dieser Gleichung geht nur u¨ber die Anfangswahrscheinlichkeit
F0 ein.
4.1.2 Die BBGKY-Hierarchie
Die Liouville-Gleichung ist aus zweierlei Sicht fu¨r die praktische Anwendung ungeeignet.
Zum einem ist der 6N -dimensionale Phasenraum riesig (N ≈ 1023), was die nummerische
Lo¨sung sehr kompliziert macht, und zum anderen entha¨lt die Lo¨sung F der Liouville-
Gleichung die volle statistische Information u¨ber alle dynamischen und mikroskopischen
Details des Systems. Um diese große Informationsha¨ufung weiter zu reduzieren, stellen
wir folgende U¨berlegungen an. Wir gehen dabei von der Vermutung aus, dass bei geringer
Teilchendichte und kurzreichweitigen Kra¨ften die Wahrscheinlichkeit, ein Teilchen mit den
Koordinaten ~X1 zu finden, im Allgemeinen nur von wenigen Nachbarteilchen mit Koor-
dinaten ( ~X2, . . . , ~Xk) wesentlich beeinflusst wird. Die restlichen (N − k) Teilchen bilden
nur einen uniformen Hintergrund und ko¨nnen daher in ihrer direkten Korrelation zum
betrachteten Teilchen vernachla¨ssigt werden. Diese U¨berlegung fu¨hrt mathematisch, wie
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wir in diesem Abschnitt sehen werden, auf eine Korrelationshierarchie fu¨r die Verteilungs-
funktion f , die nach den Wissenschaftlern Bogoljubov, Born, Grenn, Kirkwood und Yvon
BBGKY-Hierarchie [Markowich et al. 1990, Cercignani 1988] genannt wird. Um sie
abzuleiten, starten wir mit der Definition einer reduzierten Verteilungsfunktion
f (k)( ~X1, . . . , ~Xk, t) =
∫
F ( ~X1, . . . , ~XN , t) d
6 ~Xk+1 . . . d
6 ~XN . (4.5)
Mit ihr kann man die obengenannte Hierarchie von Gleichungen angeben, die a¨quivalent
zur Liouville-Gleichung ist, wobei wir sehen werden, dass in der jeweiligen Bewegungsglei-
chung fu¨r die k-te Ordnung von f die reduzierte Verteilungsfunktion der Ordnung k + 1
eingeht. Im na¨chsten Schritt wollen wir eine Bewegungsgleichung fu¨r f (k) ableiten. Dazu
integrieren wir die Liouville-Gleichung (4.3) u¨ber d ~Xk+1 . . . d ~XN und nehmen zusa¨tzlich
an, dass die Funktion F genu¨gend schnell fu¨r |rα| → 0 und |vα| → 0 gegen Null geht. Die
Integration liefert
∂f(k)
∂t
= −
∫ N∑
α=1
∂F
∂~rα
∂~rα
∂t
d6 ~Xk+1 . . . d
6 ~XN︸ ︷︷ ︸
(a)
−
∫ N∑
α=1
∂F
∂~vα
∂~vα
∂t
d6 ~Xk+1 . . . d
6 ~XN︸ ︷︷ ︸
(b)
. (4.6)
Zur Berechnung der rechten Seite der Gleichung (4.6) spaltet man die beiden Summen
(a) und (b) jeweils in eine Summe u¨ber Variablen, u¨ber die nicht integriert wird, und
Variablen, u¨ber die integriert wird, auf. Die Summe (a) la¨sst sich somit schreiben als
(a) = −
k∑
α=1
~vα · ∂
∂~rα
∫
F d6 ~Xk+1 . . . d
6 ~XN −
∫ N∑
α=k+1
~vα
∂F
∂~rα
d6 ~Xk+1 . . . d
6 ~XN . (4.7)
Das zweite Integral der Gleichung (4.7) liefert nach partieller Integration keinen Beitrag,
da die Verteilungsfunktion F im Unendlichen verschwindet und weil die Geschwindigkeit
und der Ort unabha¨ngige Variablen sind. Die Aufspaltung der Summe (b) ergibt
(b) = −
∫ k∑
α=1
∂F
∂~vα
∂~vα
∂t
d6 ~Xk+1 . . . d
6 ~XN −
∫ N∑
α=k+1
∂F
∂~vα
∂~vα
∂t
d6 ~Xk+1 . . . d
6 ~XN . (4.8)
Partielle Integration des zweiten Terms liefert wiederum keinen Beitrag, da zum einen
wieder nur Randterme von F , die im Unendlichen verschwinden, auftauchen und zum
anderen die Kraft (vgl. Gl. (4.1)) nur vom Abstand zweier Teilchen abha¨ngt. Zusammen-
gefasst ergibt sich also fu¨r die Bewegungsgleichung fu¨r f (k)
∂f (k)
∂t
= −
k∑
α=1
~vα · ∂
∂~rα
∫
F d6 ~Xk+1 . . . d
6 ~XN −
∫ k∑
α=1
∂F
∂~vα
∂~vα
∂t
d6 ~Xk+1 . . . d
6 ~XN . (4.9)
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Um die Gleichung (4.9) weiter vereinfachen zu ko¨nnen, betrachten wir nun die Kraft auf
das Teilchen α etwas genauer. Fu¨r sie gilt (vgl. Gl. (4.1))
∂~vα
∂t
= − 1
mα
∂
∂~rα

Φextern(~rα) + 1
2
N∑
β,γ=1
Φβγintern


= − 1
mα
∂
∂~rα
Φextern(~rα) +
N∑
β=1
α6=β
∂
∂~rα
Φαβintern.
(4.10)
Die obige Gleichung (4.10) und Gleichung (4.5) setzen wir in die Gleichung (4.9) ein. Dabei
wird der Einfachheit halber gleiche Masse m angenommen. Es folgt
∂f (k)
∂t
=−
k∑
α=1
~vα · ∂
∂~rα
f (k) +
1
m
k∑
α=1
∂
∂~rα
Φextern(~rα) · ∂
∂~vα
f (k)
+
1
m
∫ k∑
α=1
N∑
β=1
α6=β
(
∂
∂~rα
Φαβintern
)
· ∂F
∂~vα
d6 ~Xk+1 . . . d
6 ~XN
︸ ︷︷ ︸
(c)
.
(4.11)
Der Term (c) der Gleichung (4.11) kann noch weiter vereinfacht werden, indem wir die
Summe u¨ber β zerlegen in
∑N
β=1 =
∑k
β=1 +
∑N
β=k+1. Die dann auftretende Summe∑N
β=k+1 liefert (N −k) identische Integrale, da wir eine bezu¨glich der Orte und Geschwin-
digkeiten permutationsinvariante Verteilungsfunktion F annehmen. Dies ist natu¨rlich nur
dann sinnvoll, wenn N ununterscheidbare Teilchen vorliegen. Damit ergibt sich fu¨r die
raumzeitliche Dynamik der reduzierten Verteilungsfunktion f (k) die BBGKY-Hierarchie
∂f (k)
∂t
=−
k∑
α=1
~vα · ∂
∂~rα
f (k) +
1
m
k∑
α=1
∂
∂~rα
Φextern(~rα) · ∂
∂~vα
f (k)
+
1
m
k∑
α=1
k∑
β=1
α6=β
(
∂
∂~rα
Φαβintern
)
· ∂
∂~vα
f (k)
+
N − k
m
∫ k∑
α=1
∂
∂~rα
Φαk+1intern ·
∂
∂~vα
f (k+1) d6 ~Xk+1.
(4.12)
Aus der Herleitung der Hierarchie geht hervor, dass aus der Gu¨ltigkeit der Liouville-
Gleichung (4.3) fu¨r F die Gu¨ltigkeit des Gleichungssystems (4.12) fu¨r die reduzierten
Verteilungsfunktionen f (k) fu¨r alle k mit 1 6 k 6 N folgt. Da aber f (N) = F gilt, kann
man aus der Gleichung (4.12) die Gleichung (4.3) zuru¨ckgewinnen. Die beiden Gleichungs-
systeme sind also zueinander a¨quivalent. Da die Gleichung fu¨r f (k) die Funktion f (k+1)
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entha¨lt, muss die Hierarchie zur konkreten Berechnung bei einem Index k abbrechen. Hier-
zu beno¨tigen wir entweder einen Beweis, dass die restlichen Terme vernachla¨ssigbar sind,
oder eine physikalisch begru¨ndete, mo¨glichst einfache Abschlussrelation, aus der sich f (k)
ohne Kenntnis von f (k+1) angeben la¨ßt.
Die einfachste Na¨herung besteht darin, alle Korrelationen (Sto¨ße) zu vernachla¨ssigen
(Vlasov-Na¨herung). Damit zerfa¨llt f (2) = f (2)( ~X1, ~X2, t) in ein Produkt von Einteilchen-
verteilungen f (1)( ~X1, t)f
(1)( ~X2, t). Es bleibt dann lediglich eine Gleichung fu¨r die Einteil-
chenverteilungsfunktion f , die anstatt auf 1 nun auf N normiert ist, d.h. f ≡ Nf (1), zu
lo¨sen. Mit der zusa¨tzlichen Na¨herung (N−1)N ≈ 1 folgt somit die Vlasov-Gleichung
∂f(~r, ~v, t)
∂t
=− ~v · ∂f(~r, ~v, t)
∂~r
+
1
m
∂f(~r, ~v, t)
∂~v
· ∂
∂~r
[
Φextern(~r) +
∫
Φ12intern(|~r − ~r′|)f(~r′, ~v′, t) d3~r′d3~v′
]
︸ ︷︷ ︸
=Φeffektiv
.
(4.13)
Charakteristisch fu¨r die Vlasov-Na¨herung ist die Tatsache, dass die Wechselwirkung eines
Teilchens mit den restlichen Teilchen durch ein mittleres Feld Φeffektiv, was ihre Nicht-
linearita¨t ausmacht, beschrieben wird. Fu¨r den Fall, dass es sich bei den Teilchen um
Elektronen mit der Ladung −q handelt und sie der Coulomb-Wechselwirkung unterlie-
gen, erfu¨llt das effektive Potential Φeffektiv die Poisson-Gleichung [Markowich et al. 1990,
Nolting 1993],
∆Φeffektiv = − q
ε0ε
(
C −
∫
f(~r, ~v, t) d3~v
)
= − q
ε0ε
(C − n)
(4.14)
wobei wir annehmen, dass das externe Potential von einer positiven Hintergrundladung
der Dichte C erzeugt wird. Die Variable ε gibt hier in der Gleichung (4.14) die Dielek-
trizita¨tszahl des betrachteten Materials an. Wenn wir die Vlasov-Gleichung u¨ber den Ge-
schwindigkeitsraum integrieren, erhalten wir eine makroskopische Kontinuita¨tsgleichung
∂n
∂t
− 1
q
∇ ·~j = 0, (4.15)
die das Ziel alle bisherigen Herleitungen war. Wir sollten darauf hinweisen, dass die makro-
skopische Kontinuita¨tsgleichung (4.15) zusammen mit der Poisson-Gleichung (4.14) noch
kein geschlossenes partielles Differentialgleichungssystem fu¨r den Teilchentransport dar-
stellt. Dazu fehlt uns noch eine Gleichung, die den Elektronenstrom ~j beschreibt. Diese
Gleichung wird in einem nachfolgenden Kapitel abgeleitet. Eine genauere Beschreibung des
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Teilchentransports erhalten wir, indem wir in der BBGKY-Hierarchie auch Zweiteilchen-
korrelationen zulassen und dabei alle folgenden ho¨heren Korrelationen vernachla¨ssigen.
Dazu wa¨hlt man einen Ansatz gema¨ß
f (2)( ~X1, ~X2, t) = f
(1)( ~X1, t)f
(1)( ~X2, t) + g( ~X1, ~X2, t). (4.16)
Dabei kommt die Zweiteilchenkorrelation in der Funktion g zum Ausdruck. Um
aber eine selbstkonsistente Gleichung (Boltzmann-Gleichung) fu¨r die Einteilchenver-
teilungsfunktion aufzustellen, sind noch zusa¨tzliche Annahmen no¨tig [Ro¨pke 1986,
Adam und Hittmair 1988, Rieckers und Stumpf 1977]. Es werden nur Zweiersto¨ße
beru¨cksichtigt. Ferner wird angenommen, dass vor dem Stoß ein molekulares Chaos vorliegt
und damit die Geschwindigkeitsverteilungen der zum Stoß zusammenlaufenden Teilchen
statistisch unkorreliert sind. Abschließend geht man davon aus, dass die lokale Stoßdy-
namik nicht von den auf das System einwirkenden Kra¨ften beeinflusst werden. Insgesamt
folgt mit der Definition von Φeffektiv (Gl. (4.13)) fu¨r die Boltzmann-Gleichung
[
∂
∂t
+ ~v · ∂
∂~r
− 1
m
∂
∂~r
Φeffektiv
∂
∂~v
]
f(~r, ~v, t)
=
∫
S(~v, ~v′;~v + ~q, ~v′ − ~q)f(~r, ~v + ~q, t)f(~r, ~v′ − ~q, t)
− S(~v + ~q, ~v′ − ~q;~v, ~v′)f(~r, ~v, t)f(~r, ~v′, t) d3~rd3~v
(4.17)
Die Funktion S(~v, ~v′;~v + ~q, ~v′ − ~q) bezeichnet in der Gleichung (4.17) eine U¨bergangsrate
pro Volumen fu¨r ein Teilchenpaar, das vor dem Stoß die Geschwindigkeiten ~v und ~v ′ besaß
und nach dem Stoß die Geschwindigkeiten ~v + ~q und ~v ′ − ~q besitzt. Die linke Seite der
Gleichung (4.17) beru¨cksichtigt die Vera¨nderung der Verteilungsfunktion f infolge der Teil-
chenbewegung im effektiven Potential Φeffektiv, wa¨hrend die rechte Seite die Vera¨nderung
von f aufgrund von Sto¨ßen zwischen jeweils zwei Teilchen beschreibt. A¨hnlich wie die
Vlasov-Gleichung ist die Boltzmann-Gleichung nichtlinear. Die Nichtlinearita¨t kommt nun
aber an zwei Stellen zum Ausdruck, na¨mlich im selbstkonsistenten Feld und im Stoßinte-
gral (rechte Seite der Gl. (4.17)). Diese Nichtlinearita¨t sorgt im Allgemeinen fu¨r die sehr
komplizierte Form der Integro-Differential-Gleichung (4.17). An dieser Stelle sei noch-
mal ausdru¨cklich darauf hingewiesen, dass infolge der Annahmen die Gleichung (4.17)
einen irreversiblen Prozess beschreibt. Dies kann mit Hilfe der H-Theorems von Boltz-
mann gezeigt werden. Weitere Eigenschaften der Boltzmann-Gleichung finden sich unter
[Ro¨pke 1986, Adam und Hittmair 1988, Rieckers und Stumpf 1977].
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4.2 Semiklassische Transporttheorie
Bis zu diesem Zeitpunkt haben wir sa¨mtliche Gleichungen im Kapitel 4.1 fu¨r
klassische Teilchen hergeleitet. Das gilt natu¨rlich auch fu¨r die in der Vlasov-
Gleichung (Gl. (4.13),(4.14)) betrachteten geladenen Teilchen (Elektronen) mit Coulomb-
Wechselwirkung. Sie wurden als klassische Teilchen im Sinne der Newtonschen Mecha-
nik interpretiert und bewegen sich praktisch ohne Wechselwirkung (außer Coulomb-
Wechselwirkung) mit ihrer Umgebung (d.h. im Vakuum) durch den Raum.
Im Kapitel 4 wurde kurz angedeutet, dass mit Hilfe der kinetischen Theorie und dabei
im Besonderen mit Hilfe der Boltzmann-Gleichung (4.17)) viele erfolgreiche Untersuch-
ungen an Halbleiterbauelementen durchgefu¨hrt wurden. Auf den ersten Blick erscheint die
Anwendbarkeit der Boltzmann-Gleichung nicht gegeben, da sie urspru¨nglich fu¨r verdu¨nnte
klassische Systeme abgeleitet wurde. In Halbleitern jedoch bewegen sich die Ladungstra¨ger
na¨herungsweise in einem gitterperiodischen Potential, welches selbstversta¨ndlich die Bewe-
gung der Ladungstra¨ger einschra¨nkt. Da die Periodizita¨tsla¨nge im Allgemeinen sehr klein
(≈ 10−8 cm) ist, mu¨ssen wir eine quantenmechanische Beschreibung fu¨r den Einfluss des
Potentials auf die Elektronen finden. Wir mu¨ssen also Abstand von der Vorstellung einer
freien Bewegung zwischen den Sto¨ßen nehmen und mu¨ssen diese durch eine korrelierte
Bewegung eines Elektrons in der Umgebung anderer Elektronen und des Kristallgitters
ersetzen. Wir werden sehen, dass das Konzept der Quasiteilchen eine modifizierte Im-
pulsbeziehung fu¨r das Kristallelektron liefert, in der die quantenmechanischen Effekte des
periodischen Gitters eingehen [Seeger 1996, Sze 1969, Sapoval und Hermann 1993,
Kittel 1996, Madelung 1972, Czycholl 2000].
Grundlage hierfu¨r ist die Lo¨sung der Einelektronen-Schro¨dinger-Gleichung
HΨ(~r) =
{
− ~
2
2m
∆ + V (~r)
}
Ψ(~r) = EΨ(~r). (4.18)
Das Potential V (~r) soll hier den gemittelten Wechselwirkungsterm der Hartree-Fock-
Na¨herung, also neben dem periodischen Potential (V (~r) = V (~r + ~R)) der Gitterio-
nen bereits Anteile der Elektron-Elektron Wechselwirkung, enthalten. Die Lo¨sung der
Schro¨dinger-Gleichung (4.18) mit Hilfe des Blochschen Theorems zeigt, dass sich die
Energieeigenwerte in verschiedenen Energieba¨ndern mit einer Dispersionsrelation En(~k)
(n Bandindex) anordnen. Innerhalb eines Bandes ko¨nnen wir die Kristallelektronen als
quasi-freie Teilchen mit Kristallimpuls ~~k und modifizierter Elektronenmasse m?, der ef-
fektive Masse, die im allgemeinen durch einen Tensor ausgedru¨ckt wird, betrachten. In der
Literatur werden diese Kristallelektronen oft als Quasiteilchen bezeichnet, da die Wech-
selwirkung mit dem statischen Kristallgitter in seine Eigenschaften schon integriert ist.
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Demnach verha¨lt sich ein solches Quasiteilchen anders wie ein freies Elektron. Es spu¨rt so
nur noch die
”
a¨ußeren“ Kra¨fte, wie z.B. ein a¨ußeres elektrisches oder magnetisches Feld
oder Gitterschwingungen. Im Fall der Wechselwirkung mit einen a¨ußeren elektrischen Feld
la¨sst sich analog zum klassischen Fall ein Beschleunigungstheorem ~F = −q ~E = ~~˙k (~k
Kristallimpuls) ableiten. Daraus und mit der Beziehung ~F = m?~˙v la¨ßt sich eine Beziehung
zwischen Gruppengeschwindigkeit und Impuls des Quasielektrons
~v =
1
~
∇kEn(~k) = ~
~k
m?
(4.19)
angeben. Beim U¨bergang zu einer semiklassischen Beschreibung charakterisieren wir nun
die Teilchen (Elektronen oder Lo¨cher) auch weiterhin mit einer klassischen Verteilungs-
funktion, die jetzt von den Variablen ~r (Ort), ~k (Impuls) und t (Zeit) abha¨ngt, also
f = f(~r,~k, t), wa¨hrend die Zusta¨nde und Streumechanismen quantenmechanisch beschrie-
ben werden. Mit der Verteilungsfunktion f(~r, ~k, t) und der Gleichung (4.19) ko¨nnen wir
so die semiklassische Boltzmann-Gleichung mit[
∂
∂t
+
1
~
∂
∂~k
En(~k) · ∂
∂~r
− 1
~
∂
∂~r
Φeffektiv · ∂
∂~k
]
f(~r,~k, t)
=
∑
~k′
[
W (~k′, ~k)f(~r,~k′, t)−W (~k,~k′)f(~r,~k, t)
] (4.20)
angeben, wobei die Variable W (~k,~k′) ein U¨bergangsmatrixelement darstellt, das die Streu-
ung eines Elektrons bzw. Lochs vom Zustand ~k in den Zustand ~k′ beschreibt. Zum Schluss
mu¨ssen wir darauf hinweisen, dass die semiklassische Theorie versagt, falls typische quan-
tenmechanische Effekte wie z.B. Tunneleffekt auftreten. Die Unscha¨rferelation sorgt dafu¨r,
dass eine gleichzeitige Messung von Ort und Impuls nicht mo¨glich ist. Die Verteilungsfunk-
tion ist dann keine wohldefinierte Gro¨ße mehr. Sie ist nur dann wohldefiniert, wenn die
typischen La¨ngenskalen im Orts- bzw. im Impulsraum ausreichend groß sind.
4.3 Bilanz-Gleichungen
Da die Boltzmann-Gleichung nur sehr schwer zu lo¨sen ist, suchen wir nach einfacheren
makroskopischen Gleichungen, die den Ladungstra¨gertransport in Halbleitern beschrei-
ben. Wir suchen in diesem Abschnitt nach Transportgleichungen in Form von Bilanzglei-
chungen, [Lundstrom 2000, Schenk 2001], also nach Gleichungen vom Typ (z.B. die
Elektronenkontinuita¨tsgleichung)
∂n
∂t
= −∇ · ~Fn + Gn −Rn. (4.21)
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Dieser Gleichungstyp hat dabei eine sehr anschauliche Interpretation: Die A¨nderung der
lokalen Elektronendichte n(~r, t) in einem Volumenelement dΩ setzt sich additiv aus drei
verschiedenen Anteilen zusammen:
1. Rate (bzw. Fluss) −∇ · ~Fn, mit der Elektronen in das Volumenelement dΩ fließen,
2. Generationsrate Gn, mit der Elektronen in dΩ erzeugt werden
3. Rekombinationsrate Rn, mit der Elektronen in dΩ vernichtet werden
4.3.1 Herleitung aus der Boltzmann-Gleichung
In dem nun folgenden Abschnitt werden wir solche Bilanzgleichungen ganz allgemein fu¨r
die Dichte, den Impuls und die Energiedichte mit Hilfe der semiklassischen Boltzmann-
Gleichung (4.20) berechnen. Dabei wird zu dem Stoßterm eine weitere Funktion s(~r, ~k, t) =
g(~r,~k, t)−r(~r, ~k, t) addiert. Dieser Term soll die Generations- und Rekombinationsprozesse
beru¨cksichtigen. Der Einfachheit halber nehmen wir zusa¨tzlich parabolische Ba¨nder, kleine
Dichten und keine Elektronenwechselwirkung, d.h. Φintern = 0, an. Die Gleichung (4.20)
lautet nun[
∂
∂t
+
1
~
∂
∂~k
En(~k) · ∂
∂~r
+
1
~
∂
∂~r
(−q) ~E · ∂
∂~k
]
f(~r,~k, t) =
(
∂f
∂t
) ∣∣∣∣∣
Stoss
+ s(~r,~k, t) (4.22)
mit (
∂f
∂t
) ∣∣∣∣∣
Stoss
=
∑
~k′
W (~k′, ~k)f(~r,~k′, t)−W (~k,~k′)f(~r,~k, t). (4.23)
Nun mu¨ssen wir noch die Momente der Verteilungsfunktion f definieren. Das allgemeine
Moment einer Variable Φ(~k) wird durch die gewichtete Summe
nΦ(~r, t) ≡ 1
Ω
∑
~k
Φ(~k)f(~r,~k, t) (4.24)
definiert. Wie oben beschrieben, suchen wir nun nach einer Gleichung vom Typ (4.21) fu¨r
die Variable nΦ. Dazu multiplizieren wir die Gleichung (4.22) mit Φ(~k)/Ω und summieren
u¨ber alle Zusta¨nde ~k in der ersten Brillouinzone. Es ergibt sich
1
Ω
∑
~k
Φ(~k)
∂f
∂t︸ ︷︷ ︸
= (a)
= − 1
Ω
∑
~k
Φ(~k)
~
m
~k · ∂f
∂~r︸ ︷︷ ︸
= (b)
− 1
Ω
∑
~k
Φ(~k)(−q) ~E · ∂f
∂~k︸ ︷︷ ︸
=(c)
1
Ω
∑
~k
Φ(~k)s(~r,~k, t)
︸ ︷︷ ︸
= (d)
+
1
Ω
∑
~k
Φ(~k)
(
∂f
∂t
) ∣∣∣∣∣
Stoss︸ ︷︷ ︸
= (e)
.
(4.25)
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Da die Variable Φ(~k) unabha¨ngig von der Zeit t ist, ko¨nnen wir fu¨r den ersten Term
(a) =
∂nφ(~r, t)
∂t
(4.26)
schreiben. Im Term (b) kann man ebenfalls den Ortsgradienten vor die Summe ziehen, da
die Variable Φ(~k) unabha¨ngig vom Ort ~r ist. Es gilt
(b) = − ∂
∂~r
· 1
Ω
~
m
∑
~k
Φ(~k)~kf ≡ − ∂
∂~r
· ~FΦ. (4.27)
Die Gro¨ße ~FΦ beschreibt dabei einen Strom, wobei die Variable Φ bestimmt, welche Va-
riable transportiert wird. Der dritte Ausdruck auf der linken Seite der Gleichung (4.25)
kann mit Hilfe der Produktregel und der Annahme, dass f fu¨r genu¨gend große ~k gegen
Null geht, umgeformt werden zu
(c) = −q ~E · 1
Ω
∑
~k
f
∂Φ(~k)
∂~k
≡ BΦ. (4.28)
Die Rate BΦ beschreibt dabei den Einfluss einer Beschleunigung in Richtung des anlie-
genden Feldes auf die Variable nφ. Der Term (d) beschreibt Generations- und Rekombina-
tionsprozesse, die entweder die Dichte erho¨hen oder verkleinern ko¨nnen. Wir ku¨rzen ihn
im Folgenden mit S ab. Es folgt mit s = g − r
(d) =
1
Ω
∑
~k
Φ(~k)s(~r,~k, t) = GΦ(~r, t)−RΦ(~r, t) = SΦ(~r, t) (4.29)
Der letzte Ausdruck (e) beschreibt einen Relaxationsprozess, da Kollisionen die Gro¨ße
nφ(~r, t) mit der Zeit vera¨ndern. Fu¨r die zeitliche A¨nderung von nφ(~r, t) infolge der Kol-
lisionen wa¨hlt man den Ansatz, dass sie proportional zur Abweichung von der Gleichge-
wichtsdichte n0Φ ist. Es gilt also
(e) =
1
Ω
∑
~k
Φ(~k)
(
∂f
∂t
) ∣∣∣∣∣
Stoss
= −〈〈 1
τΦ
〉〉 [nφ(~r, t)− n0φ(~r, t)] ≡ AΦ, (4.30)
wobei 〈〈 1τΦ 〉〉 eine Ensemblerelaxationszeit symbolisiert. Die Gleichung (4.30) ist nicht mit
der Relaxationszeitna¨herung zu verwechseln. Sie definiert lediglich die Gro¨ße 〈〈 1τΦ 〉〉. Mit
Hilfe der Gleichung (4.23) ko¨nnen wir 〈〈 1τΦ 〉〉 bestimmen zu
〈〈 1
τΦ
〉〉 ≡
1
Ω
∑
~k
f(~r,~k, t)Φ(~k)/τ(~k)[
nφ(~r, t)− n0φ(~r, t)
] mit 1
τ(~k)
=
∑
~k′
(
1− Φ(
~k′)
Φ(~k)
)
W (~k,~k′). (4.31)
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Insgesamt haben wir somit eine Bilanz-Gleichung fu¨r die allgemeine Dichte nΦ hergeleitet.
Mit den Gleichungen (4.26), (4.27), (4.28), (4.29) und (4.30) folgt
∂nΦ(~r, t)
∂t
= − ∂
∂~r
· ~FΦ + BΦ + AΦ + GΦ −RΦ (4.32)
Mit dieser Gleichung ko¨nnen wir bei geeigneter Wahl von Φ(~k) sofort die entsprechende
Bilanzgleichung berechnen. Fu¨r die Aufstellung eines Drift-Diffusions-Modells beno¨tigt
man die ersten beiden Momente, d.h. Φ(~k) = 1 und Φ(~k) = ~k. Im Folgenden sollen nun
die entsprechenden Bilanzgleichungen am Beispiel der Elektronen berechnet werden.
4.3.2 Bilanzgleichung fu¨r die Dichte
Fu¨r Φ(~k) = 1 folgt die Elektronendichte nΦ(~r, t) = n(~r, t) und der entsprechende Elektro-
nenstrom berechnet sich zu (Gl. (4.27))
~FΦ = n~vd =
~jn
−q . (4.33)
Dabei bezeichnet ~vd die mittlere Driftgeschwindigkeit der Elektronen. Die Raten AΦ und
BΦ verschwinden aufgrund der Gleichungen (4.28) und (4.30). Man erha¨lt somit die Kon-
tinuita¨tsgleichung fu¨r die Elektronen (vgl. Gl. (4.15) u. Gl. (4.32))
∂n
∂t
=
1
q
∂
∂~r
·~jn + Sn = 1
q
∂
∂~r
·~jn + Gn −Rn (4.34)
4.3.3 Bilanzgleichung fu¨r die Impulsdichte
In diesem Fall mu¨ssen wir Φ(~k) = ~k setzen. Die Raten (Gln. (4.26), (4.28), (4.30)) berech-
nen sich sehr einfach. Es gilt:
nΦ =
1
Ω
∑
~k
~kf = ~P = nm?~vd und BΦ = (−q) ~E · 1
Ω
∑
~k
f
∂~k
∂~k
= (−q)n~E, (4.35)
wobei ~P die Impulsdichte darstellt. Die Rate SΦ (Gl. (4.29)) berechnet sich zu Null, da wir
annehmen, dass die Elektronenimpulse infolge des Generationsprozesses zufa¨llig verteilt
sind. Bei der Berechnung der Rate fu¨r den Strom (Gl. (4.27)) ist zu beachten, dass das
Produkt zwischen der Geschwindigkeit (vgl. (4.19)) und des Impules mit der kinetischen
Energie zusammenha¨ngt. Demnach erhalten wir fu¨r den Ortsgradienten des Stroms ~FΦ
∂
∂~r
· ~FΦ = ∂
∂~r
· ←→W . (4.36)
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←→
W ist dabei der Tensor der Impulsstromdichte, dessen Komponenten durch Wij =
~
2mΩ
∑
~k kikjf gegeben sind und dessen Spur (
∑
i Wii) die mittlere kinetische Energie-
dichte ergibt. Aus der Gleichung (4.32) folgt dann die Bilanzgleichung der Impulsdichte
~P
∂ ~P
∂t
= −2 ∂
∂~r
· ←→W + n(−q) ~E − 〈〈 1
τi
〉〉~P . (4.37)
Da wir zu Beginn parabolische Energieba¨nder angenommen haben, ko¨nnen wir den Strom
gema¨ß ~jn = (−q)n~vd = (−q) ~Pm? (vgl. Gln. (4.33) u. (4.35)) definieren und somit ergibt
sich fu¨r die Stromdichte die Bilanzgleichung
∂~jn
∂t
= −2(−q)
m?
∂
∂~r
· ←→W + nq
2 ~E
m?
− 〈〈 1
τi
〉〉~jn. (4.38)
Beim Vergleich der beiden Gleichungen (4.34) und (4.38) stoßen wir wieder auf das Pro-
blem, dass wir zusammen mit der Poisson-Gleichung kein geschlossenes Differentialglei-
chungssysten erhalten (vgl. Kap. (4.1.2)). Es fehlt eine Bilanzgleichung fu¨r die Energiedich-
te W . Man erha¨lt also wieder eine Hierarchie von Bilanzgleichungen. Um das Gleichungs-
system zu schließen, mu¨ssen weitere Vereinfachungen, die im Fall des Drift-Diffusions-
Modell den Tensor
←→
W betreffen, vereinbart werden. Dazu nimmt man an, dass sich die
Ladungstra¨gergeschwindigkeit aus zwei Beitra¨gen additiv zusammensetzt. Der erste Bei-
trag, die Driftgeschwindigkeit ~vd, wird durch das Feld hervorgerufen, wa¨hrend der zweite
zufa¨llig verteilte Betrag ~c (〈~c〉 = 0) infolge der thermischen Bewegung zustande kommt.
Dabei nimmt man an, dass die Elektronen im Halbleiter anna¨hernd ein ideales Gas bilden.
Fu¨r die Spur von
←→
W gilt somit
Wii =
1
Ω
∑
i
∑
~k
~
2
2m?
kikif =
1
Ω
∑
~k
~
2
2m?
k2f = n
~
2
2m?
〈
k2
〉
=
nm?
2
〈
v2
〉
=
1
2
nm?v2d +
1
2
nm?
〈
c2
〉
= Wdrift + Wtherm.
(4.39)
Mit Hilfe der mittleren kinetischen Energiedichte Wtherm =
3
2nkBT eines idealen Gases
kann man den Elektronen eine Temperatur Tn zuordnen. Damit kann man die Kompo-
nenten des Temperaturtensors angeben mit
1
2
nkBT
n
ij ≡
1
2
nm? 〈cicj〉 . (4.40)
Dadurch ist unser Halbleitersystem durch zwei Temperaturen TGitter und Tn charakte-
risiert, die versucht sind, einander gegenseitig auszugleichen. Dieses Ergebnis verwendet
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man nun in der Gleichung (4.38). Mit der Definition der Mobilita¨t µn ≡ q/(m?〈〈 1τi 〉〉) und
der Annahme, dass sich der Strom wa¨hrend der Zeit 1/〈〈 1τi 〉〉 nicht vera¨ndert, folgt
~jn = qnµn ~E + 2µn
∂
∂~r
· ←→W . (4.41)
Im na¨chsten Schritt nehmen wir einen diagonalen Temperaturtensor Wij =
1
2nkBT
n
ijδij
an und vernachla¨ssigen dabei die Driftenergie Wdrift. Mit der Diffusionskonstanten Dn ≡
kBTn
q µn und der Soretkonstanten Sn ≡ nµn kBq folgt
~jn = qnµn ~E + qDn
∂
∂~r
n + qSn
∂
∂~r
Tn. (4.42)
Zum Abschluss vernachla¨ssigen wir sa¨mtliche Temperaturgradienten in Tn und erhalten
eine Stromgleichung,
~jn = qnµn ~E + qDn
∂
∂~r
n, (4.43)
die aus einem Drift- und einem Diffusionsanteil besteht.
4.3.4 Drift-Diffusions-Modell
Mit obigen Bilanzgleichungen ko¨nnen wir das Drift-Diffusions-Modell fu¨r den Trans-
port von Elektronen und Lo¨cher angeben. Fu¨r die Berechnung der entsprechenden
Lo¨chergleichungen muss die Ladung +q und die Generations- bzw. Rekombinationsrate
Sp beru¨cksichtigt werden.
Elektronen
~jn = −qnµn∇V + qDn∇n (4.44)
∂n
∂t
=
1
q
∇ ·~jn + Sn (4.45)
Lo¨cher
~jp = −qpµp∇V − qDp∇p (4.46)
∂p
∂t
= −1
q
∇ ·~jp + Sp (4.47)
Poisson-Gleichung
∆V =
q
ε0ε
(n− p) (4.48)
In den Kontinuita¨tsgleichungen wird das elektrische Feld u¨ber die Beziehung ~E = −∇V
berechnet, wobei die Variable V das elektrische Potential symbolisiert. Dieses partielle
Differentialgleichungssystem ist an dieser Stelle noch ganz allgemein gehalten. Unser kon-
kretes Transportmodell in Drift-Diffusions-Na¨herung wird im na¨chsten Kapitel aufgestellt.
Im Anschluss daran erfolgt eine kurze Diskussion des Modells.
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4.4 Drift-Diffusions-Modell fu¨r die ZnS:Mn-Struktur
In diesem Kapitel wird das endgu¨ltige Drift-Diffusions-Modell fu¨r die Ladungstra¨ger in
der mangandotierten Zinksulfidschicht inklusive aller no¨tigen Raten und Randbedingung-
en vorgestellt [Raker 2000, Meyer 2003]. Dazu rufen wir uns noch einmal das Kapitel
3.3 mit der Abbildung 3.11 ins Geda¨chtnis. Der Ladungstransport wird in der ZnS:Mn-
Schicht durch drei verschiedene Dichten bestimmt. Als erstes ist die Elektronendichte n zu
beru¨cksichtigen. Die Elektronen stammen, wie vorher diskutiert, aus lokalisierten Grenz-
fla¨chenzusta¨nden in der Isolator-Halbleiter Grenzschicht, die in das Leitungsband infolge
eines Tunnelprozesses injiziert werden. Infolge der sehr großen elektrischen Felder kommt
es zu Stoßionisationsprozessen. Die daher zu beru¨cksichtigende freie Lo¨cherdichte bezeich-
nen wir mit p. Die freien Lo¨cher ko¨nnen wiederum von Lo¨cherfallen eingefangen werden
und bilden somit die positive Raumladung, die mit ptrapped bezeichnet wird. Nach der
Bezeichnung der drei verschiedenen Dichten, mu¨ssen nun die entsprechenden Raten ein-
gefu¨hrt werden. Die Generationsrate infolge der Band-Band-Stoßionisation bezeichnen wir
mit G1 = α(E)jn, die sich als Produkt des Elektronenstromes jn und eines feldabha¨ngigen
Stoßionisationskoeffizienten α(E) (Abb. 4.1) schreiben la¨sst. Sie tritt sowohl in der Elek-
Abbildung 4.1: Angenommener Verlauf des Stoßionisationskoeffizienten α(E) im polykris-
tallinen ZnS:Mn von Howard et al. [Howard et al. 1982].
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tronenkontinuita¨tsgleichung als auch in der Lo¨cherkontinuita¨tsgleichung als Gewinnterm
auf. Die erzeugten Lo¨cher werden gema¨ß der Rate T = γp(ptmax−ptrapped) eingefangen. Die
Gro¨ße γ gibt hier den Einfangkoeffizienten und ptmax kennzeichnet die Konzentration der
vorhandenen Lo¨cherfallen. Fu¨r den Fall, dass alle Lo¨cherfallen besetzt sind, ist die Rate T
identisch Null und alle Lo¨cher tragen zum Gesamtstrom bei. Die Rate T ist ein Gewinnterm
in der Kontinuita¨tsgleichung der eingefangenen Lo¨cher und ein Verlustterm in der Kon-
tinuita¨tsgleichung der freien Lo¨cher. Die u¨ber T generierte positive Raumladung ptrapped
kann in unserem Modell auf zwei unterschiedliche Arten reduziert werden. Die Dichte der
eingefangenen Lo¨cher kann mit Elektronen aus dem Leitungsband rekombinieren. Die ent-
sprechende Rekombinationsrate R setzt sich aus dem Produkt zwischen den beteiligten
Dichten (n, ptrapped), der thermischen Geschwindigkeit vtherm und einem Wirkungsquer-
schnitt σ, also R = vthermσnptrapped, zusammen. Aufgrund der energetischen Lage der
Lo¨cherfallen nahe der Valenzbandkante ist eine thermische Emission von Lo¨chern aus den
Lo¨cherfallen mo¨glich. Diese Lo¨chergenerationsrate bezeichnen wir mit G2 = βptrapped. Sie
setzt sich also aus dem Produkt einer konstanten Emissionsrate β und der Dichte der ein-
gefangenen Lo¨cher ptrapped zusammen. G2 hat in der Kontinuita¨tsgleichung der Lo¨cher ein
positives Vorzeichen (Gewinnterm) und in der Kontinuita¨tsgleichung der eingefangenen
Lo¨cher ein negatives Vorzeichen (Verlustterm). Fu¨r die Elektrolumineszenz der ZnS:Mn-
Schicht infolge der Anregung der Manganatome wird keine weitere Gleichung modelliert.
Ferner wird davon ausgegangen, dass die Lumineszenzstrahlung proportional zur Strom-
dichte ist (vgl. Abb. 3.6). Daher ko¨nnen wir spa¨ter lokalisierte Hochstrombereiche als Mus-
ter identifizieren. Mit den obigen U¨berlegungen ko¨nnen wir die drei Transportgleichungen
inklusive aller Raten aufstellen (vgl. Kap. 4.3.4).
Kontinuita¨tsgleichungen
Elektronen:
∂n
∂t
+∇ ·~jn = G1 −R ~jn = −Dn∇n + nµn∇V (4.49)
Lo¨cher:
∂p
∂t
+∇ ·~jp = G1 + G2 − T ~jp = −Dp∇p− pµp∇V (4.50)
eingef. Lo¨cher:
∂ptrapped
∂t
= T −G2 −R ~jptrapped = 0 (4.51)
Generations- und Rekombinationsraten
Stoßionisation: G1 = α(E)jn (4.52)
Lo¨cheremission: G2 = βptrapped (4.53)
Rekombination: R = vthermσnptrapped (4.54)
Lo¨chereinfang: T = γp(ptmax − ptrapped) (4.55)
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Als na¨chstes muss die Poisson-Gleichung neu aufgestellt werden. Dabei werden nun die
Ladungs- und die Grenzfla¨chenladungsdichten beru¨cksichtigt. Letztere resultieren dabei
aus dem Ladungtra¨gereinfang bzw. -emission an den Isolator-Halbleiter Grenzschichten.
Fu¨r die Poisson-Gleichung gilt:
Poisson-Gleichung
∆V =
q
ε0ε
{n− p− ptrapped + δ(z − znl)ρnl + δ(z − znl+nm)ρnl+nm} (4.56)
Die Indizes nl und nl + nm bezeichnen die ra¨umliche Position der beiden Grenzfla¨chen in
z-Richtung (vgl. Abb. 5.3).
Zum Abschluss der Modellierung unseres Transportmodells mu¨ssen wir die Randbe-
dingungen genau diskutieren. Wir betrachten sie zuerst fu¨r den Fall des longitudinalen
Transports (z-Richtung, Abb. 3.1). Neben der Tunnelinjektion der Elektronen ko¨nnen
Ladungstra¨ger, die infolge des Transports in der Na¨he dieser Grenzschichten kommen,
wieder in lokalisierte Zusta¨nde eingefangen werden. Damit setzt sich der jeweilige Strom
aus einem Tunnelstrom (nur bei Elektronen) und zwei Oberfla¨chenrekombinationsstro¨men
(Elektronen / Lo¨cher) zusammen, die u¨ber ein Produkt sxx (x = n, p) modelliert werden.
Dabei hat die Variable sx die Dimension einer Geschwindigkeit und wird deswegen Ober-
fla¨chenrekombinationsgeschwindigkeit genannt. Es gelten demnach fu¨r die z-Komponenten
der Stro¨me an den Grenzschichten die Gleichungen
Elektronen: jznl = −snnnl + jtunnelnl jznl+nm = snnnl+nm − jtunnelnl+nm (4.57)
Lo¨cher: jznl = −sppnl jznl+nm = sppnl+nm . (4.58)
Fu¨r die Poisson-Gleichung (4.56) beno¨tigen wir noch eine Gleichung fu¨r die zeitliche Ent-
wicklung der Grenzfla¨chenladungsdichten ρi (i = nl, nl + nm). Sie sind natu¨rlich nicht
konstant, da sich infolge der Tunnelinjektion und der Oberfla¨chenrekombination deren
Ladungen fortwa¨hrend a¨ndern. Mit Hilfe der Gleichungen (4.57) und (4.58) sind wir
in der Lage, gewo¨hnliche Differentialgleichungen fu¨r die zeitliche A¨nderung der Grenz-
fla¨chenladungen anzugeben. Sie bestimmen sich zu:
Isol.-Halbl. Grenzschichten
∂ρi
∂t
= (−snni + |jtunneli |+ sppi)q mit i = nl, nl + nm. (4.59)
Jetzt fehlt nur noch ein Ausdruck fu¨r den Tunnelstrom. Dieser kann fu¨r den Fall einer
kontinuierlichen Verteilung von Grenzfla¨chenzusta¨nden, die bei einem Energiebetrag von
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0 unterhalb der Leitungsbandkante beginnen, in der WKB-Na¨herung berechnet werden
zu [Neyts und Visschere 1990, Bringuier 1989, Smith 1981]
jtunnel = nss
2
3
BEi√
20
φ(E) exp
{
− 1
BEi
(
0 +
ρi
qnss
)}
mit i = nl, nl + nm. (4.60)
Dabei bezeichnet nss die Zustandsdichte der Grenzfla¨chenzusta¨nde und Ei den Betrag der
elektrischen Feldsta¨rke an der momentanen Kathode. In der Variablen B werden einige
Konstanten zusammengefasst:
B =
3q~
4
√
2m?
. (4.61)
Prinzipiell ist dabei die Variable Φ in der Gleichung (4.60) eine feldabha¨ngige Funktion.
Aber ihre Feldabha¨ngigkeit ist fu¨r die hier betrachteten Felder nur von schwacher Natur
und wird daher vernachla¨ssigt, indem man eine konstante Feldsta¨rke (E = 1 MV/cm) in
die entsprechende Funktion Φ einsetzt. Die Tunnelinjektion zeigt insgesamt ein sehr stark
nichtlineares Verhalten, da sowohl das elektrische Feld als auch die Grenzfla¨chenladung an
der momentanen Kathode im Exponenten der Gleichung (4.60) eingehen.
Fu¨r die spa¨ter behandelten ra¨umlich ho¨herdimensionalen Simulationen beno¨tigen wir
dann noch Randbedingungen fu¨r den lateralen Transport. Wir werden fu¨r alle auftre-
tenden Transportgro¨ßen stets periodische Randbedingungen vereinbaren. Dies bedeutet
anschaulich, dass wir uns das komplette Simulationsgebiet aus einer unendlichen Anzahl
periodisch fortgesetzter identischer Einzelgebiete, auf denen wir die Lo¨sung berechnen,
vorstellen mu¨ssen.
Zum Abschluss dieses Kapitels betrachten wir noch einmal das komplette partielle
Differentialgleichungssystem. Wenn man nun die Stromgleichungen (rechte Seite in Gln.
(4.49) und (4.50)) in die entsprechenden Kontinuita¨tsgleichungen (linke Seite in Gln. (4.49)
und (4.50)) einsetzt, erha¨lt man ein nichtlineares Transportproblem, das zusa¨tzlich an die
Poisson-Gleichung (4.56) gekoppelt ist. Es liegt somit insgesamt ein gekoppeltes nicht-
lineares partielles Differentialgleichungssystem vor, das im Allgemeinen analytisch nicht
lo¨sbar ist. Daher wird die Lo¨sung nummerisch mit Hilfe des Computer bestimmt. Die dazu
infolge der Nichtlinearita¨t no¨tige besondere Diskretisierung des Gleichungssystems sowie
deren teilweise aufwa¨ndige numerische Lo¨sung wird im Kapitel 5 erla¨utert.
4.4.1 Vereinfachung des Drift-Diffusions-Modells
Seit der Beobachtung der Lumineszenz-Spannungs-Hysterese in mangandotierten Zinksul-
fidschichten wurden viele Anstrengungen unternommen, ein mathematisches Modell fu¨r
den longitudinalen Transport zu entwickeln, das die experimentell gefundene Hysterese
mit Hilfe einer Strom-Spannungs-Kennlinie verifizieren kann. Zu Beginn der 80er Jahre
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entwickelten Howard et al. [Howard et al. 1982, Howard 1981] dazu ein einfaches Mo-
dell fu¨r den Ladungstransport in diesen Bauelementen. Ihr Modell la¨sst sich mit einigen
starken Vereinfachungen aus unserem Modell ableiten. Die erste Vereinfachung betrifft
die Elektronen. Eine negative Raumladung, also n, wird komplett vernachla¨ssigt unter
der Annahme, dass die ins Leitungsband injizieren Elektronen instantan zur momentanen
Anode gelangen. Dadurch werden die Elektronen nicht mehr durch ihre Dichte und Ge-
schwindigkeit beschrieben, sondern sie werden nur durch ihre Stromdichte charakterisiert.
Die zweite Vereinfachung besteht in der Vernachla¨ssigung der freien Lo¨cherdichte p, da
alle u¨ber die Stoßionisation erzeugten Lo¨cher instantan eingefangen werden. Es gibt so-
mit keinen Lo¨cherstrom jp. Aufgrund der Vernachla¨ssigung von p ist die Modellierung der
Lo¨cheremission (Rate G2) nicht ohne Weiteres mo¨glich, da die freigesetzten Lo¨cher nicht
behandelt werden. Aus dem partiellen Differentialgleichungssystem zweiter Ordnung (Gln.
(4.49)-(4.51)) des Drift-Diffusions-Modells resultieren dann zwei gewo¨hnliche Differential-
gleichungen fu¨r den Elektronenstrom und die Dichte der eingefangenen Lo¨cher:
∂jn
∂z
= G1 −R
∂ptrapped
∂t
= G1 −R.
(4.62)
Die Einfangrate T kann in der Gleichung fu¨r die eingefangenen Lo¨cher unter der Annah-
me vernachla¨ssigt werden, dass die Wahrscheinlichkeit des Lo¨chereinfangs sehr viel gro¨ßer
als die Rekombinationswahrscheinlichkeit ist. Damit ko¨nnen wir T durch die Generati-
onsrate G1 ausdru¨cken. Infolge der reduzierten Beschreibung des Ladungstransports muss
die Rekombinationsrate R u¨ber ein Produkt von σjnptrapped modelliert werden, da die
Elektronendichte fehlt. Somit sind nur zwei gewo¨hnliche Differentialgleichungen und die
Poisson-Gleichung zu lo¨sen, was die numerische Behandlung sehr stark vereinfacht. Trotz
der numerischen Vorteile dieses Systems sind die Na¨herungen nicht ganz unproblema-
tisch. Dies betrifft im besonderen Maße die Vernachla¨ssigung der freien Lo¨cher. Fu¨r eine
konsistente Behandlung des Lo¨chereinfangs mu¨ssen die freien Lo¨cher mit beru¨cksichtigt
werden, da die Einfangrate sicherlich nicht abrupt von Unendlich auf Null abfa¨llt. Auch die
Vernachla¨ssigung einer negativen Raumladung ist neben der unrealistischen Modellierung
von R insbesondere beim Spannungsnulldurchgang sehr fragwu¨rdig. Zum Schluss sei der
wohl gravierendste Nachteil des HSA-Modells erwa¨hnt. Er betrifft die Erweiterbarkeit auf
zusa¨tzliche Raumdimensionen. Diese Erweiterbarkeit ist im HSA-Modell (Gl. (4.62) nicht
gegeben, da im Modell kein Prozess fu¨r den lateralen Transport enthalten ist.
Kapitel 5
Numerische Lo¨sung der
Transportgleichungen
In diesem Kapitel wird der Algorithmus fu¨r die numerische Lo¨sung des vorhin disku-
tierten Differentialgleichungssystems (Gln. (4.49) bis (4.60)) vorgestellt. Dabei haben
sich zwei Methoden in der Vergangenheit besonders etabliert. Auf der einen Seite sind
es Methoden der finiten Elemente und auf der anderen Seite finite Differenzmetho-
den [Selberherr 1984, Großmann und Roos 1993, Knaber und Angermann 2000].
Beide Techniken beruhen auf einer der ra¨umlichen Geometrie des zu untersuchenden Bau-
elements angepassten Diskretisierung der Transportgleichungen. In der vorliegenden Ar-
beit werden ausschließlich finite Differenzmethoden verwendet. Sie wurden in der Vergan-
genheit intensiv untersucht, so dass es gute Erfahrungen bezu¨glich der Anwendbarkeit,
der Stabilita¨t und der Konvergenz dieser Diskretisierungsschemata gibt [Reiser 1972,
Slootbom 1972, Slootbom 1969, de Mari 1968b, de Mari 1968a, Gummel 1964].
Damit wir das Differentialgleichungssystem mit Hilfe der Methode der finiten Differen-
zen numerisch lo¨sen ko¨nnen, mu¨ssen wir das zu untersuchende Gebiet geeignet diskreti-
sieren. Dazu legt man im Allgemeinen diskrete Punkte in das Simulationsgebiet (z.B. 2D
Gebiet, Abb. 5.1). Fu¨r diese Punkte wird dann spa¨ter die Lo¨sung berechnet. Die Diskreti-
sierungspunkte bilden dann das Diskretisierungsgitter. Fu¨r die hier betrachtete rechteckige
Fla¨che liegen die einzelnen Gitterlinien parallel zu den kartesischen Koordinatenachsen,
die wiederum parallel zu den Seitenlinien des Rechtecks ausgerichtet sind. In der Regel ver-
wendet man dabei nicht a¨quidistante Gitter. Dabei wa¨hlt man das Gitter in den Regionen
feiner, in denen
”
viel passiert“ , also in Bereichen mit starken Gradienten und gro¨ber in Re-
gionen mit kleinen Gradienten (vgl. Abb. 5.1 und 5.2). An dieser Stelle tritt ein wesentlicher
Nachteil der finiten Differenzmethode gegenu¨ber der finiten Elementmethode zum Vor-
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Abbildung 5.1: A¨quidistantes Gitter.
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Abbildung 5.2: Nicht-a¨quidistantes Gitter.
schein. Neben dem Bereich feiner Gitterlinien (Abb. 5.2 Mitte oben) gibt es noch einen wei-
teren Bereich mit feiner Diskretisierung (Abb. 5.2 Bauteilmitte unterer Bereich). Der zwei-
te untere Bereich ist ha¨ufig nicht gewollt, so dass oft zusa¨tzlich Rechenzeit erforderlich ist.
Bei finiten Elementmethoden tritt dieser unerwu¨nschte Nebeneffekt im allgemeinen nicht
auf [Selberherr 1984, Großmann und Roos 1993, Knaber und Angermann 2000].
Damit ko¨nnen Computerressourcen gespart werden.
5.1 Scharfetter-Gummel Diskretisierung
Wa¨hrend die Poisson-Gleichung relativ einfach numerisch zu lo¨sen ist, bereitet die
numerische Behandlung der Kontinuita¨tsgleichungen gro¨ßere Schwierigkeiten, da sie
wegen der auftretenden Stro¨me nichtlinear sind. In der Literatur findet sich eine
Vielzahl von Diskretisierungsarten fu¨r die Kontinuita¨tsgleichungen [Slootbom 1972,
Gummel 1964, Scharfetter und Gummel 1969, Reiser 1973]. Prinzipiell unterschei-
det man dabei zwischen zwei Zuga¨ngen. Wa¨hrend die erste Methode darauf be-
ruht, die Stro¨me explizit auf den Stu¨tzpunkten zu berechnen und sie dann anschlie-
ßend in die Kontinuita¨tsgleichung einzusetzen, setzt die zweite Methode darauf, die
Stro¨me aus den Kontinuita¨tsgleichungen direkt zu eleminieren. Die erstgenannte Me-
thode erweist sich aufgrund starker Stabilita¨tskriterien (explizites Verfahren) und/oder
Lo¨sung komplizierter nichtlinearer Gleichungssysteme (voll implizites Verfahren) als
ungu¨nstig [Press et al. 1992, Snowden 1986, Selberherr 1984]. Scharfetter und Gum-
mel [Scharfetter und Gummel 1969] haben Ende der 60er Jahre eine Diskretisierung
entwickelt, die auch bei großen Orts- und Zeitintervallen stabil ist. Bei dieser speziel-
len Diskretisierung wird die ra¨umliche A¨nderung der Dichte zwischen zwei Stu¨tzpunkten
infolge des elektrischen Potentials u¨ber eine im Allgemeinen nichtlineare Funktion gesteu-
ert, welche im Wesentlichen fu¨r die Stabilita¨t der Simulation verantwortlich ist. Diese
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ZnS:Mn
1 n_l
Isolator
εd,1 εz εd,2
n_l+n_m n_l+n_m+n_r
Isolator z−Achse
Abbildung 5.3: 1D Diskretisierung des ZnS:Mn-Bauelements. Die Variablen εz , εd,1
und εd2 bezeichnen die Dielektrizita¨tskonstanten des jeweiligen Materials. Die einzelnen
Stu¨tzpunkte i werden mit i = 1, . . . , nl, . . . , nl + nm, . . . , nl + nm + nr bezeichnet.
Scharfetter-Gummel Diskretisierung soll nun kurz exemplarisch vorgestellt werden. Dazu
wird die Poisson-Gleichung und eine Kontinuita¨tsgleichung diskretisiert. Damit die Trans-
portgleichungen diskretisiert werden ko¨nnen, mu¨ssen wir ein geeignetes Raster einfu¨hren.
Fu¨r den eindimensionalen Transport diskretisieren wir das ZnS-Bauelement gema¨ß der Ab-
bildung 5.3. Dabei unterteilen wir die Richtung des longitudinalen Transports (z-Achse)
in insgesamt Nz− 1 = nl +nm +nr− 1 Intervalle. Die Kennzeichnung der Nz Stu¨tzstellen
wird mit Hilfe der Abbildung 5.4 vorgenommen.
i−1/2 i+1/2
i−1 i i+1
l_(i−1) l_i
z−Achse
Abbildung 5.4: Diskretisierungsstern und Nomenklatur fu¨r die Stu¨tzpunkte und Intervall-
mitten fu¨r den 1D Transport. Die Stu¨tzpunkte werden durch Kreise und die Intervallmitten
durch Rechtecke symbolisiert.
5.1.1 Diskretisierung der Poisson-Gleichung
Fu¨r die diskrete Version der Poisson-Gleichung (4.48) innerhalb der ZnS:Mn-Schicht (n l +
1 ≤ i ≤ nl +nm−1) ersetzen wir die zweite partielle Ableitung des elektrischen Potentials
durch einen entsprechenden Differenzausdruck, der mit Hilfe einer Taylorreihe abgeleitet
wird. Dazu entwickelt man das Potential Vi±1/2 an der Position i bis zur dritten Ordnung
und bildet dann die Differenz Vi+1/2 − Vi−1/2:
∂V
∂z
∣∣∣∣∣
i
=
Vi+1/2 − Vi−1/2
li+li−1
2
+
1
4
(li + li−1)
∂2V
∂z2
∣∣∣∣∣
i
+O
(
l3i + l
3
i−1
li + li−1
)
. (5.1)
Die so gewonnene Beziehung (Gl. (5.1)) wird dann dazu benutzt, die zweite Ableitung
in der Poisson-Gleichung durch eine erste Ableitung (elektrisches Feld), die an der Inter-
vallmitte ausgewertet werden muss, zu ersetzen. Vom Feld nimmt man nun zusa¨tzlich an,
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dass es sich innerhalb eines Ortsintervalls nicht a¨ndert. Damit ko¨nnen wir diese Ableitung
durch die zentrale Differenz ∂zV |i+1/2 = (Vi+1 − Vi)/li + O(l2i ) · ∂3zV |i+1/2 ersetzen, die
wieder aus einer Differenz zweier Taylorreihen (Vi+1 und Vi an der Stelle i+1/2) berechnet
werden kann. Damit folgt die Diskretisierung der Poisson-Gleichung
V ti−1
li−1
− V ti
(
1
li
+
1
li−1
)
+
V ti+1
li
= − q
ε0εz
li + li−1
2
(−nti + pti + ptrapped,ti ). (5.2)
Fu¨r die Diskretisierung der beiden Isolatoren (2 ≤ i ≤ nl − 1, nl + nm + 1 ≤ i ≤ Nz −
1) sind natu¨rlich die Elektronen- und die Lo¨cherdichten auf Null zu setzen, da in den
Isolatoren keine Ladungen vorhanden sind. Die a¨ußeren Punkte (i = 1, i = Nz) werden
nicht berechnet, da die Treiberspannung U(t) an diesen Punkten fest vorgegeben wird.
Also setzt man V1 = U(t) und VNz = 0.
Besondere Aufmerksamkeit beno¨tigen die beiden Halbleiter-Isolator Grenzfla¨chen (i =
nl, i = nl + nm). Mit dem sogenannten Gaußschen Ka¨stchen kann man das Feldverhalten
an einer Grenzfla¨che zwischen zwei Materialien A und B mit Ladung ρ untersuchen. Es
gilt fu¨r die dielektrische Verschiebung ~D [Nolting 1993]:
~nAB · ( ~DB − ~DA) = ρ, (5.3)
wobei ~nAB die Fla¨chennormale bezeichnet, die vom Gebiet des Materials A ins Gebiet
des Materials B zeigt. Aus der Gleichung folgt, dass die Normalkomponente des Feldes
unstetig fu¨r ρ 6= 0 ist. Um die obige Gleichung fu¨r die Grenzfla¨chen zu diskretisieren,
entwickelt man z.B. fu¨r die linke Grenzfla¨che (i = nl) die erste Ableitung von V an der
Stelle i um die Punkte i + 1/2 und i− 1/2. Man erha¨lt:
∂V
∂z
∣∣∣∣∣
ZnS,i
=
Vi+1 − Vi
li
+
li
2
· ∂
2V
∂z2
∣∣∣∣∣
ZnS,i+1/2
+O (l2i )
∂V
∂z
∣∣∣∣∣
Isol,i
=
Vi − Vi−1
li−1
+
li−1
2
· ∂
2V
∂z2
∣∣∣∣∣
Isol,i−1/2
+O (l2i−1)
(5.4)
Die beiden Taylorreihen (Gl. (5.4)) sowie die Poisson-Gleichung werden dann die Gleichung
(5.3) eingesetzt. Es folgt somit die Diskretisierung der linken Grenzfla¨che (i = nl)
V ti
(
− 2εz
zi(εd,1zi−1 + εzzi)
− 2εd,1
zi−1(εd,1zi−1 + xεzzi)
)
+
V ti−1
2εd,1
zi−1(εd,1zi−1 + xεzzi)
+ V ti+1
2εz
zi(εd,1zi−1 + εzzi)
=
qεzli
ε0εz(εd,1li−1 + εzli)
(
nti − pti − ptrapped,ti
)
− 2ρ
links,t
i
ε0(εd,1li−1 + εzli)
.
(5.5)
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Natu¨rlich ha¨tten auch schon die Gleichungen (5.4) zur Diskretisierung gereicht. Die
Randbedingung ha¨tte aber dann einen Diskretisierungsfehler der Ordnung O(l) (fu¨r
a¨quidistantes Gitter). Durch die Substitution der zweiten Ableitung in den Gleichungen
(5.4) haben wir die Fehlerordnung auf O(l2) verringert. Somit ist die Fehlerordnung fu¨r
alle Stu¨tzpunkte konsistent. Die komplette Diskretisierung der Poisson-Gleichung findet
sich im Anhang A.2.1.
5.1.2 Diskretisierung der Kontinuita¨tsgleichungen
Die Diskretisierung der Kontinuita¨tsgleichung gestaltet sich ein wenig aufwa¨ndiger. Dabei
werden Stromdichtegleichungen fu¨r jn und jp (j(z ∈ [zi, zi+1]) = j|i+1/2 +O(li)) als Dif-
ferentialgleichungen, die von den jeweiligen Dichten abha¨ngen, fu¨r einen beliebigen Punkt
auf dem Intervall [zi, zi+1] analytisch gelo¨st. Bei der Lo¨sung nehmen wir ein auf dem Orts-
intervall konstantes elektrisches Feld und die Gu¨ltigkeit der Einstein-Beziehung D = kBTq µ
an. Mit den Anfangsbedingungen, hier am Beispiel der Elektronenkontinuita¨tsgleichung,
n(zi) = ni und n(zi+1) = ni+1 ergibt sich fu¨r die Lo¨sung der Differentialgleichung erster
Ordnung
n(z ∈ [zi, zi+1]) = [1− gi(z, V )] ni + gi(z, V )ni+1, (5.6)
wobei fu¨r die Funktion gi
gi(z, V ) = 1−
exp
(
Vi+1−Vi
kBT/q
z−zi
li
)
1− exp
(
Vi+1−Vi
kBT/q
) (5.7)
gilt. Sie beschreibt im Wesentlichen das Verhalten der Dichte auf einem Diskretisierungs-
intervall in Abha¨ngigkeit vom anliegenden Potentialgefa¨lle und ist in der Abbildung 5.5
dargestellt. Man erkennt, dass nur im Fall U = 0 die Funktion einen linearen Verlauf zeigt.
Die Beziehung (5.6) ist das Kernstu¨ck der Scharfetter-Gummel Diskretisierung. Der
”
rich-
tige“ exponentielle Abha¨ngigkeit der Dichte vom Potential innerhalb eines Ortsintervalls
ist von Anfang an in die Diskretisierung integriert. Mit der analytischen Lo¨sung (5.6) kann
der Strom jn = j mit
ji+1/2 =
D
li
{
B
[
Vi − Vi+1
kBT/q
]
ni −B
[
Vi+1 − Vi
kBT/q
]
ni+1
}
und der Bernoulli-Funktion B(x) ≡ x
exp(x)− 1
(5.8)
angeben werden. Der Ausdruck fu¨r den Strom (Gl. (5.8)) wird nun abschließend in die
diskrete Version der Kontinuita¨tsgleichung (Θ Abk. fu¨r die Raten, vgl. Gl. (5.1))
(−ji+1/2)− (−ji−1/2)
li+li−1
2
= Θi. (5.9)
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Abbildung 5.5: Die Funktion g(z, V ) innerhalb eines Diskretisierungsintervalls fu¨r verschie-
dene Werte U =
Vi+1−Vi
kBT/q
.
eingesetzt. Daraus folgt die endgu¨ltige diskrete Version der Kontinuita¨tsgleichung
nt+∆ti
(
−D 1
zi
B
[
V ti − V ti+1
kBT/q
]
−D 1
zi−1
B
[
V ti − V ti−1
kBT/q
]
− 1
∆t
li + li−1
2
)
+
nt+∆ti−1 D
1
zi−1
B
[
V ti−1 − V ti
kBT/q
]
+
nt+∆ti+1 D
1
zi
B
[
V ti+1 − V ti
kBT/q
]
=
(
Θti −
1
∆t
nti
)
li + li−1
2
,
(5.10)
in der die Zeitableitung mit Hilfe des Euler-Verfahrens (∂tn =
nt+∆ti −n
t
i
∆t ) diskretisiert
wurde. Die Details zu den Zeitindizes auf der rechten Seite der Gleichung (5.10) werden
in Kapitel 5.1.3 erla¨utert.
Wie im Fall der Poisson-Gleichung gestaltet sich die Diskretisierung an den Randpunk-
ten i = nl, nl + nm der ZnS:Mn-Schicht ein wenig komplizierter. Gema¨ß des Transports-
modells setzt sich der Elektronenstrom an einer Grenzfla¨che, z.B. bei i = nl, aus zwei
Komponenten zusammen, na¨mlich aus dem Oberfla¨chenrekombinationsstrom snnnl und
dem Tunnelstrom jtunnelnl . Wie aus der Gleichung (5.9) zu sehen ist, beno¨tigt man zur Dis-
kretisierung die Stro¨me auf den Intervallmitten i±1/2. Da dies bei der Diskretisierung der
Grenzfla¨che nicht mo¨glich ist, versucht man nun den Strom an der Stelle i− 1/2 gema¨ß
jnl−1/2lnl + jnl+1/2lnl−1
lnl−1 + lnl
= −snnnl + jtunnelnl (5.11)
linear zu interpolieren. Diese Gleichung lo¨sen wir dann nach jnl−1/2 auf und setzen den
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resultierenden Ausdruck in die Gleichung (5.9) ein. Es folgt die diskrete Elektronenkonti-
nuita¨tsgleichung am Ort i = nl
nt+∆ti
(
−Dn,z 2
z2i
B
[
V ti − V ti+1
kBT/q
]
− 1
∆t
− 2
li
sn
)
+
nt+∆ti+1 Dn,z
2
z2i
B
[
V ti+1 − V ti
kBT/q
]
= Θti −
1
∆t
nti −
2
li
jtunnel,ti ,
(5.12)
in der die Oberfla¨chenrekombinationsrate snn aus Stabilita¨tsgru¨nden voll implizit behan-
delt wird. Die komplette Diskretisierung der Kontinuita¨tsgleichungen (Elektronen, Lo¨cher)
sowie der Gleichung fu¨r die eingefangenen Lo¨cher ist im Anhang A.2 nachzulesen.
5.1.3 Diskretisierung der Zeit
Auch die besondere Anordnung der Zeitindizes t und t + ∆t auf der rechten Seite der
Gleichungen (5.10) und (5.12) sowie der Gleichungen (5.2) und (5.5) soll jetzt kurz dis-
kutiert werden. Zur Diskussion betrachten wir ein System, dass nur aus Elektronen be-
steht, und ku¨rzen die Transportgleichungen mit F1(V, n) = 0 (Poisson-Gleichung) bzw.
∂tn = F2(V, n) (Kontinuita¨tsgleichung) ab. Ein voll explizites Verfahren,
nt+∆ti − nti
∆t
− F2(V t, nt) = 0 (5.13)
wa¨re die einfachste Methode. Sie scheidet aber aufgrund eines starken Stabilita¨tskriteriums
[Press et al. 1992, Großmann und Roos 1993] aus. Eine voll implizite Betrachtung des
Problems,
nt+∆ti − nti
∆t
− F2(V t+∆t, nt+∆t) = 0 (5.14)
fu¨hrt auf ein kompliziertes gekoppeltes nichtlineares Gleichungssystem, das in der Regel
nur schwer und unter hohem numerischen Aufwand zu lo¨sen ist. Wir benutzen dagegen
ein semiimplizites Verfahren,
nt+∆ti − nti
∆t
− F2(V t, nt+∆t) = 0 (5.15)
das einen Kompromiss zwischen beiden vorherigen Modellen darstellt. Dieses Schema hat
zur Folge, dass das vorher nichtlineare Gleichungssystem entkoppelt und so jeweils nur
zwei lineare Gleichungssysteme in jedem Zeitschritt numerisch gelo¨st werden mu¨ssen. Zum
Schluss sei hier angemerkt, dass in der Poisson-Gleichung alle Variablen stets zum Zeit-
punkt t, also F1(V
t, nt) = 0, eingehen.
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5.1.4 Ho¨herdimensionale Diskretisierungen
Im Abschnitten 5.1.1 und 5.1.2 wurde das Transportmodell fu¨r den longitudinalen
Transport diskretisiert. Um die Musterbildungsprozesse genau studieren zu ko¨nnen, sind
ho¨herdimensionale (2D bzw. 3D) Simulationen notwendig. Die Diskretisierung der hinzu-
kommenden transversalen Dimensionen verla¨uft mathematisch vollkommen analog zum
eindimensionalen Fall. Die diskreten 2D bzw. 3D Bauelemente sind in den Abbildungen
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Abbildung 5.7: Diskretes 3D Bauteil mit
periodischen Randbedingungen.
5.6 und 5.7 dargestellt. Dabei ist anzumerken, dass wir stets in x- und y-Richtung pe-
riodische Randbedingungen vereinbart haben. Daher werden die Indizes der Punkte Nx
und Ny gleich 1 gesetzt. In den ho¨herdimensionalen Simulationen wird aufgrund dieser
periodischen Randbedingungen immer eine unendliche Anzahl von identischen aneinander
liegenden Bauelementen gelo¨st. Dieser Punkt wird in spa¨teren Kapiteln noch von großer
Wichtigkeit sein. Selbstversta¨ndlich sehen nun die Diskretisierungssterne (vgl. Abb. 5.8,
5.9) viel komplizierter aus. So mu¨ssen bei einer zweidimensionalen Simulation bis zu 5
(genau 5 f. 1 < i < Nz und j bel.) und bei einer dreidimensionalen Simulation bis zu 7
(genau 7 f. 1 < i < Nz, j und m bel.) Stu¨tzpunkte beru¨cksichtigt werden. Die kompletten
diskretisierten Gleichungen in 2 bzw. 3 Dimensionen finden sich im Anhang A.3 und A.4.
5.2 Numerische Lo¨sung der diskretisierten Gleichungen
Infolge der in den vorherigen Kapiteln beschriebenen semiimpliziten Diskretisierung
mu¨ssen in jedem Zeitschritt drei lineare Gleichungssysteme, also fu¨r die Dichten (n, p) und
das Potential V , sowie eine gewo¨hnliche Differentialgleichung fu¨r die Dichte der eingefan-
genen Lo¨cher ptrapped gelo¨st werden. Unabha¨ngig von der Anzahl der betrachteten Raum-
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Abbildung 5.8: Diskretisierungsstern fu¨r
2D Simulation: Stu¨tzpunkte→ Kreise, In-
tervallmitten → Rechtecke.
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Abbildung 5.9: Diskretisierungsstern fu¨r
3D Simulation: Stu¨tzpunkte→ Kreise, In-
tervallmitten → Rechtecke.
dimensionen nimmt die Lo¨sung der Transportgleichung fu¨r ptrapped immer die geringste
Rechenzeit ein, was im Wesentlichen auf ihre einfache Gestalt zuru¨ckzufu¨hren ist. Deutlich
rechenintensiver sind natu¨rlich die Lo¨sungsalgorithmen fu¨r die linearen Gleichungssyste-
me. Dies gilt im besonderen Maße fu¨r die Elektronen- und Lo¨cherkontinuita¨tsgleichung,
da ihre Matrixelemente in jedem Zeitschritt neu berechnet werden mu¨ssen. Die Poisson-
Gleichung ist dagegen einfacher zu behandeln, da dort die Matrixelemente konstant sind.
Die Rechenzeit ist zusa¨tzlich stark abha¨ngig von der Anzahl der Raumdimensionen.
Im eindimensionalen Fall ist die Lo¨sung der Gleichungssysteme aufgrund des Diskreti-
sierungssterns (Abb. 5.4) sehr einfach, da die auftretenden Matrizen alle tridiagonal sind,
d.h. alle Matrixelemente ai,j = 0 fu¨r |i− j| > 1. In diesem Fall kann man mit Hilfe direk-
ter Verfahren (Gauß-Algorithmus, LR-Zerlegung) [Stoer 1994, Anderson et al. 1995]
die Lo¨sung schnell berechnen. Bei der Beru¨cksichtigung weiterer Raumdimensionen nimmt
natu¨rlich die Dimension der Matrizen stark zu. Bei den resultierenden Matrizen handelt es
sich um sogenannte Bandmatrizen mit einer Breite l, d.h. ai,j = 0 fu¨r i−j > l und j−i > l.
Die entsprechenden Matrizen fu¨r die 2D bzw. 3D Simulation sind schematisch im Anhang B
und C abgebildet. Schon hier bei den abgebildeten Matrizen fa¨llt auf, dass infolge der Dis-
kretisierungssterne (Abb. 5.8,5.9) nur wenige Matrixelemente von Null verschieden sind.
Daher werden solche Matrizen als du¨nn besetzt bezeichnet [Press et al. 1992]. Diese mit-
unter
”
riesigen“ Gleichungssysteme werden dann in der Regel nicht mehr direkt sondern
iterativ gelo¨st, da iterative Methoden fast immer schneller sind und weniger Speicherbe-
darf haben [Press et al. 1992, Hackbusch 1994, Berrett et al. 1994]. Zur Lo¨sung der
Gleichungssysteme im zwei- bzw. dreidimensionalen Fall verwenden wir hochoptimierte
54 KAPITEL 5. NUMERISCHE LO¨SUNG DER TRANSPORTGLEICHUNGEN
iterative Methoden, die im Wesentlichen auf der Methode der konjugierten Gradienten
beruhen [Compaq Computer Corporation 2001].
Teil III
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Kapitel 6
Longitudinaler
Ladungstra¨gertransport
6.1 Grundmechanismen des Ladungstransports
Zu Beginn des Ergebnisteils der vorliegenden Arbeit sollen einige grundlegende Transport-
eigenschaften diskutiert werden. Dazu betrachten wir die Ladungstra¨gerdynamik nur in
z-Richtung (vgl. Abb. 3.1). Die restlichen Raumdimensionen (x- und y-Richtung) werden
als homogen angenommen, d.h. sie werden hier noch nicht beru¨cksichtigt. Umfangreiche
numerische Untersuchungen zum 1D Transport sind von [Raker 2000, Raker et al. 2002,
Zuccaro et al. 2003, Meyer 2003] durchgefu¨hrt worden. Die wichtigsten Transportme-
chanismen sollen hier zusammengefasst werden, da diese fu¨r die Erkla¨rung der spa¨ter
pra¨sentierten Muster von großer Wichtigkeit sind. Besonders intensiv behandeln wir in
diesem Zusammenhang den Grenzfall vieler Spannungsperioden, der mit Hilfe einer be-
sonderen Kennlinie dargestellt wird. Wir werden sehen, dass diese Kennlinie fu¨r bestimmte
Parameter eine Bistabilita¨t aufweist. Zuna¨chst lo¨sen wir unser Drift-Diffusions-Modell in
der HSA-Konfiguration, damit wir beide Modelle miteinander vergleichen ko¨nnen. Dies
bedeutet im Folgenden:
• Rekombination zwischen Elektronen und eingefangenen Lo¨chern u¨ber R = σjnpt
• keine Lo¨cheremission, d.h. β = 0.
Um ein Gefu¨hl fu¨r den Transport zu bekommen, reicht es zu Beginn das Transportproblem
fu¨r die erste Periode einer Sinusspannung zu analysieren. Die Simulationsparameter sind
in der folgenden Tabelle 6.1 zusammengefasst.
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Spannung: Wechselspannung: f = 1 kHz
Bauteilabmessungen: Isolatoren: lis = 300 nm
ZnS:Mn: ls = 500 nm
Oberfla¨chenrekombinationsgeschwindigkeit: sn = 300× 106 cm/s
sp = 10× 106cm/s
Einfangkoeffizient: γ = 1× 10−4 cm3/s
Rekombinationswirkungsquerschnitt: σ = 1× 10−14 cm2
Grenzfla¨chenzustandsdichte: nss = 5× 1013 cm−2eV−1
Lo¨cherfallendichte: ptmax = 5× 1016 1/cm3
Lo¨cheremissionsrate: β = 0 1/s
Dielektrizita¨tskonstanten: Isolator: εis = 14
ZnS:Mn: εs = 8
Mobilita¨tskonstanten: µn = 165 cm
2/Vs
µp = 5 cm
2/Vs
Teilchentemperaturen: Tn = 300 K
Tp = 300 K
Pos. d. Grenzfl.-zusta¨nde (unter LB-Kante): 0 = 0.9 eV
Tabelle 6.1: Simulationsparameter fu¨r den longitudinalen Ladungstra¨gertransport.
6.1.1 Feldabschirmung
Zu Beginn diskutieren wir das Transportregime in Drift-Diffusions-Na¨herung fu¨r verschie-
dene Spannungsamplituden (U = 130, 150, 200 V). Diese Auswahl wurde bewusst so
getroffen, da so verschiedene Abschirmmechanismen gut herausgearbeitet werden ko¨nnen.
Wir beginnen die Diskussion mit der Abbildung 6.1, die die zeitliche Dynamik des elektri-
schen Feldes an Anode und Kathode, der Grenzfla¨chenladungen und der Tunnelinjektion
darstellt. Im Fall der kleinsten Spannungsamplitude (U = 130 V) ergibt sich folgendes
Transportszenario. Parallel zur Spannungsamplitude steigt auch das elektrische Feld an.
Sobald die Feldsta¨rke an der momentanen Kathode Werte u¨ber 1 MV/cm erreicht hat,
ist die Bandverbiegung (Abb. 3.11) so groß, dass Elektronen aus den lokalisierten Grenz-
fla¨chenzusta¨nden in das Leitungsband tunneln ko¨nnen. Mit fortschreitender Simulations-
zeit nimmt der Tunnelstrom parallel zum Feld weiter zu, bis das Feld infolge der a¨ußeren
Spannung sein erstes Maximum durchla¨uft. Danach nimmt die Injektion aus den Grenz-
fla¨chen durch das abfallende Feld wieder ab, durchla¨uft zusammen mit dem Feld die Null-
linie und nimmt spa¨ter infolge des Feldanstiegs wieder zu. Wir erkennen, dass der zeitliche
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Abbildung 6.1: Elektrisches Feld E an Anode und Kathode (a.)), Tunnelinjektion jt und
Grenzfla¨chenladungen ρ (b.)) fu¨r drei Spannungsamplituden. Dargestellt wird die zeitliche
Dynamik innerhalb der ersten Spannungsperiode. Im Fall der Spannungsamplitude von 200
V ist das Feld der Kathode wa¨hrend der ersten Halbwelle durch die am ho¨chsten liegende
Kurve bestimmt. In der zweiten Halbwelle wird das Feld der Kathode durch die am tiefsten
liegende Kurve repra¨sentiert.
Verlauf von E und jt fest an den Spannungsverlauf gekoppelt ist, was besonders gut am
sinusfo¨rmigen Feldverlauf zu erkennen ist. Neben diesem hochsymmetrischen Feldverlauf
treten bei dieser Spannung noch zwei weitere interessante Transportmerkmale zum Vor-
schein. In den drei Bildern fu¨r das elektrische Feld sind jeweils die Feldverla¨ufe von Anode
und Kathode eingezeichnet. Im 130 V Fall liegen die beiden Feldkurven exakt aufeinander,
so dass wir von einem homogen Feld sprechen ko¨nnen. Die zweite Auffa¨lligkeit betrifft das
zweite Tunnelstrommaximum. Es ist ungefa¨hr doppelt so groß wie das erste. Um beide
Merkmale zu verstehen, mu¨ssen wir eventuell entstehende Raumladungen in der ZnS:Mn-
Schicht sowie die Grenzfla¨chenladungen an den Isolator-Halbleiter-Grenzschichten genauer
betrachten.
Eine positive Raumladung infolge der Stoßionisation ist dabei auszuschließen, da die
6.1. GRUNDMECHANISMEN DES LADUNGSTRANSPORTS 59
Feldsta¨rken unterhalb der kritischen Schwelle von 1.9 MV/cm liegen (Abb. 4.1). Es wer-
den somit praktisch keine Lo¨cher erzeugt. Dadurch ist keine Raumladung in der ZnS:Mn-
Schicht vorhanden, die das elektrische Feld abschirmen kann. Daher ist es ra¨umlich ho-
mogen. Im Kapitel 3.3 wurde diskutiert, dass die vorher injizierten Elektronen an der mo-
mentanen Anode wieder von Grenzfla¨chenzusta¨nden aufgenommen werden ko¨nnen. Dieser
Prozess wird durch die Sta¨rke der Oberfla¨chenrekombination bestimmt. Die Elektronen,
die nicht eingefangen werden, halten sich infolge des starken Feldes in ihrer unmittel-
baren Na¨he auf. Durch den Elektroneneinfang a¨ndert sich natu¨rlich die Ladung auf der
entsprechenden Grenzfla¨che und so ist es sinnvoll, diese Grenzfla¨chendynamik zu analy-
sieren (Abb. 6.1b.) oben). Wir erkennen, dass sich die Grenzfla¨chenladungen immer dann
a¨ndern, wenn ein Strom durch die ZnS:Mn-Schicht fließt. Durch den Tunnelstrom be-
kommt die kathodenseitige Grenzfla¨che eine positive Ladung (Elektronen fließen heraus)
und die anodenseitige erha¨lt infolge des Elektroneneinfangs eine negative Ladung. Da-
durch induzieren die Ladungen an den beiden Grenzfla¨chen ein elektrisches Feld, das dem
durch die a¨ußere Spannung hervorgerufenem Feld entgegen gerichtet ist. Dadurch kann bei
hinreichend großen Ladungen in den Grenzfla¨chen das a¨ußere elektrische Feld abgeschirmt
werden. Dies ist aber im 130 V Fall nicht zu erkennen, da die Grenzfla¨chenladungen zu
schwach ausgepra¨gt sind. Somit fallen die Spannungsmaxima immer mit den Feldmaxima
zusammen.
An dieser Stelle sei angemerkt, dass das Vorhandensein einer positiven Raumladung
auch mit Hilfe der Grenzfla¨chenladungen zu u¨berpru¨fen ist. Da das gesamte Bauelement
neutral sein muss, ergibt die Addition der beiden Grenzfla¨chenladungen an Kathode und
Anode den Betrag der positiven Ladung im Bauelement. Man erkennt Ladungsverla¨ufe,
die sich spiegelsymmetrisch zur Nulllinie anordnen. Dies deutet darauf hin, dass keine
positive Raumladung in der ZnS:Mn-Schicht vorhanden ist.
Mit Hilfe der Grenzfla¨chenladungen ist auch das doppelt so große, zweite Tunnelstrom-
maximum zu erkla¨ren. Nachdem die erste Halbwelle der Spannung simuliert ist, haben sich
Ladungen gema¨ß der obigen Beschreibung angeordnet. Zum Zeitpunkt t = T/2 wird das
Feld durch die von außen vorgegebene Spannung umgepolt und die vorherige Anode wird
zur Kathode. Damit ergibt sich das Gesamtfeld aus der Superposition des a¨ußeren und des
durch die Grenzfla¨chenladungen induzierten Feldes. Somit wird das Feld an der Katho-
de leicht versta¨rkt und zusa¨tzlich stehen mehr Elektronen zum Tunneln bereit. Dadurch
erho¨ht sich deutlich die Grenzfla¨cheninjektion, da die Variablen E und ρ exponentiell in die
Gleichung fu¨r den Tunnelstrom eingehen (vgl. Gl. 4.60). Offenbar merkt sich das System,
aus welcher Grenzfla¨che zuerst Elektronen ins Leitungsband injiziert werden. Natu¨rlich
stellt sich hier sofort die Frage, wie sich der Tunnelstrom weiter entwickelt und ob es sogar
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einen stationa¨ren Zustand gibt. Dieser Frage gehen wir im na¨chsten Abschnitt nach.
Zuna¨chst betrachten wir eine Simulation mit ho¨herer Spannungsamplitude (150 V), um
dort eventuelle Abschirmeffekte zu studieren. Es fa¨llt sofort auf, dass die Absolutbetra¨ge
fu¨r das Feld sowie fu¨r den Tunnelstrom deutlich gro¨ßer sind, was natu¨rlich an der um
20 V vergro¨ßerten Amplitude liegt. An der Feld- und Tunnelstromdynamik ist weiter zu
erkennen, dass der eben noch diskutierte symmetrische Verlauf verloren geht. Dagegen
bleibt das elektrische Feld auch in diesem Fall weiter ra¨umlich homogen. Die Maxima des
Tunnelstroms und des Feldes fallen nun nicht mehr mit den Spannungsmaxima zusam-
men. Sie sind nach links, also zu fru¨heren Zeiten, verschoben. Ursache hierfu¨r sind die
nun sta¨rker anwachsenden Grenzfla¨chenladungen. Ihre feldabschirmende Eigenschaft tritt
nun deutlicher zum Vorschein. Die ra¨umliche Homogenita¨t des Feldes liegt in der immer
noch zu schwachen Stoßionisation begru¨ndet. Zwar existiert eine positive Ladung in der
Zinksulfidschicht, aber insgesamt ist sie immer noch zu schwach ausgepra¨gt, um das Feld
abschirmen zu ko¨nnen. Neben der Verschiebung des Tunnelstrommaximums ist noch ein
weiterer Effekt, der besonders gut beim zweiten Maximum zu erkennen ist, infolge der
Abschirmung sichtbar. Er betrifft die beiden Flanken der Kurve. Die erste aufsteigende
Flanke ist viel steiler als die zweite abfallende. Der flachere Verlauf der zweiten Flanke
ergibt sich aus der Tatsache, dass sich kurz nach dem Durchlaufen des Tunnelstrommaxi-
mums anna¨hernd ein konstantes Feld an der momentanen Kathode einstellt. Dies liegt an
der Kompensation zweier Felder. Das Feld der anwachsenden Grenzfla¨chenladungen kom-
pensiert dabei die Feldzunahme infolge der a¨ußeren Spannungszunahme. In diesem Fall
wird die Abnahme des Tunnelstroms allein durch die Entleerung der Grenzfla¨chenzusta¨nde
bestimmt. Dieses Feldplateau hat nur eine begrenzte Lebensdauer, da die Spannung bei
t = 3T/4 wieder abnimmt und die Grenzfla¨chenladungen dagegen immer gro¨ßer werden,
so dass das Feld wieder stark abgeschirmt wird. Somit fließt bei maximaler a¨ußerer Span-
nung kein Tunnelstrom mehr, da das Feld an der Kathode nun sehr effektiv abgeschirmt
wird. Insgesamt fließt auch hier wa¨hrend der zweiten Halbwelle mehr Strom durch die
ZnS:Mn-Schicht wie bei der ersten Halbwelle. Die Argumentation hierfu¨r ist analog zum
130 V Fall.
Bis jetzt spielte die positive Raumladung nur eine untergeordnete Rolle, da infolge der
zu kleinen Feldsta¨rken die Stoßionisation sehr klein war. Dies a¨ndert sich natu¨rlich dra-
matisch, wenn wir die Spannungsamplitude weiter vergro¨ßern (200 V). Durch die ho¨heren
Feldsta¨rken setzt der Tunnelstrom und damit die A¨nderung der Grenzfla¨chenladungen
noch fru¨her ein, so dass die Tunnelstrommaxima wesentlich weiter zu fru¨heren Zeiten
verschoben werden. Besondere Aufmerksamkeit muss nun dem Feld geschenkt werden.
Obwohl die Feldabschirmung aufgrund der großen Grenzfla¨chenladungen recht stark ist,
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kann das Feld weiter ansteigen und so eine massive Stoßionisation auslo¨sen. Es resultiert
eine inhomogene Feldverteilung, die von der positiven Raumladung ausgelo¨st wird. Die
massiv einsetzende Lo¨chergeneration und der damit verbundene Lo¨chereinfang bauen das
positive Raumladungsprofil auf, das dann das elektrische Feld inhomogen abschirmt. Da-
bei werden die meisten Lo¨cher in der Na¨he der Kathode eingefangen. Nur wenige Lo¨cher
gelangen in den Bereich der Anode. So wird das Feld im Bereich der momentanen Kathode
versta¨rkt und das Feld im Bereich der Anode geschwa¨cht. Diese Feldversta¨rkung an der
Kathode spiegelt sich natu¨rlich auch im Tunnelstrom wieder. Sobald sie einsetzt, ist ein
leichter Knick auf der abfallenden Flanke zu erkennen. Das erho¨hte Feld erzwingt, obwohl
das Maximum von jt schon durchlaufen ist, eine ho¨here Tunnelinjektion. Sie ist jeweils
nur von sehr kurzer Dauer, da die Entleerung der Grenzfla¨chenzusta¨nde und das massive
Gegenfeld der Grenzfla¨chenladungen den Tunnelstrom wieder stark reduziert.
Um den Einfluss der Stoßionisation noch besser verstehen zu ko¨nnen, sei auf die Abbil-
dung 6.2 hingewiesen. In dieser Abbildung sind die Dichten in Abha¨ngigkeit von der Zeit
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Abbildung 6.2: Ra¨umliche und zeitliche
Dynamik der Dichten innerhalb der ersten
Spannungsperiode fu¨r eine Spannungsam-
plitude von 200 V: a.) Elektronendich-
te n, b.) Lo¨cherdichte p, c.) eingefangene
Lo¨cherdichte ptrapped.
62 KAPITEL 6. LONGITUDINALER LADUNGSTRA¨GERTRANSPORT
t und der Position z dargestellt. Betrachten wir zuerst die Elektronendichte (Abb. 6.2a.)).
Sobald Elektronen ins Leitungsband emittiert werden, bildet sich eine ra¨umliche Elektro-
nenverteilung aus. Ihre Maxima sind analog zum Tunnelstromverlauf ebenfalls aufgrund
der homogenen Abschirmung durch die Grenzfla¨chenladungen zu fru¨heren Zeiten hin ver-
schoben. Die infolge der hohen Feldsta¨rken einsetzende Stoßionisation ist jeweils auf der
abfallenden Flanke der Dichte durch eine markante Stufe zu erkennen. Sie pra¨sentiert sich
umso ausgepra¨gter, je na¨her man der momentanen Anode kommt (1. Halbwelle bei z =
0 µm, 2. Halbwelle bei z = 0.5 µm). Es ist also eine ra¨umlich inhomogene Dichte zu be-
obachten. Dies liegt an der Tatsache, dass die Elektronen auf dem Weg zur momentanen
Anode immer wieder weitere Elektron-Loch Paare erzeugen und so die Elektronendich-
te zur Anode hin immer weiter erho¨hen. Die erzeugten Lo¨cher (Abb. 6.2b.)) wandern
natu¨rlich zur jeweiligen Kathode. Dort ist die Dichte am gro¨ßten, wa¨hrend im Bereich
der Anode fast keine freien Lo¨cher zu finden sind. Die freien Lo¨cher ko¨nnen von den
Lo¨cherfallen eingefangen werden und bilden so die positive Raumladung (Abb. 6.2c.)).
Man erkennt sofort, dass fu¨r die hier verwendeten Einfangkoeffizienten die eingefangene
Lo¨cherdichte um ein Vielfaches ho¨her ist, als die anderen beiden Dichten. Dies ist gene-
rell bei allen noch folgenden Simulationen der Fall. Aufgrund der Verteilung der freien
Lo¨cher wird im Bereich der momentanen Kathode am effektivsten eingefangen. Es baut
sich somit ein wannenfo¨rmiges Profil fu¨r die eingefangene Lo¨cherdichte aus. Bei genauer
Betrachtung kann man die Auswirkungen der Rekombination zwischen Elektronen und
eingefangenen Lo¨chern beobachten. Dazu betrachtet man ptrapped wa¨hrend der zweiten
Halbwelle der Spannung. Wie vorhin besprochen, nimmt infolge des Einfangs die Dichte
im Bereich der Kathode stark zu. Im Anodenbereich nimmt die Dichte dagegen leicht ab
(leichte Vertiefung in der Wannenstruktur), da hier die Rekombination den wesentlichen
Prozess darstellt. Der Lo¨chereinfang ist hier unbedeutend aufgrund der Tatsache, dass in
diesem Bereich kaum freie Lo¨cher gelangen.
Damit alle Variablen des DD-Modells wenigstens einmal komplett dargestellt wer-
den, betrachten wir zum Schluss kurz die beiden Stromdichten fu¨r die drei Spannungen
(Abb. 6.3). Aufgrund der großen Absolutwerte werden die Stro¨me logarithmisch darge-
stellt. An ihnen ko¨nnen alle in diesem Abschnitt besprochenen Transportpha¨nomene, wie
ra¨umlich homogene (u¨ber Grenzfla¨chenladungen) und inhomogene (u¨ber positive Raum-
ladung) Feldabschirmung sowie die Stoßionisation identifiziert werden. Die homogene Ab-
schirmung verschiebt auch hier wie im Fall des Tunnelstroms die jeweiligen Strommaxima
von jn (Abb. 6.3a.)) und jp (Abb. 6.3b.)) zu fru¨heren Zeiten. Die Stoßionisation sorgt
dagegen fu¨r ra¨umlich inhomogene Stromdichteverteilungen. Auch hier kann der vorhin
beschriebene Stromknick im Elektronenstrom beobachtet werden. Unmittelbar nach sei-
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Abbildung 6.3: Zeitliche Dynamik der Stromdichten jn (a.)) und jp (b.)) an zwei sym-
metrisch zur Bauteilmitte liegenden Positionen (z = lz8 ,
7lz
8 ) und fu¨r drei verschiedene
Spannungen. Fu¨r die Spannungsamplituden U = 130, 150 V stellen sich in beiden Abbil-
dungen a.) und b.) ra¨umlich homogene (symmetrische) Stromprofile ein.
nem Auftreten sind aufgrund der massiven Stoßionisation inhomogene Lo¨cherstro¨me zu
beobachten.
6.1.2 Periodisch stationa¨rer Zustand
Bisher wurde stets die Ladungsdynamik innerhalb einer Spannungsperiode untersucht.
Jetzt soll die Ladungsdynamik fu¨r viele Spannungsperioden untersucht werden. Dadurch
kann gekla¨rt werden, ob die Lo¨sung des Transportproblems stationa¨r wird. Die durch-
gefu¨hrten Rechnungen zeigen in der Tat, dass das System einen periodisch stationa¨ren
Zustand einnimmt. Dabei ist anzumerken, dass fu¨r die hier verwendeten Simulationspara-
meter oft sehr viele Spannungsperioden no¨tig sind. Daraus resultieren Simulationszeiten,
die im Bereich von einigen Milli- bis Zehntelsekunden liegen. Besonders
”
lange“ Simula-
tionszeiten treten immer dann auf, wenn die Einfangrate T minimal gro¨ßer als die Sum-
me der Rekombinationsraten G2 und R ist und zusa¨tzlich die Dichte der eingefangenen
Lo¨cher ptrapped deutlich kleiner als die Lo¨cherfallenkonzentration p
t
max ist. In diesen Fa¨llen
wird innerhalb eines langen Zeitraums kontinuierlich eine geringe Konzentration von frei-
en Lo¨chern eingefangen. Dadurch wird das positive Raumladungsprofil von Periode zu
Periode immer leicht modifiziert, so dass aufgrund der feldabschirmenden Wirkung der
Raumladung die Lo¨sung des Transportmodells nicht periodisch stationa¨r wird. Erst wenn
die Rate T infolge ihres Sa¨ttigungsterms (ptmax − ptrapped) wieder abnimmt, kommen die
Raten ins Gleichgewicht und die Lo¨sung wird stationa¨r. Die hier beobachteten Simulati-
onszeiten liegen innerhalb der im Experiment festgestellten Zeitskalen. Sie erstrecken sich
typischerweise u¨ber einen Zeitraum von einigen Millisekunden bis zu einigen Sekunden.
64 KAPITEL 6. LONGITUDINALER LADUNGSTRA¨GERTRANSPORT
a.)
−0.2
−0.1
 0
 0.1
 0.2
ρ 
[µC
/c
m
2 ]
b.)
 0
 0.02
 0.04
 0.06
 0.08
 0  0.025  0.05  0.075  0.1
|j t| 
[A/
cm
2 ]
Zeit [ms]
erste Per.
letzte Per.
d.)
0.2
0.1
0.
−0.1
−0.2
 0  2  4  6  8  10
0.2
0.1
0.
−0.1
−0.2
ρ 
[µC
/c
m
2 ]
t [ms]
−0.15
−0.1
−0.05
 0
 0.05
 0.1
 0.15
 0  0.025  0.05  0.075  0.1
 3
 3.5
 4
 4.5
 5
 5.5
 6
j mi
tte
l [A
/cm
2 ]
p t
 
[x1
01
6  
cm
−
3 ]
t [ms]
z = 0
z = lzjmittel
 0
 1
 2
 3
 4
 5
 0  0.1  0.2  0.3  0.4  0.5
p t
,m
itt
. [x
10
16
 
1/
cm
3 ]
z [µm]
200 V
150 V
c.)
Abbildung 6.4: a.) Komplette zeitliche Entwicklung der beiden Grenzfla¨chenladungen fu¨r
eine Spannungsamplitude von 150 V. b.) Zeitliche Dynamik fu¨r die Tunnelinjektion und
die Grenzfla¨chenladungen fu¨r eine Amplitude von 150 V. Dargestellt ist die erste (Abk.
e.) und letzte (Abk. l.) Periode c.) U¨ber eine Periode zeitlich gemittelte positive Raum-
ladungsprofile fu¨r zwei Spannungsamplituden. d.) Einfluss der Rekombination auf das
positive Raumladungsprofil bei einer Amplitude von 200 V.
Dabei ist anzumerken, dass Simulationszeiten im Sekundenbereich hier nicht auftreten.
Dieser Zeitbereich tritt erst bei ra¨umlich ho¨herdimensionalen Simulationen auf, da z.B. die
Filamentwechselwirkung sehr langsam abla¨uft. Die Simulationsparameter sind mit denen
aus der Tabelle 6.1 bis auf die Frequenz der Spannung identisch. Die gewa¨hlte Simulati-
onsfrequenz ist hier um den Faktor 10 gro¨ßer gewa¨hlt. Dies ist eher ein formales Detail,
da sich so der periodisch stationa¨re Zustand langsamer einstellt und daher dessen Ent-
stehung besser diskutiert werden kann. Die prinzipiellen Transporteigenschaften bleiben
durch diese Frequenzerho¨hung erhalten.
Wir gehen nun insbesondere der Frage nach, wie sich z.B. die Variablen ρ und jt im
Grenzfall vieler Perioden zeitlich entwickeln. Diese Frage wurde schon im vorhergehenden
Kapitel 6.1.1 kurz angesprochen, da innerhalb der ersten Spannungsperiode die Ho¨he der
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Tunnelstrommaxima recht unterschiedlich ausfiel (vgl. Abb. 6.1b). Zuna¨chst betrachten
wir die Bilder a.) und b.) der Abbildung 6.4, in denen das Langzeitverhalten des Tunnel-
stroms und der beiden Grenzfla¨chenladungen des Bauelements gezeigt wird. Im Bild fu¨r
die Variable ρ (Abb. 6.4a.)) erkennt man ein Einschwingverhalten. Diese Einschwingphase
dauert ca. 5 ms. Danach a¨ndern sich die jeweiligen Einhu¨llenden offenbar nicht mehr. Das
System hat dann seinen periodisch stationa¨ren Zustand erreicht. Dieser Zustand ist pe-
riodisch, da infolge der anliegenden a¨ußeren Wechselspannung die Grenzfla¨chenzusta¨nde
periodisch geleert bzw. gefu¨llt werden. Zusa¨tzlich sind noch zwei weitere Details im Verlauf
der Grenzfla¨chenladungen zu erkennen. Das erste Detail betrifft den Simulationsbeginn.
Das System merkt sich fu¨r den restlichen Verlauf der Simulation die Grenzfla¨che, aus der
zuerst ein Tunnelstrom geflossen ist. Im vorliegen Fall stellt die untere Kurve genau diese
Grenzfla¨che dar. Das zweite Detail ist eine direkte Folge der ortsfesten positiven Raumla-
dung. Sie verschiebt jeweils die beiden Kurven fu¨r die Grenzfla¨chenladungen nach unten,
da nun mehr Ladung durch die ZnS:Mn-Schicht transferiert wird. Durch einen Vergleich
der Dynamik fu¨r ρ und jt zwischen der ersten und der letzten Simulationsperiode ko¨nnen
die Eigenschaften des periodisch stationa¨ren Zustandes noch besser veranschaulicht wer-
den (Abb. 6.4b.)). Fu¨r ρ ergibt sich analog zum Bild a.) die folgende Situation. Wa¨hrend
in der ersten Periode die Ladung einer Grenzfla¨che bei t = T2 , T recht unterschiedlich ist,
wird im periodisch stationa¨ren Zustand immer die gleiche Ladung hin und her transferiert.
In diesem Fall sind die jeweiligen Ladungen zu den Zeitpunkten t = 0, T2 , T identisch. Die
Ladungen resultieren aus der Oberfla¨chenrekombination und dem Tunnelstrom, der im
periodisch stationa¨ren Zustand immer gleich groß ist und zwar unabha¨ngig davon, aus
welcher Grenzfla¨che getunnelt wird (Abb. 6.4b).
Die Erkla¨rung fu¨r diesen periodisch stationa¨ren Zustand ist recht einfach. Aufgrund der
ra¨umlichen Symmetrie des Bauelements versucht das System ra¨umlich symmetrische La-
dungsverteilungen zu erreichen. In den ersten Perioden ist die Ladungstra¨gerdynamik im
Wesentlichen von der Oberfla¨chenrekombination und dem Tunnelstrom dominiert, da die
positive Raumladung noch zu schwach ausgepra¨gt ist. Dies ist daran zu erkennen, dass sich
die Kurven fu¨r die beiden Grenzfla¨chenladungen bei der Ladung Null schneiden. In diesem
Zeitraum werden die aufgrund der Anfangsbedingung fu¨r Grenzfla¨chenladungen unsym-
metrischen Tunnelstrompulse symmetrisiert. Daraus resultiert eine zuna¨chst symmetrische
Grenzfla¨chenladung. An dieser Stelle ko¨nnte man denken, dass der periodisch stationa¨re
Zustand schon erreicht ist. Dies ist aber noch nicht der Fall, da die Lo¨cherdynamik noch
nicht stationa¨r ist. Es werden fortwa¨hrend Lo¨cher generiert und eingefangen, die so die
ortsfeste positive Raumladung bilden. Ihr Aufbau ist in der Abbildung 6.4a.) gut zu er-
kennen, da aufgrund ihrer feldversta¨rkenden Wirkung mehr Ladung (gro¨ßere Amplitu-
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de fu¨r ρ) innerhalb der ZnS:Mn-Schicht u¨bertragen wird. Nach vielen Perioden hat sich
ein ra¨umlich symmetrisches Raumladungsprofil eingestellt. In diesem Zustand hat sich
ein Gleichgewicht zwischen Lo¨chergeneration und Lo¨cherrekombination eingestellt. Die-
ses ra¨umlich symmetrische Profil fu¨r die Dichte der eingefangenen Lo¨cher ptrapped wird in
der Abbildung 6.4c.) dargestellt. Aus Gru¨nden der U¨bersichtlichkeit wird die u¨ber eine
Periode zeitlich gemittelte Ladungsdichte gezeichnet, da die Variable ptrapped auch ein os-
zillatorisches Verhalten zeigt. Obwohl die Dichte der eingefangenen Lo¨cher im Vergleich
zur Lo¨cherfallenkonzentration ptmax relativ klein ist, hat sie interessanterweise doch Aus-
wirkungen auf die Ladungstra¨gerdynamik. An dieser Stelle sei ausdru¨cklich darauf hinge-
wiesen, dass sobald dieser Zustand erreicht ist, selbstversta¨ndlich alle anderen Variablen
wie die Dichten, das Potential und die Stro¨me auch periodisch stationa¨r verlaufen.
Bei gro¨ßeren Spannungsamplituden (z.B. 200 V) a¨ndert sich die Form des Profils sehr
deutlich (Abbildung 6.4c.)), da infolge der gro¨ßeren Felder die Tunnelemission sehr stark
anwa¨chst und zusa¨tzlich sehr viele Elektron-Loch-Paare durch die Stoßionisation erzeugt
werden. In der Na¨he der beiden Halbleiter-Isolator-Grenzschichten ist im periodisch sta-
tiona¨ren Zustand eine Sa¨ttigung zu erkennen. In diesem Raumbereich sind dann alle
Lo¨cherfallen im zeitlichen Mittel besetzt. Dabei ist zu sagen, dass die maximale Dich-
te pmax nicht erreicht wird, was in der Mittelung begru¨ndet ist. Hier wird deutlicher, was
sich schon in der Abbildung 6.2c.) und im 150 V Fall (Abb. 6.4c.)) angedeutet hat. Ein
Großteil der freien Lo¨cher wird immer in der Na¨he der Grenzschichten (momentane Ka-
thode) eingefangen. Aufgrund des massiven Einfangs gelangen kaum freie Lo¨cher in die
Mitte der ZnS:Mn-Schicht, was sich natu¨rlich a¨ndert, wenn wir zusa¨tzlich die thermisch
aktivierte Lo¨cheremission beru¨cksichtigen. Dadurch ist die Konzentration von eingefange-
nen Lo¨chern in der Mitte immer am geringsten. Betrachten wir nun den Sa¨ttigungsbereich
einmal genauer (Abb. 6.4d.)). Dazu wurde ptrapped an den Orten z = 0 und z = lz gegen die
Zeit geplottet. Zusa¨tzlich wurde der ra¨umlich gemittelte Elektronenstrom eingezeichnet.
Mit diesem Bild kann der Sa¨ttigungsprozess gut diskutiert werden. Sobald der Elektronen-
strom einsetzt (jn fließt von z = lz nach z = 0), rekombiniert die positive Raumladung,
da zuna¨chst noch keine neuen Lo¨cher generiert werden. Sobald die Stoßionisation ein-
setzt (Knick bei t ≈ 0.013 ms in jmittel), werden Elektron-Loch-Paare erzeugt, wobei die
freien Lo¨cher eingefangen werden ko¨nnen. Der Einfang geschieht dabei nur im unmittel-
baren Bereich von z = lz (momentane Kathode). Hier dominiert der Lo¨chereinfang die
Rekombination, wa¨hrend bei z = 0 (momentane Anode) die Rekombination aufgrund der
fehlenden Lo¨cher der dominierende Prozess ist. Erreicht ptrapped die maximale Konzentra-
tion von ptmax, so geht die Einfangrate gegen Null und die freien Lo¨cher tragen so zum
Gesamtstrom bei. Wird dann die a¨ußere Spannung umgepolt, setzt dann der umgekehrte
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Prozess ein, mit dem Ergebnis, dass bei z = lz ein Teil der Raumladung rekombiniert,
wa¨hrend sie bei z = 0 wieder anwa¨chst. Die Sta¨rke des Lo¨chereinfangs wird in unserem
DD-Modell hauptsa¨chlich durch den Parameter γ bestimmt. Dabei wird sofort klar, dass
ptrapped schnell in die Sa¨ttigung geht, falls eine massive Stoßionisation und ein genu¨gend
hoher Einfangkoeffizient vorliegt. Somit bietet sich ein interessanter Vergleich zwischen
unserem
”
detaillierteren“ Transportmodell und dem HSA-Modell an, in dem alle freien
Lo¨cher instantan eingefangen werden. Wir berechnen dazu fu¨r beide Modelle die stati-
ona¨re Lo¨sung und betrachten dann wieder das Profil der zeitlich gemittelten eingefangenen
Lo¨cherdichte. Die Simulationsparameter sind dabei wieder der Tabelle 6.1 zu entnehmen,
wobei hier wieder die Frequenz um den Faktor 10 vergro¨ßert worden ist.
Aufgrund des unendlich starken Lo¨chereinfangs im HSA-Modell wird sicher an eini-
gen z Positionen die maximale Konzentration ptmax erreicht. Folglich sind dann alle Fallen
besetzt und wir mu¨ssten eigentlich die freie Lo¨cherdichte betrachten. Da wir keine ent-
sprechende Transportgleichung haben, bedienen wir uns folgendem Trick. Sobald ptmax an
einer z Position u¨berschritten wird, setzen wir die Rate G an dieser Position in der Diffe-
rentialgleichung fu¨r ptrapped auf Null. Natu¨rlich werden am Ort z dann weitere Elektron-
Loch-Paare erzeugt, wobei die Lo¨cher nicht eingefangen werden ko¨nnen. Damit ist die
Neutralita¨tsbedingung durch den U¨berschuss an negativer Ladung verletzt. Um sie wie-
der ku¨nstlich herzustellen, berechnen wir die fehlende positive Ladung und addieren sie
zur Ladung der momentanen Kathode hinzu. Damit haben wir die freien Lo¨cher implizit
mitberu¨cksichtigt, wobei hier eine verschwindende Lo¨chertransitzeit eingeht.
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Abbildung 6.5: Vergleich zwischen HSA- und DD-Modell fu¨r verschiedene Einfangkoeffizi-
enten γ. Dargestellt werden die u¨ber eine Periode zeitlich gemittelten Dichten ptrapped.
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Aus der Abbildung 6.5 geht hervor, dass das wannenfo¨rmige Profil immer sta¨rker aus-
gepra¨gt ist, umso gro¨ßer der Einfangkoeffizient γ ist. Bei einem Einfangkoeffizienten von
γ = 10−2 cm3/s schmiegt sich das Profil fast perfekt an das HSA-Profil an. In diesem Fall
gibt es keine freien Lo¨cher in der Schicht. Somit haben wir gezeigt, dass das DD-Modell
im Fall großer Einfangkoeffizienten gegen das HSA-Modell konvergiert.
In den bisher durchgefu¨hrten Simulationen wurde die Lo¨cheremission nicht
beru¨cksichtigt. Fu¨r alle folgenden Simulationsergebnisse soll sie nun beru¨cksichtigt wer-
den. Da die entsprechende Rate G2 proportional zu der Dichte der eingefangenen Lo¨cher
ist, spielt diese Rate nur dann eine Rolle, falls eine genu¨gend große Dichte ptrapped vorhan-
den ist. Um ihre Auswirkungen auf den Ladungstransport zu untersuchen, betrachten wir
die ra¨umliche Entwicklung der Dichte der eingefangenen Lo¨cher im periodisch stationa¨ren
Zustand. Die a¨ußere Spannung wird dabei so groß gewa¨hlt, dass genu¨gend Lo¨cher zum
Einfang bereit stehen. Wir betrachten wie oben wieder die zeitlich gemittelte Raumla-
dungsprofile fu¨r verschiedene Lo¨cheremissionsraten β (Abb. 6.6). Das Profil fu¨r eine Rate
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Abbildung 6.6: Einfluss der Lo¨cheremissionsrate β auf das positive Raumladungsprofil.
Dargestellt werden die u¨ber eine Periode zeitlich gemittelten Dichten ptrapped.
von β = 0 ist identisch mit dem 200 V Profil aus der Abbildung 6.4c.) Insgesamt nimmt die
Sta¨rke der positiven Raumladung umso so deutlicher ab, je gro¨ßer die Lo¨cheremission ist.
Die gro¨ßte Reduzierung findet jeweils im Bereich der Grenzfla¨chen statt, wa¨hrend in der
Bauteilmitte zuna¨chst (bis β ≤ 5 × 104 1/s) die Raumladung anwa¨chst. Fu¨r β > 5 × 104
1/s bricht das komplette Profil zusammen. Dieses Verhalten kann recht einfach erkla¨rt
werden. Sobald Lo¨cher eingefangen worden sind, kann der Emissionsprozess beginnen. Die
bisherigen Simulationen zeigten, dass an den Ra¨ndern der ZnS:Mn-Schicht die meisten
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Lo¨cher eingefangen werden. Dies ist natu¨rlich bei eingeschalteter Lo¨cheremission auch so.
Dementsprechend werden im diesem Ortsbereich die meisten Lo¨cher freigesetzt. Im Gegen-
satz zu den Simulationen mit β = 0 sind nun im Bereich der beiden Grenzschichten freie
Lo¨cher verfu¨gbar, die in Richtung des anliegenden Feldes driften ko¨nnen. Auf ihrem Weg
zur momentanen Kathode ko¨nnen die befreiten Lo¨cher wieder eingefangen werden. Dies
macht sich in der Abbildung dadurch bemerkbar, dass zum einen die positive Raumladung
in der Bauteilmitte zunimmt und zum anderen, dass im Bereich kurz vor den Ra¨ndern des
Bauteils mehr Raumladung akkumuliert wird als an den Ra¨ndern selbst. Der besonders
an den Ra¨ndern effektive Lo¨chereinfang kann den Verlust der positiven Raumladung nicht
kompensieren, da das Feld u¨ber den Tunnelstrom und die Stoßionisation nicht ausreichend
neue Lo¨cher generiert. Dies liegt daran, dass erstens die Feldversta¨rkung aufgrund des feh-
lenden wannenfo¨rmigen Profils zu klein ist und zweitens wegen des Lo¨cherdrifts weniger
Elektronen in den Grenzfla¨chenzusta¨nden verfu¨gbar sind und somit die Tunnelinjektion ge-
ringer ausfa¨llt. Dies wird besonders deutlich im Fall von β = 5×104 1/s. Selbstversta¨ndlich
kann man den Lo¨cherdrift unterbinden, indem man den Einfangkoeffizienten γ wieder ver-
gro¨ßert. Dadurch werden die Lo¨cher unmittelbar nach ihrer Befreiung wieder eingefangen
und ko¨nnen daher kaum eine nennenswerte Wegstrecke zuru¨cklegen. Im Fall einer sehr
starken Lo¨cheremission (β = 5× 105 1/s) kann sich fast u¨berhaupt keine ortsfeste positive
Ladung ansammeln. Es entsteht eine fast ra¨umlich homogene Raumladung mit geringer
Konzentration.
Zum Abschluss soll noch erwa¨hnt werden, dass mit der Einfu¨hrung der Lo¨cheremission
die wesentlichen Transporteigenschaften (vgl. Kap. 6.1.1) wie die Abschirmung durch die
Grenzfla¨chenladungen und/oder die Abschirmung durch die ortsfeste positive Raumla-
dung (falls vorhanden) auch weiterhin zu beobachten sind. Durch die Beru¨cksichtigung
der Lo¨cheremission werden die positiven Raumladungsprofile geschwa¨cht (vgl. Abb. 6.6).
Da nun in dieser Situation permanent Lo¨cher ins Valenzband emittiert werden, fa¨llt die
freie Lo¨cherdichte p nach dem Strompuls nicht mehr auf Null ab, sondern es existiert per-
manent eine freie Lo¨cherdichte p in der ZnS:Mn-Schicht, vorausgesetzt die Dichte ptrapped
ist genu¨gend groß. Dieser Mechanismus fu¨hrt insgesamt dazu, dass die Feldversta¨rkung an
der momentanen Kathode verringert wird und damit weniger Elektronen in das Leitungs-
band injiziert werden. Dadurch sind die Grenzfla¨chenladungen im periodisch stationa¨ren
Zustand nicht so stark ausgepra¨gt und folglich sind ihre abschirmenden Eigenschaften
reduziert.
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6.2 Q1/2U-Kennlinien
Nachdem die Grundmechanismen des Ladungstransports ausgiebig bespro-
chen wurden, wenden wir uns im folgenden Abschnitt der experimen-
tell gefundenen LU-Kennlinie zu (Kap. 3.2). Sie wurde sowohl auf ex-
perimenteller [Strych 1996, Marrello und Onton 1980, Howard 1981,
Neyts 1991, Neyts et al. 1994, Sasakura et al. 1981b, Howard et al. 1982,
Inoguchi und Mito 1973, Yang und Owen 1983] als auch auf theoretischer Sei-
te [Howard 1981, Neyts und Visschere 1990, Neyts et al. 1994, Smith 1981,
Howard et al. 1982, Jarem und Singh 1988] oft und intensiv untersucht. Die theore-
tischen Ansa¨tze zur Beschreibung der Kennlinie haben alle denselben Ausgangspunkt.
Motiviert durch die Abbildung 3.6 nimmt man an, dass die Lumineszenz der Mangan-
atome lediglich ein Indikator fu¨r die lokale Stromdichte ist, da die Anzahl der angeregten
Lumineszenzzentren proportional zum Elektronenstrom ist. Daher wird in den Modellen
zum Ladungstransport die gemittelte Elektronenstromdichte bzw. die pro Halbperiode
u¨bertragende Ladung Q1/2 anstatt der Lichtemission betrachtet. Man verifiziert dann
die beobachtete LU-Hysterese mit der Q1/2U-Kennlinie. Die Hystereseeigenschaft der
ZnS:Mn-Bauelemente ist fu¨r die Strukturbildungspha¨nomene besonders wichtig, da die
Muster in der Regel nur bei Proben auftreten, deren Q1/2U-Kennlinie eine Hysterese
aufweist [Goßen 1994, Vlasenko et al. 2000b, Zuccaro 1997]. Wie schon im Kapitel
4 kurz angedeutet, stellt das HSA-Modell (Kap. 4.4.1) den Durchbruch auf dem Gebiet
der Untersuchung der LU-Kennlinie dar. Es war das erste theoretische Modell, das die
experimentell gefundene Hysterese theoretisch besta¨tigen konnte. In diesem Abschnitt
werden mit Hilfe des DD-Modells Q1/2U-Kennlinien berechnet. Wir werden sehen, dass
das DD-Modell ebenfalls die besprochene Hysterese reproduzieren kann. Insbesondere soll
dabei untersucht werden, welche Parameter wesentlich fu¨r den Aufbau der Bistabilita¨t
sind. Die Simulationsparameter sind wie u¨blich in einer Tabelle (Tab. 6.2) zusammen-
gefasst. Im Vergleich zur Tabelle 6.1 wurden einige Parameter gea¨ndert. Dies betrifft
insbesondere die Frequenz f der angelegten Spannung, der Einfangkoeffizient γ, die
Lo¨cherfallendichte ptmax und die Lo¨cheremissionsrate β. Diese A¨nderungen sind no¨tig,
damit die Simulationen eine hystereseartige Q1/2U-Kennlinie liefern. Im Verlauf der
Kennlinie treten dann zwei unstetige Ladungsspru¨nge auf, die die Breite der Hysterese
bestimmen. Wu¨rde man die Simulationsparameter aus der Tabelle 6.1 nehmen, so bleiben
die fu¨r die Hysterese charakteristischen Ladungsspru¨nge aus und daher ist keine Hysterese
zu beobachten.
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Spannung: Wechselspannung: f = 100 kHz
Bauteilabmessungen: Isolatoren: lis = 300 nm
ZnS:Mn: ls = 500 nm
Oberfla¨chenrekombinationsgeschwindigkeit: sn = 10× 106 cm/s
sp = 10× 106cm/s
Einfangkoeffizient: γ = 1× 10−6 cm3/s
Rekombinationswirkungsquerschnitt: σ = 1× 10−14 cm2
Grenzfla¨chenzustandsdichte: nss = 5× 1013 cm−2eV−1
Lo¨cherfallendichte: ptmax = 1× 1018 1/cm3
Lo¨cheremissionsrate: β = 5× 104 1/s
Dielektrizita¨tskonstanten: Isolator: εis = 14
ZnS:Mn: εs = 8
Mobilita¨tskonstanten: µn = 165 cm
2/Vs
µp = 5 cm
2/Vs
Teilchentemperaturen: Tn = 300 K
Tp = 300 K
Pos. d. Grenzfl.-zusta¨nde (unter LB-Kante): 0 = 0.9 eV
Tabelle 6.2: Basissatz fu¨r die Parameter der Hysteresesimulationen. Die Rekombination
zwischen Elektronen und eingefangenen Lo¨chern wird jetzt u¨ber das Produkt nptrapped
modelliert. Zur Untersuchung der Hysterese werden einzelne Parameter gezielt vera¨ndert.
Diese A¨nderungen werden dann im Text gesondert angegeben.
6.2.1 Analyse der Hysterese
Zur Berechnung einer Q1/2U-Kennlinie (z.B. Abb. 6.7) geht man wie folgt vor. Ausge-
hend von einer Startspannung (hier: 150 V, Richtung: ∆U > 0) werden so viele Peri-
oden simuliert, bis der periodisch stationa¨re Zustand erreicht ist. Dabei wird wa¨hrend der
Simulation fortwa¨hrend die pro Halbperiode u¨bertragende Ladung Q1/2 berechnet. Der
stationa¨re Zustand ist erreicht, wenn sich die Variable Q1/2 innerhalb eines vorgegebenen
relativen Fehlers nicht mehr a¨ndert. Wird dieses Stationarita¨tskriterium erfu¨llt, so erho¨ht
man leicht die Spannungsamplitude (∆U = 0.1 V) und wieder wird solange gerechnet, bis
der neue stationa¨re Zustand fu¨r die Amplitude von 150.1 V erreicht ist. Diese Prozedur
wird so oft wiederholt, bis die vorgegebene Endspannung (hier 152 V) erreicht ist. Fu¨r
die Richtung ∆U < 0 geht man dann analog vor. Ausgehend von der Endspannung wird
dann sukzessive die Spannung um ∆U = 0.1 V reduziert, wobei natu¨rlich immer solange
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Abbildung 6.7: Q1/2U-Kennlinie. Sie zeigt zwei unstetige Spru¨nge bei den Spannungsam-
plituden 151.3 V (auf den oberen Zweig) und 150.5 V (auf den unteren Zweig). Die beiden
anna¨hernd senkrechten Geraden stellen die Ladungsspru¨nge dar. Sie verbinden jeweils zwei
Ladungsdichten. Dazwischen wurden keine weiteren Werte berechnet.
gerechnet wird, bis der stationa¨re Zustand erreicht ist. Damit Computerressourcen gespart
werden, kann man jeden Spannungspunkt der Kennlinie fu¨r ∆U > 0 getrennt voneinander
berechnen. Fu¨r die Richtung ∆U < 0 funktioniert dies selbstversta¨ndlich auch, aber man
muss immer die stationa¨re Lo¨sung des Endpunktes als Anfangsbedingung fu¨r eine neue
Simulation wa¨hlen.
Die Q1/2U-Kennlinie (Abb. 6.7) soll jetzt genauer untersucht werden. Der gewa¨hlte
Parametersatz liefert offenbar das gewu¨nschte Ergebnis. Die Kennlinie zeigt ein bistabiles
Verhalten (Hysterese). Die Breite der Hysterese betra¨gt hier ca. 0.8 V. Besonders auffa¨llig
ist dabei die Form der Hystereseschleife, die zwei unstetige Spru¨nge aufweist. Ausgehend
von der Startspannung (150 V) a¨ndert sich die pro Halbperiode u¨bertragende Ladung
nur sehr wenig. Es zeigt sich dabei ein fast linearer Verlauf fu¨r Q1/2. Dies a¨ndert sich
schlagartig bei einer Schwellenspannung von 151.3 V. Bei dieser Spannung wird plo¨tzlich
ungefa¨hr fu¨nfmal mehr Ladung durch die Zinksulfidschicht transportiert und die Kennli-
nie zeigt einen unstetigen Sprung. Bei weiterer Spannungserho¨hung zeigt sich dann wieder
anna¨hernd ein lineares Verhalten. Wird dann die Spannungsamplitude reduziert, so folgt
Q1/2 dem oberen Zweig bis zu einer Spannung von 150.5 V. Dann springt Q1/2 unstetigt
wieder auf den unteren Zweig zuru¨ck. Dabei sei ausdru¨cklich erwa¨hnt, das dieses Schwel-
lenverhalten auch dann in Erscheinung tritt, wenn das Spannungsraster ∆U der Simulation
stark verfeinert wird. Um diese unstetigen Spru¨nge zu erkla¨ren, mu¨ssen die in den Ka-
piteln 6.1.1 und 6.1.2 diskutierten Transportmechanismen konsequent auf die vorliegende
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Kennlinie angewendet werden. Dabei kommt nun der ortsfesten positiven Raumladung
eine besondere Bedeutung zu, da mit ihrer Hilfe das elektrische Feld an der momentanen
Kathode versta¨rkt wird. Dies fu¨hrt dann zu einer versta¨rkten Tunnelinjektion und somit
zu einer Steigerung der u¨bertragenen Ladung. Eine a¨hnliche Situation muss auch jetzt
vorliegen, da sonst die Ladungsspru¨nge nicht erkla¨rt werden ko¨nnen. Dazu betrachten wir
wieder die u¨ber eine Periode zeitlich gemittelte Dichte der eingefangenen Lo¨cher im sta-
tiona¨ren Zustand. In der Abbildung 6.8 sind die entsprechenden Raumladungsprofile in
Abha¨ngigkeit von der jeweiligen Spannungsampitude dargestellt. Aus den beiden Abbil-
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Abbildung 6.8: Zeitlich gemittelte Raumladungsprofile fu¨r ansteigende (a.)) und fu¨r ab-
fallende (b.)) Spannungsamplituden.
dungen erkennt man den Zusammenhang zwischen der Ausbildung des wannenfo¨rmigen
Profils und dem unstetigen Sprung in der Q1/2U-Kennlinie. Die Spru¨nge in der Kennli-
nie finden immer genau dann statt, wenn sich ein markantes wannenfo¨rmiges Raumla-
dungsprofil entweder auf- oder abbaut. Dabei wird auch hier der unstetige Charakter sehr
deutlich. Bei Spannungsamplituden mit kleinen u¨bertragenden Ladungen (unterer Zweig)
tritt die Raumladung nur mit sehr geringer Konzentration in Erscheinung, wa¨hrend sich
dagegen im Bereich großer Ladungen (oberer Zweig) die Konzentration der eingefange-
nen Lo¨cher um ein Vielfaches erho¨ht hat. Nur solange das wannenfo¨rmige Profil besteht,
kann viel Ladung infolge der Feldversta¨rkung transferiert werden. Dies ist sehr gut in
der Abbildung 6.8b.) zu erkennen. Sobald die U¨berho¨hung in der Na¨he der Grenzfla¨chen
abgebaut ist, bricht die pro Halbperiode u¨bertragende Ladung Q1/2 zusammen. Damit
sind die Spru¨nge in der Kennlinie stark mit der zeitlichen und ra¨umlichen Dynamik der
ortsfesten positiven Raumladung verknu¨pft. Es tritt also genau die Situation ein, die oben
schon vermutet wurde. Nun muss noch gekla¨rt werden, warum die Raumladung auch bei
kleineren Spannungen bestehen bleibt und somit fu¨r die Hysterese sorgt. Dazu betrachten
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wir die Abbildung 6.9.
Analysieren wir zuerst die Situation des unteren Zweiges (∆U > 0, Abbn. 6.9a.) u.
6.9c.)). Die Gesamtladung Qptrapped (Abb. 6.9a.)) der eingefangenen Lo¨cher ist fu¨r Span-
nungen vor der Schwelle von USchwelle = 151.3 V relativ klein. Sie wa¨chst zu Beginn der
Simulation leicht an und geht dann spa¨ter im stationa¨ren Zustand in die Sa¨ttigung u¨ber.
Dabei mu¨ssen, um den stationa¨ren Zustand zu erreichen, immer mehr Perioden simuliert
werden, je na¨her die Amplitude der kritischen Spannung USchwelle kommt. Die Situation
a¨ndert sich dramatisch fu¨r Spannungsamplituden oberhalb von USchwelle. Zu Beginn zeigen
die entsprechenden Kurven einen a¨hnlichen Verlauf wie die Kurven mit U < USchwelle. Dann
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Abbildung 6.9: Die Bilder a.) und b.) geben die zeitliche Dynamik der Gesamtladung
Qptrapped in Abha¨ngigkeit von der Spannungsamplitude wieder. Die Amplitudenintervalle
sind jeweils so gewa¨hlt, dass die unstetigen Spru¨nge aus der Abbildung 6.7 im betrachteten
Intervall liegen. Dabei gibt das Bild a.) gibt das Szenario fu¨r ∆U > 0 an, wa¨hrend das
Bild b.) den Fall ∆U < 0 darstellt. Die Bilder c.) und d.) geben die Dynamik der zeitlich
und ra¨umlich gemittelten Nettogenerationsrate Ω = T − G2 − R fu¨r ∆U > 0 (c.)) und
∆U < 0 (d.)) als Funktion der Gesamtladung der eingefangenen Lo¨cher Qptrapped an.
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aber zeigt sich ein ga¨nzlich anderer Verlauf. Zwar ist kurz ein Ansatz einer Sa¨ttigungsphase
zu erkennen, aber diese Phase kann sich nicht durchsetzen und wird von einer Generations-
phase abgelo¨st. Somit steigt die Ladung kontinuierlich an, bis dann spa¨ter im stationa¨ren
Zustand die Ladung auf einem viel ho¨heren Niveau zur Sa¨ttigung gelangt. Dabei wird
jetzt immer weniger Simulationszeit in Anspruch genommen, je weiter wir uns von der
Spannung USchwelle wegbewegen.
Die Prozesse des Anwachsens und der Sa¨ttigung sind natu¨rlich mit den Raten in der
Differentialgleichung fu¨r die eingefangenen Lo¨cher (Gl. (4.51)) verbunden. Um den Aufbau
der ortsfesten Raumladung bzw. die zeitlich Dynamik von Qptrapped besser untersuchen zu
ko¨nnen, wird die gemittelte Nettogenerationsrate Ω (Abb. 6.9c.)) berechnet. An ihrem
Verlauf kann man erkennen, welcher Prozess (Generation oder Rekombination) gerade do-
minierend ist. Fu¨r den Fall, dass die Funktion Ω(ptrapped) eine negative Steigung aufweist,
dominiert die Raumladungsvernichtung (n-ptrapped Rekombination und Lo¨cheremission).
Es werden zwar freie Lo¨cher eingefangen, aber der Einfangprozess verla¨uft uneffektiver,
da mit zunehmender Dichte ptrapped die Rekombinationsraten immer gro¨ßer werden. Bei
einer positiven Steigung u¨berwiegt die Generation infolge des Lo¨chereinfangs. Bei der Be-
trachtung des obigen Spannungsintervalls (U < 151.3 V) sehen wir, dass Ω stetig abnimmt
bis der stationa¨re Zustand erreicht ist. In diesem Zustand na¨hert sich Ω asymptotisch der
Null. Das bedeutet, dass die Generationsrate (Lo¨chereinfang) und die Rekombinationsra-
te (Lo¨cheremission, n-ptrapped-Rekombination) gleich groß sind. Es werden zwar Lo¨cher
erfolgreich eingefangen, aber die Rekombination verhindert eine große Ladungsakkumu-
lation von ortsfesten Lo¨chern. Damit kann sich das wannenfo¨rmige Profil nicht aufbauen
und die Feldversta¨rkung bleibt aus. Somit konvergiert das System gegen einen Zustand,
der durch eine kleine positive Raumladung und eine niedrige pro Halbperiode transferierte
Ladung charakterisiert ist. Dabei verschiebt sich die Konvergenzdichte immer weiter zu
gro¨ßeren Dichten. Bei der Spannung USchwelle = 151.3 V ergibt sich, wie oben an Hand
der zeitlichen Dynamik von Qptrapped besprochen, ein qualitativ anderer Verlauf. Zuna¨chst
nimmt, wie im U < 151.3 V Fall, die Nettogenerationsrate Qptrapped kontinuierlich ab.
Zuna¨chst hat man wieder den Eindruck, als ob die Rekombination ein starkes Anwachsen
derpositiven Raumladung verhindern kann. Dem ist aber nicht so. Bei einer Ladungsdich-
te von ca. 0.07 µC/cm2 a¨ndert die Rate Qptrapped ihr Vorzeichen und somit gewinnt der
Lo¨chereinfang die Oberhand und la¨sst die positive Ladung wieder stark anwachsen. Die
anschauliche Interpretation hierfu¨r ist wie folgt. Mit fortschreitender Simulationsdauer
werden sta¨ndig Elektron-Loch-Paare u¨ber die feldabha¨ngige Stoßionisation erzeugt. Auch
wenn die entsprechende Rate zu Beginn klein ist, wird kontinuierlich ein ra¨umlich symme-
trisches Raumladungsprofil aufgebaut. Bis zu einer Simulationsdauer von t < 3 ms (Abb.
76 KAPITEL 6. LONGITUDINALER LADUNGSTRA¨GERTRANSPORT
6.9a.)) kann die Rekombination ein starkes Anwachsen des Raumladungsprofil noch verhin-
dern. Dann aber kann sich die feldversta¨rkende Wirkung von ptrapped durchsetzen. Somit
steigen aufgrund der exponentiellen Feldabha¨ngigkeit des Stoßionisationskoeffizienten und
des Tunnelstroms die Raumladung und damit die transferierte Ladung sprunghaft an. Der
steile Anstieg geht dann schließlich auch wieder in die Sa¨ttigung u¨ber (Abb. 6.9a.)). Das
hat zweierlei Gru¨nde (Abb. 6.9c.)). Zum einen wachsen die Rekombinationsraten R und
G2 linear mit der Dichte ptrapped und zum anderen nimmt die Einfangrate T aufgrund ihres
Sa¨ttigungstermes (ptmax − ptrapped) ab (vgl. Gln. (4.53), (4.54) und (4.55)). Somit verhin-
dern die Rekombinationsprozesse (negative Steigung in Qptrapped) ein weiteres Ansteigen
der ortsfesten positiven Ladung und das System konvergiert gegen einen Zustand mit einer
Lo¨cherdichte ptrapped, die nun viel gro¨ßer ist, als die fu¨r den Fall U < 151.3 V. Nach dem
unstetigen Sprung ist ein a¨hnliches Verhalten wie fu¨r U < 151.3 V zu beobachten. Auch
hier wird aufgrund der ho¨heren Spannungen und der dadurch bedingten erho¨hten Stoßioni-
sation der Gleichgewichtszustand immer weiter zu gro¨ßeren Dichten Qptrapped verschoben.
Dabei werden weitere unstetige Spru¨nge nicht mehr beobachtet.
Abschließend wird der obere Zweig (∆U < 0) genauer untersucht. Dazu sollen die
Abbildungen 6.9b.) und 6.9d.) betrachtet werden. Wird ausgehend vom oberen Zweig
die Spannung erniedrigt, so fa¨llt auf, dass die Raumladung nicht sofort zusammenbricht.
Vielmehr bleibt ihr Profil u¨ber einen gewissen Spannungsbereich erhalten, bevor sie ver-
schwindet und der obere Zweig mit dem unteren zusammenfa¨llt. Die zeitliche Dynamik fu¨r
die Ladung Qptrapped (Abb. 6.9b.)) zeigt einen sehr a¨hnlichen Verlauf wie die entsprechen-
de Abbildung fu¨r ∆U > 0 (Abb. 6.9a.)). Alle Kurven starten nun nicht bei der Ladung
Qptrapped = 0, sondern bei der Gleichgewichtsladung Qptrapped ≈ 0.275 µC/cm2, die fu¨r
U = 152 V fu¨r ∆U > 0 erreicht wurde. Fu¨r Spannungen U > USchwelle = 150.5 V konver-
giert das System recht zu¨gig gegen den stationa¨ren Zustand. Dabei rekombiniert ein Teil
der feldversta¨rkenden Raumladung, aber ihr Wannenprofil bleibt erhalten, da die Stoß-
ionisation immer noch ausreichend Lo¨cher zum Einfang bereitstellt, obwohl das Feld nun
leicht abnimmt. Je weiter die Spannungsamplitude abgesenkt wird, umso mehr Ladung
rekombiniert natu¨rlich. Dies ist deutlich in dem Verhalten der Nettogenerationsrate zu
erkennen. Spannend wird es wieder in der Na¨he der Schwelle von U = 150.5 V. Zuna¨chst
nimmt in diesem Fall Qptrapped deutlich ab, was auch der Verlauf von Ω(ptrapped) zeigt.
Bei einer Ladung von Qptrapped ≈ 0.2 µC/cm2 ist dann ein besonderer Effekt zu beobach-
ten. Erst scheint es so, als sa¨ttige die Ladung Qptrapped wieder, da sich die Rate T infolge
Rekombination u¨ber den Term (pmax−ptrapped) wieder vergro¨ßert wa¨hrend G2 weiter redu-
ziert wird. Aber diese Phase ist nur von kurzer Dauer, da die Rekombination diesen Effekt
u¨berkompensiert und dadurch insgesamt das System gegen einen Zustand konvergiert, der
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durch eine geringe Konzentration von ptrapped charakterisiert ist.
Aus der obigen Analyse ko¨nnen nun Kriterien abgeleitet werden, die erfu¨llt sein mu¨ssen,
damit eine Hysterese in Erscheinung tritt. Die unstetigen Spru¨nge in der Q1/2U-Kennlinie
sind immer mit dem sprunghaften Aufbau bzw. Abbau eines wannenfo¨rmigen positiven
Raumladungsprofils verknu¨pft, dessen Entwicklung mit Hilfe der Nettogenerationsrate Ω
studiert werden kann. Die Schwellenspannung fu¨r den jeweiligen Sprung ist dabei erreicht,
wenn im Verlauf von Ω(ptrapped) sowohl ein lokales Minimum als auch ein lokales Maximum
zu erkennen ist.
6.2.2 Parameterabha¨ngigkeiten der Hysterese
Der Schlu¨ssel zum Versta¨ndnis der Hystereseschleife ist die ortsfeste positive Raumladung.
Ihr ra¨umliches Profil bestimmt die Breite der Hysterese. Um dies genauer zu untersu-
chen, wurden Simulationen mit verschiedenen Parametersa¨tzen, die im Wesentlichen den
Aufbau der Raumladung bestimmen, durchgefu¨hrt. Die Dynamik der Raumladung wird
durch die Raten T , G2 und R bestimmt. Der Einfluss der Rate R, die die Rekombinati-
on zwischen n und ptrapped beschreibt, ist dabei eher gering, da die thermisch aktivierte
Lo¨cheremissionsrate aufgrund der energetischen Lage der Lo¨cherfallen gro¨ßer ist. Auch
die Frequenz der angelegten Spannung spielt beim Aufbau des Raumladungsprofils eine
wichtige Rolle. Es werden jetzt beispielhaft gezielt drei Parameter, na¨mlich die Einfangra-
te γ, die Lo¨cheremissionsrate β und die Treiberfrequenz f , variiert. An dieser Stelle sei
erwa¨hnt, dass die Parametervariation von ptmax nicht in dieser Arbeit explizit untersucht
wird. Entsprechende Simulationen wurden zwar durchgefu¨hrt, zeigten aber im Wesentli-
chen a¨hnliche Ergebnisse wie bei der hier untersuchten A¨nderung des Einfangkoeffizienten
γ.
6.2.2.1 Abha¨ngigkeit der Hysterese vom Einfangkoeffizienten γ
Je gro¨ßer der Parameter γ eingestellt wird, umso effektiver werden die Lo¨cher eingefangen.
Das betrifft natu¨rlich auch die u¨ber die Lo¨cheremission wieder freigesetzten Lo¨cher. Die
Lo¨cherdrift ist bei einem großen Einfangkoeffizienten stark reduziert. Aus der Abbildung
6.10 ist zu erkennen, dass die komplette Q1/2U-Kennlinie zu kleineren Spannungsampli-
tuden verschoben wird, falls der Einfang genu¨gend groß ist. Parallel zu dieser Verschie-
bung nimmt die Breite der Hysterese stark zu. Zusa¨tzlich ist eine starke Variation der
Sprungho¨he zu beobachten. Sie steigt umso ho¨her, je effektiver die Lo¨cher eingefangen
werden, da dadurch der feldversta¨rkende Effekt immer sta¨rker wird. Die Q1/2U-Kennlinie
zeigt, dass es offenbar einen minimalen Einfangkoeffizienten gibt, bei der sich die Bista-
bilita¨t gerade noch aufbaut. Die Form der Kennlinie ist mit dem bisher dargestellten
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Abbildung 6.10: Hysterese in den Q1/2U-Kennlinien infolge verschiedener Einfangkoeffizi-
enten.
Transportmechanismen gut zu erkla¨ren.
Dazu betrachten wir die Nettogenerationsrate Ω (Abb. 6.11) und die zeitlich gemit-
telten Raumladungsprofile (Abb. 6.12). Bei einem sehr effektiven Lo¨chereinfang kann
sich das wannenfo¨rmige Raumladungsprofil (unterer Ast: ∆U > 0) auch schon bei klei-
neren Spannungsamplituden aufbauen. Durch die kleineren elektrischen Felder werden
zuna¨chst relativ wenig Lo¨cher u¨ber die Stoßionisation erzeugt, die dann aber sofort ein-
gefangen werden. Somit beginnt der Profilaufbau kontinuierlich, wenn er auch aufgrund
des feldabha¨ngigen Stoßionisationskoeffizienten und des geringen Elektronenstroms sehr
langsam vorankommt. Genau dieses Verhalten impliziert auch der Verlauf der Nettogenera-
tionsrate (oberer Halbraum (Ω > 0)). Ω nimmt mit wachsender eingefangener Lo¨cherdichte
nur sehr langsam ab, was natu¨rlich am effektiven Einfang liegt. Die Rekombination kann
das System nur sehr schwer bei kleinen Raumladungsdichten stabilisieren. Die Raumla-
dungsansammlung erreicht bei einer Ladungsdichte von ca. 0.07 µC/cm2 eine kritische
Dichte. Bei dieser Konzentration setzen die Feldversta¨rkung und die damit verbundene
Stoßionisation ein. Daher durchla¨uft Ω ein Minimum und steigt danach stark an, bis ab
ca. 0.25 µC/cm2 die Rekombination wieder dominiert und somit Qptrapped sein Vorzeichen
wechselt. Dadurch wird die Nettogenerationsrate wieder ins Gleichgewicht getrieben. Dar-
aus resultiert der Sprung auf den oberen Ast der Kennlinie. Die Spru¨nge bei reduziertem
Einfangkoeffizienten verlaufen natu¨rlich a¨hnlich, wobei nach dem Durchfahren der Minima
deutlich weniger Lo¨cher eingefangen werden, obwohl viel mehr zur Verfu¨gung stehen. Die
damit verbundene schwa¨chere Feldversta¨rkung sorgt dann einen kleineren Ladungstrans-
feranstieg und somit fu¨r eine kleinere Sprungho¨he. Diesen Sachverhalt erkennt man in der
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Abbildung 6.11: Zeitlich und ra¨umlich gemittelte Nettogenerationsrate Ω = T − G2 −
R in Abha¨ngigkeit von der Ladungsdichte Qptrapped. Dargestellt werden jeweils nur die
Spannungsamplituden USchwelle, bei denen das System erstmals auf den oberen (Ω > 0)
bzw. unteren Zweig (Ω < 0) springt.
unteren Zeile der Abbildung 6.12. Es zeigt sich, dass sich im Fall von γ = 2.5×10−6 cm3/s
ein scharfes Profil mit hoher Konzentration ausbildet. Bei kleineren Werten von γ nimmt
die Konzentration ab und der Bereich hoher Konzentration verbreitert sich infolge des
effektiveren Lo¨cherdrifts. Zum Abschluss der Diskussion des unteren Zweiges sei noch ein
interessantes Detail der Nettogenerationsrate Ω erwa¨hnt. Die Lage des Minimums ist in
allen drei Kurven fast identisch. Demnach kann dem System eine minimale Konzentration
von eingefangenen Lo¨chern zugeschrieben werden, die no¨tig ist, damit es zum Sprung auf
den oberen Zweig ansetzt. Etwaige Abweichungen bezu¨glich der absoluten Position ko¨nnen
durch das noch zu grobe Spannungsraster (∆U = 0.1 V) bei der Kennliniensimulation be-
gru¨ndet sein. Die Breite der Hysterese nimmt, wie oben schon erwa¨hnt, stark zu im Fall
eines sehr effektiven Einfangs. Der Grund hierfu¨r ist einfach. Die Rekombination kann sich
nicht entscheidend gegenu¨ber der Generation durchsetzen (Abb. 6.11), da nur wenige der
emittierten Lo¨cher infolge der Drift zur momentanen Kathode kommen und dort mit den
Grenzfla¨chenzusta¨nden rekombinieren. Ein Großteil der generierten Lo¨cher bleibt so immer
innerhalb der ZnS:Mn-Schicht. Erst wenn die Stoßionisation infolge einer stark reduzier-
ten Spannungsamplitude deutlich schwa¨cher wird, dominiert die Rekombination und das
System kann die massiv vorhandene Raumladung abbauen. Somit nimmt die u¨bertragene
Ladung wieder stark ab und das System springt wieder auf den unteren Zweig zuru¨ck. Der
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Abbildung 6.12: Zeitlich gemittelte Raumladungsprofile fu¨r drei verschiedene Einfangko-
effizienten: a.) γ = 2.5× 10−6 cm3/s, b.) γ = 1.0× 10−6 cm3/s, c.) γ = 7.5× 10−7 cm3/s.
Die unteren Bilder repra¨sentieren den unteren Zweig und die oberen den oberen Zweig
der jeweiligen Hystereseschleife. Die angezeigte Dichte hat dabei die Dimension [×1016
1/cm3].
Abbau der positiven Raumladung ist in der oberen Zeile der Abbildung 6.12 dokumentiert.
Man sieht recht deutlich, dass der Bereich hoher Konzentration im Fall von γ = 2.5×10−6
cm3/s u¨ber ein langes Spannungsintervall bestehen bleibt, obwohl der Bereich ra¨umlich
sehr schmal ist. Im Gegensatz dazu ist das entsprechende Profil fu¨r γ = 7.5× 10−7 cm3/s
sehr schnell abgebaut, da die Lo¨cher u¨ber die Oberfla¨chenrekombination abfließen ko¨nnen
und nicht ausreichend u¨ber die Stoßionisation zum Einfang bereitgestellt werden.
6.2.2.2 Abha¨ngigkeit der Hysterese von der Emissionsrate β
Da die Lo¨cheremission den wirksamsten Rekombinationsprozess fu¨r die positive Raum-
ladung darstellt, soll ihr Einfluss auf die Ausbildung der Bistabilita¨t untersucht werden.
Die Emissionsrate β ergibt sich aus der energetischen Position der Lo¨cherfallen in der
Energielu¨cke des Zinksulfids. In den bisherigen Simulationen wurde sie mit 5×104 1/s ab-
gescha¨tzt. In den folgenden Simulationen wird dieser Wert variiert. Diese Parametervaria-
tion ist durchaus sinnvoll, da es mehrere verschiedene Akzeptorniveaus in der Na¨he der Va-
lenzbandkante gibt [Vlasenko et al. 2000a, Vlasenko et al. 2000b, Neyts et al. 1994].
Dabei ist ein sehr interessantes Ergebnis zu beobachten. Wir betrachten dazu die Abbil-
6.2. Q1/2U-KENNLINIEN 81
 144
 146
 148
 150
 152
 154
 100  1000  10000  100000  1e+06
U 
[V
]
β [(1/s)]
USchw.: u −−> oUSchw.: o −−> u
a.)
 0
 0.5
 1
 1.5
 2
 2.5
 100  1000  10000  100000  1e+06
Θ
 
[V
]
β [(1/s)]
Hysteresebreite Θ
b.)
Abbildung 6.13: Hysterese in den Q1/2U-Kennlinien infolge verschiedener
Lo¨cheremissionsraten. Das Bild a.) zeigt die Position der unstetigen Spru¨nge der
Kennlinien. Dargestellt sind nur die
”
Sprungspannungen“ vom (u)nteren auf den
(o)beren bzw. vom (o)beren auf den (u)nteren Zweig. Die jeweilige Breite (b.)) der
Hysterese ergibt sich aus der Differenz der
”
Sprungspannungen“ .
dung 6.13. Die Graphen a.) und b.) zeigen, dass die Breite Θ der Hystereseschleife deutlich
von der Emissionsrate abha¨ngt. Fu¨r sehr große und sehr kleine Raten verschwindet die
Hysterese komplett. Die entsprechenden Kennlinien zeigen zwar noch einen unstetigen
Verlauf, aber beim Zuru¨ckfahren der Spannungsamplitude fa¨llt das System, sobald es die
Schwellenspannung fu¨r (∆U > 0) erreicht hat, wieder auf den unteren Zweig zuru¨ck. Es
gibt offenbar eine optimale Wahl fu¨r β, falls eine maximale Hysteresebreite Θ erwu¨nscht
ist. Diesen optimalen Wert βopt kann man der Abbildung b.) entnehmen. Zusa¨tzlich ist
ein weiteres Detail gut zu erkennen (Abb. a.)). Die einzelnen Hysteresekurven werden
na¨mlich umso weiter zu kleineren Spannungsamplituden hin verschoben, je kleiner die
Emissionsrate β ist.
Die Breite der Hysterese sowie deren Verschiebung ko¨nnen mit den bereits diskutiertem
Transportbild gut erkla¨rt werden. Zuna¨chst ist einleuchtend, dass das System das Raum-
ladungsprofil (∆U > 0) umso schneller und effektiver aufbauen kann, je kleiner die Rate β
(β = 2.5× 102) ist. Daher reichen schon kleine Spannungsamplituden aus, damit sich das
wannenfo¨rmige Profil ausbildet. Fu¨r die Nettogenerationsrate Ω bedeutet dies, dass schon
bei kleinen Amplituden die Generation u¨berwiegt. Somit ko¨nnen beide Rekombinationsra-
ten die Konvergenz bei großen Ladungsdichten Qptrapped nicht verhindern. Wird dann die
Spannung, ausgehend von diesem Zustand, erniedrigt, so wird keine bzw. eine sehr schma-
le Hysterese beobachtet. Diese Situation tritt ein, weil nur im unmittelbaren Bereich der
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Schwellenspannung USchwelle fu¨r den Sprung auf den oberen Ast die Feldsta¨rken in Berei-
che vorstoßen, in denen eine massive Stoßionisation einsetzt, damit das Raumladungsprofil
aufrechterhalten werden kann. Die Raumladung und damit die u¨bertragende Ladung bre-
chen sofort nach dem Unterschreiten der Schwelle komplett zusammen. In diesem Fall wird
Ω von der Rekombination dominiert und konvergiert fu¨r Spannungen U < USchwelle gegen
kleine Ladungsdichten.
Kommen wir nun zum Fall einer sehr großen Rate (β = 15 × 104). In dieser Situation
erfordert die Bildung des Raumladungsprofils (∆U > 0) eine große Konzentration von
freien Lo¨chern, da anderenfalls die Lo¨cheremission die Nettogeneration stets dominiert.
Eine große Konzentration von freien Lo¨chern kann nur bei ausreichend großer a¨ußerer
Spannung erreicht werden. Dies begru¨ndet die Verschiebung der Kennlinie zu ho¨heren
Spannungen. Obwohl nun sehr viele Lo¨cher zur Verfu¨gung stehen, kommt es bei der Span-
nungserniedrigung auch nicht zu einer Hysterese, da die Lo¨cheremission sehr effektiv ist.
Wird USchwelle unterschritten, kann das Profil nicht aufrechterhalten werden, da zu viele
freie Lo¨cher mit den Grenzfla¨chenzusta¨nden rekombinieren. Der Wert βopt ≈ 5 × 103 1/s
fu¨r eine maximale Hystereseschleife garantiert ein optimales Verha¨ltnis zwischen Lo¨cher-
einfang (Generation) und Lo¨cheremission (Rekombination). Der untere Zweig muss dabei
mit Hilfe der Lo¨cheremission mo¨glichst lange bei geringen Ladungsdichten Qptrapped stabil
gehalten werden, so dass beim Zuru¨ckfahren der Spannungsampiltude ein gro¨ßtmo¨gliches
Spannungsintervall ∆Uopt (mit U ∈ ∆Uopt < USchwelle) vorliegt, indem ausreichend viele
u¨ber die Stoßionisation erzeugte Lo¨cher zum Einfang bereit stehen. Diese Situation zo¨gert
die vollsta¨ndige Rekombination der ortsfesten Raumladung mo¨glichst lange heraus und
sorgt so fu¨r eine maximale Breite Θ.
6.2.2.3 Abha¨ngigkeit der Hysterese von der Frequenz f
Die numerischen Simulationen zeigen, dass die Breite der Hysterese stark von der Frequenz
der angelegten Spannung abha¨ngt (Abb. 6.14). Dabei nimmt die Breite umso mehr ab, je
kleiner die Frequenz ist. Fu¨r sehr kleine Frequenzen bricht die Hysterese sogar komplett
zusammen.
Die Dynamik der Nettogenerationsrate [Meyer 2003] zeigt, dass fu¨r kleinere Frequenz-
en der untere Zweig der Hysterese (∆U > 0) auch fu¨r gro¨ßere Dichten von ptrapped und
folglich gro¨ßeren u¨bertragenden Ladungen stabil gehalten werden kann. Die gro¨ßere La-
dungsdichte ergibt sich dabei aus der Amplitudenform. Infolge der kleineren Frequenz-
en gibt es nun gro¨ßere Zeitintervalle mit hohen Spannungen, so dass durch die starke
Feldabha¨ngigkeit des Tunnelstroms mehr Elektronen in das Leitungsband injiziert wer-
den. Dadurch steigt die Stoßionisationsrate und somit steht eine gro¨ßere Konzentration
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an freien Lo¨chern zum Einfang zur Verfu¨gung. Daher wa¨chst die Dichte der eingefangenen
Lo¨cher ptrapped, wobei anzumerken ist, dass es keinen linearen Zusammenhang zwischen
dem Anstieg von ptrapped und der Verkleinerung der Frequenz gibt. Dieser Zusammenhang
ist nicht gegeben, da die Feldabschirmung infolge der nun schnelleren A¨nderung der Grenz-
fla¨chenladungen zu beru¨cksichtigen ist, was wiederum zu einer Reduzierung der Stoßioni-
sationsrate fu¨hrt. Somit kann nur ein geringer Teil des oben angesprochenen Zeitintervalls
hoher Spannung fu¨r den Raumladungsaufbau genutzt werden. Obwohl die Konzentrati-
on der positiven Raumladung in der ZnS:Mn-Schicht anwa¨chst, ist kein Sprung in der
u¨bertragenden Ladung zu beobachten. Dies liegt nun wiederum in der feldunabha¨ngigen
Lo¨cheremission begru¨ndet. Bei kleineren Frequenzen wechseln sich kurze Zeitintervalle mit
Tunnelinjektion mit la¨ngeren Zeitintervallen ab, in denen nur die Lo¨cheremission wirkt.
Sie begrenzt den Anstieg die positiven Raumladung, so dass der untere Zweig stabil bleibt.
Zusammenfassend kann gesagt werden, dass sowohl die Raumladungsgenerationsrate (T )
als auch die Raumladungrekombinationsrate (G2, R) ansteigen, wobei letztere sta¨rker
anwa¨chst. Fu¨r ∆U < 0 und kleine Frequenzen der Spannung fa¨llt die Breite der Hysterese
aufgrund des oben diskutierten gea¨nderten Verha¨ltnisses zwischen Raumladungsgenerati-
on und Raumladungsrekombination immer geringer aus.
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Abbildung 6.14: Frequenzabha¨ngigkeit der Hysterese in einer Q1/2U-Kennlinie.
Kapitel 7
Numerische Ergebnisse fu¨r zwei
Raumdimensionen
Die bisherigen eindimensionalen Rechnungen reichen natu¨rlich nicht aus, um Struktur-
bildungspha¨nomene zu untersuchen. Um dies zu ermo¨glichen, erweitern wir unsere nu-
merische Simulation um eine laterale Raumrichtung (y-Achse). Die verbleibende dritte
Raumdimension (x-Achse) soll weiterhin als homogen angenommen werden. Bevor die
Simulationsergebnisse diskutiert werden, muss zuna¨chst gekla¨rt werden, an welcher Va-
riable die eventuell auftretende Strukturbildung besonders gut beobachtet werden kann.
In Kapitel 3.4 wurden verschiedene experimentell beobachtete Muster beschrieben. Dabei
handelt es sich im Allgemeinen um ra¨umlich lokalisierte Hochstrombereiche, da die Lumi-
neszenzausbeute eng mit dem durch die ZnS:Mn-Schicht fließenden Strom verknu¨pft ist
(Kap. 3.2). Um zu u¨berpru¨fen ob das hier abgeleitete Transportmodell auch eine sponta-
ne Musterbildung zeigt, muss in den Simulationen nach ra¨umlichen Inhomogenita¨ten im
Strom gesucht werden. In den folgenen Untersuchungen wird oft nicht direkt die Strom-
dynamik betrachtet, sondern stattdessen betrachten wir die Ladungsdynamik der Grenz-
fla¨chen, da sich ein hoher lokalisierter Strom auch durch eine entsprechende lokalisierte La-
dung auf der Grenzfla¨che zu erkennen gibt. Die zweidimensionalen Simulationsergebnisse
mit ra¨umlich homogenen Anfangsbedingungen zeigten jedoch keine ra¨umlich lokalisierten
Hochstrombereiche. Die Lo¨sung des Transportmodells blieb lateral komplett homogen.
Vielmehr zeigte sich eine exakte U¨bereinstimmung mit den jeweiligen eindimensionalen
Simulationsergebnissen. Die zweidimensionale Rechnung liefert also in der Notation von
Abbildung 5.6 Ny-mal das entsprechende 1D Ergebnis. Dies gilt insbesondere auch fu¨r
eine bistabile Q1/2U-Kennlinie. Beim numerischen ”
Durchfahren“ der Hysteresekurve lie-
ferte die 2D Simulation immer wieder das korrespondierende 1D Ergebnis. Selbst in der
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Na¨he der unstetigen Spru¨nge in der Q1/2UKennlinie, wo im Experiment die Musterbil-
dung auftritt, bleibt das 2D System komplett ra¨umlich homogen. Dieses Ergebnis la¨sst
nur eine Interpretation zu. Offensichtlich werden eventuelle ra¨umliche Inhomogenita¨ten,
wie z.B. Ungenauigkeiten in den iterativen Lo¨sungen der linearen Gleichungssysteme oder
Rundungsfehler, vom System sofort geda¨mpft und somit bleibt der ra¨umlich homogene
Zustand stabil.
In einem na¨chsten Schritt wurden die bisher homogenen Anfangsbedingungen gezielt
gea¨ndert. Motiviert durch eine komplett a¨hnliche Lo¨sung wie im 1D Fall und durch die
Bistabilita¨t in den jeweiligen Kennlinien, haben wir ein ku¨nstliches Startfilament als in-
homogene Anfangsbedingung gewa¨hlt. Die einzelnen Werte fu¨r die Grenzfla¨chenladungen,
die Dichten sowie die Spannung richteten sich dabei streng an die jeweilige bistabile Kenn-
linie. Fu¨r die praktische Durchfu¨hrung unterteilen wir das Bauelement in y-Richtung in
drei Bereiche. Im mittleren Bereich wird die 1D Lo¨sung vom oberen Zweig und in den
restlichen Bereichen die Lo¨sung des unteren Zweigs als Anfangsbedingung gesetzt. Selbst-
versta¨ndlich geho¨ren beide eingesetzten Lo¨sungen zur selben Spannungsamplitude, die
sich in unmittelbarer Na¨he der Schwellenspannung fu¨r den Sprung vom unteren auf den
oberen Zweig befindet. Diese Art der inhomogenen Anfangsbedingung soll im Folgenden
als bistabile Anfangsbedingung bezeichnet werden. Das Ziel dieser besonderen Wahl der
Anfangsbedingung ist die genaue Untersuchung der zeitlichen und ra¨umlichen Entwick-
lung dieser speziellen Anfangsinhomogenita¨t. Dabei stellte sich heraus, dass bei geeigneter
Wahl der Simulationsparameter ra¨umlich lokalisierte Stromfilamente stabilisiert werden
ko¨nnen.
Um aber trotzdem ra¨umliche Inhomogenita¨ten aus einem homogenen Anfangszustand
beobachten zu ko¨nnen, muss der ra¨umlich homogene Zustand sta¨rker gesto¨rt werden, da-
mit er instabil wird. Diese Sto¨rung wird oft bei a¨hnlichen Fragestellungen mit Hilfe eines
Rauschterms herbeigefu¨hrt. Dabei wird folgendes Ziel verfolgt. Der ku¨nstliche Rauschterm
mit sehr kleiner Amplitude soll dafu¨r sorgen, dass das hier betrachtete System in der Na¨he
der Schwellenspannung lokal instabil wird und sich so auch in diesem Fall Stromfilamente
ausbilden ko¨nnen. Die physikalische Motivation des Rauschterms ist relativ einfach. In den
bisherigen Simulationen ging man immer infolge der homogenen Anfangsbedingungen von
einem
”
perfekten“ Bauelement aus. Diese Situation liegt natu¨rlich bei einem realen Expe-
riment nicht vor. Schon beim Herstellungsprozess der polykristallinen Schichten kann diese
ra¨umliche Homogenita¨t nicht vollsta¨ndig gewa¨hrleistet werden. Dies betrifft neben den ein-
zelnen Schichtdicken im besonderen Maße die energetische Lage der Grenzfla¨chenzusta¨nde
(Variable 0 in Gl. (4.60)) an der Halbleiter-Isolator-Grenzschicht, die in der zweidimensio-
nalen Simulation logischerweise ortsabha¨ngig (y-Richtung) wird. Ihre Position unterhalb
86 KAPITEL 7. NUMERISCHE ERGEBNISSE FU¨R ZWEI RAUMDIMENSIONEN
Spannung: Wechselspannung: f = 100 kHz
Bauteilabmessungen: Isolatoren: 0.3 × 2 µm2
ZnS:Mn: 0.5 × 2 µm2
Oberfla¨chenrekombinationsgeschwindigkeit: sn = 10× 106 cm/s
sp = 10× 106cm/s
Einfangkoeffizient: γ = 1× 10−6 cm3/s
Rekombinationswirkungsquerschnitt: σ = 1× 10−14 cm2
Grenzfla¨chenzustandsdichte: nss = 5× 1013 cm−2eV−1
Lo¨cherfallendichte: ptmax = 1× 1018 1/cm3
Lo¨cheremissionsrate: β = 5× 104 1/s
Diektrizita¨tskonstanten: Isolator: εis = 14
ZnS:Mn: εs = 8
Mobilita¨tskonstanten: µnz,y = 165 cm
2/Vs
µpz,y = 5 cm
2/Vs
Teilchentemperaturen: Tnz,y = 300 K
Tpz,y = 300 K
Pos. d. Grenzfl.-zusta¨nde (unter LB-Kante): 0 = 0.9 eV
Tabelle 7.1: Basissatz fu¨r die Parameter der 2D Simulationen. A¨nderungen der Parameter
fu¨r die Untersuchung spezieller Effekte werden dann im nachfolgenden Text gesondert
angegeben.
der Leitungsbandkante ist gewissen statistischen Fluktuationen ausgesetzt. Die Lage ist fu¨r
die Ladungstra¨gerdynamik sehr wichtig, da sie die Breite der Tunnelbarriere und somit die
Anzahl der in das Leitungsband injizierten Elektronen bestimmt. Um diesen Effekt auch
in der numerischen Simulation zu erhalten, wird zu der Variablen 0(y) ein Rauschterm
zugefu¨gt. Dabei kommen zwei unterschiedliche Methoden zum Einsatz. Die erste Methode
besteht darin, der Energie 0(y) ein statisches gaußverteiltes Rauschen mit sehr kleiner
Amplitude hinzuzufu¨gen. Den Grenzfla¨chen wird also zu Beginn der Simulation dauerhaft
eine verrauschte Verteilung fu¨r 0(y) fest zugewiesen. In der zweiten Methode wird dagegen
zusa¨tzlich in jedem Zeitschritt der Simulation der Rauschterm fu¨r 0(y) neu bestimmt. Es
stellt sich heraus, dass beide Methoden lokalisierte Stromfilamente liefern, die sehr a¨hnlich
zu denen sind, die man mit Hilfe der bistabilen Anfangsbedingung stabilisieren kann.
In diesem Kapitel sollen nun die zuvor erwa¨hnten Stromfilamente vorgestellt werden.
Insbesondere wird der Frage nachgegangen, welche Prozesse fu¨r die Stabilisierung ver-
antwortlich sind. Zusa¨tzlich werden Simulationsergebnisse gezeigt, bei denen die laterale
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Bauteilla¨nge stark vergro¨ßert ist. Dabei zu¨nden mehrere Stromfilamente und man kann
so die Wechselwirkung zwischen den einzelnen Filamenten studieren. Folgende Parameter
werden fu¨r die Simulationen verwendet (Tab. 7). Sie sind bis auf die Gro¨ßenangaben des
Bauteils identisch zu denen, die in der Tabelle 6.2 gezeigt werden. Dabei wird vereinbart,
dass die Mobilita¨tskonstanten der Ladungstra¨ger sowie die Ladungstra¨gertemperaturen in
beiden Raumrichtungen gleich sind.
7.1 Filamentstabilisation
7.1.1 Filament durch bistabile Anfangsbedingung
Zuerst soll die ra¨umliche und zeitliche Entwicklung einer inhomogenen Anfangsbedingung
untersucht werden. Dazu wird, wie im Kapitel 7 beschrieben, eine bistabile Anfangsbe-
dingung vorgegeben. Die Simulationsspannung richtet sich dabei an die Q1/2U-Kennlinie
(Abb. 7.1b), die mit der Kennlinie (Abb. 6.7) prinzipiell identisch ist. Das interessanteste
Ergebnis der Simulation ist in der Abbildung 7.1a.) dargestellt. Sie zeigt den ra¨umlichen
Verlauf der beiden Grenzfla¨chenladungen zum Ende einer Periode im periodisch stati-
ona¨ren Zustand. Zum besseren Vergleich ist zusa¨tzlich die Anfangsbedingung aufgetragen
worden. Die anfa¨ngliche Inhomogenita¨t wird offenbar nicht komplett abgebaut, sondern es
bildet sich an der momentanen Anode eine zapfenfo¨rmige Struktur heraus. Die Strukturie-
rung der Ladungsdichte auf der momentanen Kathode fa¨llt dagegen auf den ersten Blick
deutlich geringer aus. Dem ist aber nicht so. Die Form ist, wie wir spa¨ter sehen werden,
vielmehr das Resultat des lokalisierten inhomogen Tunnelstroms aus dieser Grenzfla¨che,
der im Filamentzentrum deutlich gro¨ßer ist als in den u¨brigen Raumbereichen. Interessant
ist die Form des Filaments auf den Grenzfla¨chen. Auf der momentanen Anode liegt die
Spitze des Zapfens, also das Filamentzentrum y = 1 µm, deutlich tiefer als die dazu-
geho¨rige Anfangsbedingung. Zusa¨tzlich treten zwei Maxima auf den abfallenden Flanken
(Positionen y = 0.75 µm und y = 1.25 µm) des Filaments auf, die deutlich oberhalb der
Anfangsbedingung liegen. Diese Maxima klingen dann langsam ab und erreichen dann bei
y = 0 µm bzw. y = 2 µm asymptotisch wieder die Werte fu¨r die Anfangsbedingung. Eine
andere Situation ergibt sich fu¨r die momentane Kathode. Die Form der Inhomogenita¨t
unterscheidet sich deutlich von der vorhin besprochenen Gestalt. Bei y = 1 µm zeigt die
Ladungsverteilung ein Maximum, das von zwei Nebenmaxima, deren Positionen mit dem
Maxima der Ladungsverteilung an der momentanen Anode zusammenfallen, umgeben ist.
Insgesamt ist das Maximum an der Kathode sehr viel schwa¨cher ausgepra¨gt als das korre-
spondierende Minimum an der Anode. Der gesamte strukturierte Bereich liegt mit seinen
Ladungsdichten eher auf dem Niveau der asymptotischen Ausla¨ufer und damit deutlich
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unter den Ladungsdichten fu¨r die Anfangsbedingung.
Bevor der Verlauf der Grenzfla¨chenladungen noch detaillierter diskutiert wird, betrach-
ten wir zuna¨chst die Entwicklung von ρ an den Zeitpunkten n/f (n Anzahl der simulierten
Perioden) und die zeitlich gemittelte Dichte ptrapped im periodisch stationa¨ren Zustand
(Abb. 7.2). Die inhomogene Anfangsbedingung vera¨ndert sich zu Beginn der Simulati-
on sehr stark. Nach etwa 4 ms hat das System seinen stationa¨ren Zustand erreicht. Die
Strukturierung an beiden Grenzfla¨chen ist dann abgeschlossen und a¨ndert sich, bezogen auf
einen festen Zeitpunkt innerhalb einer Periode, dann im weiteren Verlauf der Simulation
nicht mehr. Besonders gut kann man die wellenfo¨rmige Struktur und die asymptotischen
Ausla¨ufer in der Abbildung fu¨r die momentane Kathode (Abb. a.)) erkennen, da die La-
dungsdichten nicht so stark variieren wie an der Anode und so die Konturen besser zu
erkennen sind. Die vorhandenen asymptotischen Ausla¨ufer auf der Anode sind aus diesem
Grund weniger gut zu beobachten. Der eigentliche Grund fu¨r die Ausbildung eines Stromfi-
laments liegt natu¨rlich in dem Vorhandensein einer ortsfesten positiven Raumladung (Abb.
7.2b.)). Wie schon oft erla¨utert, hat sie eine feldversta¨rkende Wirkung und kann somit eine
ho¨here Tunnelinjektion und eventuell eine starke Stoßionisation auslo¨sen. Im stationa¨ren
Zustand ist das auch hier so. So sind die scharfen Kanten im Anfangsprofil der positiven
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Abbildung 7.1: a.) Strukturierte Grenzfla¨chenladungsdichten infolge eines Stromfilaments
in der ZnS:Mn-Schicht. Die beiden oberen Kurven geben dabei die Ladungsdichte auf der
momentanen Kathode wieder. Die entsprechenden Dichten auf der momentanen Anode
ergeben sich aus dem Verlauf der unteren beiden Kurven. Dargestellt ist ein Vergleich zwi-
schen der inhomogenen Anfangsbedingung und der Lo¨sung im periodisch stationa¨ren Zu-
stand. b.) Korrespondierende Q1/2U-Kennlinie mit eingezeichneter Simulationsspannung
kurz vor der Schwelle (U = 151.14 V).
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Abbildung 7.2: Die Bilder a.) (momen-
tane Anode) und b.) (momentane Ka-
thode) zeigen die ra¨umliche und zeitliche
Dynamik der Grenzfla¨chenladungen. Da-
bei wird die Verteilung immer zum sel-
ben Zeitpunkt innerhalb einer Periode,
hier zum Periodenende, gegen die Anzahl
der simulierten Perioden aufgetragen. Das
Bild c.) zeigt die im stationa¨ren Zustand
u¨ber eine Periode zeitlich gemittelte Dich-
te der eingefangenen Lo¨cher.
Raumladung gegla¨ttet und es bildet sich wie im 1D Fall ein wannenfo¨rmiges Profil aus,
dessen Scheitel entlang der z-Richtung bei y = 0, also im Filamentzentrum, verla¨uft. Dabei
ist die von der Anfangsbedingung vorgegebene Raumladungsbreite deutlich reduziert.
Um sich endgu¨ltig davon zu u¨berzeugen, dass auch wirklich ein ra¨umlich lokalisierter
Hochstrombereich fu¨r die Ladungsfilamente auf den Grenzfla¨chen verantwortlich ist be-
trachten wir die Abbildung 7.3. Dort wird die ra¨umliche und zeitliche Dynamik des Fermi-
Niveaus und des Tunnelstroms im periodisch stationa¨ren Zustand dargestellt. Dass hier
nicht direkt ρnl,nl+nm sondern des Fermi-Niveau F = 0 +
ρnl,nl+nm
qnss
gezeigt wird, hat einen
besonderen Grund, der spa¨ter im Zusammenhang mit dem Rauschterm klarer wird. Die
Diskussion beginnt mit dem Bild 7.3a.), das die Situation unmittelbar nach dem Beginn
einer neuen Halbwelle der angelegten Spannung darstellt. Zu sehen sind die beiden Fermi-
Niveaus der Grenzfla¨chenzusta¨nde, die sich durch den bisherigen Transport strukturiert
haben. Die beiden Kurven haben ihr Maximum bzw. Minimum im Filamentzentrum, weil
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Abbildung 7.3: Ra¨umliche und zeitliche Dynamik der Tunnelinjektion und des Fermi-
Niveaus F = ε0 +
ρnl,nl+nm
qnss
(vgl. Gl.(4.60)) wa¨hrend einer halben Periode im stationa¨ren
Zustand. Die Positionen nl und nl+nm (vgl. Abb. 5.3) werden hier mit (l)inks bzw.(r)echts
abgeku¨rzt. Dabei ist zu beachten, dass der energetische Abstand von der Leitungsband-
kante zum Fermi-Niveau positiv geza¨hlt wird.
dort der gro¨ßte Strom fließt. Fu¨r den kommenden Spannungspuls u¨bernimmt die rechte
Grenzfla¨che die Rolle der momentanen Kathode, was zum einen an dem hier nicht explizit
gezeigten Feldverlauf und zum anderen an dem ho¨her zur Leitungsbandkante liegenden
Fermi-Niveau der Elektronenzusta¨nde zu erkennen ist. Diese Verteilung ist im Wesentli-
chen das Resultat der Oberfla¨chenrekombination innerhalb der vorherigen Halbwelle. Die
linke Grenzfla¨che ist folglich die momentane Anode, deren Verteilung nur schwach in-
homogen ist. Die Spannungsamplitude steigt stetig an bis das Feld an der Kathode in
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Bereiche vorsto¨ßt, in denen Elektronen aus den lokalisierten Zusta¨nden heraustunneln
ko¨nnen. Sobald ein Strom in Richtung der Anode zu fließen beginnt, a¨ndern sich infol-
ge des Ladungstransports die Fermi-Niveaus. Wa¨hrend das Niveau an der Anode durch
Oberfla¨chenrekombination ansteigt (∆F < 0), fa¨llt (∆F > 0) das Niveau an der Kathode
aufgrund der Entleerung der Grenzfla¨chenzusta¨nde ab. Durch die Feldversta¨rkung der po-
sitiven Raumladung ist die A¨nderung des Fermi-Niveaus zuerst im Bereich des Scheitels
bei y = 1 µm mo¨glich (Abb. 7.3b.)). Mit laufender Simulationszeit dehnt sich dieser Be-
reich lateral aus, wobei zusa¨tzlich die Sta¨rke des Tunnelstroms insgesamt zunimmt (Abbn.
7.3c.)-d.)). Zur Zeit t = 1.80 µs hat jtunnel im Bereich von y = 1 µm sein Maximum er-
reicht (Abb. 7.3d.)). Der Tunnelstrom wird fu¨r t > 1.80 µs nur im Scheitelbereich des
Raumladungsprofils reduziert, da dort die Abschirmung u¨ber die Grenzfla¨chenladungen
keine sta¨rkere Tunnelinjektion mehr zula¨sst. Parallel dazu nimmt jtunnel im restlichen
Raumbereich zu, da dort die eben genannte Abschirmung noch nicht effektiv genug wirkt
(Abbn. 7.3e.)-g.)). Diese Zunahme erfolgt interessanterweise aber nicht ra¨umlich homogen.
So zeichnen sich deutlich zwei Nebenminima an den Positionen y = 0.75 µm und y = 1.25
µm ab, die nicht unmittelbar mit der ra¨umlichen Begrenzung der positiven Raumladung
zusammenfallen (vgl. Abb. 7.2c)). Diese Stromminima sind auf die geringe Anzahl von
verfu¨gbaren Elektronen an den oben genannten Positionen auf der momentanen Katho-
de zuru¨ckzufu¨hren. So wird an diesen beiden Orten die geringste Ladungsmenge in das
Leitungsband injiziert. Fu¨r t > 2.20 µs wirkt auch hier die Grenzfla¨chenabschirmung und
der Tunnelstrom nimmt dann zu¨gig ab (Abbn. 7.3h.)-i.)), wobei sich ein sehr schmales
Plateau um das Filamentzentrum bildet. Die Nebenminima an der momentanen Kathode
resultieren aus diesem Tunnelstromplateau, das sich in den Bildern 7.3g.)-i.) im Bereich
des Filamentzentrum deutlich macht. Dadurch fließt zum Ende der Stromflussphase in
einem sehr schmalen Bereich um das Zentrum ein fast ra¨umlich homogener Tunnelstrom,
wa¨hrend dieser außerhalb dieser Zone stark abfa¨llt.
Insgesamt haben wir mit Hilfe der obigen Diskussion der Tunnelstrom- und Ober-
fla¨chenrekombinationsdynamik eine Erkla¨rung fu¨r die Form der Strukturierung der Grenz-
fla¨chenladungen im stationa¨ren Zustand gefunden. Als na¨chstes muss die Stabilita¨t des
Stromfilaments untersucht werden. Dabei ist der Frage nachzugehen, warum sich diese
speziellen Ladungsstrukturen auf den beiden Grenzfla¨chen ausbilden. Die Vermutung liegt
nahe, dass die Tunnelstromminima wesentlich zur Stabilisierung des gesamten Filamentes
beitragen. Dadurch wird in der unmittelbaren Na¨he des Filamentes ein hoher Strom un-
terdru¨ckt. Somit wird die Stoßionisation und damit der Aufbau der positiven Raumladung
entscheidend verhindert.
Abschließend sind noch einige weitere wichtige Bemerkungen zu machen. Selbst-
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versta¨ndlich wurden Simulationen mit unterschiedlichen Inhomogenita¨tsbreiten lyinhom, be-
zogen auf die Lo¨sung des oberen Zweigs, durchgefu¨hrt. Die Breiten der Lo¨sung des oberen
Zweiges lagen dabei im Intervall 0.1 ≤ lyinhom ≤ 1.9 µm, so dass in den beiden Extrem-
situationen (lyinhom = 0.1, 1.9 µm) nur sehr wenige Rasterpunkte mit Werten der Lo¨sung
des unteren Zweigs besetzt waren. Die Simulationen konvergierten stets gegen den gleichen
hier diskutierten stationa¨ren Zustand. Dabei nimmt die Anzahl der dazu no¨tigen Simulati-
onsperioden umso mehr zu, je gro¨ßer lyinhom gewa¨hlt wird. Die entsprechenden Abbildungen
fu¨r die Transportgro¨ßen sind alle vollkommen identisch mit dem hier vorliegenden Ergeb-
nis. Außerdem wurde die Amplitude der angelegten Spannung gea¨ndert. Dadurch a¨ndert
sich, wie oben geschildert, die inhomogene Anfangsbedingung. Dabei zeigte das Stromfila-
ment ein sehr starkes Schwellenverhalten. Das Filament kann sich nur ausbilden, falls die
gewa¨hlte Spannung der Schwellenspannung relativ nahe kommt (Punkt in Abb. 7.1b.)),
bei der die Kennlinie vom unteren auf den oberen Zweig der Hysterese springt. Die Form
des Filamentes ist immer gleich, wobei die absoluten Werte der Ladungsdichten auf den
beiden Grenzfla¨chen infolge der reduzierten pro Halbperiode u¨bertragenen Ladung umso
kleiner werden, je kleiner die Spannungsamplitude gewa¨hlt wird.
7.1.2 Stabilisierungsmechanismus
Fu¨r eine detaillierte Analyse der Filamentstabilisierung sollen nun zusa¨tzlich neben den
Grenzfla¨chenladungen bzw. Ferminiveaus (Abb. 7.3) die elektrischen Feldkomponenten
(Abb. 7.4) an beiden Grenzfla¨chen sowie die Elektronendichte und die y-Komponente des
Elektronenstroms (Abb. 7.5) an der momentanen Anode betrachtet werden. Dabei sei
darauf hingewiesen, dass in allen drei Bildsequenzen (Abbn. 7.3, 7.4 u. 7.5) immer die
gleichen Zeitpunkte innerhalb einer halben Spannungsperiode im periodisch stationa¨ren
Zustand dargestellt werden.
Zuerst diskutieren wir die beiden Komponenten des elektrischen Feldes an den beiden
Grenzfla¨chen. Unmittelbar nach Beginn der Halbwelle sind die longitudinalen Feldkompo-
nenten an der Kathode und der Anode sehr klein. Deshalb fließt noch kein Tunnelstrom
(Abbn. 7.4a.) u. 7.3a.)). Dabei ist der feldversta¨rkende Einfluss der ortsfesten positiven
Raumladung am inhomogenen Feldverlauf deutlich zu erkennen. Wa¨hrend die longitudina-
le Feldkomponente an der Kathode versta¨rkt wird, wird die longitudinale Feldkomponente
an der gegenu¨berliegenden Anode abgeschirmt. Die positive Raumladung und beide Grenz-
fla¨chenladungen beeinflussen aber ebenfalls die lateralen Feldkomponenten. So sind an der
momentanen Kathode unmittelbar vor dem Beginn einer nennenswerten Tunnelemissi-
on die lateralen Feldkomponenten zum Filamentzentrum gerichtet. Dafu¨r ist die große
negative Grenzfla¨chenladungsdichte verantwortlich, die sich dort infolge der vorherigen
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Abbildung 7.4: Ra¨umliche und zeitliche Darstellung der elektrischen Feldkomponenten an
der (K)athode und (A)node. Zuordnung der Farben: EA,x: blau, EA,y: rot, EK,x: violett,
EK,y: gru¨n. Die Zeitpunkte der Auswertung sind identisch zu denen in Abbildung 7.3.
Halbwelle akkumuliert hat. An der momentanen Anode ist genau die gegenteilige Situati-
on anzutreffen. Dort dominieren die positiven Raumladungsdichten (Grenzfla¨chenladung
und Raumladung) und sorgen dafu¨r, dass die entsprechenden Feldkomponenten nach au-
ßen, also vom Filamentzentrum weg, zeigen. Mit zunehmender Simulationszeit nehmen
die longitudinalen Feldkomponenten infolge des Spannungsanstiegs zu und es beginnt ein
Strom im Bereich des Scheitels des Raumladungsprofils in Richtung der Anode zu fließen
(Abbn. 7.4b.)-c.) u. 7.3b.)-c.)). Infolge des Stromes a¨ndern sich natu¨rlich auch die latera-
len Felder, da sich die Grenzfla¨chenladungen neu anordnen. Durch den Elektroneneinfang
an der Anode wird die dort vorhandene positive Ladung langsam abgebaut, so dass die
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y-Feldkomponenten an der Anode langsam abnehmen. Dies gilt natu¨rlich auch fu¨r die
Kathode, da durch den Tunnelstrom die negative Ladung auf der Grenzfla¨che abgebaut
wird (Abb. 7.3c.)). Zur Zeit der maximalen Tunnelinjektion (t = 1.80 µs) hat sich die
Orientierung der lateralen Feldkomponenten an der Anode gea¨ndert. Durch den Elektro-
neneinfang an der Grenzfla¨che wird die dortige positive Ladung u¨berkompensiert, so dass
die sich aufbauende negative Ladung eine Richtungsumkehrung der lateralen Feldkompo-
nenten bewirkt. Die Sta¨rke der y-Komponenten nimmt dann mit zunehmender Zeit stetig
zu (Abb. 7.4e.)-i.)). An der Kathode a¨ndern sich die y-Komponenten aufgrund der großen
negativen Ladungsdichte noch nicht so fru¨h. Die Feldumkehrung ist dort erst zum Ende
der Stromflussphase zu beobachten (Abbn.7.4 u. 7.3 Bilder g.) u. h.)). Nach Abschluss der
Halbwelle haben sich also die Feldverha¨ltnisse gerade umgekehrt. Fu¨r die transversalen
Felder im mittleren Bereich des Bauelements ergibt sich wa¨hrend der Halbwelle folgende
Situation. Aufgrund der deutlich ausgepra¨gten positiven Raumladung zeigen die transver-
salen Feldkomponenten dort stets in die Richtung des Bauteilrands.
Die Orientierung der y-Feldkomponenten hat natu¨rlich große Auswirkungen auf den
Ladungstra¨gertransport und somit auf die Form und Stabilita¨t der Stromfilamente im
stationa¨ren Zustand. Mit ihrer Hilfe ko¨nnen die Ladungstra¨ger in die Richtung des Fila-
mentzentrums entweder fokussiert oder defokussiert werden, was wesentlich zur Stabilisie-
rung des Filamentes beitra¨gt.
Dabei wird im Folgenden zuerst die Elektronendynamik an der momentanen Anode be-
trachtet (Abb. 7.5), da sich dort aufgrund des starken elektrischen Feldes die meisten
Elektronen ansammeln. Sobald Elektronen im Bereich der starken positiven Raumladung
in die Zinksulfidschicht injiziert werden, werden sie zuna¨chst aufgrund der Feldverteilung
an der momentanen Kathode in diesem Ortsbereich defokussiert. Wenn die zuvor emit-
tierten Elektronen dann den mittleren Bereich der ZnS:Mn-Schicht erreichen, setzt eine
Elektronenfokussierung in die Richtung des Ladungsscheitels der positiven Raumladung
ein. Diese Fokussierung setzt sich unmittelbar nach Beginn der Halbwelle auch direkt
an der momentanen Anode fort (Abbn. 7.5b.)-c.) u. 7.4b.)-c.)). In diesem Zeitintervall
u¨berwiegt die Drift die Diffusion. Diese Fokussierung ist dort nicht so gross, weil sich die
lateralen Feldkomponenten aufgrund der geringen positiven Grenzfla¨chenladung auf der
momentanen Anode schnell umkehren und weil zusa¨tzlich die Elektronendichten im Be-
reich der Anode aufgrund des noch kleinen Tunnelstroms gering sind. Um aber trotzdem
die Fokussierung zu zeigen, wurde die y-Komponente des Stromes in den Bildern b.) und
c.) der Abbildung 7.5 mit einem Faktor multipliziert. Wie oben erwa¨hnt, setzt der Tunnel-
strom immer zuerst im Bereich hoher ptrapped-Konzentration ein. In den restlichen a¨ußeren
Bereichen des Bauteils setzt die Elektroneninjektion erst spa¨ter ein. Die dort emittierten
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Abbildung 7.5: Ra¨umliche und zeitliche Darstellung der Elektronendichte und der y-
Komponente der Elektronenstroms an der momentanen Anode. Die Zeitpunkte der Aus-
wertung sind identisch zu denen in der Abbildung 7.3.
Elektronen erfahren zuna¨chst in der Na¨he der momentanen Kathode eine Ablenkung in y-
Richtung zum Bauteilrand, wobei die Sta¨rke der Ablenkung mit zunehmender Entfernung
vom Filamentzentrum abnimmt. Auf dem weiteren Weg zur momentanen Anode werden sie
wieder vom zentralen Raumladungsprofil fokussiert. Die dabei resultierenden transversalen
Elektronenstromkomponenten sind im Vergleich zu den fokussierenden Elektronenstrom-
komponenten im direkten Bereich des stark ausgepra¨gten Raumladungsprofils deutlich
kleiner. Sobald sich die y-Feldkomponenten an der momentanen Anode im Filamentzen-
trum umgekehrt haben, werden die dort ankommenden Elektronen vom Filamentzentrum
weg getrieben, wa¨hrend auch weiterhin aus den Randbereichen des Bauelements Elektro-
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nen ins Zentrum fokussiert werden (Abbn. 7.5d.)-i.). Dabei ist insgesamt zu erkennen, dass
die defokussierenen transversalen Elektronenstromkomponenten im Bereich des Filaments
nur in der unmittelbaren Na¨he des Scheitels der positiven Raumladung deutlich von Null
verschieden sind. Zum Rand der positiven Raumladung fallen sie sehr stark ab. Insgesamt
kann der transversale Elektronenstrom die Minima der Elektronenverteilung nicht aus-
gleichen. Daher beha¨lt die Elektronenverteilung wa¨hrend der gesamten Stromflussphase
ihre Minima, die ra¨umlich mit den Tunnelstromminima (Abb. 7.3) zusammenfallen. Die
Elektronen ko¨nnen in diesen Bereich nicht gelangen und somit kann das Ladungsdefizit
auf der momentanen Anode infolge des schwa¨cheren longitudinalen Stroms nicht ausge-
glichen werden. Dadurch bleibt dort die u¨ber die Oberfla¨chenrekombination kontrollierte
negative Grenzfla¨chenladungsdichte im Vergleich zu allen anderen Regionen deutlich re-
duziert. Wa¨re dies nicht der Fall, so stu¨nden fu¨r die na¨chsten Halbwellen auch in diesem
Bereich mehr Elektronen fu¨r die Tunnelinjektion bereit. Der resultierende ho¨here longitu-
dinale Strom ko¨nnte dann mit Hilfe der Stoßionisation und des Lo¨chereinfangs die positive
Raumladungszone transversal verbreitern, die wiederum selbstversta¨rkend auf den Strom
wirkt. Damit wu¨rde sich das Stromfilament und somit die Grenzfla¨chenladungsfilamente
insgesamt lateral ausdehnen. Daher aber bleibt, wie beobachtet, in diesem Simulations-
beispiel die Filamentbreite konstant. Eine Verbreiterung ist also in dieser Situation nicht
mo¨glich, da in einer schmalen Zone (y-Position der Elektronendichteminima) alle Trans-
portvariablen (Dichten, Stro¨me und Felder) in ihren Maximalwerten deutlich reduziert
sind. Dadurch nehmen die fu¨r den Aufbau der positiven Raumladung wichtigen Gro¨ßen
(Elektronenstrom, Stoßionisation) geringe Werte an und folglich bleibt die Filamentbreite
konstant.
Fu¨r die Lo¨cherdynamik gilt eine a¨hnliche Argumentation. Fu¨r die Untersuchung der
Stabilita¨t des Filaments mu¨ssen wir die Dynamik entlang der ortsfesten positiven Raum-
ladung betrachten. Zuerst konzentrieren wir uns auf den Bereich der momentanen Katho-
de, da hier aufgrund des bereits vorhandenen Dichteprofils ptrapped, der zu erwartenden
starken Stoßionisation und der starken longitudinalen Feldkomponente die gro¨ßten freien
Lo¨cherdichten zu erwarten sind.
Zu Beginn der Halbwelle ist die Feldsta¨rke an der momentanen Kathode noch zu schwach
damit Elektronen in die ZnS:Mn-Schicht tunneln ko¨nnen. Dadurch werden zuna¨chst keine
freien Lo¨cher u¨ber die Stoßionisation erzeugt. Freie Lo¨cher ko¨nnen daher nur u¨ber die per-
manente Lo¨cheremission erzeugt werden. In diesem Fall driften die freigesetzten Lo¨cher
aufgrund der longitudinalen Feldverteilung zur momentanen Kathode, wobei gleichzeitig
die Lo¨cher entweder defokussiert (Bereich: momentane Anode, Bauteilmitte) oder fokus-
siert (Bereich: momentane Kathode) werden. Auf dem Weg zur momentanen Kathode
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kann dann wieder ein Teil der freien Lo¨cher eingefangen werden, so dass das wannenfo¨rmige
Profil auch weiterhin erhalten bleibt. Dabei sind die defokussierenden Lo¨cherstro¨me im Be-
reich der Bauteilmitte zu klein, damit sich die Raumladungszone in diesem Bereich weiter
ausdehnt. Die Lo¨cherfokussierung an der momentanen Kathode verhindert ebenfalls eine
transversale Ausdehnung des positiven Raumladungsprofils, da in den a¨ußeren Bereichen
des Profils keine freien Lo¨cher kommen. Sobald dann das Feld einen genu¨gend großen Tun-
nelstrom zula¨sst, setzt eine starke Stoßionisation ein. Auch wa¨hrend dieser Phase bleiben
die lateralen Felder so gerichtet, dass sie die u¨ber die Stoßionisation und die Lo¨cheremission
erzeugten freien Lo¨cher zum Filamentzentrum fokussieren. Die Orientierung der transver-
salen Feldkomponenten a¨ndert sich erst zum Ende der Tunnelinjektionsphase. Zu diesen
Zeitpunkten sorgt wieder nur die Lo¨cheremission fu¨r freie Lo¨cher, die dann schwach nach
außen defokussiert werden. Dabei ist aber der resultierende laterale Lo¨cherstrom im Ver-
gleich zum vorher fokussierenden Lo¨cherstrom deutlich geringer, so dass sich die positive
Raumladung und somit das gesamte Stromfilament u¨ber diesen Prozess nicht ausdehnen
kann.
Betrachten wir nun den mittleren Bereich des Bauelements. In diesem Bereich ist die
Dichte der eingefangenen Lo¨cher infolge des wannenfo¨rmigen Profils eher gering. Auch
hier ko¨nnen freie Lo¨cher u¨ber die Stoßionisation und die Lo¨cheremission erzeugt werden,
die mit Hilfe des longitudinalen Feldes zur momentanen Kathode beschleunigt werden.
Die laterale Feldverteilung ist in diesem Bereich u¨ber die gesamte betrachtete Halbwel-
le so gerichtet, dass eine Defokussierung der Lo¨cher stattfindet. Aber auch hier sind die
resultierenden transversalen Lo¨cherstro¨me zu klein, damit sie zu einer Verbreiterung des
Filaments fu¨hren ko¨nnen.
Zum Schluss wird der Bereich der momentanen Anode betrachtet. Aufrund der longitu-
dinalen Feldverteilung ist hier keine Stoßionisation mo¨glich. Daher werden hier nur freie
Lo¨cher u¨ber die Lo¨cheremission erzeugt, die dann zur momentanen Kathode beschleunigt
werden. Analog zum Fall der momentanen Kathode mu¨ssen hier zwei Zeitintervalle dis-
kutiert werden. Das erste Zeitintervall ist der Beginn der Halbperiode. In dieser Situation
sind die transversalen Stromkomponenten der Lo¨cher nach außen gerichtet, was aber zu
keiner Verbreiterung der Raumladungszone fu¨hrt. Das zweite Zeitintervall beginnt mit dem
Beginn der einsetzenden Tunnelinjektion und endet mit Ende der Halbperiode. Sobald sich
eine gewisse negative Ladung auf der momentanen Anode angesammelt hat, a¨ndert sich
im Bereich der momentanen Anode die Orientierung der transversalen Feldkomponenten,
so dass die freien Lo¨cher wieder in die Richtung des Filamentzentrums getrieben werden.
Dadurch wird auch hier eine laterale Ausbreitung des Profils der Dichte der eingefangenen
Lo¨cher verhindert.
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Im obigen Abschnitt haben wir die Stabilita¨t des Filaments im stationa¨ren Zustand
besprochen. Nun werden die Aussagen des letzten Absatzes des Kapitels 7.1.1 diskutiert.
Dort wurde geschrieben, dass die Ausmaße des Filaments unabha¨ngig von der Wahl der
Inhomogenita¨tsbreite lyinhom ist. Dass dies auch wirklich der Fall ist, zeigt die Abbildung
7.6. In den beiden Simulationen wurden bewusst zwei sehr unterschiedliche Breiten lyinhom
verwendet. Die Bildfolge a.) ist dabei schon aus der Abbildung 7.2a.) bekannt und wurde
hier nochmal zum besseren Vergleich geplottet. Die Breite der Inhomogenita¨t betra¨gt dort
0.8 µm. Zu Beginn der Simulation schnu¨rt sich der Verlauf der Grenzfla¨chenladungsdichten
und damit das Stromfilament stark ein, bevor es sich dann spa¨ter nicht mehr vera¨ndert.
Dieser Einschnu¨rungsprozess ist die Folge von fokussierenden und defokussierenden la-
teralen Stro¨men. Wir haben gesehen, dass im Bereich des stark ausgepra¨gten positiven
Raumladungsprofils die Feldversta¨rkung an der momentanen Kathode am gro¨ßten ist.
Daher setzt in diesem Raumbereich zuerst die Tunnelinjektion ein. Die injizierten Elek-
tronen werden im Bereich der momentanen Kathode ausgehend vom Filamentzentrum
bei y = 1.0 µm nach außen defokussiert. Im mittleren Bereich sowie im Bereich der mo-
mentanen Anode werden die Elektronen wieder in die Richtung des Filamentzentrums
fokussiert. Wa¨hrend die Elektronenfokussierung im mittleren Bereich der ZnS:Mn-Schicht
u¨ber den gesamten Zeitraum einer Halbwelle erhalten bleibt, a¨ndert sich infolge der Ober-
fla¨chenrekombination an der momentane Anode die Polarita¨t des elektrischen Feldes. Dar-
aufhin werden dort die ankommenden Elektronen defokussiert. Dabei gelingt es nicht
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Abbildung 7.6: Vergleich der Grenzfla¨chenladungsdynamik fu¨r zwei unterschiedlich breite
Startfilamente: a.) lyinhom = 0.8 µm, b.) lyinhom = 0.2 µm. In beiden Rechnungen wurden
1000 Perioden simuliert.
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vollsta¨ndig den Grenzfla¨chenladungsverlauf aus der vorherigen Halbwelle wieder herzu-
stellen. Es werden na¨mlich die Elektronen effektiver zum Filamentzentrum fokussiert als
zum Bauteilrand defokussiert. Somit stehen fu¨r die na¨chste Halbwelle an den Ra¨ndern der
positiven Raumladungszone zu wenig Elektronen in den Grenzfla¨chenzusta¨nden fu¨r den
Tunnelstrom zur Verfu¨gung. Folglich ist der resultierende Strom und die damit verbundene
Stoßionisation an den Ra¨ndern kleiner und somit kann die hohe Konzentration an eingefan-
genen Lo¨chern nicht aufrechterhalten werden. Dadurch schrumpft die Raumladungszone
bzw. das Stromfilament solange, bis ein Zustand erreicht ist, in dem die fokussierenden
und defokussierenden Stromkomponenten die Grenzfla¨chenladungsprofile zum Ende einer
kompletten Periode vollsta¨ndig wieder reproduzieren ko¨nnen. Dadurch wird schließlich eine
konstante laterale Ausdehnung der Raumladungszone gewa¨hrleistet, die fu¨r das Stromfila-
ment existentiell ist. In der Bildfolge b.) ist eine gegenteilige Situation zu beobachten. Die
anfa¨ngliche Inhomogenita¨tsbreite betra¨gt hier 0.1 µm. In diesem Fall nimmt die Breite des
Filaments kontinuierlich zu, bis der stationa¨re Zustand erreicht ist. Der Grund fu¨r dieses
Verhalten ist wiederum in dem Zusammenspiel zwischen fokussierenden und defokussie-
renden lateralen Stro¨men begru¨ndet. In diesem Fall werden die auf die momentane Anode
auftreffenden Elektronen u¨ber den Bereich großer ptrapped-Konzentration hinweg defokus-
siert. Dadurch verbreitert sich der Bereich großer negativer Ladung auf der momentanen
Anode. Folglich stehen dann im Randbereich des Raumladungsprofils mehr Elektronen
in den Grenzfla¨chenzusta¨nden zur Verfu¨gung. Der dort resultierende ho¨here Tunnelstrom
sorgt dann u¨ber die gesteigerte Stoßionisation fu¨r eine gro¨ßere Konzentration von freien
Lo¨chern. Diese Lo¨cher werden dann eingefangen und verbreitern somit den Bereich mit
großer ptrapped-Konzentration. Dadurch dehnt sich das Stromfilament lateral weiter aus,
bis auch hier fokussierenden und defokussierenden Prozesse gleich groß sind. Zusa¨tzlich ist
gut zu erkennen, dass umso mehr Spannungsperioden fu¨r den stationa¨ren Zustand no¨tig
sind, je breiter die anfa¨ngliche Inhomogenita¨t gewa¨hlt wird. Im Zuge der Filamentstabi-
lisierung entstehen im Verlauf der Grenzfla¨chenladung auf der momentanen Anode zwei
Nebenmaxima, die in diesem Parametersatz aus der Elektronenfokussierung zum Fila-
mentzentrum resultieren. Im na¨chsten Abschnitt werden zur weiteren Untersuchung der
Filamentform die lateralen Transportkoeffizienten (Mobilita¨ts- und Diffusionskonstanten)
gezielt gea¨ndert.
7.1.3 Einfluss von Diffusion und Drift auf die Filamentform
In der bisherigen Diskussion der Stabilita¨t des Stromfilaments wurde immer nur vom Strom
ganz allgemein gesprochen. Durch das gewa¨hlte Transportmodell setzen sich die Stro¨me
aus zwei Komponenten zusammen, na¨mlich aus einem Drift- und einem Diffusionsterm. In
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diesem Abschnitt sollen die Auswirkungen der beiden Terme auf die Gestalt des Filaments
untersucht werden. Dazu werden die Diffusions- und Mobilita¨tskonstanten der einzelnen
Ladungstra¨ger, die u¨ber die Einstein-Beziehung D = kBTq µ gekoppelt sind, in transversaler
Richtung gezielt manipuliert. Die Konstanten fu¨r den longitudinalen Transport bleiben
unvera¨ndert. In der Simulation werden die Temperaturen und die Mobilita¨ten fest vor-
gegeben, so dass die Diffusionskonstante u¨ber die Einstein-Beziehung berechnet werden
muss. Im Fall einer Variation der Diffusionskonstante wird einfach die entsprechende Teil-
chentemperatur Ty vera¨ndert. Fu¨r die Manipulation der Mobilita¨t wird die entsprechende
Konstante mit einem Faktor multipliziert. Damit zum besseren Vergleich die Diffusions-
konstante unvera¨ndert bleibt, wird die Temperatur durch diesen Faktor dividiert.
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Abbildung 7.7: Bilder a.) und b.) zei-
gen die Entwicklung der beiden Grenz-
fla¨chenladungen fu¨r eine Elektronentem-
peratur von Tn,y = 6000 K. Darge-
stellt wird jeweils die Ladungsverteilung
nach Abschluss einer Periode. Die Ab-
bildung c.) zeigt die Ladungsverteilungen
ρl,r im stationa¨ren Zustand fu¨r verschiede-
ne transversale Diffusionskonstanten Dn,y.
Die Werte fu¨r Dn,y sind u¨ber die Einstein-
Beziehung linear mit Tn,y verknu¨pft.
Entscheidenen Einfluss auf die Filamentform hat die Elektronendiffusion. Wird sie bei
konstanter Elektronenmobilita¨t erho¨ht, so nimmt sowohl die Breite als auch die Intensita¨t
7.1. FILAMENTSTABILISATION 101
des Stromfilaments im stationa¨ren Zustand deutlich zu, was sich wiederum in einer breiten
Verteilung der Grenzfla¨chenladungen bemerkbar macht (Abb. 7.7c.)). Bei genauer Betrach-
tung der Grenzfla¨chenladungen fallen zwei weitere Details auf. Zum einen nimmt die Ho¨he
der Nebenmaxima an der Kathode und der Anode mit zunehmender Elektronentemperatur
ab und zum anderen wa¨chst das Maximum in der Verteilung an der momentanen Kathode.
Das zuletzt genannte Detail steht stellvertretend fu¨r den ho¨heren Strom (Intensita¨t) und
die damit gro¨ßere u¨bertragene Ladung. Im Fall einer Temperatur von Tn,y = 3000 K sind
nur noch schwache Nebenmaxima zu erkennen. Außerdem verflachen sich die Flanken der
Grenzfla¨chenladungen immer mehr. Bei einer noch gro¨ßeren transversalen Diffusionskon-
stante kann sich auf dem Grundgebiet kein lokalisiertes Stromfilament ausbilden. (Abbn.
7.7a.)-b). In der entsprechenden Simulation breitet sich die anfa¨ngliche Inhomogenita¨t
kontinuierlich aus und hinterla¨sst ein homogenes Grundgebiet, dessen Lo¨sung identisch
mit der des oberen Zweigs aus der entsprechenden 1D Simulation ist.
Die Verbreiterung des Stromfilaments kann mit dem im Kapitel 7.1.2 abgeleiteten Me-
chanismus gut interpretiert werden. Aufgrund der erho¨hten transversalen Elektronendiffu-
sion werden alle Elektronenverteilungen versta¨rkt gegla¨ttet. Dies betrifft wieder besonders
die jeweiligen momentanen Anoden, da sich dort die Elektronen wa¨hrend der Stromfluss-
phase ansammeln. Durch den hohen Diffusionsanteil in der transversalen Stromkomponen-
te findet zu Beginn des Strompulses einer jeden Halbwelle fast keine Fokussierung an der
momentanen Anode mehr statt. Die anschließende Defokussierung ist dann umso gro¨ßer.
Dadurch haben dann die transversalen Stromkomponenten eine gro¨ßere Reichweite, was
schließlich zu stark verbreiterten Filamenten fu¨hrt. Im stationa¨ren Zustand hat sich dann
der Hochstrombereich entsprechend der Reichweite von jn,y angepasst. Mit zunehmender
Diffusionskonstante gestaltet sich die Stabilisierung eines Stromfilamentes immer schwie-
riger, da die laterale Elektronendiffusion immer dominierender wird. Dadurch haben ei-
nerseits die transversalen Elektronenstromkomponenten immer gro¨ßere Reichweiten, was
die Entstehung immer breiterer Filamente begu¨nstigt, aber anderseits fehlen die steilen
Flanken im Bereich Raumladungsgrenzen, damit der Hochstrombereich eindeutig abge-
grenzt wird. Bei Tn,y = 3000 K ist diese Trennung gerade noch ausreichend, so dass sich
ein ra¨umlich stabiles Filament ausbilden kann. Bei einer weiteren Erho¨hung ist das Sys-
tem dazu nicht mehr in der Lage. Es bilden sich zwei Stromfronten aus, die das komplette
Grundgebiet transversal durchlaufen. Dieser Prozess endet in einem komplett homogenen
Hochstrombereich. Insgesamt kann sich die positive Raumladung bei breiteren Strom-
filamenten besser entwickeln. Im Gegensatz zur Abbildung 7.2b.) erha¨lt man nun eine
transversal breitere Verteilung, bei der insgesamt die Konzentration von eingefangenen
Lo¨chern leicht zunimmt. Daher fließt in diesem Fall auch ein ho¨herer Strom durch die
102 KAPITEL 7. NUMERISCHE ERGEBNISSE FU¨R ZWEI RAUMDIMENSIONEN
−0.6
−0.4
−0.2
 0
 0.2
 0  0.5  1  1.5  2
ρ l,
r [µ
C/
cm
2 ]
y [µm]
µaltµ = 0.25    xµaltµ = 0.125  xµaltµ = 0.0625xµalt
Abbildung 7.8: Ra¨umliches Profil der Grenzfla¨chenladungen im stationa¨ren Zustand fu¨r
verschiedene transversale Elektronenmobilita¨ten.
ZnS:Mn-Schicht.
Die Sta¨rke der Elektronenmobilita¨t kann ebenfalls die Filamentform entscheidend
vera¨ndern. Die Simulationen (Abb. 7.8, Dn,y = konst.) mit reduzierter transversaler Mobi-
lita¨t zeigen wie die Abbildung 7.7c.) eine Filamentverbreiterung. Sie ist hier umso sta¨rker
ausgepra¨gt, je niedriger die Mobilita¨t gewa¨hlt wird. Außerdem fa¨llt auf, dass die Neben-
maxima in der Ladungsverteilung auf der Anode bzw. der Kathode immer kleiner werden.
In diesem Fall greift auch hier die oben erwa¨hnte Argumentation. Aufgrund der immer
schwa¨cher werdenden Elektronenfokussierung zur Filamentmitte kann sich das Stromfila-
ment aufgrund dominierender Diffusion in der Na¨he der Anode weiter ausdehnen, so dass
dort die Nebenmaxima in ihrer Ho¨he deutlich abnehmen. Infolge des Transports nehmen
dann natu¨rlich die korrespondierenden Nebenmaxima an der gegenu¨berliegenden Bau-
teilseite ebenfalls ab. Auch ko¨nnen wieder zwei Stromfronten erzeugt werden, indem die
transversale Elektronenmobilita¨t weiter gesenkt wird. Die Simulationen zeigen auch hier
ein komplettes Verschwinden der Nebenmaxima in den Ladungsverteilungen an der Anode
und der Kathode mit dem Resultat, dass das Filament transversal auseinander la¨uft.
Wird die Diffusions- und die Mobilita¨tskonstante fu¨r die Lo¨cher gea¨ndert, so ergibt
sich ein a¨hnliches Bild. Da sich die positive Raumladung u¨ber die ganze ZnS:Mn-Schicht
erstreckt, muss der komplette Bereich in die Diskussion mit einbezogen werden. Wird die
Lo¨chertemperatur Tp,y erho¨ht, so stellt sich analog zum Elektronenfall ein breiteres Strom-
filament ein (Abb. 7.9a.)). Dabei ist die Abha¨ngigkeit aber nicht so stark wie im Elektro-
nenfall, da die freien Lo¨cherdichten in der Regel nicht so hoch wie die Elektronendichten
sind. Die gro¨ßten Lo¨cherkonzentrationen sind jeweils im Zeitintervall hoher Tunnelinjek-
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tion im Bereich der momentanen Kathode zu beobachten. Dort schwa¨cht die versta¨rkte
Lo¨cherdiffusion die Fokussierung und ermo¨glicht so eine breitere Lo¨cherverteilung. Dar-
auf reagiert die Verteilung der eingefangenen Lo¨cher sofort, so dass sich diese ebenfalls
verbreitert. Natu¨rlich spielt auch hier die Lo¨cheremission eine Rolle. So ko¨nnen im ge-
samten ra¨umlichen Verlauf der Raumladung permanent Lo¨cher emittiert werden. Durch
die erho¨hte Diffusion kann sich diese dann besser transversal ausbreiten, was auch hier
eine Verbreiterung der Raumladungszone zur Folge hat. Beide Prozesse dehnen also die
Raumladung aus. Die ausgedehnte Raumladung koppelt wieder an das Feld und sorgt so
fu¨r einen breiteren Hochstrombereich, was sich wiederum in lateral breiteren inhomogenen
Ladungsverteilungen an den Grenzfla¨chen niederschla¨gt.
Bei der Vergro¨ßerung der transversalen Lo¨chermobilita¨t ist ebenfalls eine Verbreiterung
der Strominhomogenita¨t zu beobachten (Abb.7.9b.)). In diesem Fall werden die freien
Lo¨cher infolge der gesteigerten Mobilita¨t immer effektiver defokussiert. Dadurch kann sich
die positive Raumladungszone besser ausdehnen und es resultiert ein breiteres Stromfila-
ment in der ZnS:Mn-Schicht.
−0.6
−0.4
−0.2
 0
 0.2
 0  0.5  1  1.5  2
ρ l,
r [µ
C/
cm
2 ]
y [µm]
Talt =   300 KT = 6.67xTaltT = 20.0xTalt
a.)
−0.6
−0.4
−0.2
 0
 0.2
 0  0.5  1  1.5  2
ρ l,
r [µ
C/
cm
2 ]
y [µm]
µaltµ = 4  xµaltµ = 8  xµaltµ = 16xµalt
b.)
Abbildung 7.9: Grenzfla¨chenladungsdynamik in stationa¨ren Zustand fu¨r verschiedene
Lo¨chertemperaturen Tp,y (a.)) und Lo¨chermobilita¨ten µp,y (b.)).
7.1.4 Einfluss der Oberfla¨chenrekombination auf die Filamentform
Die Gestalt des Stromfilaments wird wesentlich von den Dichteverteilungen der Lo¨cher
und der Elektronen am Halbleiter-Isolator-Grenzfla¨chen bestimmt. In dem verwendeten
Transportmodell (Kap. 4.4) berechnen sich die entsprechenen Ladungsdichten auf den
Grenzfla¨chen u¨ber die Oberfla¨chenrekombination und die Tunnelinjektion. Sobald sich
104 KAPITEL 7. NUMERISCHE ERGEBNISSE FU¨R ZWEI RAUMDIMENSIONEN
freie Ladungstra¨ger in der ZnS:Mn-Schicht befinden, stellen sich die entsprechenden Dich-
teverteilungen gema¨ß dem elektrischen Feld ein. Aufgrund der sehr hohen longitudinalen
Feldsta¨rken akkumulieren sich die Elektronen (Lo¨cher) massiv an der momentanen Ano-
de (Kathode). Die Rekombination mit den Grenzfla¨chenzusta¨nden wird u¨ber eine Ober-
fla¨chenrekombinationsgeschwindigkeit gesteuert. Ist sie klein, so stauen sich die Ladungs-
tra¨ger in der unmittelbare Na¨he der Grenzfla¨chen auf, was mitunter zu relativ schar-
fen Dichteverteilungen fu¨hren kann. Eine gegenteilige Situation tritt ein, wenn die Ober-
fla¨chenrekombinationsgeschwindigkeit vergro¨ßert wird. In diesem Fall werden die entspre-
chenden Dichteverteilungen glatter, weil mehr Ladungstra¨ger eingefangen werden. Die
Simulationen zeigten, dass in beiden Fa¨llen lokalisierte Stromfilamente stabilisiert werden
konnten. Dabei fa¨llt ein direkter Vergleich der Filamente bei unterschiedlichen Rekombi-
nationsgeschwindigkeiten sehr schwer, da natu¨rlich die jeweiligen Q1/2U-Kennlinien aus
der 1D Simulation nicht identisch sind. Das betrifft sowohl die Breite der Hysterese als
auch die Schwellenspannungen fu¨r die unstetigen Spru¨nge. So ist beispielsweise die Hys-
terese fu¨r gro¨ßere Rekombinationsgeschwindigkeiten zu ho¨heren Spannungen verschoben.
Die entsprechende 2D Simulation zeigte ebenfalls ein Filament, dessen Gestalt a¨hnlich zu
den bisher gezeigten Inhomogenita¨ten ist.
7.1. FILAMENTSTABILISATION 105
7.1.5 Filamentzu¨ndung durch Rauschen
7.1.5.1 Zu¨ndung durch statisches Rauschen
Bisher haben wir nur Stromfilamente untersucht, die sich aus einer bistabilen Anfangsbe-
dingung entwickelt haben. Diese Untersuchungen sind aber von großem Nutzen, da so der
Stabilisierungsmechanismus gut extrahiert werden konnte. Aber dennoch entspricht dieses
theoretische Experiment natu¨rlich nicht dem realen Experiment. Im folgenden Abschnitt
soll versucht werden, die experimentelle Situation besser nachzubilden. Dazu wird der ho-
mogene Zustand verrauscht (vgl. Disk. in Kap. 7), damit dieser vielleicht instabil wird.
Die Systemsto¨rung erfolgt hier durch einen gaußverteilten Rauschterm in der energetischen
Lage 0 der Grenzfla¨chenzusta¨nde, welcher aufgrund der experimentellen Gegebenheiten
gut zu motivieren ist. Aus theoretischer Hinsicht ist dieser Ansatz am sinnvollsten, da
diese Modellierung des Rauschterms erstens die Ladungsneutralita¨t nicht verletzt und
zweitens exponentiell in die Ladungstra¨gerdynamik eingeht, so dass sehr kleine Sto¨rungen
des Fermi-Niveaus große Vera¨nderungen in der Tunnelinjektion hervorrufen ko¨nnen (Abb.
7.3). Zuerst wird nun der Fall eines statischen Rauschens untersucht. Dazu verrauscht
man zu Beginn der Simulation einmalig die Variable 0(y). Die verrauschte Gro¨ße 0(y)
geht dann als Anfangsbedingung in die Simulation ein. Alle u¨brigen Variablen sind zu
Beginn der Simulation ra¨umlich homogen. Die homogene Anfangsbedingung wird mit Hil-
fe der entsprechenden 1D Lo¨sung bestimmt, indem man die Lo¨sung des unteren Zweigs
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Abbildung 7.10: Zeitliche Dynamik der Grenzfla¨chenladungen an der momentanen Anode
jeweils zum Ende einer Spannungsperiode. Die Spannungsamplitude ist auch hier gema¨ß
der Abbildung 7.1b.) gewa¨hlt.
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der Hysterese (Spannung knapp unterhalb der Schwelle, 151.14 V) als ra¨umlich homogene
2D Anfangsbedingung wa¨hlt. Auch die Spannungsamplitude bleibt im Vergleich zu den
bisherigen gezeigten 2D Simulationen unvera¨ndert (vgl. Abb. 7.1a.)). Das Simulations-
ergebnis fu¨r die Grenzfla¨chen ist in der Abbildung 7.10 zusammengefasst. Dargestellt ist
dort die Grenzfla¨chenladungsdichte auf der momentanen Anode zum Ende der Stromfluss-
phase. Die Ladungsverteilung auf der entsprechenden Kathode wird hier nicht pra¨sentiert,
da sich aufgrund der geringen positiven Ladungen der Rauschterm zu stark bemerkbar
macht. Man erkennt aus der Abbildung, dass bis zu dem Zeitpunkt t = 0.025 s das System
in y-Richtung nahe zu vollkommen homogen bleibt. Einige Simulationsperioden spa¨ter
entwickelt sich schlagartig eine Ladungsinhomogenita¨t auf der Grenzfla¨che, die sich durch
einen lokal stark anwachsenden Strom entwickelt hat. Im weiteren Verlauf dieser Arbeit
soll dieser Prozess mit Filamentzu¨ndung bezeichnet werden. Nach der erfolgten Zu¨ndung
a¨ndert sich die Breite des Filaments nicht mehr.
Damit die Bildung des Stromfilaments besser untersucht werden kann, betrachten wir
nun die ra¨umliche Entwicklung von ρl,r an ausgewa¨hlten Zeitpunkten der Simulation (Abb.
7.11). In dieser Darstellung bleibt das System fu¨r t < 25.00 ms ra¨umlich homogen in y-
Richtung (Abbn. 7.11a.)-b.)). Fu¨r alle nachfolgenden Zeitpunkte ist dies nicht mehr der
Fall. Ab t > 25.00 ms ist deutlich die Entwicklung der Inhomogenita¨t an der Grenzfla¨che
zu erkennen. Mit zunehmender Zeit versta¨rkt sich diese, wobei sie mit zunehmender Simu-
lationszeit immer schneller wa¨chst und sich dabei gleichzeitig verju¨ngt (Abbn. 7.11d.)-g.)).
Es bildet sich auch hier eine zapfenfo¨rmige Struktur heraus, die den bisher beobachteten
Strukturen sehr a¨hnlich ist. Im Zeitintervall 26.50 ms < t < 27.50 ms nimmt die In-
homogenita¨t am sta¨rksten zu, so dass dieses Intervall als Zu¨ndungsintervall identifiziert
werden kann. Danach a¨ndert sich die Form des Filaments nicht mehr (Abbn. 7.11g.)-i.)).
Die Form der Ladungsdichte an der Anode zeigt dann wieder einen typischen Verlauf. So
sind auch hier wieder die typischen Nebenmaxima sowie die asymptotischen Ausla¨ufer zu
erkennen. Damit stellt sich neben dem Filament eine inhomogene Ladungsverteilung ein.
Die Zu¨ndung dieses Filaments kann wie folgt verstanden werden.
Aufgrund der ra¨umlich verrauschten Verteilung fu¨r die Variable 0(y) stellen sich u¨ber
den ra¨umlich leicht inhomogenen Elektronenstrom entsprechende Ladungsverteilungen auf
den beiden Grenzfla¨chen ein. Diese wachsen dann mit fortschreitender Simulationszeit
kontinuierlich an, da sich die Verteilung 0(y) nicht a¨ndert und so immer an den glei-
chen y-Positionen ein erho¨hter Strom fließt. Infolge der gro¨ßeren Stoßionisation wa¨chst
dann in diesen Raumbereichen die ortfeste positive Raumladung schneller, so dass sich
dort ein Stromfilament ausbilden kann. In dem hier gezeigten Simulationsbeispiel la¨sst
die zufa¨llige Anfangsverteilung fu¨r 0 nur einen erho¨hten Strom im Bereich von y ≈ 1.8
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µm zu. Wie oben kurz geschildert, fließt in diesem Bereich ein ho¨herer Elektronenstrom,
der sich zuna¨chst durch leichte Ladungsinhomogenita¨t (mehr negative Ladung) auf der
momentanen Anode bemerkbar macht (Abb. 7.11b.)-c.)). Durch die so erho¨hte negative
Ladung stehen mehr Elektronen in den Grenzfla¨chenzusta¨nden fu¨r die Tunnelinjektion be-
reit. Daraufhin fließt in diesen Bereichen ein ho¨herer Elektronenstrom, der dann u¨ber die
gesteigerte Stoßionisation immer mehr Elektron-Loch-Paare erzeugt. Die Lo¨cher werden in
diesen Bereichen eingefangen und leiten somit den Aufbau eines positiven Raumladungs-
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Abbildung 7.11: Ra¨umliche Grenzfla¨chendynamik fu¨r verschiedene Zeitpunkte der Simula-
tion. Die Bilder a.) und i.) repra¨sentieren den Anfangs- bzw. den Endzustand des Systems.
Man beachte die kurzen Zeitabsta¨nde in der Bildsequenz c.)-h.).
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profils ein. Nun wird wieder der schon oft diskutierte selbstversta¨rkende Mechanismus
in Gang gesetzt (vgl. Kap. 6). Der weitere Aufbau der positiven Raumladung versta¨rkt
zunehmend das elektrische Feld, was wiederum die Tunnelinjektion und Stoßionisation
versta¨rkt. Letztere sorgt fu¨r mehr freie Lo¨cher, die zum Einfang bereit stehen. Somit
wird das positive Raumladungsprofil (Scheitel bei y ≈ 1.8 µm) weiter versta¨rkt. Damit
steigt insgesamt die pro Halbperiode Ladung weiter an und folglich wird die negative
Ladungsinhomogenita¨t auf der momentanen Anode immer gro¨ßer (Abb. 7.11d.)-f)). Zum
Zeitpunkt t = 26.50 ms (Abb. 7.11f.)) hat der longitudinale Ladungstra¨gertransport in
der Na¨he von y ≈ 1.8 µm eine positive Raumladung aufgebaut, durch die eine sehr effek-
tive Feldversta¨rkung mo¨glich ist. Durch die dann lokal massiv auftretende Stoßionisation
und die dadurch bedingte weitere Zunahme der Dichte der eingefangenen Lo¨cher wird das
Stromfilament gezu¨ndet (Abb. 7.11g.)). Danach ist im Bereich des Filamentzentrum kein
weiterer Anstieg des lokalen Stroms zu erkennen, da das Minimum der Grenzfla¨chenladung
(momentane Anode) unvera¨ndert bleibt (Abb. 7.11g.)-i)). Die weiteren Untersuchungen
zeigen auch hier, dass analog zum Fall der bistabilen Anfangsbedingung die transversalen
Stromkomponenten durch Drift und Diffusion das Filament stabilisieren. Die Stabilisati-
on fu¨hrt dabei auch hier auf die Nebenmaxima in der Anodenverteilung, die einen hohen
Stromfluss (na¨chste Halbwelle) in unmittelbarer Nachbarschaft des Filaments verhindern.
Somit kann sich das Filament nicht weiter ausdehnen. Im u¨brigen Raumbereich verhin-
dern die sehr langsam abklingenden Ausla¨ufer der Nebenmaxima (Anode) eine eventuelle
zusa¨tzliche Filamentzu¨ndung, da dort die negative Ladung auf der Grenzfla¨che zu klein ist.
Ein Vergleich zwischen den Bildern 7.11a.) und 7.11i.) zeigt, dass im stationa¨ren Zustand
im mittleren Bereich eine geringere negative Ladungsdichte vorliegt, wie unmittelbar zu
Anfang der gesamten Simulation. Somit reichen die gegenwa¨rtigen Fluktuationen nicht
aus, um eventuell ein weiteres Filament zu zu¨nden.
In der Abbildung 7.12 werden die auf zwei unterschiedlichen Wegen (bistabile An-
fangsbedingung, Rauschterm) erzeugten Filamente miteinander verglichen. Man erkennt
eine gute U¨bereinstimmung fu¨r die Verteilung an der Anode. Bei einer genu¨gend kleinen
Rauschamplitude ist man sogar in der Lage, den typischen Verlauf der Ladung auf der
Kathode wieder zu erkennen. Dieser Vergleich zeigt sehr scho¨n, dass die beobachtete Inho-
mogenita¨t offenbar eine intrinsische Eigenschaft des Systems ist, da sich immer die gleiche
Filamentform ausbildet. Die Simulationen zeigen nur dann Filamente, wenn die Fluktua-
tionen genu¨gend groß sind. Dabei u¨berragt dann das resultierende Filament im Fall des
stationa¨ren Rauschens wesentlich die Breite der Anfangssto¨rung. Damit ist die Filament-
form in dem gewa¨hlten Bauteilparametersatz unabha¨ngig von der Art der Sto¨rung (vgl.
Abbn. 7.6 und 7.12), wobei natu¨rlich im Rauschfall geringe Rauschamplituden vorausge-
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Abbildung 7.12: Vergleich der Grenzfla¨chenladungsfilamente aus den Abbildungen 7.1a.)
und 7.11i.) Das rauschinduzierte Filament wurde dabei unter Beru¨cksichtigung der peri-
odischen Randbedingungen zur Mitte (y-Richtung) hin verschoben.
setzt werden mu¨ssen. Ansonsten wu¨rde na¨mlich das System sofort nach Simulationsbeginn
auf den oberen Ast der Hysterese springen. Damit wa¨re das ganze laterale Simulationsge-
biet in einen Hochstrombereich versetzt.
7.1.5.2 Zu¨ndung durch zeitliches Rauschen
Abschließend soll eine zweite Rauschmethode angewendet werden, um den homogenen
Zustand zu sto¨ren. Im Prinzip wird dabei wie im Abschnitt 7.1.5.1 vorgegangen, nur mit
dem Unterschied, dass jetzt im jeden Zeitschritt der Simulation die Verteilung 0 auf beiden
Grenzfla¨chen neu verrauscht wird. Die Simulationsspannung bleibt auch hier unvera¨ndert.
Die Abbildung 7.13 zeigt zwei Simulationsbeispiele. Wa¨hrend das Bild 7.13a.) wieder
ein stationa¨res Filament zeigt, kann in der Abbildung 7.13b.) die Enstehung von zwei
Stromfilamenten beobachtet werden. Offenbar kann das System auch mehrere Stromfila-
mente stabilisieren, die hier unmittelbar bei identischen Zeitpunkten zu¨nden. Interessant
ist dabei die transversale Bewegung der beiden Filamente. Es existiert offenbar eine re-
pulsive Kraft, die die Filamente auseinander treibt. Diese Kraft scheint direkt nach der
Zu¨ndung am sta¨rksten zu sein, da dort die Kru¨mmung der beiden
”
Bahnkurven“ am
gro¨ßten ist. Zu spa¨teren Zeiten ist dann die Bahn wesentlich schwa¨cher gekru¨mmt, was
auf eine stark reduzierte Wechselwirkung schließen la¨sst.
Auch hier lohnt wieder ein Blick auf einzelne Schnitte des Kontourplots 7.13b.). In der
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Abbildung 7.13: Grenzfla¨chenladungsdynamik fu¨r zwei Simulationen mit zeitlichem Rau-
schen, wobei der Zufallszahlengenerator mit unterschiedlichen Startwerten initialisiert wur-
de. Spannung: 151.14 V.
Abbildung 7.14 sind diese fu¨r 9 verschiedene Zeitpunkte dargestellt. Bis zum Zeitpunkt
t = 7.50 ms bleibt das System nahezu homogen. Alle Sto¨rungen werden weggeda¨mpft. Fu¨r
t = 8.00 ms (Abb. 7.14d.)) ergibt sich dagegen eine andere Situation. Es bildet sich eine
inhomogene Ladungsverteilung auf der momentanen Anode, die im weiteren Verlauf der
Simulation stark ansteigt. Dabei bildet sich ein lokales Maximum aus, welches wiederum
von zwei Minima umrahmt wird. Gleichzeitig wird die Ladungsverteilung auf der momen-
tanen Kathode ebenfalls inhomogen. Bis zu diesem Zeitpunkt mo¨chte man meinen, dass
ein sehr breites Filament entsteht, welches sich dann spa¨ter wieder verengt und dabei seine
typische Form annimmt. Diese Erwartung besta¨tigt sich hier nicht (Abb. 7.14e.)-i.)). Es
entwickeln sich zwei Filamente, die sich dann im weiteren Verlauf der Simulation vonein-
ander wegbewegen. Dabei verju¨ngen sich die beiden Filamente und es ergibt sich wieder
die bekannte Filamentform. Die offensichtliche Wechselwirkung zwischen einzelnen Fila-
menten soll jetzt in den nachfolgenden Abschnitten genauer untersucht werden. Bevor dies
in Angriff genommen wird, schließen wir dieses Unterkapitel mit ein paar Bemerkungen
zu den einzelnen durchgefu¨hrten Simulationen.
Die verrauschten Simulationen zeigten analog zum Fall der bistabilen Anfangsbedin-
gung eine starke Abha¨ngigkeit von der Gro¨ße der gewa¨hlten Spannungsamplitude. Es
konnten dabei bei kleinen Rauschamplituden nur Filamente in einem schmalen Intervall
unmittelbar vor der Schwellenspannung fu¨r den unstetigen Sprung vom unteren auf den
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Abbildung 7.14: Ra¨umliche Grenzfla¨chendynamik fu¨r verschiedene Zeitpunkte der Simula-
tion. Die Bilder a.) und i.) repra¨sentieren den Anfangs- bzw. den Endzustand des Systems.
Man beachte die kurzen Zeitabsta¨nde in der Bildsequenz c.)-g.).
oberen Zweig der Hysterese stabilisiert werden. Ist die Amplitude zu klein gewa¨hlt, so
bleibt das System homogen. Vollkommen analog zum Kapitel 7.1.3 zeigen auch die ver-
rauschten Simulationen eine starke Abha¨ngigkeit der Filamentform von den transversalen
Diffusions- und Mobilita¨tskonstanten. Die hier gewa¨hlten Parameter fu¨hren in der Si-
mulation auf die Ausbildung von stationa¨ren Filamenten (Abb. 7.13). Es wurden auch
Simulationen durchgefu¨hrt, in denen beispielsweise die transversale Elektronentemperatur
bei konstant gehaltener Elektronenmobilita¨t stark vergro¨ßert wurde. In dieser Situation
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lassen sich keine Filamente stabilisieren. Ein rauschinduziertes Stromfilament verbreitert
sich kontinuierlich aufgrund der Elektronendiffusion mit dem Resultat, dass das ganze
Grundgebiet in einen Hochstrombereich versetzt (vgl. Abb. 7.7) wird.
7.2 Wechselwirkung zwischen Filamenten
Um die Wechselwirkung zwischen einzelnen Filamenten systematischer untersuchen zu
ko¨nnen, werden zuerst in diesem Abschnitt wieder Simulationen mit bistabiler Anfangsbe-
dingung untersucht. Dabei wird zuerst ein Filament mit Hilfe einer bistabilen Anfangsbe-
dingung erzeugt. Sobald dieses Filament stabil ist, d.h. die pro Halbperiode u¨bertragende
Ladung ist konstant, wird die Spannungsamplitude leicht erho¨ht, so dass wir uns nun
in der Q1/2U-Kennlinie (Abb.7.1b.)) oberhalb der Schwelle fu¨r den unstetigen Sprung
vom unteren auf den oberen Zweig befinden. Diese Vorgehensweise hat gegenu¨ber den
verrauschten Simulationen einen entscheidenen Vorteil. Durch die Spannungserho¨hung
(u¨ber die Schwelle hinweg) ist auf jeden Fall sichergestellt, dass das System weitere Fila-
mente zu¨nden kann, falls die ra¨umlichen Gegebenheiten dies zulassen. Zusa¨tzlich ist die
beno¨tigte Simulationszeit auf dem Rechner wesentlich geringer, da unmittelbar nach der
Amplitudenvergro¨ßerung weitere Stromfilamente aufgebaut werden ko¨nnen. So bauen sich
die beiden Filamente in der Abbildung 7.13b.) erst nach rund 1000 simulierten Perioden
auf. Im Folgenden werden Simulationen mit obiger Vorgehensweise vorgestellt. Dazu wird
zusa¨tzlich die laterale Bauteilbreite variiert (Abb. 7.15). Dies ist erforderlich, da es sich
gezeigt hat, dass die bisher verwendete Bauteilbreite von 2 µm zu klein ist, damit in der
gewa¨hlten Konfiguration ein zweites Filament zu¨ndet.
7.2.1 La¨ngenvariation der lateralen Bauteilbreite
Laterale Bauteilbreite: 2 µm
Zuerst wurde die transversale Bauteilbreite unvera¨ndert gelassen. Nachdem sich das zen-
trale Filament komplett ausgebildet hat, wurde die Spannung um 0.05 V erho¨ht. Das
Ergebnis dieser Simulation zeigt die Abbildung 7.15a.). Im Vergleich mit dem Startfila-
ment (vgl. Abb. 7.1a.)) ist nur eine sehr geringe Abweichung zu erkennen. Da jetzt ein
wenig mehr Strom durch die ZnS:Mn-Schicht fließt, verbreitert sich das Filament ein wenig.
Beim restlichen Teil der beiden Verteilungen ist eine leichte Zunahme der Ladungsdichten
(Anode negativer, Kathode positiver) zu beobachten. In diesem Simulationsbeispiel kann
offensichtlich kein neues Filament gezu¨ndet werden. Der Grund fu¨r dieses Verhalten ist in
der Form der beiden Ladungsverteilungen an den Grenzfla¨chen zu suchen. Ihre besondere
Form verhindert einen weiteren Zu¨ndprozess, da die Spannungserho¨hung zusammen mit
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Abbildung 7.15: Grenzfla¨chenladungsdichten im periodisch stationa¨ren Zustand fu¨r vier
verschiedene transversale Bauteilbreiten von 2, 3, 4 und 6 µm.
dem im zwischenfilamenta¨ren Bereich (periodische Randbedingungen) vorliegenden La-
dungsdichten (Grenzfla¨chenladungen und Raumladung) keine nennenswerte Vergro¨ßerung
der Tunnelinjektion bewirken kann. Aus der Simulation kann man schließen, dass das
System in dieser Konfigurationen einen Filamentabstand von mehr als 1 µm bevorzugt.
Dieses Ergebnis gab den Anlass, wie vorhin erwa¨hnt, die transversale Bauteilbreite
weiter zu erho¨hen. Dadurch wird automatisch infolge der periodischen Randbedingungen
die Periodizita¨tsla¨nge des Systems vera¨ndert (Abbn. 7.15b.)-d.)). Die Abbildungen zeigen,
dass zwischen den Startfilamenten weitere zu¨nden ko¨nnen, wobei alle Filamente im stati-
ona¨ren Zustand nahezu die gleiche Form besitzen. Außerdem versucht das System einen
Filamentabstand von ca. 1.2-1.5 µm einzustellen und zwar unabha¨ngig davon, wie breit
das Bauteil gewa¨hlt wurde. Bei genauer Betrachtung ist dies in den Abbildungen 7.15c.)
und 7.15d.) nicht immer erfu¨llt. Ein mo¨gliche Erkla¨rung kann die mit dem Abstand zwei-
114 KAPITEL 7. NUMERISCHE ERGEBNISSE FU¨R ZWEI RAUMDIMENSIONEN
er Filamente immer schwa¨cher werdende Wechselwirkung sein. Dies spiegelt sich auch
in der pro Halbperiode u¨bertragenden Ladung wieder. Ihre A¨nderung ist zum Ende der
Simulation sehr klein, was auf eine sehr langsame ra¨umliche Entwicklung der positiven
Raumladung hindeutet. Die Ergebnisse zeigen z.B. fu¨r die Abbildung 7.15c.), dass sich
die beiden a¨ußeren Filamente noch weiter zum Zentrum bewegen. Dies geschieht, wie ge-
sagt, sehr langsam und wu¨rde insbesondere fu¨r die Abbildungen 7.15c.) und 7.15d.) viel
Simulationszeit erfordern, zumal auch in diesen beiden Fa¨llen die meisten Stu¨tzstellen
fu¨r die y-Richtung beno¨tigt werden, um stets die gleiche laterale Ortsdiskretisierung zu
garantieren.
Laterale Bauteilbreite: 4µm
Um die Wechselwirkung der Filamente untereinander besser zu untersuchen, betrachten
wir zuna¨chst die Abbildung 7.16 fu¨r den Fall einer Bauteilbreite von 4 µm. Auch hier
zeigt sich das aus der Abbildung 7.13b.) bekannte Bild. Zu Beginn ist die Wechselwirkung
stark ausgepra¨gt und spa¨ter nimmt sie kontinuierlich ab. Die Vermutung liegt nahe, dass
diese abstoßende Wechselwirkung mit den transversalen Feldkomponenten an den Grenz-
fla¨chen verbunden ist. Dazu betrachten wir jetzt die Dynamik der Grenzfla¨chen (Abb.
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Abbildung 7.16: Grenzfla¨chenladungsdynamik an der Kathode a.) und der Anode b.) ei-
nes Startfilamentes bei y = 2 µm infolge einer Spannungserho¨hung von ∆V = 0.05 V.
Die Zeitachse beginnt hier bei t = 0.01 s. Dies verdeutlicht, dass sich das erste zentrale
Filament nach 1000 Perioden stabilisiert hat. Danach wurde die Spannungsamplitude um
∆V erho¨ht.
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7.17). Unmittelbar nach der Spannungserho¨hung wird insgesamt mehr Ladung durch die
ZnS:Mn-Schicht transferiert. Dies ist besonders gut an den Ra¨ndern (y = 0, 4 µm) so-
wie in der Mitte (y = 2 µm) des Bauelements fu¨r die momentane Anode zu erkennen
(Abb. 7.17b.)). Direkt neben dem zentralen Grenzfla¨chenfilament wird diese Erho¨hung
des Stroms durch die Form der Grenzfla¨chenladungen erfolgreich unterbunden, so dass
die Nebenmaxima an der Anode und der Kathode erhalten bleiben. Im weiteren Simula-
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Abbildung 7.17: Ra¨umliche Grenzfla¨chendynamik fu¨r verschiedene Zeitpunkte der Simu-
lation. Bilder a.) zeigt das u¨ber die bistabile Anfangsbedingung erzeugte Startfilament.
Danach (t > 10.00 ms) wird die Spannung erho¨ht. Man beachte die kurzen Zeitabsta¨nde
in der Bildsequenz c.)-g.). Der Endzustand ist im Bild i.) dargestellt.
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tionsverlauf nimmt diese Ladungsakkumulation noch weiter zu. Zum Zeitpunkt t = 14.50
ms (Abb. 7.17c.)) tritt eine besondere Situation auf. Es sind zwei Zu¨ndprozesse an den
Positionen y = 0.5 und 3.5 µm zu beobachten. Sie resultieren aus einer sich langsam
entwickelnden transversalen inhomogenen Feldverteilung an den beiden Grenzfla¨chen, die
sich infolge der Tunnelstrominhibition rund um das zentrale Filament ergibt (Abb. 7.18).
Diese Feldverteilung sorgt infolge von fokussierenden und defokussierenden transversalen
Elektronenstro¨men fu¨r eine Anha¨ufung von negativer Ladung auf der momentanen Ano-
de an den obengenannten y-Positionen (hier nur fu¨r y = 0.5 µm gezeigt). Durch die so
erho¨hte negative Ladung stehen immer mehr Elektronen in den Grenzfla¨chenzusta¨nden
fu¨r die Tunnelinjektion bereit. Daraufhin fließt in diesen Bereichen ein ho¨herer Elektro-
nenstrom (gro¨ßere u¨bertragene negative Ladung, vgl. Abb. 7.17d.)), der dann u¨ber die
gesteigerte Stoßionisation immer mehr Elektron-Loch-Paare erzeugt. Die Lo¨cher werden
in diesen Bereichen eingefangen und leiten somit den Aufbau von zwei positiven Raum-
ladungsprofilen ein. Die weitere Versta¨rkung der positiven Raumladungsprofile versta¨rkt
lokal das elektrische Feld an der momentanen Kathode und sorgt so fu¨r eine ho¨here Tun-
nelinjektion, die ihrerseits wieder einer Vergro¨ßerung des lokalen Elektronenstroms und
der lokalen Stoßionisation sorgt. Die resultierenden Lo¨cher werden dann wieder eingefan-
gen, was die positive Raumladung weiter versta¨rkt (Abb. 7.17e.)). Insgesamt entstehen
auf den Grenzfla¨chen zwei neue Ladungsfilamente, deren Form den bisher vorgestellten
Filamenten wieder sehr a¨hnlich sind. Es sind aber noch leichte Unterschiede bezu¨glich der
Filamentbreite zu erkennen. So sind die beiden neuen Filamente im Vergleich zum zentra-
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Abbildung 7.18: Transversale Feldverteilungen an der momentanen Anode a.) und Ka-
thode b.) jeweils zu Beginn einer neue Spannungsperiode. Dabei ist nur ein ra¨umlicher
Ausschnitt rund um einen Zu¨ndpunkt (y = 0.5 µm) dargestellt. Die im Bild a.) eingetra-
genen Zeitpunkte gelten fu¨r beide Bilder.
7.2. WECHSELWIRKUNG ZWISCHEN FILAMENTEN 117
len Filament ein wenig breiter (Abb. 7.17f.)). Dies liegt an dem noch nicht abgeschlossenen
Stabilisierungsprozess. Schon in den Abbildungen 7.17d.)-f.) ist zu erkennen, dass sich die
neu entstehenden Filamente infolge der fokussierenden Eigenschaften der anwachsenden
positiven Raumladung einschnu¨ren und sich somit dem zentralen Filament weiter anpas-
sen. Dass gerade zwei Filamente entstehen, ha¨ngt entscheidend vom Abstand zwischen
den beiden neuen Filamenten ab. Der Abstand ist in diesem Fall zu klein, um ein wei-
teres zu zu¨nden. Durch die Stabilisierung wird sofort die Ladung zwischen diesen beiden
Filamenten reduziert. Im weiteren Simulationsverlauf schnu¨ren sich die beiden Filamente
noch weiter ein und gleichzeitig bewegen sie sich zum Zentrum, so dass sich allma¨hlich ein
einheitlicher Filamentabstand einstellt (Abb. 7.17g.)-i.)). Dieser Abstoßungsprozess zwi-
schen den neu hinzu gekommenden Filamenten ist in den Abbildungen 7.19 und 7.20 gut
zu erkennen. Infolge der Abschirmung durch die neu hinzugekommenen ortsfesten positi-
ven Raumladungsprofile und die dadurch resultierenden Grenzfla¨chenladungen stellen sich
zum jeweiligen Filamentzentrum unsymmetrische transversale Feldverteilungen ein (Abb.
7.19). Dadurch verlaufen die fokussierenden und defokussierenden Transportprozesse eben-
falls unsymmetrisch. Zur Diskussion betrachten wir beispielsweise das neue Filament am
linken Bauteilrand. So werden zu Beginn der Stromflussphase die Elektronen im Bereich
der momentanen Kathode sta¨rker nach rechts (zur Bauteilmitte y = 2.0 µm) als nach
links (zum Bauteilrand) defokussiert. Im mittleren Bereich des Bauelements sowie an der
momentanen Anode setzt sich dieser unsymmetrische Transport fort, nur mit dem Unter-
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Abbildung 7.19: Ra¨umliche Verteilung der transversalen Feldkomponenten an der momen-
tanen Anode a.) und Kathode b.) zum Ende einer Periode. Die zuna¨chst lokal unsymme-
trische Feldanordnung fu¨r die neu dazukommenden Filamente sorgt fu¨r eine ra¨umlich in-
homogene Fokussierung bzw. Defokussierung der Ladungstra¨ger. Dadurch stoßen sie sich
voneinander ab. Mit zunehmender Simulationszeit werden die Feldkomponenten immer
symmetrischer, was gleichbedeutend mit einer Abnahme der Abstoßung ist.
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schied, dass hier die Elektronen unsymmetrisch ins Filamentzentrum fokussiert werden.
Im Zeitintervall mit großer Tunnelinjektion kehren sich dann die transversalen Feldkompo-
nenten an der momentanen Anode um, mit dem Resultat, dass die Elektronen nun sta¨rker
zur Bauteilmitte als zum Bauteilrand defokussiert werden. Dadurch sammeln sich auf der
rechten Seite des Filaments mehr negative Ladungen auf der momentanen Anode an als auf
der linken Seite, so dass die Grenzfla¨chenladungsdichte aus der letzten Halbwelle nicht re-
produziert (links weniger, rechts mehr) werden kann. An der momentanen Kathode werden
auch weiterhin die Elektronen nach außen defokussiert. In dem betrachteten Zeitintervall
sind hier die longitudinalen Feldsta¨rken am gro¨ßten. Dadurch tritt die Stoßionisation stark
in Erscheinung, die aufgrund der sta¨rkeren rechtsseitigen Defokussierung der Elektronen
mehr Lo¨cher im a¨ußeren rechtsseitigen Bereich als im linksseitigen Bereich des Filaments
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Abbildung 7.20: Zeitlich gemittelte positive Raumladungsprofile an vier verschiedenen
Zeitpunkten: a.) t = 15.00 ms, b.) t = 16.00 ms, c.) t = 40.00 ms, d.) t = 158.00 ms.
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generiert. Somit wird auch das Raumladungsprofil ungleichma¨ßig unterstu¨tzt. Betrachtet
man dann die na¨chste Halbperiode, so nimmt das positive Raumladungsprofil auf der dem
Bauteilrand zugewandten Seite leicht ab, da dort die Intensita¨t der Tunnelinjektion auf-
grund der geringeren negativen Grenzfla¨chenladungsdichten (schwa¨chere Defokussierung
in vorheriger Halbperiode) nachla¨sst. Somit wird der Elektronenstrom reduziert und die
Raumladung rekombiniert im Bereich der momentanen Kathode aufgrund schwa¨cherer
Stoßionisation und dadurch bedingter reduzierter Einfangrate. Außerdem resultiert dar-
aus eine geringere negative Grenzfla¨chenladung auf der momentanen Anode. Auf der an-
deren Seite des Raumladungsprofils ist die gegenteilige Situation zu erkennen. Dort wa¨chst
die Raumladung an, da der Tunnelstrom durch die anwachsenden Grenzfla¨chenladungen
(sta¨rkere Defokussierung in vorheriger Halbperiode) erho¨ht wird. Aufgrund des ho¨heren
Elektronenstroms wird die Stoßionisation versta¨rkt, die dann die positive Raumladung
in diesem Bereich anwachsen la¨sst. An dieser Stelle sei angemerkt, dass auch hier wieder
die Teilchen gema¨ß obiger Diskussion fokussiert bzw. defokussiert werden. Somit verschie-
ben sich beide Raumladungsprofile in die Richtung des zentralen Filaments (Abb. 7.20).
Diese Filamentabstoßung kommt dann zum Erliegen, wenn die transversalen Feldkompo-
nenten fu¨r eine in beide Richtungen gleichma¨ßige Fokussierung bzw. Defokussierung der
Ladungstra¨ger sorgen (Abb. 7.19). Im stationa¨ren Zustand stellen sich also in diesem Fall
drei Stromfilamente ein, die alle die gleiche Form und ungefa¨hr den gleichen ra¨umlichen
Abstand zueinander haben. Der Abstand ist bei genauer Betrachtung nicht exakt gleich.
Damit dieser Zustand erreicht wird, mu¨ssen extrem viele Perioden gerechnet werden, da
die Wechselwirkung mit zunehmenden Abstand immer kleiner wird (vgl. Diskussion oben).
Laterale Bauteilbreite: 3 µm
Mit Hilfe der obigen Diskussion kann die Entwicklung der Ladungsfilamente auf den Grenz-
fla¨chen der Abbildungen 7.15b.) und 7.15d.) leicht verstanden werden. Im Fall einer Bau-
teilbreite von 3 µm entstehen zwei neue
”
halbe“ Filamente. Dies liegt im Wesentlichen
in der reduzierten Periodizita¨tsla¨nge (von 4 auf 3 µm) begru¨ndet. Die Ladungsinhomoge-
nita¨ten auf den Grenzfla¨chen versuchen in einem mo¨glichst großen Gebiet um das Filam-
entzentrum eine Erho¨hung der Tunnelinjektion zu verhindern (Abb. 7.21a.)). Durch die
geringe Bauteilbreite bleibt nur ein sehr schmaler Bereich am Bauteilrand u¨brig, in dem
durch eine inhomogene Feldverteilung u¨berhaupt eine Zu¨ndung mo¨glich ist (Abb. 7.21b.)).
In diesem Fall ergibt sich nur eine Filamentzu¨ndung genau am Bauteilrand (Abb. 7.21c.)).
Danach wird der Stabilisierungsmachanismus eingeleitet, der fu¨r die bekannte Filament-
form auf der Grenzfla¨che sorgt.
120 KAPITEL 7. NUMERISCHE ERGEBNISSE FU¨R ZWEI RAUMDIMENSIONEN
−0.6
−0.4
−0.2
 0
 0.2
 0  1  2  3
ρ l,
r [µ
C/
cm
2 ]
y [µm]
t = 14.00 ms t = 14.50 ms t = 15.00 ms
a.) b.) c.)
Abbildung 7.21: Ra¨umliche Grenzfla¨chendynamik fu¨r verschiedene Zeitpunkte der Simula-
tion aus der Abbildung 7.15b.). Gezeigt wird hier nur der unmittelbare Zu¨ndprozess. Die
Filamentanordnung im stationa¨ren Zustand ist in Abbildung 7.15b.) zu sehen.
Laterale Bauteilbreite: 6 µm
Bei Simulationen mit einer großen Periodizita¨tsla¨nge entstehen auf dem Grundgebiet drei
neue Filamente, die infolge eines scheinbar komplizierten Zu¨ndmechanismus entstehen
(Abb. 7.22). Dem ist aber nicht so. Vielmehr ist die hier vorliegende Strukturierung der
Grenzfla¨chenladungsdichte eine Kombination der Prozesse, die fu¨r die Filamentierung in
den Abbildungen 7.15b.) und 7.15c.) sorgt. Zuna¨chst setzen wie im Fall der Abbildung
7.15c.) zwei Zu¨ndungen im Abstand von ca. 1.5 µm vom zentralen Startfilament ein (Abb.
7.22a.)). Die beiden herauswachsenden Ladungsfilamente schnu¨ren sich infolge des Stabi-
lisierungsmechanismuses ein (Abb. 7.22b.)). Bedingt durch den großen Abstand zwischen
den beiden neuen Filamenten entstehen im zwischenfilamenta¨ren Bereich an den Posi-
tionen y = 0.5, 3.5 µm zwei weitere Ladungsinhomogenita¨ten, an denen eine Zu¨ndung
mo¨glich ist (Abb. 7.22c.)). Das System kommt dem auch nach, aber die darauf folgen-
de Stabilisierung la¨sst beide Inhomogenita¨ten zu einem Filament verschmelzen (Abbn.
7.22d.)-f.)), da ihr gegenseitiger Abstand zu klein ist (vgl. Abb. 7.15b.)), so dass insge-
samt drei Filamente durch die Spannungserho¨hung hinzukommen.
7.2.2 Vergleich mit rauschinduzierten Filamentstrukturen
Mit dem oben abgeleiteten Mechanismus der Filamentwechselwirkung sollen nun die bei-
den rauschinduzierten Filamente der Abbildung 7.13b.) diskutiert werden. Sie wechselwir-
ken auf dieselbe Art und Weise. Die beiden Stromfilamente zu¨nden zufa¨llig gerade soweit
voneinander entfernt, so dass der Stabilisierungsmechanismus an der Grenzfla¨che zwei
lokalisierte Filamente zula¨sst. Dennoch ist ihr gegenseitiger Abstand zuna¨chst noch zu
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Abbildung 7.22: Ra¨umliche Grenzfla¨chendynamik fu¨r verschiedene Zeitpunkte der Simu-
lation aus der Abbildung 7.15d.). Gezeigt werden hier nur die Zu¨ndprozesse.
klein. Fu¨r die abstoßende Wechselwirkung sorgen dann die transversalen Feldkomponen-
ten, die u¨ber die Ladungstra¨gerfokussierung bzw. -defokussierung den lateralen Abstand
vergro¨ßern, bis sich ein ausreichender Abstand eingestellt hat. Eine endgu¨ltige Angabe des
Abstands kann hier noch nicht angegeben werden, da der Abstoßungsprozess noch nicht
vollsta¨ndig abgeschlossen ist. Zum Simulationsende betra¨gt er immerhin schon ca. 1 µm,
was gut mit den Absta¨nden aus dem Abschnitt 7.2.1 zusammenpasst. Im Gegensatz zu den
Simulationen mit zentriertem Startfilament und einer Bauteilbreite von 2 µm entwickeln
sich hier im Fall des statischen Rauschens zwei Filamente. Der entscheidende Parameter
neben dem Rauschterm ist die Spannungsamplitude. Sie liegt in diesem Fall unterhalb
der Schwelle in der Q1/2U-Kennlinie. Im Fall der bistabilen Anfangsbedingung liegt sie
knapp oberhalb der Schwelle, so dass (vgl. Abb.7.15a.)) eine weitere Filamentzu¨ndung im
restlichen Simulationsgebiet sehr effektiv unterbunden wird.
Zum Schluss werden noch zwei Simulationen mit zeitlichem Rauschen gezeigt, bei de-
nen ebenfalls die transversale Bauteilbreite vera¨ndert wurde. Damit kann untersucht wer-
den, ob sich auch hier anna¨hernd eine homogene Filamentierung ergibt und ob auch zeit-
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verzo¨gerte Filamentzu¨ndungen mo¨glich sind. Auch hier zeigt sich wieder die bekannte
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Abbildung 7.23: Grenzfla¨chenladungsdynamik auf der momentanen Anode zum Ende einer
Periode fu¨r zwei verschiedene Bauteilbreiten: a.) 3 µm, b.) 12 µm. Die Spannungsamplitude
betra¨gt 151.14 V.
Situation. Zu Beginn bleiben die Systeme in transversaler Richtung homogen. Erst nach
ca. 0.018 s (Abb. 7.23a.)) bzw. 0.008 s (Abb. 7.23b.)) treten die ersten Filamentzu¨ndungen
auf. Im Gegensatz zur Abbildung 7.13b.) zu¨nden in beiden Simulationen die Filamente
zeitversetzt. In der Simulation 7.23a.) ist keine Filamentwechselwirkung zu erkennen. Der
Grund hierfu¨r ist, dass das zweite Filament zufa¨llig genau in der Mitte (periodische Rand-
bedingungen) der zuerst gezu¨ndeten Filamente entsteht. Somit haben die Filamente sofort
den optimalen Abstand (ca. 1.5 µm) zueinander erreicht. In der Simulation 7.23b.) ist die
Situation ein wenig anders. Aufgrund der großen Bauteilbreite treten deutlich mehr zeitver-
setzte Filamentzu¨ndungen auf. Neben dem vorhin besprochenen Effekt, dass zusa¨tzliche
Filamente offenbar bevorzugt in der Mitte zwischen zwei schon existierenden Filamen-
ten zu¨nden, treten auch Filamente auf, die in einem sehr geringen Abstand voneinander
zu¨nden. Dann tritt zwischen den beiden Inhomogenita¨ten eine abstoßende Kraft auf, die
den gegenseitigen Abstand vergro¨ßert. So stellt sich wieder ein Mindestabstand von ca.
1 µm ein. Insgesamt ergibt sich in diesem Fall eine Filamentierung, in der die einzelnen
Filamente nicht immer den gleichen Abstand haben.
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7.2.3 Einfluss einer Spannungserho¨hung auf weitere Filamentzu¨ndungen
In Kapitel 7.2.2 wurde die Filamentwechselwirkung untersucht, indem ausgehend von ei-
nem Startfilament die Spannung knapp u¨ber die Schwelle der Q1/2U-Kennlinie (vgl. Abb.
7.1b.)) erho¨ht wurde. Dadurch zu¨ndeten je nach Bauteilbreite (vgl. Abb. 7.15) neben dem
alten Filament weitere Filamente. Nun soll untersucht werden, wie sich das System bei
einer gro¨ßeren Spannungserho¨hung verha¨lt. Dabei sei angemerkt, dass die Simulationen
immer mit dem selben Startfilament als Anfangsbedingung gestartet werden. Die Ergeb-
nisse sind in der Abbildung 7.24 dargestellt, wobei das Bild a.) schon in Abbildung 7.16
gezeigt wurde. Fu¨r eine Spannungserho¨hung unmittelbar u¨ber der Schwelle (151.2 V, Abb.
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Abbildung 7.24: Grenzfla¨chenladungsdynamik an der momentanen Anode zum Ende einer
Periode fu¨r verschiedene Spannungsamplituden: a.) 151.2 V, b.) 151.5 V, c.) 152.0 V und
d.) 152.7 V.
7.24a.)) hinweg kann das System, wie im Abschnitt 7.2.2 diskutiert, zwei neue Filamente
stabilisieren. Der Filamentabstand betra¨gt in diesem Fall ca. 1.2-1.3 µm. Wird die Span-
nungserho¨hung gro¨ßer gewa¨hlt (151.5 V, Abb. 7.24b.)), so nimmt die Filamentdichte zu.
Es kommen dann drei neue Filamente hinzu, wobei sich der Filamentabstand auf 1.0 µm
reduziert. Zuerst entwickeln sich zwei breite Inhomogenita¨ten in der Na¨he des zentra-
len Filaments. Im Zuge ihrer Stabilisierung tritt eine Verkleinerung der Inhomogenita¨ten
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ein. Obwohl sie ihre endgu¨ltige Form noch nicht eingenommen haben, zu¨ndet infolge der
erho¨hten Spannungsamplitude jeweils im Bereich zwischen dem alten und dem sich noch
weiter stabilisierenden Filament eine weitere Inhomogenita¨t. Im Laufe der weiteren Simula-
tion versucht das System wieder gleich große Filamentabsta¨nde einzustellen. Der Abstand
der Zu¨ndung der beiden neuen Filamente in unmittelbarer Nachbarschaft des zentralen
Filaments ist zu klein, woraufhin sich beide Filamente vom zentralen Startfilament ab-
stoßen. Man kann also auch hier die Filamentwechselwirkung gut beobachten. Insgesamt
stellen sich aufgrund des erho¨hten Stroms breitere und gro¨ßere Ladungsfilamente an den
beiden Grenzfla¨chen ein. Fa¨llt die Spannungserho¨hung noch sta¨rker aus, so na¨hert man
sich immer mehr dem Fall einer homogenen Zu¨ndung. Im Falle einer Spannung vom 152.0
V (Abb. 7.24c.)) zu¨nden neben dem Startfilament zwei breite Filamente, die sich direkt
nach der Zu¨ndung verkleinern. Im weiteren Simulationsverlauf findet aber kaum noch eine
Reduzierung der neuen Filamente statt. Dafu¨r dehnt sich das zentrale Filament kontinuier-
lich aus. Das System versucht offenbar wieder eine homogene Filamentierung einzustellen.
Dieser Prozess verla¨uft nur sehr langsam. Um dies weiter zu untersuchen, mu¨ssen noch
sehr viele Spannungsperioden simuliert werden. Dies ist aber mit den zur Verfu¨gung ste-
henden Computerressourcen nur schwer mo¨glich, da sehr viel Rechenzeit beno¨tigt wird.
Aber trotzdem wird eine Tatsache sehr deutlich. Je gro¨ßer die Spannungserho¨hung gewa¨hlt
wird, desto na¨her zu¨nden die Filamente am zentralen Filament und umso schwieriger ist es
fu¨r das System eine homogene Filamentierung einzustellen. Wird die Spannungserho¨hung
noch gro¨ßer gewa¨hlt (152.7 V, Abb. 7.24d.)), so wird das gesamte Simulationsgebiet in
einen Hochstrombereich versetzt. Die Zu¨ndung erfolgt dann zu dicht am Startfilament und
folglich verschmelzen die einzelnen Filamente zu einem homogenen Hochstrombereich.
7.2.4 Einfluss einer Spannungssenkung auf die Filamentierung
Im vorherigen Abschnitt wurde die Filamentierung in Abha¨ngigkeit einer weiteren Span-
nungserho¨hung untersucht. Nun soll die gegenteilige Situation diskutiert werden. Aus-
gehend von einer Filamentierung, die z.B. in der Abbildung 7.24b.) zu sehen ist, wird
die Spannung gesenkt. Dabei ist folgendes Szenario zu beobachten. Durch die Verkleine-
rung der Spannungsamplitude wird das longitudinale Feld reduziert und somit fließt weni-
ger Strom durch die ZnS:Mn-Schicht. Daraufhin wird die positive Raumladung reduziert,
da nicht genu¨gend Elektron-Loch-Paare u¨ber die Stoßionisation erzeugt werden, um das
bisherige Raumladungsprofil aufrecht zuerhalten. Somit wird insgesamt weniger Ladung
durch die Zinksulfidschicht transferiert, was sich in verringerte Ladungsdichten an den
Grenzfla¨chen bemerkbar macht. Dadurch werden auch die transversalen Feldkomponen-
ten geschwa¨cht, die sich infolge der positiven Raumladung und den Grenzfla¨chenladungen
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ausbilden. Insgesamt bleibt fu¨r Spannungssenkungen ∆U , wobei die resultierende Span-
nung oberhalb der Schwelle fu¨r den unstetigen Sprung vom oberen zum unteren Zweig
liegt, die bestehende Filamentierung erhalten. Lediglich die Ladungsspitzenwerte sind mi-
nimal reduziert. Kritisch wird es erst, wenn die Amplitude noch weiter, also in den bi-
stabilen Bereich der Kennlinie hinein, abgesenkt wird. Es zeigt sich dann auch hier das
typische Schwellenverhalten, was schon im Zusammenhang mit der Filamentstabilisierung
angesprochen wurde. Fu¨r Spannungsamplituden knapp unterhalb der Schwellenspannung
(vgl. Abb. 7.1b.)) bleibt die bestehende Filamentierung immer noch erhalten, wobei dann
die Ladungsspitzen an den Grenzfla¨chen deutlich kleiner werden. Parallel dazu ist eine
Verbreiterung des Filaments zu beobachten, was damit zusammenha¨ngt, dass der Fokus-
sierungsmechanismus infolge der Raumladung und der Grenzfla¨chenladungen nicht mehr
so effektiv ist. Beide Vera¨nderungen treffen alle Filamente gleichzeitig. Bei noch gro¨ßeren
Amplitudenverkleinerungen verschwinden dann alle Filamente, so dass sich insgesamt die
Lo¨sung des unteren Zweiges der Hysterese durchsetzt. Somit sind alle Hochstrombereiche
abgebaut.
Kapitel 8
Numerische Ergebnisse fu¨r drei
Raumdimensionen
Um die Simulationsergebnisse mit experimentellen Beobachtungen vergleichen zu ko¨nnen,
muss die hier aufgestellte Transportsimulation um die restliche Raumdimension (x-
Richtung) erweitert werden. Die bisher durchgefu¨hrten zweidimensionalen Simulationen
ko¨nnen naturgema¨ß noch keine endgu¨ltige Aussage u¨ber die Form der Filamente machen.
Wir haben bisher gewissermaßen nur unendlich dicke Streifen als Leuchtmuster identifi-
ziert. Die experimentell beobachteten stationa¨ren Mikrofilamente (Abb. 3.14, 3.13) haben
selbstversta¨ndlich eine dreidimensionale Struktur. Sie haben in der Beobachtungsebene ei-
ne kreisfo¨rmige Ausdehnung. Daher soll nun der Frage nachgegangen werden, welche Form
die in der 2D Simulation erhaltenden Filamente in der entsprechenden 3D Simulation an-
nehmen. Zusa¨tzlich soll wieder die Filamentwechselwirkung genauer untersucht werden.
Dabei ist von besonderem Interesse, wie sich die einzelnen Filamente in der xy-Ebene
anordnen. In den nachfolgenden Abschnitten sollen nun die ersten dreidimensionalen Si-
mulationsergebnisse pra¨sentiert werden.
Bevor damit begonnen wird, sind noch einige erga¨nzende Bemerkungen (vgl. Kap. 5.2)
zur numerischen Simulation no¨tig. Die Lo¨sung des dreidimensionalen Transportmodells
ist aus numerischer Sicht sehr aufwa¨ndig, da die auftretenden linearen du¨nnbesetzten
Gleichungssysteme sehr groß werden. Daher wird, obwohl iterative Lo¨sungsalgorithmen
verwendet werden, der Zeitaufwand immer gro¨ßer um die Lo¨sung fu¨r einen Zeitschritt zu
berechnen. Natu¨rlich ist man jetzt an einer besonders feinen Auflo¨sung in der xy-Ebene
interessiert, damit die Filamentform besonders gut untersucht werden kann. Aber gerade
diese Diskretisierungspunkte machen die Simulationen aufwa¨ndiger, da die Anzahl der
x- und y-Punkte die Bandbreite der entsprechenden Koeffizientenmatrix bestimmen (vgl.
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Abb. C). Um aber dennoch mit einer akzeptablen Auflo¨sung in der xy-Ebene rechnen zu
ko¨nnen, wurde die Anzahl der Stu¨tzpunkte in z-Richtung reduziert, damit die Simulationen
nicht zu viel Zeit in Anspruch nehmen. Die Simulationsparameter sind die gleichen wie in
der Tabelle 7. Es mu¨ssen nur noch die Parameter, die die dritte Raumdimension betreffen,
hinzugefu¨gt werden.
Spannung: Wechselspannung: f = 100 kHz
Bauteilabmessungen: Isolatoren: 0.3 × 2 × 2 µm3
ZnS:Mn: 0.5 × 2 × 2 µm3
Oberfla¨chenrekombinationsgeschwindigkeit: sn = 10× 106 cm/s
sp = 10× 106cm/s
Einfangkoeffizient: γ = 1× 10−6 cm3/s
Rekombinationswirkungsquerschnitt: σ = 1× 10−14 cm2
Grenzfla¨chenzustandsdichte: nss = 5× 1013 cm−2eV−1
Lo¨cherfallendichte: ptmax = 1× 1018 1/cm3
Lo¨cheremissionsrate: β = 5× 104 1/s
Dielektrizita¨tskonstanten: Isolator: εis = 14
ZnS:Mn: εs = 8
Mobilita¨tskonstanten: µnz,y,x = 165 cm
2/Vs
µpz,y,x = 5 cm
2/Vs
Teilchentemperaturen: Tnz,y,x = 300 K
Tpz,y,x = 300 K
Pos. d. Grenzfl.-zusta¨nde (unter LB-Kante): 0 = 0.9 eV
Tabelle 8.1: Basissatz fu¨r die Parameter der 3D Simulationen. A¨nderungen der Parameter
fu¨r die Untersuchung spezieller Effekte werden dann im nachfolgenden Text gesondert
angegeben.
8.1 Filament durch bistabile Anfangsbedingung
Um zu untersuchen, ob die 3D Simulation ein kreisfo¨rmiges Filament liefert, berechnen wir
die Lo¨sung des Transportproblems infolge einer bistabilen Anfangsbedingung, die sich aus
einer entsprechenden 1D Simulation ergibt. Die resultierende Q1/2U-Kennlinie ist in der
Abbildung 8.1 zu sehen. Dabei ist anzumerken, dass aufgrund der reduzierten Diskretisie-
rung in z-Richtung die absoluten Werte der Kennlinie nicht exakt mit der Q1/2U-Kennlinie
aus Abbildung 7.1b.) u¨bereinstimmen. Außerdem hat sich die Hysteresebreite leicht ver-
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Abbildung 8.1: Q1/2U-Kennlinie bei reduzierter Diskretisierung in z-Richtung (vgl. 7.1b.))
breitert. Das Startfilament hat dabei eine quadratische Ausdehnung. In diesem Simulati-
onsbeispiel ist die Diskretisierung der xy-Ebene nicht a¨quidistant. Um eine mo¨glichst feine
Auflo¨sung zu erreichen, ist der Bereich in unmittelbarer Umgebung des Startfilaments we-
sentlich feiner diskretisiert als die Randbereiche der Ebene.
Wie in der Abbildung 8.2 zu sehen ist, stellt sich in der Tat auf den beiden Grenzfla¨chen
eine kreisfo¨rmige Ladungsinhomogenita¨t aufgrund des innerhalb der ZnS:Mn-Schicht flie-
ßenden Stromes auf den beiden Grenzfla¨chen ein. Dabei sind weiterhin wichtige Details,
die auch schon in der 2D Simulation auftauchten, hier wieder zu erkennen. Auf der mo-
mentanen Kathode (Abb. b.)) sind wieder die Nebenmaxima zu beobachten, die sich nun
ringfo¨rmig um das zentrale Maximum gruppieren. An den Positionen, an denen die Ne-
benmaxima in der Ladungsverteilung der Kathode auftreten, treten korrespondierende
Nebenmaxima in der Ladungsverteilung der momentanen Anode (Abb. a.)) auf. Analog
zur 2D Simulation verhindert diese spezielle Ladungsverteilung auf den Grenzfla¨chen ei-
ne weitere Ausdehnung des Filaments, da aufgrund der Nebenmaxima in unmittelbarer
Na¨he rund um das Filament ein deutlich reduzierter Strom fließt. Der lokal dort fliessende
Elektronenstrom kann zusammen mit der vorliegenden elektrischen Feldverteilung keine
massive Stoßionisation auslo¨sen, die fu¨r den Aufbau einer positiven Raumladungsdichte
und der daraus resultierenden Feldversta¨rkung notwendig ist. Der Stabilisierungsprozess
verla¨uft wieder mit Hilfe der Ladungstra¨gerfokussierung und Ladungstra¨gerdefokussierung
an den Grenzfla¨chen und entlang des Raumladungsprofils. Der Vergleich zu einer ent-
sprechenden zweidimensionalen Simulation zeigt, dass die Struktur der dreidimensionalen
Ladungsfilamente auf den beiden Grenzfla¨chen identisch zum 2D Fall ist. Die absoluten
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Abbildung 8.2: Die Bilder a.) und b.) zei-
gen die ra¨umliche Entwicklung der bei-
den Grenzfla¨chenladungen (a.) momenta-
ne Kathode, b.) momentane Anode) im
stationa¨ren Zustand. Dargestellt wird je-
weils die Ladungsverteilung zum Ende ei-
ner Periode. Die Abbildung c.) zeigt einen
Schnitt durch die beiden Kontourplots a.)
und b.) entlang der x-Richtung an der Po-
sition y = 1 µm. Die Spannungsamplitude
betra¨gt 151.16 V.
Werte stimmen noch nicht vollsta¨ndig u¨berein, da der Stabilisierungsprozess noch nicht
vollsta¨ndig abgeschlossen ist. Es wa¨ren also noch viele weitere Simulationsperioden no¨tig,
um die endgu¨ltige Form zu diskutieren. Dies bedeutet bei der hier gewa¨hlten Ortsdiskre-
tisierung in der xy-Ebene eine sehr große Simulationsdauer auf dem Rechner. Die bisher
durchgefu¨hrten Simulationen zeigen aber eindeutig die Tendenz, dass das Filament na-
hezu den gleichen Durchmesser annehmen wird wie in der entsprechenden 2D Rechnung.
Natu¨rlich ko¨nnte man die Diskretisierung in der xy-Ebene verringern um Rechenzeit zu
sparen. Diese Reduzierung geht dann aber zu Lasten der kreisfo¨rmigen Filamentstruktur.
Die Inhomogenita¨t erscheint dann immer eckiger. Somit kann andererseits die Frage eines
runden 3D Filaments nicht ausreichend diskutiert werden.
Auch hier sei kurz angemerkt, dass die Filamentstabilisierung nur relativ nahe an der
Schwelle der Q1/2U-Kennlinie fu¨r den Sprung vom unteren auf den oberen Ast mo¨glich
ist. Ist die Spannung zu klein gewa¨hlt, so wird die Anfangsinhomogenita¨t kontinuier-
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lich abgebaut und es resultiert somit im periodisch stationa¨ren Zustand kein lokalisier-
ter Hochstrombereich. Außerdem wurden auch hier verschiedene Startfilamente getestet.
Dabei wurde sowohl die Form als auch die ra¨umliche Ausdehnung vera¨ndert. Wird z.B.
ein schmales Rechteck als Anfangsbedingung gewa¨hlt, so bildet sich ebenfalls daraus ein
kreisfo¨rmiges Filament heraus. Selbstversta¨ndlich ko¨nnen auch einzelne Filamente mit
Hilfe des in Kapiteln 7.1.5.1 und 7.1.5.2 benutzten Rauschterms erzeugt werden. Es zeigt
sich auch hier unter der Voraussetzung kleiner Rauschamplituden die Unabha¨ngigkeit der
Filamentform von der Art der Sto¨rung (vgl. Abb. 7.10).
8.2 Multifilamente und Filamentwechselwirkung
In diesem Abschnitt soll nun die Wechselwirkung zwischen mehreren Filamenten unter-
sucht werden. Um dies durchzufu¨hren, muss das System natu¨rlich in die Lage versetzt
werden, weitere Filamente zu zu¨nden. Dies wurde im Fall der Lo¨sung des zweidimensiona-
len Transportproblems auf zwei verschiedene Vorgehensweisen ermo¨glicht. Der erste Weg
bestand darin, die Simulation mit einer bistabilen Anfangsbedingung zu starten. Sobald
sich eine runde Filamentstruktur stabilisiert hat, d.h. die pro Halbperiode u¨bertragende
Ladung ist na¨herungsweise konstant, wird die anliegende Spannungsamplitude u¨ber die
Schwelle hinweg leicht erho¨ht. Damit wird das System prinzipiell in die Lage versetzt,
weitere Filamente zu zu¨nden. Die andere Mo¨glichkeit besteht darin, die Simulationen ei-
nem kleinem Rauschen zu unterwerfen. Auch hier wird wieder die Variable ε0(x, y), die
die energetische Lage der Grenzfla¨chenzusta¨nde angibt, verrauscht. Nun werden die Er-
gebnisse beider Methoden diskutiert, wobei zusa¨tzlich noch die Gro¨ße des Grundgebiets
vera¨ndert wird.
8.2.1 Filamentzu¨ndung durch Spannungserho¨hung u¨ber die Schwelle
Wir pra¨parieren das System gema¨ß der obigen Anleitung. Sobald sich das erste zentrale Fi-
lament stabilisiert hat, wird die Spannung auf 151.3 V erho¨ht. Diese Simulationsmethode
wird fu¨r vier verschiedene Gro¨ßen der xy-Ebene durchgefu¨hrt. Dabei wurde im Vergleich
zu den Simulationen im Abschnitt 8.1 die Diskretisierung der xy-Ebene wieder vergro¨ßert.
Somit erscheinen die einzelnen Filamente zunehmend eckiger. Dieser Kompromiss ist aber
no¨tig, da man nun mo¨glichst viele Spannungsperioden simulieren mo¨chte. Die Simulati-
onsergebnisse sind in der Abbildung 8.3 zusammengefasst.
Im Fall des kleinsten Grundgebiets von 1 µm2 (Abb. 8.3a.)) kann kein weiteres Fila-
ment zu¨nden, obwohl das System aufgrund der Q1/2U-Kennlinie dazu eigentlich in der
Lage sein mu¨sste. Die Situation hier a¨hnelt sehr stark der, die im Kapitel 7.2.1 (Abb.
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Abbildung 8.3: Grenzfla¨chenladungen an der momentanen Anode zum Ende einer Periode
fu¨r verschiedene Grundgebietsgro¨ßen: a.) 1 µm2, b.) 1.96 µm2, c.) 4.0 µm2 und d.) 9.0
µm2. Spannung: 151.3 V.
7.15a.)) vorliegt. Es fließt zwar geringfu¨gig mehr Strom durch die ZnS:Mn-Schicht, was
z.B in dem leicht vergro¨ßerten Startfilament sichtbar wird. Aber insgesamt verhindert
wieder die spezielle Anordnung der Grenzfla¨chenladungen eine merklich ho¨here Tunnelin-
jektion und somit einen ho¨heren Gesamtstrom in der Umgebung des zentralen Filaments.
Aufgrund der periodischen Randbedingungen stehen die zuerst gezu¨ndeten Filamente zu
dicht zusammen, so dass kein Platz fu¨r ein weiteres Filament ist. Eine andere Situation er-
gibt sich bei einer Grundgebietsvergro¨ßerung auf 1.96 µm2 (Abb. 8.3b.)). In diesem Fall ist
das Grundgebiet gro¨ßer wie die Reichweite der Tunnelstrominhibition und folglich ko¨nnen
mehrere Filamente in den Ecken der xy-Ebene, also in der Mitte der Verbindungslinie
zweier Startfilamente, zu¨nden. Durch die periodischen Randbedingungen ist jeweils nur
ein Viertel der Struktur zu erkennen. Folglich liegt der Abstand vom zentralen Filament
zum na¨chsten Nachbarn bei ca. 1 µm. Bei weiterer Grundgebietsvergro¨ßerung (4.0 µm2
Abb. 8.3c.) u. 9.0 µm2, Abb. 8.3d.)) kommen zusa¨tzliche Filamente hinzu. Man erha¨lt
eine ra¨umlich periodische Anordnung der Filamente, wobei der Abstand zum na¨chsten
Nachbarn stets ca. 1 µm betra¨gt. In diesem Beispiel lohnt ein Blick auf die zeitliche Ent-
wicklung der Grenzfla¨chenladungsdichten um den Zu¨ndprozess besser zu erla¨utern (Abb.
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Abbildung 8.4: Zeitliche Entwicklung der Filamentzu¨ndung. Dargestellt ist die Grenz-
fla¨chenladungsdichte an der momentanen Anode zum Ende einer Periode fu¨r vier ver-
schiedene Zeitpunkte: a.) t = 9 ms, b.) t = 9.9 ms, c.) t = 12.3 ms, d.) t = 14.4 ms.
Spannung: 151.3 V.
8.4).
Infolge der Spannungserho¨hung fließt unmittelbar ein ho¨herer Strom. Dies macht sich
besonders im Bereich des zentralen Filaments und an den Ra¨ndern des Grundgebiets
deutlich. In der Umgebung um das zentrale Filament wird die Stromzunahme durch die
Nebenmaxima der Grenzfla¨chenladungsdichten verhindert. Mit zunehmender Simulations-
zeit fu¨hrt dieser Prozess zur Filamentzu¨ndung am Rand des Grundgebiets, wobei in den
Ecken des Grundgebiets deutlich mehr Ladung infolge des Stroms u¨bertragen wird, als in
den restlichen Zu¨ndbereichen (Abb. 8.4a.)) Es stellt sich also eine ra¨umlich inhomogene
Zu¨ndung ein. Sofort nach der Zu¨ndung versucht das System, einzelne Filamente zu stabi-
lisieren (Abb. 8.4b.)). Dies wird auch hier wieder mit Hilfe der Ladungstra¨gerfokussierung
und Ladungstra¨gerdefokussierung erreicht. Sie ist nun aufgrund der zweidimensionena-
len Anordnungsmo¨glichkeit der Filamente viel komplizierter. Aufgrund der gro¨ßeren La-
dungsdichte und der besseren Zu¨ndposition werden zuerst die Filamente in den Ecken
des Grundgebiets stabilisiert (Abb. 8.4c.)-d.)). Dieser Einschnu¨rungsprozess fu¨hrt zu ei-
ner deutlichen Ladungsreduzierung in der Umgebung der Grundgebietsecken mit dem
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Ergebnis, dass sich dort kreisfo¨rmige Filamente bilden. Die daraufhin u¨brig bleibenden
Grenzfla¨cheninhomogenita¨ten im mittleren Randbereich haben nicht die vom System be-
vorzugte kreisfo¨rmige Form. Auch diese werden dann mittels Ladungstra¨gerdrift und La-
dungstra¨gerdiffusion kreisfo¨rmig stabilisiert. Es stellen sich also dort auch kreisfo¨rmige
Filamente ein. Insgesamt ist die Stabilisierung erst dann abgeschlossen, wenn alle Fila-
mente eine einheitliche Gestalt besitzen (Abb. 8.3c.)).
Bei einer weiteren Vergro¨ßerung des Grundgebiets auf 9 µm2 (Abb. 8.3d.)) setzt sich die
periodische Anordnung der Filamente fort. Der Abstand zum na¨chsten Nachbarn liegt auch
hier bei ca. 1 µm. Auch hier ist der Zu¨ndungsprozess sehr interessant. Zuerst zu¨nden die
Filamente an den Ra¨ndern des Grundgebiets, wobei auch hier die Ladungsinhomogenita¨ten
in den Grundgebietsecken deutlich gro¨ßer sind als die in den Randmitten. In den Ecken
werden dann die Filamente zuerst stabilisiert. Darauf erfolgt die Stabilisation der mittleren
Randfilamente. Ist ihre Stabilisation na¨herungsweise abgeschlossen, zu¨nden fast simultan
nacheinander die vier direkten Nachbarfilamente des zentralen Filaments, da der Abstand
zwischen dem zentralen Filament zu seinen na¨chsten Nachbarn offenbar zu groß ist, so dass
ein erho¨hter Tunnelstrom nicht komplett in dem betreffenden Raumbereich verhindert
werden kann.
8.2.2 Filamentzu¨ndung durch Rauschen
Nun wird die zweite Methode eingesetzt, um Filamente zu erzeugen. Dabei wird die Simu-
lation mit einer homogenen Anfangsbedingung und einem kleinen Rauschterm gestartet.
Die angelegte Spannung liegt knapp unterhalb der Schwelle fu¨r den Sprung vom unteren
auf den oberen Ast der Hysteresekurve. Um auch hier Rechenzeit zu sparen, wird die
homogene Anfangsbedingung mit Hilfe der entsprechenden 1D Simulation bestimmt. Das
Ergebnis einer solchen Simulation ist in der Abbildung 8.5 dargestellt. Analog zu den ver-
rauschten 2D Simulationen (vgl. Kap. 7.1.5.1 u. 7.1.5.2) bleibt die 3D Simulation fu¨r t <
8 ms ra¨umlich homogen in der xy-Ebene. Wird diese Zeit u¨berschritten, so treten meh-
rere ra¨umlich unstrukturierte Ladungsinhomogenita¨ten auf den beiden Grenzfla¨chen auf,
die auf entsprechende Hochstrombereiche innerhalb der ZnS:Mn-Schicht hindeuten. Mit
zunehmender Simulationszeit versucht das System aus diesen Inhomogenita¨ten einzelne
kreisfo¨rmige Filamente zu stabilisieren. An einigen Stellen gelingt dies relativ schnell. So
erkennt man beispielsweise drei runde Filamente, die alle drei auf einer Geraden liegen und
jeweils ungefa¨hr den gleichen Abstand zueinander haben. In diesem Bereich deutet sich
schon eine periodische Struktur an. Andererseits bleibt infolge der Stabilisierungsprozesse
der anderen Filamente eine la¨ngliche Inhomogenita¨t im oberen Bereich des Grundgebiets
u¨brig, die sich nur sehr langsam reduziert. Die Zeitentwicklung la¨sst vermuten, dass sich
134 KAPITEL 8. NUMERISCHE ERGEBNISSE FU¨R DREI RAUMDIMENSIONEN
−0.6
−0.4
−0.2
 0
ρ A
 
[µC
/c
m
2 ]
x [µm]
y 
[µm
]
 0  1  2  3
 0
 1
 2
 3
a.)
d.) e.)
b.)
f.)
c.)
Abbildung 8.5: Zeitliche Entwicklung der Grenzfla¨chenladung an der momentanen Anode
zum Ende eine Periode. Zeitpunkte: a.) 8 ms, b.) 10 ms, c.) 14 ms, d.) 18 ms, e.) 30 ms
und f.) 46 ms. Gro¨ße des Grundgebiets: 9 µm2.
aus dieser Inhomogenita¨t ebenfalls ein kreisfo¨rmiges Filament herausbildet. Wenn dies
der Fall ist, dann wu¨rde es ein relativ großes Gebiet in der xy-Ebene geben, in dem kein
Stromfilament existiert. Die Vermutung liegt dann nahe, dass dann dort weitere Filamente
zu¨nden ko¨nnen, die anschließend mit den bereits existieren Filamenten wechselwirken. Da-
bei stellt sich insgesamt die Frage, wie sich die einzelnen Filamente auf dem Grundgebiet
anordnen. Diese sicherlich sehr interessante Frage kann mit dem gegenwa¨rtigen Simu-
lationsprogramm nicht abschließend gekla¨rt werden, da die Rechenzeit selbst bei stark
reduzierter Auflo¨sung in der xy-Ebene zur Zeit einfach noch zu groß ist. So beno¨tigte die
hier pra¨sentierte Simulation mehr als zwei Wochen(!) Rechenzeit.
Kapitel 9
Vergleich zwischen Theorie und
Experiment
Zum Ende des dritten Teils dieser Arbeit sollen die umfangreichen Ergebnisse der nume-
rischen Simulation fu¨r die verschiedenen Bauteilgeometrien (vgl. Kap. 6 (1D), 7 (2D) u. 8
(3D)) mit experimentell verfu¨gbaren Daten verglichen werden. Fu¨r den Experimentator ge-
staltet sich die Untersuchung der Elektrolumineszenz nicht selten als a¨ußerst schwierig. So
weisen die ZnS:Mn-Bauelemente oft nur eine sehr begrenzte Lebensdauer auf. Daher sind
zeitlich umfangreiche Experimente an einer bestimmten Probe nicht durchfu¨hrbar. Im Fal-
le der Untersuchung der spontanen Musterbildung werden die dazu no¨tigen Experimente
noch zusa¨tzlich dadurch behindert, dass viele Proben u¨berhaupt keine Leuchtinhomoge-
nita¨ten aufweisen.
Konzentrieren wir uns zu Beginn auf den longitudinalen Transport (1D). Im Kapitel 6
wurde der Transport ausgiebig diskutiert. Dabei spielt der Prozess der Feldabschirmung
eine sehr große Rolle. Infolge der Abschirmung werden die jeweiligen Strommaxima zu
ku¨rzeren Zeiten hin verschoben, so dass das Maxima der anliegenden Wechselspannung
nicht mehr mit dem Strommaxima u¨bereinstimmen (vgl. Kap. 6.1.1 u. 6.1.2). Dies steht
in guter qualitativer U¨bereinstimmung mit den experimentellen Untersuchungen. So sind
beispielsweise in den Arbeiten [Goßen 1994, Zuccaro 1997] sehr a¨hnliche Verla¨ufe fu¨r
den hier untersuchten Dissipativstrom nachzulesen. Auch dort zeigt sich eine Verschie-
bung der Strommaxima zu fru¨heren Zeiten. Um mo¨glichst auch eine gute quantitative
U¨bereinstimmung mit den experimentellen Daten zu erzielen, wurde versucht die Bauteil-
parameter so gut wie mo¨glich der experimentellen Situation anzupassen. Die Parameter
ko¨nnen z.B. so vera¨ndert werden, dass der Stromverlauf fu¨r eine bestimmte Spannungs-
amplitude quantitativ gut reproduziert wird. Werden dann in dieser Parameterkonfigu-
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ration verschiedene Spannungsamplituden simuliert, so ist ein deutlicher Unterschied zu
den jeweiligen experimentell bestimmten Kurven zu erkennen. Es ist aber trotzdem stets
eine sehr gute qualitative U¨bereinstimmung zu erkennen. Dies betrifft besonders die Zu-
nahme der Verschiebung der Strommaxima zu ku¨rzeren Zeiten bei der Vergro¨ßerung der
Spannungsamplitude. Die Gru¨nde fu¨r diese Diskrepanz sind sowohl auf der theoretischen
als auf experimentellen Seite zu suchen. So beinhaltet das hier abgeleitete Transportmo-
dell (vgl. Kap. 4.4) einige Bauteilparameter, u¨ber die in der einschla¨gigen Literatur nur
wenig bekannt ist. Das betrifft in erster Linie die Mobilita¨ten der Elektronen und der
Lo¨cher in diesen stark polykristallinen Bauelementen. U¨ber sie ist nichts bekannt, so dass
in den hier pra¨sentierten Rechnungen auf die Konstanten des einkristallinen Zinksulfids
zuru¨ckgegriffen wird. Ebenso sind z.B. die Oberfla¨chenrekombinationsgeschwindigkeiten,
der Einfangkoeffizient und die Emissionsrate fu¨r die hier untersuchte MISIM-Struktur nicht
genau bekannt, so dass die entsprechenden Gro¨ßen mehr oder weniger abgescha¨tzt wer-
den mu¨ssen. Diese Problematik der ungenauen Kenntnis einiger Bauteilparameter ist ein
sehr wichtiger Punkt fu¨r die weiteren Untersuchungen auf diesem Gebiet. Diese Thematik
wird spa¨ter noch einmal im Kapitel 10 aufgegriffen. Auf experimenteller Seite ko¨nnen z.B.
ungenaue Angaben der Schichtdicken sowie eine ra¨umlich unterschiedliche Beschaffenheit
der Grenzfla¨chenzusta¨nde, aus die Elektronen in das Leitungsband injiziert werden, den
Vergleich erheblich beeinflussen. Zum Abschluss der Diskussion des 1D Transports folgen
noch einige Bemerkungen zu den simulierten Q1/2U-Kennlinien (vgl. Kap. 6.2). Auch hier
ist ein direkter Vergleich mit experimentellen Daten aufgrund der oben angesprochenen
Problematik nicht so einfach. Es zeigt sich aber insgesamt, dass die simulierten Hystere-
sebreiten typische Werte annehmen, die auch im Experiment beobachtet werden.
Die ra¨umlich ho¨herdimensionalen Simulationen zeigen, dass in der ZnS:Mn-Schicht ein-
zelne lokalisierte Hochstrombereiche existieren ko¨nnen. Dabei treten in Abha¨ngigkeit der
Mobilita¨ts- und Diffusionskonstanten entweder statische und dynamische Stromverteilun-
gen auf, die wir infolge der Abha¨ngigkeit der Lichtemission vom Strom als Leuchtmuster
interpretieren. Die simulierten statischen Verteilungen a¨hneln in ihren Abmessungen und
ihrem gegenseitigem Abstand im Mikrometerbereich sehr stark den im Experiment beob-
achteten statischen Mikrofilamenten (vgl. Abbn. 3.14 (Bild 6) u. 3.13 (tu¨rkis u. gru¨n)).
Auch der kreisfo¨rmige Charakter der Hochstrombereiche konnte in ersten dreidimensio-
nalen Simulationen besta¨tigt werden. Dynamische Stromdichteverteilungen werden in der
numerischen Simulation dadurch erreicht, indem man bespielsweise die transversale Diffu-
sionskonstante der Elektronen erho¨ht. Im hier erwa¨hnten Simulationsbeispiel breitet sich
die anfa¨ngliche Inhomogenita¨t kontinuierlich aus, bis das gesamte Simulationsgebiet in den
Hochstromzustand versetzt ist. Diese Form der Inhomogenita¨t zeigt gewisse A¨hnlichkeiten
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zu den kreisfo¨rmigen Doma¨nen (vgl. Abbn. 3.14 (Bild 5)), deren innerer Bereich bei gleich-
zeitiger radialer Ausdehnungstets homogen leuchtet. Entsprechende 3D Simulationen, die
eventuell die kreisfo¨rmige Ausdehnung besta¨tigen ko¨nnte, stehen noch aus.
Sehr interessant sind die Ergebnisse bei vergro¨ßertem Grundgebiet. Dabei sind zwei
verschiedene Simulationsmethoden zum Einsatz gekommen. Bei der ersten Methode wird
ein in der xy-Ebene zentriertes Startfilament vorgegeben und daraufhin wird die Rechnung
mit einer leicht vergro¨ßerten Spannungsamplitude gestartet. Die Spannungsamplitude ist
dabei gerade so gross, dass sie in der entsprechenden Q1/2U-Kennlinie (1D Simulation)
oberhalb des unstetigen Sprungs von kleiner zu großer u¨bertragender Ladung liegt. In der
zweidimensionalen Rechnung zu¨nden dann im weiteren Verlauf der Simulation weitere Fi-
lamente. Insgesamt stellt sich eine nahe zu ra¨umlich periodische Anordnung der einzlenen
Filamente ein. Die Rechnungen zeigen, dass der gegenseitige Filamentabstand im Bereich
von 1-2 µm liegt. A¨hnliche Filamentabsta¨nde sind auch in experimentellen Untersuch-
ungen zu finden. In einer analogen dreidimensionalen Simulation zeigt sich ein a¨hnliches
Bild. Es resultiert hier ein quadratisches Filamentgitter (vgl. Abb. 8.3). An dieser Stelle
sei angemerkt, dass solche periodischen Filamentanordnungen im Experiment nicht beob-
achtet werden. Eine mit dem Experiment vergleichbare Situation kann mit der zweiten
Methode realisiert werden. Hier startet die 2D Simulation mit einer homogenen Anfangs-
bedingung und einem zusa¨tzlichen Rauschterm. Die Spannungsamplitude wird dabei so
gewa¨hlt, dass sie unterhalb der Schwellenspannung fu¨r den Sprung vom unteren auf den
oberen Zweig liegt. In diesem Fall entwickeln sich mehrere Filamente auf dem Grundge-
biet, wobei eher eine mit dem Experiment vergleichbare unregelma¨ßige Filamentierung
zu beobachten ist (vgl. Abb. 7.23b.)). In diesem Zusammenhang ist dabei die 3D Simu-
lation besonders interessant (vgl. Abb. 8.5). Hier deutet sich zu Beginn der Simulation
eine teilweise ra¨umlich inhomogene Verteilung der einzelnen Filamente an. Aber aufgrund
der extremen Rechenzeit kann noch nicht endgu¨ltig gekla¨rt werden, ob sich eine ra¨umlich
periodische oder inhomogene Verteilung einstellt.
Im Experiment treten neben den stationa¨ren Mirkrofilamenten und kreisfo¨rmigen
Doma¨nen noch weitere dynamische Muster auf (vgl. Abbn. 3.14), die mit dem hier vorlie-
genden Ladungstra¨gertransportmodell bisher noch nicht simuliert werden konnten. Beson-
ders interessant sind dabei die sich radial nach außen ausbreitenden Autowellen (vgl. Abbn.
3.14 (Bild 2)). Sie entwickeln sich dabei aus einem punktfo¨rmigen Hochstrombereich, aus
dem sich dann die Ringwelle entwickelt. Diese Erscheinung ist deshalb so interessant, da
bei deren Dynamik zwei Prozesse gleichzeitig ablaufen. Dabei wirkt der a¨ußere Rand der
Ringwelle als
”
Einschaltfront“ fu¨r das Hochschalten des Niedrigstrombereichs, wa¨hrend
der innere Rand als
”
Ausschaltfront“ wirkt. Dadurch kann sich die Ringwelle nach außen
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ausbreiten, wobei zusa¨tzlich die Breite des lumineszierenden Ringes konstant bleibt. Dies
deutet darauf hin, dass sich beide Fronten gleich schnell ausbreiten.
In allen diskutierten Simulationen ist fu¨r einen lokalisierten Hochstrombereich stets eine
postive ortsfeste Raumladungszone verantwortlich. Ihre feldversta¨rkende Wirkung leitet
u¨ber die versta¨rkte Tunnelinjektion die Ausbildung eines ra¨umlich lokalisierten Hochstrom-
bereichs in der ZnS:Mn-Schicht ein. Das Raumladungsprofil wird dann nach erfolgten Auf-
bau autokatalytisch vom hohen Elektronenstrom (Stoßionisation) und vom Lo¨chereinfang
aufrechterhalten. Im Fall einer Autowelle muss in der numerischen Simulation im Gegen-
satz zu einem lokalisierten Filament folgende Situation eintreffen. Zuna¨chst zu¨ndet ein
Filament innerhalb des Grundgebiets und daraufhin leitet der in diesem Bereich erho¨hte
Elektronenstrom den Aufbau des ortsfesten positiven Raumladungsprofils ein. Dieses Profil
sollte sich dann im weiteren Simulationsverlauf lateral ausbreiten. Diese
”
Einschaltfront“
ko¨nnte beispielsweise dadurch erreicht werden, indem man die laterale Diffusionskonstante
der Elektronen ausreichend vergro¨ßert. Parallel dazu muss ausgehend von Filamentmitte
die positive Raumladung abgebaut werden, damit man die typische Form der Autowelle
erha¨lt. Diese Ausbildung einer
”
Ausschaltfront“ wurde aber in den Simulationen nie beob-
achtet. Ein einmal lokal voll ausgepra¨gtes Profil der eingefangenden Lo¨cher bleibt erhalten.
Daher liegt die Vermutung nahe, dass ein Prozess fu¨r die Ausbildung solcher Muster in dem
hier verwendetem Transportmodell noch fehlt. Dieser Prozess ha¨tte dafu¨r zu sorgen, dass
die Raumladung nur u¨ber einen bestimmten Zeitraum bestehen kann. Ist er u¨berschritten,
so setzt die Rekombination der Raumladung ein und folglich ko¨nnte die oben besprochene
”
Ausschaltfront“ entstehen. Dabei sollte idealerweise die Ausbreitungsgeschwindigkeit der
”
Ausschaltfront“ nicht schneller wie die Geschwindigkeit der
”
Einschaltfront“ sein, damit
immer der ringfo¨rmige Hochstrombereich erhalten bleibt.
Verschiedene Experimente deuten darauf hin, dass ra¨umlich inhomogene Temperatur-
verteilungen einen entscheidenen Einfluss auf die Ausbildung der Autowellen haben. In
Systemen fern vom Gleichgewicht gibt es keinen einheitlichen Temperaturbegriff mehr.
Dennoch ko¨nnen unter bestimmten Annahmen einzelne Teilsysteme wie Elektronen,
Lo¨cher und Kristallgitter durch Temperaturen charakterisiert werden, wobei die einzelnen
Temperaturen voneinander sehr verschieden sein ko¨nnen. Um die Temperaturdynamik auf
der theoretischen Seite besser untersuchen zu ko¨nnen, muss das bestehende Modell zum
Ladungstra¨gertransport erweitert werden. Im Zuge dieser Erweiterung (hydrodynamisches
Modell) kommen Transportgleichungen fu¨r die Teilchentemperaturen und die Gittertem-
peratur hinzu. Physikalisch ist die Mitberu¨cksichtigung der verschiedenen Temperaturen
interessant, da sie auf eine unterschiedliche Art und Weise die Dynamik beeinflussen. So
bestimmt die Gittertemperatur neben den thermischen Emissionsraten (Lo¨cheremission)
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ebenfalls die Injektionsraten durch phononenassistiertes Tunneln. Die Elektronentempera-
tur bestimmt dagegen Einfangraten und insbesondere die Stoßionisation, die bei stark in-
homogenen elektrischen Feldverteilungen nicht notwendigerweise am Ort mit der ho¨chsten
Feldsta¨rke maximal wird. Mit dieser Erweiterung sind auch einige Probleme verknu¨pft. So
wa¨chst natu¨rlich der numerische Aufwand betra¨chtlich, da nun weitere lineare Gleichungs-
systeme in jedem Zeitintervall gelo¨st werden mu¨ssen. Ausserdem treten in den hinzuge-
kommenen Differentialgleichungen neue Transportparameter auf, deren Werte fu¨r typische
ZnS:Mn-Strukturen nicht bekannt sind, so dass auch hier wieder fu¨r ihre Werte Annahmen
gemacht werden mu¨ssen, die auf dem experimentellen Wege noch zu verifizieren sind. Fu¨r
den longitudinalen Transport (1D) hat [Meyer 2003] das hier betrachtete Transportmo-
dell um die Teilchentemperaturen von Elektronen und Lo¨chern erweitert. Dabei blieb aber
die Lo¨cheremissionsrate noch konstant. Die Simulationsergebnisse sind dabei sehr a¨hnlich
zu denen aus dieser Arbeit, da kaum ra¨umlich inhomogene Temperaturverteilungen zu be-
obachten sind. Die einzelnen Temperaturen fu¨r die am Transport beteilligten Teilchen sind
zwar recht hoch, aber die Gradienten sind nicht stark ausgepra¨gt. Die berechneten Q1/2U-
Kennlinien zeigen ebenfalls eine Hysterese, wobei nur eine geringe Abweichung zu der
Kennlinie aus dem Drift-Diffusions-Modell zu erkennen ist. Inwieweit diese hydrodynami-
sche Erweiterung die Ausbildung von dynamischen Mustern (z.B. Autowellen) begu¨nstigt,
ist zur Zeit noch nicht bekannt. Dabei ist insbesondere der Einfluss einer temperatur-
abha¨ngigen Lo¨cheremission (Beru¨cksichtigung der Gittertemperatur) auf den gesamten
Ladungstransport zu untersuchen.
Neben dieser Erweiterung auf ein hydrodynamisches Modell sind schon auf der Drift-
Diffusions-Ebene weitere Modellmodifikationen mo¨glich. Diese Modifikationen betreffen
besonders die eingefangenen Lo¨cher. Aktuelle experimentelle Untersuchungen zum Tem-
peraturverhalten und zu Geda¨chtniseffekten zeigen, dass mehrere Typen von gebundenen
Lo¨chern den Ladungstransport beeinflussen. In diesem Zusammenhang spricht man von
flachen und tiefen Sto¨rstellenniveaus, die freie Lo¨cher einfangen ko¨nnen. Wa¨hrend die
an flachen Sto¨rstellen gebundenen Lo¨cher thermisch und feldinduziert emittiert werden
ko¨nnen, ko¨nnen die an tiefen Sto¨rstellen gebundenen Lo¨cher nur mit Elektronen rekombi-
nieren. Im Transportmodell sind diese verschiedenen Typen von gebundenen Lo¨chern, die
durch unterschiedliche Einfang- und Emissionsraten charakterisiert sind, durch zusa¨tzliche
Differentialgleichungen zu beru¨cksichtigen. Numerisch bedeutet diese Erga¨nzung keine Er-
schwerung, da die gebundenen Lo¨cher nur durch gewo¨hnliche Differentialgleichungen be-
schrieben werden. Aber auch hier spielt wieder eine realistische Modellierung der verschie-
denen Einfang- und Emissionsraten eine wichtige Rolle. Dabei sto¨ßt man wieder auf das
bekannte Problem der Unkenntnis wichtiger Parameter. Bis jetzt sind nur die energetischen
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Positionen der Niveaus bekannt. Experimentelle verifizierte Angaben u¨ber die jeweiligen
Raten sind aber zur Zeit noch nicht bekannt. Auch hier mu¨ssen in einem ersten Schritt
wieder sinnvolle Parameterwerte angenommen werden, um so die wesentlichen Auswir-
kungen dieser Erweiterung studieren zu ko¨nnen. Dabei ist insbesondere zu pru¨fen, wie die
Beru¨cksichtigung weiterer Sto¨rstellen die bisherige Ladungstra¨gerdynamik beeinflusst und
ob sich in den ho¨herdimensionalen Simulationen auch dynamische Muster einstellen.
Teil IV
Zusammenfassung und Ausblick
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Kapitel 10
Zusammenfassung und Ausblick
Gegenstand dieser Arbeit ist die Modellierung von Ladungstransports und
Strukturbildung in elektrolumineszierenden in wechselspannungsgetriebenen ZnS:Mn-
Bauelementen.
Zu Beginn der Arbeit wurde die Modellierung des Ladungstransports ausfu¨hrlich
diskutiert. Das Ziel war die Entwicklung eines Transportmodells fu¨r die ZnS:Mn-
Bauelemente. Dazu beno¨tigten wir zuerst mo¨glichst viele experimentelle Informationen
zum Ladungstransport bzw. zur Elektrolumineszenz in den ZnS:Mn-Bauelementen. Da-
bei konzentrierten wir uns zuna¨chst hauptsa¨chlich auf den longitudinalen Transport, um
die wesentlichen Prozesse zur Elektrolumineszenzbildung zu extrahieren. So zeigen die
ZnS:Mn-Bauelemente eine Vielzahl von sehr interessanten Eigenschaften, die in dieser
Arbeit mit Hilfe von einigen Kennlinien diskutiert wurden. Dazu geho¨ren beispielsweise
die starke Spannungsabha¨ngigkeit der Elektrolumineszenz, die Abha¨ngigkeit der Lumines-
zenz von der Mangankonzentration und der ZnS:Mn-Schichtdicke oder Geda¨chtniseffekte
(Lumineszenz-Spannungs-Hysterese). Durch die Diskussion verschiedener Kennlinien und
Hinzunahme weiterer experimenteller Ergebnisse wurde ein Transportschema aufgestellt,
mit dem die Elektrolumineszenzbildung in den ZnS-Mn-Bauelementen gut veranschaulicht
werden kann. Die wesentlichen Transportprozesse sind hier noch einmal zusammengefasst
dargestellt:
• Tunnelinjektion von Elektronen aus lokalisierten Zusta¨nden der Halbleiter-Isolator-
Grenzschicht
• Elektronenbeschleunigung und Band-Band-Stoßionisation
• Lo¨cherstrom und Lo¨chereinfang (positive Raumladung)
• Rekombination zwischen Elektronen und eingefangenen Lo¨chern, Lo¨cheremission
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• Anregung der Manganzentren und Lichtemission
• Ladungstra¨gereinfang an beiden Halbleiter-Isolator-Grenzschichten.
Neben den longitudinalen Bauteileigenschaften, zeigen die ZnS:Mn-Bauelemente in der la-
teralen Elektrolumineszenzverteilung viele verschiedene spontan auftretende Muster. Die-
se hier vorgestellten Muster ko¨nnen dabei sowohl ra¨umlich statisch (Filamente) als auch
dynamisch (Doma¨nen, Ringwellen) sein. Verschiedene Untersuchungen zeigten, dass die
beobachteten Leuchtdichteverteilungen nur in einem sehr engen Parameterbereich (Span-
nungsamplitude, Frequenz, Dotierungskonzentration und ZnS:Mn-Schichtdicke) auftreten.
Um ein theoretisches (mathematisches) Modell fu¨r den Ladungstra¨gertransport zu bilden,
musste eine passende Beschreibungsebene gefunden werden. Infolgedessen wurden drei
verschiedene Modell-Kategorien, na¨mlich
• klassische Gleichungen der Mechanik,
• Boltzmann-Gleichung und
• Bilanz-Gleichungen
intensiv besprochen. Dabei ko¨nnen die Bilanz-Gleichungen durch Integration u¨ber den Ge-
schwindigkeitsraum aus der Boltzmann-Gleichung, die wiederum aus den exakten Grund-
gleichungen der Mechanik unter bestimmten Voraussetzungen abgeleitet werden. Ein we-
sentliches Auswahlkriterium war dabei die Vergleichbarkeit der Lo¨sung mit experimentell
zuga¨nglichen makroskopischen Gro¨ßen. Im Zuge der Diskussion schieden daraufhin die
ersten beiden Beschreibungsebenen aus, da die jeweils zu berechnende Lo¨sung der Trans-
portmodelle viel zu detaillierte Informationen enthalten wu¨rde, so dass eine direkte Ver-
gleichsmo¨glichkeit zwischen Theorie und Experiment nicht gegeben wa¨re. Wir sind eher
an makroskopischen Gro¨ßen, wie z.B. Stro¨me und Dichten, interessiert, die genau die-
sen Vergleich mit dem Experiment zulassen. Daher diente die dritte Modell-Kategorie als
Ausgangspunkt. In dieser Kategorie liegt eine unendliche Hierarchie von makroskopischen
Bilanz-Gleichungen vor, die fu¨r die konkrete Modellbildung auf einer bestimmten Ebene
abgebrochen werden muss. Bei dem hier entwickelten Modell geschah dies auf der Drift-
Diffusions-Ebene. Zusammen mit der Poisson-Gleichung folgt ein Transportmodell fu¨r die
hier im Fall der ZnS:Mn-Struktur zu beru¨cksichtigen Ladungstra¨gertypen (freie Elektro-
nen, freie und eingefangene Lo¨cher). Charakteristisch fu¨r dieses Modell ist, dass der Trans-
port der freien Ladungstra¨ger nur u¨ber Drift und Diffusion erfolgen kann. Die weiter oben
in diesem Abschnitt erwa¨hnten charakteristischen Transportprozesse wurden durch ent-
sprechende Raten (Stoßionisation, Lo¨chereinfang, Rekombination) und Randbedingungen
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(Tunnelinjektion, Oberfla¨chenrekombination) realisiert. Hierbei sei noch darauf hingewie-
sen, dass die Anregung der Manganzentren nicht modelliert wird, da die Elektrolumines-
zenz proportional zur u¨bertragenen Ladung (Strom) in der ZnS:Mn-Schicht ist. Beim ab-
geleiteten Transportmodell handelt es sich um ein partielles Differentialgleichungssystem,
das nicht analytisch lo¨sbar ist. Daraufhin wurde ein numerisches Simulationsprogramm
entwickelt, dass die Lo¨sung fu¨r ein-, zwei- und dreidimensionale Bauteilgeometrien be-
rechnet. Aufgrund der besonderen Struktur der Bilanz-Gleichungen wurde das DD-Modell
mit Hilfe der Scharfetter-Gummel-Verfahrens diskretisiert. Die Diskretisierung fu¨hrt dazu,
dass in jedem Zeitschritt lineare Gleichungssysteme gelo¨st werden mu¨ssen, deren Lo¨sung
insbesondere in der 2D bzw. 3D Simulation sehr viel Rechenzeit in Anspruch nimmt.
Fu¨r die Modellierung der Strukturbildung wurde zuna¨chst das Drift-Diffusions-
Modell fu¨r den longitudinalen Transport (1D) in der HSA-Konfiguration (keine
Lo¨cheremission, Rekombination zwischen n und ptrapped u¨ber R = σjnpt) gelo¨st. Da-
bei haben wir zuna¨chst die Ladungstra¨gerdynamik innerhalb einer Periode der angelegten
sinusfo¨rmigen Wechselspannung untersucht. Schon diese Konfiguration ermo¨glichte einen
tiefen Einblick in die wichtigsten Transportmechanismen. So konnten in Abha¨ngigkeit
der angelegten Spannungsamplitude drei verschiedene Transportszenarien extrahiert wer-
den. Wa¨hrend bei niedrigen Amplituden das Strommaximum mit dem Spannungsmaxi-
mum zusammenfa¨llt, fu¨hren mit zunehmender Amplitude zuna¨chst die sich ausbildenden
Grenzfla¨chenladungen und dann die Reduktion des Tunnelstroms durch Entleerung der
Grenzfla¨chenzusta¨nde zu einer deutlichen Verschiebung des Strommaximums zu fru¨heren
Zeiten. Bei großen Spannungen setzt sich diese Verschiebung weiter fort und zusa¨tzlich
fu¨hrt schließlich das Einsetzen der Ladungstra¨germultiplikation durch Stoßionisation zum
Auftreten eines zweiten Nebenmaximums in Stromverlauf. Dabei werden die generierten
Lo¨cher eingefangen und somit bildet sich ein wannenfo¨rmiges Ladungsprofil aus, das das
Feld inhomogen abschirmt. Natu¨rlich wurde auch die Ladungstra¨gerdynamik fu¨r viele
Spannungsperioden betrachtet. Die Ladungstra¨gerdynamik strebt dabei einen periodisch
stationa¨ren Zustand an, in dem sich die Lo¨cherrekombination und die Lo¨chergeneration
im Gleichgewicht befinden. Aufgrund dieses Gleichgewichts wird pro Halbperiode stets
die gleiche Ladungsmenge durch die ZnS:Mn-Schicht transferiert. Im Zuge der Untersuch-
ungen zum periodisch stationa¨ren Zustand wurde das abgeleitete DD-Modell mit dem oft
in der Literatur benutztem Standardmodell von Howard, Sahni und Alt (HSA-Modell)
verglichen. Dabei ergab sich nur fu¨r den Fall eines sehr großen Einfangkoeffizienten eine
sehr gute U¨bereinstimmung der beiden Transportmodelle.
Mit der Einfu¨hrung der Lo¨cheremission vera¨nderte sich bei konstant gehaltener Span-
nungsamplitude die Ladungsdynamik. Es zeigte sich, dass das positive Raumladungsprofil
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infolge der Lo¨cheremission nicht so stark ausgepra¨gt ist. Somit ist ihre feldversta¨rkende
Wirkung kleiner und darauf wird weniger Ladung durch die Zinksulfidschicht transferiert.
Aber trotzdem macht sich die Feldabschirmung durch die Grenzfla¨chenladungen und die
positive Raumladung bemerkbar, wobei die Abschirmung durch letztere infolge der Lo¨cher-
emission schwa¨cher ist.
Als na¨chstes wurde untersucht, ob die in verschiedenen Experimenten beobachtete
Lumineszenz-Spannungs-Hysterese mit dem DD-Modell simuliert werden konnte. In der
Simulation wurde dazu eine zur Lumineszenz a¨quivalente Gro¨ße Q1/2 (pro Halbperiode im
stationa¨ren Zustand u¨bertragende Ladung) berechnet und gegen die Spannungsamplitude
aufgetragen. Die Kennlinien zeigten analog zum Experiment ebenfalls ein bistabiles bzw.
hystereseartiges Verhalten. Der Auslo¨ser dieser Bistabilita¨t ist die ortsfeste positive Raum-
ladung, deren Dynamik mit Hilfe der Nettogenerationsrate Ω = T − G2 − R untersucht
wurde. Fu¨r den Fall der ansteigenden Spannung baut sich ausgehend von einer kleinen
Startspannung die positive Raumladung infolge der Stoßionisation und des Lo¨chereinfangs
kontinuierlich auf. Zuna¨chst fließt aber nur ein geringer Strom (Q1/2 klein) durch die ZnS-
Mn-Schicht (Niedrigstromzustand), da die positive Raumladung zu schwach ausgepra¨gt
ist, damit sie das Feld versta¨rken und somit einen ho¨heren Tunnelstrom auslo¨sen kann.
Wird aber eine Schwellenspannung U < USchwelle erreicht, so a¨ndert sich Q1/2 schlagartig
und somit fließt nun ein deutlich gro¨ßerer Strom durch die ZnS:Mn-Schicht (Hochstrom-
zustand). Die Kennlinie zeigt bei dieser Spannung einen unstetigen Sprung. Der Grund
hierfu¨r liegt in der massiven Generation von Elektronen und Lo¨chern begru¨ndet, wobei
letztere eingefangen werden und somit das Raumladungsprofil immer weiter anwa¨chst.
Dieses koppelt wiederum an das elektrische Feld und lo¨st eine ho¨here Tunnelinjektion
aus, die ihrerseits wieder die Stoßionisation noch weiter versta¨rkt und noch mehr Lo¨cher
zum Einfang bereit stellt. Somit wa¨chst die Raumladung schnell an, bis im periodisch
stationa¨ren Zustand die Lo¨chergeneration (Lo¨chereinfang) und die Lo¨cherrekombination
(Lo¨cheremission, Rekombination zwischen n und ptrapped) im Gleichgewicht sind. Bei wei-
teren Spannungserho¨hungen ist dann nur eine geringe Erho¨hung in der u¨bertragenden La-
dung zu beobachten. Wird dann die Spannung ausgehend von diesem Hochstromzustand
kontinuierlich gesenkt, so bleibt der Zustand zuna¨chst auch fu¨r Spannungen unterhalb
von U < USchwelle erhalten. Infolge der Spannungsabnahme reduziert die Rekombination
infolge schwa¨cherer Generation die positive Raumladung, aber insgesamt bleibt ihr wan-
nenfo¨rmiges Profil erhalten und kann so fu¨r eine hohe Tunnelinjektion sorgen. Bei einer
weiteren Spannungsreduzierung bricht das wannenfo¨rmige Raumladungsprofil zusammen,
da zu wenige Lo¨cher eingefangen werden, um so den Verlust an Raumladung infolge der
Rekombination zu kompensieren. Daraufhin kann der Hochstromzustand nicht mehr auf-
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rechterhalten werden, und Q1/2 springt unstetig auf den Niedrigstromzustand zuru¨ck. Im
Zuge weiterer Untersuchungen zur Hysterese bzw. Bistabilita¨t wurden einige Simulations-
parameter gezielt variiert. Dabei zeigte sich, dass die Hysteresebreite stark von Parametern
abha¨ngt, die fu¨r den Aufbau der positiven Raumladung verantwortlich sind. Dazu za¨hlen
neben dem Einfangkoeffizienten, die Lo¨cheremissionsrate auch die Frequenz der angeleg-
ten Spannung. Im Fall der Lo¨cheremissionsrate konnte beispielsweise die Rate so optimiert
werden, so dass die Hysteresebreite maximal wurde.
Die simulierten Q1/2-U-Kennlinien waren fu¨r den weiteren Untersuchungen der Struk-
turbildung sehr wichtig, da in typischen Experimenten nur Muster in einem Spannungs-
bereich in der Na¨he des unstetigen Sprungs von schwacher zu starker Lumineszenz (d.h.
U¨bergang: Niedrigstromzustand→ Hochstromzustand) zu beobachten waren. Daher wur-
den entsprechende 2D Simulationen durchgefu¨hrt, wobei die Spannung so gewa¨hlt wurde,
dass sie knapp unterhalb der Schwellenspannung USchwelle lag. Im Fall ra¨umlich homo-
gener Anfangsbedingungen konnten keine Stromfilamente beobachtet werden. Eventuell
auftretende Inhomogenita¨ten wurden sofort vom System geda¨mpft und somit blieb der
ra¨umlich homogene Zustand stabil. Zur weiteren Untersuchung wurde die Anfangsbedin-
gung vera¨ndert. Die Simulationen wurden daraufhin zuna¨chst mit einer bistabilen An-
fangsbedingung gestartet, deren Form sich dabei an die entsprechende fu¨r die gewa¨hlte
Spannung bistabile Q1/2-U-Kennlinie richtete. Dadurch fließt zu Beginn der Simulation im
Bereich aufgrund des Vorhandenseins eines wannenfo¨rmigen positiven Raumladungsprofils
ein wesentlich ho¨herer Strom als im restlichen Bereich des Bauelements. Man gab gewisser-
maßen ein Startfilament vor und betrachtet anschließend dessen weitere Zeitentwicklung.
Die Simulationen zeigten, dass sich mit dieser Form der Anfangsbedingung ein ra¨umlich
lokalisiertes Stromfilament stabilisieren la¨sst. Dabei resultierte stets die gleiche Filament-
form und zwar unabha¨ngig davon, wie breit der anfa¨ngliche Hochstrombereich gewa¨hlt
wurde. Da bei einer ra¨umlich homogenen Anfangsbedingung alle Fluktuationen geda¨mpft
wurden, wurde zusa¨tzlich das Ferminiveau der Grenzfla¨chenzusta¨nde verrauscht. In den
durchgefu¨hrten Simulationen (Spannung unvera¨ndert, U < USchwelle) konnten ebenfalls
lokalisierte Filamente stabilisiert werden, wobei ihre Form identisch zu denen war, die mit
Hilfe der bistabilen Anfangsbedingung erzeugt wurden. An dieser Stelle ist anzumerken,
dass die Filamente sich nur dann herausbildeten, wenn die Simulationsspannung knapp
unterhalb der Schwellenspannung U < USchwelle lag. Anderenfalls baute sich die bistabile
Anfangsbedingung ab bzw. die
”
verrauschte“ Simulation blieb ra¨umlich homogen.
Die ra¨umliche Gestalt eines Stromfilaments wird durch die positive Raumladung und durch
die beiden Grenzfla¨chenladungen bestimmt. Die daraus resultierenden transversalen Feld-
komponenten sorgen dafu¨r, dass die Elektronen und Lo¨cher in die Richtung des Filament-
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zentrums fokussiert oder defokussiert werden. Zusa¨tzlich sind transversale defokussierende
Diffusionsstro¨me infolge Dichtegradienten zu beachten. Im Fall der bistabilen Anfangsbe-
dingung fu¨hren die fokussierenden und defokussieren lateralen Stromkomponenten dazu,
dass sich das anfa¨ngliche Startfilament je nach Breite entweder ausdehnt oder einschnu¨rt.
Im Fall des Rauschterms zu¨nden die Filamente aufgrund ra¨umlicher Stromfluktuationen,
die dann den autokatalytischen Aufbau des wannenfo¨rmigen Raumladungsprofils einleiten.
Auch hier werden die Filamente mit Hilfe lateraler fokussierender und defokussierender
Stromkomponenten stabilisiert. Um den Stabilisierungsprozess noch besser zu verstehen,
wurden gezielt die lateralen Diffusions- bzw. Mobilita¨tskonstanten gea¨ndert. Daraus folg-
te unter anderen, dass sich mit einer bistabilen Anfangsbedingung und einer vergro¨ßerten
Elektronendiffusionskonstanten (Mobilita¨t unvera¨ndert) kein stationa¨res Filament bildete.
Es entstanden stattdessen zwei Fronten die sich nach außen bewegten und so das gesamte
laterale Simulationsgebiet in einen homogenen Hochstromzustand versetzten.
Motiviert durch
”
verrauschte“ Simulationen, in denen sich zwei Filamente ausbildeten
und sich gegenseitig abstießen, wurde die Filamentwechselwirkung genauer untersucht.
Zur besseren Untersuchung wurde dazu zuerst ein in y-Richtung zentriertes Filament mit
Hilfe einer bistabilen Anfangsbedingung (U < USchwelle) erzeugt. Nach erfolgter Stabi-
lisation wurde die Spannung leicht u¨ber die Schwellenspannung erho¨ht (U > USchwelle).
Dadurch ko¨nnen neben dem bereits bestehenden Filament weitere Filamente zu¨nden, wo-
bei insgesamt sowohl die Filamentbreite als auch die Stromscheitelwerte leicht zunehmen.
Wieviele neue Filamente hinzukommen ha¨ngt aufgrund der periodischen Randbedingung-
en entscheidend von der lateralen Bauteilbreite ab. Ist sie zu klein, so sind aufgrund der
besonderen ra¨umlichen Form der Grenzfla¨chenladungsdichten (Nebenmaxima an der mo-
mentanen Kathode) neben dem existierenden Filament keine starken Tunnelinjektionen
mo¨glich und somit unterbleiben weitere Zu¨ndungen. Da diese strominhibierende Eigen-
schaft der Grenzfla¨chenladungen nur eine begrenzte Reichweite hat, ko¨nnen bei einer Ver-
gro¨ßerung der lateralen Bauteilbreite neue Filamente hinzukommen. Dabei enstehen z.B.
bei einer Bauteilbreite von 4.0 µm neben dem bestehenden Filament noch zwei Filamen-
te. Im Zuge ihrer Stabilisierung durch transversale Drift- und Diffusionsstro¨me entsteht
zuna¨chst eine Strukturierung mit ungleichen Filamentabsta¨nden. Die ungleichen Absta¨nde
werden aber im weiteren Verlauf der Simulation langsam abgebaut, da das elektrische Feld
zwischen den beiden neuen Stromfilamenten abgeschirmt wird. Dies fu¨hrt bezogen auf das
jeweilige Filamentzentrum zu unsymmetrischen fokussierenden bzw. defokussierenden la-
teralen Transportprozessen, die dazu fu¨hren, dass sich die beiden Filamente voneinander
abstoßen. Somit stellt sich im periodisch stationa¨ren Zustand eine Filamentierung ein,
in der alle Stromfilamente den gleichen ra¨umlichen Abstand (ca. 1.2-1.3 µm) voneinan-
148 KAPITEL 10. ZUSAMMENFASSUNG UND AUSBLICK
der haben. Dabei ist zu beachten, dass dieser Abstand charakteristisch fu¨r eine bestimmte
Spannungserho¨hung u¨ber die Schwelle hinweg ist. Fa¨llt die Spannungserho¨hung gro¨ßer aus,
so nimmt der lateraler Abstand bei gleichzeitiger Filamentverbreiterung ab. Bei einem zu
großen Anstieg der Spannung ko¨nnen keine einzelnen Filamente stabilisiert werden. In
diesem Fall wird das gesamte Gebiet in den Hochstromzustand versetzt.
Damit man die Simulationsergebnisse besser mit den experimentellen Ergebnissen ver-
gleichen kann, wurden erste dreidimensionale Simulationen durchgefu¨hrt. Dabei stellte sich
zuerst heraus, dass der Rechenaufwand im Vergleich zu den 2D Simulationen deutlich an-
stieg. Um eine mo¨glichst feine Auflo¨sung in der transversalen Ebene zu erlangen, wurde die
bisherige Anzahl der Diskretisierungspunkte in longitudinaler Richtung reduziert. Analog
zu den 2D Simulationen haben wir auch hier versucht einzelne Stromfilamente zu stabilisie-
ren. Dazu wurden in einem ersten Schritt 3D Simulationen mit unterschiedlichen bistabilen
Anfangsbedingungen (quadratische oder rechteckige Geometrie) gestartet, wobei die Simu-
lationsspannung knapp unterhalb der Schwellenspannung USchwelle der Q1/2-U-Kennlinie
lag. Die Rechnungen zeigten, dass stets kreisfo¨rmige Stromfilamente in der ZnS:Mn-Schicht
durch transversale Drift- und Diffusionsstro¨me stabilisiert werden ko¨nnen. Infolge der Sta-
bilisierung zeigt die ra¨umliche Anordnung der Grenzfla¨chenladungen ebenfalls die gleichen
Details wie in der 2D Simulation, mit dem Resultat, dass sich das Filament lateral nicht
weiter ausdehnen kann.
Ausgehend von einem bereits stabilisierten Filament in der Mitte der transversalen Ebe-
ne haben wir die Spannung wieder u¨ber die Schwellenspannung USchwelle hinweg erho¨ht.
Dabei vergro¨ßert sich das bereits bestehende Filament leicht und zusa¨tzlich zu¨ndeten je
nach Gro¨ße der transversalen Ebene weitere Filamente. Auch hier konnten wir eine zum
2D Fall identische Situation beobachten. Infolge der speziellen Anordnung der Grenz-
fla¨chenladungen fand in einem kreisfo¨rmigen Gebiet rund um das bereits existierende
Filament keine Zu¨ndung statt. Deckt dieses Gebiet die transversale Ebene ab, so zu¨nden
keine weiteren Filamente. Wird nun die Ebene leicht vergro¨ßert, so ist dies nicht mehr
der Fall. In dieser Situation zu¨ndeten kreisfo¨rmige Filamente in den vier Ecken der Ebe-
ne, so dass ein quadratisches Filamentgitter mit einer charakteristischen Gitterkonstante
entstand. Diese Form des Filamentgitters stellt sich auch bei gro¨ßeren Grundgebieten ein.
Dabei stabilieren sich stets zuerst einzelne Filamente am Rand wie bisher. Falls der Ab-
stand dieser neuen Filamente zum zentralen Filament genu¨gend groß ist, ko¨nnen weitere im
Zwischenraum stabilisiert werden. Zusa¨tzlich wurde auch hier versucht Filamente aus dem
ra¨umlich homogenen Zustand mit Hilfe eines Rauschterms zu erzeugen. Die endgu¨ltigen
Simulationsergebnisse konnten zu diesem Zeitpunkt noch nicht abschließend diskutiert
werden, da die Lo¨sung aufgrund der extremen Rechenzeit noch nicht stationa¨r war. In der
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Zeitentwicklung der ersten 5000 Perioden konnte die Stabilisierung einiger kreisfo¨rmiger
Filamente aus einer
”
wabenfo¨rmigen“ Zu¨ndung beobachtet werden. Dabei erschien die Fi-
lamentierung zuna¨chst unregelma¨ßig und es sind teilweise noch einige la¨nglich ausdehnte
Strukturen zu erkennen. Inwieweit sich die Filamentierung noch weiter vera¨ndert, muss in
weiteren Rechnungen gekla¨rt werden.
Zum Abschluss dieser Arbeit wird ein kurzer Ausblick fu¨r zuku¨nftige Projekte gege-
ben. Die Simulationen fu¨r eine zwei- bzw. dreidimensionale Bauteilgeometrie zeigten, dass
lokalisierte Hochstrombereiche in der ZnS:Mn-Schicht stabilisiert werden konnten. Dabei
konnten bisher sowohl ra¨umlich stationa¨re (Mikrofilamente) als auch ra¨umlich dynamische
(Doma¨nen) Stromdichteverteilungen beobachtet werden. Das Experiment zeigt aber noch
weitere kompliziertere Muster wie z.B. Ringwellen oder Spiralen. Sie konnten bisher in
der Simulation noch nicht stabilisert werden. Dabei ist in weiteren Projekten zu pru¨fen,
ob das hier verwendete Transportmodell u¨berhaupt zur Ausbildung solche Muster in der
Lage ist oder ob noch zusa¨tzliche Transportprozesse beru¨cksichtigt werden mu¨ssen. Im
Fall zusa¨tzlicher Transportprozesse sind vor allen Dingen die Prozesse interssant, die die
Dynamik der positiven Raumladung betreffen, da sie fu¨r die lokalisierten Hochstromberei-
che a¨ußerst wichtig sind.
Aktuelle experimentelle Untersuchungen zeigen, dass offenbar mehrere Typen von gebun-
denen Lo¨chern (flache und tiefe Sto¨rstellennivueaus) den Ladungstra¨gertransport sowie
die Strukturbildung beeinflussen. Ihre Beru¨cksichtigung im bestehenden Simulationspro-
gramm wa¨re problemlos, da ihre Modellierung auf die Lo¨sung von gewo¨hnlichen Differen-
tialgleichungen fu¨hrt. Diese Modifikation wa¨re sehr interssant, da die Sto¨rstellenniveaus
durch verschiedene Einfang- und Emissionsraten charakterisiert sind. Dabei ist insbeson-
dere die Frage zu untersuchen, wie sich das Raumladungsprofil vera¨ndert und welche
Strukturen sich stabilisieren lassen. Motiviert durch experimentelle Untersuchungen, in
denen ra¨umlich inhomogene Temperaturverteilungen einen wesentlichen Einfluss auf die
Ausbildung von Autowellen haben, scheint eine Erweiterung auf ein hydrodynamisches
Modell ebenfalls sehr interessant zu sein. Fu¨r den longitudinalen Transport wurde diese
Modifikation bereits schon vorgenommen. Im na¨chsten Schritt mu¨ssen im Simulations-
programm weitere Raumdimensionen implementiert werden, damit die Strukturbildung
untersucht werden kann.
Im Zuge der Diskussion mo¨glicher Verbesserungen des Transportmodells sto¨ßt man immer
wieder auf das Problem der Unkenntnis wichtiger Materialgro¨ßen. Alle diskutierten Er-
weiterungen beno¨tigen aufgrund der hinzukommenden Transportgleichungen weitere Ma-
terialparameter, die nur teilweise oder gar nicht fu¨r die ZnS:Mn-Struktur bekannt sind.
Daher fa¨llt zur Zeit eine mo¨glichst realistische Modellierung der auftretenden Transport-
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koeffizienten schwer. In einem ersten Schritt ko¨nnen Annahmen u¨ber ihre Werte gemacht
werden. Diese Problematik tritt auch schom im hier verwendeten Drift-Diffusions-Modell
auf und erschwert so den direkten Vergleich mit experimentellen Ergebnissen. Inwieweit
aktuelle Ergebnisse fu¨r den Stoßionisationskoeffizienten fu¨r einkristallines Zinksulfid die
bisherigen Simulationsergebnisse beeinflusst, muss noch untersucht werden.
Der periodisch stationa¨re Zustand stellte sich oft erst nach sehr vielen Spannungsperioden
ein. Dies bedeutete im Fall zweidimensionaler bzw. dreidimensionaler Simulationen sehr
lange Simulationszeiten auf dem Rechner. Insbesondere konnten dreidimensionale Simula-
tionen teilweise nur mit reduzierter ra¨umlicher Diskretisierung durchgefu¨hrt werden, weil
die Lo¨sung der linearen Gleichungssysteme sehr aufwa¨ndig ist. Da bei Hinzunahme weite-
rer Transportgleichungen (hydrodynamisches Modell, weitere flache und tiefe Sto¨rstellen)
der Rechenaufwand noch weiter steigt, muss u¨ber eine verbesserte Lo¨sungsstrategie nach-
gedacht werden. Aufgrund der großen Dimension der Gleichungssysteme und der Verwen-
dung von iterativen Lo¨sungsverfahren bietet sich die Implementierung des bestehenden
Simulationsprogrammes auf einen Parallelrechner an. Dabei ist die Hoffnung, dass das
resultierende Simulationsprogramm gute Skalierungseigenschaften besitzt und erweiterte
Transportmodelle in einem akzeptablen Zeitraum gelo¨st werden ko¨nnen.
Teil V
Anhang
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Anhang A
Komplette Diskretisierung
Hier wird die vollsta¨ndige Diskretisierung des im Kapitel 4.4 vorgestellen Transportmodells
erla¨utert. Dabei werden alle diskreten Gleichungen fu¨r die ein-, zwei- und dreidimensionale
Simulation aufgelistet. Zuvor folgen einige Bemerkungen und Definitionen.
A.1 Bemerkungen und Definitionen
• Alle Indizes in den folgenden Gleichungen beziehen sich auf die Abbildungen
– 1D: Abbildungen 5.3 und 5.4
– 2D: Abbildungen 5.6 und 5.8
– 3D: Abbildungen 5.7 und 5.9
• Von außen an die MISIM-Struktur angelegtes Potential: U(t)
• Der Index t bzw. t + ∆t bezieht sich auf den jeweiligen Zeitschritt
• Das Potential V ist hier bereits auf die thermische Spannung kBT/q skaliert
• Bernoulli-Funktion: B(x) ≡ xexp(x)−1
• Intervallmitten: αi ≡ 12(li + li−1) βj ≡ 12(kj + kj−1) γm ≡ 12(hm + hm−1)
• Periodische Randbedingungen in 2D:
– Index j − 1 = 0 fu¨r j = 1: Indextransformation (j − 1)→ ny
– Index j + 1 = ny + 1 fu¨r j = ny: Indextransformation (j + 1)→ 1
• Periodische Randbedingungen in 2D:
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– Fu¨r Index j analog wie in 2D
– Index m− 1 = 0 fu¨r m = 1: Indextransformation (m− 1)→ nx
– Index m + 1 = nx + 1 fu¨r m = nx: Indextransformation (m + 1)→ 1
A.2 1D Diskretisierung
A.2.1 Poisson-Gleichung
Kontakte
V t1 = U(t) V
t
nl+nm+nr
= 0 (A.1)
Gesamtes Simulationsgebiet ohne Grenzfla¨chen
Diskretisierung gu¨ltig fu¨r: ∀i ∈ {2, . . . , nl + nm + nr − 1} \ {nl, nl + nm}
V ti
(
− 1
liαi
− 1
li−1αi
)
+ V ti−1
1
li−1αi
+ V ti+1
1
liαi
=


0 fu¨r i = 2, . . . , nl − 1 und
i = nl + nm − 1, . . . , nl + nm + nr − 1
q
ε0εz
(
nti − pti − ptrapped,ti
)
fu¨r i = nl + 1, . . . , nl + nm − 1
(A.2)
Linke Isolator-Halbleiter-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl
V ti
(
− εz
li
− εd,1
li−1
)
+ V ti−1
εd,1
li−1
+ V ti+1
εz
li
=
qli
2ε0
(
nti − pti − ptrapped,ti
)
− ρ
links,t
i
ε0
(A.3)
Rechte Halbleiter-Isolator-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl + nm
V ti
(
− εd,2
li
− εz
li−1
)
+ V ti−1
εz
li−1
+ V ti+1
εd,2
li
=
qli−1
2ε0
(
nti − pti − ptrapped,ti
)
− ρ
rechts,t
i
ε0
(A.4)
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A.2.2 Kontinuita¨tsgleichung der Elektronen und der Lo¨cher
Ohne Halbleiter-Isolator-Grenzfla¨chen
Diskretisierung gu¨ltig fu¨r: ∀i ∈ {nl, . . . , nl + nm}
nt+∆ti
(
−Dn,z 1
li
B(V ti − V ti+1)−Dn,z
1
li−1
B(V ti − V ti−1)−[
1
∆t
+
Rt+∆ti
nt+∆ti
]
αi
)
+
nt+∆ti−1 Dn,z
1
li−1
B(V ti−1 − V ti )+
nt+∆ti+1 Dn,z
1
li
B(V ti+1 − V ti )
=
(
−Gti −
1
∆t
nti
)
αi
(A.5)
pt+∆ti
(
−Dp,z 1
li
B(−(V ti − V ti+1))−Dp,z
1
li−1
B(−(V ti − V ti−1))−[
1
∆t
+
T t+∆ti
pt+∆ti
]
αi
)
+
pt+∆ti−1 Dp,z
1
li−1
B(−(V ti−1 − V ti ))+
pt+∆ti+1 Dp,z
1
li
B(−(V ti+1 − V ti ))
= −Gti − Ωti −
1
∆t
ptiαi
(A.6)
Linke Isolator-Halbleiter-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl
nt+∆ti
(
−Dn,z 2
l2i
B(V ti − V ti+1)−
1
∆t
− 2
li
sn − R
t+∆t
i
nt+∆ti
)
+
nt+∆ti+1 Dn,z
2
l2i
B(V ti+1 − V ti )
= −Gti −
1
∆t
nti −
2
li
jtunnel,ti
(A.7)
pt+∆ti
(
−Dp,z 2
l2i
B(−(V ti − V ti+1))−
1
∆t
− 2
li
sp − T
t+∆t
i
pt+∆ti
)
+
pt+∆ti+1 Dp,z
2
l2i
B(−(V ti+1 − V ti ))
= −Gti − Ωti −
1
∆t
pti
(A.8)
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Rechte Halbleiter-Isolator-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl + nm
nt+∆ti
(
−Dn,z 2
l2i−1
B(V ti − V ti−1)−
1
∆t
− 2
li−1
sn − R
t+∆t
i
nt+∆ti
)
+
nt+∆ti−1 Dn,z
2
l2i−1
B(V ti−1 − V ti )
= −Gti −
1
∆t
nti −
2
li−1
jtunnel,ti
(A.9)
pt+∆ti
(
−Dp,z 2
l2i−1
B(−(V ti − V ti−1))−
1
∆t
− 2
li−1
sp − T
t+∆t
i
pt+∆ti
)
+
pt+∆ti−1 Dp,z
2
l2i−1
B(−(V ti−1 − V ti ))
= −Gti − Ωti −
1
∆t
pti
(A.10)
A.2.3 Kontinuita¨tsgleichung der eingefangenen Lo¨cher
Diskretisierung gu¨ltig fu¨r: ∀i ∈ {nl, . . . , nl + nm}
ptrapped,t+∆ti = p
trapped,t
i + ∆t(T
t+∆t
i −Rt+∆ti − Ωti) (A.11)
A.2.4 Grenzfla¨chenladungen
Diskretisierung gu¨ltig fu¨r: i = nl, nl + nm
ρt+∆ti = ρ
t
i + ∆t
(
−snnt+∆ti + jtunnel,ti + sppt+∆ti
)
q (A.12)
A.2.5 Generations- und Rekombinationsraten
Stoßionisation: Gti = α(E
t
i )j
n,t
i (A.13)
Rekombination (n-ptrapped) : Rt+∆ti = σnptvthermn
t+∆t
i p
trapped,t
i (A.14)
Lo¨chereinfang: T t+∆ti = γp
t+∆t
i (p
t
max − ptrapped,ti ) (A.15)
Lo¨cheremission: Ωti = βp
trapped,t
i (A.16)
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A.3 2D Diskretisierung
A.3.1 Poisson-Gleichung
Kontakte
Diskretisierung gu¨ltig fu¨r: ∀j ∈ {1, . . . , ny + 1}
V t1,j = U(t) V
t
nl+nm+nr,j
= 0 (A.17)
Gesamtes Simulationsgebiet ohne Grenzfla¨chen
Diskretisierung gu¨ltig fu¨r: ∀i ∈ {2, . . . , nl + nm + nr − 1} \ {nl, nl + nm} und ∀j ∈
{1, . . . , ny + 1}
V ti,j
(
− 1
liαi
− 1
li−1αi
− 1
kjβj
− 1
kj−1βj
)
+
V ti−1,j
1
li−1αi
+ V ti+1,j
1
liαi
+ V ti,j−1
1
kj−1βj
+ V ti,j+1
1
kjβj
=


0 fu¨r i = 2, . . . , nl − 1 und
i = nl + nm − 1, . . . , nl + nm + nr − 1
q
ε0εz
(
nti,j − pti,j − ptrapped,ti,j
)
fu¨r i = nl + 1, . . . , nl + nm − 1
(A.18)
Linke Isolator-Halbleiter-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl und ∀j ∈ {1, . . . , ny + 1}
V ti,j
(
− 2εz
li(εd,1li−1 + εzli)
− 2εd,1
li−1(εd,1li−1 + εzli)
−
1
kjβj
− 1
kj−1βj
)
+
V ti−1,j
2εd,1
li−1(εd,1li−1 + εzli)
+ V ti+1,j
2εz
li(εd,1li−1 + εzli)
+
V ti,j−1
1
kj−1βj
+ V ti,j+1
1
kjβj
=
qli
ε0(εd,1li−1 + εzli)
(
nti,j − pti,j − ptrapped,ti,j
)
− 2ρ
links,t
i,j
ε0(εd,1li−1 + εzli)
(A.19)
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Rechte Halbleiter-Isolator-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl + nm und ∀j ∈ {1, . . . , ny + 1}
V ti,j
(
− 2εd,2
li(εd,2li + εzli−1)
− 2εz
li−1(εd,2li + εzli−1)
−
1
kjβj
− 1
kj−1βj
)
+
V ti−1,j
2εz
li−1(εd,2li + εzli−1)
+ V ti+1,j
2εd,2
li(εd,2li + εzli−1)
+
V ti,j−1
1
kj−1βj
+ V ti,j+1
1
kjβj
=
qli−1
ε0(εd,2li + εzli−1)
(
nti,j − pti,j − ptrapped,ti,j
)
− 2ρ
rechts,t
i,j
ε0(εd,2li + εzli−1)
(A.20)
A.3.2 Kontinuita¨tsgleichung der Elektronen und der Lo¨cher
Ohne Halbleiter-Isolator-Grenzfla¨chen
Diskretisierung gu¨ltig fu¨r: ∀i ∈ {nl, . . . , nl + nm} und ∀j ∈ {1, . . . , ny + 1}
nt+∆ti,j
(
−Dn,xβj
li
B(V ti,j − V ti+1,j)−Dn,x
βj
li−1
B(V ti,j − V ti−1,j)−
Dn,y
αi
kj
B(V ti,j − V ti,j+1)−Dn,y
αi
kj−1
B(V ti,j − V ti,j−1)−[
1
∆t
+
Rt+∆ti,j
nt+∆ti,j
]
αiβj
)
+
nt+∆ti−1,j Dn,x
βj
li−1
B(V ti−1,j − V ti,j) + nt+∆ti+1,j Dn,x
βj
li
B(V ti+1,j − V ti,j)+
nt+∆ti,j−1 Dn,y
αi
kj−1
B(V ti,j−1 − V ti,j) + nt+∆ti,j+1 Dn,y
αi
kj
B(V ti,j+1 − V ti,j)
=
(
−Gti,j −
1
∆t
nti,j
)
αiβj
(A.21)
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pt+∆ti,j
(
−Dp,xβj
li
B(−(V ti,j − V ti+1,j))−Dp,x
βj
li−1
B(−(V ti,j − V ti−1,j))−
Dp,y
αi
kj
B(−(V ti,j − V ti,j+1))−Dp,y
αi
kj−1
B(−(V ti,j − V ti,j−1))−[
1
∆t
+
T t+∆ti,j
pt+∆ti,j
]
αiβj
)
+
pt+∆ti−1,j Dp,x
βj
li−1
B(−(V ti−1,j − V ti,j)) + pt+∆ti+1,j Dp,x
βj
li
B(−(V ti+1,j − V ti,j))+
pt+∆ti,j−1 Dp,y
αi
kj−1
B(−(V ti,j−1 − V ti,j)) + pt+∆ti,j+1 Dp,y
αi
kj
B(−(V ti,j+1 − V ti,j))
=
(
−Gti,j − Ωti,j −
1
∆t
pti,j
)
αiβj
(A.22)
Linke Isolator-Halbleiter-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl und ∀j ∈ {1, . . . , ny + 1}
nt+∆ti,j
(
−Dn,x 2
l2i
B(V ti,j − V ti+1,j)−Dn,y
1
kjβj
B(V ti,j − V ti,j+1)−
Dn,y
1
kj−1βj
B(V ti,j − V ti,j−1)−
1
∆t
− 2
li
sn −
Rt+∆ti,j
nt+∆ti,j
)
+
nt+∆ti+1,j Dn,x
2
l2i
B(V ti+1,j − V ti,j)+
nt+∆ti,j−1 Dn,y
1
kj−1βj
B(V ti,j−1 − V ti,j) + nt+∆ti,j+1 Dn,y
1
kjβj
B(V ti,j+1 − V ti,j)
= −Gti,j −
1
∆t
nti,j −
2
li
jtunnel,ti,j
(A.23)
pt+∆ti,j
(
−Dp,x 2
l2i
B(−(V ti,j − V ti+1,j))−Dp,y
1
kjβj
B(−(V ti,j − V ti,j+1))−
Dp,y
1
kj−1βj
B(−(V ti,j − V ti,j−1))−
1
∆t
− 2
li
sp −
T t+∆ti,j
pt+∆ti,j
)
+
pt+∆ti+1,j Dp,x
2
l2i
B(−(V ti+1,j − V ti,j))+
pt+∆ti,j−1 Dp,y
1
kj−1βj
B(−(V ti,j−1 − V ti,j)) + pt+∆ti,j+1 Dp,y
1
kjβj
B(−(V ti,j+1 − V ti,j))
= −Gti,j − Ωti,j −
1
∆t
pti,j
(A.24)
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Rechte Halbleiter-Isolator-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl + nm und ∀j ∈ {1, . . . , ny + 1}
nt+∆ti,j
(
−Dn,x 2
l2i−1
B(V ti,j − V ti−1,j)−Dn,y
1
kjβj
B(V ti,j − V ti,j+1)−
Dn,y
1
kj−1βj
B(V ti,j − V ti,j−1)−
1
∆t
− 2
li−1
sn −
Rt+∆ti,j
nt+∆ti,j
)
+
nt+∆ti−1,j Dn,x
2
l2i−1
B(V ti−1,j − V ti,j)+
nt+∆ti,j−1 Dn,y
1
kj−1βj
B(V ti,j−1 − V ti,j) + nt+∆ti,j+1 Dn,y
1
kjβj
B(V ti,j+1 − V ti,j)
= −Gti,j −
1
∆t
nti,j −
2
li−1
jtunnel,ti,j
(A.25)
pt+∆ti,j
(
−Dp,x 2
l2i−1
B(−(V ti,j − V ti−1,j))−Dp,y
1
kjβj
B(−(V ti,j − V ti,j+1))−
Dp,y
1
kj−1βj
B(−(V ti,j − V ti,j−1))−
1
∆t
− 2
li−1
sp −
T t+∆ti,j
pt+∆ti,j
)
+
pt+∆ti−1,j Dp,x
2
l2i−1
B(−(V ti−1,j − V ti,j))+
pt+∆ti,j−1 Dp,y
1
kj−1βj
B(−(V ti,j−1 − V ti,j)) + pt+∆ti,j+1 Dp,y
1
kjβj
B(−(V ti,j+1 − V ti,j))
= −Gti,j − Ωti,j −
1
∆t
pti,j
(A.26)
A.3.3 Kontinuita¨tsgleichung der eingefangene Lo¨cher
Diskretisierung gu¨ltig fu¨r: ∀i ∈ {nl, . . . , nl + nm} und ∀j ∈ {1, . . . , ny + 1}
ptrapped,t+∆ti,j = p
trapped,t
i,j + ∆t(T
t+∆t
i,j −Rt+∆ti,j − Ωti,j) (A.27)
A.3.4 Grenzfla¨chenladungen
Diskretisierung gu¨ltig fu¨r: i = nl, nl + nm und ∀j ∈ {1, . . . , ny + 1}
ρt+∆ti,j = ρ
t
i,j + ∆t
(
−snnt+∆ti,j + jtunnel,ti,j + sppt+∆ti,j
)
q (A.28)
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A.3.5 Generations- und Rekombinationsraten
Stoßionisation: Gti,j = α(E
t
i,j)j
n,t
i,j (A.29)
Rekombination (n-ptrapped) : Rt+∆ti,j = σnptvthermn
t+∆t
i,j p
trapped,t
i,j (A.30)
Lo¨chereinfang: T t+∆ti,j = γp
t+∆t
i,j (p
t
max − ptrapped,ti,j ) (A.31)
Lo¨cheremission: Ωti,j = βp
trapped,t
i,j (A.32)
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A.4 3D Diskretisierung
A.4.1 Poisson-Gleichung
Kontakte
Diskretisierung gu¨ltig fu¨r: ∀j ∈ {1, . . . , ny + 1} und ∀m ∈ {1, . . . , nx + 1}
V t1,j,m = U(t) V
t
nl+nm+nr,j,m
= 0 (A.33)
Ohne Isolator-Halbleiter-Grenzfla¨chen
Diskretisierung gu¨ltig fu¨r: ∀i ∈ {2, . . . , nl + nm + nr − 1} \ {nl, nl + nm}, ∀j ∈
{1, . . . , ny + 1} und ∀m ∈ {1, . . . , nx + 1}
V ti,j,m
(
− 1
liαi
− 1
li−1αi
− 1
kjβj
− 1
kj−1βj
− 1
hmγm
− 1
hm−1γm
)
+
V ti−1,j,m
1
li−1αi
+ V ti+1,j,m
1
liαi
+
V ti,j−1,m
1
kj−1βj
+ V ti,j+1,m
1
kjβj
+
V ti,j,m−1
1
hm−1γm
+ V ti,j,m+1
1
hmγm
=


0 fu¨r i = 2, . . . , nl − 1 und
i = nl + nm − 1, . . . , nl + nm + nr − 1
q
ε0εz
(
nti,j,m − pti,j,m − ptrapped,ti,j,m
)
fu¨r i = nl + 1, . . . , nl + nm − 1
(A.34)
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Linke Isolator-Halbleiter-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl, ∀j ∈ {1, . . . , ny + 1} und ∀m ∈ {1, . . . , nx + 1}
V ti,j,m
(
− 2εz
li(εd,1li−1 + εzli)
− 2εd,1
li−1(εd,1li−1 + xεzli)
−
1
kjβj
− 1
kj−1βj
− 1
hmγm
− 1
hm−1γm
)
+
V ti−1,j,m
2εd,1
li−1(εd,1li−1 + εzli)
+ V ti+1,j,m
2εz
li(εd,1li−1 + εzli)
+
V ti,j−1,m
1
kj−1βj
+ V ti,j+1,m
1
kjβj
+
V ti,j,m+1
1
hm−1γm
+ V ti,j,m−1
1
hmγm
=
qli
ε0(εd,1li−1 + εzli)
(
nti,j,m − pti,j,m − ptrapped,ti,j,m
)
− 2ρ
links,t
i,j,m
ε0(εd,1li−1 + εzli)
(A.35)
Rechte Halbleiter-Isolator-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl + nm, ∀j ∈ {1, . . . , ny + 1} und ∀m ∈ {1, . . . , nx + 1}
V ti,j,m
(
− 2εd,2
li(εd,2li + εzli−1)
− 2εz
li−1(εd,2li + εzli−1)
−
1
kjβj
− 1
kj−1βj
− 1
hmγm
− 1
hm−1γm
)
+
V ti−1,j,m
2εz
li−1(εd,2li + εzli−1)
+ V ti+1,j,m
2εd,2
li(εd,2li + εzli−1)
+
V ti,j−1,m
1
kj−1βj
+ V ti,j+1,m
1
kjβj
+
V ti,j,m+1
1
hm−1γm
+ V ti,j,m−1
1
hmγm
=
qli−1
ε0(εd,2li + εzli−1)
(
nti,j,m − pti,j,m − ptrapped,ti,j,m
)
− 2ρ
rechts,t
i,j,m
ε0(εd,2li + εzli−1)
(A.36)
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A.4.2 Kontinuita¨tsgleichung der Elektronen und der Lo¨cher
Ohne Halbleiter-Isolator-Grenzfla¨chen
Diskretisierung gu¨ltig fu¨r: ∀i ∈ {nl, . . . , nl + nm}\{nl, nl + nm}, ∀j ∈ {1, . . . , ny + 1} und
∀m ∈ {1, . . . , nx + 1}
nt+∆ti,j,m
(
−Dn,z βjγm
li
B(V ti,j,m − V ti+1,j,m)−Dn,z
βjγm
li−1
B(V ti,j,m − V ti−1,j,m)−
Dn,y
αiγm
kj
B(V ti,j,m − V ti,j+1,m)−Dn,y
αiγm
kj−1
B(V ti,j,m − V ti,j−1,m)−
Dn,x
αiβj
hm
B(V ti,j,m − V ti,j,m+1)−Dn,x
αiβj
hm−1
B(V ti,j,m − V ti,j,m−1)−[
1
∆t
+
Rt+∆ti,j,m
pt+∆ti,j,m
]
αiβjγm
)
+
nt+∆ti−1,j,m Dn,z
βjγm
li−1
B(V ti−1,j,m − V ti,j,m) + nt+∆ti+1,j,m Dn,z
βjγm
li
B(V ti+1,j,m − V ti,j,m)+
nt+∆ti,j−1,m Dn,y
αiγm
kj−1
B(V ti,j−1,m − V ti,j,m) + nt+∆ti,j+1,m Dn,y
αiγm
kj
B(V ti,j+1,m − V ti,j,m)+
nt+∆ti,j,m−1 Dn,x
αiβj
hm−1
B(V ti,j,m−1 − V ti,j,m) + nt+∆ti,j,m+1 Dn,x
αiβj
hm
B(V ti,j,m+1 − V ti,j,m)
=
(
Gti,j,m −
1
∆t
nti,j,m
)
αiβjγm
(A.37)
pt+∆ti,j,m
(
−Dp,z βjγm
li
B(−(V ti,j,m − V ti+1,j,m))−Dp,z
βjγm
li−1
B(−(V ti,j,m − V ti−1,j,m))−
Dp,y
αiγm
kj
B(−(V ti,j,m − V ti,j+1,m))−Dp,y
αiγm
kj−1
B(−(V ti,j,m − V ti,j−1,m))−
Dp,x
αiβk
hm
B(−(V ti,j,m − V ti,j,m+1))−Dp,x
αiβk
hm−1
B(−(V ti,j,m − V ti,j,m−1))−[
1
∆t
+
T t+∆ti,j,m
pt+∆ti,j,m
]
αiβjγm
)
+
pt+∆ti−1,j,m Dp,z
βjγm
li−1
B(−(V ti−1,j,m − V ti,j,m)) + pt+∆ti+1,j,m Dp,z
βjγm
li
B(−(V ti+1,j,m − V ti,j,m))+
pt+∆ti,j−1,m Dp,y
αiγm
kj−1
B(−(V ti,j−1,m − V ti,j,m)) + pt+∆ti,j+1,m Dp,y
αiγm
kj
B(−(V ti,j+1,m − V ti,j,m))+
pt+∆ti,j,m−1 Dp,x
αiβj
hm−1
B(−(V ti,j,m−1 − V ti,j,m)) + pt+∆ti,j,m+1 Dp,x
αiβj
hm
B(−(V ti,j,m+1 − V ti,j,m))
=
(
−Gti,j,m − Ωti,j,m −
1
∆t
pti,j,m
)
αiβjγm
(A.38)
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Linke Isolator-Halbleiter-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl, ∀j ∈ {1, . . . , ny + 1} und ∀m ∈ {1, . . . , nx + 1}
nt+∆ti,j,m
(
−Dn,z 2
l2i
B(V ti,j,m − V ti+1,j,m)−
Dn,y
1
kjβj
B(V ti,j,m − V ti,j+1,m)−Dn,y
1
kj−1βj
B(V ti,j,m − V ti,j−1,m)−
Dn,x
1
hmγm
B(V ti,j,m − V ti,j,m+1)−Dn,x
1
hm−1γm
B(V ti,j,m − V ti,j,m−1)−
1
∆t
− 2
li
sn −
Rt+∆ti,j,m
nt+∆ti,j,m
)
+
nt+∆ti+1,j,m Dn,z
2
l2i
B(V ti+1,j,m − V ti,j,m)+
nt+∆ti,j−1,m Dn,y
1
kj−1βj
B(V ti,j−1,m − V ti,j,m) + nt+∆ti,j+1,m Dn,y
1
kjβj
B(V ti,j+1,m − V ti,j,m)+
nt+∆ti,j,m−1 Dn,x
1
hm−1γm
B(V ti,j,m−1 − V ti,j,m) + nt+∆ti,j,m+1 Dn,x
1
hmγm
B(V ti,j,m+1 − V ti,j,m)
= −Gti,j,m −
1
∆t
nti,j,m −
2
li
jtunnel,ti,j,m
(A.39)
pt+∆ti,j,m
(
−Dp,z 2
l2i
B(−(V ti,j,m − V ti+1,j,m))−
Dp,y
1
kjβj
B(−(V ti,j,m − V ti,j+1,m))−Dp,y
1
kj−1βj
B(−(V ti,j,m − V ti,j−1,m))−
Dp,x
1
hmγm
B(−(V ti,j,m − V ti,j,m+1))−Dp,x
1
hm−1γm
B(−(V ti,j,m − V ti,j,m−1))−
1
∆t
− 2
li
sp −
T t+∆ti,j,m
pt+∆ti,j,m
)
+
pt+∆ti+1,j,m Dp,z
2
l2i
B(−(V ti+1,j,m − V ti,j,m))+
pt+∆ti,j−1,m Dp,y
1
kj−1βj
B(−(V ti,j−1,m − V ti,j,m)) + pt+∆ti,j+1,m Dp,y
1
kjβj
B(−(V ti,j+1,m − V ti,j,m))+
pt+∆ti,j,m−1 Dp,x
1
hm−1γm
B(−(V ti,j,m−1 − V ti,j,m)) + pt+∆ti,j,m+1 Dp,x
1
hmγm
B(−(V ti,j,m+1 − V ti,j,m))
= −Gti,j,m − Ωti,j,m −
1
∆t
pti,j,m
(A.40)
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Rechte Halbleiter-Isolator-Grenzfla¨che
Diskretisierung gu¨ltig fu¨r: i = nl + nm, ∀j ∈ {1, . . . , ny + 1} und ∀m ∈ {1, . . . , nx + 1}
nt+∆ti,j,m
(
−Dn,z 2
l2i−1
B(V ti,j,m − V ti−1,j,m)−
Dn,y
1
kjβj
B(V ti,j,m − V ti,j+1,m)−Dn,y
1
kj−1βj
B(V ti,j,m − V ti,j−1,m)−
Dn,x
1
hmγm
B(V ti,j,m − V ti,j,m+1)−Dn,x
1
hm−1γm
B(V ti,j,m − V ti,j,m−1)−
1
∆t
− 2
li−1
sn −
Rt+∆ti,j,m
nt+∆ti,j,m
)
+
nt+∆ti−1,j,m Dn,z
2
l2i−1
B(V ti−1,j,m − V ti,j,m)+
nt+∆ti,j−1,m Dn,y
1
kj−1βj
B(V ti,j−1,m − V ti,j,m) + nt+∆ti,j+1,m Dn,y
1
kjβj
B(V ti,j+1,m − V ti,j,m)+
nt+∆ti,j,m−1 Dn,x
1
hm−1γm
B(V ti,j,m−1 − V ti,j,m) + nt+∆ti,j,m+1 Dn,x
1
hmγm
B(V ti,j,m+1 − V ti,j,m)
= −Gti,j,m −
1
∆t
nti,j,m −
2
li−1
jtunnel,ti,j,m
(A.41)
pt+∆ti,j,m
(
−Dp,z 2
l2i−1
B(−(V ti,j,m − V ti−1,j,m))−
Dp,y
1
kjβj
B(−(V ti,j,m − V ti,j+1,m))−Dp,y
1
kj−1βj
B(−(V ti,j,m − V ti,j−1,m))−
Dp,x
1
hmγm
B(−(V ti,j,m − V ti,j,m+1))−Dp,x
1
hm−1γm
B(−(V ti,j,m − V ti,j,m−1))−
1
∆t
− 2
li−1
sp −
T t+∆ti,j,m
pt+∆ti,j,m
)
+
pt+∆ti−1,j,m Dp,z
2
l2i−1
B(−(V ti−1,j,m − V ti,j,m))+
pt+∆ti,j−1,m Dp,y
1
kj−1βj
B(−(V ti,j−1,m − V ti,j,m)) + pt+∆ti,j+1,m Dp,y
1
kjβj
B(−(V ti,j+1,m − V ti,j,m))+
pt+∆ti,j,m−1 Dp,x
1
hm−1γm
B(−(V ti,j,m−1 − V ti,j,m)) + pt+∆ti,j,m+1 Dp,x
1
hmγm
B(−(V ti,j,m+1 − V ti,j,m))
= −Gti,j,m − Ωti,j,m −
1
∆t
pti,j,m
(A.42)
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A.4.3 Kontinuita¨tsgleichung der eingefangenen Lo¨cher
Diskretisierung gu¨ltig fu¨r: ∀i ∈ {nl, . . . , nl + nm}, ∀j ∈ {1, . . . , ny + 1} und ∀m ∈
{1, . . . , nx + 1}
ptrapped,t+∆ti,j,m = p
trapped,t
i,j,m + ∆t(T
t+∆t
i,j,m −Rt+∆ti,j,m − Ωti,j,m) (A.43)
A.4.4 Grenzfla¨chenladungen
Diskretisierung gu¨ltig fu¨r: i = nl, nl + nm und ∀j ∈ {1, . . . , ny + 1}
ρt+∆ti,j,m = ρ
t
i,j,m + ∆t
(
−snnt+∆ti,j,m + jtunnel,ti,j,m + sppt+∆ti,j,m
)
q (A.44)
A.4.5 Generations- und Rekombinationsraten
Stoßionisation: Gti,j,m = α(E
t
i,j,m)j
n,t
i,j (A.45)
Rekombination (n-ptrapped) : Rt+∆ti,j,m = σnptvthermn
t+∆t
i,j,m p
trapped,t
i,j,m (A.46)
Lo¨chereinfang: T t+∆ti,j,m = γp
t+∆t
i,j,m (p
t
max − ptrapped,ti,j,m ) (A.47)
Lo¨cheremission: Ωti,j,m = βp
trapped,t
i,j,m (A.48)
Anhang B
Koeffizientenmatrizen in der 2D
Simulation
[Struktur der Koeffizientenmatrizen in der 2D Simulation] In diesem Abschnitt wird der
schematische Aufbau der Koeffizientenmatrizen gezeigt. Vom besonderen Interesse sind die
Positionen der einzelnen von Null verschiedenen Koeffizienten. Die linearen du¨nnbesetzten
Gleichungssysteme ergeben sich aufgrund der zeit- und ra¨umlichen Diskretisierung. Im
folgenen wird die Matrix fu¨r ein 2D Raster, das aus 4×4 (nz = 4, ny = 4) Diskreti-
sierungspunkten besteht, abgebildet. Die resultierende Matrix hat daher eine Bandbreite
von B = 9. Diese Variable gibt die Zahl der Diagonalen in der Matrix an, in den von Null
verschiedene Elemente auftauchen.
• Ordnungsschema: Z = ny(i− 1) + j
• F: Hauptdiagonale (HD)
• •: eine Diagonale ober- bzw. unterhalb der HD
• : (ny − 1) Diagonalen ober- bzw. unterhalb der HD
• N: ny Diagonalen ober- bzw. unterhalb der HD
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Abbildung B.1: Schematischer Aufbau der Matrizen im 2D Fall. Nur die verschiedenen
Symbole deuten auf von Null verschiedene Matrix an. Alle anderen Elemente sind identisch
Null.
Anhang C
Struktur der
Koeffizientenmatrizen in der 3D
Simulation
Hier wird der schematische Aufbau der Matrizen des 3D Problems gezeigt. In diesem Bei-
spielfall besteht das Diskretisierungsraster aus 3×3×3, also nx = ny = nz = 3, Punkten.
Die Bandbreite betra¨gt hier B = 18.
• Ordnungsschema: Z = nx(j − 1) + nxny(i− 1) + m
• F: Hauptdiagonale (HD)
• •: eine Diagonale ober- bzw. unterhalb der HD
• N: (nx − 1) Diagonalen ober- bzw. unterhalb der HD
• H: nx Diagonalen ober- bzw. unterhalb der HD
• : (ny − 1)nx Diagonalen ober- bzw. unterhalb der HD
• : nxny Diagonalen ober- bzw. unterhalb der HD
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Abbildung C.1: Schematischer Aufbau der Matrizen im 3D Fall. Nur die verschiedenen
Symbole deuten auf von Null verschiedene Matrix an. Alle anderen Elemente sind identisch
Null.
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