Abstract. In this paper, we consider the Dirichlet problem of a complex Monge-Ampère equation on a ball in C n . With C 1,α (resp. C 0,α ) data, we prove an interior C 1,α (resp. C 0,α ) estimate for the solution. These estimates are generalized versions of the BedfordTaylor interior C 1,1 estimate.
Introduction
The complex Monge-Ampère equation has many significant applications in complex analysis and complex geometry. In 1970s, Yau ([31] ) proved the Calabi conjecture by solving a complex complex Monge-Ampère equation on a compact Kähler manifold. Since then the complex Monge-Ampère equation is always a subjuct of intensive studies. Benefiting from the development of theories about the complex Monge-Ampère equation, many problem in complex geometry are solved (see e.g. [1, 8, 20, 15, 25, 26, 27, 28, 22, 23] ).
Existence and regularity of solutions are basic objects in the study of the complex MongeAmpère equation. Many people contributed a lot to related study (see e.q. [2, 3, 4, 6, 24, 12, 16, 14, 17, 5, 10, 7, 30, 29] ). In [2] , Bedford and Taylor developed the theory of weak solutions and studied the Dirichlet problem of on a strictly pseudoconvex bounded domain. They proved Theorem 1.1 ( [2] , Theorem D). Let Ω be a pseudoconvex bounded domain in C n . If 0 ≤ f ∈ C(Ω) and ϕ ∈ C(∂Ω), then there exist a unique weak solution u ∈ P SH(Ω)∩(Ω) to the Dirichlet problem det(u ij ) = f, in Ω, u = ϕ, on ∂Ω.
(1.1)
Furthermore, if ∂Ω ∈ C 2 , ϕ ∈ C i,α (∂Ω) and f Bedford and Taylor pointed out that, in the secont part of Theorem 1.1, the result u ∈ C 0, i+α 2 (Ω) is optimal according to the Hölder exponent. Even if we assume ϕ ∈ C i,α (∂Ω) and f 1 n is smooth, generally u doesn't have better global regularity. However, they proved an interior C 1,1 estimate to the solution when Ω is the unit ball. where ϕ ∈ C 1,1 (∂B) and 0 ≤ f The Bedford-Taylor interior C 1,1 estimate has some significant applications. It can be used to study the higher regularity of solutions to the complex Monge-Ampère equation. For example, In Theorem 1.2, if in additionally 0 < f ∈ C ∞ (Ω), then based on the interior C 1,1 estimate, we can prove u ∈ C ∞ (Ω).
Bedford and Taylor didn't establish analogous interor C 1,α or C 0,α estimates. In the past for a long period of time, it was hard to study local higher regularity of a C 1,α or C 0,α solution to a complex Monge-Ampère equation. This might be a reason why the Bedford-Taylor interior C 1,1 estimate was not generalized to C 1,α or C 0,α version. Recently, in [19] , the authors considered the complex Monge-Ampère equation on a bounded
where 0 < f ∈ C α (Ω) (α ∈ (0, 1)). By using Bedford-Taylor interior C 1,1 estimate ( [2] ) and Caffarelli-Kohn-Nirenberg-Spruck's result ( [6] ), they proved, if u ∈ C 1,β (Ω) with β ∈ (β 0 (n, α), 1), where β 0 (n, α) > 0 depend only on n and α, then u ∈ C 2,α (Ω). According to this result, we think it is interesting to generalize the Bedford-Taylor interior C 1,1 estimate to the C 1,α case. In fact, we can prove
where the constant C(n, α, t) depend only on n, α and t.
In order to prove Theorem 1.3, we follow the work of Bedford and Taylor's method and prove the solution satisfies a second-order difference type inequality (Lemma 3.1), then use this property to prove the solution is locally C 1,α continuous (by Lemma 3.2).
For the C 0,α (α ∈ (0, 1]) case, we also have the following result
where ϕ ∈ C 0,α (∂B r (0)), f ≥ 0 and f
where the constant C(n, t) depend only on n and t.
The Bedford-Taylor interior C 1,1 estimate can be generalized to some special pseudoconvex domain, e.g. polydisks (see [5] ). Similarly, Theorem 1.3 and 1.4 can be generalized to these domains. In this paper, we don't go into details. Now we give an overview of this paper. In Section 2, we introduce some notations for Höler (semi-)norms of functions and review the Schauder interior C 1,α estimate for Poisson equations. In Section 3 and Section 4, we give proof to Theorem 1.3 and 1.4 respectively. In the last section, we introduce some analogous results for complex Monge-Ampère equations on Hermitian manifolds.
2. Preliminary 2.1. Notations for Hölder norms and semi-norms of functions. For convenience, we first introduce some notations used in [11] .
Let Ω ⊂ R n be a bounded open domain. For any x, y ∈ Ω, we set
, we define the following quantities:
and
By the definitions, we see that
When Ω is convex, we also have
for k ≥ 1.
When Ω = B r is a ball of radius r, we also use the following notations
In this paper we will consider the Dirichlet problem on a ball, so we also introduce some notations for Hölder norms and semi-norms of functions defined on sphere.
Let B r be a balll of radius r in R n . For ϕ ∈ C k,α (∂B r ) with k = 0, 1 and α ∈ [0, 1], we define
(2.9)
It is easy to check that
10)
has a sub-sequence which converges uniformly to some Φ ∞ ∈ C 1,α (B), which satisfies
2.2. The Schauder C 1,α estimate. The following theorem is well-known Theorem 2.1 ( [11] , Theorem 3.9). Let Ω be an open set in R n , and let u ∈ C 2 (Ω) and f ∈ C(Ω) satisfy the Poisson equation ∆u = f on Ω. Then for any α ∈ (0, 1), we have
(2.14)
We need a refined version of Theorem 2.1, which can be seen as a combination of Theorem 2.1 and Lemma 6.32 of [11] . Proposition 2.2. Let Ω be an open set in R n , and let u ∈ C 2 (Ω) and f ∈ C(Ω) satisfy the Poisson ∆u = f equation on Ω. Then for any α ∈ (0, 1) and µ ∈ (0, 1], we have
Proof. First we estimate [u] * 0,1;Ω . Let x, y be two distinct poits in Ω. a). |x − y| > 1 4 µd x,y . We have
By the definitions of |f |
0;D and |f |
0;Ω , we have |f | 
where
Then we obtained
Combine a) and b), we have
;Ω , we complete the proof of (2.15). By similar discussion, we can obtain
Substitute (2.15) into this inequlity, then we obtain (2.16).
Proof of Theorem 1.3
In this section we denote B r = B r (0) ⊂ C n and B = B 1 .
3.1. Some tricks to simplify the proof. We need the following three usual tricks to simplify the proof of our interior C 1,α estimate. First, when proving Theorem 1.3, we can consider the case r = 1 only. For the case r = 1, we can considerũ(z) = r 2 u z r instead. Second, when proving Theorem 1.3, we can assume ϕ ∈ C 1,α (B r ) and satisfies
In section 2, We have pointed out that ϕ can be extended to some Φ ∈ C 1,α (B r ) with [Φ] 1,α;Br = [ϕ] 1,α;∂Br . To show this trick is reasonable, we only need to transform the equation. We set
where ∇Φ(0) and x ∈ B r are treated as real vector of dimension 2n, ∇Φ(0), x is their inner product. Thenũ ∈ P SH(B r ) ∩ C(B r ) and satisfies 
By these conclusion, the second trick really works. At the other hand, for the mentionedũ, we have
whenever the two second-order differences is well defined. So the second trick can be used when we try to estimate such a second-order difference, i.e. to prove Lemma 3.1.
Third, when proving the inequalities in Theorem 1.3 and Lemma 3.1, we can assume u is C 2 . Assume r = 1 and ϕ ∈ C 1,α (B) by expanding. For small ε > 0, we define following functions onB
Then u is smooth by [6] . When ε → 0, ϕ ε and f ε converge uniformly to ϕ and f respectively, by the comparison principle one can easily prove that u ε converges uniformly to u. If the interior estimate in Theorem 1.3 (or Lemma 3.1) is true for all u ε , then it is also true for u. By this approximation of smooth solutions, we can assume u itself is smooth. One can try to compute in the language of currents. In this way, the condition that u is continuous is enough, but some formulas will become quite complicated.
3.2.
A second-order difference type inequality. We have the following lemma Lemma 3.1. If u ∈ P SH(B) ∩ C(B) is the solution of the equation
where, ϕ ∈ C 1,α (∂B), f ≥ 0 and f
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Lemma 3.1 is a generalization of Proposition 6.6 of [2] . Our proof is also similar to the origin one.
We need to use some automorphism of B. For any a ∈ B, let v(a) = 1 − |a| 2 . We define T a ∈ Auto(B) as follow
We treat a and z as n × 1 matrices, the upper index * refer to the transposed conjugation, so Γ a is an n × n matrix. It is easy to verify that T : B ×B →B
is a smooth map. Furthermore
Proof of Lemma 3.1. By the second trick mentioned in 3.1, we can assume ϕ ∈ C 1,α (B) and
Consider the following functions defined on B ×B 20) where JT a (a ∈ B) is the complex Jacobian matrix of the holomorphic map T a . For any fixed x ∈ B, u x is in P SH(B) ∩ C(B) and satisfies
Since ϕ ∈ C 1,α (B), Φ ∈ C 1,α (B 1− For any fixed x ∈ B 1−t , h ∈ B 1 2 t , by the Taylor expansion we can obtain
23)
When z ∈ ∂B, U (·, z) = Φ(·, z), so we have
Then W ∈ P SH(B) ∩ C(B), and
By the comparison principle ( [2] , Theorem A), W ≤ 2u x . Consequently
By the expression of A 1 and A 2 , we conclude the proof of Lemma 3.1.
Mean value inequality and Hölder continuity.
Let Ω be a bounded open set in R n . If v ∈ C 1,α (Ω), then for any x ∈ Ω and any positive h ≤
where we can take the constant C x to be [u] 1,α;B 1 2 dx (x) . Inversely, let v ∈ C(Ω) and C x (treated as a function of x ∈ Ω) be locally bounded. If (3.31) holds for any x ∈ Ω and any positive h ≤ 
Proof. Let ρ be a radially symmetrical function on R n satisfying 1). ρ ≥ 0 and supp ρ ⊂ B 1 (0); 2). B1(0) ρ = 1.
By choosing proper ρ, sup |∇ k ρ| (k = 0, 1, · · · ) can be seen as constants depending only on n and k.
For any ε > 0, we define
For any h ∈ (0, t], we set
For any x ∈ B r (0), we have
By the definition of ρ h , ∆ρ h is a radially symmetric function, we can treat it as a function of the radius (∆ρ h )(x) = (∆ρ h )(|x|), (3.37)
Furthermore, we have
At the same time
Combine this equality with (3.32), we have
By similar discussion, we can obtain
Then we have
For k = 0, 1, 2, · · · , we denote h k = 2 −k t and define
By Proposition 2.2, for any γ ∈ (0, 1)and µ ∈ (0, 1], we have
0;Br (0) ), (3.46)
First , we need to show that for any β ∈ (0, α), v ∈ C 1,β (B r (0)). By (3.43), (3.48) and (3.49), we have
w i , so we have 
w i . By (3.48) and (3.49), we obtained
At last, we start to estimate [v] * 1,α;Br (0) . Let x, y be any two distinct points in B r (0), denote
on the other hand
so we have
Useing (3.52) and (3.53), we obtain
Furthermore, we have 
For v t , by |v t | 0;Br (0) ≤ |v| 0;Br+t(0) and |∆v t | 0;Br (0) ≤ C(n)At α−1 , we have the following estimate
Substitute these estimates into (3.65) and set γ = This concludes the proof of Lemma 3.2.
3.4. Proof of Theorem 1.3. Using Lemma 3.1, Lemma 3.2 and the fact that u is plurisubharmonic, we can easily prove Theorem 1.3.
Proof. We only need to consider the case r = 1. We assume ϕ ∈ C 1,α (B) and 
u is plurisubharmonic, so it is subharmonic. By this property, (3.70) and (3.73), we have
Combine (3.69) and (3.71), we obtain
This completes the proof of Theorem 1.3.
Proof of Theorem 1.4
The proof of Theorem 1.4 is similar to the proof of Lemma 3.1 and simpler. In consideration of the integrity of this paper, we will give the whole proof. The readers can skip this section.
We only need to consider the case r = 1. Namely we need to prove Lemma 4.1. If u ∈ P SH(B) ∩ C(B) is the solution of the equation
where, ϕ ∈ C 0,α (∂B), f ≥ 0 and f
Proof. Like in the proof of Lemma 3.1, we consider the following functions defined on B ×B
and the the following function defined on B × ∂B
For any fixed x ∈ B, we also have u x ∈ P SH(B) ∩ C(B) and satisfies
and u x (0) = u(x).
Since ϕ ∈ C α (∂B) and f
for any z ∈ ∂B, and Then W ∈ P SH(B) ∩ C(B). On ∂B, we have estimate and an interior Calabi C 3 estimate; etc.
Our C k,α (i = 0, 1, α ∈ (0, 1]) estimate can also be generalized to the Hermitian case. In fact we have 
