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page 181, line 18. Where it reads ’T increases during the rise time of the 
input signal, reaching a maximum at its peak. It then continually 
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peak. It then continually increases with the tail of the input pulse.'
page 184, line 14. Where it reads ’once =  0 is taken into account’
should read ’once is taken into account’.
Abstract
Gamma-ray spectroscopy is undoubtedly the most effective tool for under­
standing the structure of the nucleus. In common with many other problems 
however, there is more information available that can be readily measured 
by standard experimental facilities. Therefore, this thesis investigates the 
potential for the use of a new detector material, CdZnTe, in nuclear physics 
applications.
To evaluate the requirements of detection systems for nuclear physics 
applications, a 7 -ray spectroscopy experiment was performed to investigate 
neutron alignments in ^°'^Ru and °^®Pd using deep-inelastic reactions.
This showed that a detector capable of detecting low energy (< 100  keV) X- 
rays without compromising 7 -ray detection efficiency could have significant 
benefit.
A room temperature CdZnTe semiconductor detector could reasonably 
form part of a standard escape suppressed spectrometer. However, there is a 
substantially higher leakage current associated with room temperature semi­
conductor devices than standard cryogenically cooled semiconductor detec­
tors. CdZnTe suffers from significant charge trapping, and therefore the rise 
time of the radiation induced pulses forms an important part of the sig­
nal analysis from such detectors. These two problems have implications on 
the design of preamplifier systems for CdZnTe detectors. For this reason, 
this thesis describes the design of optimised electronic systems for use with 
room-temperature operated CdZnTe detectors. Here, the focus is on the 
preamplifier design, and on practical ways of analysing noise performance of 
the preamplifier.
A new preamplifier configuration with digital output has been developed, 
and a detailed signal-to-noise analysis performed. Such a circuit facilitates 
simultaneous measurement of both energy and pulse shape information.
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Chapter 1 
Introduction
This thesis explores the possibility of using room-temperature CdZnTe detec­
tors in 7 - and X-ray spectroscopy experiments in the field of nuclear physics.
An initial period of time was used so that the detecting requirements of 
nuclear physics applications could be addressed. During this period an ex­
periment to observe neutron alignments in °^'*Ru and ^°®Pd using 7 -
and X-ray spectroscopy from deep-inelastic reactions was undertaken at the 
cyclotron facility in the accelerator laboratory at the University of Jyvaskyla. 
Analysis carried out on the experimental data in the course of this thesis con­
firmed that it is possible to use deep-inelastic reactions to populate and study 
medium-spin states in neutron rich nuclei away from the valley of stability. 
The analysis requires careful attention to channel identification because, due 
to the nature of the reaction, decays from the nucleus of interest are always 
accompanied by emissions from its partner formed in the same reaction. This 
reaction type is a good example of when X-ray detection is extremely useful 
in helping identifying the reaction channels. The characteristic X-rays from 
each element can be set as a auxiliary gate condition to unequivocally select 
the 7 -rays from the desired cascade.
Chapter 2 details the nuclear experiment and its data analysis tha t re­
sulted in a publication [1].
It was necessary to devote some attention to the properties of the po­
tential candidates for room-temperature 7 - and X-ray detectors. Chapter 
3 reviews the radiation interactions with m atter as well as semiconductor 
radiation detectors. It considers the properties of the band gap and mean 
ionization energy, the efficiency provided by the atomic number, the density 
and the size of actual detector crystals, the leakage current and resistiv­
ity, charge trapping and detector polarization of the three likely candidates, 
CdZnTe, CdTe and HgU. Once the comparison is established, it is seen that 
even though CdZnTe has considerable charge trapping, especially of holes.
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it nevertheless still carries an edge over CdTe and HgU for X-ray detection, 
while CdTe performs better for photon with energies over 100 keV. The chap­
ter ends by describing the current methods of dealing with the loss in energy 
resolution due to charge trapping in CdZnTe and CdTe detectors.
X- and 7 -ray spectroscopy require low-noise preamplifiers in order to a t­
tain the excellent energy resolution provided by semiconductor detectors. 
For this reason chapter 4 introduces the issues encountered in setting up a 
low noise spectrocsopy system. The concepts are applied during the analysis 
conducted on the preamplifiers presented in chapters 5 and 6 .
Chapter 4 reviews the general concepts of linear system, feedback and 
types of noise present in the electronic components used in the preampli­
fiers. This is followed by the three standard preamplifier configurations: the 
voltage sensitive, the current sensitive and the charge sensitive preamplifiers. 
Pulse shaping analysis precedes the optimization of the signal-to-noise ra­
tio for a charge sensitive preamplifier connected to various different shaping 
amplifiers. The contribution to total noise from the noise sources of the var­
ious components of the charge sensitive preamplifier are addressed and the 
concept of equivalent noise referred to the input is introduced as a means 
to establish comparisons between different preamplifier circuit designs. The 
chapter ends by discussing alternative circuit designs for charge sensitive 
preamplifiers without feedback resistor.
Two conventional charge sensitive preamplifiers were designed and im­
plemented in the course of this thesis. Their properties are presented and 
discussed in chapter 5. Noise predictions are laid against experimental data 
following the conventional approach of acquiring different noise data sets with 
a range of different detector capacitances and also for different values of the 
shaping time of the used CR-RC (conventional) shaping amplifier. It is seen 
tha t the noise predictions are in good agreement with the experimental data 
and the noise performance of the two preamplifiers is discussed.
Over the course of the conventional noise analysis it was seen that some 
noise measurements, in particular 1 / f  noise, needed a more sophisticated 
acquisition method. The noise acquisition system (NAS), designed and im­
plemented in the course of this thesis, was constructed as a response to the 
referred need. The NAS is capable of acquiring data sets 4 x 10® samples 
long, of signals with frequencies up to 20 kHz and magnitude in the range 
[—2.5;4-2.5 V]. This circuit together with a noise amplifier and dedicated 
software, both developed in the course of this thesis can provide information 
of low-frequency noise of the various components tha t are part of the pream­
plifier. Chapter 5 describes this new acquisition system and provides some 
data analysis acquired with it.
Chapter 6 concludes the work on the potential application of room-
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temperature CdZnTe detectors to nuclear physics X- and 7 -ray spectroscopy 
by introducing a novel preamplifier topology that was developed and im­
plemented in the course of this thesis, the digital preamplifier (DPA). The 
combination of the benefits of digital data channels in multi-detector spec­
troscopy systems, the advent of digital signal processing, and rise time pulse 
processing techniques for CdZnTe detectors motivated the development of the 
new preamplifier topology presented in this chapter. The DPA is a pream­
plifier with a digital output that is a pulse train, frequency modulated by the 
amplitude of the input signal. It can provide information on the rise time of 
the input pulse, allowing for rise time pulse processing techniques to enhance 
the energy resolution.
Chapter 6 describes the DPA, experimentally studying its signal perfor­
mance. It is seen that the DPA responds with an output pulse with frequency 
tha t varies with the amplitude of the pulse present at its input. A noise 
analysis is subsequently established as the conventional methods described 
in chapter 4 can not be applied. The chapter ends with a discussion on the 
optimization of the signal-to-noise ratio of the DPA.
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Chapter 2 
N uclear physics 7-ray 
spectroscopy
2.1 Introduction
A lot of what is known about the strong nuclear force and nuclear structure 
has been provided by sampling nuclei with the much weaker electromagnetic 
force. In a sense, it is as if the strong nuclear force sets the nuclear properties 
and the electromagnetic probe is weak enough not to greatly disturb the 
system (usually seen as a small perturbation to the system), while strong 
enough to convey the information about the nuclear structure.
This chapter sets the grounds for the requirements of nuclear 7 -ray spec­
troscopy. It is divided into two main sections. Section 2.2  starts by intro­
ducing the intrinsic properties of 7 -rays followed by a description of what 
information on nuclear m atter may be obtained by performing various data 
analysis with the 7 -rays emitted from a nucleus. A brief description of the 
deformed shell model in section 2.3 precedes an introduction to nuclear reac­
tions in general and deep-inelastic collisions in particular in section 2.4. Sec­
tion 2.5 addresses the experimental procedures of a typical nuclear physics 
7 -ray spectroscopy setup referring to a particular experiment where 7 -ray 
spectroscopy was a powerful tool in selecting a particular reaction channel 
and identifying neutron alignments in ^^ ®Mo, '^^^Ru and ^®^ Pd produced using 
deep-inelastic reactions. Section 2.7 ends the chapter by establishing some 
conclusions about the behaviour of ^^°Mo, ®^‘*Ru and ^®®Pd at medium spins, 
and about the general requirements of nuclear 7 -ray spectroscopy.
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2.2 General points about nuclear 7 -ray spec­
troscopy
2 .2 . 1  T he intrinsic properties of a 7 -ray
Gamma-rays are photons. The electromagnetic spectrum is divided into dif­
ferent denominations, either set by the energy (or frequency) of the photons 
(e.g. infrared, visible, ultra-violet. X-ray, 7 -ray), or by the photon generation 
process (e.g. X-rays being emitted when the atomic electrons are rearranged 
in the electronic orbitals while 7 -rays are produced by the de-excitation of 
the nucleus). In this work 7 -rays are photons emitted by the excited nucleus 
with energy in the range of tens of keV up to several MeV.
All 7 -rays share the same intrinsic properties, namely their energy is 
proportional to the frequency, carrying intrinsic spin Ifi.
2 .2 . 2  O btainable inform ation from nuclear 7 -ray sp ec­
troscopy
Nuclear 7 -ray spectroscopy is one tool to study the nuclear force. An aw­
ful lot can be learnt about nuclear structure from the knowledge of nuclear 
excited states. More to the point, excitation energies, spins, parities, life­
times, magnetic dipole and electric quadrupole moments, and transition rates, 
lead to the discovery of the respective nuclear wavefunctions. This in turn 
provides insight into the nuclear force and how nucleons interact with each 
other.
Due to the fact tha t the radioactive nucleus is heavy (the nucleus mass 
energy is much larger than the energy of the emitted photon), its recoil 
energy is very small and can be neglected. In other words, the emitted 
photon carries an energy [Ej) that, to a first approximation, equals the 
energy difference between the initial (Ei) and final {Ej) nuclear states (the 
added inaccuracy due to this approximation is typically far smaller than the 
experimental uncertainty);
E j = E i ~  E f  (2 .1)
The spin (J) of the initial and final nuclear states of a 7 -ray decay are 
related to the multipolarity character (L) of the photon. This is a conse­
quence of the fact that 7 -rays of multipolarity L  carry Lh  units of angular 
momentum. Addition rules of angular momentum set the relation between 
L, li, and //:
IA — (2.2)
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which has only one exception: 0 -> 0 transitions are not allowed for the 7 -ray 
carries intrinsic spin.
In addition to its multipolarity, parity (tt) assigns an electric (E) or mag­
netic (M) character to 7 -rays as stated in equations (2.3). Relative parity 
assignment of the nuclear states (initial and final) is possible because parity 
is conserved in the process of 7 -ray decay (tt^  =  TTfTTj).
7t(ML)  =  (-1 )^+ ' 
7t(EL) = ( -1 ) (2.3)
Equation (2.2) relates the nuclear spin to the multipolarity of the emitted 
photon. It states that unless 1/ = 0 the emitted 7 -ray can carry different 
units of angular momentum (L). In practice, this means th a t the measured 
multipolarity can in principle be a mixture of all possible multipoles (from 
IA — I f  I to li -h If),
The transition probability (T}%) for a nucleus to decay from the initial 
state li to the final state I f  through the emission of a 7 -ray of multipolarity 
L  and energy Ey is given by [6 , 30]:
where A stands for the character of the emitted radiation: electric (A =  E)  
or magnetic (A =  M),  B [ \L  \ li If) ,  called the reduced matrix element, 
represents the amplitude of the (time-varying) electric or magnetic multipole 
moment and requires the knowledge of both initial and final wave functions 
to be evaluated.
Weisskopf estimated the transition rates by evaluating the reduced matrix 
elements using the single-particle nuclear model and assuming the emission 
of a single photon from a nucleus with uniform charge density [21]. From his 
estimates some (very) general conclusions can be drawn:
• Electric transitions are faster than magnetic transitions of the same 
multipolarity;
• Higher multipolarity transitions occur at a slower rate;
® The transition probability is proportional to the transition energy raised 
to the power 22,4-1 (to the extent tha t for small energy transitions other 
processes start to compete with 7 -ray decay — e.g. internal conver­
sion).
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In practice these conclusions mean tha t the lowest order multipoles usu­
ally dominate the 7 -ray decay and that E2  compete with M l  transitions, 
whereas there is very little admixture of M2 in E l / M2  transitions. The 
exact amount of mixing is given by the mixing ratio (J), the ratio of the 
reduced matrix elements [27]. For the common E 2 / M l  mixed transitions 
found in decays of highly excited rotational states the mixing ratio relates to 
the reduced matrix elements by [30, 4]:
m u = 0 (2 5 )B(M2)  ■ E l , ^ l  + 5'^(E2/Ml)I^[6I  = 2)
where are the experimentally measured 7 -ray intensities for the competing 
transitions, the 7 -ray energies are in units of MeV and the reduced matrix 
elements in units of pP^/^tP * Angular correlation experiments, where the 
direction of a 7 -ray is measured in relation to another 7 -ray belonging to 
the same photon cascade, provide information about the multipolarity of the 
emitted photons.
The angular distribution of a particular 7 -ray of multipolarity L is a 
function of m / (the eigenvalue of the 2-component of the spin I)  of the 
initial and final states. However, in an ordinary nuclear decay all substates 
m i  are equally populated leading to an isotropic emission [21 ].
Angular correlation is one of the experimental techniques used to generate 
uneven mixtures of populations with different m/. Say the nucleus loses 
energy through the 7 -ray cascade sketched in figure (2.1). By defining the 
2-axis to be in the direction of 7 % the population of I 2 becomes a function of 
mi^. Consequently, the emission of 72 (about the referred 2-axis) ceases to 
be isotropic, showing an angular distribution which is characteristic of the 
multipolarity of 72 instead. Once the angular distribution of a particular
h , m/i
12 ) TTl/n
Figure 2 .1 : Angular correlation between two 7 -rays belonging to the same 
cascade.
photon has been measured by angular correlation experiments, the data are
*The nuclear magneton /i^ v is defined to be 3.1525 x 10~® eV/T.
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fitted with the following polynomial distribution [21]:
L= 1 + ^  02k cos^‘ e (2.6)
k=l
where the (%2k coefficients depend on li, I f ,  and L. These coefficients are sub­
sequently compared against theoretical predictions of various possible multi­
pole mixtures. The best fit to the experimental data provides the multipole 
character of the emitted 7 -ray, so helping to assert l i / I f .  Additionally, the 
multipole character is instrumental in deducing partial lifetimes.
D ata on the parity of the emitted radiation is fundamental in distin­
guishing its electromagnetic character (electric or magnetic). Owing to the 
conservation of parity over 7 -ray decay, it is possible to assign relative pari­
ties to the nuclear states once the parity of the radiation is established. This 
is usually achieved through polarization experiments where the dependence 
of the cross-section of the Compton effect on the electromagnetic character 
of the 7 -rays is explored [2 1 ].
Internal conversion (IC), the competing decay mechanism to 7 -ray emis­
sion, in which an atomic electron is released carrying the net transition energy 
(some of the initial transition energy available is used to remove the electron 
from its atomic shell), also provides information on the spin and parity of 
the nuclear states.
Transition multipolarities can be assigned by measuring the relative prob­
abilities of conversion electron emission. It is convenient to define the internal 
conversion coefficient (a) as the ratio of the decay probability by electron 
emission (Ae) to the decay probability by 7 -ray emission (A.y) because it is 
independent of the details of the nuclear structure, being only a function of 
the atomic number of the decaying nucleus, the energy of the transition, and 
its multipolarity [21]:
“  =  r  (2.7)Ay
The experimental values for a  when compared to the theoretical tabu­
lated predictions [11] yield the desired multipolarity of the em itted 7 -ray (in 
the competing decay process). Moreover, because the coefficients differ con­
siderably for E L  and M L  transitions, it is possible to assign relative parities 
to the nuclear states [21].
The a  coefficients increase with the cubic power of the atomic number 
and with multipolarity. They decrease with increasing transition energy and 
for higher atomic shells (e.g. > œl) [21]. Hence IC becomes a particularly
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im portant analysis tool for low-energy, high multipolarity transitions in heavy 
nuclei.
The IC mechanism is also fundamental in observing EO transitions as 
these are forbidden via 7 -ray decay, becoming the only direct method of 
observing 0 "^  —>• 0 "^  transitions.
Characteristic X-rays are also emitted following IC as the atom rearranges 
its electrons in trying to fill the electron vacancy created by the emission of 
the conversion electron. This effect is used to help identify nuclei of different 
elements.
2.3 The deformed shell m odel
Nilsson extended the concept of the spherical shell model [21] to deformed nu­
clei. For these nuclei, the independent particle approach is further extended 
to take nucleon coupling (two-body pairing) into account by introducing the 
concept of quasi-particles. Quasi-particles are conceptually independent en­
tities subjected to the Pauli exclusion principle [6]. In this model, the nucleus 
is described in terms independent quasi-particles in a non-spherical potential.
Spherical potentials, with the conventional I orbital quantum number (as­
sociated with the spherical harmonics), are not the best to describe deformed 
nuclei. A better potential shape is one that actually has the nuclear shape, 
a deformed potential. The deformed potential has associated single-particle 
states where degeneracy is split according to the total projection of the spin 
j  — I + s onto the nuclear axis of symmetry (usually denoted by Q). How­
ever, on account of the nuclear symmetry, the -1-0 and —0  projections are 
degenerate.
The single-particle energy states are a function of deformation and it is 
usual to describe them by the following four quantum numbers:
O’^  [Nrizini] (2 .8 )
where t t  is the parity of the deformed 0  state ( tt  = (—1)^), N  is the principal 
quantum number in the oscillator shell, the projection of N  along the 2- 
axis, and mi the projection of the total angular momentum {j) of the odd 
nucleon on the nuclear axis of symmetry [21].
Examples of these are shown in figures (2 .2 ) and (2.3), respectively for 
nuclei with Z % 44 and V  % 60 (i.e. the region of interest in the nuclear 
chart for the experiment described in section 2.5). A general feature of 
this model, seen in the referred figures, is that it is the lowest members of 
high-j multiplets, such as h u / 2  neutrons and ^9/2 protons, that are the most
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rotation-sensitive orbitals for prolate shapes [6]. These orbits have low-fi 
values and large Coriolis effects.
Rotational bands are formed on top of the different quasi-particle config­
urations (defined by fi and their parity). Quantum rotors typically have the 
simple excitation-energy {E) relationship given by equation (2.9) [21]:
E  =  — 7(1 +  1) (2.9)
where I  is the angular momentum and X  the moment of inertia.
W ith increasing angular frequency, the unpaired quasi-particle can be 
excited into a different orbit, or two quasi-particles can break the mutual 
interaction provided by the pairing force (being in time-reversed orbits) and 
move to separate orbits. The rearrangement of the nuclear m atter leads to 
a change in the moment of inertia, with the referred quasi-particles tending 
to align their individual angular momenta with the nuclear axis of rotation 
due to the effect of the Coriolis force.
Nuclear m atter rearrangement is experimentally measured through the 
nuclear moment of inertia (%). Sudden and abrupt changes in X, caused by 
the rearrangement of quasi-particles pertaining to a partially filled shell, are 
sometimes observed superimposed on the smooth X  variations of the nuclear 
core. The moment of inertia has a character between that of a solid rotor 
[2/^MR?  for a sphere of mass M  and radius R) and the one of a super fluid.
Drastic changes in X  over a short range of rotational frequency are an 
expression of Coriolis and pairing forces competing to minimize the energy 
of the nucleus. In other words, for a given nuclear configuration, the Coriolis 
force can reach a magnitude (with increasing angular frequency) that the 
breaking of a pair lowers the total nuclear energy. Once the braking of a 
pair takes place, the added moment of inertia is due to the alignment of the 
angular momentum of the quasi-particles along the axis of rotation. This is 
usually quantified with the use of the notion of aligned angular momentum  
(î(cj)), which is defined according to equation (2 .10) [6 ]:
i{iü) = Ix{oj) — /ref(w) (2.10)
with Ix{oj) the actual yrast angular momentum, and /ref(w) a reference rotor 
reflecting the rotation of the nuclear core. i{u)) is sensitive to the choice of 
Zref(^) and it is customary to define it as given in equation (2 .11 ) for even- 
even nuclei, where X^^ and X^^ are called the Harris parameters [6 ]. As for 
odd-even/odd-odd nuclei, the reference angular momentum is usually defined 
as the average between Tref(^) corresponding to two neighbouring even-even 
nuclei (with the assumption that the systematics in the region of interest are
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smooth functions of N  and Z).
4 ef(w) =  ^ ^  (2 .1 1 )
2.4 H eavy-ion nuclear reactions
Nuclei with over 4 nucleons are said to be heavy. The interaction of energetic 
heavy-ions in the range 5-10 MeV/A with target nuclei have small associ­
ated de Broglie wavelengths compared with the dimensions of the collision 
regions around the target nuclei. A semi-classical description, with definite 
trajectories associated with the projectiles, is hence appropriate [18].
peripheral collision
fusion 'int.
close collisions
deep-inelastic collision
distant collision
Rutherford scattering Coulomb excitation
Figure 2.4: Semi-classical description of reactions between complex nuclei 
[18, 33, 30].
Nuclear reactions are usually classified according to a) the energy of the 
centre of mass; b) the angular momentum (L), or the impact parameter (6) 
(in the classical limit Lh  =  p6); and c) the nature (mass, charge, shape and 
softness) of the interacting nuclei.
The nuclear reactions can be classified according to the impact param­
eter of the reaction, as sketched in figure (2.4), where Rint is defined to be 
equal to the impact parameter of a grazing collision. In an experiment all 
impact parameters are possible but small b are less likely due to the reduced 
associated cross-sectional area.
Table (2.1) presents the classification of heavy-ion reactions proposed by 
Schroder [34]. These can be described as follows [18]:
R u th e rfo rd  s c a tte r in g  an d  C O U L E X : Both types of reaction are a con­
sequence of the Coulomb interaction between projectile and target, the
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Collision type Impact parameter (&) Reaction characteristics
Distant collisions b ^  R i n t
R utherford  (elastic) sca tterin g
and
C oulom b exc ita tion  (C O U L E X )
Peripheral collisions b ~  R i n t
Q uasi-elastic  reaction s
(onset of nucleon exchange; weak 
kinetic energy damping)
Solid-contact
collisions b i î i n t
D eep -elastic  reaction s
(substantial kinetic energy damping 
and mass exchange while retaining 
partial memory of entrance-channel 
masses and charges)
Deeply penetrating 
collisions b jR in t
Q uasi-fission reactions
(loss of target and projectile 
identities; complete damping of 
kinetic energy) 
C om pound nucleus reactions  
(leading to evaporation residues and 
fission)
Table 2 .1 : Classification of heavy-ion reactions according to Schroder [34] for 
energies above the Coulomb barrier.
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nuclear force is not involved. In Rutherford scattering, both projectile 
and target undergo a change in the direction of motion such that the 
total kinetic energy is conserved, while COULEX results from some of 
the original kinetic energy being converted into internal nuclear exci­
tation energy via the long range electromagnetic interaction;
Q uasi-e lastic  reac tio n s: These involve elastic and inelastic scattering, and 
reactions with few nucleon exchange. Because they are peripheral col­
lisions involving the nuclear surfaces, they take place during the transit 
time of the projectile past the target (of the order of 10“ ^^  s), with the 
reaction products strongly focused around the grazing angle;
D eep -in e las tic  reac tio n s: Deep-inelastic reactions are associated with sub­
stantial mass exchange and considerable transfer of the original kinetic 
energy into internal excitation of the reaction products. The large 
charge and mass of heavy ions increase both Coulomb and centrifu­
gal repulsion, combining with the energy dissipation to prevent the 
complete fusion of the two nuclei. The reaction takes place in a time 
period of the order of s and the reaction products partially
retain the memory of the entrance channels (it is common to speak of 
projectile-like and target-like reaction products);
Q uasi-fission reac tio n s: Quasi-fission means that the reacting nuclei un­
dergo fusion and fission without the intermediate mononuclear nucleus 
having time to attain thermodynamic equilibrium (reaction times of 
the order of s);
C o m p o u n d  nucleus reac tio n s: In these reactions the intermediate nu­
cleus has time to reach equilibrium (true fusion), with a lifetime of 
the order of s, in which the nucleus undergoes many rota­
tions before breaking up. The compound nucleus de-excites via nucleon 
evaporation or fission, loosing any memory of the entrance channels.
2.4.1 D eep-inelastic  reactions
Systematic studies of deep-inelastic reactions suggest that the nuclei pro­
duced with the highest cross-section have neutron-to-proton ratios similar 
to the compound system [14]. Good experimental results are achieved with 
projectile energies 10-15% above the Coulomb barrier [33].
Deep-inelastic reactions are not very efficient in the transfer of angular 
momentum to the reaction products, a considerable fraction is spent in the 
relative motion of the projectile- and target-like nuclei [18].
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Also, to prevent the loss in energy resolution due to the Doppler shift 
associated with decays from nuclei in motion (usually a severe problem in 
this type of reactions due to the large recoil velocity of the reaction products), 
a thick heavy backing (usually Pb) is frequently added to the thin target as 
was the case in the experiment described in section 2.5. Typically, this means 
tha t nuclei are stopped within a few ps [30].
The inefficiency in the transfer of angular momentum combines with the 
potential Doppler shift of primary, short-lived 7 -ray decays to prevent the 
analysis of very high-spin excited states in neutron-rich nuclei produced by 
deep-inelastic reactions.
2.5 Gamma-ray spectroscopy as th e m eans 
to  observe neutron alignm ents in ^°°Mo, 
and using deep-inelastic reac­
tions
The following sections describe an experiment that was conducted in large 
part to provide insight into the processes involved in performing a nuclear 
physics experiment. Further, by undertaking the full data analysis process, 
it became clearer as to where the limitations are in current experimental 
systems. This experience was im portant in terms of developing a potential 
new detector for nuclear physics applications - CdZnTe.
2.5.1 Introduction
The nuclei around Z  44 and iV ~  60 are susceptible to dramatic changes 
in shape with the addition or subtraction of a small number of nucleons [10]. 
The population of deformation driving two-quasiparticle states can have a 
polarizing effect on the nuclear shape. Experimentally, the observation of 
quasiparticle alignments (or ‘backbending’) can give useful information on 
the nature of those nucleons lying close to the Fermi surface, allowing the 
shape of the nuclear mean field to be inferred.
For Z ~  44 and N  ~  60, the rotational alignment of both the gg/ 2  proton 
and hii / 2  neutron intruder orbitals can give rise to a significant increase in 
the aligned angular momentum.
For prolate shapes with /?2 ~  0 .2 , the Fermi surface lies close to the 
bottom  of the low-ü h u / 2  neutron shell, with these orbitals steeply sloping 
down in energy with increasing prolate deformation for the neutron-rich nu­
clei around A  ~  105. The population of these states has been suggested
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as the mechanism behind the observation of weakly deformed, prolate, rota­
tional bands in this region [41]. On the other hand, the low-Q components of 
the proton gg/ 2  orbitals are easily aligned and energetically favour collective 
oblate shapes at Z =  46.
In the lighter ruthenium [17] and palladium nuclei [15, 24], backbends 
are observed in the yrast sequences of the even-even isotopes which have 
been associated with the population of the prolate driving, two-quasi-neutron 
(^11/2)  ^ configuration. However, Aryaeinejad [1] proposes tha t the first band 
crossing observed in the neutron-rich palladium isotopes is due
to the oblate driving proton (5 9^/2)  ^ quasiparticle alignment, suggesting an 
oblate deformed core. It should be noted that in this work the alignment 
was not observed all the way through the backbend so its full increase could 
not be extracted. The maximum aligned angular momentum which can be 
generated by a single pair of gg/ 2  proton orbitals is Sh, while the h u / 2  neutron 
orbitals can generate up to lO/i. Thus, for observed increases in aligned 
angular momentum of between 9 and 10#,, a (^^#11/2)  ^ assignment would be 
preferred over a ('Kgg/2 Ÿ  one.
For neutron-rich nuclei, it is difficult to observe the yrast sequence through 
the backbend due to the preferential population of neutron-deficient species 
in fusion-evaporation reactions and the low angular momentum involved in 
the fission process. The identification of discrete 7 -rays from neutron-rich 
fission fragments [1, 35, 9, 19, 20, 23, 3] has enabled the observation of the 
low to medium spin yrast states in a number of neutron-rich nuclei around 
A — 100-115. However, in fission source studies, the experimentalist has 
limited control over the choice of reaction products, making it difficult to 
study specific nuclei of interest.
The use of deep-inelastic reactions to populate near yrast states in slightly 
neutron-rich nuclei is now well established [16, 40, 2 , 13, 12] and provides 
an efficient way of studying the yrast states of the most neutron-rich, stable 
isotopes in the A  ~  105 region. This work focused on the evolution of the 
yrast states as a function of angular momentum in °^2^Io, ^^^Ru and ^°gPd, 
with particular attention to the rotational alignments and what they reveal 
about the underlying nuclear configurations.
2.5.2 T he experim en ta l setup
In the current work a 5 mg/cm^ thick, enriched (99%) ^^^Pd target on a 
20 mg/cm^ ^°^Pb backing was bombarded with a 395 MeV ®^Kr beam pro­
vided by the K130 cyclotron in the accelerator laboratory at the University 
of Jyvaskyla.
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As previously mentioned, in deep-inelastic reactions, the exit channels 
with the highest cross-section have neutron-to-proton ratios similar to the 
compound system [14]. Note tha t the proton to neutron ratio for the beam 
and target nuclei are approximately equal (%:0.72) and the Z  : N  ratios for 
4^2Mo, 4^4Ru and % P d are 0.72, 0.73 and 0.74 respectively.
Gamma rays from decays in both the target-like and projectile-like frag­
ments were measured using an array of twelve Compton suppressed TESSA 
type [37], HPGe detectors (described in section 2.5.3). Each individual 7 -ray 
event was accompanied by a time signal relative to the beam burst which en­
abled good separation between prompt events (in-beam) and delayed events 
from isomeric states or ^  decay.
D ata was written to tape for Compton-suppressed 7  — 7  coincidence 
events. Approximately 4.5 x 10® in-beam, unfolded 7  — 7  events were sorted 
into the form of a 7  — 7  matrix, from which background-subtracted coinci­
dence gates could be set. Figure (2.5) a shows a total projection spectrum 
for this matrix. Note that the data are dominated by the Coulomb excitation 
of the ^^°Pd target.
The data was analysed using the 7 -ray analysis programs C F 2 and 
ESCL8 R [29]. Due to the relatively large number of nuclei formed in this 
type of reaction, the gates frequently have to be manipulated in order to 
obtain ‘clean’ (uncontaminated), spectra. Figure (2.5) shows a typical ex­
ample using a 7  — 7  coincidence gate set on the 764 keV transition in ^°^Ru. 
Clearly, the background-subtracted gate contains many lines which rather 
than being in coincidence with the ^°^Ru, are due to the overlap of the tails 
from peaks either side of the 764 keV transition which are unresolved in the 
764 keV gate. When the contributions from these gates are subtracted from 
the 764 keV gate, the residual spectrum contains only transitions from °^‘^ Ru 
and the complementary strontium fragments. Typically, each ‘clean’ gate 
contains lines from the nucleus of interest and also from a number of iso­
topes from the complementary, projectile-like fragment. In the three nuclei 
discussed in the present work, ^^Pd was accompanied by transitions from 
was accompanied by transitions from and 4^2Mo was
accompanied by transitions from ®^"4oZr. (At the limit of our experimen­
tal sensitivity, proton evaporation from the binary reaction products is not 
observed).
2.5.3 T he d e tectin g  system
The 7 -rays from decays in both the target-like and projectile-like fragments 
were measured using the DORIS HPCe-detector array which comprises twelve
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Figure 2.5: (a) Total projection of the 7  — 7  coincidence matrix showing 
the 374 and 547 keV ^^°Pd lines from Coulomb excitation; (b) background 
subtracted gate on the 764 keV transition in ^ '^^Ru; (c) 764 keV gate with 
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the 531 keV line.
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TESSA-type escape suppressed spectrometers (ESS).
Ge-
BGO
Nal
Figure 2.6: Diagram of the TESSA escape suppressed detector.
A diagram of the TESSA detectors is illustrated in figure (2 .6 ) [26]. A 
liquid-nitrogen dewar (seen in the figure above the detector) cools the n-type 
HPGe crystal and preamplifier. The semiconductor detector, a 0 =  52.3 mm, 
I =  56.8 mm cylinder with 25% relative efficiency^, generates the spectro­
scopic information while the BGO and Nal(Tl) scintillators provide a signal 
each time the initial photon is Compton scattered out of the Ge detector. 
The front-end Nal(Tl) crystal ring is optically coupled to eight separated 
pieces of BGO forming a cylinder around the semiconductor. The light out-
^Relative efficiency is measured against that of a standard 3 in long, 3 in diameter 
Nal(Tl) cylinder at 25 cm.
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put from the scintillators is read by eight photomultipliers. Nal(Tl) is used in 
the front-end ring for its larger light output (10-15%) as the smaller energy 
of the back-scattered photons relaxes the demands put on the density of the 
BGO cylinder. Another annular BGO detector coupled to two photomulti­
plier tubes is used to detect forward Compton scattered photons. Its length 
is set by the 7 -ray energy range of interest. The whole ESS is surrounded 
by an Aluminium metal case having a heavy-metal collimator around the 
entrance window to avoid direct exposure of the scintillators to the radiation 
source.
The need for such a complex detector is perhaps clearly explained by 
stating that a 25% efficient Ge detector on average produces a 0 .2  peak- 
to-total ratio (P/T) for 1.17 MeV 7 -rays [26]. ESS systems increase this 
ratio by vetoing events that were Compton scattered (to the BGO/NaI(Tl) 
shield) and the twelve TESSA-type detectors used in the experiment had a 
P /T  between 0.42 and 0.49. Sharpey-Schafer [36] reviews ESS arrays and 
their use for nuclear physics applications.
The geometry of the frame for the DORIS array is such that the detectors 
are distributed in four rings of three detectors each, at angles 38°, 78°, 102°, 
and 143° to the beam direction as sketched in figure (2.7). The distances 
from the target to the Ge crystals ranged from 14.5 to 16.5 cm.
Standard NIM and CAMAG electronic modules were used to process the 
signals from the detectors. Figure (2.8) illustrates the block diagram of the 
electronic apparatus.
The signal from each HPGe detector is initially amplified by a dedicated 
preamplifier. The preamplifier output is routed to three different modules: 
(a) the (linear spectroscopic) shaping amplifier (AMP); (b) the fast timing 
filter amplifier (TFA); and (c) the fast AMP with TTL and bipolar outputs.
The shaping AMP optimizes the amplitude measurement to be performed 
by the ADC. The TFA feeds a constant fraction discriminator (CFD) setting, 
along side with the signal from the anti-Compton scattering detectors and the 
pile-up rejection pulse provided by the TTL output from the fast AMP, the 
condition for a ‘true’ full photopeak detection in the true event coincidence 
unit (COIN). This coincidence module triggers the multiple event multiplicity 
logic unit (MLU) which only responded to 7  — 7  coincident events.
The condition set by the true event coincidence module, only firing when 
the full energy is deposited in the HPGe detector, along side with the request 
that the photon be part of a 7 -ray cascade dealt with by the multiple event 
MLU, triggers the ADC conversion.
The fast AMP provides auxiliary gates which produce a hitword pattern 
of the hit HPGe detectors. Only fired ADCs are passed to the EVENT 
MANAGER which interfaces the electronics with the data acquisition system.
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vacuum chamberfor 
the PIN'diode array
lead collimators
beam tube
beam dump
Figure 2.7: 
DORIS [33]. 
périment.
Diagram of the Compton-suppressed HPGe detector array 
The PIN-diode array was removed over the period of the ex-
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The time to digital converter module (TDC) provides timing information 
on the instant of the photon detection relative to the (pulsed) ion beam. This 
timing information is instrumental in separating between prompt (in-beam) 
and delayed events from isomeric states or j3 decay.
2.5.4 D a ta  analysis
The decay schemes for ^°^Mo, ^°^Ru and °^®Pd, as deduced in the current 
work, are shown in figure (2.9). Examples of the 7  — 7  coincidence spectra 
used to construct these decay schemes are shown in figures (2.5) and (2.10).
The intensities of the 2+ —)■ 0"^  transitions were obtained by observing 
gates set on strong lines in the complementary fragment nuclei, and then 
subsequently re-normalized so that the 2 "^  —> 0 "^  transition in each nucleus 
has an intensity of 1000  units. All other (relative) intensities [31] are taken 
from the 7  — 7  coincidence data fitted using the ESCL8R program [29].
The assignment of transition multipolarities (and thus level spins) in high- 
spin studies is usually achieved using either an angular distribution or direc­
tional correlation analysis [21]. In this work, neither was possible due to (a) 
the large number of nuclei produced, which means that the singles data are 
heavily contaminated; (b) a general lack of statistics in the DCO^ (angle- 
gated) 7  — 7  data; and most importantly (c) a destruction of the reaction 
alignment in the binary break-up process.
The spin assignments are based on the observed decay characteristics of 
individual states. Where it exists, previously published data [28, 39, 38] was 
assumed and then tentative assignments of the spins of previously unobserved 
states were made from their decay patterns into known states.
The usual assumption tha t typically near yrast decays are favoured was 
used, and thus the tentative spin assignments increase with excitation en­
ergy. This assumption is at least partially verified in this work by the lack 
of observation of many previously identified non-yrast, low-lying states. As­
signed multipolarities of the decays were limited to either A / =  1 (M l/E '2  
or E l) ,  or A / =  2 {E2, since prompt M2 decays in transitional nuclei are 
rare). In general, the likelihood of a A J ~  0 J  —> J  transition has been dis­
regarded on the basis that this implies a non-yrast nature for the decaying 
state. However, it is noted that such decays can not be ruled out in this 
work.
^DCO stands for the directional correlations from oriented states method.
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Figure 2.10: Examples of coincidence spectra used to obtain the decay 
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2.6  D iscussion
2 .6 .1  ‘““M o
As figure (2.11) shows, the aligned momentum for the even-spin yrast states 
for ^°°Mo increases by approximately lOh at a rotational frequency of 
0.37 M eV/h. This is consistent with the alignment of the (/iu /2)  ^ neutrons 
as predicted by Mathur [25] and is too large an increase to be explained by 
the alignment of a gg/ 2  proton pair.
It is useful to compare the alignment observed in ^°°Mo with tha t of the 
one quasi-neutron, h u / 2  neutron bands in the neighbouring odd-77 molyb­
denum isotopes. As illustrated in figure (2.11), the few states available for 
the h u / 2  band in ^®Mo show that as in the h u / 2  bands in ^°^Ru and ^°^Pd 
the first (AB) band crossing is clearly blocked. This blocking effect adds 
considerable credence to the {i^hu/2 )'^  interpretation for the first alignment 
in ^°"Mo.
It is possible to speculate tha t the states at 2340 and 2843 keV in 
are negative parity two-quasiparticle states based on the coupling of the h u / 2  
neutron orbital with a <1 ^/2 / 9 7 1 2  state. The excitation energy of these states is 
close to the estimated value of twice the neutron pair gap (2A„ ^  2.4 MeV) 
and such states are well known in other 77 =  58 isotones such as ^ '^^Pd and 
^°^Cd [15, 32].
2 .6.2
The observed increase in alignment of 9-10 h is also consistent with the 
(^ u /2)  ^ crossing and too large for the proton («79/2)  ^ alignment. This inter­
pretation is supported by the CSM calculations for ^^ '*Ru [31] which pre­
dict the {i'hu/2 y  alignment (AB) to occur at a frequency of approximately
0.3 M eV/h. The alignment for the ^  band in ^^^Ru [17] shows this AB 
bandcrossing to be blocked (see figure (2.11)), again consistent with the 
(iv/iii/2)  ^ alignment interpretation for °^"^ Ru. The excitation energy of the 
first y "  state lies at only 209 keV [5] in *^^ ®Ru (compared to 434 keV in 
^°^Ru) but, unfortunately, no states are known in the band built on this 
state so the alignment for this band can not be deduced. However, the low­
ering of the energy of the yrast state with increasing neutron number is 
consistent with the h u / 2  neutron orbital lying close to the Fermi surface for 
^°^Ru.
The states at 1975, 2233, 2602 and 2614 keV are all at excitation en­
ergies consistent with two-quasiparticle states, but in the absence of firm
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Figure 2 .1 1 : Alignments for the (a) even isotopes of palladium (Z  = 46), 
ruthenium (Z  = 44) and molybdenum (Z = 42) and (b) comparison with 
the hii / 2  neutron bands in the respective odd-A neighbours. In all cases, the 
Harris parameters used were Jo =  4^^/MeV and J j  =  40/l^/MeV^. The data 
for these points comes from the present work and references [17, 15, 24, 9, 
28, 7, 22, 8].
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spin/parity assignments, no further interpretation can be made. The tenta­
tive (10+) state at 3285 keV is a candidate for the continuation of the y rare, 
quasi-vibrational ground state configuration after the first band crossing.
2.6.3 '"T d
It has been suggested that there is change from prolate to oblate deforma­
tion in the palladium isotopes [1] with oblate shapes preferred for neutron 
numbers 64 and above. Aryaeinejad [1] has argued oblate deformations for 
ii2,ii4,ii6p^ on the basis of the observed rotational frequencies of the first 
alignment for these nuclei, which occurs at w ~  0.35 M eV/h. The sugges­
tion is based on the consistency with the (?r^9/2)  ^ crossing, which is pre­
dicted to occur at a lower frequency than the (^'/in/2)  ^ alignment for oblate 
shapes. (However, this situation is reversed for weakly deformed prolate de­
formations). Unfortunately, the backbends observed in ii2,ii4,ii6p^  not 
progress through the full alignment and thus the total increase in aligned 
angular momentum through these backbends has not yet been established.
In ^^ ®Pd, the CSM calculations suggest tha t the first alignment is due 
to the prolate driving, low-f2 (/in /2)  ^ neutron configuration [28], consistent 
with the observed gain in angular momentum of 9-10 h. As in the ^^^Mo and 
^^^Ru yrast bands, this increase in aligned angular momentum is too large 
to be accounted for by the proton (^9/2)  ^ alignment. As figure (2 .11) shows, 
the first alignment in ^°^Pd is blocked in the one quasi-neutron y ~  band in 
^°^Pd, consistent with a (/in /2)  ^ alignment in ^°^Pd.
2.7 Conclusions
The yrast states of the /5-stable nuclei ^^^Ru and °^®Pd have been
studied to medium spins using deep-inelastic collisions. In each case, the 
yrast sequence extends past the first band crossing with an increase in aligned 
angular momentum of approximately 10^. This pattern is well reproduced 
by cranked shell model calculations and the systematics of the neighbouring 
nuclei, all of which suggest that the neutron (/in /2)  ^ alignment is energetically 
favoured over the ground state configurations at spins of lOh and above.
Deep-inelastic reactions generate a large number of reaction channels with 
both projectile-like and target-like nuclei contaminating each others decay 
spectra. These type of reactions are good examples of where isotope identi­
fication can be enhanced by triggering on the relevant characteristic X-rays. 
Therefore, it would be useful to have additional detectors, with good sen­
sitivity and energy resolution for X-rays, without compromising the overall
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7 -ray (HPGe) array detection efficiency, to help identify the relevant exit 
channels. Chapter 3 addresses the potential benefits of using CdZnTe as an 
X-ray detector in conjunction with standard ESS arrays.
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Chapter 3 
CdZnTe as a X- and 7-ray 
detector
3.1 Introduction
It will be shown that CdZnTe, as a room temperature operated radiation de­
tector, is a very good candidate for nuclear physics applications where fine 
spatial resolution, good energy resolution, or a combination of these with 
limited available space is needed. It offers the best combination of high stop­
ping power and good energy resolution through its high atomic number and 
density, low leakage current and reasonable charge collection when compared 
to the other room temperature semiconductor detector candidates, namely 
CdTe and HgU.
This chapter begins by setting the properties required for a photon de­
tector for nuclear physics applications. After a brief review on radiation 
interaction mechanisms and semiconductor detectors a comparison of the 
three semiconductor candidates, CdTe, CdZnTe and HgU is established con­
cluding tha t CdZnTe is the best candidate for nuclear physics spectroscopy. 
This is then followed by a review on the latest work on CdZnTe and its 
state-of-the-art detectors and pulse processing techniques.
3.2 Properties of a detector for X- and 7»ray 
spectroscopy
As described in chapter 2, nuclear physics applications require X- and 7 -ray 
detectors with good efficiency in the range from 10 keV to 1 MeV upwards. 
Nowadays, 7 -ray spectroscopy is one of the experimental tools used to test
36
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a number of theories in the nuclear physics field and to study a variety of 
nuclear properties. Of particular interest to this work are studies on nuclei 
brought to the extreme of their stability. While the nuclear physicist is 
looking into highly excited nuclear states which may quickly decay producing 
a large sequence of 7 -rays (usually called a cascade), it is common for the 
excited nuclei of interest to be part of a broad range of other reaction products 
(exit channels). These experiments take place in an accelerator with a high 
energy beam consisting of nuclei of a particular type hitting a target of a 
possibly different species and inducing the desired nuclear reaction. It is 
the considerable value of the cross-section for other nuclear reactions that 
generates the wide range of exit channels.
High efficiency is of paramount importance because the physical infor­
mation which is currently of interest resides within weak reaction channels. 
Furthermore, space is always at premium, with detectors that can work at 
room temperature without the need for ancillary cooling systems potentially 
making an impact on the overall array efficiency by substantially decreasing 
the associated dead volume of the detecting system.
It is also expected that the nuclear 7 -ray detector should provide excel­
lent energy resolution owing to the vast number of 7 -rays produced in any 
one single experiment. Characteristic X-rays help identifying the particular 
nucleus of interest and it is therefore vital that the detector also performs 
well at these low energies.
For all the above reasons, semiconductor detectors working at room tem­
perature are potentially good candidates for nuclear physics 7 -ray spec­
troscopy.
3.3 R eview  of radiation interactions
3.3.1 P hoton s
There are three processes by which X- and 7 -rays primarily interact with 
semiconductor radiation detectors: the photoelectric effect, the Compton 
effect and pair production. The most probable interaction mechanism is 
as much a function of the photon energy as it is dependent on the atomic 
number {Z) of the detector material as shown in figure (3.1).
In the photoelectric effect the incident photon interacts with an atom 
in the semiconductor detector. The photon energy is transferred to one of 
the bound atomic electrons -  the photoelectron -  which is then ejected from 
the atom. For photons of sufficient energy the most probable origin of the 
photoelectron is the inner most shell of the atom [25], the atomic K  shell.
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Figure 3.1: Photon interactions as a function of photon energy and detector 
atomic number (Z) [4].
The interaction process is with the atom as a whole and cannot take place 
with free electrons because the laws of conservation of energy and momentum 
would be violated; the atomic binding forces serve to transm it the momentum 
to the atom . Due to the large mass of the recoiling atom compared to tha t 
of the photoelectron, the system absorbs very little energy and the kinetic 
energy of the photoelectron {Ee) relates to the energy of the photon (hv) by
E q — hv  — Eb (3.1)
where v  is the photon frequency, h the Planck constant and Ef, the binding 
energy of the photo electron in its original shell.
There is no analytic expression for the probability of photon interaction 
under the photoelectric effect for the possible ranges of hv  and Z  but a rough 
approximation is given by
probability of photoelectric interaction oc {hv)3.5 (3.2)
with n  varying between 4 and 5 over the photon energy of interest [25]. This 
relation shows tha t the photoelectric effect is most probable between low 
energy photons and high Z  materials. In fact, the photoelectric effect is the 
dominant interaction process at low photon energies as illustrated in figure 
(3.1).
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Each time a photoelectron is emitted from an atom a vacancy is created 
in an inner shell and the atom tends to loose energy in order to achieve 
maximum stability. This is done through one of two possibilities:
1 . One electron from an outer shell is transferred to the vacancy and a 
photon with energy equal to the difference of the binding energies of 
the two shells is emitted in the process. This is called a characteristic 
X-ray of the detector material.
2 . Alternatively, the energy is transferred to an outer electron which is 
ejected from the atom. This electron, called an Auger electron, carries 
a kinetic energy equal to the difference between the original atomic 
excitation and the binding energy of the Auger electron in its shell.
Auger emission is most probable in low Z  materials where the binding 
energies of the outer electronic shells is small [25].
The two atomic de-excitation processes lead to two different responses 
from a typical semiconductor detector material. As will be seen in the next 
section, Auger electrons have a very small range inside a semiconductor de­
tector because their energy is very small (up to a few tens of keV). In other 
words, they are stopped by the detector. Characteristic X-rays on the other 
hand have a good probability of escaping the detector (particularly if the pri­
mary interaction occurred near the surface of the detector), leading to the so 
called escape peaks in the spectrum. That is, peaks with energies below the 
energy of photopeak by an amount equal to the characteristic X-ray energy.
The Compton effect accounts for the elastic scattering of the incident 
photon with an electron of the semiconductor detector. The energy of scat­
tered photon {hv’) is a function of the scattering angle (0) while the recoiling 
electron^ carries away the kinetic energy lost by the photon in the interac­
tion. Conservation of both relativistic energy and momentum provides the 
expression that relates the energy of the deflected photon with the scattering 
angle. As follows from equation (3.3), where moc^ is the rest-mass energy of 
the electron (511 keV), the photon always looses some energy to the electron 
with a magnitude tha t increases to a maximum as 9 approaches re.
hv
 ^+ ^ T - ^ os9)=  . . w (3-3)
§It is assumed that the electron is free and at rest. This is a good approximation 
because the binding energy of the very loosely bound crystalline electrons of the valence 
band is very small compared to the energy of the incident photon. The binding energy 
amounts to the value of the semiconductor band gap which is typically of the order of 
0.1—1 eV.
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The probability of Compton interaction depends on the number of elec­
trons present in the semiconductor and hence is a function of Z. The angular 
distribution of scattered photons is predicted by the Klein-Nishina formula 
for the differential scattering cross-section [da/dO) [25].
_  ry 2 (  1 + cos^ 9 \^  ~  VI+ “ ( 1 - cose)y V 2 J
X À I \y  (1 + cos2 e) [1 + a (1 -  COS e)i j   ^ ’
with a  =  hvliJiQC^ and the classical electron radius.
The Compton effect is the most probable interaction mechanism in semi­
conductor detectors in the medium energy range (see figure (3.1)).
Pair production requires the energy of the incident photon to exceed twice 
the electron rest-mass energy(1022 keV). In this interaction mechanism the 
incident photon is converted into an electron and positron pair and the excess 
energy that is shared between the electron and the positron is carried away 
as kinetic energy.II This process occurs under the influence of an electric field 
(nuclear or electronic) so ensuring that not only the total energy and charge 
but also the total momentum is conserved. Once created, the positron loses 
its kinetic energy as it travels through the detector and the probability of 
annihilation with an electron increases as it slows down, eventually leading 
to the emission of two 511 keV annihilation photons. There is no simple 
expression for the probability of pair production but its magnitude varies 
approximately with [25]. As seen from the example in figure (3.2), the 
probability of a pair-production interaction sharply rises with photon energy 
becoming the dominant interaction mechanism for 7 -rays with energies above 
several MeV (see also figure (3.1)).
The linear attenuation coefficient (//) is often used when comparing the 
efficiency of two semiconductor detectors. When a material of thickness t is 
subjected to a collimated beam of monoenergetic photons, only a fraction of 
the incident photons is transm itted through the material, the other photons 
are removed from the beam either by absorption or scattering, fj, gives the 
probability per unit path length tha t the photon is removed from the beam. 
It follows that the probability of interaction is additive:
Mtotal ~  /^photoelectric "h /^Compton T  /ipair production ~  h P E  T  h C  "h A^PP { 3
^ro = e^ /47rEomoc^ .
IIA negligible fraction of the energy of the photon is absorbed by the recoiling atom 
with which the photon interacted.
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In a photon counting system, the fraction of photons tha t are transm itted 
through an absorbing slab is an exponential function of the thickness of the 
slab. This relation is given by equation (3,6), while figure (3.2) illustrates the 
magnitude of the three interaction mechanisms as a function of the photon 
energy for Cdo.8Zno.2Te.
(3.6)
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Figure 3.2: Linear attenuation coefficients for Cdo.8Zno.2Te [4].
The jagged shape of //pe in figure (3.2) is typical of any detector material. 
There are abrupt variations of usually referred to as absorption edges, 
a t energies corresponding to the binding energy of electronic shells of the 
atoms in the detector. This effect is easy to understand by realizing tha t the 
energy of the photon needs to exceed the binding energy of the electron in its 
original shell for the photoelectric effect to be energetically possible. Hence 
as the energy of the incident photons increases past the binding energies of 
a particular shell, a sudden increase on the number of electrons available for 
photoelectric absorption takes place. The energy of the absorption edges is 
thus characteristic of each detector material.
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3.3.2 E lectrons and positrons
Any one of the three photon interactions with the detector generates electrons 
in the media, which need to be stopped inside the detector if the energy of 
the incident radiation is to be known. It is therefore im portant to know the 
electron range inside the semiconductor detector.
Free energetic electrons are scattered by atomic electrons through the 
Coulomb interaction. In head-on collisions of one electron with another a 
large fraction of the initial energy may be transferred, making both elec­
trons suffer a large change not only in their velocity but also in their di­
rection. As a result, because they are charged particles submitted to large 
accelerations, electromagnetic energy will be emitted (this radiation is called 
bremsstrahlung). Bethe worked out the expression for the specific energy loss 
of electrons taking into account both collisional and radiative losses, coming 
to the conclusion that electrons loose more energy in high density, large Z, 
materials [25]. The ratio of the collisional to the radiative losses per unit path 
length is approximately given by equation (3.7), where the subscripts r and 
c stand for radiative and collisional losses respectively and E  is the energy 
of the electron [26]. Radiative losses become more im portant for relativistic 
energies while remaining negligible below 1 MeV [26]. Thus, for photons with 
energies up to 1 MeV the photoelectrons can be considered to loose energy 
by colliding with the electrons in the detector.
j d E /d x \  _ E  Z
{dE/dx)^ mo 1600
As it was previously said, due to the small mass of electrons, each collision 
can dramatically alter the path of the electron making it extremely erratic. 
Consequently, it is difficult to calculate the electron range as a function of 
its energy by integrating Bethe’s expression for the specific energy loss of 
electrons [25]. Instead, it is usual to work the range in terms of transmission 
experiments on monoenergetic electron beams. Empirical data of the electron 
range in units of mass thickness (thickness x density) as a function of the 
initial electron energy shows tha t the range is very much independent of the 
absorbing material [25]. This in turn makes the assessment of the electron 
range substantially easy by consulting widely available experimental data 
tables [25]. As an example, it is seen from these tables that 100 keV electrons 
are stopped by slabs of CdZnTe of the order of 20  fim  (in comparison with 
the 2.6 mm needed to stop 90% of a photon beam of equivalent energy).
Positrons have the same physical properties of electrons and thus are sub­
jected to the same interaction mechanisms to deposit energy in the detector, 
having roughly the same range as electrons in the various semiconductor
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detectors. The main difference is of course, their annihilation with the elec­
trons in the media just before they are completely stopped. The generation 
of the two much more penetrating 511 keV annihilation photons increases 
the chances that not all the initial photon energy will be deposited in the 
detector.
Generally, beta particles have a lower range inside semiconductor detec­
tors than photons of the same energy by about 2 orders of magnitude (see 
the previous example), which means tha t the photon mean free path in the 
detector is the determinant factor in an efficiency calculation.
Knoll [25], Krane [26] and Eisberg [13] all have excellent reviews on the 
mechanisms of radiation interactions with m atter with a level suited to the 
physicist that wants to understand these mechanisms without having to go 
through an extensive detailed quantum mechanics treatment.
3.4 R eview  of sem iconductor detectors
3.4.1 Introduction
In this section, after briefly comparing the semiconductor detectors against 
gas detectors and scintillators showing that semiconductor detectors have 
more than an edge when it comes to nuclear physics X- and 7 -ray spec­
troscopy, the mechanism by which electronic signals are formed in a semi­
conductor is reviewed. This in turn requires the review of the concept of semi­
conductor band structure, impurity doping, the rectifying junction, charge 
transport in the semiconductor material and the interaction of the material 
with an external electronic circuit.
Semiconductor materials such as Germanium (Ge) and Silicon (Si) started 
to be used as radiation detectors in the 60s [25]. The properties of these ma­
terials revolutionized the definition of radiation spectroscopy introducing new 
limits to the possible energy resolution attainable in spectroscopic applica­
tions.
Previously, scientists would have to rely either on scintillators coupled 
to photomultiplier tubes (PMT) to convert the incident radiation into light 
and then, subsequently, into an electronic signal. Alternatively, gas detectors 
were used in which the radiation was converted directly into an electronic 
signal.
Solid state detector technologies provide better efficiency in the energy-to- 
signal conversion with their single step conversion process (scintillator-PMT 
systems rely on a multi-step conversion process) while better energy reso­
lution is achieved through the low cu-value associated with semiconductor
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materials (the w-value is defined as the average energy required to create one 
detected signal carrier as given by equation (3.8)). Gas detectors typically 
have uj one order of magnitude larger than semiconductors. The increased 
density of semiconductor detectors means that the mass attenuation coeffi­
cient is typically 1000 times larger than that for gas detectors [25]. In practice 
this means compact detectors which in turn allows for fine spatial resolution.
Radiation interacting inside the semiconductor generates a number of de­
tected electron-hole pairs which is proportional to the energy of the radiation 
as in
energy of the radiation — u j  x number of detected charge carriers (3.8)
Once generated, the carriers are driven to the contact electrodes by the 
presence of an electric field created by applying a potential difference be­
tween the electrodes. The charge drift induces the electronic signal at the 
contacts that is subsequently measured. Because the free-carrier generation 
is a Poisson statistical process [25], its relative variance goes with the in­
verse of the square root of the total number of generated charge carriers, as 
shown in equation (3.9). This means that small uj values play a major role 
in improving the intrinsic resolution associated with the detector.
^number of charge carriers   _________________^ _________________  /q  q »
number of charge carriers ^/number of charge carriers
F , called the Fano factor, is a constant of the material and is a correction 
factor for the Poisson model taking into account that the generation of each 
individual electron-hole pair is not an independent process.
Typical uj values for semiconductor materials are of the order of 3-4 eV 
compared to about 30 eV for typical gas detectors and about 100  eV for 
scintillator-based systems [25]. This property is arguably what makes semi­
conductor detectors so popular for spectroscopic applications.
3.4.2 T he band structure of a sem iconductor
Semiconductor technology has matured with Ge and Si, elemental semicon­
ductor materials belonging to group IV of the periodic table, and they will 
be used to describe the ideal semiconductor behaviour as far as charge gener­
ation and transport is concerned. References to compound semiconductors, 
such as CdZnTe, are introduced as appropriate.
Table (3.1) presents a summary of the relevant properties of Ge and Si 
as radiation detector materials.
Ge and Si are arranged in a solid structure so that they form four covalent 
bonds with their nearest neighbours. Considering the properties of a perfect
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Ge (T =  77K) Si (T =  300K)
z 32 14
A (amu) 72.61 28.09
density
(g/cm^) 5 32[51,41. 10]^  5_33[38] 2,33[51, 38, 10]
£r 11.9(47]
E ,
(eV)
0.66[='], 0.67[" ]^, 
0.72t'®>, 0.74[ °^]
UJ 2_gg[51, 38, 10, 45] 3.6(""], 3.61(®4'45), 3.8(2®]
F < 0.13^ 2"' < 0.16(2=]
rii
(cm~^) 2.4 X 1013[25] (y  ^  300X) 1.5 X 10^ °(2=]
Pi 
(Q m) 0.47t‘*®> P-850] 2300(4®' P'®=°]
Te/r/i
(/iS) 20/2Qt'°J, >100/>100["=) 20/20C®], >100/>100(^]
P e l Ph 3.6 X 10V4.2 X 1350/480('®'2=], 1450/450(2®]
Pe'^ej Ph'^h 
(cm^V~^) 3.5/2.0("'] 1.4/0.5(®4]
^ e /
(cm) _ /^  102[51]
Table 3.1: Ge and Si properties.
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semiconductor crystal (no crystalline and surface defects and no impurities), 
the available energy levels for the various electrons present in the crystal are 
grouped into bands of closely spaced energy levels.**
The nature of being a semiconductor material and Pauli’s exclusion prin­
ciple rule tha t at 0 X  the available electrons in the material completely fill 
a determined number of such energy bands. The most energetic band to be 
filled is called the valence band (VB) and is separated from the next one up, 
the conduction band (CB), by the band gap (BG) which is devoid of energy 
levels as illustrated in figure (3.3) on page 48. VB accommodates electrons 
bound to specific atoms in the crystal lattice whereas in CB the electrons 
are free to migrate through the crystal contributing to the conductivity of 
the semiconductor. The vacuum level corresponds to zero electron potential 
energy outside the semiconductor. The magnitude of BG typically lies in the 
range 0.1-1 eV.
If an electric field {E) was applied to the semiconductor in these circum­
stances no charge movement would happen for the bound electrons in VB 
could not extract any amount of energy from E  as there is no energy level 
to move to inside BG.
At temperatures above the absolute zero, if an electron is sufficiently 
excited it can reach CB leaving an empty energy level in VB. Now both the 
electron in CB and the electrons in VB have free energy levels to move to 
and hence can absorb kinetic energy from E, Now, not only is the electron 
in CB free to migrate, but the electrons in VB can also move through the 
crystal even though these electrons are bound to particular atoms in VB. 
When an electron is excited to CB it leaves its atom with an partly empty 
shell and an electron from a neighbour atom can move to and fill the initial 
vacancy. The drift of charges under the effect of E  induces a current signal 
at the electrodes where the bias voltage has been applied.
The vacancy in VB is called a hole and, when mathematically treated as 
an entity with the opposite charge of the electron, yields the same results as 
if one were to consider the whole number of electrons present in VB. This is 
to say a hole in VB is the counterpart of an electron in CB.
There is a probability for electrons to be thermally excited from VB to 
CB and if this is the main source of charge carriers in CB the semiconductor 
is said to be intrinsic.il This probability is given by equation (3.10) [47] 
showing that, without applying E, the electrons eventually recombine with 
holes and a dynamic equilibrium is achieved in which the density of free
**The energy levels within each band are so close together that its spacing is small 
compared to the thermal energy of the electrons (of the order of kT). In practice each 
band is treated as an energy continuum.
subscript i is used to refer to intrinsic semiconductors
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carriers is not a function of time. In this equation A is a constant for a given 
material, T  the absolute temperature, Eg the magnitude of BG and k the 
Boltzmann constant. The electron density in CB (n) equals the hole density 
in VB (p) of an intrinsic semiconductor because each electron excited from 
VB to CB leaves a hole in VB.
= Pi = A T h - ^  (3.10)
Equation (3.10) also shows that semiconductors with larger BG have less 
free carriers. For example, from table (3.1) the concentration of free carriers 
in Ge at room temperature equals 2.4x10^^ cm“ .^ As for Si, the figure is 
only 1.5 X10^° cm“ .^ The other factor affecting carrier density is temperature, 
with semiconductor detectors being cooled down to decrease the number of 
thermally generated free carriers.
In practice most semiconductors have added impurities, either because of 
imperfect crystal growth techniques, or deliberately as part of the manufac­
turing process, which determine the density of the free charge carriers in the 
semiconductor. Typically added impurities (dopants) belong to either group 
III (acceptors) or V (donors) of the periodic table. If the dopant is present 
in small quantities (less than a few parts in a million) these substitutional 
impurities replace Si or Ge atoms in the crystal lattice.
A semiconductor doped with donors (n-type semiconductor) is taken as 
an example to explain how small dopant quantities can dramatically change 
the electrical properties of the intrinsic semiconductor. Replacing electrons 
by holes, donors by acceptors and CB by VB leads to explaining the situation 
with group III doped semiconductors (p-type semiconductors).
A donor is pent avalent, the fifth electron not participating in a covalent 
bond with a neighbour atom is very loosely bound. In fact, as depicted in 
figure (3.3), it can be shown that its energy level is inside BG, close to CB, 
the energy difference being given by the ionization energy of tha t electron. 
The same line of thinking is applied to trivalent acceptors to find their energy 
levels laying close to VB.
The donors’ ionization energy is so small that the probability of thermal 
excitation given by equation (3.10)^^ is sufficient to make a large fraction of 
the donors to be ionized [25]. From the figures in table (3.1) on page 45, a 
donor level of a few parts in a million populates CB, both in Ge and in Si, 
with lOfiG donor electrons per cm^. This severely increases the free electron 
density in the CB of Si and it is possible to approximate n„* by the donor 
density (% ) .  The semiconductor in these circumstances, when the charge
ïl-In this case Eg should be replaced by the ionization energy.
*The subscripts n and p stand for n-type and p-type semiconductors respectively.
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Vacuum level
electronenergy
holeenergy
 ^ \©  donor
h ^ 0  acceptor
Element
Impurity
type
AE (eV)
Ge Si
Li donor 0.0093 0.033
P donor 0.012 0.045
As donor 0.013 0.054
B acceptor 0.01 0.045
A1 acceptor 0.01 0.067
Ga acceptor 0.011 0.072
(a) Band diagram. (b) Ionization energies.
Figure 3.3: Energy diagram for a semiconductor and values of ionization 
energies for typical donors and acceptors in Ge and Si [46].
carrier density is defined by the dopant, is said to be extrinsic. Group III and 
V substitutional impurities generate shallow levels in the sense that they can 
be easily ionized, so enhancing the semiconductor conductivity (by increasing 
the number of free charge carriers).
The dramatic increase in electron density in CB changes the dynamic 
equilibrium between electron-hole generation and recombination so reducing 
the hole density in VB. It can be shown that the product of the charge carrier 
densities for an extrinsic semiconductor is constant and equal to the value 
for the same intrinsic semiconductor material as presented in equation (3.11) 
[47].
np =  TiiPi with Pp
a  Pn 
N a A n _  EiEi •p -  Na
^  , n-type semiconductor 
p-type semiconductor (3.11)
N a being the acceptor density in the p-type semiconductor. Going back 
to the previous example, electrons in Si become the majority carriers with 
Un =  10^ ® cm“  ^ and holes the minority carriers with pn — 2.3 x 10  ^ cm~^. 
Hence the semiconductor is said to be of n-type. The total density of carriers 
in this typical example has increased from 104° cm“  ^ to 10 ®^ cm“  ^ and for 
this reason the conductivity of an extrinsic semiconductor is always larger 
than the one of its intrinsic counterpart (see equation (3.15) on page 50). 
Ge, with smaller BG, has got a larger figure for the density of the intrinsic 
carriers (see table (3.1)) and at this donor concentration still behaves as an 
intrinsic semiconductor at room temperature.
When an extrinsic semiconductor is doped with both donors and accep­
tors the effect of one type compensates the other. Say N d > N a  ^ then the 
net density of electrons of the n-type material is given by — N a - On
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the contrary, if N a > No  the hole density of the p-type semiconductor is 
therefore approximately given by N a — Np. Full compensation is achieved 
with N d — N a and many properties of the material resemble those of the 
intrinsic semiconductor.
If an electric field is applied to the semiconductor (through an applied 
bias voltage at its terminals) the electrons in CB and the holes in VB drift 
towards the electrodes inducing an electrical current on the contacts. Scat­
tering with the crystal prevents the carriers from being accelerated by E  and 
instead they reach an average constant drift velocity (F) superimposed on a 
random velocity of thermal origin. In the low-to-moderate range of É, v is 
proportional to the electric field, tending to saturate at 10  ^ m /s for both Ge 
and Si [25].
Detectors are usually operated at sufficiently high E  to reach velocity 
saturation because it is the drift velocity tha t defines the response time of 
the detector. A 0.1 cm thick Ge detector can have a typical response time 
of the order of 10 ns, placing it amongst the fastest radiation detectors.
Equation (3.12) relates the velocity to the electric field in the proportional 
range, p, the proportionality constant, is the carrier mobility and is a char­
acteristic of the material. For Si at room temperature Pe = 0.15 m^V“ ^s“ ,^ 
Ph =  0.05 m^V~^s“  ^ [38], the subscripts e and h referring to electrons and 
holes, respectively.
\v\ = f i Ê  (3.12)
Another relevant property of the material is the carrier lifetime (r), de­
fined as the average time for a free carrier to exist prior to recombination or 
trapping.^ The trapping length (A) is the mean distance travelled by a free 
carrier over its lifetime. Following this definition it can be written that:
X  =  TV  =  j lT E (3.13)
At 77 X , electron and hole lifetimes for Ge are of the order of 50 /is [10], lead­
ing to a typical A of the order of a few meters, 2 orders of magnitude larger 
than the typical 1 cm Ge detector thickness. Hence, there is a large proba­
bility that all of the charge carriers generated by a photon interacting with 
the semiconductor detector reach the detectors’ electrodes and contribute to 
the measured signal. On the other hand, if A is smaller than the detector 
thickness only a fraction of the charge, dependent on the point of the photon
^Charge carrier trapping is an important effect in compound semiconductors and is 
addressed in section 3.5.4.
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interaction, reaches the electrodes consequently degrading the energy reso­
lution. It is due to their efficient charge collection efficiency tha t Ge and Si 
have such an excellent energy resolution.
The current density {j) in a semiconductor detector is given by equation 
(3.14), where q is the electron charge.
j  ~  nq If;! -¥pq \vh \= q  (n/i^ +  pph) E  (3.14)
The often quoted resistivity (p) of a semiconductor, the inverse of the 
conductivity, relates to j  and E  as p — E  / j  so that:
p =  —,------------- r (3.15)q [npe +  PPh)
Using equation (3.15) the resistivity of intrinsic Si  ^ at room temperature 
is found to be 2200 r2m. However, p for the currently purest available Si 
material is only 500 üm  [25], while p for intrinsic Ge at room tem perature is 
as low as 0.45 fim due to its lower BG (see table (3.1) on page 45).
To see the impact of such low resistivity it is important to compare the 
leakage current of an extrinsic detector with the pulse signal generated by 
incident radiation. Take a 1 mm thick Si detector with a 1 cm^ area of the 
highest available purity (p-type with p =  500 rZm) biased with 500 V. The 
pulse signals are measured with CR-RC shaping with the integration time set 
to 1 ps. An incident 362 keV photon generates on average 10  ^ electron-hole 
pairs producing a current pulse with a maximum amplitude of the order of 
1 pA. On the other hand, the leakage current equals 0.1 A.
The large DC leakage current is not so much of a problem for the signal 
pulse can be separated by inserting a blocking capacitor between the de­
tector and the measuring system. However, leakage currents have intrinsic 
fluctuations which will always be superimposed on the signal pulse. It will 
be seen in chapter 4 that a 0.1 A leakage current generates noise equivalent 
to 10® electrons drifting in the detector, one order of magnitude larger than 
the carriers generated by the photon.
Decreasing leakage current is in fact the only means to achieve low noise 
detectors with high energy resolution systems requiring semiconductor de­
tectors with leakage currents under 1 nA.
^The maximum value of resistivity is achieved with intrinsic materials. For example 
p = 4.2 X 10^4 ilm for Si doped with lithium at a part per million.
CH APTER 3: CdZnTe as a X- and 'y-ray detector 51
3,4.3 B locking junctions
One way to prevent excessive leakage current is to use a blocking junction. 
Several types of geometries are used in connection with blocking junctions 
in semiconductor detectors of which the most common are the p-n and the 
metal-semiconductor junctions. Reviewing the p-n junction is a straight­
forward way to illustrate the main concepts about blocking junctions and 
references to the other types are made as appropriate.
A p-n junction can be seen as one n-type semiconductor in perfect ther­
modynamic equilibrium with another p-type semiconductor, p-n junctions 
cannot of course be created by simply putting the two semiconductors in close 
contact, instead they can be achieved by diffusing impurities through one face 
of the doped semiconductor material. Nevertheless, the proposed simplified 
junction view allows many practical conclusions to be reached through a 
straightforward analysis.
Considering that the two semiconductor types are brought into close elec­
trical contact, diffusion of the majority carriers to the opposite side of the 
junction occurs due to the initial impurity density gradient. Figure (3.4) 
sketches the situation once a dynamic equilibrium is reached illustrating the 
somehow ideal case of an abrupt junction.
The donors become ionized and a built-in potential (Vbuiit-in) develops 
across the so called depletion region (because it is depleted of majority car- 
riersS). The electric field associated with the potential across the junction 
(^ )  is such that it opposes further attem pts from the majority carriers to 
diffuse across the junction. Due to the statistical process of thermal excita­
tion there are of course always some energetically enough majority carriers 
capable of overcoming E  and crossing the barrier. However, this current is 
exactly matched by the drift of minority carriers so that the net current over 
the junction is exactly zero.
The built-in contact potential generated at the junction is only of the or­
der of 1 V [25] and even though electron-hole pairs generated by the incident 
radiation striking the depletion region would be separated, drifting in oppo­
site directions under the influence of the associated E , the charge collection 
would be poor. This is mainly because the width of the depletion region is 
very small and the electric field is zero in the bulk of the undepleted material 
with increased recombination and trapping leading to poor charge collection. 
It is therefore necessary to apply a reverse bias to the junction to improve 
its performance as a radiation detector.
§The carrier density remaining in a depletion region of a practical Si junction detector 
is as low as 10^  electrons or holes per cm^  compared with typical carrier densities of about 
104° cm“  ^ in high resistivity Si [25].
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Figure 3.4; p-n junction with and without applied bias voltage (V^ ppUed).
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The reverse bias (Kppiied)) as illustrated in figure (3.4), reinforces both the 
built-in potential and E  and, as shown later in the section, extends the high 
resistivity depletion region. While the increased E  becomes more effective 
against the diffusion of the majority carriers, it still poses no resistance to the 
drift of minority carriers across the junction hence the previously established 
dynamic equilibrium is disturbed. Consequently a leakage current due to the
minority carriers is added to the unavoidable contribution from thermally
generated electron-hole pairs inside the depletion region.
The conservation of charge forces the semiconductor to be neutral. This 
means that the positive charge associated with the ionized donors must ex­
actly match the negative charge produced by the ionized acceptors. Which 
can be written as in equation (3.16) to show that the depletion region tends 
to extend towards the least doped material. Xn and Xp represent the depth 
of the depletion region inside the n- and p-type sections respectively.
NoXn = N aXp (3.16)
Other interesting general conclusions about the electric field profile, the 
thickness of the depletion region and the associated capacitance can be drawn 
by solving the Poisson equation (equation (3.17)) in one dimension for the 
referred abrupt junction. In equation (3.17) s is the dielectric constant of 
the semiconductor, pc the net charge density at each point in the material, 
cp the electric potential and equals d'^V/dx'^ in one dimension.
V V  =  “ j  (3.17)
Assuming tha t the applied bias completely drops across the depletion 
region also leads to the assumption tha t the electric field at the edge of the 
depletion region is zero as the boundary condition demands tha t it matches 
the low electric field of the undepleted bulk material.
Once applied to the Poisson equation for the abrupt p-n junction, the 
assumptions above reveal the profile of E{x) and ip(x) across the depletion 
region to be as sketched in figure (3.4). The electric field reaches a maximum 
of qN a^ p/ s at the junction having a slope in the p region that is a function 
of its impurity level only.
From equation (3.16), if N d »  N a the thickness of n-type material can 
be very thin^, a large fraction of the depletion region is in the p-type semi­
conductor and the thickness of the depletion region (d) can be approximated
'A  thin heavily doped layer on the semiconductor is usually used as the entrance 
window of the detector. and n"*" are used as designations for heavily doped crystals.
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by Xp. For this case (p-n+ junction), the relation between V  and d is given 
by equation (3.18).
2e'Vbiasd Y — \/2£ /^i/?pVbias (3.18)
Equation (3.18) shows that, provided the breakdown voltage for the de­
tector is not exceeded, increasing the applied voltage extends the depletion 
region further into the bulk of the detector eventually reaching its edge. The 
other conclusion drawn from equation (3.18) is that, in order to achieve a 
thick depletion region, the bulk material must be of very high resistivity (p) 
or very lightly doped (ideally intrinsic). Hence particular importance is given 
to obtaining high-purity material.
Once the depletion region extends all the way to the back surface of the 
detector raising Vbias further results in a constant increase of E  in the de­
tector. Overdepleted detectors have the advantage that not only is E  large 
throughout the whole volume of the detector but also its relative variations 
are minimized. In addition, Johnson noise from undepleted bulk material is 
no longer present (see chapter 4 on noise sources associated with the detec­
tor).
One other relevant characteristic of the p-n junction is its associated 
capacitance. The localized charge on both sides of the junction has an asso­
ciated capacitance per unit area (C) given by e/d, which for a p-n'^ junction 
becomes:
thus large reverse bias not only increases the active volume of the material 
but also decreases the capacitance associated with the detector. This, as seen 
in chapter 4, is of major importance in reducing the noise level and improving 
the energy resolution. Overdepleted detectors offer the added benefit of C 
not being a function of Vbias any longer.
Even though real junction profiles are not abrupt, all the general conclu­
sions previously drawn still apply to real junction detectors.
Types of blocking junctions
In diffused junctions Si and Ge are submitted to a vapor of n-type impurity 
on one surface. The diffusion of the impurity to the bulk of the crystal cre­
ates relatively thick entrance windows (about 1 pm). The high-temperature 
during diffusion tends to reduce the carrier lifetime.
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Ion implantation is an alternate method to dope the semiconductor. The 
thickness of the entrance window is closely controlled by setting the energy 
of the ions incident on the semiconductor, providing the way to produce 
detectors with extremely thin entrance windows.
In surface barrier detectors the blocking junction is formed between a 
metal and a semiconductor and is commonly referred to as a Schottky barrier. 
A metal, usually gold, is evaporated to the surface of a p-type semiconductor 
creating a junction with the properties of the referred p-n"*" junction. This 
method achieves thinner entrance windows and no degradation of charge 
collection properties at the expense of making the detector sensitive to light.
Thick detectors
Thick detectors mean thick depletion regions which in turn means high purity 
bulk semiconductor material. Two methods have been developed to produce 
the desired crystals.
The highest purity Ge and Si tends to be of p-type and it is found that 
diffusing interstitial lithium impurities into the semiconductor and subse­
quently drifting the ionized lithium atoms under an electric field achieves 
nearly exact compensation. Lithium diffused Si and Ge are called Si (Li) and 
Ge(Li).
Further developments in Ge growth replaced Ge(Li) detectors when crys­
tal growth techniques lowered the impurity level down to 1 part in 10^  ^
extending the depletion layer to 1 cm with an applied 1 kV[25]. Ge with this 
property is often named high-purity germanium (HPGe).
The level of minority carriers in such crystals is relatively large due to 
their low net impurity level and another thin layer of highly doped semicon­
ductor is needed on the back surface to provide the conditions for low leakage 
current associated with the minority carrier drift. Their designation {p-i-n) 
is a direct consequence of such geometry.
Leakage current in junction detectors
As mentioned before the applied reverse-bias voltage to a semiconductor junc­
tion minimizes the number of majority carriers carriers crossing the junction 
but leakage current is not totally avoided. Bulk leakage current originating 
from minority carriers outside the depletion region crossing the junction can 
be reduced by doping the material (equation (3.11) on page 48). However, 
low bulk leakage current from thermal electron-hole generation inside the 
depletion region can only be achieved by cooling the semiconductor. This 
source of leakage is particularly im portant for Ge with such low BG.
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When bulk leakage current is brought to a sufficiently low level, sur­
face leakage current resulting from the large voltage gradients over the small 
thickness of the detector becomes as important a leakage source. Surface 
leakage is a function of the surface condition with inappropriate encapsula­
tion, humidity, contamination and even fingertips severing its magnitude. It 
is common to speak of surface passivation, in which an oxide layer is added 
to the surface of the detector as a means to reduce surface leakage.
3.4 .4  C harge trapping
Measured lifetimes of charge carriers are always 3 to 4 orders of magnitude 
short of the predicted limit for intrinsic perfect semiconductors -  defects and 
impurities obviously affect their performance [25]. Some residual impurities 
like gold, zinc or cadmium, and crystal defects, such as plane dislocations, 
generate deep energy levels inside BG (as opposed to the shallow levels as­
sociated with donors and acceptors) creating trapping centres, localized sites 
in the crystal where free carriers are temporarily trapped. Other impuri­
ties generate recombination sites. Both reduce the charge collected at the 
electrodes of the detector over the integration time defined by the shaping 
amplifier (see chapter 4).
Charge trapping alters the properties of the induced signal on the elec­
trodes of the detector. This has important consequences regarding the time 
response and the energy resolution of the detecting system. Again, a sim­
plified model for charge transport is used to show very general conclusions 
about charge trapping.
Following the approach by Risen [15] for a planar semiconductor detector, 
it can be shown that the charge induced on the electrodes {Q{t)) is expressed 
by equation (3.20). It is assumed that there is only one trapping energy level 
for each carrier type, that these trapping centres are uniformly distributed 
throughout the detector, that detrapping is of thermal nature only, and that 
E  is uniform in the bulk of the semiconductor. In addition, the original 
radiation interaction producing the initial charge Qq takes place near one 
of the electrodes, so that only one type of carriers drifting to the electrodes 
needs to be considered.
Q{t) = +  e - '/" - ) ]  , t < T n  (3.20)
where r  is the trapping time (or the carrier lifetime as it was referred to 
before), td the detrapping time (the average time for a charge carrier to 
return to being a free carrier), tr the transit time (the time it takes the 
carrier to reach the electrode) and Tgq =  ttd / ( t  +  td).
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Figure (3.5) illustrates the charge collection process in the presence of 
charge trapping in the detector with and without charge detrapping.
Q
Qo No trapping
Qo
/ Trapping
t
Tr
Trapping and detrapping
'^S low  component
1
Fast component
Tr (Reduced time scale)
Figure 3.5; Effects of charge trapping and detrapping on the pulse shape.
Charge trapping slows the process of charge collection because charge 
carriers are temporarily prevented from drifting under the effect of E  by being 
caught in trapping centres. If no detrapping takes place, all trapped charge 
ceases to induce a signal on the electrodes, hence decreasing the magnitude of 
the current pulse. Even when charge detrapping is considered, the probability 
of carriers being released after the pulse amplitude has been measured is 
greatly increased. If that turns out to be the case another source of energy 
loss is added to the detecting system, with the photopeak gaining the typical 
wide low-energy tail.
Charge trapping, especially of holes is, as it will be seen, particularly 
im portant for compound semiconductors. This problem is severe to the ex­
tent that these detection systems often use shaping times (charge collection 
times) short enough so as to completely disregard the hole contribution to 
the signal'! and thus avoid its trapping effects.
II Holes generally have lower mobility than electrons in compound semiconductors.
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3.5 CdZnTe as a room  tem perature sem icon­
ductor detector
3.5.1 T he band gap and th e m ean ioniza tion  energy
The fraction x  of Zn found in commercial CdZnTe detectors ranges from 
4% to 20% [5] and the band gap energy ( E g )  is a function of x  as given 
by equation (3.21) [9]. This means that Eg = 1.64 eV for the Cd0.gZn0.2Te 
detectors used throughout our experiments. From now onwards Cdo.gZn0.2Te 
will be referred to as CZT. The 1.64 eV band gap of CZT is set between the 
one of CdTe (1.47 eV [10]) and the one of Hgb (2.13 eV [51]). These high 
values of Eg (at 77 K , Eg = 0.67 eV for Ce and Eg = 1.12 eV for Si[25]) 
mean that CdTe, CdZnTe and Hgl2 can operate at room temperature. Also 
from the values of Eg alone, it is expected that CZT detectors have a room 
temperature performance between tha t of CdTe and Hgb detectors.
E g ( x )  = 1.510 +  0.606a; +  0.139a;^ (3.21)
The values of Eg of all compound semiconductor detector materials means 
in practice that all have lj values 1-2 eV (see table 3.2) larger than those of 
Si and Ce. This loss in energy resolution according to equation (3.8) (page 
44) seems to be the intrinsic price to pay for the operation of semiconductor 
detectors at room temperature. However, cj for all compound semiconductors 
is still about 20 times lower than tha t for the Thallium activated Sodium 
Iodide scintillator (Nal(Tl)) (lj % 100 eV [25]) and the intrinsic resolution 
limit attainable with room temperature semiconductor detectors is still a 
factor of 5 better than that with Nal(Tl).
3.5.2 Efficiency: Z, d en sity  and volum e
The large average atomic number of CZT {{Z) — 47.8) and a density of the 
order of 5.8 g/cm  [6, 38] provides CZT with the excellent stopping power 
illustrated in figure (3.6). Its linear attenuation coefficient not only performs 
well against Nal(Tl) but is also well above the performance given both by 
Ce and Si. As it would be expected, the stopping power of CZT and CdTe
do not greatly differ and are just a little short from the one provided by
Hgl2 - Table (3.3) presents the required thickness of CZT and Hgl2 to stop 
90%, 95% and 99% of the photon flux hitting the detector. This data was 
produced by the program XCOM [4].
Another interesting material property is how much of the stopping power 
is a direct consequence of the photoelectric effect as this interaction mech­
anism maximizes the peak-to-valley ratio. Figure (3.7) shows tha t in CZT
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CdTe CZT Hgl2
z 48/52 48/30/52 80/53
density
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F 0.46iarge error^^^ ,^ 
0'04theoretical 0.57iarge error^'"'
0 .46 '® ':, 0.19'28i
Pi 
( 0  m)
10ll(22]^
4>^  10^HM(:C1)^ '^*'»
1.5 X 10^ (^2]
4.7 X 10®-4.2 X lO^ ot-i^ :
'Te/'^h(ps) 2 .3/ 1.71^ 2: l/0.2'28]
7 /3 (38:,
100/ 10''°:
Pe/Ph  
(cm^V“ ^s“ )^
1000/80^ "®:,
1100/ 95121:,
700-1100/70-85t'°:,
1000/65[2S]
1100-1300/50-80f®°:,
1350/120^28:,
llOO/lOOi'":
1 0 0 /4 (3 8 . 10]^
100/3.5'2®:
Pe^e/Ph'^h 
(cm^V“ )^
6 X lO - M O - V  
5 X lO-G-3 X 10-4M, 
2 X lO-^/lO-'^i"'»:,10-4-10-3/
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Table 3.2; Properties of CdTe, Cdo.8Zno.2Te and Hgl2.
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Photon
energy
(keV)
cm of CZT needed to 
stop given fraction 
of incoming radiation
cm of Hgl2 needed to 
stop given fraction 
of incoming radiation
90% 95% 99% 90% 95% 99%
1 5.50E-5 7.16E-5 l.lO E-4 4.99E-5 6.49E-5 9.98E-5
10 2.71E-3 3.53E-3 5.43E-3 2.48E-3 3.23E-3 4.96E-3
100 2.59E-1 3.37E-1 5.18E-1 1.06E-1 1.37E-1 2.11E-1
200 1.30E+0 1.69E-j-0 2.60E+0 5.78E-1 7.53E-1 1.16E+0
500 4.31E4-0 5.60E-|-0 8.61E+0 2.93E4-0 3.81E+0 5.85B4-0
1000 6.87E-1-0 8.93E-t~0 1.37E-1-1 5.67E+0 7.37E4-0 1.13E+1
Table 3.3: Different material thickness needed to stop incoming photons.
the photoelectric effect is the dominant interaction mechanism for energies 
up to approximately 240 keV.
The other aspect of good efficiency is the quality and availability of the 
crystal material itself. Hgl2 is very difficult to produce in large volumes be­
cause the boules are very heterogeneous [38]. The crystal growing techniques 
are best perfected when it comes to CZT. Improvements in the High Pres­
sure Bridgman Method (HPBM) in particular produce low-cost, large and 
uniform boules from which detectors up to 3 cm thick, with wide areas, can 
be extracted [5]. The fact tha t CZT detectors much larger than CdTe have 
been built [31] has considerably increased the research on CdZnTe over the 
past 4-5 years [5].
3.5.3 Leakage current and resistiv ity
The present crystal growing techniques do not yet consistently produce boules 
perfect to the desired standard. These imperfections can be divided into la t­
tice faults (native defects, impurity diffusion, processing damage, surface 
effects) and chemical impurities (impurity drift or diffusion). All these de­
fects create energy states inside the band gap of the semiconductor which 
obviously leads to a decrease of the resistivity expected based on the mag­
nitude of the band gap only. The respective increase in the detector leakage 
current is currently a serious problem, depreciating the energy resolution by 
generating a considerable level of electronic noise (the sources of electronic 
noise, including the leakage current of the detector are addressed in chapter
4.
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Figure 3.6: Linear attenuation coefficients for various detector materials [4],
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Figure 3.7: Total, photoelectric and Compton linear attenuation coefficients 
for CZT [4].
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The resistivity of CdTe has been raised over the years by improvements 
in the crystal growing techniques, the Travelling Heating Method (THM) 
being so far the most successful in that, even though it produces smaller 
crystals than those yielded by HPBM, its boules are purer [38]. Doping the 
THM crystals with Chlorine has become common practice to compensate for 
background impurities and native defect states increasing the CdTe resistivity
[38]. Presently, the resistivity of CdTe is of the order of 10^-10^° H.cm [35].
Nowadays HPBM is the preferred crystal growth method for CdZnTe [5]. 
Butler [8 ] showed that the resistivity of CdZnTe increases from 10® H.cm to 
10^  ^ n.cm  with the fraction of Zn present in the crystal going from 0% up to 
20%. This increase in the resistivity with the fraction of Zn in the CdZnTe 
crystal permits a larger electric field to be applied to the detector. Typical 
Ê  values for CdTe and CZT are 100 V /cm  and 1000 V/cm, respectively.
3.5.4 Charge trapping
A large electric field applied to the referred compound semiconductor detec­
tors is fundamental because they all suffer from considerable charge trapping. 
The nature of charge trapping in CdTe, CZT and Hgl2 is the same, imper­
fections in the crystal lattice (native defects, impurity diffusion, processing 
damage, surface effects) and in the chemical composition (impurities), lead­
ing to the creation of energy states inside the band gap of the semiconductor 
associated with localized trapping sites. Free carriers are temporarily caught 
in these trapping sites, possibly not contributing to the pulse .height. This 
very severe source of ballistic deficit is currently the main factor in restricting 
the energy resolution in compound semiconductors and hindering their wider 
acceptance as room temperature radiation detectors.
Compound semiconductors tend to have poor charge collection proper­
ties, their low free charge carrier mobilities, especially for holes, degrades the 
spectral performance to a level well below the one predicted by the simple 
statistical Poisson model. As can be seen from table (3.4), compound semi­
conductors tend to have poor charge collection, especially of holes. Typically, 
a 2 mm thick CZT detector biased at 200 V, provides holes with a mean 
free path of the order of 0.1 mm. Holes generated by a photon interaction 
occurring near the anode will on average be trapped 20 times.
Even though severe hole trapping decreases the expected energy resolu­
tion they still produce better FHWM than that of scintillators. For example, 
for the 122 keV line of ®^ Co, the quoted energy resolution of Nal(Tl) de­
tectors is about 12.2 keV [25] whereas traditional coplanar CZT detectors 
improve it to 2.2 keV (see table (3.4)).
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The mobility-lifetime product (fir) is a good figure of merit to compare 
the charge collection performance of semiconductor detectors because it only 
depends on the intrinsic properties of the material. Table (3.4) shows the 
relation between fir  and FHWM at various energies for different semiconduc­
tor detectors. An estimation of A, the mean free path of the charge carriers 
under an electric field E  before they fall into a trap, is straightforward once 
jiT is known (equation (3.13), page 49).
Semiconductor
material (cm^/V)
FHWM(keV)
@ 662 keV @ 122 keV @ 59.5 keV
Ge 35/2.Q[=^ ] 0.9(38] 0.4(25] 0.3[38]
CdTe 1.7(10]
CZT 11.8(38] 2.6(48] 2.19“
Hgl2 2.5^ "^ ) 1.9t38]
Table 3.4: Charge transport properties and energy resolution for different 
semiconductor detectors.
“Experimental data.
Table (3.4) requires careful interpretation. Obviously, Hg%2 is the ma­
terial with the smallest fir  and hence the one with the most severe charge 
trapping. It is therefore surprising to apparently find Hg%2 achieving better 
energy resolution than CdTe and CZT detectors. The answer lies on the 
thickness of the detectors employed to achieve such impressive resolutions 
with Hgl2 detectors. A way to corner the limitations imposed by charge 
trapping is to make the thickness of the detector thin when compared to 
the hole trapping length. This tremendously decreases the probability of 
the charge carriers not being collected during the integration time imposed 
by the shaping amplifier. As an example, the quoted 1.9 keV FHWM for 
Hg%2 was obtained with a 0.7 fim  thick detector. As Hgl2 has such a strong 
hole trapping most spectral applications using this semiconductor material 
employ thin detectors with thickness under 1 mm [25]. This approach is 
obviously not particularly useful to nuclear physics applications where high 
efficiency always seems to be fundamental. Another im portant note to add 
about the data in table (3.4) is tha t the state-of-the-art of crystal growing 
techniques for compound semiconductors is still far from reaching the desired 
level of purity. That is to say, the boules of CdTe, CZT and especially Hg%2 
are still extremely heterogeneous, resulting in different groups achieving dif­
ferent energy resolutions and publishing different values for the fj,r product.
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The large 2.13 eV band gap of Hgl2 , larger than that for CZT (1.64 eV) 
and for CdTe (1.4 eV) suggests tha t HgÏ2 detectors have a lower leakage 
current than CdTe/CZT detectors. This can also help in explaining the 
comparatively excellent energy resolution results presented in table (3.4) for 
Hgl2- As it will be shown in section 3.6.2, the leakage current is a serious 
factor degrading the energy resolution of CdTe/CZT detectors.
Polarization
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Figure 3.8: Two '^‘^ Am spectra showing the effects of polarization in CdZnTe.
CdTe/CZT detectors can suffer from polarization, an effect tha t causes 
the photopeak to shift and get broader with time as shown in figure (3.8). The 
phenomenon of polarization is currently not yet fully understood, however it 
is believed tha t native crystal defects, the build up of space charge, impurity 
diffusion, processing damage, contamination, or a combination of these, have 
some influence in this loss of energy resolution [38]. Turning the applied 
high bias voltage off and back on effectively resets the polarization. This 
phenomenon has been successfully used by Hazlett [17], applying pulsed high 
bias voltage to CdTe detectors to reduce polarization to a negligible level. 
Another way of avoiding polarization is to cool the detector with a small 
Peltier pump down to —10°(7 [34].
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3.5.5 CZT is a very good  candida te for X -ray d etec tion
The comparison between Hgl2 , CdTe and CZT as radiation detectors leads 
to the following facts:
1 . Severe hole trapping in Hg%2 currently constrains the detector thickness 
to under 1 mm. The associated poor stopping power precludes its use 
in nuclear physics applications;
2 . The larger band gap of CZT over CdTe decreases the detector leakage 
current. As a result of this, a serious noise source at room temperature 
is decreased (see chapter 4);
3. CZT has larger resistivity than CdTe, which means tha t larger E  can 
be applied, hence increasing the charge-carriers mean free path;
4. CZT is less hydroscopic and thus more stable to be operated as a ra­
diation detector;
5. CZT has lower fj,e,h than CdTe which prevents its use for high energy 
applications, where the detector thickness needs to be increased over a 
few mm.
All the previous statements lead to the conclusion tha t coplanar CZT 
detectors are better suited for energies below 100 keV, leaving the upper 
energy range for CdTe with which charge trapping is not as severe [12]. 
However, recent studies on single-carrier detectors (see section (3.6.5)) have 
extended the used energy range for CZT and the 662 keV line of ^^^Cs has 
become the quoted resolution standard for those detectors [29, 20, 37].
These recent studies only serve to solidify the assertion th a t CZT de­
tectors operating at room temperature are extremely good candidates for 
nuclear physics applications in which space is at premium.
3.6 Dealing w ith loss in energy resolu tion  
C Z T /C dT e detectors.
in
This section reviews the issues currently being pursued in developing the 
quality of CZT/CdTe as radiation detectors.
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3.6.1 Charge transport
An effort has been made throughout the years to understand the charge 
transport properties of CZT/CdTe detectors and various models have been 
proposed to account for the measured electron and hole mobilities and life­
times. Tousignant [49] explains the measured charge carrier transport prop­
erties by simulating the charge collection process with a single trap state for 
electrons and with shallow and deep states for holes. However, the agreement 
between theory and experimental data on the hole transport is still poor and 
a better understanding of the involved physics is needed.
3.6.2 M aterials and C on tacts
Some effort is still being put into both increasing the resistivity of the bulk 
material and developing contacts in CdTe/CZT detectors in order to reduce 
the leakage current of the detector.
By applying blocking contacts, either Schottky barriers or p-i-n struc­
tures, the detector resistance increases far above that of the bulk material 
decreasing the detector leakage current and hence increasing the energy res­
olution. However, most of the detector voltage is droped over the depletion 
layer making this the active volume of the detector. In practical terms it is 
then very difficult to achieve an active volume thicker than a few hundred /am 
which in turn means tha t detectors with blocking contacts are best suited 
to detect low energy photons. Also, ohmic contacts are advantageous for 
the fabrication of monolithic detector arrays since they avoid edge problems 
which might lead to a non-linear response and formation of inactive zones in 
the detector volume [27].
A study by Burger [7] shows that the leakage current is minimized in 
HPBM grown CZT detectors with Au-evaporated contacts, but work done 
by De Antonis [11] using the Pockels effect to measure the electric field {E) in 
CZT detectors proved E  to be very concentrated near the cathode. This non­
uniformity of E  along the axis perpendicular to the plane of the electrodes 
suggests that the contact between the gold cathode and the crystal generates 
a Schottky barrier type junction (as opposed to ohmic).
Treatment of the surface of the detector can be as determinant in reducing 
the leakage current. Work by Ruzin [42] shows tha t the leakage current in 
resistive CZT with gold contacts is mainly a surface effect hence crystal 
passivation has been found im portant in reducing not only the dark current 
but also the l / f  noise (see chapter 4).
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3.6.3 T em perature
In an attem pt to lower the leakage current of the detector various research 
groups have evaluated the behaviour of CZT/CdTe detectors when cooled 
by small Peltier pumps down to about —30°C obtaining better spectral per­
formance than at room temperature [3]. The decrease in the leakage cur­
rent up to two orders of magnitude in comparison to the operation at room 
temperature allows the use of pulsed feedback preamplifiers resulting in im­
proved energy resolution [39]. Niemela [39] achieved FHWIVl =  670 eV for 
the 59.5 keV line of with a 4 mm^xO .6 mm CZT detector cooled down
to —25°C and rise time discrimination techniques (section 3.6.4).
3.6.4 P u lse processing
Pulse processing techniques explore the correlation between the rise time and 
the extent of hole trapping present in the signal. Signals with long rise times 
are associated with increasing charge (hole) trapping in the detector [24, 31].
Pulse shape discrimination (PSD) improves the resolution of the system 
at the expense of efficiency by only accepting pulses with short rise times. 
Thus pulses related to events near the anode, where the probability of hole 
trapping is high, are effectively rejected. Pulse rise time compensation (PRC) 
overcomes the low efficiency offered by PSD. It uses the correlation found 
between the pulse rise time and the pulse height deficit to correct the pulse 
height of the various slow events according to their rise time as opposed to 
rejecting them altogether [24].
A whole range of efforts have been made to improve the PRC technique 
in order to make it both more effective (by improving the spectral resolution) 
and faster ranging from new algorithms [24] to digital processing techniques
[31]. Sakai [43] chose to use a neural network algorithm on the digitized 
signal pulses to correct for ballistic deficit and charge trapping.
3.6.5 G eom etries
A way to work with thick detectors to achieve large efficiency without in­
curring in too much hole trapping is of course to irradiate the detector from 
the side. Bertolucci [5] uses the planar transverse field (PTF) configuration, 
where the detector is irradiated perpendicularly to the plane of the contacts, 
to avoid variations in the resolution due to the different hole trapping asso­
ciated with different depths of interaction that take place when a detector is 
irradiated by a polyenergetic source in the more conventional planar paral­
lel field (PPF) configuration (the detector is usually irradiated through the
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cathode). The PTF configuration has been explored in medical applications 
where good efficiency is also paramount [6 , 5].
Since the mid 90s, when Luke [28] and Barret [1] showed that a detector 
can be made insensitive to one type of charge carriers by carefully design of 
the electrodes, there has been a increasing interest in the so called single­
carrier detectors. Two distinct electrode configurations have emerged so far 
from this work: coplanar grid detectors [30, 29, 19, 18, 20] and pixel detectors 
[16, 33, 2]. Pixelated detectors and orthogonal coplanar grid detectors also 
provide (X,Y) information on the radiation interaction but the latter suffer 
from poorer energy resolution because it relies on hole collection to provide 
the information on the point of interaction [36].
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Chapter 4 
O ptim izing X- and 7-ray 
spectroscopy m easurem en ts
4.1 Introduction
This chapter lays down the background theory for pulse shape analysis. It 
starts by introducing general concepts related to linear systems and to dif­
ferent types of noise. A section on preamplifier configurations (section 4.3) 
is followed by pulse shape analysis in section 4.4. Noise in a general linear 
system is addressed in section 4.5, being followed in section 4.6 by the anal­
ysis of the particular shaping amplifier used in the course of this work. The 
chapter closes by first addressing the impact of the preamplifier configura­
tion on the total noise associated with each detected X- or 7 -ray, and ends 
by drawing some conclusions as to what is the most appropriate combination 
of preamplifier and shaping amplifier for CdZnTe detectors.
Semiconductor detectors provide by far the best energy resolution for 
X- and 7 -ray spectroscopy measurements [15]. Their ability to resolve such 
closely spaced photon energies places very stringent demands on the elec­
tronic systems that instrument them. Ideally, the overall resolution of an ac­
quisition system should be set by the detector characteristics only, as there is 
always an uncertainty (noise) associated with any measurement traced to the 
statistical process of the radiation interaction with the solid-state material.
Direct measurement of the raw current pulses created inside the semi­
conductor detector each time it interacts with radiation are rarely used in 
practice as a way of studying any physical phenomena due to their very small 
amplitude. It is usual to find several amplification stages (e.g. the pream­
plifier and the shaping amplifier) in between the point at which the signals 
are created (the detector) and the point at which they are analysed (usually
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a computer).
Again, because the original signals have such a small magnitude it is of 
critical importance to carefully plan the full measurement system in such 
a way as to make the signal stand out as much as possible from the noise 
present in the system. It is thus as im portant to know the characteristics of 
the input signal to be measured as it is to understand the origins of the noise 
that is always present in the acquired data.
In this chapter, semiconductor detectors without internal amplification 
are considered as the source of the electrical signals that need to be measured, 
where short current pulses are generated each time an X- or 7 -ray interacts 
with the crystal.
Noise in the spectroscopic system can be divided into three different cat­
egories. Firstly, fluctuations in the amplitude of the original pulse signals. 
These are due to the statistical nature with which radiation interacts with 
matter. There is nothing the designer of a spectroscopic system can do to 
avoid this type of noise, it is intrinsic to the interaction mechanism itself. 
Secondly, noise that is present in the environment exterior to the measure­
ment system and that is induced one way or another in the system. This 
type of noise is also not covered in this chapter for it is always possible to 
prevent it with good circuit shielding. Lastly, the intrinsic noise from the 
electronic components tha t comprise such a spectroscopic system. Since it is 
in the nature of most electronic components to be noisy, it is a t best possible 
to minimize their effect on the measurement of the relevant characteristic of 
the electrical signal under analysis.
It is thus of major importance to be able to understand the sources of 
the third type of noise, originating in the components themselves, and their 
contribution to the signal-to-noise-ratio (SNR). SNR, as its name suggests, 
is a figure of merit comparing the magnitude of the signal to be measured 
with the magnitude of the noise associated with such a measurement. W ith 
such an analysis tool it is possible to predict how small a signal a system is 
able to measure and where the designer should concentrate his/her efforts.
This work is concerned with optimizing the measurement of the charge 
deposited in a semiconductor detector in a single event and so the treatm ent 
of the SNR in the sections to follow will reflect this criteria.
The preamplifier and the shaping amplifier
In reality the amplification network provides a bit more than just the ampli­
fication of the signal, it also shapes it in order to optimize the measurement 
conditions.
Because a very significant percentage of the experiments with radiation
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raises the radiation level above the regulated safety level in the area around 
the experiment, the amplification network is usually located far away from 
the detector if the user has an aspiration for adjusting either the amplifica­
tion gain or the pulse shape on line. This brings about the problem that 
if the amplification network were to be placed far away from the detector, 
connected to it through long cables, then there would be severe problems 
with noise induced on the cables. If the signal has not yet been amplified, 
its magnitude is likely to be comparable to the noise induced on the cables 
and by the time the signal gets to be amplified it is so submerged in a sea of 
noise that it it very difficult if not impossible to tell signal from noise.
Therefore, the amplification is usually split into two physically separate 
amplification stages, the preamplifier (PA) and the shaping amplifier (gen­
erally simply referred to as the amplifier). The PA is a relatively simple 
amplifying circuit, placed as close to the detector as possible (in same cases 
the PA is an integrated circuit built on the same solid state wafer as the 
detector). Its primary function is to provide the input signal with a gain 
boost. The signal output from the PA is transported via a (long) cable to 
the main amplifier with a magnitude well above the induced noise on the 
cable hence increasing SNR in an effort to preserve the original information 
contained in the signal.
The main amplifier is left with the function of processing and amplifying 
the signal to a level and shape suitable to the data analysis system (usually 
comprised by an ADC followed by a computer).
The following section introduces concepts tha t will be needed throughout 
the chapter.
4.2 General theory
4.2.1 Linear theory
If a linear circuit responds to an input signal Xi with the output signal yi, 
then the output to Axi (where A is a constant) is Ayi. Likewise, the output 
to x i P X2 is y -  yi 4- 7/2.
Consider a linear circuit and divide it into three separate modules just 
like in figure (4.1). These modules could be (for example) the PA, an inter­
mediate shaping amplifier, and a gain amplifier. Let hi{t) (7 =  1, 2,3) be the 
impulse responses of the individual modules in the time domain and Hi{juj) 
be their transfer functions in the frequency domain. By definition, they are 
related through the Fourier transform and are called a Fourier transform
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pair, commonly indicated by:
ki{t) tA -  H i(ju) (4.1)
input outputPA SHAPING AMPLIFIER 
h2{t) H2{ju)
MAIN AMPLIFIER
/ lto ta l(0  =  / n ( 0  * * à 3 { t )  i  >■ / /to ta l(jw ) =  H i { j u S ) H 2 { j ^ ) H ^ { j u } )
Figure 4.1: Linear system divided into three independent modules.
Equations (4.2) summarize the predictions of linear theory. The total 
transfer function of a series of individual circuits ( i7 t o t a i( j h ; ) )  is nothing but 
the product of the individual transfer functions Hi{juj)). The equivalent 
statement in the time domain is quite straightforward with the help of the 
Fourier transform of i 7 t o t a i ( j w ) .  /ito ta i(^ ) is the convolution of the individ­
ual impulse responses hi{t) [6]. Here, the symbol is used to denote the 
convolution operator.
^totai(i) =  hi[t) * h2 {t) * hz[t) ^
Equations (4.2) simply state that the order by which modules are placed 
in the circuit is irrelevant provided they all behave in a linear fashion.
This is important for pulse shaping as the typical shape of the output of 
both the detector and the PA (voltage or charge sensitive PAs) is a pulse 
with a fast rising edge and a very slow decaying tail. At a first glance the 
long tails would be of much concern because they would dramatically reduce 
the incident rate of radiation to an unacceptable level so as to minimize the 
probability of having a pulse signal sitting on top of the tail of the previous 
one. Fortunately, if the amplifying and shaping system is linear then it is 
immaterial whereabouts in the acquisition system the pulses are formatted 
to a much shorter length. W hat really is important is tha t by the time they 
reach the ADC they have been turned into short pulses with an amplitude 
proportional to the energy of the incident radiation.
Both PA and shaping amplifier are meant to be linear systems for the 
entire signal range to be measured and the theory of linear systems proves 
tha t the order by which the input signal is amplified and shaped is totally 
unimportant. In practice this will observed provided the system is never 
saturated.
In other words, no m atter what the filtering actions of the PA they can 
always be offset by an opposite action taking place inside the main amplifier.
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Bearing this in mind, it is possible to exclusively concentrate on solving the 
problems the PA faces and then cancel any undesirable effects in the pulse 
shape within the main amplifier.
For completeness, the relation between time and the frequency domain, 
calculated by the Fourier transform, for a general signal {f{t)) is shown in 
equation (4.3) and the relation between the input (/in(^)) and output (/out (4) 
signals of a linear system with impulse response h{t) is given in equation (4.4) 
[6].
o o  o o
m  =  ^  I  f A  F{ j u)  =  I  (4.3)
— OO —o o
o o
= h{t) * finit) =  [  h i r ) f i n i t - T ) d T  (4.4)
J 
—oo
4.2.2 Feedback
Feedback is an important concept in electronics design. Negative feedback 
has provided the world with a way of stabilizing amplifiers’ gains. This is 
particularly useful for radiation spectroscopy as gain fluctuations in either 
preamplifier or main amplifier over the data acquisition period are clearly 
deleterious.
It is useful to conceptually split an amplifier with negative feedback into 
two sections; the amplifier without the feedback network and the feedback 
network [14]. It is also usually assumed that the feedback network does not 
load the output of the amplifier once it is connected [14].
The gain of the composite amplifier (open-loop amplifier connected to the 
feedback network), also called the closed-loop gain (G), is much less than 
the open-loop gain (A) for the frequency range of interest but is much more 
stable. By cascading a few amplifier stages with feedback it is possible to 
restore the total gain (Gtotai =  H/Gi) to its original value before the feedback 
was introduced (A).
The difference between G t o t a i  and A  is tha t G t o t a i  is dependent on the 
individual feedback networks tha t are usually made of stable passive elements 
whereas the original open-loop gain is achieved using active elements, much 
more susceptible to change with temperature and operating point drifts.
Figure (4.2) helps quantitatively relating G to A through the feedback 
network The feedback network subtracts a fraction /? of the output sig­
nal from the input signal (thus being called negative feedback). This can 
be written as output =  A (input — /3 x  output) which gives the well known
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input 
• ------
output
G  = l  +  A/3
A - open-loop gain 
A/S - loop gain 
G - closed-loop gain
Figure 4.2: Block diagram of a feedback system with closed-loop gain G, 
using an amplifier with open-loop gain A  and a feedback network with gain
/5.
relation:
G = output _  A  input 1 4- A ^ (4.5)
If A  is originally very large, G ^  Ij/S and the closed-loop gain is almost 
independent of the open-loop gain, being a function of the feedback network 
only.
Take the numerical example in figure (4.3) to help understand how much 
negative feedback stabilizes the gain of an amplifier. A{ f )  varies from 10  ^
to 10  ^ in the frequency range of interest. =  0.1  and the closed-loop is 
amplified 1000 times so as to recover the initial gain amplitude. G equals 
9.90 X 10  ^ for A  =  10  ^ and 9.99 x 10  ^ for A  = 10^. As also sketched in the 
same figure, G only varies 1% in the whole frequency range.
The feedback network is just as effective in stabilizing the gain against 
bias point drifts and tem perature variations (provided the passive elements 
th a t comprise it are stable enough).
12000
8000
o
3
4000
— Open-loop gain
 Closed-loop gain x 1001
Frequency (arbitrary units)
Figure 4.3: Effect of feedback network with /3 =  0.1 on open-loop gain A. 
Closed-loop gain G is amplified 1000  times.
If, as in the case of a radiation detector, the input signal is a current 
and the output signal a voltage then 1/13 needs to have the dimensions of 
resistance.
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4.2.3 N oise and s ta tistics
Noise sources can be described by their power spectral distribution (N(uj)) 
which relates to the mean generated square noise as expressed in equation
(4.6) [12];
oo
df (4.6)
Unilateral power spectral densities (i.e. frequency ranges from 0 to -foo) 
are used throughout, hence Parseval’s theorem [12] takes the form:
N {u))d f=  J  n^{t)dt (4.7)
where n{t) is the instantaneous noise signal.
Electronic noise can be considered to be a stationary process with Gaus­
sian probability distribution [22]. This means that the total noise produced 
by two independent noise sources also has a Gaussian probability distribu­
tion with mean square value equal to the sum of the individual mean square 
values (i.e. they add in quadrature).
When noise is used to assess the performance of a system it should always 
be referred to the signal the system is supposed to measure (absolute noise 
is meaningless). In the field of spectroscopy the electronic noise is assessed 
by means of two figures of merit: the signal-to-noise-ratio (SNR) and the 
equivalent noise charge (ENG).
SNR is the measure of how many times the signal exceeds the root-mean- 
square {rms) noise. As the most interesting feature in a pulse signal for 
spectroscopic purposes is its amplitude, which is usually a voltage, SNR takes 
the form of the ratio of the mean signal pulse height (I'max) to the rms noise
voltage ( ):
SNR = (4.8)
The other alternative figure of merit is ENG. This is the necessary quan­
tity of charge appearing on a pulse from the detector that would produce anr—■ 1/2output pulse of height
ENG
~Q~ (4.9)
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where Q is the deposited charge in the detector producing a signal pulse with
amplitude Umax-
The two figures of merit are obvious related and it is possible to write:
E K C = g ^  (4.10)
Experimental physicists often prefer to assess the resolution of a system 
by yet another figure of merit, the full width at half maximum (FHWiVI). As 
the name suggests FHWM is a measure of the width of an energy peak in a 
spectrum. If the total noise follows a Gaussian distribution it is possible to 
relate FHWiVI to SNR:
2 36^FHWM =  (4-11)
where E  is the energy of the peak in question.
4.2 .4  E lectronic noise typ es
There are three types of different noise generators. Johnson, shot, and flicker 
noise are each associated with different physical processes and have different 
characteristics. The following sections address the relevant properties of each 
one of the noise types of importance in radiation spectroscopy.
Thermal or Johnson noise
Room temperature gives enough thermal energy to the electrons of a resistor 
to make them move in a random way and produce a noise voltage at its 
output terminals. The noise power spectral density (u„(a;)) is expressed as:
Vn{u)) = AkTR  (4.12)
where k is the Boltzmann constant, T  the absolute temperature in Kelvin,
and R  the resistance of the resistor in question. Thus, the real resistor can be
depicted as an ideal resistor in series with a noise voltage with power spectral 
density as given by equation (4.12). Alternatively, the Norton equivalent of 
a resistor in series with a voltage noise source is the same resistor in parallel 
with a current noise source (%,i(cj)) with power spectral density as given by 
equation (4.13). Figure (4.4) sketches the two representations of a noisy 
resistor.
4A:T%n(w) =  (4.13)
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-  4 k T R  W , , ( w )  =  i f
(a) Thevenin equivalent. (b) Norton equivalent.
Figure 4.4: Thevenin and Norton equivalents for a noisy resistor.
This type of noise is present in devices where the number of charge car­
riers is large and hence fluctuations in their number can be neglected. It 
is therefore im portant in devices where the electric current flows by way of 
majority carriers such as in resistors and in the channel of JFE T  transistors 
[22].
Thermal noise has a flat power spectrum. In other words, the noise power 
per Hz is constant. Noise with this type of spectral density is usually called 
white noise. In the time domain, the amplitude of a Johnson noise type is 
unpredictable at any one time but follows a Gaussian amplitude distribution 
[22].
Shot noise
This type of noise is associated with a flow of current. Its effect has to do 
with the fact tha t an electrical current is made of individual charge carriers 
(assumed to behave independently). The number of charge carriers available 
for conduction changes with time hence a steady electric current /d c  sees its 
instantaneous value fluctuate following a Gaussian distribution [2 2 ]. For the 
purposes of noise analysis this can be modelled by a current source (2^  (w)) 
with power spectral density given by equation (4.14), where q is the charge 
of one electron.
in{^) = 2g/Dc (4.14)
Semiconductor devices, where the mechanism of conduction is by way of 
minority carriers, suffer from shot noise.
In reverse biased PN junctions the few minority charge carriers trying to 
overcome the junction potential barrier can be considered to behave inde­
pendently and the generation-recombination effects neglected [22]. In this 
case, the reverse leakage current is affected by shot noise. If carriers do not 
behave independently, the associated noise is reduced below the value given 
by pure shot noise [22 ].
From what has been said, leakage currents of semiconductor detectors 
and gate currents of JFE T  transistors will both show shot noise.
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1/ /  or flicker noise
Measurements made on devices where it is expected to only find thermal 
and/or shot noise can show yet another component of noise which is partic­
ularly severe at low frequencies. The mechanism by which this noise comes 
about is still not very well understood but its power spectral density is well 
defined, being inversely proportional to a power of the frequency. 1 / f  noise 
is modelled by either voltage or current noise sources, as appropriate, taking 
the excess noise at low frequencies into account. The equivalent 1 / f  noise 
sources models are given by equations (4.15), where and Ai are constants, 
/c, usually found in the range from 0.8 to 1.5 [22], is assumed to be equal to 
1 in all derivations hereafter.
(4.15)
4.3 The preamplifier
The background concepts have been reviewed. This section applies them to 
the particular case of preamplifiers.
Problems the preamplifier has to solve
To design the technical specifications of the preamplifier it is fundamental to 
understand the nature of the signal provided by the detector.
The detector is a semiconductor crystal which can be simulated by the 
parallel of a current source (Signal), a capacitor (Cdet) associated with the 
depletion region, and a very large resistor (i^det)- Rdet of course, originates 
in the intrinsic resistivity of the detector.
The process of charge collection being based upon a reverse biased semi­
conductor junction needs a biasing high voltage {HV)  tha t is applied through 
i?bias as sketched in figure (4.5).
-HVl ^bias ^coupling
signal out
^signal G*det I ^det
-HV
e ,^ signal Gdet I Rdet
-HV
ê .^signal
i-^ bias (^ coupling out
G d e t  I Rdet
(a) AC coupling.
\Rbies  signal out
(b) DC coupling.
Figure 4.5: Possible configurations for biasing the semiconductor detector 
using either AC or DC coupling to the PA.
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As was mentioned in section 3.4.2, igignai generates short current pulses of 
very small amplitude each time an X- or 7 -ray interacts with the detector. 
The time dependence of the pulses depends on the velocity of the charge 
carriers in the semiconductor detector. It is such that the time integral of each 
current pulse equals the total charge generated in the detector (Q), which is 
of course proportional to the to tal energy deposited in the detector. 10 keV 
X-rays in a 1 cm^ CdZnTe detector generate on average 2200 electrons and 
the time length of the current pulse is of the order of 100 ns. This leads to an 
average pulse current as low as 3.5 nA, comparable with the magnitude of the 
leakage current from the CdZnTe detector operating at room temperature.
Cdet represents the capacitance associated with the depletion region. A 
1 cm^ fully depleted CdZnTe detector has approximately 10 pF intrinsic 
capacitance. i?det accounts for the leakage current of the detector and is of 
the order of 10^° for a 1 cm^ CdZnTe detector, iîbias is also very large due 
to noise considerations tha t will become clear later in the chapter. Common 
values are of the order of 10  ^ 0.
The current pulse feels Cdet in parallel with iîbias (% as, being the smallest 
of the two paralleled resistors by an order of magnitude, in practice sets the 
value of the equivalent resistor seen by the current pulse).
The current signal starts building up a voltage across Cdet with rise time 
T characteristic of the semiconductor charge collection time and related to 
the velocity of the charge carriers within the crystal. Typical values of r  can 
reach 100 ns for a 1 cm^ CdZnTe detector (see chapter 3).
Using the example, the RhiasCdet product is seen to be much larger than 
T SO allowing time enough for all the charge (Q) to be integrated in Cdet* In 
this example, this produces a signal with amplitude no greater than 35 pV,  
proportional to the total charge deposited in the detector. The pulse subse­
quently decays exponentially with the time constant iîbiasCdet which is equal 
to 0.01  s.
Clearly the semiconductor detector needs pulse processing and the de­
signer can choose from two coupling methods to the PA.
The detector can be AC or DC coupled to the PA, as illustrated in figure
(4.5). The choice is mainly dictated by the magnitude of the leakage current 
of the detector. AC coupling prevents the leakage current from offsetting the 
PA output voltage and also allows for independent bias settings of detector 
and PA. The result is a PA tha t is more fiexible if it is to instrument a range 
of different detectors in different spectroscopy experiments. It also helps in 
implementing an easier and safer geometry with the possibility of the entrance 
window sitting at ground potential. Unfortunately one pays a price for these 
benefits and, although CcoupUng has a capacitance that can be neglected in 
the frequency range of the signal, the resolution is somehow affected. In fact
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SNR with AC coupling is always worse than with DC coupling for a given 
PA design and low leakage current detector [2 2 , 12].
Fortunately, detectors with good resolution (e.g. Si(Li) and HPGe) also 
have low leakage currents and DC coupling becomes the natural choice. How­
ever, if large leakage currents are an issue (as with CdTe and CdZnTe) then 
AC coupling is mandatory. Of the two AC coupling configurations in figure
(4.5) the second is better because it does not place such a large high voltage 
across Ccoupiing [26].
DC coupled configurations have intrinsically better better resolution not 
only because they are associated with lower leakage current detectors (shot 
noise is proportional to the leakage current) but also because CcoupUng has 
been removed. It will be shown later in the chapter tha t minimizing the input 
capacitance to the PA is fundamental in reducing ENG hence improving the 
energy resolution.
DC coupling also opens the door to the removal of Rbtas which gets rid 
of yet another source of noise (resistors have thermal noise). A DC coupled 
charge-sensitive PA is sketched in figure (4.6). The PA’s input terminal sits 
at a potential very close to ground (usually referred to as a virtual ground) 
and the leakage current from the detector can flow through Rf .  The charge- 
sensitive PA is addressed in more detail later on in the chapter.
-HV
Cdet
-<n> ^signal
C f
R j
Uout
Figure 4.6: DC coupling between detector and a charge sensitive PA {Rbias 
can be removed).
The following sections address the three possible PA configurations; the 
voltage PA, the charge-sensitive PA, and the current PA. In all three config­
urations the open-loop amplifier (diagramatically represented by a triangle) 
has two inputs {v+ and f_) and large gain (A) so tha t v+ — V- is very 
small. The output voltage (Uout) is a function of the two input signals: 
Vout = A{v+ — V-,). It has negligible output impedance and, as a result 
of its large input impedance (Z%) (a parallel of large Ri and low Q , usually 
originating in the reverse-bias gate-to-channel junction of the FET input 
transistors), the input currents can be neglected.
CHAPTER 4: Optimizing X- and 7 -ray spectroscopy measurements 85
4.3.1 T he voltage pream plifier
Figure (4.7) illustrates two possible configurations for the voltage PA. Q  and 
Ri represent the equivalent input impedance (Zi) of the open-loop amplifier.
A large so that v+  — u_ is very small
t»out “  A (« +  -  V - )
Win —  T
r - 4 -
l^ signal iRi
Dout
R i  
R2 o'(^ signal
V+
\Ri
Uout
^ i ,  feedback — (1 "1’ A f i ) Z i
G =  1  =  1 +
(a) Non-inverting configuration.
feedback ^  R l
(b) Inverting configuration.
Figure 4.7: The two configurations for the voltage preamplifier.
Owing to its gain, the configuration sketched in figure (4.7(a)) is com­
monly referred to as a non-inverting voltage amplifier. It is seen that the 
closed-loop gain (7 =  1//3 is given by l-hR 2/R i and that the input impedance 
of the PA is increased to Zi(l+A/3) thus this type of negative feedback (shunt- 
series feedback [10]) is a good choice for a PA intended for semiconductor 
detectors.
The other configuration (figure (4.7(b))), the inverting voltage amplifier, 
employs a different type of negative feedback. This time the feedback sam­
ples the output voltage feeding the input with a proportional current. This 
type of feedback is called shunt-shunt feedback [10]. Unfortunately, in this 
configuration the feedback network acts as to reduce the input impedance to 
the approximate value of Ri (v^ is approximately at ground potential). This 
resistor cannot in practice exceed 10  ^ — 10  ^ 0. or else the small input cur­
rent of the amplifier becomes comparable to the currents flowing through the 
feedback network. The feedback network then loads the open-loop amplifier 
and G is not independent of A.
As mentioned before, the equivalent iîmQn product at the input of the 
PA needs to be large so tha t the current pulse signal from the detector is 
properly integrated [7]. For this reason, voltage PAs are implemented with 
the non-inverting configuration. Figure (4.8) illustrates the equivalent circuit 
for the signal in this configuration. i?in, the parallel of Rdet, Ri, and iübias 
(see figures (4.5(a)) and (4.7(a))), is dominated by Ruas- Qn is the sum of 
Cdet, Ci, and any stray capacitance also present at the input (Cgtray)-
The current signal is integrated in Cm and then exponentially decays 
with a time constant RinC-m as was previously described for the output of 
the detector alone. The output of the voltage PA is an amplified version of
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^  1 +  i t
Cjn — Cdet Ci Cgtray
R'ln — R d e t  I I  ^ b i a s  j j  R i  ~  J ^ b i a s
é .^ signal
= C !n  = Ï R i n
l^ out
Figure 4.8: Equivalent circuit for the non-inverting voltage preamplifier from 
a signal point of view.
the input signal preserving its shape.
The fact that the signal is slow decaying after reaching its maximum 
amplitude does not necessarily mean that pile-up will occur. As it has been 
said before, as long as saturation is prevented in any of the amplifying and 
shaping stages, the shaping amplifier is able to shorten the width of the pulses 
and separate each one of them before they are input into the ADC.
4.3 .2  T he current pream plifier
The current PA is useful when timing information about the pulse is needed. 
The current PA looks at the current coming out of the detector instead of 
allowing the charge to build up in Cdet, therefore the signal source is now 
seen as a current source, as opposed to the voltage source for the voltage 
amplifier.
As mentioned before, the condition to prevent charge integration in the 
equivalent input capacitance Ci„ is to make Rm small so tha t RinCm is smaller 
than r . On account of its equivalent low input impedance the inverting 
voltage amplifier configuration is widely used as a current preamplifier, as 
illustrated in figure (4.9).
Rt
0 ,^signal = C d e t I I  ^ d e t  i E ^ b ia a  ■ I R i
A%>- Wout
G =  - R f
R\n =  i ^ d e t  I I  J Z b i a s  I I  Ri I ICin — Gjjet “b Ci 4* C'y;;
-C -in 3
^signal
4 r ^ r
Vout
(a) Current PA. (b) Equivalent circuit.
Figure 4.9: The current preamplifier and its equivalent circuit from a signal 
point of view.
If A  is large enough it makes R f  look much smaller than any of the other 
impedances for the frequency range of the signal and the input current s^ignal 
prefers to fiow through Rf.  Consequently, Vput % —hignaiRf and the PA only 
amplifies the input current signal not changing its shape.
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4.3 .3  T he charge sensitive pream plifier
The charge sensitive preamplifier behaves as a voltage sensitive PA. Its origin 
relates back to the fact that the total input capacitance (Cin) depends on the 
connections from detector to PA. Historically, it also relates to the fact that 
in semiconductor detectors the intrinsic capacitance (Cdet) also varies with 
applied bias voltage, which can change with the current signal flowing out 
of the detector (as would happen if the semiconductor detector is not run 
over-depleted).
If the current pulse generated in the detector is integrated in the input 
capacitance Cin of a voltage PA (see figure (4.8)) the output voltage has a 
magnitude proportional to the total incident energy deposited in the detec­
tor. The proportionality constant being G/Cin, where C is the voltage gain 
of the PA. However, if Cm is allowed to change during the time period of the 
experiment (through Cdet) or from one experiment to the next one (through 
Cgtray) the coustaut of proportionality is lost and the results are not repro­
ducible. Another way of looking at the same problem is to say tha t another 
source of noise is introduced in the system so degrading FHWM.
One possible solution would be to introduce a capacitor in parallel with 
the detector with a capacitance much larger than Cdet so as to dominate 
Cin- Another way of solving the loss in resolution would be to apply a small 
resistor in parallel with the detector. The input charge would then choose to 
flow into this resistor instead of the larger impedance of the capacitance of 
the detector.
It turns out that these ideas are rarely implemented for spectroscopy 
applications. The idea behind the use of the parallel resistor is to force the 
charge to fiow through it rather then through the Cjn- As a result, no charge 
integration takes place and the energy information is lost. On the other 
hand, using the parallel capacitor decreases the magnitude of the voltage 
output by the PA. Furthermore, as shown later in the chapter, both solutions 
degrade SNR with the benefits of such implementations being overcome by 
the disadvantages.
There is however a smart solution for the problem of a varying Cm com­
monly known by charge sensitive amplifier (CSA). This configuration em­
ploys a capacitor in the negative feedback network (C/) across an open-loop 
voltage amplifier to change its performance. It achieves an output voltage 
with amplitude proportional to the total deposited charge inside the detector 
(Q). The proportionality constant is not dependent of C,n but defined by C/ 
instead.
Figure (4.10(a)) sketches a CSA. It is assumed tha t the input current 
source delivers very narrow ô{t) impulses of charge Q. It is also assumed
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that the impedance Cjn is much lower than Rin for the frequency range of 
interest and consequently determines the total input impedance. This ideal 
simplified circuit is also illustrated in figure (4.10(b)).
I ^signal *
QS{t)
-A Vout
a^ignal J
f l
■Gin ^1
-.111QQ<î{i) iCin
Vout
I ^signalQ5{t) 4= Ci,
R j"W—
-A l^ out
\R\ix
(a) Ideal CSA. (b) Equivalent ideal CSA. (c) Real CSA.
Figure 4.10: The ideal CSA, its equivalent circuit, and the real CSA.
The feedback capacitor introduced in the feedback network forces the 
signal current to integrate its charge in C / rather then in Cin- The total 
charge created by the radiation interaction inside the detector in a single 
event (Q) splits itself between Qn (Qin) and C f  { Q f )  so tha t Q  =  +  Q/-
It is also seen that:
Cin Cf
=
(4.16)
where A  is the open-loop gain of the preamplifier. The charge integrated in 
each capacitor is found to be as expressed by equations (4.17).
Q f Q (4.17)1+ Hin. —i_C f  i + A
As A  increases to infinity Qin tends to zero and Q f  to Q. This is to say 
tha t it can be considered tha t the initial charge Q created in the detector is 
swept to C / if A is very large.
It is easy to show that the output voltage is a function of A  as expressed
by:
Vontit) = Q 1c f l  + u{t) (4.18)
where u{t) is the step function. This equation states that, provided 
1 •+• {Cin/Cf) <K A, the combination of detector with the ideal CSA responds
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to the input charge pulse as a perfect integrator and the voltage at the output 
is a step of magnitude proportional to O f . In a CSA C j  replaces the function 
of Cin in n voltage PA converting the charge collected from the detector into 
a voltage step.
In this case the output voltage increases its amplitude by Q i / C f  for each 
current pulse Qiô{t)  because the system does not provide a way to discharge 
Cf .  Under the effect of a sequence of radiation interactions the output voltage 
of the ideal CSA looks like a staircase of steps, each one with magnitude 
proportional to Qi, until the PA reaches saturation.
A resistor ( Rf )  in parallel with C f  as in figure (4.10(c)) provides a con­
tinuous discharge mechanism for Cf .  The integrated charge is permanently 
discharged via R f  and the mean CSA output voltage is now n { Q ) R f ,  where n  
is the mean count rate and (Q) the average charge deposited per interaction.
An easier way of seeing the CSA is by the equivalent circuit of figure (4.11) 
where the effects of the feedback network on the shape of the signal have been 
included through the use of equivalent input impedances. The amplifier is 
now reduced to a voltage amplifier without feedback. The total equivalent 
input capacitance (Cjn) is the sum of Cdet, Cgtray, Q , and C /( l  + A). The 
total equivalent input resistance (i?i„) is the parallel of Rdet, Rhïas, Ri, and 
R f /1  + A. The R f C f  product in a CSA takes the role of iîinCin in a voltage 
amplifier (see figure (4.8) on page 8 6 ).
^  ^'signal^ ^ de t -'C 'det^È  -^bias -
QS{t)  J stray :mRi--
1
Gin Rf Gy (1 +  A) i^nGin Rf RfCf
Figure 4.11: Equivalent circuit (without the feedback network) for a CSA.
R f  is set as a compromise between a long time constant, to give enough 
time for a full charge integration, and a not too long time constant, so that 
saturation is avoided. There is still another factor contributing to decision 
on the value oî R f .  It will be seen tha t noise considerations also demands a 
large a i?/ as possible.
In summary, the CSA solves the problem of lack of voltage linearity due 
to variations in Cdet and/or Cgtray, also providing an easily controlled way 
to amplify the signal. It only requires tha t C f  be smaller than C\n (with 
1 4- (Cin/C/) <C A). It is thus no surprise that it has become the standard 
PA for high resolution semiconductor detectors.
The ideal detector-CSA combination is always used when selecting the 
best shaping amplifier for a particular X- or 7 -ray spectroscopy application. 
Any undesirable effects in the frequency range of interest caused by Rdet,
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Rbias, 0 1  R f  can be offset by a technique, which is introduced later on in the 
chapter (see page 98), known as pole-zero cancellation [23].
4.4 The shaping amplifier from a signal point 
of view
It was shown that the output voltage pulse of a PA for spectroscopy (either 
a voltage or a charge sensitive PA) has a shape tha t for most of the ex­
perimental circumstances is absolutely inadequate for an appropriate pulse 
height analysis, setting an unacceptably low upper limit on the count rate. 
For this reason the shaping amplifier derives its name from not only being 
used to amplify the signal into the range accepted by the ADC but also from 
shaping the signals as to avoid pulse pile-up.
It is expected tha t a spectroscopy system will produce an output voltage 
tha t is unequivocally related to a definite energy deposited inside the radia­
tion detector. However, there are a few factors contributing to degrade the 
referred ideal behavior to some extent, generating uncertainties in the mea­
surements, and setting a value for the achievable energy resolution with such 
a system. These contributions are often loosely designated by noise types 
and are usually divided into four categories:
1 . Statistical noise. This noise type was mentioned before and as it was 
then said relates to the fact that, in the process of charge creation 
inside the detector, some of the energy of the incident radiation goes 
into exciting the lattice. The statistical process creates an associated 
variance (<Tgt) in the measurement of the average deposited charge Q\
2 . Electronic noise. This noise type is Gaussian by nature [22], and is a 
consequence of the intrinsic electronic noise generated both by the de­
tector and the various electronic components of the acquisition system. 
It generates an uncertainty in the measurement of the deposited energy 
with a variance (j„;
3. Pulse pile-up. This refers to the case when the pulse from one event 
develops at the output of the system before the pulse from the previous 
one has had the time to return to the baseline. Opn is the variance 
associated with the fluctuations in the measurement of the deposited 
energy as a consequence of this effect;
4. Ballistic deficit. Which is nothing else but the variation in pulse height 
tha t some systems are submitted to by variations in the position where
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the radiation has interacted with the detector (e.g. charge trapping in 
CdZnTe is a well known source of ballistic deficit). <Jbd accounts for it.
All these noise sources are independent and contribute to the total noise 
variance ((itotai) as in equation (4.19). If all the contributions are Gaussian, 
s o  i s  ( 7 t o t a l  •
^ total =  ^ st +  +  Obd ( 4 - 1 9 )
W ith all the noise sources in mind, the ideal acquisition system is the one 
that minimizes cTn+^pu+c^bd (thare is nothing one can do about the statistical 
noise, which is intrinsic to the process of generating the input signal).
The following sections briefiy draw considerations on pulse shaping so as 
to address the often contradictory requirements for the optimum pulse shape 
brought up by each one of the above noise types. In addition, other relevant 
pulse shape considerations are also discussed.
4.4.1 E lectronic noise
Electronic noise is most critical at the early stages of amplification (e.g. 
noise from the detector and the first amplification stages of the PA), where 
the pulse signal is still of relatively small amplitude. This type of noise is 
carefully addressed in sections 4.8 and 4.9 later in the chapter.
4.4.2 P ulse pile-up
Pulse pile-up can degrade the spectral resolution of any system. Figure 
(4.12(a)) illustrates the effect piled up pulses both for unipolar and bipo­
lar shaping. Figure (4.12(b)) sketches the peak shift and broadening and 
consequent loss in energy resolution.
On account of pile-up being related to the mean count rate and also to 
the fact that radiation interactions are random in time, it is easy to under­
stand that in order to minimize pile-up pulse duration should be as short as 
possible.
Pile-up increases the probability of overloading the system (which means 
tha t all the considerations for linear systems do not apply). Hence it is 
preferable to have the main amplification stages following the shaping ones. 
However, if shaping (filtering) is left to a later stage in the shaping amplifier, 
then a large portion of noise is removed and SNR improved.
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Figure 4.12; Broadening of the energy spectrum by pulse pile-up for both 
unipolar and bipolar pulses (simulated data).
4.4 .3  B allistic  deficit
Ballistic deficit is a measure of the inefficiency of charge integration and is 
defined as the fractional deficit of the output pulse height compared to that 
for an ideal charge integration [22 ] (ideal charge integration always happens 
with very narrow input current pulses (6^Z)).
Variations in the pulse height can occur when input current pulses have 
a time duration tha t is a function of the position of the radiation interaction 
in the detector. This is particularly true for CdTe/CdZnTe detectors with 
such low hole mobility and considerable charge trapping/detrapping [28]. A 
photon interacting closer to the anode of the semiconductor detector produces 
a much longer pulse than a photon stopped right near the entrance window, 
by the cathode.
The response of the system to an incoming pulse is given by the convo­
lution of its input response {h{t)) with the input pulse. Ballistic deficit is 
avoided when h{t) has a fiat top larger than the maximum width of the input 
pulses. The effect of the fiat top of h{t) regarding ballistic deficit is illustrated 
in figure (4.13) for three different input current pulses corresponding to the 
same total charge (Q) deposited in the detector. It is seen tha t a narrow 
impulse response h{t) leads to a reduced output magnitude with pulse height 
fluctuations (due to poor charge integration) when the input current pulses 
do not have the same width.
There is a contradiction of criteria when considering the effects of pulse 
pile-up and ballistic deficit, especially at high count rates.
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Figure 4.13: Influence of the PA impulse response {h{t)) on variations of the 
ballistic deficit.
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4.4 .4  U nipolar vs bipolar pulses
There is a choice of unipolar and bipolar pulse shapes. The advantages and 
disadvantages of which are addressed in this section.
AC coupling between different stages of the main amplifier or even be­
tween PA and the main amplifier (as previously referred to) is very common 
because the various stages can then be biased independently, optimizing the 
dynamic range and performance for which they have been built. The choice 
of AC coupling obviously leads to pulses of bipolar shape which brings about 
some related problems.
Due to the coupling capacitor, no DC component is let through from one 
stage to the next. Looking into the input of any amplifying stage, its input 
impedance (for simplification regarded as a resistor) makes a CR filter with 
the coupling capacitor. As the time average value of the signal at the output 
of a CR filter must be zero volts the CR filter responds to a train of unipolar 
pulses with a train of (bipolar) pulses shifted by the average value of the 
input signal. This is illustrated in figure (4.14).
V o
^out(^)
Uin C  'l^ out I—
\RT 1/n nTVoT
Figure 4.14: Baseline shift due to AC coupling.
This shift itself would not be a problem if the input pulses were all to 
have the same magnitude and would arrive in a periodic way. The shift 
would be constant and the proportionality between the deposited energy 
in the detector and pulse height at the output of the amplifier would be 
kept. However, in spectroscopy the radiation interactions in the detector 
occur randomly, producing pulses of different heights. Consequently, the 
shift created by the coupling capacitor changes with time leading to pulses 
with the same height before the coupling not necessarily having the same 
magnitude after the CR filter and degrading FHWM.
Nicholson [22] shows tha t provided the product CR is large enough (i.e., 
the effect of the filter is confined to very low frequencies) the loss in energy 
resolution can be made negligible. However, with a low frequency cut-off 
the system can become prone to 50 Hz noise being amplified. Nicholson [22] 
provides a thorough review on baseline restorers which are used to recover 
the pulses back to unipolar shape.
Another way of avoiding the baseline shift is of course to employ bipolar 
pulses with balanced positive and negative areas. In this case the CR time
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constant does not have to be so large and its effect (i.e. filtering low frequen­
cies from signal and noise at the input) is far more satisfactory than working 
with unipolar pulses since the cut-off frequency does not need to be as low.
The disadvantage of using bipolar pulses in linear systems is tha t the 
SNR is lower than for unipolar pulses [12]. Furthermore, the ballistic deficit 
is somehow worse for a bipolar pulse of the same duration of an unipolar 
pulse, as can be seen in figure (4.15(a)). On the other hand, for two pulses 
with about the same flat top width the bipolar shaping suffers from pile-up 
to a larger extent than the unipolar shaping (figure (4.15(b))).
1.2 1.2
0.6 0.6
0.0 0.00
t / T
- 0.6 - 0.6
(a) Similar flat top width. (b) Similar total width.
Figure 4.15: Comparison of ballistic deficit and pulse pile-up between unipo­
lar and bipolar pulses (simulated data).
In summary, to maximize SNR, unipolar pulses should be used whenever 
the count rate is moderate. When the count rate is such tha t baseline shift 
becomes severe, bipolar pulses should be used.
A quantitative analysis of both pile-up and ballistic deficit is found in the 
excellent review by Nicholson [22].
4.4 .5  Linear pulse shaping m ethod s
This section addresses the widely used CR-RC shaping amplifier from the 
point of view of the signal. It ends with a discussion on pole-zero cancellation, 
or how to correct for undesirable shaping effects.
As the order of the various stages is irrelevant for a linear system the 
approach by Nicholson [22] is followed, lumping the shaping stages close to 
the PA and leaving all the amplification to a final stage.
The impulse response (hit)) of a shaping network is used time and again 
as it fully defines the behaviour of any linear system. If the input current 
pulses cannot be considered to have negligible width the convolution theorem 
(equation (4.4) on page 77) provides the output voltage to such stimuli.
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A combination of ideal detector DC coupled to ideal CSA is used to pro­
vide the input signal to the shaping amplifier (see figure (4.10(a)) on page 88 
with Rin — 0 0 ). The charge associated with each current pulse is normalized 
(Q = 1) so that, referring to the discussion following equation (4.18) on page 
8 8 , the shaping network sees a perfect voltage step with magnitude 1/Cin-
The response of the shaping amplifier to the real CSA is addressed later 
in the section.
CR shaping
CR shaping is introduced at this point as a means to describe CR-RC shaping 
and provide insight into its benefits.
The voltage step at the output of the ideal preamplifier is highly in­
adequate for spectroscopy. It takes 00  seconds to return to the base line 
maximizing pile-up. Moreover, it has no low frequency cut-off which from 
noise considerations is also not ideal.
Figure (4.16) illustrates the effect of inputting the voltage step from the 
ideal CSA to a CR filter. The impulse response of the system decays ex­
ponentially with the time constant of the filter (ti =  RiCi).  The buffer 
prevents the PA from loading the CR filter.
I -----ja lC in  1 + j c ü T l
Figure 4.16: CR shaping the pulses from the PA.
The output pulse height is proportional to the energy deposited in the 
detector. t i  needs to be short enough so tha t h(t) satisfactorily returns to 
the baseline avoiding pile-up but not too short so tha t ballistic deficit is not 
much of a problem either (the lack of a flat top creates the conflict between 
the two considerations). The total bandwidth is more restrictive than for 
the ideal CSA but noise considerations still require further filtering of high 
frequencies.
The performance can be quite improved when a RC low-pass filter is 
included in the shaping network.
CR-RC shaping
The effect of the RC filter is to help reduce the high frequencies present both 
in signal and noise. SNR is increased in this process. It also helps to reduce 
the ballistic deficit because it creates a relatively flat top in h(t).
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Figure 4.17: CR-RC shaping the pulses from the PA. 
The transfer function of the system in figure (4.17) is given by:
1 juJTi 1
j i jC in  1 -1- jU T i  1 - f  ju)T2 (4.20)
The impulse response is either given by equation (4.21) when T% ^  T2 or 
by equation (4.22) when t i  = T2 .
h{t)
h{t)
C'in (Ti — T2 )
t __L
— e 2^^ u{t) (4.21)
(4.22)
Ti and T2 are, from a shaping point of view, interchangeable. Figure (4.18) 
shows the impulse response of a CR-RC shaping amplifier for different time 
constants, t i  and T2 . Ti =  T2 presents the best compromise between a fast 
return to the baseline (low pulse pile-up), large flat top (low ballistic deficit), 
and optimum SNR [22, 7]. For this reason the off-the-shelf amplifiers on the 
market have just one adjustable time constant r .  The optimum value for r  
is defined by the particular parameters of detector, PA, and the application. 
Typical values are of the order of a few ps. One last thing to consider is tha t 
for Ti = T2 the peaking time of the pulse is equal to T\ .
h { t )
-----Ti = 10t2------Ti = T2 n = 0.1T2
0 2 4 6 8 10
t / T
Figure 4.18: Different time constants for CR-RC shaping.
This is a very common shaping network used with semiconductor detec­
tors. It has a good compromise between a relatively low noise (as shown
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later in the chapter), short pulse length, relatively long flat top, and ease of 
implementation, offering the possibility of real-time adjustments on the time 
constant.
Pole-zero cancellation
All that has been said so far about shaping the pulses from the CSA assumed 
a preamplifier that is a perfect integrator. Referring back to figure (4.11) on 
page 89, the effect of Rm has been neglected in the pulse shaping. The 
pole-zero cancellation method takes the real CSA into account correcting 
the effects of Rin (from the signal point of view).
The transfer function (H(jcu)) and the impulse response (h(t)) of the real 
CSA are given by equations (4.23) provided the open-loop gain is large, t/ 
equals the R / C /  product.
H  (ju) =
Instead of the perfect voltage step that the ideal CSA generates, the 
output of the real CSA has a long exponentially decaying tail. If this signal 
is input into a high pass filter (e.g. a CR filter) its unipolar character is 
changed to bipolar with all the associated problems that have been previously 
mentioned.
Nowlin [23] proposed a solution for this problem by introducing the pole- 
zero cancellation method. This is better explained using the frequency do­
main.
When the real CSA is considered, the pole** shift, from w =  0 to w =  
— 1/ r / ,  on its transfer function causes the pulse output by the CR filter to 
change from being an unipolar exponential into being a bipolar pulse.
For the ideal CSA the pole of the input signal l / { j u C f )  is cancelled by 
the zero in the transfer function of the CR filter {ju}T)/(l+jujr),  leading to a 
unipolar pulse. On the other hand, the real CSA has a transfer function given 
by equation (4.23). The total transfer function becomes ! /[ (!  -j- jujTf){l -t- 
jujT)Cf] with the input response as given by equation (4.24).
h{t) =   —  ( r e ~ r  -  TfC ) u{t) (4.24)
C f T  — T f \  /
To achieve a transfer function with just one pole (hence recovering the 
pulse’s original unipolar character) the CR filter needs to be replaced with a
pole is the frequency value at which the denominator of the transfer function is
zero.
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filter having a transfer function (1 jujTf)/{l  +  jcarfiiter)- The total transfer 
function changes to 1 /[(1  +  jo;rfiiter)C'/], the time dependence of the impulse 
response is uniquely defined by the filter only and the exponential tail can be 
made to tailor the application. The time dependence of the output voltage 
looks exactly like the output from a CR filter (with Tfiiter time constant) 
connected to the ideal CSA.
This sort of filtering is easily achieved with the passive network shown in
figure (4.19) having the transfer function given by equation (4.25). If ri =  tj
the pole-zero cancellation is exact and the predicted output is obtained. R 2 
is used to set Tfnter to the desired value.
juj ~-f^pole-zero(j^) =  • ■ 1 +Ra (4.25)^ Ti Ü2
However, it might prove too difficult if not at all impossible to exactly 
match the pole from CSA. Nowlin [23] proved that output pulse is still of 
unipolar character when t i  is of the same order of magnitude of 77 provided 
tha t Ti <Tf.
‘"c'T' out
= «2 \ h = - L
Figure 4.19: Passive network to implement the pole-zero cancellation.
It is also true that SNR is not degraded by the filter. That is, SNR for the 
ideal CSA is the same as for the real CSA with pole-zero cancellation [23].
Bearing the pole-zero cancellation method in mind, it is clear that it is 
possible to use the ideal CSA to simplify the analysis. Any undesirable effects 
of the equivalent resistance at the input of the preamplifier are cancelled by a 
pole-zero stage in the shaping amplifier. This line of reasoning only applies to 
studying the circuit from a signal point of view. Noise considerations require 
taking the effect of the input resistors into account.
4.5 The op tim um  shaping amplifier
Any experimental measurement is unavoidably affected by the intrinsic elec­
tronic noise on the system. Which means tha t in order to optimize the (data) 
measurements it is necessary to take noise into account and SNR becomes 
the natural data acquisition figure of merit.
Two complementary approaches are available to investigate upon the op­
timum shaping amplifier for radiation spectroscopy: the time domain [22]
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and the frequency domain [27]. Both methods evaluate SNR by minimizing 
the mean square error in amplitude measurements [27].
This section is devoted to introducing the referred methods to find the 
optimum shaping amplifier (only as far as electronic noise is concerned) and 
compare it to the CR-RC shaping amplifier tha t was actually used when 
acquiring experimental data.
4.5.1 T he tim e dom ain and th e m atched filter theory
Consider the particular input signal of figure (4.20). Two narrow pulses A t  
long, the first one Ai  with magnitude A  is followed r  seconds later by the 
second pulse Ag with amplitude 'yA proportional to A.
V \ a { t )A
jA
—
-  • At
Figure 4.20: Input signal comprised of two brief discrete pulses.
As white noise can be regarded as a random train of pulses [25], it is 
assumed that only ergodic^^ and band-limited white noise is present in the 
system [12].
The most general linear measurement tha t can be achieved using the two 
pulses is given by:
Maximum output amplitude = Ai -\- PA 2 =  A(1 -f (4.26)
where /? is a constant factor.
Owing to the noise being almost white its autocorrelation function is a 
very narrow function in the time domain. Consequently, the noise voltages 
at the two instants of measurement can be considered uncorrelated [22] and 
SNR reaches a maximum when /3 =  7 :
s m ?  =  + =>  SNRi.. =
(1 +  /92)
(4.27)
It is easy to see tha t it is impossible to improve SNR by making further 
measurements. The new data only has uncorrelated noise and no signal. It
ra n d o m  process is c a lle d  e rg o d ic  i f  th e  e n s e m b le  rms  v a lu e  o f  th e  n o ise  v o lta g e  
( (u ^ )^ /^ )  is e q u a l a t  a n y  in s ta n t  to  th e  t r u e  rm s  v o lta g e  o f  th e  no ise  (^u% j ) [1].
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can also be shown th a t SNR given by equation (4.27) is the maximum for 
any system even if non-linear and time variant systems are considered [22 ].
Figure (4.21) sketches the block diagram tha t implements the mentioned 
linear system. The response of the linear system to the train  pulse is illus­
trated  in blue, whereas the response to a narrow rectangular pulse is drawn 
in red. It is seen th a t the response to the single pulse (in red) is a shifted 
mirror image of the input pulse train  (in blue), shifted by its to tal width.
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Figure 4.21: Block diagram of a linear system implementing the optimum 
measurement of the amplitude of the input signal (a train of two brief discrete 
pulses) in the presence of white noise. Also sketched is system response to a 
narrow square input pulse.
The response of the circuit to the single pulse (in blue) approximates to 
the impulse response of the system when its width tends to zero (and the 
area is kept constant and equals 1).
The optimum impulse response function for a system th a t has to measure 
a signal comprised by a sequence of k rectangular pulses, each one having 
a pulse height Aji ,  is the mirror image of the input signal shifted by its 
to tal width. The ideal measurement proportional to the weighted sum of the 
amplitudes of all the individual rectangular pulses:
SNR^ax oc S L t?K] (4.28)
It is possible to extrapolate for the case of a continuous time function 
by looking at it as the limit of a sequence of extremely narrow rectangular 
pulses. The impulse response of the optimum acquisition system for a generic 
input signal (%(^)) lasting for tm seconds is given by:
h{t) =  -  t) (4.29)
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The signal output by the optimum shaping amplifier as a response to Uin(t) 
attains its maximum amplitude at t  = t m -
The one interesting property about the optimal shaping system is th a t its 
impulse response is always the mirror image of the input pulse it is supposed 
to measure. The optimum filter is called the matched filter under the matched 
filter theory tha t named it [27, 12].
4.5 .2  T he tim e  dom ain  to  op tim ize sp ec troscop ic m ea­
surem en ts
The semiconductor detector connected to the preamplifier is sketched in fig­
ure (4.22) along side generic models for the equivalent noise sources at the 
input [12].
i(t) =
a(uj) c(tu) >
v(t)
shaping
amplifier
V o u t ( t )
[»â] 1 / 2
Figure 4.22; Schematic diagram of detector and acquisition system with the 
noise sources referred to the input.
Both a(uj) = ÜO and b(cu) = bo are white noise sources. c(cj) = Co/w, 
the 1 / f  noise source model, is disregarded being shown at a later stage why 
this approximation poses no problem when optimizing SNR. All these noise 
models are related to the detector and preamplifier in sections 4.9 and 4.10 
later on in the chapter.
The voltage noise present at the output of the preamplifier has the uni­
lateral noise power spectral density given by:
■^ PA,out(^ )^ — G I Qo + (4.30)
where G is the gain of the preamplifier Cjn the total equivalent capacitance 
present at the input of the preamplifier, and Uo and bo the unilateral power 
spectral densities of the white series and parallel noise sources, respectively.
The noise at the input of the main amplifier is not white due to the parallel 
noise being integrated in Cin. However, the considerations for the matched 
filter can be applied provided th a t some filter network is introduced just 
before the amplifier, converting the noise spectral density into a homogeneous 
noise density.
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A CR high pass filter, usually called the pre-whitening filter [27] with 
transfer function {Hyj{joj)) as given by equation (4.31) produces the desired 
white noise with power spectral density W  at the input of the shaping am­
plifier. Tc, called the noise corner time constant [12], is the inverse of the 
angular frequency at which the series noise contribution equals the parallel 
noise contribution at the input of the PA. It depends both on the magnitude 
of the two noise sources and bg as well as on the total input capacitance 
C i n .
HJduj) = T. =  y g q .  (4.31)
The matched filter theory can be applied to the signal output by the pre­
whitening filter. The impulse response of the optimum shaping amplifier is 
the mirror image of the signal pulse output by the pre-whitening filter.
The noise fed to the shaping amplifier has white power spectral density 
(W).
The pulse shape input to the shaping amplifier is found multiplying the 
total charge (Q) collected from the detector by the convolution of the impulse
responses of the PA and the pre-whitening filter [6 ]. This is equivalent to
finding the inverse Fourier transform of the product of the individual transfer 
functions [6].
The PA is a charge integrator with gain G and transfer function PfpA(jw). 
Its response to an input Q6{t) is given by equation (4.32):
H paUoj) = (4.32)JUJLy'iji
The product of equations (4.31) and (4.32) and its inverse Fourier trans­
form provide the characteristics of the signal input to the shaping amplifier 
both in the time and in the frequency domains:
^amp,m(4 =  ^  ^^3 3 ^
V a m p , in  ( j w )  =  ^
The shaping amplifier optimum impulse response is written as 
s^haping ('t) =  ^amp,in(TM “  ^), where Tm  is the length of the input signal.
It can be shown that the pulse output by the optimum shaping amplifier is 
a double sided exponential reaching maximum value at infinity which means 
that the system then takes an infinite time to reach its maximum and infinite 
time to return to the baseline [2 2 ].
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^shaping,shifted (^) — c L
h(t)
t  0
(a) The shifted optimum impulse re­
sponse.
^out,shifted ( f )  — 2G.2^  ^—  Q hcW ^  ao
0 t 
(b) The shifted output pulse.
Figure 4.23: The shaping amplifier shifted impulse response and output volt­
age signal.
Figure (4.23) presents a shifted version of this pulse so tha t maximum 
amplitude (Wrc/2Q‘^ aoCf^) takes place a t t  =  0. The optimum shaping 
amplifier is called the infinite cusp due to the shape of its output signal.
The effect of the optimum filter both on the noise spectral density and 
the to tal rms noise voltage at the output is now considered. The noise power 
spectral density is given by VF |Hshapmg(w)|^. The rms voltage noise given 
by:
1/2
^  J W  \H s h a p in g {^ ) f  dlü
0 J
oo
2 7 t /  ^  I '^ sh a p in g ,sh if te d (^ )I
^  /  ^Laping,shifted(^)^^
(4.34)
1/2 _ WQ^
^in yj
The infinite cusp has SNR (SNRqo) and ENO (ENBoo) given by:
SNR_ = (aobo)^
ENC«, =  v ^ ( o A ) ^
(4.35)
4.5 .3  T he frequency dom ain
The frequency domain approach to finding the optimum shaping amplifier 
(obviously represented by its transfer function Rshaping(jw)) was first pro­
posed by Radeka [27].
At the input of the shaping filter the voltage signal is explicitly written as 
QVin,amp(i^^) to emphasize tha t it is proportional to the charge collected from 
detector (Q) and a function of frequency. The noise is (white and) ergodic 
with power spectral density N {lj).
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The voltage output by the shaping amplifier is calculated by the inverse 
Fourier transform:
oo
Vout(t) =  ^  y  Vin,ampO'w)Rshaping(iw)e^“‘do; (4.36)
—oo
and its output voltage rms noise by the power spectral density of the noise:
{v iy  = v^y = y  Nuni(w) |R shaping(iw )|^da;| (4.37)
where A^uni(^) is the unilateral power spectral density of the noise present at 
the input of the shaping amplifier. It is also noted that the ensemble average 
((f^)) has been evaluated through the time average ( ) as a consequence
of the ergodicity hypothesis.
SNR^ (as opposed to SNR) is evaluated owing to simpler mathematics. 
The optimum shaping amplifier is such tha t iïshaping(j^) maximizes SNR^ 
given by equation (4.38) at the measurement time rjv/:
9  VVn.amp ( j ^ )  -^shaping did |SNR =   /_I^BhapmgWl'dw
The Schwartz inequality given by equation (4.39) [27] is the mathematical 
tool needed to help maximizing SNR^:
y ui{ij)u2{uj)dLj < y \ui{cü)f did J  \u2{to)f did (4.39)
•oo —CO —oo
which only becomes an equality when lii(w) is the complex conjugate of
U2(w), possibly multiplied by a constant K.  In other words, the Schwartz
equality happens when ui{u)  =  K u 2 {id).
The unilateral power spectral densities (TV^ nî (^)) are replaced by their 
bilateral counterparts (7Vy;(w)) bearing in mind the relation given by equation 
(4.40) because the Schwartz inequality requires the integration limits to be 
—oo and oo in all integrals.
iVuni(w) =  2 X Wbi(w) (4.40)
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Making:
1
t i l ( ü j )  =  ( ü j ) i ï g h a p i n g O ^ )
V  f  )in,anip(j^ )U2(CU) =
it is found using the Schwartz equality tha t the maximum SNR^ is given by:
-blM
|2
SNR' =  —  f  (4.42)7T J  %;(w)
Also as a result of equations (4.41) Rshaping(i .^ )^ is found to be:
%hapin:(;w) =  (4.43)iVbi (CJj
In addition, the noise is white with bilateral power spectral density VFi,,- 
at the input of the shaping amplifier. This is nothing else but the output 
of the pre-whitening filter hence Nbi(w) =  kFbi- Using the property of the 
Fourier transform that:
if l'in,amp( )^  ^  ^ Mn,amp(i^)
then Uin,amp(TM “  t) Vln,ainp(jw)e~ '^^^^
it is easy to see that, apart from a constant, the transfer function of the 
optimum filter (as far as SNR is concerned) is the mirror image of the input 
signal. This is obviously the same result as for the time domain calculations 
with K  = Wu-
/l(t) i^n,amp(^M i^ ) (4.45)
As expected (returning to the unilateral power spectral densities), the 
optimum SNR and ENC, given by equations (4.46), are in total accordance 
with the results developed by the time domain method presented on page 
104.
SNRoc =  - §  f - rv^ao<,„)4  ^ (4.46)
ENGoo =  VCin {aobo) ^
These results express some very im portant, albeit general, conclusions 
about the nature of the equivalent noise sources at the input of the preampli­
fier. The parallel and series white noise sources should have spectral densities 
as low as possible (usually dependent on bias settings); the input capacitance 
at the PA (the sum of the detector, preamplifier, and stray capacitances) 
should also be kept to a minimum.
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4.5 .4  F in ite  peaking tim e  constraint
So far no constraint was imposed on the shaping amplifier. However, it is 
obvious th a t it is impossible to implement a time-invariant linear system 
with impulse response with infinite peaking (or measurement) time [tm ) as 
the infinite cusp. It is therefore im portant to consider which is the optimum 
feasible shaping amplifier.
Arecchi [22] studied the maximum SNR (SNR/) attainable with the con­
straint of finite pulse width (2tw)^ The pulse output by the optimum shap­
ing amplifier, the finite cusp, is proportional to sinh (|(ivi^ /2  — )^ /rd ) , for
1^ 1 ^  ipv/2 .
The loss in resolution, given by equation (4.47), is less than 15% when 
tw  [22].
SNR/ — SNRqo ^  tanh | tw2r. (4.47)
Figure (4.24(a)) illustrates the output pulse from the finite cusp compar­
ing it with the pulse produced by the triangular shaping amplifier (of much 
easier implementation [12]). Figure (4.24(b)) sketches the comparison be­
tween SNR for the finite cusp (SNR/) and for the triangular shape (SNRa ). 
It is seen from the figure tha t equally long pulses {2tw) from each shaping 
amplifier have similar SNR figures provided tha t tw  <  2.6tc.
^system (() Finite cusp, =  2
Finite cusp, =  4
Triangular shaping
0.8
0.6
0.4
0.2
0
-2.5 -1.5 -0.5 0.5 1.5 2.5 3.5 0 2 4 6
t/Tc t w h c
(a) The shaping amplifier output pulse. (b) Comparing the two SNRs.
Figure 4.24: The output pulse shape for both the finite cusp and the trian­
gular shaping amplifiers and comparison of the two SNRs.
The finite cusp yields the optimum SNR for a pulse of fixed duration even 
if non-linear time variant systems are considered [22].
Even though the triangular shaping amplifier provides SNR close to the 
optimum value for a time-invariant linear system, its output pulse is far from 
ideal if ballistic deficit is taken into account.
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Arecci et al. [22] showed that the optimum SNR for an output signal 
of finite duration with flat top is a finite cusp with its top truncated. This 
suggests employing a trapezoidal shaping amplifier. This and other consider­
ations on pulse shaping, such as base line restoration, bipolar pulse shaping, 
pile-up effects and the description of a variety of shaping amplifiers can be 
found in the excellent reviews by Nicholson [22] and G atti et al. [12].
4.6 The CR-RC shap ing amplifier
This section addresses the resolution provided by a spectroscopic system 
employing a CR-RC shaping amplifier. Both domains, time and frequency, 
are explored as a means to finding SNR and ENC for this particular system. 
These tools serve as a reference when exploring the potential of systems 
with other shaping amplifiers. The analysis in time domain is particularly 
important as it is the only available way to address the performance of time- 
variant systems (time-invariant systems have both domains at their disposal). 
Comparisons with the finite cusp and other common time-invariant shaping 
amplifiers are also established.
The circuit block diagram is referred back to figure (4.22) on page 102. In 
summary, the input current signal from the detector is perfectly integrated 
in the input capacitance Cjn generating a step voltage of magnitude GQlC\^ 
at the input of the shaping amplifier. Only a{u) and 6(w) are considered 
to begin with, the effect of the 1 / f  noise source (c(cj)) is left to section 4.7 
where it is pointed out that the 1 / f  noise source contribution to the total 
output voltage noise seems to be independent of the choice of the shaping 
amplifier to a large extent.
4.6.1 Frequency dom ain
It is assumed that both voltage and current noise sources, a{u) and 6(cu), 
have white spectral densities, Qq and bo, respectively. The current noise 
source b{uj) is integrated in Cm being equivalent to a voltage noise source 
with a power spectral density bo/C/^uP.
Equations (4.48) summarize the characteristics of signal (%n(jw)) and 
noise (A]n(w)) input to the shaping amplifier in the frequency domain.
Ni„{ui) -  (oo +
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It is with this representation of noise and signal as well as with the various 
transfer functions of different shaping networks (H(jcu)) tha t it is possible 
to evaluate the voltage signal and noise at the output of the systems and 
therefore calculate SNR and ENC by:
SNR =
EMC =
max{uout(i)}
(4.49)
(4.50)
The optimum CR-RC shaping filter with peaking time (tm) has the trans­
fer function given by equation (4.51) (see discussion following equation (4.20) 
on page 97):
HcR-Rc(jcn) = (4.51)( 1  4 -  j u j t m Ÿ
It is found that the output amplitude of the signal at a measuring time 
t =  Tm is CQ/eC;n, and that the rms noise voltage is
q.2 ,'^n,out 2 _  Ü0 I bo 1 (4.52)
Introducing these results in equations (4.49) and (4.50) allows SNR and 
ENC for CR-RC shaping to be written as:
SNR
ENC
^ 2 V 2 ^oC[^ i" ^qTMTm
e / ^  ", V boTMTM
 '
!V 2V “°'
(4.53)
(4.54)
where ’e’ is Nepper’s number.
4.6.2 T im e dom ain
The approach in time domain is based on two theorems. The first, Carson’s 
theorem, states that a source of ergodic noise with bilateral power spectrum 
(Abi(w)) can be considered as a superposition of equal events having a Fourier 
transform $(cu) and occurring randomly with average rate A [12]. In other 
words:
%i(w) =  A|0(w)|: (4.55)
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Applying Carson’s theorem to a source of ergodic white noise with uni­
lateral power spectral density (klCni) it is possible to see it as a succession of 
random 6{t) pulses (|0(w)|^ =  1 [6]) created with average rate A (see equation 
(4.40) on page 105):
=  A (4.56)
The second theorem, Campbell’s theorem [12, 25], evaluates noise gener­
ated by a random train of pulses. Voltage pulses with time dependence given[__11/2by Vn{t), arriving with average rate A produce rms voltage noise ( 
given by:
1 OO 22 A J  vl{t)d t (4.57)
- -oo
The acquisition system (detector, preamplifier, and shaping amplifier) 
responds to the input signal current pulses (^(t)) with its impulse response 
(^system('0) which is fouud by the inverse Fourier transform of the product 
of the transfer functions of preamplifier {G/jcjCin) and shaping amplifier 
(^ (;w )):
V tem («) =  (iïsystemCiü;)} =  (4.58)
s^ystem ( )^ Is thus perfectly well established once the shaping network is 
defined. Consequently, the voltage noise at the output due to the current 
noise source b{u) is immediately evaluated as:
n,parallel hf-‘'system {t)dt (4.59)
The calculation of the contribution of the voltage noise source a{uj) (also 
seen as a sequence of random voltage 6{t) pulses) to the total voltage noise 
at the output needs a bit more of extra thinking. 6{t) voltage pulses at 
the input of the preamplifier produce voltage at the output of the shaping 
network given by C/ishaping(i), where /ishaping( )^ is the voltage gain of the 
shaping amplifier. It is useful to rewrite this expression as a function of the 
impulse response of the system:
'^out,series(^.) ~  P  { j^ C in - ^ s y s t e m ( j ^ j )  } (4.60)
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By a property of the Fourier transform [6], it is seen that the output 
voltage due to an impulse S(t) from a voltage source in series with its input 
is proportional to the time derivative of /isystem( )^:
'ï^out,series (^) — Q n ^ sy ste m (^ ) (4.61)
As such, the rms noise voltage at the output due to the voltage noise 
source a{co) is evaluated by:
-  i  ~ 7 ^ i n  I  K y s te m (^ ) ] dt (4.62)
J—00
Equations (4.59) and (4.62) may be rewritten in a way tha t the integrals 
in those expressions are dimensionless [12, 25]. Let tr be a relative time 
interval associated with a typical feature of /isystem(0 (e.g. peaking time or 
maybe the total length of the impulse response) and make x  =  î / tr so that:
k system G_Cin (4.63)
Bearing in mind tha t dt = TRdx, it is possible to write the rms total noise
as:
n,total =  G
00 00
in
(4.64)
—0 0 - 0 0
The time domain approach is now applied to the system with CR-RC 
shaping amplifier with peaking time tm  used in the experimental procedures. 
Following equation (4.22) on page 97 and equation (4.63) with t r  — t m '-
^system  (^) — 376 u (^ ) (4.65)
The two integrals in equation (4.64) are both equal to 1/4 hence it can 
be written:
n,total
G
2v/2
1 TM (4.66)
The output pulse has maximum amplitude GQ/eCm which means that 
SNR and ENC have the same expressions as those derived using the frequency
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domain:
SNR
ENC
 h 6oTmTm
I C t
2 V 2 V= \ja o —  -t- hoTMTm
(4.67)
(4.68)
Shaping
amplifier
Definition 
of r ENC Topt ENC/ENCopt
Infinite cusp — OO 1
Triangular Peaking time \/3T / 1.07
Trapezoidal Peaking time v/a<,^ + 6 „ ( ^  + Ÿ) \ /3 T / 1.07 [l + 0 .4 3 ^  ^
CR-RC Peaking time 2V2 V®” ™ 7-c" 1.36
Table 4.1: Optimum ENC for various shaping amplifiers and comparison with 
the infinite cusp.
Tr =
Table (4.1) compares ENC of systems with different shaping amplifiers to 
the ideal performance given by the infinite cusp. The comparison is estab­
lished once the shaping time parameter (r) for each system has itself been 
optimized.
The CR-RC shaping amplifier offers a balanced performance combining 
a reasonable ENC with a relatively short output pulse having an acceptable 
fiat top.
4.7 C ontribution of 1 / /  noise
The contribution of c(w) to the total rms voltage noise is now addressed. It 
is calculated for CR-RC shaping establishing a comparison between various 
other common shaping amplifiers.
It is easy to evaluate the effect of the 1 / f  noise source at the input of the 
preamplifier. Applying equation (4.50) on page 109 with A'in(w) =  Co/w its 
contribution to ENC is given by:
E N C i / /  — Q max {uout(0 } (4.69)
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The maximum amplitude of the output pulse is CQjeC,^ 
tion (4.51) on page 109 into equation (4.69) results in;
Working equa-
E N C i//  -  0 .7 6 7 C in V ^ (4.70)
Table (4.2) presents the 1 / /  contribution to the total noise voltage and 
ENC between several common shaping amplifiers. It is seen that its contri­
bution is totally independent of the peaking time (tm) and only a function 
of the input capacitance (Cin) and the 1 / /  power spectral density (cf) itself. 
This is a general statement; the noise voltage produced by 1 / /  voltage noise 
sources present at the input is independent of the shaping amplifier settings 
[12]. It is also apparent tha t the magnitude of the noise is independent of 
the shaping amplifier to a large extent. It is now clear why this noise source 
was not taken into account when optimizing the shaping amplifier.
Shaping amplifier r - i ENC
CR-RC 0.767Cm\Æ;
Triangular 0.767Ci„Vc7
CR2-RC 02  V ? 0 . 8 7 0 ( 7 i n > / c ^
Table 4.2: Comparison of the 1 / /  noise contribution to the total noise voltage 
and ENC between several common shaping amplifiers.
4.8 N oise referred to the input
On the grounds of the noise sources from detector and electronic components 
employed in the first stages of the preamplifier being amplified as much as 
the signal, their contribution is of utmost importance. In practice, they 
determine the variance in the signal due to electronic noise ( c 7 „ ) .
It would be most desirable to have an acquisition system with such a noise 
level that the total noise at its output was exclusively defined by the intrin­
sic noise from the detector (the detector is chosen by other considerations 
rather than merely by its noise behaviour). To help establish an easy way 
of comparing noise performances between different preamplifiers, between 
preamplifiers and detectors, and to set the minimum input current signal the 
system is able to resolve, the noise of the PA is usually referred to its input.
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As is well known from the general theory of noise applied to linear sys­
tems, any two port network can be described by a noise source (vn(cu)) in 
series with its input, by a noise source (w)) in parallel with its input, 
and by two cross-correlation terms [9, 12]. For nuclear physics applications 
though, the two noise sources Vn(oj) and in(oj) can be considered to be un­
correlated [22] and therefore the cross-correlation terms are null. This is 
sketched in figure (4.25).
Un(w)■O r-input Linearnetwork output
Figure 4.25: Block diagram of a linear network for nuclear physics applica­
tions with its noise referred to its input port by u„(oj) and in{^)-
Owing to the common use of feedback networks to set the performance 
of the preamplifier it is im portant to understand its effect not only on the 
equivalent input open-loop noise sources of the preamplifier {vi{u) and (w)) 
but also on the other noise sources at the input.
Due to the effect of pole-zero cancellation on SNR the ideal CSA is used 
as a model for the preamplifier from a signal point of view even though all 
relevant noise sources (e.g. the thermal noise from the feedback resistor) are 
taken into consideration.
Figure (4.26) sketches the noise models for the detector and the pream­
plifier . The current noise source tha t models the noise from the detector has 
power spectral density Zdet(^)- The feedback network may also generate noise 
which is accounted for by another current noise source with power spectral 
density %/(cu). Thermal noise from any resistors connected to the input is 
also taken into consideration by including yet another current noise source 
with power spectral density î'th(^)- The semiconductor detector is modelled 
by the impedance Zjet =  Cdet whereas the passive feedback network has the 
impedance Z f  = C f .  Z i  —  C i  accounts for the intrinsic input impedance of 
the preamplifier without feedback.
---------- OD-
^signal — Q ^ ( i )  I bdet(w) T^det
Vi{u)
-A
Vout
Figure 4.26: Noise diagram of semiconductor detector connected to CSA 
including the various equivalent input noise sources.
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All noise sources are considered independent. Finding equivalent current 
noise sources in parallel with (^) for each noise source included in figure 
(4.26) is important as establishing comparisons between the different sources 
becomes straightforward with all current sources seeing the same gain and 
bandwidth.
%det (^) and z'th(^) are of course not affected by the presence of feedback 
at all. A second thought clears any doubts that ii{cu) is also in parallel 
with the previous noise sources meaning it is also not affected by feedback. 
However, Vi{u)) and if{uj) need equivalent input current noise sources. To 
find them it is easier to work out their contributions at the output of the 
preamplifier, divide them by |G(jw)|^, and find the equivalent input current 
noise densities.
The relation between the closed-loop gain {G{jcj)) and the open-loop gain 
{A{ju})) has dimensions of resistance and is given by:
G {ju) = Vontijoj)
-fg ig n a l ( j ^ j ) 1-b ( 1 4-A{juj) Zdet\\Z.
(4.71)
if{oü) produces a voltage noise density (u^ y (w)) at the output of the PA 
given by:
1 + A{j u)
(4.72)
The equivalent input current source 4q,f(^) is given in equation (4.73). 
This equation states tha t the noise from the feedback network can be seen as 
a current noise source in parallel with %det ((-<;) with the original power spectral 
density.
‘■eq,fW) = |G(;w)|' = (4.73)
The noise power spectral density at the output of the PA generated by 
Vi{(jj) is given by:
Vviiuj) ~V i{u)  ( 14- 'fd^et Z i
1
1-k +  Zd%Zi)MM  ' M\ i 
which makes the equivalent input current noise source be:
Vi{o j)
(4.74)
''eq,w(w) —
\ Z f  II Z d e t  II Z i
[2 —  ( C 'd e t  4- Cj 4* C f )  UJ" (4.75)
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It is beneficial to have the preamplifier without the feedback network. For 
this reason the geometry in figure (4.26) is reduced to the equivalent circuit 
without feedback of figure (4.27).
^signal — ^  *!n W ) +  O', +  C y)w ^ ^
Cin — Cdet + Ci -t-
iin (w ) =  î d e t M  4-4h(('^ ) +  ii(w )  +  V ( ‘^ )
Figure 4.27; Diagram of equivalent CSA without the feedback network con­
nected to the semiconductor detector.
It is now easy to see the effect of the feedback network on the noise of the 
system for a CSA. Provided Z f is large enough, the increase in the noise level 
due to the feedback is negligible because if(uj) is inversely proportional to 
R f  while the equivalent noise current from (cu) does not change very much 
when C f  is small.
4.9 The origin o f the no ise sources at the in­
put o f the system
So far the spectral density of any of the noise sources at the input has not 
been discussed. This section addresses the origin and frequency dependence 
of all current and voltage noise sources mentioned in section 4.8.
4.9.1 E lectron ic noise from the sem icond u ctor d etec­
tor
There is a flow of minority carriers associated with the potential barrier of 
the reverse biased junction of the detector. This is usually referred to as the 
leakage current of the detector (/leak)- Consequently, the detector produces 
shot noise with power spectral density 2g/det, where q is the charge of the 
electron.
^det(^) — 2ç/ieak (4-76)
4.9.2 E lectron ic noise from any resistor at th e  input
Resistors generate thermal noise and thus the noise associated with all the 
resistors connected at the input can be modelled by a current noise source
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with power spectral density given by equation (4.77) (see figure 4.8 on page 
86^
4 /rT4 h ( w )  =  —  ( 4 . 7 7 )r vbias
4.9 .3  E lectron ic noise from th e feedback network
The feedback network for time-invariant spectroscopy systems is usually com­
posed of a resistor (R/)  in parallel with a capacitor. For this case its associ­
ated noise is given by:
dJcT
== (4T8)Kf
4.9 .4  E lectron ic noise from th e pream plifier
To be able to understand the power spectral densities of Vi(uj) and ii{uj) as 
well as its origins a closer look both to the preamplifier input stages and 
to the noise associated with active electronic devices (so far we have only 
addressed the resistor) is needed.
If the CSA is carefully designed its noise is dominated by the intrinsic
noise of the input transistor [26, 22, 12]. Therefore, the choice of the input
transistor is of major importance for SNR.
The Junction Field-Effect Transistor
The choice of the best input device is closely related to the characteristics 
of the semiconductor detector employed for spectroscopy. It is also related 
to the count rate, through the measurement/peaking time t m - This section 
addresses which transistor is best for the CSA input stage for small area 
semiconductor detectors (Cdet of the order of a few pF) under a moderate 
count rates.
Work by G atti [11] has shown that the best performance out of a CSA 
for semiconductor detectors with capacitances of the order of a few tens 
of pF and measurement times tm from a few hundreds of ns to a few ps is 
obtained by using a single junction field-effect transistor ( JFET) as the input 
transistor.
Figure (4.28(a)) sketches a planar JFET. The depletion region extends 
into the channel as a function of the gate-to-source potential creating an 
associated capacitance. This capacitance is usually referred to the device’s 
terminals and is described by the gate-to-source (Cgs) and the gate-to-drain
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(Cgd) capacitances. The current through the device is also controlled by the 
gate-to-source potential defining the transconductance Çm = dlàs/dVgs-
Depletion Conducting
G p
jCgsyCgdS"
channelregion
(a) Diagram of a planar
: Cgs T  C g  §  ig  (w ) §  iin d  ( ^ ) 0  ( w ) g  Qm  V q ' S i g ( u j )  = 2 q l g
— ® ^ t h ( ^ )  — 2.8kT(Jm
ivi//(w)= ^
-  «th(w) = ^
JFET.
I " T  i ,  — '-rC gs y C g d  © ij lw lg i in d l t d )  0 5 m V G 'S
J — 1— I-L  ---------------------- -
(b) JFET noise models.
Figure 4.28: Diagram and noise models for a planar JFET.
Both gate-to-channel capacitance and transconductance vary with the 
drain-to-source current (or F^g). However, they do it in a way that their 
proportion remains constant and gm/{Ogd +  Cgg) is a characteristic of the 
device [24, 12). This relation is usually called the frequency cut-off of the 
JFET (ujt). Equation (4.79) relates ujt with the mobility of the charge 
carriers (p), the pinch-off potential {Vp), and the length of the channel (T).
9m (4.79)
Figure (4.28(b)) illustrates the noise models for the JFET [24, 22). The 
difference between the two models amounts to the fact tha t in the bottom 
model all the noise sources are referred to the JFET input terminal (îth(w) 
is now modelled by Vth(^))-
The reverse-biased gate-to-channel junction is crossed by the leakage cur­
rent of the JFET { I g )  and the associated shot noise is represented by the 
input current noise source ig{u)).
The majority charge carriers in the channel are responsible for its current 
generating thermal noise, the spectral density of which is related to the chan­
nel resistance. As the depletion region extends in the channel as a function 
of V^ g modulating its resistance it is expected tha t the power spectral density 
reflects this. Van der Ziel [24, 22] showed that the equivalent noise resistance 
of the channel for a JFE T  is approximately given by 0.7/gm- The thermal 
noise generated in the channel can be represented by a current source ith(w) 
in parallel with the channel.
There is another current noise source in the JFET input, fluctuations in 
the channel current induce fluctuations in the gate leakage current through
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Cga [22]. This can be represented by yet another current noise source iind(w) 
(see figure (4.28)). An error smaller than 10% is introduced if it is considered 
to be independent of ith(w) [22].
The transistor presents noise at low frequencies tha t can be modelled by 
a voltage noise source in series with the gate terminal with 1 / /  noise power 
spectral density Vi/f{u).
The JFET is usually used in the common source configuration sketched 
in figure (4.29) [5, 26, 12, 2]. The perfect transimpedance amplifier ensures 
that the input capacitance Q  of the JFET transistor (and hence of the PA) is 
only Cgd +  Cgs instead of being affected by the undesirable Miller effect. The 
channel current follows the variations of the charge integrated on the gate 
input capacitance Cgd-f-Cgg, amplified by Pm/(Cgd +  Cgg) [24]. Typical values 
of gm/(Cgd +  Cgs) are of the order of 10  ^ rad/s. Added to the amplifying 
capability, the JFET common-source configuration also has very large input 
resistance associated with the gate-to-channel reverse-biased junction. Input 
leakage currents amount to only a few pA. Typical Aeak for a HPGe detector 
is of the same order of magnitude. CdZnTe detectors exhibit currents of the 
order of nA.
^signal Ç
I -rCi,
Ideal
transresistance
amplifier To next stage
Figure 4.29: Schematic diagram of a CSA with JFET input transistor in the 
common source configuration transistor.
4.9 .5  N o ise from  dielectr ic losses
Noise associated with dielectric losses from the support and insulation of 
input transistor and feedback capacitor produce noise tha t can be modelled 
by a current noise source (zdie(w)) in parallel with the input of the CSA. This 
current noise source can be seen as a voltage noise with power spectral density 
^die(^) proportional to 1 / f  [26]. Therefore, the mathematical treatm ent for 
1 / /  noise also applies to the noise from dielectric losses. Its ENC contribution 
is independent of both input capacitance Qn and measurement time tm - It
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also has very little dependence on the type of shaping amplifier.
The solution to minimize this noise source is to avoid employing high loss 
dielectrics nearby the input terminal [26]. Consequently, it is usual to find 
the input JFE T  on Teflon supports [3].
4.10 T he equivalent input noise sources for a 
CSA
After all the noise sources have been introduced it is time to summarize them 
and take a few simplifications into account.
Nowadays JFE T  technology is so advanced tha t its Vi/f{cj) can be ne­
glected for most applications. For example, the IF 140 model by InterFET 
has its corner frequency (the frequency at which the white series noise equals 
the contribution from 1 / f  noise) a t lOHz. The frequency range in which 
the 1 / f  noise source dominates over the white noise is undoubtedly out of 
the bandwidth of the shaping filter. For the same reason 2md(w) can also be 
neglected [12].
Most JFETs can thus be modelled by two white noise sources only. The 
therm al noise from the channel (i;th(6<-’)) and the shot noise from gate leakage 
current (%g(w)) alone account for its noise behaviour.
The white current noise sources from the leakage current from the detector 
(^det(^)) and from the thermal noise from any resistors at the input (including 
the feedback resistor Rf )  Hh(^) also contribute to total noise.
It may be appropriate to include the noise effects from dielectric losses 
with the help of a 1 / /  voltage noise source vi/f{u}).
All the above noise sources referred to the input are sketched in figure 
(4.30). The original assertion of representing the noise from the system by 
a(w) = b{u) =  b„, and c(w) =  c./w  is now =
b{u) = bo = idet(w) + ig(u}) + *th(w)
a(w ~  +  4 )  +  s d S i t ?
i { t )  = 5(t) 4fcT§ = : Ciné 6(w) = 2g(/det + ff I c(w) = ^  = Vl//(w)
Figure 4.30: Noise sources from a CSA with a JFET input transistor.
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4.11 A lternative feedback im plem entations for 
charge sensitive preamplifiers
There are more possible feedback configurations for the charge sensitive 
preamplifier, other than the traditional one addressed in this chapter. They 
are all alternatives for replacing the feedback resistor and hence removing its 
associated thermal noise. Namely, Goulding [13] introduced the concept of 
opto-electronic feedback in which the feedback capacitance is injected with a 
current proportional to the charge integrated in the feedback capacitor. The 
use of pulsed-feedback was later established [17, 16, 18], where the feedback 
capacitor is discharged (reset) each time the voltage output by the pream­
plifier reaches a set value. Nashashibi [21, 19, 20] used the Pentafet as the 
input transistor of the preamplfier to discharge the integrating (feedback) 
capacitor. The Pentafet is a device where an extra terminal is added to 
the conventional four terminals of an PET, it works by applying a signal to 
this new terminal each time charge restoration is needed. As a consequence, 
the FET leakage current increases to a level which typically resets the inte­
grating capacitor over a time period of the order of 1 ps. Bertuccio [3, 4] 
suggested biasing the input FET so that it works with the gate-to-channel 
junction slightly forward biased, hence providing the required mechanism 
for the discharge of the integrating capacitor. Fazzi [8] and Bertuccio [2] 
have extended this last concept so as to encompass a broader range of useful 
monolithic implementations and detector sizes (capacitances).
On the grounds of the relatively large leakage current from the CdZnTe 
detectors (of the order of 1-10 nA), none of the above feedback techniques was 
pursued in the course of this work, in relation to the implementation of the 
conventional charge sensitive preamplifiers presented in chapter 5. However, 
in chapter 6 a new configuration of self-resetting preamplifier is discussed 
tha t may be suited to use with CdZnTe detectors.
4.12 Conclusions
It is clear tha t the charge sensitive preamplifier is the best configuration for 
CdZnTe detectors working as room-temperature spectrometers. This chapter 
presented the noise analysis necessary for the assessment of the performance 
of the implementations presented in chapters 5 and 6.
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Chapter 5 
N o ise m easurem ents
5.1 Introduction
This chapter uses the tools developed in chapter 4 to assess the noise perfor­
mance of preamplifiers constructed in our laboratory.
As any front-end amplifier for semiconductor detectors detecting X-rays, 
the preamplifier must have very low intrinsic noise. 100 keV X-rays create on 
average about 20000 ±  145 electrons in a CdZnTe detector (w % 5 eV) while 
10 keV X-rays only generate on average 2200 ±  45 electrons. If the noise 
of the preamplifier is not to be the determinant factor in setting the lower 
limit for the spectroscopic range, its equivalent noise charge (ENC) must be 
smaller than ENC associated with the statistical process of charge generation 
inside the detector. Hence the focus on low-noise preamplifiers.
Section 5.2 addresses issues related to the process of the data analysis. 
This is followed by sections 5.3 and 5.4 which compare noise data acquired 
by traditional methods from the preamplifiers implemented in the laboratory 
with theoretical predictions. Section 5.5 explains the need for more sophisti­
cated noise data acquisition and lays out the new Noise Acquisition System  
(NAS). This is followed by the analysis of some data acquired by the NAS. 
Finally, section 5.7 presents some conclusions.
5.2 Traditional noise m easurem ents
5.2.1 D escrip tion  of th e exper im ental procedure
The data acquisition system is represented in figure (5.1-(a)). A Hameg 
HM8130 pulse generator was used to provide sawtooth periodic signals with 
amplitudes that ranged from 20 V down to 20 mV. This input pulse shape
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proves to be very effective for testing preamplifier responses when applied 
to the preamplifier input pin through a very small test capacitor Ctest (of 
the order of a few pF). The pulse frequencies used varied from 400 Hz up to 
1 kHz with rise times of 400 ns and fall times of the order of the period of 
the pulses, thus injecting narrow current pulses into the preamplifier. The 
main amplifier, an Ortec 570, offers GR-RC pulse shaping and shaping time 
adjustment. The multi-channel analyser (MCA) is a PC based acquisition 
card (PCA-II (C) 1990) plugged into a 386 PC. Whenever necessary, rele­
vant voltages were measured with a Tektronix TDS 210 oscilloscope. Some 
parameters of the transistors used were measured using the Hewlett-Packard 
4156A precision semiconductor parameter analyser.
Pulse
generator —Ctest
Preamp Mainamplifier -MCA
Pulse
generator
_ Main 
amplifier -MCA
(a) Noise acquisition system. (b) Calibration system.
Figure 5.1: Block diagram of the calibration and noise acquisition systems.
Bearing in mind that the pulse generator is also a noise source and that 
its positioning in the acquisition system makes its noise level of the same 
order of magnitude of the equivalent input noise of the preamplifier, it was 
necessary to assess its noise performance. The similarity of pulse shapes from 
both preamplifier and pulse generator enabled the calibration process that is 
described in the next section and shown diagramatically in figure (5.1-(b)).
5.2.2 N oise from th e ancillary equipm ent
The pulse generator was plugged directly into the main amplifier with as 
short a length of BNC cable as possible therefore reducing electromagnetic 
pickup. The input pulse amplitude was then varied so as to cover the full 
range of the MCA with the gain of the main amplifier adjusted with the same 
settings as for the experiments with the preamplifier. The pulse shaping time 
(r) was then varied throughout its whole range (0.5-10 jus).
While the function generator is plugged directly into the main ampli­
fier the total resolution results from the individual contributions of both the 
function generator and the main amplifier. These two noise sources are sta­
tistically independent and therefore add in quadrature to the total FHWM
[7] as expressed in equation (5.1).
FHWMLai -  FHW Mi amplifier "F ^ ^ ^ ^ ^ ^ fun ction  generator (^■^)
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A typical data set is presented in figure (5.2), where both a set of experi­
mental data points and its least squares linear fit as a function of the square 
of the voltage input to the main amplifier (V J^) are shown. The original data 
from the MCA was fitted by a dedicated program in C [12] with a Gaussian 
using the minimum algorithm [8] to find the centroid and the FHWM of 
each peak measured by the MCA. The errors in the experimental data points 
are so small tha t the error bars lie inside the symbol for each point.
cn"0)C
§
2.95
2.90
2.80
2.75
2.70
Calibration for r  =  2/is
-e— Average 
a — Linear Fit
1000 2000
(mV2)
3000 4000
Figure 5.2: Set of calibration data points, and least squares linear fit, as a
function of V^.
It is seen tha t the total noise level varies with the voltage level input to 
the main amplifier. The linear fits for the different values of r  are in the 
following format:
FHWM^ =  6 -k m X
where both FHWM^ and b are in channels^, and in mV^. The Y-intercept 
relates to the noise from the main amplifier, as it is not expected tha t its 
noise level is dependent on the magnitude of the voltage signal present at 
its input. The slope then represents the noise voltage from the function 
generator alone. The two parameters, b and m, found for each value of r , 
are presented in table (5.1). Figure (5.3) shows the noise generated by the 
combination of the pulse generator and the main amplifier for the different 
values of r.
There are two errors associated with such assignments:
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T ifis) m (channels^) b (channels^mV
0.5 6.89 X 10-^ 5.42
1 6.81 X 10"^ 3.88
2 5.22 X 10-^ 2.71
3 5.61 X 10"^ 2.20
6 6.46 X 10-^ 1.58
10 9.07 X 10-^ 1.24
Table 5.1: Parameters obtained from the least squares fit to the calibration 
data  points.
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(mV^)
Figure 5.3: Linear fits to experimental points from calibration for the differ­
ent values of r .
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9 The assumption tha t the function generator will be noiseless when 
Vin =  0 V may not be good;
• There is not enough evidence to assume that the output noise from 
the function generator behaves in a linear fashion with the ampli­
tude of the voltage input to the main amplifier (it is assumed that 
F H W M f u t i c t i o n  g e n e r a to r  OC -
However, the difference between any data point and the linear fit to the 
experimental points is less than 0.0138 of a channel. This is negligible when 
a typical FHWIVI is larger than 4.5 channels, corresponding to an error less 
than 0.31%.
The fact that the noise associated with the function generator (coefficient 
m  in table (5.1)) is changing with r  can be attributed to the fact that its 
noise power spectral density may not be white.
As the noise contributions from the function generator and main am­
plifier are now separated it is fairly straightforward to subtract their noise 
contributions from ENCtotai to evaluate ENC for each preamplifier alone.
The noise due to the system (FHWIVlgyg^g )^ is assessed using both the 
data from the noise calibration and the voltage gain of the preamplifier (G p a ),  
defined as the ratio of the voltage amplitude output by the preamplifier to 
the voltage amplitude output by the function generator. This is expressed 
in equation (5.2), where q is the charge of the electron.
I  F H W M 3 % „ „  = F H W M L c t i o n  Bensrator X +  F H W M ^ i „  ampHRer
1 piVjp2 „  ,5 (^ '4L — 'preamplifier P E A K  CENTRO ID^
Once FHWMsystem is known, ENCpreampUfier is easily extracted from the to­
tal FHWM measured by the MCA with the preamplifier in place (FHWMtotai) 
as sketched in figure (5.1-(a)) in page 126.
5.2.3 N o ise from th e pream plifier
The following sections are devoted to studying practical cases of preamplifier 
configurations, making use of the charge sensitive preamplifier shown in figure 
(5.4) [10].
The preamplifier has a JFE T  input transistor used in the common-source 
configuration followed by a transimpedance amplifier. This transimpedance 
amplifier is in effect achieved using the BJT transistor Qc followed by a large 
impedance formed by the bootstrapped resistance i^ioad-
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The preamplifier was enclosed in a Faraday cage and the total length of 
BNC cable from the pulse generator up to the main amplifier minimized in 
order to effectively shield the system against electromagnetic interference.
Gpa was found to be 1.58 using the oscilloscope. Both the voltage output 
by the function generator as well as the voltage output by the preamplifier 
were measured using a time average of 128 samples provided by the oscillo­
scope.
The noise from pulse generator and main amplifier was then subtracted 
from the total noise and the net FHWM is accounted for by the noise from 
the preamplifier only.
V „„=+12V
f^lel
3 .3 kCf II 2.2p
lOOM■m-
bbl
eft
10k
detector
V „ „ = + 1 2 V bb2
bbl NPN BJT: 2N3904  
PNP BJT: 2N3906 
N-channel JFET: BF244A
bb2
100
bb21
Figure 5.4: Schematic capture of the charge sensitive preamplifier.
5.2 .4  N oise sources in the pream plifier
The intrinsic noise from the preamplifier is divided into two groups of noise 
sources: the series voltage noise sources, and the parallel current noise sources. 
Each group consists of two noise sources, the later being differentiated by 
their power spectral densities [9]. The reason for this division becomes ap­
parent when the individual contributions to ENC are evaluated taking into 
consideration that the signal from the preamplifier is filtered by a CR-RC
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shaping amplifier (the main amplifier) with time constant r  before its pulse 
amplitude is assessed by the MCA.
The series voltage noise sources are exclusively to do with noise from the 
components of the amplifying stages of the preamplifier and, if the system 
is carefully designed, the input JFET transistor will account for both the 
following noise sources:
a) The white series voltage noise source relates to thermal noise in the 
JFET channel:
ErC^ =  Ç a o C A  (5.3)
where ‘e’ is Nepper’s number (2.718...) and uq the power spectral den­
sity of the referred noise source. Cjn, the total equivalent capacitance 
present at the input of the preamplifier, is the sum of various contri­
butions:
C7in — C^detector T  f^preampliRer T  ^feedback T  C*stray
Equation (5.3) can also be written as a function of an equivalent re­
sistor Rs. If Rs were placed in series with a noiseless (as far as white
series noise is concerned) preamplifier it would generate the same ENC^.
Therefore, because Rs generates a voltage noise source with a power 
spectral density 4kTRs. EN3^ is written as;
ENC: =  (5.4)
b) At low frequencies is the necessary to introduce a 1 / /  series noise source 
to model the noise behavior of the input JFET:
e2ENC:/; =  (5.5)
where cq is the angular frequency at which the power spectral density 
of this noise source is equal to unity (see chapter 4).
The parallel noise sources account for noise originating outside the pream­
plifier itself (the feedback resistor, the detector, and the dielectrics at the 
input electrode of the preamplifier) and from the gate leakage current of the 
input JFET, which should be negligible for a well designed preamplifier. In 
other words, it can be considered that the preamplifier generates series noise 
while the other components contribute to the parallel noise.
Noise from the parallel current noise sources is divided into two terms:
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a) The gate leakage current of the front-end JFET and the feedback re­
sistor generate white parallel current noise:
ENC: =  ^ 60^ (5.6)
where bo is the power spectral density of the equivalent white noise 
source. Writing ENCp as a function of an equivalent parallel resistor
Rp-
urp
ENC? = ^ - ^ T  (5.7)'  2
b) Finally, a parallel current noise source with a power spectral density 
proportional to frequency /  is explained by noisy dielectrics near the 
input terminals of the preamplifier. The /  parallel current noise source 
generates ENC which is independent either of C\n or r  and only a func­
tion of both the quality of the dielectrics of the materials present near 
the input of the preamplifier and the temperature at which the pream­
plifier is operated [9]:
E N C ^  =  /Cdielectrics^ ( 5 .8 )
Closely following Radeka’s experimental procedure [9] while making use 
of the equations above it is possible to separate each individual contribu­
tion provided tha t data is acquired for different shaping times and different 
detector capacitances.
5.2.5 T he series noise sources
If Cin is made very large by using very large detector capacitances, say 
Cdetector =  100 pF, the series noise dominates the total noise figure (ENC^otai) 
and under these circumstances it is possible to write:
ENC:„t„ «  ENC:/; +  ENC: =  +  ^ ^ k T R , c A  (5.9)
which simply states tha t ENE^otai & function of 1/ r  is a straight line. 
Figure (5.5) illustrates the experimental data points along side the results 
from a linear regression using the least-squares method. The linear fit has a 
good correlation coefficient [R ~  0.998).
To evaluate the series noise contribution for other detector capacitances 
all we have to do is to scale down the two coefficients, 6100 and mioo by an
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Figure 5.5: Total as a function of 1 / r  for Cdetector =  100 pF.
appropriate factor. For example, if a new set of data points was acquired 
with Cin =  10 pF then the coefficients for a linear fit to ENC^ +  ENCj/^, &io 
and mio, would be:
bin ~  bi V I O O / ,  
mio = mioo X ( j ^ )
1^0 -  wioo ^ (5.10)
However, this is no easy task. It is difficult to find the exact value of Cjn 
for each different detector capacitance Cdetector since;
^ i n  ~  ^ d e t e c t o r  “b  ^ ^ p r e a m p lif ie r  T  C f e e d b a c k  "b ^ s t r a y
Even though Cfeedback IS known and Cpreampiifier can be approximately eval­
uated [6], it is absolutely impossible to directly assess Cgtray Moreover, be­
cause in this particular experiment the preamplifier was built on breadboard 
(as opposed to a printed circuit board), Cgtray is not only expected to be large 
but to change each time Cdetector is replaced.
The solution to overcome this problem is based on the property of inde­
pendent noise sources adding up in quadrature to the total noise of a system. 
Say the to tal equivalent noise charge is the result of two independent noise 
sources A and B. Table (5.2) shows the calculated ENCtotai and the induced 
error if it is assumed tha t total noise equals the largest contribution (noise 
source A in this instance). It is not difficult to understand tha t if one noise 
source has an associated equivalent noise charge (ENC^) one order of mag­
nitude larger than the second largest contribution, it is possible to consider 
th a t ENCtotai equals ENC A, with an associated error under 0.5%.
Since white series noise is proportional to 1 /r  (equation (5.4)) while white 
parallel noise is proportional to r  (equation (5.7)), than it is possible to 
separate one ENC from another by adjusting r  in the range 0.5-10 jus.
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E N C ^ E N C g E N C t o t a i EN?toUl-ENCA X 1 0 0 %r^ INUtot»!
A A 1 . 4 1  A 2 9 . 2 9
2  A A 2 . 2 4  A 1 0 . 5 6
5  A A 5 . 1 0  A 1 . 9 4
1 0  A A 1 0 . 0 5  A 0 . 5 0
2 0  A A 2 0 . 0 2  A 0 . 1 2
5 0  A A 5 0 . 0 1  A 0 . 0 2
1 0 0  A A 1 0 0 . 0 0  A 0 . 0 0
Table 5.2; Relation between the ENC of two independent noise sources, A 
and B, and their total ENC.
D ata from any experiment with a reasonable value for Cdetector (e.g. 
Cdetector in the range 1-20 pF) plotted on a graph of ENC^ vs 1 /r  shows 
two distinct shaping time ranges where the white series and white parallel 
noise sources dominate the total noise figure. Figure (5.6) presents two typ­
ical data  sets for two different detector capacitances. Three different regions
150
g 125
100
o
CM E-*
C d e t e c t o r  —  2 . 2  p F
0.00 0.50 1.00 1.50 2.00
1 /r  (/is 1)
Figure 5.6: Total ENC^ as a function of 1 /r  for different C d e t e c t o r  capacitances.
can clearly be defined for each curve of the graph. For small r  (right hand 
side of the X-axis) the series white noise (proportional to 1 /r)  is dominating 
the total noise and ENC^ t^ai is clearly seen varying in a linear fashion with 
1 /r . For large r  (left hand side of the X-axis) the parallel white noise (in­
versely proportional to 1 /r)  is dominating the total noise. The third region, 
in the mid range of 1 /r  values, accounts for a noise level where neither of
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the above noise sources is dominant. Both 1 / f  series and /  parallel noise 
sources are independent of 1 /r  and hence determine the baseline offset in 
figure (5.6).
Considering the data points in the region where the white series noise 
is dominating over the white parallel noise source (small r)  then ENCtotai is 
approximated by:
EN3?otai -  ENC^ +  ENC?/^ +  ENC
The slope of the least-squares fit to these set of data points provides 
the value of C,n. Suppose there are two such sets of data, where set a was 
obtained with C d e t e c t o r ,a ,  while set b with C d e t e c t o r ,b -  Then:
(5.12)m , /Cm,a ym i ÿ & T & C ? , \ Q „ ,J
where rua and mb are the slopes of the two data sets. Now,
C i n  —  ^ i n  —  C d e t e c t o r  T  C p r e a m p iif ie r  C f e e d b a c k  T  C s t r a y
but there is no way of measuring Cpreampiifier +  Cstray =  Cintrinsic- However, 
from equation (5.12) and knowing Cfeedback, it is possible to find Cintrinsic and 
consequently C i n ,a  and C i n .b -
C i n , a  C d e t e c t o r ,a  “b  C f e e d b a c k  T  C in t r in s icn __________________________________________________
C i n ,b  C d e t e c t o r ,b  "b C f e e d b a c k  "b C in t r in s ic
I ^ d e tec to r .a  “t* ^ feed b ack  J I ^ d e tec to r .b  "t" ^ feed b ack  J
C in t r in s ic  ~
( C , b C f e e d b a c k ) ( C , “b C f e e d b a c k /  Q n  b
(5.13)
' in ,b -  1
The mathematical development of the expression above assumes that 
Cintrinsic is coustaut throughout the experimental procedure. However, due to 
the nature of the implemented circuit (the first data set was obtained with 
the circuit running in a breadboard), it is known that this is not necessarily 
true, especially for the case when C d e t e c t o r  =  0 pF. In practice, it is reason­
able to assume that Cintrinsic is in fact constant for all Cdetector 7^  0 (which is 
a good approximation when then circuit is implemented in a printed circuit 
board). The associated Cstray may therefore be calculated once Cpreampiifier is 
evaluated. Cdetector =  0 pF is then evaluated separately. Table (5.3) presents
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Cdet Linear fit coefficients i^n, detector i^n, 100 pF
Cstray
+
Cpreamp
Cstray Cpreamp Cin
(pF) 6(C") m  (C2s) (pF) (pF) (pF) (pF)
0 6.36 X10-33 2.40 X10-39 0.13 13.16 8.75 4.41 15.36
2.2 9.02 X10-33 4.02 X10-39 0.17 15.21 10.80 4.41 19.61
3.3 8.51 X10-33 5.17 X10-39 0.19 17.11 12.70 4.41 22.61
4.7 7.02 X10-33 6.91 X10-39 0.22 19.82 15.41 4.41 26.72
6.8 9.96 X10-33 6.71 X10-39 0.22 16.65 12.24 4.41 25.65
15 1.53 X10-32 1.06 X10-33 0.27 14.51 10.10 4.41 31.71
100 9.22 X10-32 1.44 X10-37 1 16.66“ 12.25 4.41 118.86
Table 5.3: Coefficients of the linear regression fits for the different values of 
Cdetector- Values for the stray capacitance Cstray are also included.
“Average of the results for Cdetector ^ 0
the results of applying these concepts to the set of Cdetector capacitances that 
were used in the experiments.
Once the Cin,a/Cin,b factors are known the series noise can be scaled down 
from the Cdetector =  100 pF data set. If this linear fit is included in a graph 
of ENCtotai vs 1 /r  its Y-intercept provides relevant information to evaluate 
ENCiyy. This is easy to understand considering equation (5.9) and
E N O L e s ,  X  ( '  (5.14)
\  ^ in , 100 pF /
5.2.6 T he parallel /  no ise source
The intercept of the linear fit to the data points for each value of Cdetector, in 
the range where the white series noise source is dominating equals ENC^/y +  
ENCy (see equation (5.11)). Because ENC^yy is already known, evaluating 
ENC y is straightforward.
5.2 .7  T he w h ite parallel no ise source
Once ENCg, ENC^y, and ENCy are known, ENCj is easily found out by 
subtracting the other three contributions from ENCtotai- Figure (5.7) shows 
a typical data set analysis.
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Figure 5.7: Typical ENCjotai nnd its contributions.
5.2 .8  C onclusions
The traditional method for separating the various noise contributions to 
ENCtotai proposed by Radeka [9] is very effective. However, as the shap­
ing amplifier only provided 6 different settings for r ,  the data analysis suffers 
from a restricted number of data points. Consequently, all data  fits, partic­
ularly the linear fit to the parallel noise, have somehow limited accuracy.
5.3 The pream plifier in the breadboard
This section presents the results from the noise data analysis for the pream­
plifier sketched in figure (5.8) implemented on a breadboard.
Table (5.4) presents the results obtained for the various noise sources 
(see section (5.2.4)), while figure (5.9) illustrates the excellent fit to the ex­
perimental data points provided by this data analysis with an example for
^d etector — 4.7 pF .
In table (5.4), the series 1 / f  noise source is described by its cq coefficient 
which represents its power spectral density at 1 rad/s. The series white noise 
source is given in two different and convenient units: a) the equivalent series 
resistor R s’, and b) its mean square root power spectral density /equal
is the corner frequency at which the two previous noise sources have equal 
power spectral densities. The parallel /  noise source is given in ENC. In
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*'flel3.3k
lOOM
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■cfl
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bb2
bbl bbI2 NPN BJT: 2N3904 
PNP BJT: 2N3906 
N-channel JFET: BF244A
bb2
100
bb2t
Figure 5.8: Schematic capture of the charge sensitive preamplifier.
Series
1 / /noise
Series
white
noise
Parallel
fnoise
Parallel
white
noise
C*det
(pF)
C ’stray
(pF)
# Rs
(fi)
y/âô /e q u a l
(kHz)
V  ^dlelectricsT
(rms electrons)
Rp
(Mf2)
fiea k
(nA)
0 8.75 1.77 670 3.32 160 385 18.88 2.72
2.2 10.80 1.81 687 3.36 160 448 15.79 3.26
3.3 12.70 1.75 665 3.31 160 390 15.30 3.36
4.7 15.41 1.68 636 3.24 160 245 13.23 3.89
6.8 12.24 1.77 670 3.32 160 411 15.82 3.25
15 10.10 1.83 695 3.38 160 529 17.94 2.87
100 12.25 1.77 670 3.32 160 - - -
Table 5.4: Set of data points for the noise sources of the preamplifier running 
on a breadboard.
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Figure 5.9: ENCtotai points and curve fit for Cdetector =  4.7 pF.
addition, the parallel white noise source being related to R f  and leakage 
currents is represented as: a) an equivalent parallel resistor Rp., and b) as an 
equivalent leakage current /leak-
From this data, it is possible to define the average and the standard 
deviation for each of the individual noise sources as shown in table (5.5). The 
table also gives noise data of the relevant components of the preamplifier as 
published by the manufacturers.
It is apparent tha t the noise results can not be explained based on the 
performance of the input JFET and the feedback resistor alone. Noise from 
the second stage of the preamplifier must also be taken into account. Figure 
(5.10) shows the noise sources associated with the different components of 
the preamplifier.
Zinput represents the contributions due to Cdetector, the input capacitance 
of the JFE T  (Ji„), i?/, C /, and all the stray capacitance present at the input 
of the preamplifier. This impedance can be considered to be equivalent to its 
capacitance in the frequency range of interest (defined by the time constant 
(r) of the shaping amplifier) [7]. Zioad is the equivalent impedance seen by the 
collector of Qc, and is actually calculable as the parallel of R\oad with Cioad, 
bootstraped by Cbstp (see figure (5.8) on page 138). Again, this impedance 
can be considered to be equivalent to its capacitance in the frequency range 
of interest [2].
zj input represents the thermal noise from R f  and also the shot noise as­
sociated with the JFET gate current and any leakage currents at the input
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Experimental data
Temperature of operation (K) 298
1/f noise coefficient 1.77 ±0.02
Equivalent series noise resistance (fl) 671 ± 7
Series noise voltage
( æ )
at /  =  1 kHz 
at /  = 10 kHz 
at /  = 100 kHz
42.18
13.70
5.36
(rms e/pF) @ r  = 2 jj,s 18.9±1.2
Noise due to dielectrics (rms e) 404 ±35
Equivalent parallel noise resistance (Mil) 15.61 ±0.8
Equivalent gate lealcage (nA) 3.22 ±0.2
Preamplifier noise 
(Cdetector ~  0 pF, T = 2 /is) (rms e) 545 ±2
Components characteristics
Feedback resistor (Mil) 100
Input JFET transistor BF244A
Gate leakage current (pA) < 1“
1 / /  noise coefficient {{jN^) 0.01
Equivalent series noise resistance (fl) 133
Series noise voltage 
(^ )
at /  = 1 kHz 
at /  = 10 kHz 
at /  = 100 kHz
% 3 
«  2.2 
% 2
JFET corner frequency /equal (Hz) w 4500
Table 5.5: Summary of the noise sources of the preamplifier running on a 
breadboard and noise data on R f  and the input JFET.
“As measured by the Hewlett-Paclcard 4156A parameter analyser.
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Figure 5.10: Noise sources originating in the preamplifier, 
terminals of the preamplifier. Hence:
ik T
'’n ,in p u t Ri -p 2çJgate +  2çJieakage (5.15)
From both this equation and the results from the data analysis it is found 
tha t the circuit has a leakage current of 2.7 nA at its input terminal (the gate 
of the JFET). This may be due to dust deposited on the circuit, as well as 
to “greasy finger tips” on the board.
in p u t  is the series 1 / f  noise source from the JFET, Ir,c h a n n e l  thermal
noise in the channel of the JFET. and represent
the thermal noise generated by Rd, / s^ource, Rio&d, and Hbias (the resistor 
network tha t biases the base of Qc) respectively, models the thermal 
noise in the base spreading resistor fbb of Qc- The shot noise in the base 
and collector currents is simulated by the two noise current sources b and 
Finally, the noise from the other stages of the preamplifier is accounted 
for by and Figure (5.10) includes the various predicted noise spectral 
densities for all the referred noise sources.
The JFET is very noisy as far as 1 / /  noise is concerned -  it is not consid­
ered to be a low noise JFET by the manufacturers. On that account its data 
sheets do not quote a figure for its white noise power spectral density. How­
ever, from the trend of the series noise power spectral density in the graph 
provided in the data sheets and the theoretical expression for the thermal 
noise in the channel, its series noise is taken to be equal to 1.48 nV /\/H z, or
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to an equivalent series resistor of 133 As the equivalent series resistor of 
the preamplifier is 671 Q, much larger than the value provided by the JFET, 
it is needed to take other noise sources into account to explain the total noise 
figure.
Lets consider the effects of »lb. t'n.bb- 'L ias' »n>
and v^.
can be ignored when compared with [2], the reason being that
l^ioadl ~  is a bootstrapped capacitor for the frequency range of inter­
est. All the other noise sources must be evaluated before one can draw any 
conclusions. Equation (5.16) refers all these noise sources to the input as 
equivalent series noise sources, also including channel so tha t their relative 
weights to the total equivalent white series noise, t’n,input! &re immediately 
assessed.
^n, i nput  =  ^ I c h a n n e l - ^  +  +  *n,Rsource f +  ^ , b  f +  ~
i / m \  9m /  \  9m
( ^  +  +  Source) +  Source),,2 ^  ;2 D' ^n,bb r)2 ' ‘’n.bias-^, ias'^*'bias n 2
source -^^source
2
/  1 \ ^  /  1 \  ^
+  +  - )  +  'n +  - )  +  (5.16)
The power spectral densities of and have not been specified but,
as it is shown below, the experimental results agree well with the theoretical 
predictions without having to take these two sources into account. Table 
(5.6) presents the results for the contributions of the various noise sources.
The value of rbb is not available on the data sheets provided by the 
manufacturer and its value was adjusted so that the theoretical predictions 
agree with the experimental results. Its value of 320 is well within the 
range expected for a small-signal BJT transistor (rbb E [10-500 f]]) [4].
The total series 1 / /  noise, with a coefficient Cq =  larger
than the expected Cq ~  M M L dly2 fjom the JFET alone. The excess of 1 / /  
noise may be attributed to the resistors near the input, namely Rd and i^ source 
[3] , but no data to corroborate this statement has been obtained.
The total ENC of the preamplifier is seriously degraded by the large stray 
capacitance at the input, Cgtray =  12.25 ±  0.82 pF. Also the quality of the 
contacts, especially near the input JFET transistor, make the rms equivalent 
noise charge increase by 404 electrons (see table (5.5) on page 140).
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Components
Rd
Rioad
33 n
3.3 kfi
10 k n
BF244A
b^b
ffm
“320 n
5 X 1 0 -3  s
Noise PSD^
Total measured 11.0 X 10-13 3.32
Total predicted 10.9 X 10-18 3.31
Predicted noise PSDb Fnirnis*^ Predicted noise PSDb Vn.rms'^
Thermal noise 
in the channel,
^n,channel g'^
2.2 X 10-18 1.48
Thermal noise 
in Tbb of Qc,
..2 (^+iîd+Jî=ource)^ 6.04 X 10-18 2.46
Thermal noise 
in Rd, 
*n,Rd-^d
0.54 X 10-18 0.74
.^ source
Thermal noise in i?biasi
1.54 X 10-18 1.24
Thermal noise
in iîgourcei
W  air)
0.27 X 10-18 0.52
Thermal noise in Rioadi 
"n.a.oad +  3%)
0.09 X 10-18 0.30Shot noise in the 
base current of Qc,
*n,b +  5^-)
0.26 X 10-18 0.51
Table 5.6: Equivalent series white noise at the input of the preamplifier.
“Value adjusted to data points.
**PSD =  Power spectral density (V^/Hz). 
‘^ Vn.rras =  rms voltage noise density (nV /V lïz).
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5.3.1 C onclusions
As figure (5.11) illustrates, the optimum value for r  is about 2-3 /xs for a 
range of detector capacitances. This is a large value as far as CdTe and
15 pF 6.8 pF - A — 4.7 pF
2.2 pF^ 1 2 0 0gr. 1000
800
600
400
0.0 0.5 1.0 1.5 2.0
1 /r  (/xs
Figure 5.11: ENC for different values of Cdetector-
CdZnTe are concerned if charge trapping effects are to be avoided, r  of the 
order of 0.5 /xs is a more appropriate value. To achieve such a low optimum 
shaping time the series noise must be reduced. This means reducing the noise 
contributions of i?bias by adjusting the value of the resistors tha t comprise 
the biasing network and also reducing rbb by using another BJT transistor, 
and by introducing a filter at an appropriate point in the preamplifier [2].
Replacing the JFET is also needed so tha t the l / f  contribution is mini­
mized.
Implementing the preamplifier on a printed circuit board is expected to 
bring the stray capacitance down (as well as to make it constant throughout 
the experimental procedure).
It is also needed to implement ways of reducing noise from dielectric losses
[1] if the aim is to achieve a preamplifier with ENC as low as possible.
5.4 The pream plifier in the printed circuit 
board
The same circuit was subsequently tried on a printed circuit board maintain­
ing the previous circuit settings. Figure (5.12) depicts the preamplifier and 
table (5.7) presents the results of the data analysis.
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Figure 5.12: The preamplifier on the printed circuit board.
Temperature of operation (K) 298
l / f  noise coefficient (/iV^) 1.14±0.00
Equivalent series noise resistance (fl) 525 ±1
Series noise voltage at /  = 1 kHz 
at /  = 10 kHz 
at /  = 100 kHz
33.85
11.06
4.47
(rms e/pF) @ r = 2 /xs 15.43 ±0.57
Noise due to dielectrics (rms e) 386 ± 4
Equivalent parallel noise resistance (Mfl) 15.44 ±0.2
Equivalent gate leakage (nA) 3.35 ±1.37
Preamplifier noise 
(Cdetector — 0 pF, T = 2 /xs) (rms e) 520 ±2
Table 5.7: Summary of the noise sources of the preamplifier running on a 
printed circuit board and noise data on R f  and the input JFET.
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5.4.1 C onclusions
The input stray capacitance decreased 30%, from 12.25 pF to 8.55 pF. That 
alone is responsible for a lower ENCg. This is particularly evident in the low r  
range in figure (5.13), where the series noise is dominating total noise. Stray
900
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fi 800 2^ 750 
3L 700 
650 
9  600 
^  550 
500
-e— Bread board 
o - P C B
15
g
0.0 0.5 1.0 1.5 2.0
1/r (/iS 1)
Figure 5.13: Comparison of the performance of the preamplifier when imple­
mented on a breadboard or a printed circuit board.
capacitance is still large though, and a method for further improvements on 
this issue is fundamental.
The noise from dielectric losses has decreased 4.5%, from 545 down to 
520 rms electrons. Although there is a measurable improvement this is still 
not good enough, bearing in mind tha t a 100 keV X-ray generates about 
22000 electrons, with an associated ENC under 150 electrons. Implementing 
the preamplifier using Teflon standoffs for the sensitive components of the 
preamplifier [1] may bring improvements in this respect.
The relative weight of the various contributions to the total equivalent 
input series noise voltage is still the same as it would be expected from the 
circuit. However, it was found out tha t Rs = 525 Ü was lower than for the 
circuit running on a breadboard. This new value sets =  198 Q which can 
be explained by possible variations in the manufacturing process.
The results on the parallel noise sources are consistent with the previous 
set, obtained for the preamplifier implemented on the breadboard, within 
experimental error. This means, of course, that there is still a large leakage 
current of the order of 2.7 nA.
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5.5 The l / f  noise acquisition system
It is apparent from the experimental results that there is a large fraction of 
l / f  noise from other components other than the input JFET in the pream­
plifier.
It would be interesting to find how much of that noise is coming from 
each of the individual components, namely from the resistors. Having an 
experimental procedure to investigate the magnitude of 1 / /  noise will help 
to bring the noise of the preamplifier down.
This noise can not be physically explained, nor its magnitude predicted 
[7, 11]. Noise measurements of different samples of the same component will 
result in different levels of 1 / /  noise. It is therefore convenient to have a way 
to not only explain the l / f  noise levels of the preamplifier under study but 
also to be able to choose the best components of the stocked set. For this 
purpose the l / f  noise acquisition system  (NAS) was built.
The block diagram of the NAS is sketched in figure (5.14). The NAS is 
controlled by a 386 PC running at 25 MHz via a 50-way cable comprising both 
data, control and status buses. This acquisition system is currently capable 
of acquiring data sets 4 x 10® samples long, of signals with frequencies up 
to 20 kHz and magnitude in the range [—2.5;-f2.5 V]. The combination of 
the frequency range with extremely long data sets proves to be appropriate 
for most measurements in the low frequency range where the l / f  noise is 
evident. However, the NAS is capable of further extending the frequency 
range up to 40 kHz. Furthermore, it does not set a limit on the maximum 
number of acquired data points. The speed of acquisition and the data length 
are currently being determined by the PC.
INPUT SIGNAL
PC
12 BIT 
ADC PC
FARADAY CAGE
RC FILTER
FIFO BUFFER
LOGIC
ANTI-ALIASING
FILTER
Figure 5.14: Block diagram of the l / f  noise acquisition system  (NAS).
The NAS interacts with the external world with a Linear Technology 
LTC1275 ADC. This 12-bit ADC has a maximum sample rate of 300 ksps
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and a [—2.5;+2.5 V] dynamic range. The input signal is filtered through a 
low-pass RC filter, followed by a series of two Linear Technology LTC1065 
fifth order low-pass Bessel filters. All the three anti-aliasing filters are tun­
able, producing a combined frequency cut-off ranging from under 1 Hz up to 
40 kHz.
The 12-bit word from the ADC is input to two Cypress Semiconductor 
CY7C421 512-deep FIFOs, the output of these is buffered by two Texas 
Instruments SN74LS244 buffers and connected via a 50-way cable to the PC. 
The FIFOS add asynchronous data transfer to the features of the NAS.
The NAS is internally operated by an Altera programmable logic inte­
grated circuit EPF8282ALC84. The EPF8282ALC84 is clocked by a 32 MHz 
internal clock. This device reads the control bus (from the PC), selects the 
RC filter and sets the frequency of the clock-tunable Bessel filters. It co­
ordinates the acquisition process with the ADC conversion, the temporary 
data storage in the FIFOs, and the data output to the PC. Additionally, it 
generates the flags that are also output to the PC via the status bus.
To minimize electromagnetic interference with the input signal and max­
imize the SNR, the analog tracks are kept as small as possible and shielded 
by a dedicated analog ground plane. Also, the whole l / f  noise acquisition 
system  is enclosed in a Faraday cage. A photograph of the NAS can be seen 
in figure (5.15).
Once data is acquired it is post-processed by a dedicated C-based program 
developed in the course of this work. This piece of software produces the 
power spectral density of the acquired data.
As was said, the input voltage range of the l / f  noise acquisition system  
extends from —2.5 V to 4-2.5 V and signals with amplitudes of the order of 
mV are identified. However, the rms noise voltage generated by the thermal 
noise on a, say, 100 Mil over the current maximum bandwidth (20 kHz) is 
only 0.2 mV. This justifies the usage of the so called noise amplifier, which 
is explained in the following section.
5.5.1 T he noise am plifier
The noise amplifier is a low-noise amplifier with a gain equal to —1001. 
It is comprised of two amplifying stages, as seen in figure (5.16) so that 
its bandwidth could be made flat over the whole range of the l / f  noise 
acquisition system. It is also kept in a Faraday cage.
The first stage is a non-inverting amplifier, based on the Burr-Brown 
OPA627 opamp, with gain 101. This gain makes it possible to ignore the 
noise contribution of the second stage. This opamp has JFE T  inputs so 
tha t its input current noise can be neglected. As for the input voltage noise.
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Figure 5.15: Photograph of the NAS.
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Figure 5.16: Diagram of the noise amplifier.
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the corner frequency is of the order of 1 kHz and the white voltage noise 
has a typical density of 4.5 nV /\/H z, 3 orders of magnitude smaller than 
1.3 /JjV /V H z for a 100 MfZ resistor. The non-inverting configuration was 
chosen so tha t the noise amplifier has a gain that is independent of the 
output impedance of the circuit under study.
The second stage uses the Burr-Brown OP 124 opamp in an inverting 
configuration. It adds gain to the circuit while keeping the output impedance 
low. The noise amplifier has an overall gain equal to —1001.
5.6 R esistor noise
A resistor is a good calibration component for noise measurements. Its ther­
mal noise is very predictable, only depending on the temperature and the re­
sistance of the resistor itself. Moreover, resistors may have non-uniformities 
of the resistance film, resulting in a frequency dependence of the resistance 
at low frequencies [9]. This effect can be detected with the NAS along side 
the power spectral density produced by the resistors.
Figure (5.17) illustrates the experimental settings of the experiment un­
dertaken with the noise amplifier and the NAS in order to measure noise 
from high-value resistors.
10 kfi-m-OPA627
output to NAS
OPA124
’s t r a y ' t e s t
Figure 5.17: Diagram of the noise amplifier.
Figure (5.18) presents typical results of the noise analysis performed on 
a 100 MQ resistor. Along side with the experimental results (labeled ‘to­
ta l’), the graph also includes three other curves. The first is the expected 
total noise at the output of the noise amplifier (labeled ‘to tal PSPICE’) as 
predicted by PSPICE [5]. The second is the expected noise at the output 
of the noise amplifier due to the thermal noise of the resistor alone (labeled 
‘white’). The unexpected corner frequency seen in the graph is due to the 
20 pF stray capacitance present at the input of the noise amplifier. Lastly, 
the noise contribution from the OPA627 operational amplifier as predicted 
by PSPICE [5] is labeled ‘OPA627’.
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Figure 5.18: Typical noise from a 100 Mf] resistor.
Figure (5.18) illustrates the excellent agreement between experimental 
data, SPICE [5] simulations and the theoretical predictions based on the 
expected (white) thermal noise density of the resistor. It is also clear that 
the noise amplifier is well designed to meet the low-noise requirements of 
these type of data acquisition.
The frequency corner was thought to be the result of the input capacitance 
in parallel with the resistor. This capacitance is the sum of the input capaci­
tance of OPA627 with all the stray capacitance Cgtray The experiment with a 
range of resistors with different magnitude shown in figure (5.17) proved the 
assertion to be right. It is seen tha t the frequency corner is a function of the 
magnitude of the resistor, as would be the case for a resistor in parallel with 
an approximately constant capacitance of the order of 20 pF. Furthermore, 
no frequency dependence of the resistance of the resistors [9] is seen at low 
frequencies.
5.7 Conclusions
This chapter explored the noise analysis introduced in chapter 4 applying 
the traditional noise analysis method to two conventional charge sensitive 
preamplifiers developed in the course of this thesis.
It was seen tha t the developed preamplifiers need to be redesigned so 
as to have their ENC reduced to a level accepted for X-ray spectroscopy 
with room-temperature CdZnTe detectors. The future should see the cir­
cuit design implement preamplifiers with low-noise input JFET transistors
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Figure 5.19: Variation of the resistor thermal noise with its magnitude.
mounted on Teflon standoffs [9, 1] and larger values of the feedback resis­
tor. Some attention should also be paid to minimize the noise contribution 
of the second stage of the preamplifier. As mentioned in chapter 4, it is of 
no benefit to work with preamplifier topologies without a feedback resistor 
before developments on CdZnTe material properties bring the leakage cur­
rent of room-temperature operated detectors down by at least three orders 
of magnitude (i.e. from 1-10 nA down to 1-10 pA).
The development of the NAS brought a very useful added noise analysis 
tool to the standard method. The system working together with the noise 
amplifier is capable of acquiring the noise from the components used in the 
design of the preamplifiers. It is now possible to be able to choose the less 
noisy components from each batch (i.e to choose the components with less 
l / f  noise). It is im portant tha t the NAS is used in the future to measure 
noise from the transistors, so tha t it helps in selecting good, low-noise input 
JFE T  transistors for the preamplifier.
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Chapter 6 
The digital preamplifier
6.1 Introduction
Conventional spectroscopy systems apply analog pulse shaping to the pulse 
output by the detector, converting the generated current pulse into a voltage 
signal with magnitude proportional to the charge collected from the detector. 
In the end, the voltage magnitude is digitised before it is processed as part 
of a spectroscopic data set. However, in detecting systems with multiple 
detectors, the pulse from the preamplifier is often digitised for subsequent 
data processing by the data acquisition system.
Charge collection problems in CdZnTe detectors lead to the use of pulse 
processing techniques to either veto or correct pulses with slow rise times as­
sociated with poor charge collection and thus degradation of the energy res­
olution [4, 5, 9]. The widespread use of these techniques has been hampered 
by the added complexity of the electronic modules required to implement 
them.
The combination of the benefits of digital data channels in multi-detector 
spectroscopy systems [6 , 7], the advent of digital signal processing [3], and 
rise time pulse processing techniques for CdZnTe detectors motivated the 
development of the new preamplifier topology presented in this chapter. Ap­
plications such as the ESS arrays used in nuclear physics 7 -ray spectroscopy 
(see chapter 2 ) can potentially benefit from this approach.
This chapter introduces a new preamplifier topology in section 6 .2 . The 
preamplifier has a digital output and is capable of providing information on 
the rise time of the input pulse as well as on the collected charge from the 
detector. Section 6.3 addresses an implementation of the circuit from a signal 
point of view, while the predictions of noise analysis deferred to section 6.4. 
Noise optimization is performed in section 6.5 followed by section 6.6  on the
154
CHAPTER 6: The digital preamplifier 155
signal-to-noise ration before the chapter ends with the conclusions of section 
6.7.
6.2 The digital preamplifier
The proposed configuration for the new digital preamplifier (DPA) is sketched 
in figure (6.1). The input stage is a conventional CSA, with the feedback re-
— 6 —1
^signal 4:Cii
M U X
2:1 U - g > i
P“ K e f
R
Q Vout
Figure 6.1: Diagram of equivalent proposed digital preamplifier.
sistor (Rf)  providing the means to discharge the feedback capacitor (C/). 
Its output is buffered and inverted, and the two independent channels fed to 
the multiplexor. The analog-to-digital conversion is achieved by connecting 
the output of the multiplexor via the gain setting resistor R-mt (to convert 
the voltage output by the multiplexor into a current) to the integrator (C'int), 
which is monitored by two comparators with symmetric voltage levels (±Kef)- 
Each time the output voltage of the integrator reaches one of the compara­
tors’ preset voltage (iVJ-ef), the J-K  flip-flop is triggered, switching its output 
and selecting the opposite channel of the multiplexor. This alternating ac­
tion ensures the integrator continuously operates in the linear region, with 
negative feedback permanently established and only a very short dead time 
being introduced in the conversion process (associated with the switching 
time between the two multiplexor channels).
The output of the flip-flop not only selects the multiplexor’s channel but 
also provides a digital output signal consisting of a train of pulses, where 
every time interval between two consecutive pulses is proportional to the 
magnitude of the voltage output by the multiplexor over th a t integration 
period.
If the voltage range of the integrator (AKef> set by the comparators) is 
narrow enough, the current input to the integrator can be considered to be 
constant. Once the input current range is defined, the comparators’ voltage 
and the value of Qnt set the precision of the digitisation (a narrower reference 
range generates a larger number of transitions).
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6.3 Signal analysis
The analog-to-digital conversion stage of the digital preamplifier was imple­
mented using discrete components and the signal from the front-end pream­
plifier stage simulated by a pulse generator, as sketched in figure (6.2). This 
served the purpose of demonstrating the functionality of the proposed con­
cept. The buffer and inverter have a stable gain of 2 over a frequency range
2.2 kfl 220 £2
function
generator X-
AD828
AD828
 # -
LM319220 pF
OPA655MAX442 —™—120 kS2 r
LM319
R
74HCT109
Q
S
10 MHz
"Wout
1.2 knm 1.2 kü
Figure 6.2: Diagram of the implemented digitisation stage of the digital 
preamplifier.
up to about 5 MHz, as illustrated by the SPICE [8] simulation in figure (6.3). 
An Analog Devices AD828 dual operational amplifier was used to implement
I nverter
a DB(U(noninu}} » D B(U (inu))
Inverter
- 2 0 0 d + - -  
10Hz
a P ( U ( n o n l n u ) )  ® P ( U ( i n w ) ) - 1 8 0
100Hz lOKHz 1001IIIZ 1.0MHz lOOHHz
F requ en cy
Figure 6.3: SPICE [8] simulation of the gain and phase of the buffer and 
inverter stages.
the two referred modules. These were fed to a Maxim Integrated Products 
MAX442 two-channel video multiplexor. The integrator comprised a Burr- 
Brown OPA655 40 MHz operational amplifier with polysterene integration
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capacitor (C'int). A LM319 dual voltage comparator monitored the integrator 
output, and fed a 74HCT109 J-K  flip-flop clocked at 10 MHz. The propa­
gation time from the input of the comparator crossing reference level to the 
multiplexor switching was approximately 100 ns.
The input signal was provided by a HAMEG HM8130 waveform gener­
ator, operating in either single-shot or continuous mode, depending on the 
measurement being undertaken. The output signals were acquired and anal­
ysed by a TEKTRONIX TDS544A 500 MHz bandwidth digital oscilloscope. 
In figure (6.4), trace 1 illustrates the digital output of the conversion stage
TeKama 250KS/S 90  Acqs—T-
-I -! i-!
Éiii‘ 2.o'd'y 200us dh2C h 2 lOOmV 1 2 8 m V
Figure 6.4: Trace 1 represents the digital response of the converter to the 
input pulse of trace 2.
to the input signal of trace 2. The input signal, provided by the waveform 
generator simulates the output of the input stage (a conventional pream­
plifier, with feedback resistor) to a pulse from the detector. It can be seen 
tha t the output pulse is frequency modulated, with the time interval between 
consecutive pulses proportional to the amplitude of the input signal.
Figure (6.5) sketches the effect of unbalanced input bias currents of the 
OPA655. This effect is confirmed in figure (6.6) by noting the discrepancy 
between the period of time each multiplexor channel is active. As expected, 
the effect is more severe for larger integration times (larger values of ±Kef)- 
Given this current offset, the system continues to clock at low, constant fre­
quency. Input signals are still recognized by step changes in the output pulse
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Figure 6.5: Response of the converter (trace 1) with and without a signal 
present at its input (trace 2). The input current offset of the OPA655 is 
obvious in the output signal even without a signal being present at the input.
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Figure 6 
pulse.
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6: Channel selection times as a function of AV^ -ef for a square input
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frequency. However, even though this effect can be tackled and the presence 
of input signals recognized, this effect does set a lower resolution limit to the 
DPA. Clearly, the more closely matched the inputs to the amplifying block 
tha t was implemented with the OPA655 are, the greater the sensitivity of 
the converter.
A study of the number of output pulses as a function of the magnitude of a 
square wave is illustrated in figure (6.7). It shows the number of output pulses 
to be proportional to the input pulse height in the range up to about 750 mV
350
I  300 
a  250
200
d a ta  
l in e a r  f i t
0 500 1000 1500 2000
Vin (mV)
Figure 6.7: Number of output pulses as a function of the magnitude of a 
square input pulse. The linear correlation coefficient in the range [0; 750mV] 
equals 0.997.
(the linear fit to the data points also illustrated in the figure in the range 
[0;750mV] has an associated correlation coefficient equal to 0.997). Above 
Vin =  750 mV problems associated with the lack of sufficient switching speed 
(intrinsic to the components used in this implementation) start to become 
significant, setting the upper limit of the input range of the DPA.
As the DPA has a linear response to the input signal, the rise time of 
the pulse generated from the detector, as well as the total charge tha t was 
deposited in that interaction can be deconvolved from its output train of 
pulses.
6.4 N oise analysis
The previous section addressed the DPA from the signal point of view while 
the current section looks into the same circuit from the noise perspective.
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with a view to optimizing the performance of the circuit.
6.4.1 T he noise sources present in th e ideal d igital PA
Figure (6.8) sketches the noise sources present in the converter stage of the 
DPA. The converter is represented by the integrator alone because noise from 
the other stages of the DPA can be addressed separately. Namely, the noise 
from the conventional preamplifier at the input is assessed in the conventional 
fashion as described in chapter 4. As for the noise from the multiplexor, it 
is convenient to treat it as an equivalent noise charge (ENC) tha t is injected 
each time the channel selection line is switched (a detailed analysis is only 
possible considering the internal structure of the multiplexor).
The reason behind the noise analysis of this (output) stage is not in dis­
agreement with the assertion in chapter 4 (section 4.8 on page 113), that if 
the circuit is well designed it is the input stage of the preamplifier that de­
termines its noise performance. The converter stage requires a noise analysis 
on account of its functionality: ideally, the converter should have AV^ -ef as 
small as possible in order to provide the maximum number of output pulses 
per input signal and hence maximize the sensitivity of the DPA. Therefore 
it is necessary to understand the noise mechanisms of the converter in order 
to maximize the SNR.
The noise analysis addresses a single integration period as its building 
block because the acquisition process is made of short consecutive integra­
tion periods, each one with a similar noise description. Noise from the mul­
tiplexor, integrated over the referred period of time, equals the ENC injected 
per channel selection. This contribution should be taken into account when 
evaluating the total noise from the system. The sum of the noise integrated 
in each integration period, over all integration periods for a given input signal 
provides the total noise associated with tha t one input signal.
The noise sources in the converter are represented as usual by the power 
spectral densities %^ (w) and v„(cj). i„,(w) describes the noise from the in­
put leakage current of the amplifier stage and the thermal noise from the 
equivalent resistor present at the input^, while Vn(oj) accounts for all other 
noise from the amplifier stage itself. The input impedance is modelled by 
the resistor R-mt in the frequency range of interest (see figure (6.1) on page 
155) with the (low) output impedance of the multiplexor being neglected.
The equivalent noise referred to the input is a noise current source with
tGiven that the output resistance of the multiplexor is typically less than 1 f2, it can 
be neglected against the magnitude of i?int •
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Figure 6.8: Noise sources present in the ideal integrator, 
power spectral density Î7i;„(w) given by:
. / \ . / X , / \ 1 +
•“int (6 .1)
(where r  =  AmtQnt), while the equivalent output noise (t'nout(^)) is given by:
(6 .2)Vnout(^) =
Assuming a white spectral density for the current noise source («n(w) =  b) 
and a combination of white and l / f  densities for the voltage noise source 
(un(w) = a c / \ lo\),  then the equivalent output noise is given by:
+ a  -  - |w|J
2^2
(6.3)
Equations (6.1) and (6.3) present problems both in the low and high 
frequency range suggesting tha t a more detailed model for the preamplifier 
is needed.
6.4.2 T he noise sources present in th e real d igital PA
The contribution of parallel white noise with CR filtering — Pb/b/{uj).
It is assumed that the signal is filtered by a high-pass CR filter with time 
constant r /  at the output of the preamplifier as sketched in figure (6.9). This 
is necessary in order to avoid singularities when working analytically with 
the l / f  noise source.
Using the one-pole model for the preamplifier means its open-loop gain 
is given by:
(6.4)
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Figure 6.9: Noise sources present in the ideal digital preamplifier, 
while the closed-loop gain (G(w)) is written as:
1 1 (6.5)
which leads to the power spectral density generated by the current noise 
source =  b) at the output of the system being given by:
Pbb{(^) =  b 1
2 1
2
j U T f
i +  ^ ( i  +  A ) 1  H- j u J T f
= b 
= b
( 1  -  w V a r )  +  j u j [ T a  +  r ( l  +  A o ) ]
J U J T f
1  +  j u J T f (6 .6 )
(1 -  LÜ^ TaT)^  +  u ‘^[Ta +  t {1 +  A q)Y  1 +
_________________ S î i l ___________________1 +  +  r ( l  +  Ao))2 — 2rar] +  1 +
which, rewriting the coefficients as: 
f r |  =  TaT
U ÿ =  [ r a + r { l  +  Aa ) f  -  2TaT =  2t^Ao +  T^+T^{1 +  A a f  
leads to:
(6.7)
Pbb{l^) =  b
p 2  A 2 ■^ int o (6 .8)
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which can again be rewritten expanding the denominator:
Pbb{( )^ =  br j  +  ^ ( 1  +  k) (w2 + ^ { l - k ) /
=  b- R lbA l
= b
1 + y
R L A l
(6.9)
(1 +  )(1 +  1 4- W^ Ty
with
V /, the time constant of the CR filter
"R ~  ^int C'int
k = V'^y -
2rV,2^2
+ 2AoTaT +  (1 +  Ao)2r2 +  +  [r^ +  2AoTaT +  (1 +  Ao)^r^]2
To =
2TV2
r l  +  2Ac,Tar +  (1 +  -  ^-dT ^T ^ +  [r^ +  2AoTaT +  (1 +  Ao)2r2]2
(6 .10)
(noting tha t A q % 10 ,^ T % 10 nF x 100 f] =  10“  ^ s " \  and ~  10“  ^ s " \  
leads to >  r , .  This in turn means tha t 0 < k < 1).
The total signal acquisition is seen as the sum of the many integration 
periods (or the period of time between two consecutive multiplexor chan­
nel switches). As such, to consider the effects of finite time acquisition in 
the power spectral estimation the original random signal is thought to be 
multiplied by a time window which in our particular case is the rectangular 
function w{t) with Fourier transform given by W{juj)  [10]:
w{t) l , - T < t < T  0, otherwise (6 .11)
If the time window is applied to the random signal (t) so tha t (t) 
is only considered to equal 'L'nout(^ ) over the acquisition period (in other words, 
^nout(^) “  then the power spectral density relates to
the power spectral density Vnout(^) hy [2]:
V L M  =  * l^ (w )|"  (6.12)
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In the particular case of Pbb{^)^ the sampled output power spectral density 
{Pb>b'{(Aj)) is given by:
+00
P b'b 'i^ )  ~  J  Pbb{^ -  ck) \^V {a ) \^  d a
— 00 
+00
“  /
—0 0
+OC
- J
b iR L A l a rf sin^w T -  aT ) da(1 +  a^T^)(l +  a'^rf) 1 4- a'^rj (w —
C iŸ  sm '(w T -  9) cl9
(6.13)
Expanding the rational fraction inside the integral leads to 7 ,^6' (w) being
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written as the sum of terms given by:
 ^ +00 ^
Pyy(w) =  bàP l^A lr}T^^  +  rfw2)(l +  r|w 2)(i +  ^2^2) /  ( „ r  -  0)2 ^
—oo
—oo
-hoo, t /  -  rfo;2 f  sin^(wT -  @)
T (r? -  r|)(r? -  i ) ( l  +  r^^)^ J  i +  g2
-OO
___________27fu___________ F sin^juT  -  g)
T  (tJ -  r|)(r? -  r^)(l + J  j ^  02
-00
+0O
'R (^2 -  4 ) ( 4  -  T/)(l +  '^2'^^)^ ' 1 +  (9 )^  6»2— oo V i /
_  ,  ^'^2^______  f  sin^(wT — ^
(7"2 -  7-1 )('t| -  r^)(l +  r|o;2)2 J  i +
— oo V i /
,4 7 4 t/lo 4  r j -rfu'^ Tsiri^iüiT -  e]
T { r ] -T! ) {Tj -T^){ l  + r y y _ f  i +  (^ )^ 0 2
_ ^ __________  T sin^{wT-9]
T  (t} -  tI){tJ -  r |) ( l  +  tJoj'^ Y j  1 +  (ÿ.)^ 02
(6.14)
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After evaluating the integrals the power spectral density is reduced to:
7T
q-O __ ^ 5 y  .2  r 2X
+  b2I^ntAlT] +  T2w2)2 ^  ® cos(2o>T)
4 -  b2Rf^,fA^Ti 2r^cj 7re ’■I sin(2wT)
(72 -  7-?)(T# -  7-^)(l +  7-|w^)' 
2T2W
(7-2 -  U^)(t-2 -  7-/)(l +  7-|w2):
7T 1 — e 2^ cos(2wT)
2Tne ’■a sin(2wT)
4- b2Rf„j.Alrj Ty — TyW^(7-/ -  7-f)(r2 -  T^)(l 4- rjuj^y n
2T1 — 6  "■/ cos(2wT)
4- 627^ [1, AgTy — 2r^c
( t- /  -  7-f ) (7 -y  -  r | ) ( l  4 -  r ^ c j 2 ) 2 7re V sin(2wT)
(6.15)
Equations (6.16) to (6.19) result from applying Parseval’s theorem [1] to 
each one of the terms of the previous sum (equation (6.15)).
+ 0 0
I r f T , ! . (1 4- T^cu^)(l 4- T^CJ )^(1 4- TyW^ )
7T
(k jj =
b 2 P l , A l r ] T  +  n )(r 2 +  Ty)(T; +  n )
(6.16)
+00  ^ g ^
^b2E?^,Alrj7r J  (,-2 _  .,.2)(^2 _  +  ,.2^ 2)2 =
bR?ntAlrf
(4 -  4)(4 -  4)
+00
4
L -00
 +00
' /  ( l +  r?w2)2‘^ ‘^ - 4 / i w(1 +  4w^)^
*>-RL^o4(4 -  4)(4 -  4)
doj
n
4 ' ^ - ^ ' 2 4 = 0
(6.17)
CHAPTER 6: The digital preamplifier 167
+00
b2R?^^AlT]7T I 5, ,27-1 -  T[Wi'T J W - 7-2 )W - 7-?)(l + rfw2)2 - e  n cos(2wT) du) =
- b R l , A l r ) e ~  
(r? -  r|)(r? -  r |) T:
+00 +00bP cos(2wT)
(1 +  Ti Cj2)2 dbj
-6 f lL A g r ;e -n  
(t? -  7 |)(rf -  r )^ TiTT
7-1 +  2T ri -  2T
( r ? - r | ) ( r ? - r 2 )
(6.18)
2r^ +00f  wsin(2wT)
■ ------------------    a w  —
62iîf„t.4jr?e
—,9.21 , —,n n —^21jrTe n 0%,/i;r;e --i jrn
(r? -  ri){rf -  r]) rf (rf -  r |)(rf -  r^) 2T
(6.19)
The sum of all the terms from equations (6.16) to (6.19) is equal to Uyy:
  1 '^ r° 27r i ? ?  / l ^ T ?
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T h e  c o n tr ib u tio n  o f series noise w ith  O R  filter ing .
The noise generated by voltage noise source (u„(w)) propagates to the output 
terminal of the system as given by:
-  fn(w)
1 4 - 1JCÜT
1 +  jcUT
JWT
jojrAo
JUJTf
1 4- juJTf  
2
jwrAo  4- (1 4- j(^Ta){l +  jw r) 
Ao{l + jbjr)
JOJTf
(1 -  UJ^ TaT) +  jU)[Ta 4~ t(1  4- Ao)]
J U T f
1 +  j U T f  
2
Al  +
1 +  jUJTf
.2 /
(1 -  w^Tar)^ +  w2[ra 4~ r ( l  +  Ao)Y 1 4- 
A^(l +  wV^)
(1 +  w 2rf)(l +  W^ T-f) 1 4-
(6 .21)
with
' Tf, the time constant of the CR filter
2 ^ 2
Ti =  - 4- 2AoTaT +  (1 4- Ao)2t2 +  4" [t^ +  2AoTgT +  (1 4" Ao) V2]2
2 r" r2^2To =
r 2  +  2 A o T a T  +  (1 4- A o ) ^ r 2  -  y-4T^T^ 4- [t2 4 -  2 A o T a T  +  (1 +  A o ) ^ r 2 ] 2
(6 .22)
As u„(w) =  a +  c/|w |, the power spectral density at the output of the 
system generated by this series noise voltage source can be divided into two 
contributions:
A 2 ( l+ w V )  oj^rjPaa(^) — G,
P c c { ^ )  =
(1 +  W^Tf)(l +  W^ Tg) 1 4- W^ Ty 
C A ^ ( l  +  w V ^ )  Uplj
w| (1 +  w^Ti)(1 +  w^rf) 1 4- w^Ty
(6.23)
(6.24)
T h e  c o n tr ib u tio n  o f series w h ite  noise w ith  C R  f i l te r in g  — T^'o/(w): 
Focusing on the noise generated by the white noise voltage source (equation
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(6.23)), the sampled output power spectral density (Pn'a'(^)) is given by: 
P 2'a' (^) —
 ^ ^ A I t ]  T  1 + ^ " i f f  sm"(wT - e )
— CL —  j  — — — ; -----------------------------— ------------------------ o  ;  —(1  +  «2 (a )2 ^  ( l  + 0 2  1 +  9 2  {JX f [uT  -  e y
+ 0 0A a2 2rp r siiP{ujT -  9)
(1 + r ,V ) ( l  +  r|w2)(i +  j  (wT -  &y
— 0 0
+  o l ^ / ( n , T 2 , r , w , T )  I
-CX3
4AgTy -  r f C sin^(wT — 9)
“ T (?f -  t:|)(t2 -  r |) ( l  +  rfw2)2 J   ^^ (zi)^ 02
—00 \  1 /
4AgTy_2ri^ r^ w — 2rfw  C s in^{ujT — 9) „ _
^  ^ T2 (rf -  7-|)(rf -  r |) ( l  +  T^ w^ )^  J  1 +  (% )^02
—0 0  \  1 /
4 A l r j  -  r|r^ -  r|g;2 +  C sin^(wT -  9)
T ( r | - r 2) ( r | - r j ) ( l + r | w 2)2 y  1 + ( ÿ )^02
—00 \ i  /
4 .4 ^ 4  2r|r2w -  2t|o; f  sin^(wT - 0 )
{r i -  r? ){r i -  t] ) { 1 +  T iu^ y J  i+( )^^g2
—OO V J  /
4A^r? -  r j r ^  -  r^.uP  +  f  sin^(wT -  ^)+  a _  -74----- — ^TTTt—  n /  - - - : X—-d9P  (t-/ -7-f)('T/ -Z-|)(1+7-2w 2)2^^ 1 +  (ÿ )2  2^
^ qT - / ___________2 r f r ^ w  -  2 r ^ w ___________  ^  s i n ^ ( w T  -  6»)
T2 [ t J -  r^)(T^ -  r | ) ( l  + r ^ w 2 )2 y  % +  (^ )^ 0 2
(6.25)
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Once the integrals are evaluated the power spectral density is given by:
2,  .4
(1 +  rfw2)(l 4- r|w2)(l 4- r  7T
-  a2A:r" 2T^ T^ W — 2Ti w[ r l  -  r |)(r f  -  r |) ( l  +  " sm(2a;T)
+  a 2 / i M r^ |  — T2T^  -  r | 4-
&2AuT^
^ (7-2 -  7-1 ) (7-2 -  7-|)(l 4- r|w2)2 
2 r |  r^w — 2ro w 
(7-2 -  7-f )(7-| -  T^)(l +  7-|w2)2
7T 1 — e ’■2 cos(2wT)
7re ^  sin(2wT)
+  a2.lV ? ~  4 ^ '  +  ,
° 4 i - T D ( i - T D ( i + T x r
_ 3 _ 2 , ,2
-  u2A^r2_2 2TfT^w — 2 r ju°  ^ (t*/ -  7-f)(7-/ -  7*1) (1 +  r ju ^ y
1 — e ’■/ cos(2wT)
_2T7re ’■/ sin(2wT)
(6.26)
According to Parseval’s [10] theorem, the average noise voltage (u^,^,) is 
given by:
+00
[  Pa'a' {w)duj  (6.27)
/T T  J
For the sake of simplicity the power spectral density is broken down into 
the individual terms of the previous expression and each one of them sepa­
rately integrated. It follows:
+00  ^  ^ ^
— a iA lrJ r i:  J  + .r |w 2 ) ( i+ ^ 2^ 2) =
a2 AlrfT'K 7~lT2Ty 4- r^ (r i 4- T2 4- Tf)  7-17-2( n  4- 72)(72  +  7 -/)(r / 4- Ti)
(6.28)
— a2A^T_^7T27T
aAlr]
+ 0 0
l é
7-1 r rf  4- Ti
-7-2)(7-f-T ^)(l4-rfw 2)2 dw =
,r(r? -  r )^ (r, — r )^ 7T 
W  -  7-2 )(-r? -  4 )  (rf -  4)(T f -  4 )  2
(6.29)
CHAPTER 6: The digital preamplifier 171
~ a 2 A l r P
+ 0 0
f é
3 -  TiT^ rfw2 +  r i W  cos(2wT) dw =
2 2  (7’l -
- t - D W - 7- / ) ( l  +  r fw 2) 2
7T(ri +  2T) 7r(7-i -  2T)
2ti 2ti
_  (6.30)
n  (7*1 -  7 - |) (7 -?  -  rj)
+OQ
f ^ a 2 A lr]n  J  ^ 7-2)(7-l -7 -y )( l+ r fc j2 )‘
Adding up all these terms:
K'a> a2 AlTfTir
a A V ,e - n  2 1 ________~  ___n { 4 -4 ) (4 -4 )
T iT 2 T y  +  r ^ ( r i  +  T2 +  7 y )  
7-lT2(Ti +  T2)(T2 +  Tf){Tf  +  n )
(6.31)
(6.32)
T h e  c o n tr ib u tio n  o f series 1 / f  noise w ith  C R  f i l te r in g  -  Pc'c'(^): 
As for the 1 / f  voltage noise source (equation (6.24)), the sampled output 
power spectral density (Pc'c'(^)) is given by:
+00
Pc'di^) ~  c4A^7y |0| s in ^ (w r -d )
=  c4A^T^
+
-00
0 i + e^ (ÿ): ■e s i n ^ w T - e )
--0 0
+00
1 +  612(5 . 4  1 +  @2( a )2 1 +  0 2 (5 ) { w T - e y
d0
dO
/ l  +  0 2 ( r ) 2 e s i n 2 ( w T  -  0)1 + 6 1 2  ( 5 ) 2 1 +  ,92 ( 5 ) : 1 +  0 2 ( 5 ) 2  { u T - e y
(6.33)
All the previous integrals are difficult to evaluate due to the asymmetric 
integration limits and hence the time-windowed power spectral density of the 
series 1 / /  noise source (Pc'c'(^)) is by no means easy to get to. However,
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what really is of interest is the average noise voltage which, according 
to Parseval’s theorem [10], is given by:
4-00
(6.34)
This means that the average squared noise voltage is given by:
^471^4 |g| sm°(g:T -  9) A+ 00 /  4 - 0 0
+  +  (“ 7 - 6 ) 2 d6  \duj
T  l  +  c iA l r p e l  { 7 s in 2 ( g ; r - g )
(5)^1 1 +  6*^ (ÿ )^  1 ( r  (wT -  @)2 y
4-00/ |g|1 +  9 2 ( 5 )" 1 + 0 2 (5 ) 2  1 + 0 2 (5 )
lim02x 2 4  ^ ^ 4 ( 4  -  2-")3" (4 - 4) (4 - 4 )
c2X "4 r " 4 ( 4  -  r") ,.r  (4 - 4)(4 - 4)
c2X2-,-? 7 2 4 ( 4  _  ^ 2)
T (4-4)(4-4)
- 9 dO +
4-/4
f er ___________V (7 2  +  4 9 2 ) J  (T2 +  4 9 2 )
- A  0
u/L-A
0
4-A
L-A
( 7 2  +  4 9 2 )
- 9
(7 2  +  4 9 2 )
d9 + 9
d9 +
0
4-A/
(7 2  +  4 9 2 )
(7 2  +  4 9 2 )
d9
d9
+
4 -
=c2 A V , T T, — T ‘ /7 2  +  X 2 4 \(4 - 4)(4 - 4) I 72 j
lim logr2 _  r2r2A^T^T  -° (4 - 4) (4 - 4) 72 +  X " 4 \7 2  J
. .  . /7 2  +  X 2 4 \(4 - 4) (4 - 4) i™ ( 72 j
+
+
4 - r "
(6.35)
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Adding the three fractions (in order to try to cancel the A  factors):
- c2 A lT fT  lim° 7 A-+00
( 4 - r 2 ) ( 4 - 4 )  f T ^  + A^rf
(7"i -  r l){ r l  -  -  rf)
(Tg -  T^)(Ty -  T^) +  .
(t-1 -  r |) (7 - | -  Tj ) { Tj  -  r^) T2 /
rp2 4*
( 4 - 4 ) ( 4 - r 2 )  , , ________
(4 -  4)(4 -  4)(4 -  4) V 3’2 7
- 1 lim:r9 /4^T ?T ________° (4 -  4) (4 -  4) (4 “ 4)
T2 +  X 2 4 \I +(4 -  ■t2)(4 - 4) log ( ^2 y
( 4  -  A ) ( 4  -  4 )  log ( l L ± 4 A i )  +
)J
p 2
( 4 - 4 ) ( 4 - T 4 i o g ( ^ ' ' ^ ' ^ ' ^ ' ^j>2
= 02x 2 4 7 - 1 limW  -  7-|)(t2 -  T^)(Ty ~ T^)
T 2 4 -A V 2 \I 4- 
4-
[r lr l  4- rVy  ^ -  -  r V |)  log ^ ^  y
( 4 4  + A 4  -  4 4  -  A 4 )  log ( ^ : ± 4 M )  
(44 + 4 A - 4A - 44) ^ °g (^ yf )
(^2 _  ^2)(^2 _  ^2)(^2 _  ^2) 
( 4 4  +  A t))  log ( ^  +  ^ 2 4 )  +
( ^ d + 4 A ) i . ( ; ± ^ ) ;
(6.36)
After applying the limit to X the average squared noise voltage is seen to
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be the following function of t i ,  t-2 , t j ,  t ,  and T:
°  ^ (4 -  4)(4 -  4)(4 -  4)
1 0 2 .1 2 4 7  (^24  +  A 4 ) i o g ( 4 )  ( g
°  ^ (4 -  4) (4 -  4) (4 -  4)
IC 212.2T  ( 4 4  +  4 A ) ' ° s (# )  "  ^ (4 -  4) (4 -  4) (4 -  4)
6.4.3 The noise at the  output of the system
It is convenient to summarize the noise present at the output of the system 
comprised by the integrator and CR filter:
The contribution of series white noise with CR filtering:
r\T2 Tf +  r^(ri +  T2 +  r/)
“^^°'"^^’'n r2 (n + r2 ) ( r2  +  r 4 ( r ; + n )
The contribution of parallel white noise with CR filtering:
The contribution of series 1/f  noise with CR filtering:
C2.l2.2r (44 + A4) log (^)
IC2.12.2T + (6.40)°  ^ (4 -  4)(4 -  4)(4 -  4)
IC2.12.2T (44 + 4A)logg)
“■z (4 -4 ) (4 - 4 ) ( 4 - 4 )
The relations between the various parameters in the previous equations 
( 7  Ti,T2) and the intrinsic parameters of the circuit (ry, Pint, Cint, T, Tq)
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are written below:
'Aq open-loop DC gain of the amplifying block;
Ta (single) pole of the amplifying block;
T the integration time between consecutive channels’ switches;
Tf the time constant of the CR filter;
7* — PintCjnt
r r  =
T^ =
+ 2AoTaT +  (1 +  Ao)^r2 4- 4- K  +  2AoToT 4- (1 4- Ao)2r2]'
2 t^t'/
t2 4- 2AoTaT 4- (1 4- Ao)2r2 -  y-4T^T^ 4- K  4- 2A(,ToT 4- (1 4- Ao)2r2]2
6.5 N oise optim ization
The expressions for the three noise contributions in the integrator
and u^g,) are now evaluated in order to maximize the signal-to-noise ratio
(SNR).
Given that the previously referred noise contributions are all proportional 
to the integration time (T), figures (6.10), (6.11), (6.12) and (6.13) illustrate 
their time density and dv^^,) as a function of various circuit
parameters. It is also worth noting that the noise contribution is pro­
portional to the power spectral density of the series white noise source (a), 
while dvjg, is proportional to the power spectral density of the series 1 / f  
noise source at 1 Hz (c). On the other hand, the parallel white power spec­
tral density (b) is a function of Pint, hence du^^, is not directly proportional 
to the leakage current associated with the input terminals of the amplifier 
(through 6).
It is possible to conclude from figure (6.10) that an amplifying block with 
a typical 10® open-loop gain accommodates a wide range of possible values 
for its (single) pole. In other words, provided the amplifying block is designed 
sensibly it will not degrade SNR (this was in a sense the expected conclusion 
from a system with negative feedback).
It is also clear from figures (6.11) and (6.13) tha t for a good part of the 
covered range, the noise contribution from both the series and parallel white 
noise sources (respectively and increases with increasing ry. Re­
calling tha t /sdB =  l/(27TTy), the referred figures clearly show the expected 
conclusion tha t noise increases by increasing the pass-band of the filter. How­
ever, both and cease to increase for ry of the order of 0.01 s, or /sds
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(^Vs)
dv^ .  (V2/s)
2.5E-01
2.0E-01
1.5E-01
l.OE-01
4.6E+03
•OE+02
5.0E-02
O.OE+00
1.8E+01
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l.OE+01
8.0E+00
6.0E+00
4.0E+00
2.0E+00
O.OE+00
Aint = 100 kn 
C in t  = 1 0 - 1 3  F 
Ty =  1 S 
a  =  1 0 - 1 ®  v ^ / H z
l.OE+07 
2.2E+05
S S S L
Ajnt = 100 kn 
C in t  = 10-13 F 
T f  =  1 S 
l^eakage — 10 1^  A
y  . y '
l.OE+07 
2.2E+05 
p- 4.6E+03 
l.OE+02
Ta (s)
1.4E+01
1.2E+01
l.OE+01
8.0E+00
6.0E+00
4.0E+00
2.0E+00
O.OE-fOO
jRint = 100 kn 
C in t  = 10-13 F 
T f  =  1 S 
a  =  1 0 - 1 3  V 2 / H z  
/c =  1 kHz
l.OE+07 
2.2E+05 
4.6E+03 
l.OE+02
Figure 6.10: Noise contributions per unit of time as a function of the open-
loop gain.
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dv l , .  (V 2/s)
1.6E-03
1.4E-03
1.2E-03
l.OE-03-
8.0E-04
6.0E-04
4.0E-04
2.0E-04
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l.OE-02
O.OE+OO
Ao = 10®
Ta =  0.01 S 
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a =  10-13 V2/Hz
l.OE+06 
2.2E+04
a-
4.6E+02 
l.OE+01
T f  (s)
«int (fi)
6.0E-03
5.0E-03
4.0E-03
3.0E-03
2.0E-03
l.OE-03
O.OE+OO
Ao = 10®
Ta =  0.01 S 
Cint =  10-13 F 
l^eakage =  10 1^  A
l.OE+06 
.2E+04 
4.6E+02 7(int (fl)
l.OE+01
Ao = 10®
Ta =  0.01 S 
7int =  10-13 F 
a =  10-13 v2/H z  
/c  =  1 kHz
l.OE+06 
2.2E+04  
.6E+02 TZint (H)
l.OE+01
Figure 6.11: Noise contributions per unit of time as a function of t/  and Pint-
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(VVs)
dv^., (VVs)
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l.OE-03
5.0E-04
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O.OE+OO 4.6E+02
l.OE+01
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l.OE-03
5.0E-04
O.OE+OO .6E+02
l.OE+01
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’■/ =  1.0 sa =  10-13 VVHz
l.OE+06 
2.2E+04  
4.6E+02 TZint (fl)
.OE+01
Ao = 10®
Ta =  0.01 8= 1.0 8
l^eakage =  10-12
l.OE+06
.2E+04 72int (n)
A o  =  10®
Ta =  0.01 S 
T f  =  1.0 S 
a  =  1 0 - 1 3  v 2 / H z  
/c  =  1 kHz
l.OE+06 
2.2E+04 Rint (n)
Figure 6.12: Noise contributions per unit of time as a function of Pint and
^ in t •
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d v l , ,  (V2/S)
3.0E-04
2.5E-04
2.0E-04
1.5E-04
l.OE-04
5.0E-05
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4.6E-03
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1.4E-05
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6.0E-06
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l.OE-04 
Cint (F)
3.5E-03
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Figure 6.13: Noise contributions per unit of time as a function of Tf and Cint-
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of the order of 16 Hz. This shows that, as far as these two noise sources are 
concerned, the introduced CR filter is just a tool to facilitate the analytic 
analysis. ___
Taking the series 1 / f  noise contribution into account requires re­
evaluating the importance of the CR filter. It is seen in figures (6.11) and
(6.13) that the filter is fundamental in limiting the magnitude of the series 
1 / f  noise, with dv^,^ showing no apparent sign of reaching an upper limit 
similar to what happens to and vjf,/ in the covered range. As explained
in section 6.3, the CR filter was not introduced in the experimental imple­
mentation suggesting tha t is indeed limited, reaching a plateau in the
same way as and outside the range covered in figures (6.11) and
(6.13). However, bearing in mind baseline fluctuations induced by the power 
supply, it is sensible to include an CR filter with frequency cut-off well above 
50 Hz.
Figures (6.12) and (6.13) also show that, as far as noise is concerned, the 
system requires Qnt to be maximized. Its limit is set by signal considerations 
related to the accuracy of the conversion, namely tha t Cint is small enough 
so that each input signal produces an output number of transitions in excess 
of a given, set number. One other aspect to be taken into account when 
addressing the value of Cint is the way the circuit is to be implemented. 
Clearly, Cint can be smaller in an integrated circuit implementation (of the 
order of 0.1 pF) than in a discrete component implementation (of the order 
of a few pF for a careful design).
From figures (6.11) and (6.12) it is seen tha t Pint should be set as compro­
mise, minimizing the sum of and This is a direct consequence
of the fact tha t Pint is a real noisy component. In fact it is possible to find 
the ideal value of Pint once Ao, Ta, Tf and Cint have been set. Unfortunately 
this ideal value for Pint, set by the noise analysis, may not be in accordance 
with the one required by the signal analysis.
6 . 6  The signal-to-noise ratio
From what has been said in the previous section, the noise analysis is not 
complete without the signal analysis and vice-versa. Again, it is necessary 
to work with the concept of the signal-to-noise ratio (SNR). This figure of 
merit sets a clear criterion for assuring tha t the signal is clearly separated 
from the noise. Bearing this in mind, it is obvious tha t the analysis should 
be focused on each integration period.
In order to produce the SNR analysis, the behaviour of the converter was 
simulated using a dedicated computer program in C, developed in the course
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of this thesis. For the purpose of this analysis the converter was fed with 
the signal sketched in figure (6.14). As it will be shown, a signal with peak
1.8E-01
1.6E-01
1.4E-01
1.2E-01
l.OE-01
8.0E-02
6.0E-02
4.0E-02
2.0E-02
O.OE+OO
O.OE+OO 5.0E-07 l.OE-06 
t  (s)
1.5E-06 2.0E-06
Figure 6.14: Pulse input to the converter in the calculations of the integration 
time (T).
of this order of magnitude proved adequate to make the converter work to a 
satisfying degree. However, it should be noted tha t if the feedback capaci­
tance of the input preamplifier is of the order of 1 pF, the pulse corresponds 
to an interaction of a 4.6 MeV 7 -ray in CdZnTe. It follows tha t it may prove 
necessary to introduce an amplifying block between the input preamplifier 
and the converter in order to set an appropriate main gain of the system.
Using the algorithm described in appendix A, it was possible to evaluate 
the variation of the integration time as a function of input signal magnitude. 
The analysis tha t follows in figures (6.15) and (6.16) assumes tha t the magni­
tude of the input signal is for most part of the overall conversion much larger 
than noise. Consequently, the integration time was evaluated as set by the 
integration of the signal alone in Qnt. This assumption is self-consistent in 
that, as seen in figure (6.17), the SNR in the analysis is always in excess of 
100 .
Figure (6.15) illustrates the typical range of the integration time (T) 
over the conversion of the input signal of figure (6.14). T  increases during 
the rise time of the input signal, reaching a maximum at its peak. It then 
continually decreases with the tail of the input pulse. This is essentially the 
same behaviour of the practical implementation described in section 6 .3 , in 
tha t the integration period varies with the magnitude of the input signal over 
th a t integration period.
If more data points are required in general and in the rise time in particu­
lar then the input pulse should be amplified, or as illustrated in figure (6.16) 
Rint could also be decreased. Figure (6.16) illustrates the performance of the 
converter by sketching the values of the maximum and minimum integration
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t  (s)
l.OE-08l.OE-09 l.OE-07 l.OE-06 l.OE-05
l.OE-06
l.OE-07
l.OE-08
l.OE-09
10®
Ta = 0.01 s
■^int = 1 kO
Q n t = 1 0 - 1 3 F
— 0.01 s
a = 10“ ®^ VVH:
fc = 1 kHz
■^leakage = 10-12 A
Figure 6.15: Variation of the integration period (T) as a typical input signal 
is converted,
times over the conversion of the input signal of figure (6.14) as a function 
of i?int and Cint- The minimum integration time (Tmm) is a smooth function 
and figure (6.16) shows tha t the system is faster when small values of Rint 
and Cint are employed.
The maximum integration time (T^ax) shows an apparent wild behaviour 
over the same range. Its coarse (average) magnitude should be read (of the 
order of 0.2 ps), while the details (peaks and troughs about the average 
value) should be disregarded. The reason for this has to do with numerical 
error from the C program and the criterion with which the routine stops 
the analysis. The routine keeps on acquiring Tmax data until the input pulse 
reaches a negligible fraction of its peak magnitude. The fact th a t the end 
point of the analysis is associated with the small magnitude, slow varying, 
tail of the input signal accounts for the apparently large errors in T^ax by at 
times acquiring one extra data value too many.
In addition, figures (6.15) and (6.16) show T^ax and Tmin to be separated 
by about 2 orders of magnitude. This confirms the fact tha t the system 
output responds in a way th a t allows recognition of the input signal.
It is convenient to explicitly express the integration time (T) in the SNR, 
expression of equation (6.41), which is valid for each integration period. 
Therefore the individual noise contributions are expressed as the product 
of T  with the time noise densities and dv^^,. The magnitude of
the signal integrated over each integration period is constant and equals the
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Figure 6.16: Maximum (T^ax) and minimum (T^in) integration time over the 
conversion of the input pulse as a function of R\nt and Cjnt-
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value of the comparators’ reference voltage (±T4ef).
SNR2 =  - r % (6.41)
^Mux is the mean square value of the noise generated by the charge injected 
by the multiplexor ( E N C m u x  =  constant) each time its channel selection is 
switched. This equation can be quite deceptive in tha t having a constant 
value for the signal seems to suggest th a t the noise analysis alone is respon­
sible for the optimization of SNR. This is obviously not true because the 
magnitude of the signal sets T  (provided tha t the magnitude of the signal is 
larger than tha t of the noise).
Figure (6.17) illustrates the variation of SNR over the conversion of the 
signal sketched in figure (6.14). u^ux considered to be constant but even 
though the magnitude of SNR is obviously affected by the choice of 
its variation is not and hence it was assumed tha t î^^ux =  0- The original 
magnitude of SNR can be restored by appropriate choice of (or pre­
amplification) once u^ux =  0 is taken into account. Clearly, SNR is not
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Figure 6.17: Variation of SNR for each integration time period as a typical 
input signal is converted.
constant over the full conversion of the input signal, being particularly de­
graded in the integration periods associated with the tail of the input signal. 
From this figure it is also possible to note tha t in this analysis SNR > 1 0 0  
leading to the conclusion tha t it is acceptable to assume th a t it is the signal 
th a t sets (T).
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Setting the condition SNR ^  SNRmin (where SNRmin is the minimum 
acceptable threshold SNR within a pulse) implies that integration periods for 
which T  ^  Tmax (Tnax IS the integration period for which SNR =  SNRmin) 
have to be discarded in order to preserve SNR. Both the information on the 
rise time and the total charge deposited in the detector are present as soon 
as the signal input to the converter reaches its maximum, meaning tha t an 
off-line differential analysis can disregard all integration periods tha t do not 
form part of the useful signal. However, the situation associated with the 
rise time of the pulse is a little more delicate to deal with, on the grounds 
tha t T  ^  Tmax sets a condition for the sensitivity of the system. Keeping in 
mind that the DPA aims to provide information on the pulse rise time and 
also that some applications may need accurate information of the instant 
of the radiation interaction, it is im portant that the gain of the converter 
is maximized. This is achieved by either decreasing i i^nt and/or Cint (or by 
pre-amplification).
One additional remark in setting the gain of the converter is tha t it is nec­
essary to have prior knowledge of the range of the input signal. Excessively 
decreasing either Cint or i?int (or excessive pre-amplification) can take the 
converter out of its linear region, particularly at the peak of large detector 
pulses, by requiring extremely fast integration periods.
Decreasing Kref is not as effective in increasing the sensitivity of the con­
verter because even though the noise over the integration period is reduced 
(by decreasing T), so is the signal (recall that the integrated signal equals 
iKrefl)- The voltage of the comparators should be thought of as the en­
try  point to adjust the total number of conversions per input signal to the 
desired overall accuracy (in other words, it sets the number of bits in the 
analog-to-digital conversion).
6.7 Conclusions
This chapter introduced the concept of the digital preamplifier (DPA). The 
converter stage of the DPA was implemented and tested and can be connected 
to a standard input preamplifier, like the ones described in chapter 5. Its 
noise performance as a function of various circuit parameters was studied 
by simulating the circuit. The simulation also provided data on the signal 
performance, leading to the evaluation of the SNR.
As described in chapters 2 and 3, nuclear physics applications have to gain 
by adding CdZnTe detectors, operating at room temperature, to its standard 
ESS detector arrays. However, room-temperature operated CdZnTe detec­
tors have deficient charge collection, leading to degradation in the energy
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resolution. In spite of this, the pulse processing techniques mentioned in 
chapter 3 show tha t the attainable energy resolution can improved by using 
the information on the rise time of each pulse.
The DPA outputs a train of pulses with a frequency tha t is a function 
of the magnitude of the input signal at each moment in time. Consequently 
information on the input pulse rise time as well as on its magnitude can be 
obtained, placing it as a good candidate for future use with CdZnTe detectors. 
In particular, nuclear physics applications involving 7 - and X-ray detection 
with ESS detector arrays can benefit from introducing DPAs connected to 
room-temperature CdZnTe detectors to the standard systems.
The DPA still requires a lot of work and development in order to leave 
the bench of the laboratory and be used in real experiments. In my view, it is 
particularly necessary to implement it as an integrated circuit and optimize 
its various component elements. Particular attention should be devoted to 
the multiplexor’s noise, as it injects charge into the integrating capacitor each 
time the channel selection line is switched.
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A ppendix A  
Integration tim e of the  
converter stage of the D PA
This appendix focuses on the algorithm implemented to calculate the inte­
gration time of the converter stage of the DPA.
Say is the input current signal fed to the converter. This signal is 
integrated over the feedback capacitance (C) and once the output voltage 
(■u(t)) reaches a preset voltage level (Mimit) the signal input to the converter 
is inverted. The feedback capacitance is thus subsequently discharged until 
the output voltage reaches the other preset voltage level (—Viimit), when the 
input signal is inverted again. The process repeats itself until i{t) = 0  (in 
practice the process repeats itself until i{t) is smaller than a preset value).
Given i{t), C, and Viimit, the program should find the time instant at which 
point the input signal is inverted (T^), the time interval between consecutive 
switches and the voltage at the output at t = Tk. As an initial condition, C  
is completely discharged at t =■ 0 .
The chosen approach breaks the analysis into sections between consec­
utive input signal switches, using the fact tha t the charge integrated in C 
should be a continuous function of time to provide the connection between 
sections. A tilde is used over symbols to indicate the approximate numerical 
result (as opposed to the exact analytic one).
0 < t < Ti
c
Find Ti; get Uo(Ti)(= Mimit).
188
qo{t) = f i { t )  dt-\-qoo 
<7oo =  0 
i;o(t) =  ^
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T i < t < T 2
qi(t) — J  —iit) dt + goi = ~Qo{i) + <Zoi 
As q(t) is continuous
— (?o(Ti)
~Qo{Ti ) +  qoi =  Ço(Ti)
çoi =  2ço(T\)
Hence
Qi{i) = —Ço{t) +  2ço(7i) 
and qo{t) can be written as
qo{t) = -q i{ t)  +  2ço(Ti)
Find T2; get (]%)(= -Vnmit)- 
T2 < i  < T3
Q2 {t) = J ' l{ i )  dt 4- Ç02 =  <?o(^ ) +  Ç02 =  —gi(^) +  2ço(Ti) 4- Ç02 
As q{t) is continuous
^  92(21) =  91 (fL)
“•91(2 2 ) 4- 2ço(Ti) 4- qo2 = 91(2 2 )
902 — 2gi (7^) — 2ço(2i)
Hence
92( )^ =  +  291 (2 2 ) =  9o(t) — 2ço(Ti) 4- 291(2 2 )
and 9o(t) can be written as
9 o ( t )  =  92 (^ )  4-  290 ( T i )  —  2 ç i  ( T 2)
Find T3; get U2(2 ^)(=  Idimit).
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T3 < i < T4
93( )^ = J  —Ut) dt +  9o3 =  —Qo{t) +  903 =  - 92( )^ — 2go(T'i) +  29%(Tg) +  903
As q{t) is continuous
93(2 3 ) =  92(2 3 )
—92(2 3 ) — 290 (Ti) 4- 2^ 1 (T2) 4- 9o3 =  91(2 3 )
903 =  292(2 3 ) — 291(7 2 ) +  290 (21)
Hence
93(0 ~  ~Q2{t) 4- 292(2 3 ) =  —Qo{t) 4- 2ço(2i) — 291(2 2 ) 4- 292(2 3 )
Find T4; get U3(2^)(= -Vn^it)-
G en era l ex p ress io n  It is seen that, given qo{t), qk{t) can be written in the 
recursive format:
Qk{i) — ~Çk- i {I)  +  29& _ i ( 2 a : _ i ) ,  k — I, n
However it is best to relate qk-i(t) to 90(f) so as not to have to change 
the base function itself. Thus it is seen that:
Qk{l) =  ( ~ l ) * 9 o ( f )  +  ^k 
Zk — —Sk~l + ^Qk-liTk)
with k = l , n  and S q =  0.
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