Gamma -ray bursts (GRBs) observed up to redshifts z > 9.4 can be used as possible probes to test cosmological models. Here we show how changes of the slope of the luminosity L * X -break time T * a correlation in GRB afterglows, hereafter the LT correlation, affect the determination of the cosmological parameters. With a simulated data set of 101 GRBs with a central value of the correlation slope that differs on the intrinsic one by a 5σ factor, we find an overstimated value of the matter density parameter, Ω M , compared to the value obtained with SNe Ia, while the Hubble constant, H 0 , best fit value is still compatible in 1σ compared to other probes. We show that this compatibility of H 0 is due to the large intrinsic scatter associated with the simulated sample. Instead, if we consider a subsample of high luminous GRBs (HighL), we find that both the evaluation of H 0 and Ω M are not more compatible in 1σ and Ω M is underestimated by the 13%. However, the HighL sample choice reduces dramatically the intrinsic scatter of the correlation, thus possibly identifying this sample as the standard canonical 'GRBs' confirming previous results presented in Dainotti et al. (2010 . Here, we consider the LT correlation as an example, but this reasoning can be extended also for all other GRB correlations. In literature so far GRB correlations are not corrected for redshift evolution and selection biases, therefore we are not aware of their intrinsic slopes and consequently how far the use of the observed correlations can influence the derived 'best' cosmological settings. Therefore, we conclude that any approach that involves cosmology should take into consideration only intrinsic correlations not the observed ones.
INTRODUCTION
The high fluence values (from 10 −7 to 10 −4 erg/cm 2 ) and the huge isotropic energy, Eiso, emitted (≃ 10 48 − 10 54 erg) in the prompt emission phase make GRBs the most violent and energetic astrophysical phenomena. These same features allow to detect them up to very high redshift thus offering the intriguing possibility to use them as standard candles to trace the Hubble diagram deep into the matter dominated era. To this end, one has to rely on scaling relations between an observable redshift independent quantity and a distance dependent one so that the measurement of the former allows the determination of the distance. Many empirical motivated ⋆ Corresponding author : mdainott@stanford.edu; mariagiovannadainotti@yahoo.it correlations are presently available to carry on this program (Amati et al. 2008; Fenimore & Ramirez -Ruiz 2000; Norris et al. 2000; Ghirlanda et al. 2004; Liang & Zhang 2005) thus fueling the hope to turn GRBs into standardizeable distance indicators as Type Ia Supernovae (hereafter, SNeIa). However, the above correlations, have as one variable Eiso and because of that they suffer of a double truncation due to detection selection threshold (Lloyd & Petrosian 1999) . Notwithstanding this problem, these correlations have been used to constrain cosmological models. Combining the estimates from different correlations, Schaefer (2007) first derived the GRBs Hubble diagram (hereafter, HD) for 69 objects, while Cardone et al. (2009 Cardone et al. ( , 2010 ) used a different calibration method and add the Luminosity-time correlation (Dainotti et al. 2008 (Dainotti et al. , 2010 to update the GRBs HD. A more recent compilation of GRBs with measured values of different correlation related quantities has been presented in Xiao & Schaefer (2009) and used in Cardone et al. (2011) to investigate the impact of systematics on the GRBs HD.
Notwithstanding these remarkable first attempts, whether GRBs can indeed be considered standardizeable distance indicators is a still pending question undergoing a fierce debate. To this regard, it is worth remembering that a well behaved distance indicator should be not only visible to high z and possess scaling relations with as small as possible intrinsic scatter, but its physics should be well understood from a theoretical point of view (Petrosian et al. 2009 ). Moreover, so far GRBs scaling relations are used as cosmological tool, adopting the observables of the raw correlations not corrected for redshift evolution and selection biases.
A valid tool in classifying GRBs is provided by the analysis of their light curves. A crucial breakthrough in this field has been represented by the launch of the Swift satellite in 2004, which allows a rapid follow -up of the afterglows in different wavelengths giving better coverage of the GRB light curve than the previous missions. Such data revealed the existence of a more complex phenomenology with different slopes and break times thus stressing the inadequacy of a single power -law function. A significant step forward has been made by the analysis of the X -ray afterglow curves of the full sample of Swift GRBs showing that they may be fitted by a single analytical expression (Willingale et al. 2007 ) which we referred to in the following as the W07 model. Dainotti et al. (2008) first found that the break time T * a = Ta/(1 + z) and the luminosity at the break time L * X (where z is the GRB redshift and the asteriks refer to the rest frame quantities) are not independent, but rather follow the log -linear relation, log L * X = a log T * a + b, with a and b fixed by the D'Agostini fitting method (D' Agostini 2005) . Such correlation has been first confirmed (Ghisellini et al. 2008; Yamazaki 2009 ) and then updated with 77 GRBs (Dainotti et al. 2010) , while the possible impact of systematics on the small error parameters sample have been investigated in Dainotti et al. (2011b) . Recently, Dainotti et al. 2013 have demonstrated the intrinsic nature of the LT correlation and provided an evaluation of the time and luminosity evolution. Moving along this route, we present here an estimation of how much the evaluation of the cosmological parameters is biased if we use an LT correlation slope that depart from the intrinsic correlation slope of 5 σ. Moreover, we address the calibration problem relying on an improved Bayesian analysis which explicitly takes into account the uncertainties on the background cosmological parameters.
The plan of the paper is the following: in Sect. 2, we present the simulated dataset we use and the intrinsic LT correlation; sect. 3 is devoted to the description of the statistical method used to jointly determine both the calibration parameters and the background cosmological model. Results are summarized and discussed in Sect. 4, while conclusions are presented in Sect. 5.
THE SIMULATED LT CORRELATION AND MOTIVATION FOR THE CHOSEN SUBSAMPLE
Since some of the LT correlation could result from the redshift dependences of the observables, Dainotti et al. (2013) use the Efron-Petrosian (1992) , hereafter EP method to reveal the intrinsic nature of this correlation. To make the reader more acquainted on the reason why here we depart from the intrinsic slope we discuss briefly the results obtained in this paper and its consequences. For the updated sample of 101 GRBs, namely the whole sample without the short bursts with extended emission (Norris et al. 2010) , called the Intermediate class (IC), Dainotti et al. 2013 found the power law slope a = −1.27
−0.26 , while for the whole sample a = −1.32
−0.17 with the D'Agostini method. Therefore, we note a steepening of the slope enlarging the sample from the past years (Dainotti et al. 2008 (Dainotti et al. , 2010 . The Spearman correlation coefficient for the larger sample (ρ = −0.74) is higher than ρ = −0.68 obtained for a subsample of 66 long duration GRBs analyzed in Dainotti et al. 2010 . The probability of the correlation (of the 101 long GRBs) occurring by chance within an uncorrelated sample is P ≈ 10 −18 (Bevington & Robinson 2003) .
To determine the intrinsic slope of the correlation it is necessary to evaluate whether the variables LX and T * a , are correlated with redshift or are statistically independent of it. For example, the correlation between LX and the redshift, z, is what we call luminosity evolution, and independence of these variables would imply absence of such evolution. The EP method prescribed how to remove the correlation by defining new and independent variables. Dainotti et al. 2013 determined the correlation functions, g(z) and f (z) when determining the evolution of LX and T * a so that de-evolved variables L ′ X ≡ LX /g(z) and T ′ a ≡ T * a /f (z) are not correlated with z. The evolutionary function are parametrized by simple correlation functions
refer to the local (z = 0) luminosities. Dainotti et al. 2013 found that there is no discernable luminosity evolution, kL x = −0.05 −0.14 . Therefore, we note a steepening in the slope parameters in the real data, when we consider a previous analysis (Dainotti et al. 2010 ) and in Dainotti et al. 2013 we attribute this steepening to selection effects and redshift evolution of the observables. Therefore, the aim of the paper is to show how much a departure from 5 σ above and below the central value of the intrinsic slope can affect the cosmological results. There is a wide discussion about the reliability of the GRB as possible cosmological probes due to the wide scatter of GRB correlations and due to the fact that all the GRB correlations may be affected by redshift evolution of their parameters and selection effects. Therefore, it is important to put a limit on how far we can depart from an intrinsic distribution of observables before changing dramatically the estimate of cosmological models. Another question we address is how much difference exists between results obtained from a subsample of high luminous GRBs and the ones of the overall sample. We discuss here a simulated data set of 101 GRBs with an imposed correlation slope, a = −1.52 assuming the fiducial ΛCDM flat cosmological model with ΩM = 0.291 and H0 = 71Kms −1 Mpc −1 , see Fig. 1 . We built this set associating to each real data of the distribution a simulated LX with the slope −1.52 obtained performing a Monte Carlo simulation with the real distributions. More precisely, the simulated luminosities are determined by applying an LT correlation with log LX ≈ −1.52 log T * a , where −1.52 is the imposed a slope of LT correlation and we chose as intrinsic scatter σint = 0.93, much wider than the scatter obtained from the real observed data sample, σint = 0.66. The aim of increasing the scatter is to see how much with a wider dispersion the best fit parameters of the cosmology change and how much this scatter can be reduced if we consider the high luminous subsample. From this total sample of GRBs we selected a subsample, called HighL samples, with the condition that LX 48.7 and the other sample will be called Full.
The reason for this choice is that we have demonstrated in Dainotti et al. 2013 that the luminosity function corrected by the redshift evolution and selection effects is equal to the observed luminosity function for luminosities LX 48. Here we could have chosen a sample with this exact feature, but in such a case we would have had a smaller (than 5 σ) difference from the intrinsic slope. We keep a symmetry of a 5 σ scatter above (the Full sample) and below (HighL sample) the intrinsic slope.
COSMOLOGY AND THE CIRCULARITY PROBLEM
In previous approach (Dainotti et al. 2008 (Dainotti et al. , 2010 some of us estimated the parameters (a, b) and the intrinsic scatter σint assuming the fiducial ΛCDM flat cosmological model with ΩM = 0.291 and H0 = 71Kms −1 Mpc −1 . We adopt the same cosmological model for simulating the data. When these parameters, a and b, are fixed by a given cosmology we face the so called circularity problem. In order to determine the GRB luminosity L * X , we need to set a cosmological model, namely the determination of the calibration parameters (a, b, σint) can be different depending on which cosmology is adopted. Although several methods have been proposed to avoid this problem (Kodama et al. 2008; Liang et al. 2008; Wei & Zhang 2009; Cardone et al. 2009; Capozziello & Izzo 2010; Demianski et al. 2011; Demianski et al. 2012) , it is highly desirable according to Petrosian et al. (2009) approach, to correctly take care of it in its full generality fitting together both the calibration parameters (a, b, σint) and the cosmological parameters each time for a given model.
Following Diaferio et al. (2011) , we therefore constrain the pGRB = (a, b, σint) calibration quantities and the set of cosmological parameters pc by considering the likelihood function 1 :
1 Note that we have here not expanded log L * X in terms of the measured quantities p obs so that our likelihood function looks different from the one in Diaferio et al. (2011) . The two expres-
where
with p
a , β i ) the set of simulated quantities needed to estimate log L * X for the i -th GRB given the cosmological parameters pc, σ i T the error on log T * a ,σ i L the one on log L * X obtained by propagating the measurement uncertainties on p obs , and the sum is over the NGRB objects in the sample.
Eqs. (2) - (4) are the same as some of us have adopted in previous papers (Dainotti et al. 2008 (Dainotti et al. , 2010 motivated by a Bayesian approach (D' Agostini 2005; Kelly 2007 ) to the calibration problem with the only difference that the best fit zeropoint b is not analytically expressed as a function of (a, σint), but it is free and it is added to the list of quantities to determine which thus sums up to Nc + 3. In order to strengthen the constraints in such a large dimensional space, we add two further datasets, the Union2.1 SNIa sample containing 580 objects over the redshift range 0.015 z 1.414 (Suzuki et al. 2012 ) and the H(z) over the redshift range 0.10 z 1.75 (Stern et al. 2010a ). The combined likelihood for GRBs, SNeIa and H(z) data simply reads: L = LGRB ×LSNeIa ×LH ×L0 where the last term L0 with (h obs , σ h ) = (0.738, 0.024) has been introduced to take care of the recent measurements of the present day Hubble constant by the SHOES (Riess et al. 2009 ) collaboration.
For an assumed cosmological model characterized by a given pc parameters set to be determined, the best fit calibration quantities (a, b, σint) will be the ones which maximize the full likelihood function L(pGRB , pc). In order to efficiently sample the Nc + 3 dimensional parameter space, we use a Markov Chain Monte Carlo (MCMC) method running three parallel chains and using the Gelman & Rubin (1992) test to check convergence. The histograms of the parameters from the merged chain after burn in cut and thinning are then used to infer median values and confidence ranges.
RESULTS
In order to evaluate the likelihood function and hence constrain the cosmological parameters, we have first to choose a cosmological model. To this end, we will assume a two component universe filled by dust matter and dark energy (DE) with equation of state (EoS) given by the CPL (Chevallier & Polarski 2001; Linder 2003) ansatz w(z) = w0 + waz/(1 + z). The dimensionless Hubble parameter E(z) = H(z)/H0 then reads :
sions are actually consistent with each other should we use the relation among L * X and p obs .
with (ΩM , ΩX ) the present day matter and DE density parameters. Since we are mainly interested to show how the constrain on cosmological parameters change with a different correlation slope rather than constraining the cosmological parameters (ΩM , ΩX , w0, wa, h) themselves, we will consider only two particular cases. For the first model (referred to as OLCDM), we assume DE is described by a cosmological constant term thus setting (w0, wa) = (−1, 0), but leave open the possibility that the universe is not spatially flat. As a second case (dubbed in the following FCPL), we force the model to be flat (hence ΩX = 1 − ΩM ), but allow for a varying DE EoS and let the fit determining (w0, wa).
Since both the correlation coefficient and a rough visual examination have shown that the GRBs in the Full and HighL samples follow different LX -Ta correlations, i.e. the values of (a, b, σint) for the two sets are not equal, we will discuss the results of the likelihood analysis for two distinct cases depending on which GRB sample is used to compute LGRB. Finally, we will also check whether the inclusion of non GRB data biases in some unpredictable way the calibration of the LX -Ta correlation by fitting the cosmological models to a modified likelihood function defined as: L only = LGRB × L0 × LM where the term LM with (ω obs M , σM ) = (0.1356, 0.034) represents a constrain on the physical matter density ωM = ΩM h 2 from the WMAP7 (Komatsu et al. 2011 ) CMBR analysis. Note that we include this term in order to alleviate the degeneracy among the calibration and the cosmological parameters When fitting to GRBs + SNeIa + H(z), we do not include the LM since the SNeIa + H(z) data play the role of constraining the background expansion thus leaving to GRBs data the task to calibrate the LX -Ta correlation. Table 1 summarizes the results of the likelihood analysis using the Full GRB sample both with and without the SNeIa and H(z) data for the two cosmological models considered.
Full sample
Let us focus first on the calibration parameters (a, b, σint). A straightforward comparison among the four different set of constraints makes it evident that the slope a, the zeropoint b and the intrinsic scatter σint are robustly determined notwithstanding which is the underlying cosmological model and the dataset used. In fact, although the best fit and median values are different, the 68% CL are always well overlapped. Notwithstanding the 5 sigma scatter in the correlation intrinsic slope the results here are consistent with our previous works (Dainotti et al. 2008 where, however, we have only considered flat models. A qualitative consideration may help to explain why the calibration parameters do not dramatically depend on the cosmological model. Indeed, since most of the GRBs are at high z, they are probing the matter dominated era. In such a regime, the dimensionless Hubble parameter in Eq. (5) is mainly driven by the ΩM (1 + z) 3 term with the other contributions being partially smoothed out by the integration needed to get the luminosity distance. As a consequence, due to the large uncertainties on the simulated data, the details of the underlying cosmological are masked out in the calibration procedures. The signature of the cosmology will come out using a still larger sample with very small uncertainties on (log T * a , log L * X ). We also underline that the departure from the real intrinsic slope of the LT correlation affects indeed the cosmological paramaters. First, we consider the OLCDM model which we have parameterized in terms of the present day values of the matter and DE density parameters and the Hubble constant. While h is well in agreement with the estimates from both the local distance estimators (Riess et al. 2009 ) and the CMBR based data (Komatsu et al. 2011) , the median values for both (ΩM , ΩX ) are larger if compared to a fiducial ΩM ∼ 0.27 obtained in previous works (see, e.g., Davis et al. 2007; Amanullah et al. 2010 ). Therefore, using a different intrinsic slope will bring a difference of the 13% on the best estimate of the ΩM parameter, see Fig. 2 . The constraints on the curvature parameter which turn out to be : when fitting the GRB + SNeIa + H(z) + H0 dataset. Here we even have median values point towards non flat models for both fits, a spatially flat universe is in agreement with, e.g., the WMAP7 only within the 95% giving Ω k = −0.080 +0.071 −0.093 . This discrepancy can be outlined not only from the fact that in this case we are unable to strongly discriminate among flat and non flat models, but also from the fact that this is still not possible when SNeIa data are added to the fit.
Forcing the model to be spatially flat but modeling the DE EoS with the CPL ansatz leads to the constraints for the FCPL model listed in the second half of Table 1 . There is a striking difference among the results for the GRB + ωM + H0 and the GRB + SNeIa + H(z) + H0 datasets. First, we note that the matter density parameter ΩM is larger when GRBs and SNeIa are fitted together.
As already stressed, the constraints on (w0, wa) are radically different for the GRB + ωM + H0 and the GRB + SNeIa + H(z) + H0 fits.
HighL sample
Let us now consider the fits using only the 18 GRBs in the HighL sample, namely a sample of GRBs with luminosity larger than the threshold value (log L * X ) th = 48.7. Actually, the value of log L * X depends on the cosmological model adopted to estimate the GRB distance so that, in principle, whether a GRB enters or not the HighL sample is a function of the unknown underlying cosmological parameters. As it is clear, maximizing L is the same as minimizing the sum of the single χ 2 terms. Let us suppose that there are two sets of cosmological parameters pc which give comparable values of χ Table 2 ) do not change if we change the fiducial model used for the selection of HighL GRBs.
As for the fits to the Full sample, we again find that the constraints on the calibration parameters only weakly depend on either the cosmological model or the dataset used (with or without SNeIa and H(z) data). Indeed, although the best fit and median values change, the 68% CL are in full agreement. We also note that adding the SNeIa and H(z) Figure 2 . Left panel Regions of confidence for the marginalized likelihood function L(a, σ), obtained marginalizing over b and the cosmological parameters using the total simulated sample. The bright brown regions indicate the 1σ (full zone) and 2σ (bright gray) regions of confidence respectively. On the axes are plotted the box-and-whisker diagrams relatively to the a and σ int parameters: the bottom and top of the diagrams are the 25th and 75th percentile (the lower and upper quartiles, respectively), and the band near the middle of the box is the 50th percentile (the median). Right panel Regions of confidence for the marginalized likelihood function L(Ωm, h).
data does not significantly improve the constraints on the calibration parameters.
Comparing the calibrations parameters (a, b, σint) for the Full and HighL samples show us one of the most important outcome of the present analysis. The LX -Ta relation traced by the high luminosity GRBs is much more shallow (the median |a| being smaller) and tight (with σint decreasing from ∼ 1 to ∼ 0.4) than the corresponding one for the Full sample, see Fig. 3 . A possible reduction of the intrinsic scatter for samples made out of large luminosity GRBs only was already pointed at in . Here, some of us have shown that the selection on log L * X helps reducing the scatter without biasing in any other way the sample from the point of view of the other GRB properties (such as the time duration T * a and the slope βa of the GRB energy spectrum). In that paper, we have, however, not explored further the dependence of the slope a on the threshold luminosity, but only on the error energy parame-
. The more the sample is dominated by low σ(E) GRBs, the shallower and tighter is the LX -Ta relation. Since low σ(E) GRBs have typically large luminosity, the effect found in goes in the same direction. This happens also with simulated data.
We note that the Full sample results have closer value of the flat cosmological model predicted by the SNeIa sample, while the HighL sample differs of 5% in the value of H0 computed in Peterson et al. 2010 , while the scatter in ΩM is underestimated by the 13%, see Fig. 4 . Therefore, we conclude that we need to follow one of these two approaches : either we use an High luminous sample with the condition that log L * X,f id 48, namely we have to chose the sample using as a fiducial cut exactly the luminosity for which the raw luminosity function coincides with the luminosity func- tion corrected by the EP method (Dainotti et al. 2013) or we should include in the evaluation of the cosmological parameters the luminosity and time evolution in the procedure described in sec. 3. 
CONCLUSIONS
The need to push the determination of the Hubble diagram deep into the matter dominated era has been the main driver for trying to make GRBs standardizeable candles so that they can probe cosmic expansion up to z ∼ 9.4. The LT correlation we have discussed here stands out as one of the strategies implemented to achieve this goal emerging as the only one based on the X -ray afterglow quantities. Moving along the road explored in our previous works, we here show an appropriate analysis that one should do with GRB correlations considering their intrinsic slope and we show here how much changing the correlation slope we obtain departure from a standard cosmology. The test with simulated data has also allowed us to jointly fit both the calibration and cosmological parameters, in order to fully take care of the circularity problem. To this end, we have added also SNeIa and H(z) data to break the degeneracy among calibration and cosmology also checking whether the combination with non GRB data biases the estimate of the (a, b, σint) quantities.
The results of cosmology change using the high luminous or full sample, this means that the change of the correlation slope from the intrinisc one biases the cosmological results. Here, we consider a simulated case, but the redshift evolution as it is explained in Dainotti et al. 2013 should be taken into account, in order to maximize the possibility to use correlations as cosmological tools. Moreover, in this approach the simulated data resemble a mixed sample of long GRBs and intermediate class (IC) (Norris et al. 2010) . Therefore, here we put another caveat on the use of whole sample of GRBs used for cosmological studies, namely being uncertain of the physical mechanism behind the LT correlation, one can not exclude the possibility that this unknown engine does not work in the same way for long and IC GRBs so that jointly fitting both classes biases the slope determination. Should this be the case, one would likely find a larger intrinsic scatter which is what we indeed get. Unfortunately, the number of IC GRBs in our sample is too small 2 to efficiently carry on the fitting analysis we have used here. Therefore, the validation of such hypothesis has to be postponed until a still larger dataset of IC GRBs is at our disposal.
The existence of this sample suggests that the physical mechanism underlying the LT correlation is luminosity dependent, because above a certain luminosity value the raw luminosity function coincides with the luminosity function corrected by selection biases and redshift evolution.
In conclusion, we can claim that the present analysis opens a new perspective in the use of GRB correlations as cosmological tools, namely this research posed a strong caveat against the use of the observed GRB correlations not corrected by redshift evolution and selection biases.
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