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Abstract
A one-dimensional, electrostatic particle-in-cell code with non-periodic boundary condi­
tions is used to simulate a low pressure capacitive rf plasma created between two planar 
electrodes. Ion and electron motion is included and ionising collisions by energetic 
electrons allow a steady state to be reached and maintained. Realistic values of m i / m e 
are used but there is no attempt to model a real gas and, except for ionisation, no binary 
collision processes are considered.
The simulation plasma is generated by driving one boundary with a sinusoidal rf 
voltage at a frequency cur//27r =  10 MHz. The effects of scaling on the steady state, 
the structure and the impedance of the resulting discharge are investigated. Changes 
resulting from varying the amplitude of the driving voltage are examined and scaling 
laws for the plasma potential, electron density and power loss obtained. Sheath heating 
is shown to be the main electron heating process and power balance is checked.
The structure of the rf sheath obtained in the simulation is compared to theoretical 
models of both the current driven and the voltage driven sheath. Disagreement in the 
maximum sheath width between the simulation and the model is ascribed to neglect 
of the period of sheath collapse and the use of an idealised electron density profile in 
the model. Sheath scaling is shown to underlie the variation of electron density and 
temperature with rf voltage.
The electron sheath interaction is examined and found to differ considerably from 
current theoretical models. In the range of parameters investigated, it is essential to 
consider the distortion of the electron velocity distribution in the sheath. A beam-like 
distribution is observed when the sheath velocity changes rapidly near the time of sheath 
collapse and an instability develops when electrons are accelerated into the plasma as 
the sheath expands.
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Introduction
Advances in computer technology have recently made it possible to realistically simulate 
a bounded plasma by particle methods. This is now possible not only on large mainframe 
computers but on less costly desktop workstations, and in runtimes that make parameter 
space scans practical.
A particle simulation of the capacitive rf plasma is presented in this thesis. The work 
is motivated by the need for a better understanding of the rf plasmas used in plasma 
processing and specifically of the role of the sheath at low neutral pressure. Attention 
is focussed mainly on the sheath structure and on the interaction between the charged 
particles and the sheath. Of most interest is a collisionless electron heating mechanism 
which is unique to bounded rf plasmas. This sheath heating is the maintaining mecha­
nism in our model which has been deliberately kept as simple as possible so that this 
process can be studied in isolation from other heating mechanisms.
The simulation is one dimensional, electrostatic and includes ion and electron motion 
as well as ionisation by fast electrons. Realistic electron ion mass ratios are used but 
there is no attempt to model a real gas and gas phase chemistry is also neglected. The 
simulated plasma is large (L > 103AD) and up to 105 particles are treated. Values of 
external parameters have been chosen so that the results are of direct relevance to other 
studies of processing plasmas.
An account of the role of rf plasmas in plasma etching and of some of the current 
concerns in this field is given in Chapter 1. This introductory chapter also includes 
a summary of the phenomenology of capacitive rf plasmas as well as a review of the 
various approaches taken in theoretical modelling. The simulation is described in detail 
in Chapter 2. The remaining chapters deal with results and comparisons to published
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experimental measurements, or results from other simulations and analytic models.
The basic results on the discharge structure, the role of the sheath and the processes 
leading to power loss are given in Chapter 3 which also deals with the effects of scaling. 
Chapter 4 is concerned with a comparison of the sheath structure in the simulation and 
in a theoretical model. The particle dynamics is dealt with in Chapter 5. Included in this 
chapter are discussions of the electron sheath interaction and the ion motion through the 
sheath and the presheath. The concluding chapter summarises the results and touches 
on possible development of the simulation.
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Chapter 1
RF Plasmas in Plasma Processing
The last three decades have witnessed continuing rapid advancement in the field of 
microelectronics, due mainly to progress in the technologies used in integrated circuit 
manufacture. One of the key technologies is plasma processing - the use of weakly 
ionised plasmas for etching, sputtering or deposition of various materials.
The understanding of the plasmas used and of their interaction with the material 
surface is naturally of great technical interest; however typical etching or deposition 
reactors are inherently very complex physical systems and, as a consequence, under­
standing lags behind application so particular industrial processes are still most often 
empirically developed and optimised.
This thesis presents a particle simulation of a radio-frequency (rf) plasma which 
can reproduce some of the important phenomena seen in laboratory experiments. The 
basic aim of the simulation is to reproduce the motion of the particles in the applied and 
self-generated fields self-consistently. When this is done, everything about the system is 
known (at least in principle) and quite precise ‘measurements’ can be performed on the 
simulated plasma which are extremely difficult or even impossible to do on a laboratory 
plasma.
One important advantage of simulation is that one can freely choose the level of 
model complexity, so that interesting phenomena are reproduced without necessarily 
including every physical process present in the actual laboratory system. At the same 
time it is possible to study phenomena not easily amenable to analytical methods, such
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as nonlinear wave-particle interactions or the effects of various heating mechanisms and 
collision processes on particle distribution functions. Thus simulation can be a useful 
aid to both experiment and theory. With regard to experiment, a simulation can help 
identify the physical processes underlying particular experimental observations. It can 
also clarify how various physical processes interact to produce the observed behaviour, 
while a given process can often be studied in much greater detail in a simulation than 
in the laboratory. With regard to theory, a simulation is useful particularly when the 
theory is either poorly developed or so complex that comparison with experiment is not 
easily made. Simulation can be used to test the validity of simplifying assumptions, that 
is, it can treat a more complex model and thus lend support to or criticize an existing 
theoretical model. It can also be used as a guide to the formulation of new assumptions.
The approach adopted in this thesis has been to take a very simple model of the 
plasma and to try to understand the simulation results before proceeding to include more 
physical processes that would make the simulation more realistic. The simple model 
is already capable of exhibiting complex behaviour and it is felt that proceeding to the 
even more complex without first dealing with this is inadvisable.
The main consequence of this approach is that the simulation results are more 
‘properly’ compared to simple theoretical models than to experimental observations of 
laboratory plasmas. We have therefore sought to compare the results mainly to simple 
theory and to other simulations, but when the simulation can reproduce phenomena 
observed in the laboratory, attention is drawn to this aspect also.
This chapter gives a simple account of the current concerns in plasma etching in 
Section 1.1 in order to clarify the motivation for the study and to put it into a wider 
perspective. Section 1.2 deals with the general characteristics of the rf plasmas used in 
etching. Other approaches to plasma modelling and simulation are briefly reviewed in 
Section 1.3 which includes other work using particle simulation techniques.
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1.1 Plasma Etching
The important characteristics of plasma processing that are relevant to the present study 
can all be illustrated by considering plasma etching. This is the use of chemically 
active, rf or microwave produced plasma in the fabrication of circuit structures with 
dimensions of the order of 1 fim. The etching proceeds through the bombardment of 
a surface by chemically active species from the plasma and the formation of a volatile 
product from their reaction with the surface material leading to surface erosion. The 
product is subsequently removed by the vacuum pumps and fresh feedstock gas is 
continuously introduced to replenish the active species.
By suitably masking portions of the surface, patterns can be etched into the wafer 
since only those portions of the surface exposed to the chemical flux are etched. Plasma 
etching has replaced wet etching in acid solution in many fabrication steps. The main 
reason for this is the better control possible with plasma: it is difficult to arrest a wet etch 
process because the acid must be flushed out of very small surface structures. Except 
for very special situations [7, ch4], wet etching is also inherently isotropic whereas with 
plasma etching it is possible to obtain anisotropy. The difference between isotropic and 
anisotropic etching is shown in Figure 1.1. When the etch is isotropic, the etch rate is
(a) (b)
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Figure 1.1: Profiles obtained with (a) isotropic etching and (b) anisotropic 
etching.
independent of direction and mask undercutting occurs (Figure 1.1a), whereas with an 
anisotropic etch, the etch rate is strongly directional and the mask pattern is faithfully
mask
5
reproduced in the substrate. This is essential if very small features are to be fabricated 
and especially when deep, narrow trenches are required.
Anisotropy in plasma etching is due to the directional flux of ions accelerated in 
the sheath above the wafer. The details of how the anisotropic profiles are achieved 
depend on the particular process [144,30]. Generally, the surface reaction leading to the 
formation of the volatile product is activated or enhanced by the energy input from the 
ion flux. An example of ion activation is the etching of Si in a Cl2 plasma. There is no 
spontaneous etching of Si by Cl or Cl2 so those surfaces not exposed to an ion flux are 
not etched. Even if spontaneous etching does occur in a particular gas, such as with F 
acting on Si, anisotropy can be obtained at low pressure [137,106]. In the case of Si 
etching in pure SF6, this appears to be due to an activation of the surface reaction below 
the critical fluorine surface coverage required for spontaneous etching [107]. Another 
possibility is the formation of a passivation layer such as occurs in the etching of silicon 
in SF6 + 0 2 mixtures [102,110]. Several competing reactions, even competing etching 
and deposition processes occur in a number of processes and result in a great variety 
of specific etch mechanisms. In each case however, the directionality of the ion flux 
is critical and this has provided the impetus to work at low pressure where the sheath 
above the wafer is essentially collisionless.
Anisotropy is of course not the only concern in plasma etching. Other important 
requirements are spatial uniformity; selectivity between the mask and the substrate; and 
a minimum of ion induced damage to the substrate. The need to improve currently 
available processes has led to the design of novel etching reactors and some of these 
are mentioned in the next section.
1.1.1 Composition of Etching Plasmas
Part of the fascination of plasma etching is that the topic involves several traditionally 
separate disciplines - surface physics, solid state physics, plasma physics and gas-phase 
chemistry. The complexity of the systems investigated thus brings with it a richness 
of observed phenomena and a great variety of the experimental techniques employed. 
The interaction of the plasma with the surface is very complex since various charged
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and neutral species are incident on a number of sometimes exotic materials and the 
resulting reactions depend on the energies, the relative fluxes and the chemical nature 
of the incident particles as well as on the exact state of the surface. There are a number of 
possible surface processes including surface activation or damage by ion bombardment 
and chemical passivation. Etching can even compete with other wall processes and the 
results are often very sensitive to the particular conditions in the reactor.
The chemical composition of the plasma is clearly of great importance. The gas 
used is normally a molecular gas such as SF6 or CHF3 and mixtures of various gases are 
not uncommon, for example a mixture of CHF3 + H2 is often used to etch Si02 while 
SF6 + 0 2 can be used to etch silicon. The chemical kinetics of the resulting plasma is 
usually extremely complex: in their model of silicon etching in an SF6 + 0 2 mixture, 
Ryan and Plumb [121] list 47 separate gas-phase reactions, of which 18 are important.
There is no attempt to include the plasma chemistry in our simulation. It is possible 
to develop the code to include simple chemical reactions but there is little hope at present 
of simulating a complex gas mixture by particle methods. The results may still be useful 
in the study of chemically active plasmas. The understanding of heating mechanisms 
which the simulation facilitates can, for example, be used in a rate equation model of 
the plasma chemistry. At present these models often use Maxwellian distributions or 
assume that the electron transport is in equilibrium with the instantaneous local electric 
field [121]. With the important exception of electron attachment processes, the plasma 
chemistry does not necessarily have a major effect on the behaviour of the charged 
species.
1.1.2 Etching Reactors
In the most common etch reactor configurations, the plasma is created between two 
planar, usually disk-shaped electrodes within a vacuum chamber by grounding one of 
the electrodes and driving the other with an rf signal. Commercial systems use the 
industrial frequency of 13.56 MHz and the generator is matched to the live electrode 
by a resonant tuning network. We shall consider only the simplest ‘parallel plate’ 
reactors. Several novel reactor configurations are now being investigated since the
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current reactors are unable to satisfy all future requirements and some of these systems 
will be mentioned at the end of this section.
There are two reasons for the use of high frequency sources for the plasma produc­
tion. Firstly, both semiconductor and insulating materials are found in circuit structures 
and using dc generated plasmas leads to unwanted local charging effects; secondly, rf 
and microwave sources are more efficient than dc at ionising and dissociating the gas 
so that higher densities of charged particles and chemically active species result from 
the same input power.
Figure 1.2: Etch reactor configurations, (a) Symmetric system, (b) Reactive 
ion etching configuration.
Figure 1.2a shows a reactor with equal area electrodes resulting in a plasma which 
is symmetric about the central plane between the electrodes. The equal area reactor 
is rarely realized since the plasma is in contact with the vacuum chamber walls in the 
radial direction and the wall can act as a third electrode. A symmetric system must be 
more elaborately designed and in order to achieve the desired symmetry both electrodes 
are sometimes driven by rf signals with opposite phase [66,111].
Commercial reactors are not symmetric systems: often the vacuum chamber itself 
acts as the grounded electrode and the wafer to be etched is placed directly on either
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the grounded or the smaller live electrode. In the former configuration, known as PE 
(or Plasma Etching), the plasma is used as a source of reactive neutral species which 
spontaneously etch the substrate material. Neutral pressure is in the range 0.1 to 1 Torr 
and the ion flux and ion energies are low. The second configuration is known as RIE 
(Reactive Ion Etching) and is shown in Figure 1.2b. RIE systems work at lower pressure 
(5 to 100 mTorr) and the ion flux plays an important role in the etch process. These 
systems can produce the anisotropic etch profiles discussed above.
An important feature of RIE systems is the blocking capacitor between the rf gen­
erator and the live electrode shown in Figure 1.2b. The asymmetry gives rise to a bias 
on this capacitor, known as the self-bias, which is negative with respect to the plasma 
potential and thus serves to accelerate ions through the sheath above the wafer. Its value 
depends on the plasma parameters as well as on the electrode area ratio.
The main drawback of RIE systems is their performance at low neutral pressure. As 
the pressure is lowered, the amplitude of the electrode voltage rises for a constant input 
power. This leads to an increase in the self-bias voltage and consequently an increase 
in ion induced damage. Lower pressures also result in lower density plasmas and thus 
a drop in the ion flux.
Since the optimisation of etching processes involves compromise, it is desirable to 
have independent control over parameters such as ion flux and ion energy and this can 
be achieved by separating the plasma production from the generation of the bias at the 
wafer. A capacitively coupled etching reactor which makes this possible is shown in 
Figure 1.3. The reactor consists of a glass cylinder around which is wound a copper 
strip rf electrode. This is used to create a plasma with rf power at 13.56 MHz. The 
wafer is placed on a glass holder and a bias voltage at the wafer surface is generated 
by capacitively coupling to a circular electrode within the substrate holder. Self-bias 
can be obtained either by means of a passive resonant network [92,137] or by using a 
separate rf generator.
Further refinements to this scheme seek to increase the plasma density and improve 
the etch uniformity by separating the plasma source from the etching chamber. A high 
density plasma can be produced at low neutral pressure by, for example, coupling to a
9
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Figure 1.3: Etching reactor with independent substrate bias.
helicon wave [17,21] or by electron cyclotron resonance heating [103]. The plasma is 
allowed to diffuse into the etching chamber where magnetic confinement, usually by a 
multipolar cage [20], is used to obtain the desired uniformity.
1.2 Capacitive RF Plasmas
The phenomenology of rf plasmas has been thoroughly investigated since the earliest 
observations of Thomson [132], Tesla [130] and others more than a century ago. They 
are broadly classified into two types which accord with the method of excitation:
1. Induction or H-type discharge in which the rf field in the plasma 
results from a changing magnetic flux and the electric field lines are 
closed within the plasma. The typical example is the high power ring 
discharge produced by a helical coil wound about a glass tube [5,114].
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2. Capacitive or E-type discharge in which the field lines exit the plasma 
and continue through the sheath to the external electrodes. The electric 
field is thus due to the time-varying potential difference maintained 
by the generator between the external electrodes.
Confusion has arisen since the two types of discharge can coexist [95] and also be­
cause plasmas are sometimes classified as ‘capacitive’ or ‘inductive’ according to their 
apparent circuit impedance.
In both E- and H-type discharges, the wavelength corresponding to the excitation 
frequency is much greater than the plasma dimensions. This is not a fundamental 
property of rf plasmas since it is possible to couple to a plasma wave, either in the 
body of the plasma [17] or as a surface wave [99], with a wavelength smaller than 
the free-space wavelength. The resulting wave can have a wavelength smaller than the 
plasma dimensions and the plasma is heated by the damping of the plasma wave.
In this thesis, we shall be concerned only with capacitive, E-type plasmas and all 
electromagnetic effects will be neglected. Even with these restrictions, many interesting 
phenomena arise and the type of plasma produced depends greatly on the values of the 
external parameters: the neutral pressure and the nature of the gas or gas mixture; the 
dimensions of the apparatus and the electrode material; and the frequency and amplitude 
of the applied rf signal.
The parameter range of interest in the present work is p0 =  1 to 50 mTorr, Vrj =  0.1 
to 2 kV and corf =  10 MHz. This correspond roughly to the parameter range used by 
Hatch [66] in his investigations of rf plasmas and includes parameter values of interest 
in plasma etching. The plasmas observed within this range of external parameters are 
typically weakly ionised (ne/nn < 10“4) and far from thermodynamic equilibrium. Due 
to their large mass, the ions respond only slightly to the rf field and only the electrons 
gain energy directly from the field. The exchange of energy between the electron and 
the heavy particles is relatively slow because of the large disparity in mass and the main 
energy loss mechanisms for electrons are inelastic collisions and loss to the wall. The 
resulting electron energy distributions are often non-Maxwellian with average energies 
in the range 0.5 to 10 eV. Ions can exchange energy efficiently with the neutrals so the
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temperatures of the ions and neutrals are quite close and rarely much higher than room 
temperature.
An important aspect of capacitive rf plasmas is the presence of three separate electron 
heating mechanisms. The first of these is ohmic heating which results from the passage 
of current through a resistive plasma. In weakly ionised plasmas, the resistivity is due 
mainly to electron neutral scattering [52, ch7] and so depends markedly on pressure. 
Ohmic heating is the dominant heating mechanism in the positive column of a dc glow 
discharge [37, ch2] and in the high current H-type plasma. It can be important in 
capacitive rf plasmas at high pressure where the resistivity is high.
The second mechanism is secondary electron acceleration through the sheath poten­
tial. Secondary electrons can be liberated from the electrodes by incident ions, electrons 
or photons. Secondaries from ion impact arise through the potential energy of the ion 
(corresponding to the ionisation energy £,) becoming available once the ion is neu­
tralised at the surface [57]. Electrons within the electrode surface can thus gain enough 
kinetic energy to overcome the surface energy barrier. The secondary generation coef­
ficient due to ion impact 7+ is sensitive to the state of the surface and for gas covered 
surfaces [59] typical values lie in the range 0.05 < 7+ < 0.2. Since the ejection of the 
secondary electron results from the potential energy of the incident ion, the secondary 
yield is quite insensitive to the ion kinetic energy. The ejected electrons have a broad 
energy distribution with the maximum energy determined by the ionisation energy and 
the work function of the surface [58].
Electron produced secondaries have been studied extensively [94,56] since they have 
important applications. Figure 1.4a shows schematically the spectrum of secondary 
electrons produced by a 200 eV beam. Three groups of electrons can be distinguished: 
the peak at 200 eV corresponds to beam electrons elastically reflected at the surface. 
The broad peak at low energy is due to ‘true’ secondaries ejected from the surface. In 
between the two peaks, the distribution contains both energetic ‘true’ secondaries and 
primary electrons which are scattered near the surface before escaping again. The ‘true’ 
secondaries are difficult to distinguish from the reflected and scattered primaries when 
the incident energy is low and both are included in the secondary yield coefficient 7_.
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Figure 1.4: (a) The energy spectrum of secondary electrons resulting from 
the impact of a 200 eV electron beam on a surface, (b) The secondary 
yield 7 _ from electron impact shown as a function of primary energy £p.
Both figures have been adapted from Reference [56].
A typical yield curve given in Figure 1.4b shows that 7 _ can exceed 1 in a range of 
incident electron energies so that electron multiplication at the surface is possible - 
this is exploited in devices such as the photomultiplier and it is important during the 
breakdown phase of a discharge when energetic electrons impinge on the electrodes. 
The form of the yield curve is universal [56] but the peak yield and the energies where 
the curve crosses 7 _ = 1 depends on the material. At very low incident energies 
(£ < 5 eV) electron reflection is important [36,65], especially at gas covered surfaces, 
and the yield can be as high as 0.2 to 0.3 per incident electron.
The generation of secondaries by ion impact is important in the cathode region of 
dc glow discharges [25]. The secondaries are accelerated by the large field in the cathode 
dark space and are responsible for the negative glow. There is still some controversy
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over the role of secondaries in capacitive rf plasmas. It is clear that some secondaries 
will always be present and since they reduce the electron loss to the wall, they can 
play a significant role in the particle balance. It is thus possible that a plasma can be 
maintained at some values of pressure and power solely because of the occurrence of 
secondaries. This does not mean, however, that the acceleration of secondaries is also 
important in the power balance.
The third heating mechanism is unique to rf plasmas and arises from the variation 
of the electrode potential. This gives rise to a modulation of the sheath width and 
electrons impinging on this moving sheath gain energy in the interaction. This heating 
mechanism has been called stochastic heating [1,2,51], wave riding [81] and sheath 
ohmic heating [16] in various contexts but it appears to have been noticed first in 
connection with resonance probe measurements [96]. Sheath heating and the plasma 
resulting from it are the main subjects of this thesis and previous work will be reviewed 
as appropriate when particular details of the process are discussed. In the simplest 
conceptual picture of the electron sheath interaction, known as the hard wall model [43, 
111], the sheath is imagined to behave as a rigid moving wall and the velocity of an 
electron after a collision with such a wall is
v =  — ve +  2vs (1.2.1)
where ve is the initial velocity and vs is the sheath velocity. Electrons which collide with 
the sheath when the sheath is expanding (vs > 0) gain energy while those arriving when 
the sheath is contracting (vs < 0) lose energy. On average, however, the result is an 
energy gain. The electrons affected by the interaction can have a beam-like distribution 
and the electron energy distribution within the plasma can be markedly non-Maxwellian.
The ratio iorf/iope is of great importance in capacitive rf plasmas since if this becomes 
unity within the plasma, the electrons resonate in the applied electric field and a peak 
in the ionisation rate occurs at the position of resonance [3]. We are only concerned 
with plasmas in which cur//cupe < 1 everywhere. Under these conditions, the plasma 
electrons largely shield out the electric field so that it is confined to the sheaths adjacent 
to the electrodes. Even in this case resonant phenomena can occur. A particularly 
striking example is the formation of plasmoids which are visually well-defined, bright
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formations of plasma occurring in various shapes and colours [145,67]. The formation 
of plasmoids is due to a series resonance between the capacitance of the sheaths and the 
inductance of the plasma [129,67]. When the resonance condition is satisfied, a field 
reversal occurs within the plasma and this leads to a high ionisation rate. The series 
resonance between the plasma and sheath also accounts for the behaviour of resonance 
probes [62]. The resonance phenomena occur at low pressure (< 1 mTorr) and low 
electron density (ne ~ 1012 m-3).
The presence of several heating mechanisms leads to a number of configurations 
in which a plasma can exist, and transitions in which the properties and the structure 
of the discharge change markedly may be observed at certain values of the external 
parameters. A well-investigated example of such a transition between two stable regimes 
was first reported by Levitskii [88] in 1957. He named the two regimes the a-type and 
the 7-type discharge after Townsend’s ionisation coefficients. In the a regime, the 
plasma is maintained by ohmic heating or by sheath heating whereas in the 7 regime 
secondary electrons accelerated by the sheath potential are predominantly responsible 
for ionisation. The transition between the two regimes is observed when the amplitude 
of the voltage or the current supplied by the external circuit reach a critical value and 
the two types can be very different in appearance [141]. The a to 7 transition is a high 
pressure phenomenon, occurring in the range p0L ~  1 to 40 Torr.cm [46], although it 
should be mentioned that at very low rf frequencies (corf < cupt), the 7 processes play 
an essential role in maintaining the plasma at all pressures.
At the low pressures that we wish to deal with, the resonance phenomena can also 
lead to transitions between different regimes and these often involve hysteresis and 
other nonlinear effects. We give a description of such a transition observed in an argon 
plasma created in the etching reactor shown in Figure 1.3. At low input power, the 
density is low and the plasma is quite dull. As the power is increased, a value is 
reached where a sudden jump occurs, completely changing the state of the plasma. The 
plasma impedance changes so that the external matching network must be adjusted, the 
plasma becomes much brighter and the density, measured by a Langmuir probe [137], 
increases by a factor of 2 to 5. The transition is shown in Figure 1.5 for a neutral
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pressure of 0.3 mTorr. At this pressure there is a range of input power at which the
Power (kW)
Figure 1.5: The intensity of the 750.4 nm line of argon shown as a func­
tion of input power at a neutral pressure of 0.3 mTorr. The shaded region 
indicates hysteresis with instability and switching between the two regimes.
plasma is unstable, switching between the bright and the dull regime and it is difficult 
to match to the rf generator. At slightly higher pressure (1 to 5 mTorr) the tuning near 
the transition improves and only the hysteresis remains. The power required to produce 
the transition changes with pressure as shown in Figure 1.6. These measurements were 
taken by decreasing the power in the ‘bright’ regime and noting either a sudden drop 
in luminosity or an abrupt impedance change. The behaviour at the transition depends 
on pressure: at low pressure hysteresis and unstable switching between the two regimes 
occurs. As the pressure is raised the transition becomes less distinct and at high pressure 
(> 10 mTorr) it becomes difficult to distinguish from apparently random fluctuations of 
the signal from the plasma.
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Pressure (^bar)
Figure 1.6: The input power at which an abrupt transition from a bright to 
a dull plasma occurs shown as a function of the neutral pressure in argon.
Significant changes in impedance and hysteresis are typical of transitions at low 
pressure. Similar phenomena have been described by Hatch [66] and Godyak and 
Popov [50]. The power deposition into the electron distribution is sensitive to the value 
and spatial distribution of the rf field and the presence of resonances leads to field 
reversal in the plasma [129] and the generation of a strong second harmonic component 
of the plasma potential.
The presence of various heating mechanisms is not the only factor leading to complex 
behaviour. A number of energy loss mechanisms are available to the electrons and even 
in the simplest situation, the balance between loss by inelastic collisions and loss to the 
walls is sensitive to the electron energy distribution and the conditions at the sheath. 
In molecular gases dissociation can play an important role and in the electronegative 
gases often used in plasma etching attachment processes can lead to interesting new 
phenomena. Instabilities and self-excited oscillations are common in these plasmas and
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many of the observations still lack a satisfactory explanation.
Examples of complex behaviour can be readily obtained in an rf plasma created 
in SF6. Various oscillations appear at different values of power and pressure and the 
transitions between them exhibit most of the phenomena associated with transitions to 
chaos in nonlinear dynamics including period doubling, intermittence, quasiperiodicity 
and mode locking. Several of these are shown in Figure 1.7 where the time behaviour 
of the light output from a SF6 plasma is given at various values of power and pres­
sure. The traces were obtained in the above-mentioned etching reactor (Figure 1.3) by
jd
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Figure 1.7: The temporal behaviour of the 703.7 nm fluorine line in an SF6 
plasma. The values of power and pressure are: (a) 150 W, 5.3 mTorr (b) 
800 W, 3.8 mTorr (c) 750 W, 6 mTorr (d) 250 W, 3.8 mTorr.
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recording the intensity of the 703.7 nm fluorine line although all visible wavelengths 
are similarly modulated. The frequency range of these oscillations lies below the ion 
plasma frequency and the changes in luminosity appear to be due to an attachment 
instability. The modulation of the light emission is very strong and it can be expected 
that ionisation and dissociation in the plasma are also strongly modulated.
An understanding of the phenomena discussed in this section is important in any 
application of capacitive rf plasmas. Significant changes in density and ionisation and 
dissociation rates must be considered since they directly affect the performance of an 
etching reactor.
1.3 Plasma Modelling
A great variety of approaches have been taken to the modelling of capacitive rf plasmas, 
the various models often having quite dissimilar aims. The motivation for devising any 
model is to be able to use input parameters such as reactor geometry, neutral pressure 
and the frequency and amplitude of the applied rf current, voltage, or average power 
input, to predict parameters such as electron density, the densities of chemically active 
radicals and electron temperature or, more generally, the electron energy distribution. 
Input parameters in this sense may include empirical data on the properties of the 
electrode surfaces, such as secondary electron emission coefficients, and the properties 
of the molecules of the gases in the plasma, such as collision cross-sections and possible 
reaction pathways.
Plasma models can be divided into four basic types: equivalent circuit models, 
approximate analytic models, fluid models and kinetic models. These will be discussed 
in turn.
1.3.1 Equivalent Circuit Models
There is an appealing intuitive simplicity to devising an equivalent circuit model of the 
plasma. Since the plasma is electrically generated and the external circuit parameters 
are usually easily accessible, the plasma impedance can be measured as a function of
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input parameters such as power and pressure. In an early example of this approach, 
Everhart and Brown [34] obtained good agreement between the measured admittance 
of a microwave generated plasma in helium and theoretical estimates derived from the 
complex conductivity of an electron gas.
At lower excitation frequency, the sheath often plays a dominant role and separate 
circuit elements are used for the plasma and the sheath. Electron beam deflection 
measurements [129] and the study of resonance probe behaviour [96,61,62,54] brought 
out the character of the sheath as an essentially capacitive region of low electron density 
and high electric field. In contrast, the plasma itself is almost field free and mainly 
resistive or (when venlujrf  < 1) inductive. It is the sheath capacitance that usually 
dominates the overall impedance of the discharge.
Another important property of the rf sheath is that it rectifies the convection current 
flowing through it. The rectification is due to the large difference in ion and electron 
mobilities so that a large convection current can flow during the anodic part of the 
cycle (electrode positive with respect to plasma) while the current is limited during 
the cathodic part. The behaviour has a close analogy in the nonlinear characteristic 
of a Langmuir probe [42,47] and rectification of the convection current leads to the 
generation of a time average voltage across the sheath [47,73].
Many of the circuit models are formulated in order to account for the time average 
potential of the sheath above a substrate in a processing chamber and thus the energy 
of the ions arriving at the surface. Logan [92], Koenig and Maissel [76] and Keller 
and Pennebaker [73] have presented models which successfully predict substrate bias 
voltages in rf sputtering systems. Horwitz [71] has used results from a circuit model in a 
comparison with measurements of self-bias in various configurations of a plasma etching 
reactor. A simple version of the equivalent circuit used by these authors is shown in 
Figure 1.8. The plasma is represented as a resistance in parallel with an inductance and 
except at low pressure the resistivity dominates the plasma impedance. The sheaths are 
capacitive but there is some loss due to ion acceleration and this is modelled by the 
parallel resistance. The rectification arising from high electron mobility is included in 
the form of parallel diodes. A similar equivalent circuit was used by Köhler et al. [77]
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Figure 1.8: The equivalent circuit of a capacitive rf plasma. A matching 
network (not shown) is normally inserted between the rf generator and the 
driven electrode.
in a comparison with direct measurements of ion energies arriving at the grounded 
electrode of a parallel plate reactor. These authors also pointed out the effect of the 
sheath capacitance on the waveform of the voltage across the sheath.
In most of the equivalent circuit models discussed above, the values of the circuit 
components are obtained from the external impedance measurements and there is no 
attempt to derive these values from more fundamental physical properties of the plasma 
and sheath. Indeed, it is one of the attractions of these models that, for example, no 
knowledge of the plasma density is required in order to estimate the self-bias voltage. 
The drawback of this approach is that it does not lead to a complete understanding 
of the plasma properties. For example, in a comparison between a circuit model and 
simple analytic estimates of power loss in a commercial etching reactor, van Roosmalen 
et al. [118] found a large discrepancy between actual and predicted power loss. They 
estimated the sheath width from the dark space width and included a simple model of 
sheath heating in their calculations. Inconsistencies between a simple circuit model and 
experimental measurements were also noted by Blezinger and Fleming [14]. According 
to these authors, the structure of the discharge at low pressure was strongly affected 
by the presence of sheath heating which was not included in the circuit model. These 
measurements point to the need to derive the electrical properties of the discharge from 
the underlying physics.
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1.3.2 Analytic Models
Although a particular plasma may be fully described by the appropriate Boltzmann 
equation, solutions to such a general formulation are almost inevitably obtained numer­
ically and simplifying assumptions must be made if results are to be found by analytic 
methods. There is no a priori necessity for any particular assumption and so these de­
pend on the phenomena that a given model deals with. Consequently, widely differing 
approaches can be included in this category. Since we shall compare the simulation 
results mainly to analytic or semi-analytic models, details of specific models will be 
discussed in the context of the comparison.
The aim of analytic models is to derive the plasma properties from a knowledge of 
the underlying physical processes. The whole discharge is not necessarily treated; many 
models deal specifically with the sheath [90,108,116,136] while others concentrate on 
a particular process, such as sheath heating.
Several authors have built quite complete models of the entire discharge. Godyak [43] 
has obtained results with a model which treats the transition between the two regimes 
when the sheath capacitance and the plasma inductance dominate the overall impedance. 
Godyak and Khanneh [46] have formulated a model to account for the a  to 7 transition 
and found good agreement with experimental measurements. Misium et al. [98] have 
included sheath heating, ohmic heating and secondaries as well as a number of energy 
loss processes in a semi-analytic model based on the energy and particle balance. They 
found good qualitative agreement with experimental results of total power loss but the 
model underestimated the actual power loss by a factor of four.
Simple analytic models can be used to obtain the electrical characteristics of the 
discharge and can therefore be used to improve simple circuit models. For example, 
Lieberman [90] has obtained theoretical estimates of sheath capacitance and the effective 
surface resistivity due to sheath heating from an analytical solution of the rf sheath. The 
formulation and improvement of circuit models has been the concern of a number of 
authors [47,34].
The assumptions needed to obtain solutions in analytical models can be restrictive 
enough to limit their usefulness. These assumptions usually include Maxwellian electron
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distributions and a discharge structure consisting of a uniform plasma and a sheath 
with simplified properties. If a more detailed treatment is required, for example to 
gain insight into the chemical kinetics or time-dependent phenomena, a simulation is 
necessary. Simulations have the advantage that fewer assumptions need to be made 
and the plasma processes can be modelled much more realistically. The penalty paid 
for this is that simulations can be very computationally intensive and, since results are 
normally obtained for one set of parameters in each run, parametric studies are necessary 
in order to explore the behaviour with changes in external parameters. Simulations can 
be divided on the basis of the assumptions used into fluid and kinetic models.
1.3.3 Fluid Models
The key assumption of fluid plasma models is that of locality. When the pressure is 
sufficiently high, collisional processes dominate both particle and energy transport. This 
justifies the adoption of powerful simplifying assumptions, for example proportional­
ity between the ionisation rate at a given point and the local (instantaneous) electric 
field. Similarly, all transport coefficients can be assumed to depend only on the electric 
field [15]. The assumption of locality is in effect the requirement for local equilibrium 
between the particle kinetics and the electric field. This makes it possible to obtain 
the plasma parameters by solving the momentum transfer and continuity equations with 
Poisson’s equation instead of the full Boltzmann equation. The applied rf potential and 
the electrode processes such as secondary emission are used as boundary conditions.
A number of different approaches have been adopted in these models. Boeuf [15] 
has assumed that the transport coefficients (drift velocity, diffusion coefficients) and 
ionisation depend only on the local electric field. Graves and Jensen [55] have assumed 
a Maxwellian distribution and included an equation for the electron energy balance. 
Richards et al. [115] have also used an energy balance equation with values of electron 
transport and energy loss rates determined from dc field measurements. Barnes et al. [6] 
have used a separate Monte Carlo simulation to estimate the particle transport coeffi­
cients and Townsend’s first ionisation coefficient from known collision cross-sections. 
These were then used as input parameters to their model.
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The assumptions used in fluid models are generally much better in the bulk plasma 
than in the high field sheath regions and the models cannot properly account for the 
effect of fast electrons produced near the electrodes. Boeuf and Belenguer [16] have 
treated two separate groups of electrons in an effort to overcome this difficulty.
The fluid modelling approach is the most widely used in the simulation of capacitive 
rf plasma. The results of these simulations have provided details of the discharge 
structure and have successfully reproduced sheath behaviour, the a  to 7 transition and 
the general effects of the presence of negative ions in the plasma. There is a large amount 
of published material based on this approach and a summary will not be attempted 
here. The results of the simulation will be compared to specific fluid model results as 
appropriate.
The main drawback of these models is that the electron distribution function cannot 
be obtained from the simulation. This is a serious disadvantage at low pressure where 
the sheaths play a dominant role and the ionisation rate no longer depends only on 
the local electric field. The electron energy distribution can be non-Maxwellian and 
although various more or less ad hoc assumptions can be used to circumvent this 
difficulty, it is clearly more desirable to retain the details of the particle dynamics so 
that the distribution function can be found as part of the solution.
1.3.4 Kinetic Models
Simulations that deal directly with the particle kinetics are potentially the most powerful 
tools for studying low pressure plasmas. The importance of the form of the electron 
energy distribution function can hardly be overestimated and it is especially at low 
pressure that it is undesirable to assume this as given. We include in this category any 
scheme which can realistically model the development of the distribution. This can 
be achieved by various methods which deal with particle motion in either externally 
imposed fields, as in Monte Carlo simulations, or in self-consistent fields obtained 
from the particle positions and the boundary conditions, as in particle-in-cell (PIC) 
simulations [70,11] or in the ‘convective scheme’ recently developed by Sommerer 
et al. [125]. There is not always a strong distinction between these techniques since
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self-consistency conditions such as the equality of boundary ion and electron currents 
can be applied in Monte Carlo simulations and Monte Carlo methods can be applied in 
the handling of collisions in PIC simulations [9].
The Monte Carlo method has found wide application in the study of particle kinetics 
in rf plasmas. Kushner [79,81] has used this method in his study of the electron 
sheath interaction. Boeuf and Belenguer [16] have examined the kinetics of secondary 
electrons as well as those accelerated by the sheath. The importance of the energy 
distribution of the ions reaching the electrodes is reflected in the large number of Monte 
Carlo simulations of this process [80,131] and the technique is often used to determine 
certain model parameters such as the electron energy distribution in the context of a 
more comprehensive treatment, for example, in a fluid model [6], in a study of power 
deposition [81] and in a study of chemical kinetics [75].
The application of self-consistent particle methods to the modelling of low pressure 
rf plasmas is a recent development. Although particle methods have a long history in 
plasma modelling [9,70], PIC simulations dealing specifically with bounded rf plasmas 
appear to have been developed at about the same time in our laboratory [18,138,139] 
and by Birdsall and co-workers at Berkeley [9,128].
Despite the relative novelty of these simulations, some of these models have al­
ready reached a high degree of sophistication and include the effects of the external 
circuit [85,140]; the generation of secondary electrons at the electrodes [127,18]; elec­
tron neutral scattering, ionisation and resonant charge exchange collisions with realistic 
cross-sections [127]; and deal with various geometries in one or two dimensions [4,135]. 
Realistic handling of scattering processes is often achieved in a 1 \ dimensional formula­
tion where the perpendicular particle energy is stored along with the particle position and 
velocity. Heuristic models of electron attachment and detachment in a one-dimensional 
formulation have recently been incorporated into PIC simulations and the effects of 
pulsing the applied voltage have also been investigated [22].
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Chapter 2
The Particle-in-Cell Simulation
The simplest model of a low pressure rf plasma results when binary collisions are 
neglected, it is assumed that the charged particle interaction is electrostatic, and that 
quantities such as particle densities, potential, and electric field depend on only one 
space dimension. The system is then described by the particle equation of motion
d2x s _  q 
dt2 ~  m s *’
where the subscript refers to an individual particle, and Poisson’s equation
( 2. 1)
d2(f) p
dx2 £q ( 2 .2)
with the charge density p determined from the particle positions, and the electric field 
given by
E - «dx
Although this is an extremely simple model of the plasma, some of the important 
phenomena occurring in laboratory rf plasmas can be reproduced and studied with it. 
The simulation is carried out by assigning initial values to the particle positions and 
velocities and using a time-stepping algorithm to track the subsequent evolution of the 
system. Two basic steps are involved. Firstly, the force on each particle must be deter­
mined using the particle positions together with appropriate boundary conditions. The 
particles are then accelerated to their new velocities and moved to their new positions 
by integrating the equation of motion.
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Equations 2.1 and 2.2 are solved using the particle-in-cell (PIC) technique which 
involves using a spatial grid to solve the field equation 2.2. The simulation region is 
divided into a number of cells Nc resulting in Nc +i grid points. The grid points are 
evenly spaced although variable spacing can be used. The force on each particle is 
obtained by the following basic steps:
Step 1. Calculate the charge density at grid points from particle positions.
Step 2. Solve Poisson’s equation for the potential and differentiate this to 
obtain the electric field.
Step 3. Interpolate the electric field from the grid points to the particle 
positions.
These steps are described in more detail in Sections 2.2 and 2.3.
Particle methods have been used in the modelling of plasmas since the early 1960s. 
The earliest simulations were restricted to few particles (< 1000) and also to a single 
dimension due to limitations of the available computer hardware. The forces were 
calculated directly from the particle positions and the need to minimise the demands 
on the computer led to the adoption of periodic boundary conditions so that a small 
simulation region could represent a part of a much larger plasma. In periodic boundary 
conditions a particle lost at one boundary is immediately reinjected at the opposite 
boundary.
As the number of particles increases, the direct force calculation becomes impractical 
since the time taken grows quadratically with the number of particles and this led to 
the introduction of a spatial mesh to speed up the evaluation of the forces [9]. The use 
of the mesh requires the calculation of the charge density at the mesh points and the 
simplest way of doing this is to assign the charge on each simulation particle to the 
nearest grid point. The resulting errors cause unwanted noise which can be reduced by 
more sophisticated charge assignment schemes. The first of these was introduced by 
Birdsall and Fuss [10] and it is the scheme used here (see Section 2.2). Higher order, 
essentially noise-free schemes have been developed [70, ch.5] but the computational 
cost rises with the complexity of the charge assignment.
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One of the advantages of using the PIC technique is the large body of previous work 
devoted to the detailed understanding of the method. The theory of the technique has 
been developed particularly by Birdsall and Langdon and their co-workers at Berke­
ley [11,83,84] and as a result the effects of the grid, of the charge assignment and of 
fluctuations are well known. Useful historical surveys have been given by Hockney and 
Eastwood [70, sec. 9-1-3] and by Birdsall [9].
2.1 Scaling
The physical system which we wish to model is a parallel plate reactor in which 
an rf plasma is created between two planar electrodes. Since the simulation is one­
dimensional, the ‘particles’ are actually charge sheets which move between the two 
planar boundaries. Each charge sheet represents a large number of electrons or ions so 
that a relatively small number of simulation ‘particles’ is necessary to simulate a plasma 
of the required density. The surface charge density assigned to each ‘particle’ is typi­
cally 1010 electron charges m-2 so that a plasma with ne =  10s cm-3 in a 20 cm gap 
can be simulated with a total of only 4000 charge sheets. In practice up to 105 charge 
sheets are used in order to achieve stability with changes in the scaling parameters. 
The area of the bounding electrodes is not defined in a one-dimensional system. How­
ever, for the sake of definiteness all quantities such as current are calculated assuming 
electrodes of unit area.
To further reduce run time, all quantities are scaled to eliminate constant multiplying 
factors such as the electronic charge and the time step length. The scaling is purely 
internal to the code and all input and output are given in SI units so that the results can 
be compared directly to theory and experiment. The conversion to scaled, dimensionless 
variables is given in Table 2.1.
The accuracy of the simulation will naturally depend on the choice of Ax, A t and 
Afa. In general reducing the value of these scaling parameters will improve the accuracy 
of the simulation, but there is a trade-off between accuracy and computer run time. The 
effects of changing the scaling parameters on the results of the simulation are discussed
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in the next chapter.
Quantity
Position
Time
Velocity
Charge Density
Potential
Electric Field
Mass
Energy
Current
Power
Conversion
x
A x
v = V——
A t
m
m  =  —
m e
W
I
P
I A t
eAC
m. K_ /  A | \  
2
Ax =  cell size
A t = time step length
Ma — surface number density
Table 2.1: Conversion to internal scaling. The tilde ~ signifies the scaled quantities.
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2.2 Charge Assignment
In order to solve Poisson’s equation on a grid, the charge density at the grid points must 
be estimated from the particle positions. A regular grid is used in the simulation and 
the charge density at grid point i is calculated using
1 Ni + Ne
Pi =  -7— J 2  V k Q { x k ~  x i )  (2.2.1)
k=1
where and x* are the charge and position of the k^ particle and the interpolation 
kernel Q is given by
Q(x -  x ^  = <
1 _ [a -  
Ax for I a; — xt-| <
( 2 .2 .2)
0 otherwise
so that only particles within a cell of length A* centred around the grid point i contribute 
to the charge density there.
The interpolation expressed by Equation 2.2.2 is referred to as the cloud-in-cell 
technique [10] since the particle can be thought of as extending over a cell width. 
It contributes part of its charge to each of the two nearest grid points as shown in
A x  —  8 8
Figure 2.1: A fraction of the total charge is assigned to the two nearest grid 
points.
Figure 2.1, unless its position corresponds exactly to that of the grid point in which
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case its total charge is assigned to that grid point. A particle with position rr, -f 6, 
0 < 8 < A x, contributes a fraction (Ax — 8) /Ax of its charge to the grid point at i and 
8/ A x of its charge to the grid point at i +  1.
The charge density is effectively smoothed by this method of charge assignment. 
This is done to improve accuracy and in particular to reduce the noise on the electric 
field which arises as a result of the discrete nature of the simulation.
Once the charge density at the grid points is known, the potential can be found by 
solving Poisson’s equation. This is done by using the standard finite difference form
where the subscript i is the index of the spatial grid. The solution is obtained by 
inverting the resulting tri-diagonal matrix using forward and back substitution [112, 
p40] with the appropriate values for the boundary potentials (see Section 2.5).
The electric field is evaluated midway between grid points using
so that there is no loss of resolution. Since the field, like the potential, is evaluated 
on a fixed grid, an interpolation procedure must be used to estimate the field at the 
particle positions and thus the forces acting on them. The field at the particle position 
is obtained by linear interpolation from the two nearest field values, which is the same 
interpolation that is used to obtain the charge density from particle positions. Using the 
same interpolation kernel in both of these steps has the advantage of avoiding problems 
due to particle self-forces which can arise when different kernels are used.
The field at particle positions less than A x/2 away from a wall is estimated by 
extrapolating from the two field values adjacent to the boundary. As a matter of con­
venience, values of the field are first calculated at positions half a cell outside the
2.3 Electric Field Evaluation
£i
£o
(2.3.1)
(2.3.2)
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boundaries
E_ i  =  ‘2E\ — E  3
(2.3.3)
E n c + § -  “  E n c - \ -
The field at the particle position is then calculated using the same interpolation from 
the two nearest field values.
2.4 Time Integration
After the force acting on each particle has been calculated, the equation of motion 
is integrated using the leap-frog method schematically illustrated in Figure 2.2. The
v t - \  x t v t+ i  x t+ 1 ü<+§
Figure 2.2: The evaluation of velocity ‘leaps’ over the evaluation of position.
velocity and position of each particle are determined at alternate half-integral time steps 
by
t+
Vs -F nisEl A t
(2.4.1)
< + l 
X s
t
X s + v? A t
so that the evaluation of velocity ‘leaps’ over the evaluation of position.
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2.5 Boundary Conditions
The potentials on the boundaries of the simulation region must be prescribed so that a 
solution to Poisson’s equation can be obtained. The boundary potentials are
(f)(0) =  Vrf sin(iürft)
<f>(L) = 0 L =  system length
(2.5.1)
which corresponds to driving one of the electrodes with a voltage source and grounding 
the other.
In the simplest model the electrodes absorb all particles impinging on them so that 
surface effects such as secondary electron emission do not complicate the study of 
the electron-sheath interaction. These effects have to be considered, however, when 
the results of the simulation are compared to experimental measurements. The effects 
of including secondary electrons due to ion impact and the reflection of low energy 
electrons are mentioned at the end of Chapter 3.
2.6 Ionisation
The electrons and ions lost to the walls are replaced using a simple algorithm which 
models ionisation of the background gas atoms by fast electrons. Only the direct 
ionisation process
e T A. —^ A.^ T e T e (2.6.1)
is considered. More complex processes such as ionisation of metastable excited atoms 
can be important in some cases but introducing them would result in undue complications 
considering the simplicity of the model in other respects.
Each ionising collision is treated explicitly. A collision frequency is chosen and 
used to determine the probability that a given electron undergoes an ionising collision in 
a given time step. The two conditions that have to be satisfied for an ionising collision
33
to occur are
- m ev2e >  eSi
Vi A t ^ Ä[0,i]
(2.6.2)
(2.6.3)
where V{At is the collision probability and R[0)i] is a pseudorandom number selected 
from a uniform distribution on the given interval.
Ionisation thus involves testing the two conditions for each electron in turn and if 
both are satisfied when an electron is checked, an ionising collision occurs. In order to 
save computation time, only a few electrons are checked each time step. Since care is 
taken that a different group of electrons are examined each time, there is no essential 
difference between checking all the electrons and checking only a selected number. 
Condition 2.6.3 must be modified, however, to be
where N e is the total number of electrons and N s is the number selected. A sufficient 
number must be selected so that (N e/ N s)v iA t < 1.
2.6.1 Ionisation Cross-Section
The effective cross-section can be determined from conditions 2.6.2 and 2.6.3 by con­
sidering the collision frequency
where <rt(ue) is the cross-section and it has been assumed that ve vn, the velocity 
of the gas atom. Condition 2.6.3 implies that ve cn(ve) is constant so the effective 
cross-section is given by
(2.6.4)
Vi =  nnve <Ji(ve) ( 2 .6. 1. 1)
O 'i(t'e) (2.6. 1.2)
0
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where the constant at determines the cross-section magnitude. For the purpose of 
calculating an effective neutral pressure, this is given the value a, = 1.83 xlO~14 m3s_1 
so that the cross-section magnitude at £e =  15 eV is roughly that of the ionisation cross- 
section of atomic hydrogen. Although the model cross-section does not correspond to 
any actual cross-section, it does resemble in its gross characteristics those measured for 
real gases.
2.6.2 Distribution of Particles After an Ionising Collision
When an ionising collision occurs, a new ion and a new electron have to be loaded 
into the simulation and the electron responsible for ionising the atom loses the energy 
corresponding to the atomic ionisation potential. The energy lost by the ionising electron 
is actually a little more than this because it gives up some of its energy to the newly 
liberated electron.
The partitioning of energy between the two electrons has been studied extensively, 
especially in the case of hydrogen and helium where detailed comparisons with theory 
can be made. For incident energies just above threshold, £,• < £e < 1.5£t-, all possible 
ways of dividing the energy between the two electrons are almost equally likely [60]. 
Equal sharing of the energy is more probable than any unequal division but only by 
about 5%. The situation is quite different at high energy (£e >10 0  eV) where two 
distinct groups of electrons are observed: a group of slow electrons with an energy 
distribution which peaks near zero and a fast group with energies close to £e — The 
distributions are symmetric around (£e — £t)/2 since the ion gains negligible kinetic 
energy in the interaction.
Since the electron distribution function is expected to drop quickly with increasing 
energy, most of the electrons responsible for ionisation will have energies just above 
the threshold. The energies of the electrons after the collision are therefore calculated 
using
£ \  —  ( £ e  —  £ z ) ^ [ 0 , l ] ( 2 . 6 . 2 . 1 )
£ 2  =  ( £ e  -  £ » ) ( !  -  R[0,1}) ( 2 . 6 . 2 . 2 )
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where the same pseudorandom number is used for both energies.
The newly created ions are chosen from a thermal distribution with a thermal ve­
locity vith corresponding to 300 K which is assumed to be the temperature of the 
background gas. When the energy of the neutral atom is considered in the total balance, 
the ionising collisions conserve energy
\ m eVl + \ m A°Uh =  ( \ mivlh + e£.) + \ m eVh + \ meVli- (2.6.2.3)
Since the collision is treated in one dimension, however, momentum cannot also be 
conserved.
It is assumed that the time step is short enough so that the distance covered by the 
newly created ion electron pair during one time step is negligible. These particles are 
therefore placed at the position of the ionising electron.
2.7 Diagnostics
One of the great advantages of numerical simulations, and indeed one of the main rea­
sons for devising them, is the possibility of exhaustively diagnosing the model plasma. 
Only the most basic diagnostics are described in this section, leaving the description of 
all others until they are needed.
The kinetic energy in the system is calculated by summing the kinetic energies of 
the particles
Ne N, ,
K E  = Y j Fme +  J2  9m * Nav) ( 2 .7. 1)
where Ne and N{ are the total number of electron and ion charge sheets. Since the 
velocity is obtained at t +  |A<, the kinetic energy is averaged over adjacent values to 
get the value at time t.
The field energy in the system is calculated by evaluating the integral
W = i e 0 [  E 2dx (2.7.2)
2 Jo
which in finite difference form becomes
Nc
E - £ 0 A  xEf_i + IE 2- I - E \ +  E N c  +  ^ F2^NC. (2.7.3)
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where Nc is the total number of cells so that there are Nc +  1 grid points. It must be 
remembered that the electric field is evaluated half-way between grid points and extends 
by half a cell width outside the boundaries so that there are Nc +  2 electric field values.
When an appreciable fraction of the potential energy is stored in the field due to 
short wavelength nonuniformities in the charge density, it is preferable to evaluate the 
integral
to get an estimate of the field energy [11, p74]. In the case of a bounded plasma this 
requires special treatment of the charge density on the walls resulting in a more complex 
computation, particularly with regard to scaling. The two methods were compared and 
using Equation 2.7.3 underestimates the potential energy by less than 5%. The good 
agreement is mainly due to the fact that the field energy is dominated by the field in 
the boundary sheaths (see Section 3.6).
The average power is evaluated using the definition
where T = 2irlurj and V(t) = Vrj  sinu;r/T The total current I{t) is obtained by 
summing the convection currents due to the ions and the electrons and the displacement 
current which is estimated using
where the electric field at the wall is used. The formula 2.7.6 yields a value of ID at 
t + \  A t so the values at t + \  A t and t — ^ A t are averaged to obtain the value at time t. 
The particle convection currents are estimated by simply counting the net number of 
particles that pass a certain point in a given time and rescaling. At the walls, this 
reduces to counting the particles that have been moved out of the simulation region in 
the previous time step (when secondary electron emission is not included).
As a matter of convenience, the rf frequency and the time step length are adjusted 
so that there is always an integer number of time steps in an rf cycle. This leads to 
considerable simplification when a particular quantity is averaged over many cycles and
(2.7.4)
(2.7.5)
(2.7.6)
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since there are typically hundreds of time steps in an rf cycle, it is an unimportant 
limitation. It will often be stated that a quantity has been ‘averaged over a number 
of rf cycles’. This is usually necessary because of the high fluctuation level which 
arises from the scaling and it is done by averaging points at corresponding phases in 
successive rf cycles, not by taking a simple time average.
2.8 Code Outline
The simulation code is written in FORTRAN using an extremely simple structure which 
is given here in outline:
I Initialisation
1) a) load scaling and run parameters
b) compute scaling factors
c) load particles
2) evaluate charge density, potential and field at t = 0
3) delay velocities for leap-frog integration
II Main Loop
begin
1) integrate equation of motion
2) check for escaping particles and calculate wall currents
3) check for ionising collisions and load new particles
4) a) evaluate charge density
b) solve Poisson’s equation for potential
c) obtain electric field
5) evaluate and store diagnostics 
repeat
IE Termination
1) scale diagnostics
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2) write output files.
There are two ways that the particles can be loaded into the simulation. Normally 
the simulation is started from a previous run so the phase space information from the 
previous simulation is used when loading the particles. Obviously it is sometimes 
necessary to start a simulation ‘from scratch’ and this is done by loading particles using 
an initialisation algorithm which gives a uniform density (see Section 3.1).
There are three fundamental procedures carried out sequentially in each time step: 
accelerating and moving the particles, checking for loss and collisions and calculating 
the forces. Checking for particle loss and collisions is superfluous when the particles are 
initially loaded so only the force evaluation is needed before the particles are moved. 
If the simulation is continued from a previous run, the delay of the velocities is not 
required since the time-shifted velocities are stored in the output file.
The code used in this thesis has been adapted from a simulation code written by 
Morey [100] for an investigation of the beam-plasma discharge. In many aspects it 
is a standard electrostatic PIC code, comparable for example to the well-known ESI 
code [11]. However, the solution of Poisson’s equation in a non-periodic system is 
more naturally carried out by forward and back substitution than by using Fast Fourier 
Transforms as is standard in periodic codes [85].
The original code already included an ionisation algorithm so that ionisation of the 
background gas by the beam and by energetic plasma electrons could be studied. The 
basic structure of Morey’s code has been retained and the main changes have been to 
the scaling, the diagnostics and the internal and output data structures. The study of 
the model rf plasma presented in this thesis has been facilitated by the introduction of 
many diagnostic routines and in most cases the diagnostics existing in the original code 
have also been rewritten. The ionisation algorithm has been altered to make it energy 
conserving and the algorithm for the generation of secondary electrons by ion impact 
has also been modified.
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Chapter 3
Plasma Characteristics
The model described in the previous chapter is the simplest particle model that can be 
used to simulate the behaviour of the rf sheath and its effect on the plasma. Ion motion 
is included so that the resulting sheath is truly self-consistent and, as a consequence, 
ionisation must be included so that a steady state can be reached and maintained.
The results obtained with this model are presented in this chapter and a simple picture 
of the most important plasma processes is developed. The first section deals with the 
initialisation of the simulation and the development to the steady state. The effects of 
scaling are examined in Section 3.2. The remaining sections are more concerned with the 
physics of the resulting plasma and confidence in the proper operation of the code may 
be derived from how well the results agree with simple models of the basic processes 
occurring in rf plasmas. The discharge structure and the particle loss processes are 
discussed in Section 3.3, while the next two sections deal with the discharge impedance 
and the plasma potential. The processes leading to power loss are treated in the last 
section which also deals with power balance.
The results presented in this chapter were all obtained using a set of standard con­
ditions and only the applied voltage is allowed to vary. The standard conditions are 
iorj / ‘hr — 10 MHz, VTf = 1 kV, m, / m e =  1836 and p0 = 20 mTorr and these apply 
throughout the thesis when indicated. It is important to emphasise that although the 
ionisation rate is set so that p0L ~  0.4 Torr.cm, neglecting electron neutral scattering 
gives a much lower effective neutral pressure for processes other than ionisation.
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3.1 Development of the Steady State
A simulation is initialised by loading a number of ion electron pairs uniformly into the 
region between the electrodes. Depending on the expected final number of particles, 
between 200 and 2000 particle pairs are used initially. The velocities of the particles 
are chosen from thermal distributions corresponding to 0.1 eV for the electrons and 
0.026 eV (300 K) for the ions. The initial positions and velocities within a cell are 
chosen to minimise the initial electric field and identical distributions are loaded into all 
the cells. These ‘quiet’ distributions [100,11] are used in order to minimise the initial 
transient; however, the effect on the eventual steady state is insignificant and the details 
of the loading procedure will not be discussed further.
After the initial loading procedure, the simulation evolves until the steady state 
is reached. This development is illustrated in Figure 3.1 for an excitation voltage 
Vrf = 1 kV. The total number of electron sheets in the system, the average electron 
energy and the average plasma potential are shown as functions of time. The time 
taken to reach the steady state is of the same order as the mean ion residence time, i.e. 
~ 10 /xs.
In most cases, it is convenient to start a new simulation from the phase space data 
generated by a previous run. This applies particularly when changes are made to the 
run parameters which lead to small changes in the steady state. When new diagnostics 
are introduced, it is also desirable to simply continue the simulation from a previous 
steady state. A large amount of computer time is saved by avoiding the recalculation 
of the development stage whenever possible. Test runs show that the steady state is 
independent of starting conditions, even when the initial phase space data correspond 
to a completely different set of parameters.
Due to the scaling of the simulations, fluctuations of the plasma parameters are large 
and this contributes to the uncertainty in the values of the plasma parameters. Reliable 
estimates are obtained by time averaging and averages over 50 to 100 rf cycles are 
generally used. Table 3.1 lists typical fluctuation amplitudes of the important plasma 
parameters for an excitation voltage Vrj = 1 kV.
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Figure 3.1: The total number of electron sheets, the average plasma potential 
and the mean electron energy shown during the development to the steady 
state for the standard conditions (iur//27r = 10 MHz, Vrf = 1 kV, mt/m e =
1836 and effective neutral pressure 20 mTorr).
3.2 The Effects of Scaling
The numerical technique that is used to obtain a solution inevitably introduces errors 
which will always, on some scale, influence the results. It is essential to check the effects 
of changing the scaling parameters so that the importance of numerical effects can be 
gauged. The success of the technique naturally depends on whether the changes in the 
observed values of the important plasma parameters resulting purely from changes in 
the scaling parameters can be made tolerably small, and the plasma parameters converge 
to definite values when scaling is repeatedly improved.
Only the gross effects of changing A x, A t and Ma are examined. This is done by
42
Quantity RMS Fluctuation Amplitude (%)
n e 0.2
£e 3.4
Pt 17
Vp 0.9
Table 3.1: Fluctuation amplitudes of the most important plasma parameters 
for standard conditions with scaling parameter values Ax =  0.1 mm, A t =
0.05 ns and Ma — 1010 m~2. The estimates are derived from fluctuations 
during 50 rf cycles.
choosing diagnostics, in particular ne, £e and Pt, and reducing the scaling parameters 
until the change in the plasma parameters becomes sufficiently small. Table 3.2 lists
Variation Due to Scaling Change (%)
Quantity Ax At K
n e -0.5 +4.2 + 11
£e +2.4 -0.9 -12
Pt -0.5 -4.6 -2.8
Vp -0.5 -0.7 +0.5
Table 3.2: The changes in plasma parameters resulting from individually 
halving the values of the scaling parameters when Ax =  0.2 mm, A t —
0.1 ns and Afc — 2 x 1010 m-3.
the changes in the plasma parameters resulting from individually halving each scaling 
parameter when Ax =  0.2 mm, A t =  0.1 ns and Afa = 2x l010 m~3. The most dramatic 
change results when the number of particles in the system is doubled which leads to
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an increase in ne and a drop in £e of more than 10%. These relatively large changes 
are a symptom of the interdependence of the scaling parameters; doubling the number 
of particles at fixed values of A t and Ax greatly increases the errors and all scaling 
parameters have to be reduced together in order to achieve stability. If the number of 
particles is halved at fixed values of A t and Ax, all plasma parameters change by less 
than 3%.
In practice the number of particles is chosen by adjusting Ma and then A t and 
Ax are decreased until tolerable stability is achieved. This is of course a compromise 
between the use of computer time and the magnitude of the errors. Maximum shifts of 
< 5% due to the halving of a scaling parameter are tolerated although typically < 3% 
is achieved.
3.3 Discharge Structure
The structure of the discharge obtained in the simulation is very simple; the body of 
the plasma itself is quite uniform and there is only slight time modulation of ne and 
£e. The plasma is shielded from the electrodes by two time-dependent rf sheaths which 
play an extremely important role in the overall behaviour of the system. The two 
sheaths can be seen clearly in the spatio-temporal evolution of the electric field in the 
simulation region shown in Figure 3.2. The sheaths expand and contract in response to 
the changing sheath voltage Vs(t) and they alternate between the two electrodes so that 
one sheath expands as the other is contracting and vice versa. The data in Figure 3.2 
bear a close resemblance to the field obtained in fluid models [15], in other kinetic 
models [125] and in experimental measurements [53].
The modulation in sheath width is due mainly to the movement of electrons into 
and out of the sheath region since the ions’ response to the rf field is small. The ions 
effectively see a time-average field and the ion density decreases from the position of 
the maximum sheath width to the wall as ions gain momentum. The sheath thus always 
affects the particle motion in the entire region between the wall and its maximum width, 
and the modulation of its width should be seen as applying mainly to the electron motion.
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Figure 3.2: The spatio-temporal evolution of the electric field averaged over 
ten rf cycles.
The entire sheath region of width sm corresponding to the maximum sheath width is 
called the ion sheath and the instantaneous sheath (with width <s(t)) corresponding to the 
region of positive space charge at any given time is simply called the sheath. When the 
voltage across the sheath is low, the electron density on the plasma side of the sheath 
edge matches the ion density in the ion sheath. This can be seen clearly in Figure 3.3 
where the ion density adjacent to the driven electrode is shown with the electron density 
at three phases during the rf cycle: 0 = 0, 7r/4 and 7r /2.
The distribution of ions in phase space is shown in Figure 3.4. The ion motion is 
clearly divided into two regimes: in the body of the plasma, the ions are accelerated 
towards the wall by a presheath. This can be seen as a small increase in average
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Figure 3.3: The ion density (thin line) and the electron density (bold) in 
the sheath at the live electrode shown for three phases in the rf cycle. The 
densities have been averaged over 50 rf cycles.
velocity as the ions move from the centre towards the sheaths. Once the ions reach the 
sheaths, they are accelerated to high velocities by the time-average sheath field before 
being absorbed at the walls. The number of ionising collisions occurring in the sheaths 
is lower than in the plasma so the ion flux is almost constant and the acceleration 
results in the drop in ion density through the sheath seen in Figure 3.3. The phase 
space distribution in Figure 3.4 has a slight asymmetry due to the modulation of the 
ion velocity at the rf frequency. This asymmetry is near its maximum for the plotted 
phase of 0 = 0.
The existence of the presheath is consistent with ambipolar particle loss so that the 
ions have a directed velocity distribution at the plasma sheath boundary. In the case 
of the dc sheath, the generalised Bohm sheath criterion [64] states that the directed ion 
velocity
where cs is the ion sound speed. This criterion arises out of the requirement that
(3.3.1)
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Figure 3.4: The distribution of ions in phase space.
the sheath potential is monotonic [37] and it is satisfied in the simulation as shown 
in Figure 3.5. Both the average electron energy and the average velocity of the ions 
arriving at the sheath edge are shown for a range of applied voltage. The expected ion 
sound speed is indicated in the figure showing that 3.3.1 is satisfied in the equality.
Figure 3.6 shows the electron velocity distribution (EVD) averaged over the plasma 
volume and over time. The bulk of the electrons is thermal and their distribution is 
close to a Maxwellian with kBTe/e ~  2 eV. The wings are hotter than the bulk and 
on average can be fitted by another Maxwellian with kBTe/e ~  35 eV. The temporal 
development of the EVD is intimately bound up with the sheath motion and details of 
this are discussed in the next chapter. It may be surprising to find that the distribution is 
so nearly thermal considering the fact that only ionising collisions have been explicitly 
modelled. The process leading to thermalisation of the EVD is discussed in Chapter 5.
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Figure 3.5: The average electron energy (squares) and the average speed of 
the ions arriving at the sheath (circles) as a function of applied rf voltage. 
The arrow indicates the ion sound speed.
The average electron energy does not show a strong dependence on the applied 
voltage except at low voltage Vrf < 200 V. This result can be understood from a 
consideration of the particle balance in the plasma. The generation of new charges in a 
unit volume is given by
p o o
Ge,i = nnne / v f e(v) cq(u) dv
Jv i
where the neutral gas density nn can be considered as constant since the gas is weakly 
ionised. Time and space averages are implied in 3.3.2, resulting in an ionisation rate 
and an electron density which are spatially uniform and independent of time.
Generation of charges must be equal to the loss in the steady state and the ambipolar
particle loss is given by ____
Le,i = 2 (3.3.3)
V m i
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Figure 3.6: The electron velocity distribution averaged over twenty rf cycles. 
The dashed lines indicate separate Maxwellian distributions fitted to the bulk 
and to the hot tail.
where A is the electrode area. We have seen above that a hot tail in the electron energy 
distribution does not appreciably affect the loss rate and the thermal energy can be 
replaced by the mean energy when the distribution is reasonably close to Maxwellian. 
In contrast to the particle loss, the generation of new charges is very sensitive to the 
shape of the distribution.
In the case of a thermal distribution, the particle balance is given by
me
27rkBTe
(3.3.4)
where lp is the distance between the two parallel sheaths and the electrode area is set 
to unity. The integration in 3.3.4 leads to
kBTe = mi - / pnna te rfc VV 2^ T e (3.3.5)
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and it is clear that the temperature is fixed for a given ionisation cross-section, ion mass 
and neutral density. This means that when input power is increased, for example by 
increasing the applied voltage, the temperature remains fixed and the density rises so 
that the particle balance is satisfied trivially.
Substituting the appropriate values and solving 3.3.5 numerically gives an electron 
temperature of 8.1 eV. This is higher than the mean energy obtained in the simulation 
because of the presence of the hot tail in the electron velocity distribution. Since the 
ionisation velocity is about 2.3 x 106 ms-1, it is apparent from Figure 3.6 that the 
electrons in the hot tail are responsible for most of the ionising collisions. When the 
distribution is not Maxwellian, in particular when a hot tail is present, the insensitivity 
of the bulk temperature to changes in applied voltage is a result of the details of the 
dynamics which determine the shape of the distribution function and this is discussed 
in the following chapters.
The increase in density that results from increasing the rf voltage is plotted in 
Figure 3.7. It conforms closely to the power law
which is shown as the solid line in the figure. The reasons for this behaviour must also 
be sought in the mechanism underlying the acceleration of electrons and this will be 
discussed in connection with the rf sheath in Chapter 4.
3.4 Impedance
The discharge impedance is defined by
where I(t) is the total current flowing through the plasma and Z(t) is complex. The 
current is obtained by summing the convection current with the displacement current
The estimation of the components of the total current is discussed in Section 2.7.
(3.3.6)
(3.4.1)
I { t ) — Id +  U +  le- (3.4.2)
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Figure 3.7: The central electron density as a function of applied voltage.
The data points were fitted with the power law ne oc V^j2.
The fraction of the total current carried by each of the three components in 3.4.2 
depends on the position. At the wall, displacement current dominates except for the 
brief period when electrons are lost from the plasma. This is apparent in Figure 3.8a 
where the three components at the live electrode are shown separately. The displacement 
current, which corresponds to the charging and discharging of the sheath capacitance, 
is continued through the plasma by an electron convection current. In the plasma, 
this electron current corresponds to the total current and displacement and ion currents 
show only random fluctuations. The time variation of the three components of current 
at the electrode obtained in the simulation are in good agreement with results from fluid 
models of capacitive rf plasmas [15,113]. The total current is shown in Figure 3.8b 
together with the driving voltage. It can be seen immediately that the impedance is 
dominated by a capacitive reactance since current leads the voltage by a phase angle
51
20
c
8zi
U
0 7T 2tT
Phase
Figure 3.8: a) The electron current / e (heavy line), the ion current and 
the displacement current ID at the live electrode, (b) The total current I 
shown together with the applied voltage V.
which is close to 7r/2.
Although there is a fairly strong high-frequency modulation of the current (discussed 
in Section 5.1), the shape of the current waveform is roughly sinusoidal. This implies 
that the overall response of the system to the sinusoidal driving voltage is almost linear. 
In fact, the total spectral power density in all the higher harmonics of the current 
waveform is less than 10% of that in the fundamental. Neglecting the higher harmonics, 
we can define a capacitance
C = ——T- (3.4.3)
COrfVrf
where 70 is the amplitude of the fundamental component of the total current. The 
amplitude I0 is plotted as a function of rf voltage in Figure 3.9. The linear dependence
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Figure 3.9: The amplitude of the fundamental component of the total current 
increases linearly with Vrf.
implies that the total capacitance is independent of the applied voltage (when the higher 
harmonics of the current are neglected). The capacitance obtained from fitting to the 
data is
C = 195 pF. (3.4.4)
Considering the reactance as due to two capacitors in series (corresponding to the two 
sheaths), we obtain an effective sheath capacitance
Cs = 2C =  389 pF. (3.4.5)
A well-defined, time-independent sheath capacitance is often assumed in simple circuit 
models [77,78] of rf plasmas.
The electric field in the plasma is shown in Figure 3.10 together with the applied rf 
voltage for standard conditions. Comparing the field waveform to the current waveform 
in Figure 3.8, we see that the current lags the electric field by approximately 7t/2  radians
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Figure 3.10: The electric field in the plasma (solid line) shown with the 
applied rf voltage (dashed). The field was averaged over the plasma volume 
and filtered to reduce high-frequency components due to fluctuations.
and this indicates that the plasma impedance is dominated by an inductive reactance. 
Neglecting the displacement current and the resistivity, the impedance of the plasma 
is [93, p484]
Z„ = iusrjL p = (3.4.6)
T L e € .
Using the average value of the electron density in this expression gives
Lp = 90 nH (3.4.7)
and a peak electric field of 67 Vm_1 which is in good agreement with the amplitude 
of the field waveform shown in Figure 3.10. The plasma is mainly inductive because 
electron neutral collisions have not been included in the model and the resistivity is 
consequently low.
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3.5 Plasma Potential
The floating potential of a plasma in an earthed container is given approximately by [27, 
pl78]
(3.5.1)
f  2e V2 m j  V ;
If the potential on one of the boundaries rises sufficiently slowly, the plasma potential 
will change to a value Vj above the most positive boundary. So neglecting electron 
inertia, the plasma potential can be written
Vp =  max(K/ sin(tjr/2),0) + Vf (3.5.2)
which is the rectifying potential obtained when the electrons are always in equilibrium 
with the wall potential.
At high frequency (> 2 MHz), the sheath capacitance becomes important and its ef­
fect must be considered. The simplest expression for the instantaneous plasma potential 
is obtained by neglecting resistivity and assuming that the sheath capacitance is con­
stant throughout the rf cycle. The high electron mobility still guarantees that the plasma 
potential remains above that of the most positive boundary giving the expression [77]
V„ =  ^ r ( l  +  sin K /< )) (3.5.3)
with the resulting average potential
Vp =  \v n . (3.5.4)
It is inappropriate to include the floating potential in these expressions because that 
would assume a time-independent electron loss. Since according to 3.5.3 the potential 
across the sheaths Vs >  kBTe/e  for most of the rf cycle, the electron loss has a strong 
time dependence and this can be clearly seen in Figure 3.8a. A dc offset in the plasma 
potential may still arise, but this will depend on the details of the time-dependent 
electron loss.
The most important correction to 3.5.3 is due to the time-dependent electron loss to 
the wall. The loss of electrons is limited to the period in the rf cycle during which the
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sheath voltage is low. This occurs twice during each rf cycle, once at each electrode, 
and corresponds to Vp = 0 and Vp = Vrf in 3.5.3. The correction can be calculated [26] 
by considering the net charge in the plasma. At the rf frequency and neutral pressure 
that we are dealing with, both ion loss and the generation of new charges through 
ionisation are approximately independent of time. Since the ion loss always balances 
ion generation, no change in the net charge in the plasma results from the ion processes. 
In contrast, the electrons are lost in short bursts so for most of the rf cycle the net charge 
in the plasma falls, only to rise quickly when one of the sheaths collapses.
Both electron loss and the generation of new charges can be expected to be pro­
portional to the electron density so the time-averaged correction to the plasma potential 
can be written
AVP =
e n o K
~c7 (3.5.5)
where the factor K  has the dimensions of velocity and Cg = 2CS is the total capacitance 
to ground. If K  is independent of Vrj, the correction will scale as V^j2 since this is the 
scaling of the density. At high voltage, Vrj > 500 V, this is indeed how the correction 
varies as is clear from Figure 3.11a where it has been fitted with the power law
AVp oc V.3 /2r f (3.5.6)
At lower applied voltage this relationship does not hold because the electron loss is 
not thermal. The shrinking sheath retreats to the wall so quickly that thermal electrons 
cannot keep up and electrons are accelerated towards the wall. The resulting electron 
velocity distribution in the ion sheath is beam-like and the total number of electrons 
lost is greater than that required to restore the plasma to the floating potential. This 
‘overshoot’ becomes relatively more important at lower voltages since the velocity of the 
escaping electrons depends on the sheath velocity which rises as the voltage is lowered 
(see Subsection 3.6.2). At the lowest applied voltage, the average plasma potential 
exceeds Vrj / 2.
The average plasma potential is shown in Figure 3.11b. The dashed line gives the 
average potential from 3.5.4 and the solid line includes the correction due to time- 
dependent electron loss. It can be seen that at low applied voltage, Vp is significantly
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Figure 3.11: a) The correction to the plasma potential due to the time- 
dependence of the electron loss. The solid line illustrates the proportionality 
to V j^2 at high applied voltage, (b) The central average plasma potential.
The dashed line corresponds to 3.5.4 and the solid line includes the correc­
tion 3.5.5.
more positive and this is due to neglecting the effect of non-thermal electron loss. This 
positive dc offset can easily be confused with the effect of the floating potential at lower 
rf frequencies where the sheath capacitance is negligible and Equation 3.5.2 applies.
3.6 Power Loss
Due to the large disparity in electron and ion masses, the motions of the two species are 
effectively decoupled; the ions respond only to time-average fields while the electrons 
respond to the time-varying rf fields. This implies that except for a small modulation 
of the ion velocity in the sheath (discussed in Section 5.3), all the power delivered by 
the rf generator must go initially into accelerating electrons.
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As expected in a capacitive system, the instantaneous power
P(t) = Vrf sin(iorft) I(t) (3.6.1)
oscillates at double the rf frequency. This periodic transfer of power between the plasma 
and the rf generator corresponds to the charging up and discharging of the sheaths. 
This can be seen in Figure 3.12 where the field energy is shown with the total kinetic
Phase
Figure 3.12: The modulation of the field energy (solid line), the total ion 
kinetic energy (dashed) and the total electron kinetic energy (dash-dotted) 
during one rf cycle.
energies of the ions and electrons during an rf cycle. The strong modulation of the 
field energy clearly indicates that the bulk of the power is expended on redistributing 
the charge between the electrodes. This redistribution of charge is actually the current 
through the plasma and it must be emphasised that it does not require the acceleration 
of electrons to high velocity since it is effected by a velocity modulation of the bulk. 
The average electron velocity is only slightly modulated as is clear from the figure.
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The total ion kinetic energy is also only slightly modulated and this is due mainly to 
velocity modulation in the sheaths (c.f. Section 5.3).
The power exchange between the plasma and the generator is almost conservative 
since the peak power greatly exceeds the average power loss. However, the motion of 
the electrons effectively rectifies the rf signal so that a non-zero average field exists in 
the sheaths. Ions are accelerated in this field hence the power loss is not zero.
3.6.1 Ion Acceleration
The ion flux to the wall is determined by ambipolar loss from the plasma and is given 
by
I\- =  necs (3.6.1.1)
so the power delivered to the walls by the ions is
Pi = 2 necseVp. (3.6.1.2)
The plasma potential can be approximated by
Vp = l-V rI + AVr (3.6.1.3)
which leads to
Pi ~ K f  ( V - /  -  (3-6.1.4)
where 7 =  (1.16 ±0.08) x 107 is obtained by fitting to the data in Figure 3.11a. This
relation is plotted as the solid line in Figure 3.13 with the values of Pt obtained by direct
measurements of ion energies arriving at the boundaries showing good agreement. Since 
the average plasma potential can be reasonably approximated by fitting it with a straight
5 /2line, for some purposes Pt can be approximated by the simple power law Pt Vr/  
which fits fairly well to the data for Vrf > 200 V.
3.6.2 Electron Heating and Ionisation
The acceleration of ions in the time-average sheaths cannot be the only power loss 
mechanism since some power must be available for ionisation of the neutrals which
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Figure 3.13: The power lost in accelerating ions to the walls Pt (+) and the 
power lost in acceleration of electrons in the sheath Psh (o).
can only be due to fast electrons. The fast electrons in the simulation are generated in 
the sheath regions. The time-varying voltage across the sheath results in a modulation 
of the sheath width and electrons impinging on this moving sheath gain energy in the 
interaction. The fast electrons subsequently ionise the gas, exit from the plasma or ther- 
malise by exchanging energy with the other particles present. The physical mechanism 
leading to electron sheath heating in the simulation is discussed in Section 5.4. Here 
we examine only its role in the power balance when the applied voltage is varied.
The spatial and temporal distribution of all ionising collisions occurring over 20 rf cy­
cles is plotted in Figure 3.14. The instantaneous position of the sheath can be seen quite 
clearly from the white areas adjacent to the electrodes. Darker areas indicate a larger 
number of ionising collisions. There are regions where the ionisation is most intense, 
stretching out from the electrode at the time the sheath starts to move into the plasma.
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Figure 3.14: The spatio-temporal distribution of ionising collisions collected 
over 20 rf cycles.
These are due to the fast electrons accelerated by the sheath as it expands away from 
the boundary. The behaviour of these electrons can be studied spectroscopically in the 
laboratory as the energy dependence of the cross-section for excitation is similar to that 
for ionisation and the presence of the fast electrons can be observed as luminous streaks 
alternately emanating from each electrode [119,68].
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The power lost in the electron sheath interaction can be studied by measuring the 
energy carried by the electrons out of the sheath region. Most of the energy gained 
by the electrons is expended on ionising the gas and by loss to the wall. These two 
components can be measured separately and the resulting power agrees to better than 
3% with the direct measurement of the energy flux out of the sheath. The power Psh 
resulting from the acceleration of electrons in the sheath (and including the effect of 
ionisation in the sheath) is shown in Figure 3.13 as a function of the applied voltage. 
The dependence of Psh on Vrj evident in the figure is particularly simple due to the 
constant sheath width, so that Psh is proportional to the flux of electrons to the sheath 
which in turn is proportional to ne since £e is roughly constant. The line fitted to the 
measured values of Psh corresponds to the power law
Psh V p  (3.6.2.2)
which has the same dependence on Vrf as the density.
3.6.3 Power Balance
The two mechanisms discussed in the preceding subsections are the only important 
power loss mechanisms in the simulation. This can be checked by measuring the total 
power loss using the definition 3.6.1, averaging and observing how well the expected 
equality
Pt = Pt + Psh (3.6.3.1)
is satisfied. The total power loss Pt is plotted against Vrj in Figure 3.16. The solid line 
is derived from the lines fitted to Psh and Pi in Figure 3.13 and shows good agreement 
with the measured values. Since the fitting for Pt in Figure 3.13 does not include the 
effect of non-thermal electron loss (c.f. Section 3.5), the line falls significantly below 
the measured values of Pt for Vrf < 300 V, and this is also reflected in Figure 3.16. 
The actual numerical values of Pt +  Psh obtained at each value Vrj are all within 3% 
of the measured values of Pt. Several sources of error are responsible for the slight 
discrepancies. Perhaps the most obvious of these is the error introduced by using finite 
difference approximations in calculating the various components of power loss.
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Figure 3.16: The total power loss as a function of the applied rf voltage.
The solid line is obtained from fitting to P{ and Psh.
Another source of error is due to the simulation algorithm. The PIC technique 
is inherently collisional [70] even if collisions are not included explicitly. This can 
be understood by considering the integration of the equation of motion 2.4.1. The 
electric field used in the equation includes an error since it is linearly interpolated 
from two points on the grid. Finite difference approximations are used again in the 
integration so the new positions and velocities of the particles will inevitably contain 
errors dependent on the fineness of the scaling and this deviation of the actual positions 
and velocities from their ‘true’ values can be thought of as a scattering process. It 
gives rise to a stochastic heating of the simulation particles which has serious effects 
in periodic simulations since the energy injected in this numerical heating must remain 
in the system. Numerical heating is of course present in the simulation but it does not 
seriously affect the results since there is a large power flow through the model plasma:
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the rf generator does work on the charges between the electrodes, some of the power is 
irreversibly lost and appears as particle kinetic energy at the walls. Each ion also carries 
the potential energy corresponding to £t out of the plasma. The good agreement between 
average power input and power loss indicates that stochastic heating is negligible in the 
overall power balance.
Elastic scattering has not been included in the simulation so it is of some importance 
to estimate the power dissipated in ohmic heating at the chosen neutral pressure. The 
collision frequency is given by
i'en  = In / V f e(v) (Tm(v) (h Jo
(3.6.3.2)
where am is the cross-section for momentum transfer. Assuming this to be constant at 
low energy and taking a Maxwellian velocity distribution gives
Z 'e n  = (3.6.3.3)
Using a cross-section magnitude of 10-15 cm2 and the appropriate values of neutral 
density and electron thermal velocity gives ven ~  14 MHz. The plasma resistivity is 
given by
Vp =
lT le V  e n
n„e2
(3.6.3.4)
and we obtain rjp ~  0.7 Urn for standard conditions. This resistivity leads to a phase shift 
in the current but has a negligible effect on its amplitude since the sheath capacitance still 
dominates the discharge impedance. The power dissipated in ohmic heating can thus be 
calculated from the plasma resistivity and the total current giving 7 watts under standard 
conditions. Collision cross-sections depend markedly on the gas so this estimate may 
be quite inaccurate in some cases but it is clear from the data in Figure 3.13 that ohmic 
heating is less important than sheath heating.
In order to check the effect of secondary electron generation on the results, both ion 
and electron produced secondaries were included in the algorithm and the simulation 
allowed to evolve to a new steady state. The coefficient for secondary electron emission 
due to ion impact was assumed to be independent of the incident ion energy and a value 
of 7+ = 0.2 was used. The energy distribution of the secondary electrons was taken
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to be uniform between zero and a maximum energy given by £t- — 2y> [58] where the 
work function <p was given a value of 4 eV.
The coefficient for secondary emission due to electron impact is not independent 
of the primary electron energy and the energy distribution of the emitted electrons is 
complex (see Figure 1.4 and Reference [65]). We assume that most of the electrons 
reaching the electrode have low energies (S < 10 eV). Under these circumstances, 
reflection can be more important than the ejection of true secondaries [36,65] and the 
coefficient 7 _ does not depend very strongly on the primary energy. The important 
characteristics of the process may thus be modelled by including only electron reflection 
and taking 7 _ to be constant with a value of 0.2.
The results with secondaries do not differ markedly from those with perfectly ab­
sorbing electrodes. Under standard conditions, the electron density is about 10% higher 
and the bulk electron temperature less than 10% lower when secondaries are included. 
As expected, the higher density leads to an increase in the average power loss which 
rises by about 30%. This is largely caused by the extra power lost in accelerating ions 
to the walls. There is little effect on the distribution of ionising collisions and in fact 
the ionisation rate does not change significantly; the density rise appears to be mainly 
a consequence of a drop in the electron loss rate. We note that Surendra et al. [128] 
obtained similar results in simulations run with and without secondary electron emission.
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Chapter 4
The Sheath
In the discussion of the results in the last chapter, the rf sheath could not be ignored 
since it plays a fundamental role in the behaviour of the system. As far as possible, 
however, the results were discussed without reference to the sheath structure since the 
intention was to identify the various processes which determine the overall behaviour 
of the system and to present a simple picture of the system’s response to changes in 
the applied voltage. This chapter is concerned with the details of the rf sheath and the 
comparison between the simulation results and those of a simple semi-analytic model.
The importance of the rf sheath is not limited to capacitive rf plasmas. Whenever 
an antenna is used to launch waves into a plasma in the appropriate frequency range, a 
modulated sheath will form. Examples of situations where an understanding of rf sheath 
properties is essential include rf heating and current drive in magnetic confinement 
fusion experiments; the study of wave generation and interaction in space and laboratory 
plasmas; and the use of electrostatic probes in rf modulated plasmas.
The rf sheath will modify the impedance characteristics of an antenna, it can give 
rise to surface processes such as sputtering and desorption of impurities into the plasma, 
and, in the case of electrostatic probes, it can modify the velocity distributions of the 
particles reaching the probe. A knowledge of the sheath structure is also needed for the 
development of theoretical models of sheath heating and for simulations which do not 
include a self-consistent solution of Poisson’s equation.
In the treatment of the sheath in this chapter, we will divide the discharge into
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separate sheath and bulk plasma regions. Since the sheath and the plasma are essentially 
interdependent, this division of the discharge into sheath and plasma (or presheath) is 
really an expedient to simplify the analysis. The transition from plasma to sheath is 
well understood in the case of the dc sheath [40] but we shall not attempt a thorough 
treatment of the rf case. However, in Section 4.1 it is shown that the presheath in 
rf plasmas can be treated in the same way as the corresponding dc case. There are also 
similarities between the modulated rf sheath and the simpler dc sheath. The solution of 
the dc sheath problem is reviewed briefly in Section 4.2 and a model of the rf sheath 
is presented in Section 4.3 which includes a comparison with the simulation results. 
Consideration of the effect of the sheath on particle dynamics is left to Chapter 5.
4.1 The Presheath
Sheaths were originally investigated particularly in connection with dc glow discharges 
and arcs. The positive column of such a discharge has a mainly radial structure and the 
resulting cylindrical sheath carries no net current. In a famous paper of 1929, Tonks 
and Langmuir [133] formulated the appropriate Poisson’s equation for the potential 
throughout the plasma and sheath at low pressure by assuming that the ions are created 
at rest and move without collisions through the potential gradient, an approach known 
as the ‘Free Fall’ model [37]. In this section we consider the presheath on the right of 
the plasma centre and set x =  0 at the position half-way between the two electrodes. 
An ion generated at a point x0 < x has a velocity at x
2e
V x  = Lm,- ( < K X o )  -  <KX ) ) (4.1.1)
and if the ions are assumed to be created in the volume at a rate gi(x), the ion distribution 
function at a point x > £o is
/  m -  \  1 / 2  n ( n  \  (  rl  nr ^  \
(4.1.2)fi(v) dv = (  m* ),1/2 9i(v*) I
( dx 0 \
\ 2 k BTe) (7  -  7xo ) 1/2 {drjX0J
drj3
where g = —e(f)/kBTe and v is given by Equation 4.1.1. The electrons are assumed to 
have a Maxwellian distribution so the electron density obeys the Boltzmann relation
=  n0 exp(—77) (4.1.3)
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where ne = n0 and <j> = 0 at the plasma centre. Poisson’s equation is now given by
d2(f)
dx2
en0
£o
e x p (-7/ ) - / r f i(v)di
J — oo
(4.1.4)
In the plasma, ion and electron densities can be assumed to be equal so that d?<j>/dx2 
vanishes. The solution of the resulting plasma equation was given as a power series by 
Tonks and Langmuir [133] and later solved analytically by Harrison and Thompson [64]. 
The solution gives the form of the potential within the plasma which serves to accelerate 
the ions towards the wall thereby giving them a directed mean speed at the plasma-sheath 
boundary. The boundary appears formally in the solution as a field singularity [64,117] 
and represents the limit of validity of the plasma approximation. Interestingly, the 
potential at which the singularity occurs is independent of the ion generation function 
gi and occurs at rj0 = 0.8539 [64].
The form of the potential within the presheath depends on the ion generation func­
tion. Assuming
9i(v)  = 9on0 exp(—7 7 / )  (4.1.5)
where g0 and 7 are constants, a generation function can be chosen according to the 
mechanism responsible for ionisation. In particular, if 7 =  1, the ions are created at a 
rate proportional to the local electron density and if 7 =  0, the creation rate is uniform. 
The solutions of the plasma equation are then given by [64]
s = — ^D(tj1/2) — J  D(T]1^ 2)dr^j (4.1.6)
for 7 =  1 and
s =  — exp(—t])D(i]1^ 2) (4.1.7)
7r
for 7 =  0. The position coordinate is normalised by 3 =  g0x/y/2cs in the above 
expressions and D(z)  is the Dawson function
D(z) = [  exp t2 dt. 
Jo
(4.1.8)
The two solutions are compared to the potential obtained in the simulation for 
Vrf  =  1 kV in Figure 4.1. The dashed line corresponds to 7 =  0 and the dotted line
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Figure 4.1: The normalised potential in the presheath for Vrf = 1 kV com­
pared to analytic solutions with uniform ion generation (dashed) and ion 
generation proportional to electron density (dotted). The arrow indicates the 
limit of validity of the analytic solutions.
to 7 =  1. The position coordinate has been scaled to match the plasma size and the 
potential has been normalised by the average electron energy.
Although the form of the potential is not very sensitive to the ion generation func­
tion, it is clear that uniform ion generation gives the better fit to the potential obtained 
from the simulation and this can be understood when the mechanism leading to ioni­
sation is examined. Individual electrons gain energy in the sheath regions and as they 
move into the plasma, they can lose energy either by ionising or by exchanging energy 
with other particles. The exchange of energy with other particles (particularly the other 
electrons) tends to relax the electron distribution function towards a Maxwellian distri­
bution. However, the dominant energy loss of the fast electrons generated in the sheath 
is due to ionisation and even at the relatively low effective pressure used, many of the
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electrons with v >  (2e^,/m e)1/2 suffer an ionising collision before reaching the oppo­
site sheath. As a result, the proportion of fast electrons in the distribution is greater 
near the sheath than near the plasma centre, the ionisation rate is enhanced and this 
compensates for the variation in electron density which is lower near the sheath than at 
the plasma centre. These effects are illustrated in Figure 4.2 where the time-averaged 
electron density, the average density of electrons with v > ut- and the spatial dependence 
of ion generation between the two boundaries are shown for standard conditions.
The form of the ion generation is affected by the choice of the ionisation cross- 
section cr^u). The model cross-section 2.6.1.2 is extremely simple and its peak occurs 
immediately at the ionisation threshold £,• =  15 eV. Cross-sections of real gases rise 
steeply above the threshold but do not reach their peak until a considerably higher energy 
(e.g. 60 eV for hydrogen [74]). This makes the calculation of an effective pressure 
rather inaccurate and when the ionisation rate is considered, the effective pressure is 
considerably higher than the 20 mTorr estimated from the cross-section magnitude.
4.2 The DC Sheath
The complete plasma-sheath equation cannot in general be solved analytically and the 
division into separate sheath and plasma regions presents problems when matching the 
sheath solution to the plasma. The correct transition is therefore normally obtained 
numerically [123,37,40]. For the present purpose, it is sufficient to use the simplest 
model of the sheath assuming that:
1. The ions arriving at the sheath are monoenergetic and have a velocity 
equal to the ion sound speed;
2. Ion and electron densities are equal at the sheath edge; and
3. There are no collisions within the sheath.
We consider a sheath on the left of the plasma and set x =  0 at the wall. Conser­
vation of ion flux is expressed by
n i ( x ) v x = n0cs (4-2-1)
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Figure 4.2: (a) Average electron density, (b) average density of electrons 
with v > Vi and (c) the spatial dependence of the ion generation. The curves 
were obtained by averaging over 100 rf cycles.
where cs is the ion sound speed. Conservation of energy for the ions gives
rrii(v2x -  cl) =  - 2 e<f>x (4.2.2)
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where we have again defined the potential in the plasma to be zero. 
4.2.1 yields
rii(x) = n0
2  e(f)\ 1/2
WTe)
Using 4.2.2 in 
(4.2.3)
Normalising with 77 =  —e(f)/kBTe and putting 4.2.3 and 4.1.3 into Poisson’s equation 
we obtain the sheath equation
S  =  ^ [( 1 +  2 ' ' ) ~1/2 - e - ”]- (4-2 -4)
Multiplying by drj/dx and integrating leads to
=  <4 2 5 >
where the integration constant is determined by requiring both 7/ and dr]/dx to vanish 
as x becomes large. Equation 4.2.5 must be integrated numerically and it is convenient 
to start at the wall with the wall potential t]w. Figure 4.3 illustrates the structure of the 
sheath for Vs = 500 V (r/w = 227), and AD =  4.2 x 10-4 m; these values are close to 
the values of the plasma parameters obtained with Vrj = 1 kV in the simulation. The 
sheath solution approaches zero asymptotically and, as mentioned above, the correct 
joining of the sheath to the plasma must be carried out numerically.
An approximate relation for the sheath width can easily be obtained by ignoring the 
electrons in the sheath. This is reasonable throughout most of the sheath if Vs kBTe/e 
and gives a lower bound on the sheath width. Equation 4.2.5 now becomes
( i ?  (V l +  2 7 ; - 1) )  . (4.2.6)
Separating variables and integrating gives
x
Ad
1
71 £ («  -  1)1/J(* + 2) (4.2.7)
where 6 =  (1 -f 2t/ ) 1//2 and we have again used the fact that 77 =  0 at x = 0. We can 
see that for 77 1 the sheath width
4
s = — 
3
3 / 4
A, (4.2.8)
which is the well-known Child-Langmuir relation for the potential across a gap carrying 
a space-charge limited ion current. The sheath width 5 obtained from 4.2.8 is marked
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Figure 4.3: The structure of the dc sheath for a high sheath voltage (Vs =
500 V). Shown are the normalised potential (solid line), ion density (dashed) 
and electron density (dash-dotted). The sheath width obtained when the 
electron density is neglected is indicated by the arrow.
in Figure 4.3 and it can be seen that it seriously underestimates the width even for the 
high value of rjw used. It is possible to get improved agreement with the numerical 
solution by using a more complex version of Child’s law [124]; however, the solution 
must still be in error near the plasma-sheath interface.
4.3 The RF Sheath
The rf properties of the dc sheath attracted early attention when it was suggested that 
sheath oscillations near ujpe could be invoked to resolve Langmuir’s paradox [31,69]. 
Originally this arose when probe measurements in low pressure glow discharges revealed 
that electron velocity distributions were close to thermal, a surprising result at the neutral
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pressures used.
A numerical solution of the appropriate collisionless Boltzmann equation was ob­
tained by Pavkovich and Kino [105], giving the amplitude of the electric field in an 
rf-perturbed sheath. However, since a parabolic form was assumed for the static sheath 
potential and the electron density was also taken to be fixed, the resulting solution is 
only relevant to the problem of the slightly perturbed dc sheath, not to a description of 
the sheath generated by a large rf signal. In the latter case, it is essential to consider the 
time-varying electron density in the sheath. It should be mentioned that in an experi­
mental study, Harp and Kino [63] found good agreement between the numerical results 
and measurements in a sheath slightly perturbed by an rf signal.
The studies of the rf sheath can be divided into two areas. The first approach 
attempts to elucidate the physical processes occurring in the sheath by taking certain 
important properties as given. These can include the sheath structure, its size or perhaps 
the form of the potential within the sheath. From these assumptions one then proceeds 
to study the chosen process.
An excellent example of this approach is found in the work of Kushner [79,81] 
who has used a Monte-Carlo simulation of the interaction between the electrons and the 
time-varying electric field to obtain electron velocity distributions and thus estimates of 
power deposition in the plasma. Although solutions were obtained for the sheath width 
and the sheath dc bias by using a self-consistency condition, the simulation is not truly 
self-consistent since a parabolic form for the potential profile in the sheath had to be 
assumed.
The second approach seeks to minimise the number of a priori assumptions. It 
is difficult to eliminate all assumptions since the sheath is non-linear and in practice 
simplifying assumptions are always made. The aim is to obtain the time-dependent form 
of the potential and the particle densities self-consistently. Perhaps the best example of 
this approach is the work of Lieberman [90], who has obtained an analytic solution for 
a sheath driven by a sinusoidal current source. In Subsections 4.3.2 and 4.3.3 we give 
the solution for a voltage driven sheath and compare this to the current driven sheath 
and the simulation results.
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4.3.1 Model Assumptions
Several assumptions are made to simplify the analysis. The key assumption is that the 
motion of the two species can be decoupled so that the ions respond only to time-average 
electric fields while the electrons respond to the instantaneous fields and are assumed 
to be inertialess. These assumptions are justified providing that
<^px <  U rf  <C LOpe (4.3.1.1)
although to some extent the behaviour of the particles will depart from this ideal limit.
Since the motions of the two species are to be treated separately, we require two 
Poisson’s equations. The equation for the average potential is
S = j (n' - " e) (43-i -2)
while the equation for the instantaneous potential is
c{*4> 
dx2
0
s(t) >  X 
s ( t ) <  X.
(4.3.1.3)
We do not separate the potential into a constant and an oscillating part and so <j) is 
simply the time-average of <j>.
Since the ions respond only to time-average fields, the assumptions regarding ion 
motion can be carried over from the treatment of the dc sheath and in the simplest 
model we again assume that the ions arriving at the sheath are monoenergetic and 
that no collisions occur in the sheath. The ion density in the sheath is then given by 
Equation 4.2.3 with the average potential.
The analysis of the electron motion is simplified by two related assumptions. The 
first deals with the extent of the motion of the sheath edge and the second with the form 
of the electron density at the transition between the plasma side of the sheath edge and 
the wall side.
It has been assumed by Lieberman [90] that the sheath edge oscillates between the 
maximum width sm and zero and we have seen in the last chapter that the simulation
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results support this (see Figure 3.14). The collapse of the sheath is necessary so that 
the average ion and electron currents can be equalised, and this applies in all rf plasmas 
free of dc current. It has been assumed by some authors [116,108,136] that the sheath 
does not collapse during any part of the rf cycle so that there exists a minimum sheath 
width smin > 0. Riemann [116] has further assumed that the sheath oscillation am­
plitude s is small compared to the average sheath width and the even more restrictive 
assumption of a constant sheath width has been used by Pointu [108,109]. Although 
these assumptions may be justifiable in the modelling of an rf modulated dc sheath, 
they cannot be expected to apply to the dc current free rf sheath. The sheath collapse 
is present in the simulation, it has been observed experimentally [53] and it is also a 
feature of fluid models of rf plasmas [15], so we take smtn =  0.
Given that the sheath collapses in order to allow electrons to escape from the plasma, 
it is possible to give a rough estimate of the fraction of the rf cycle needed to equalise 
the average currents. Taking the ion loss to be ambipolar and the electron loss to be 
thermal, we assume that appreciable electron loss occurs only when Vs ~ 0 so that
where new is the electron density at the wall, rrj  is the rf period and rc is the length of 
time for which the sheath must collapse. Substituting for cs and vth we get
When the sheath collapses, n ew = n ^ , the ion density at the wall. The ratio n0/n tu; 
can be found using 4.2.3 with appropriate values of the average plasma potential and 
the average electron energy. Taking the Vrj = 1 kV case as an example, we find 
n 0/riiw ~  20 which agrees reasonably well with the result shown in Figure 3.3. Putting 
this into 4.3.1.5 gives rc/ r ry ~  1.3 which indicates that not only must the sheath collapse, 
but the electron loss cannot be thermal. Even at the lowest rf voltage Vrj  =  100 V, the 
sheath would have to collapse for at least half the rf cycle to equalise particle fluxes 
with thermal electron loss. The non-thermal loss of electrons has already been noted 
in Section 3.5. It is an indication of a contrast between a dc sheath and an rf sheath. 
Whereas the potential across a current free dc sheath is maintained by fast electrons
1
^■0 CSTrf  —  "^R'ew'Vth'Tc (4.3.1.4)
(4.3.1.5)
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from the plasma losing energy on their way to the wall, the rf sheath must accelerate 
electrons out of the plasma in order to equalise the average particle fluxes to the wall. 
As already stated in Section 3.6, the average potential across an rf sheath is maintained 
by the rectification of the rf voltage, not by the loss of fast electrons from the plasma.
The sheath edge is characterised by the transition of the electron density from 
quasineutrality, ne ~ nt , on the plasma side to ne ~ 0 on the wall side. If the electron den­
sity obeys the Boltzmann relation 4.1.3 this transition layer will be a few Debye lengths 
wide and since eVrjlk^Te 1, this is small compared to the maximum width sm. It 
can therefore be assumed as a first approximation [90,136] that the transition is step-like 
with
nP =  <
n i s( i )  >
(4.3.1.6)
0 s ( t ) <  X.
which is implicit in the time-dependent Poisson’s equation 4.3.1.3.
The assumption of a step-like electron density in the sheath requires that s(t) XD 
which of course cannot hold when the sheath collapses, but the important part of the 
rf cycle is the sheath movement between s(t) > AD and s(t) — 0. If the time taken 
for this is a small fraction of the rf cycle, it may still be admissible to use a step-like 
transition. During the actual collapse, ne ~ rii throughout the entire ion sheath and no 
transition layer is present (see Figure 3.3).
Assumptions regarding the sheath width variation can lead to anomalies in the elec­
tron density in the sheath. In a numerical study of Stekolnikov et al. [126], the electron 
density in the sheath was found to greatly exceed the ion density for a fraction of the 
rf cycle. It is important to remember that at low pressure the electron mobility is high 
so wherever there is appreciable electron density, the conductivity is high. This implies 
that a small emf can produce a large current and this limits | nt- — ne | in the region of 
high conductivity. Electric fields do arise but these are relatively small and although the 
electron velocity distribution can be distorted by the field, the density will remain close 
to Tij. For this reason the transition layer where nt- > ne > 0 must be small compared
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to sm and if this is not confirmed by calculations, or if ne > nt for some part of the 
rf cycle, it is the result of inappropriate assumptions regarding s(t). This may be the 
case in the above-mentioned numerical study in which the position where ne ~ n{ has 
been assumed to be fixed.
We note that the assumption of a step-like sheath edge is only appropriate at low 
pressure where collisions with neutrals do not affect the motion of the electrons in the 
sheath. Once the sheath -becomes collisional, scattering limits the electron mobility and 
a more gradual transition is observed at the sheath edge, both in fluid simulations [115] 
and in PIC simulations which include collisions with neutrals [127].
One more simplifying assumption is required to obtain an analytic solution for the 
current driven rf sheath. It is assumed that, at the electrode, displacement current is 
dominant throughout the rf cycle so the convection current due to the motion of the 
electrons at the sheath edge, which is equal to the displacement current through the 
sheath
dslD = erii(s)— , (4.3.1.7)
corresponds to the total current through the sheath. We adopt the same assumption for 
the voltage driven sheath. It is clear from Figure 3.8 that this assumption fails when 
the sheath collapses and the electrons are lost to the electrode in a burst. In the simple 
model resulting from the above assumptions, the sheath collapse is considered to be 
instantaneous so the model should be expected to fail during the part of the rf cycle 
when electrons are lost to the wall. The consequences of this assumption are discussed 
below.
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4.3.2 Sheath Motion
Using the above assumptions, the sheath motion can be obtained. Integrating Equa­
tion 4.3.1.3 twice gives
<j> = <
/  (f - s ) «.•(£)<*££ q J x
s ( t ) >  X
(4.3.2.1)
0 s(t) < X.
We have defined the potential in the plasma to be zero so <f>(sm) = 0, and we approximate 
the voltage across the sheath by
<£(0, 0)  = - ^ ( 1  +  COS (43.2.2)
where 9 = u rjt. Using x = 0 in 4.3.2.1 and differentiating with respect to 6 leads to
s n i(s )~iÄ ~  — sin^?. (4.3.2.3)aO 4e
From Equation 4.3.2.3 the maximum of s occurs at 9 = 0, i.e. s(0) =  sm and we 
have s(9) = s(—9) and 5 (71-) =  0 for the purely capacitive sheath. We note that s(9) 
is monotonic decreasing in 0e[O,7r] and so we can define the inverse 9(x). Considering 
now only 0 < 9 < n, we have at a position x
nt -  ne =
s > x, 0 < 9 < 9(x)
s < x, 9(x) < 9 < re
9(x)rii — ne -------- rii(x).
7T
Substituting into 4.3.1.2 and integrating gives
d(j> e f Smf S m
/ «(0Jxdx 7re0
We now suppose that the current is a specified function of 9
(4.3.2.4)
(4.3.2.5)
(4.3.2.6)
I = Infifi). (43.2.1)
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Equating this with the conduction current due to the movement of the sheath edge gives
— LOrj  ent(.s) ds = Irf f ( 9 ) dO. (4.3.2.8)
Substituting 4.2.3 with the time-average potential, we have
Ljrf  en0 1
2 e(f) - 1/2 dB
kßTe J dx
Multiplying this by 4.3.2.6 and integrating with </>(sm) =  0 leads to
(4.3.2.9)
~T \  1/2
1 -
2 ecj) \
w . )  - > + « / " « » )
where
H = (7r£0kBTe^ f n0) - l
(4.3.2.10)
(4.3.2.11)
and
rd r9'
F(9) = / /(/?') / 0"f(0")d0"d0'. (4.3.2.12)
Jo Jo
For a sinusoidal current, f(0)  =  sin/? and 4.3.2.12 can be integrated to give
F(9) = sin2/? +  ^ cos 29 + ^ (4.3.2.13)
which is the result given by Lieberman [90]. Using this expression, substituting 4.3.2.10 
into 4.3.2.9, rearranging and integrating gives the motion of the current driven sheath
s(t)
= (cos<? + l ) - 4  —
3 11 1 10tt"
-  sin 9 -----sin 39 — 39 cos 9 — -9  cos 39 ------ ^
L2 18 3 3
(4.3.2.14)
where s0 = 7ry/(cur/ en0) and the phase is again such that s(t) = 0 at 9 = 7r. At 9 = 0,
*(0) — s m  — $ 0  ( 2  +  . (4.3.2.15)
It is of interest to contrast the motion of the sheath with a sinusoidal current to that 
with a sinusoidal voltage. The behaviour of the voltage driven sheath for small 9 can be 
approximated by using 4.3.2.3 with n(s) ~ n0 and sin(9) ~ 9. Integrating with s = sm 
at 9 = 0 gives
/  ^ t/  , \  V 2
(4.3.2.16)s = l s l - ^ 1/2
4eno
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so the motion of the sheath is differentiable. However, near 0 = tt, we have n(s) ~ 
n(0) =  nw and the integration yields
s = (4.3.2.17)
which is not differentiable.
The complete motion of the sheath for a sinusoidal voltage can be obtained by 
representing the current as a harmonic series
l r j f{0)  =  I i/2 sin(tf/2) +  Y ,  Im sin(m0).  (4.3.2.18)
m=1
The sin(#/2) term must be included since there is a discontinuity at 6 = ± t t . The 
coefficients for the current can be obtained by using 4.3.2.1 and 4.3.2.2. The voltage 
across the sheath can be written in terms of the current
V(0) =  E £0mujrf Jer cos(mtf) — cos(mö') 
dff^ /„sin (nO')( l + HF(0'))
n L^rf^-TlO
where 6' is a dummy variable and F(0) is now given by
F(6) = ^2 f Q ^  s in (^ ')  he" sin(10") dO"dO'
(4.3.2.19)
(4.3.2.20)
and the summation signs should be understood to include the 1/2 term. This can be 
expanded in a Fourier series and requiring
Vo =
i—i | 1
VL = (4.3.2.21)
K n  = 0 ; m > 1
yields a set of equations for the coefficients of the current components in terms of Vrj. 
These equations can be written explicitly since Equation 4.3.2.19 is directly integrable.
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A solution can then be obtained by truncating the sum 4.3.2.18 at the desired level of 
approximation and solving the resulting set of nonlinear equations numerically.
Since the coefficients of the current must in any case be found numerically, it is 
simpler to obtain a numerical solution for the sheath motion first and then use the sheath 
motion to estimate the components of the current. To get an equation for the sheath 
motion, we divide 4.3.2.8 by 4.3.2.3 and rearrange to obtain the current
1 ( 6 )  =
UrfCoVrf sin(fl) 
4 s(0) '
Using 4.3.2.22 in 4.3.2.10 we have
rii(O)
£o K j  ft sin O' [O' 0" sin 0"
_  i  I______________“  r J I /  '  j n f f j g r
16ttkBTen0 Jo s(0') Jo s(0")
letting
eK
I r f
rf
2fcßTe ’ -(tn
and normalising so that
S(0) =
s ( 0 ) q  _ Sm
50
(4.3.2.22)
(4.3.2.23)
(4.3.2.24)
(4.3.2.25)
we use 4.3.2.3 in 4.3.2.23 to get
5 ( ö ) ^ ?  +  / 5 s i n ö ( 1 +
fff,7  f t  sinO' r6' 0" smO"dO"dO'\
V 2 ^  J o  S(0') Jo S(0”) ) =  0. (4.3.2.26)
Given a value for Sm, i.e. the sheath width at 6 =  0, it is not difficult to solve this 
equation numerically. The solution is obtained by minimisation at successive values of 
the phase angle using a constant step size. The maximum sheath width, Sm, can then 
be found using the shooting method [112, p582] with the boundary condition S(tt) =  0.
The motion of the current driven sheath is contrasted to the motion of the voltage 
driven sheath for two values of rjrj  in Figures 4.4a and 4.4d. The solid lines correspond 
to values of H, Vrf and Irj  that match the simulation values for an excitation voltage of 
1 kV. The dashed lines correspond to rjrj  >  1 for the voltage driven case and I^H 1 
for the current driven case.
The most striking feature of the motion of the voltage driven sheath is the already 
noted fact that s(t) is not differentiable at 0 = ± tt. This is a consequence of ignoring
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Figure 4.4: (a) Normalised sheath motion, (b) sheath current and (c) sheath 
voltage for a sinusoidal current and (d), (e), (f) for a sinusoidal voltage. The 
solid lines correspond to simulation parameters with Vrf = 1 kV. The dashed 
lines correspond to I ^ H  >• 1 (sinusoidal current) and 7/r/ >  1 (sinusoidal 
voltage).
the electron current to the wall and results in a discontinuity in the current at 0 = ±
X  (e)
o e
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Clearly the model is deficient in this respect and this applies also to the current driven 
case although no discontinuity arises. The sheath motion at the time of collapse will be 
poorly represented in both cases.
The voltage across the current driven sheath can be obtained by using I  = Irj sin 0 
in 4.3.2.19 and integrating. The result is [90]
The current through the voltage driven sheath can be found by using 4.3.2.22 with the 
numerically derived sheath motion. For Vrf = 1 kV, using appropriate values of the 
plasma parameters and keeping only the first three terms of the current, we get
This expression is accurate to better than 1% for all values of 0 and the coefficients of 
all higher terms are smaller than 10"4. The normalised voltage across the sheath and 
the normalised current through the sheath are plotted in Figures 4.4b, c, e and f.
The model results can be compared to the simulation by estimating the sheath 
position from the electric field shown in Figure 3.2. This can be determined with 
reasonable accuracy by finding the position where d2(f)/dx2 first becomes positive and 
this is plotted in Figure 4.5. Also shown in the figure are measurements of the sheath 
position given recently by Sato and Lieberman [122]. They used the deflection of 
a probing electron beam to measure the electric field in an argon plasma with p0L = 
17.5 mTorr.cm and Vrj =  600 V. The maximum sheath width obtained in the experiment 
is 1.9 cm and the measurements have been scaled for the comparison. There is good 
qualitative agreement between the sheath motion observed in the simulation and the 
experiment. A marked difference arises only during contraction of the sheath when 
fine structure in the electric field (noticeable in Figure 3.2) affects the estimation of 
the sheath position in both the simulation and the experiment [122]. This structure is 
discussed in more detail in Section 5.4.
V(0) = ----- —---—- cos(0) +  j  cos(20) -F j
(4.3.2.27)
1(0) = 8.00 sin(0/2) + 3.74 sin 0 +  0.47 sin 20. (4.3.2.28)
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Phase
Figure 4.5: The instantaneous position of the sheath at the live electrode un­
der standard conditions. The circles are scaled experimental measurements 
given in Reference [122].
As already stated, the period of sheath collapse is not well represented in the theo­
retical model but it is instructive to compare the results for a sinusoidal voltage to the 
simulation. Firstly, we note that the sheath motion observed in the simulation is very 
similar to that found in the model (compare Figures 4.5 and 4.4d). The difference lies 
in the period of collapse which takes about 17% of the rf cycle in the simulation and 
is missing in the model. When the sheath collapses, the displacement current drops to 
zero suddenly (see Figure 3.8a). The total current waveform stays roughly sinusoidal 
because the electron current rises sharply at the same time as the displacement current 
falls. The electron current is not included in the model and this is the reason for the 
discontinuity at 0 = ± 7r. The amplitude of the fundamental component of the current 
I0 in the simulation is 12 A for Vrf = 1 kV. The peak of the displacement current in 
the model is 10 A for the appropriate parameter values so the model agrees reasonably 
well with the simulation in this respect.
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Both the sheath motion and the displacement current are thus well represented in 
the model, even up to the sharp drop in displacement current at 0 =  tt , and qualitative 
agreement with the simulation throughout the rf cycle would follow if we included a 
period of collapse in the model. There are two things to be considered. Firstly, the 
electron current cannot entirely obviate the discontinuity since it must remain positive 
and so the displacement current must start from zero after the collapse (see the two 
waveforms in Figure 3.8a). This emphasises the idealisation involved in assuming 
a step-like density at the sheath edge. When the sheath first starts expanding, the 
transition layer at the sheath ‘edge’ is not small and there are both a finite electric 
field and a non-zero electron density at the wall. This can be seen in Figure 4.6 where 
the ion and electron densities in the sheath are shown at two times during the sheath
2
0 =  7T /  4
0
0 2 4 0 2 4
Position (cm) Position (cm)
Figure 4.6: The ion density (thin line) and the electron density (bold) in the 
sheath at the live electrode shown at two times during the sheath expansion 
for standard conditions. The densities have been averaged over 50 rf cycles.
expansion. The electron current therefore drops gradually and the displacement current 
starts from zero. This contrasts with the arrival of the sheath edge at the electrode 
where a rapid switching between the electron and displacement currents is symptomatic
of a sharp, step-like sheath edge (see Figure 3.3). Secondly, including a period of 
collapse in the model would result in a non-sinusoidal voltage across the sheath since 
the voltage must be zero (by definition) throughout the period of collapse. Here it is 
important to remember that a sinusoidal voltage across the sheath is also an idealisation. 
The simulation contains two sheaths in series and the plasma potential is not perfectly 
sinusoidal (see Section 3.5). We have also assumed that ne = n, for x > s(t) but since 
the ion density falls between sm and the wall, a small field must exist to reflect electrons 
in the region between s(t) and sm so that ne ~ n t- at s(t). The sheath voltage Vs(t) 
will therefore differ slightly from the plasma potential Vv. The two voltage waveforms
Phase
Figure 4.7: The plasma potential (solid line) and the potential across the 
sheath at the grounded electrode (dashed) shown during one rf cycle for 
Vrj — 1 kV. The traces have been averaged over 50 rf cycles.
are shown together in Figure 4.7. The largest difference between them occurs after the 
initial stage of the collapse, when electron loss causes the plasma potential to rise. This 
does not immediately stop the loss of electrons and, as mentioned above, a finite electric
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field and a non-zero electron density occur together at the electrode at this time.
4.3.3 Sheath Scaling
We now consider the scaling of the sheath with external parameters and compare the 
simulation results with the model using a sinusoidal sheath voltage. We examine Equa­
tion 4.3.2.19 at small 0 by putting sin(m0) ~ mO. The expression for F(0),  4.3.2.20, 
becomes
f (0) =  E E / *
=  E E w « * £
k i 10
(4.3.3.1)
where the summation again includes the 1/2 term and this applies throughout this 
section. Using V(9) ~ —Vrf /2 ,  Equation 4.3.2.19 becomes
K //2  =  y y  —l r J f — [  cos(m0) — cos(m0')
^ ^ e o m w ^ e n o J e  l K J V J\
x e yö'+yywMi-
k i
de'. (4.3.3.2)
Integrating this, evaluating at S = 0 and normalising the rf voltage gives 
H [ h ( Z  I m M m ) )  +  H I * ( E  / ro/ 2(m))] +  2^ / tt -  0
m m
where / E =  I  mm and the functions in the sums are given by
(4.3.3.3)
f l ( m )  = 7T2 -4 7 T -f8 ; m  —
1
m
7T2 ( - l ) m 1
-----b -----i----1-----2 m2 nv 5 m >  o
/ 2(m) 2_
15
15m
-  2ire + (6!/4!)237r4 -  6 ! 2 V  +  6!27
—  _  / _i »  ( (6 !/5!V 5 _  (6!/3!)t3 6!tt'
7 l m2 m4 m6
;m =  1
;m >  1
(4 .33.4)
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We now write the current components as
4 n  =  J(r]rf , H ) i m (4.3.3.5)
where Im are constants so that Equation 4.3.3.3 can be rewritten
H[^J2C\ +  H J AC2\ +  27/ry/7T — 0 ( 4 3 3 . 6 )
with ci and c2 non-zero constants. Solving this for J  gives
/'(l + ( 8 c 2 I J r / / 7 T c J ) ) 1/ 2 — lV /2
V  2 ) (433.7)
and for large rjrj this leads to
7m o ( 4 . 3 3 . 8 )
It is now possible to explain some of the results presented in Chapter 3 in terms 
of the properties of the rf sheath. Firstly, as already stated in Section 3.4, the system 
contains two sheaths in series. Each sheath has a nonlinear response to the driving 
signal but the two sheaths are constrained to move out of phase with each other. As 
has often been noted [90,44], the resulting overall system response is approximately 
linear and this is clearly shown by the I-V characteristic given in Figure 3.9. The linear 
response together with the dependence 4.3.3.8 leads to a relation between the applied 
voltage and the electron density. Since H oc l / n 0, requiring Im °c  Vrj implies
n0 ~ V?/2. (43.3.9)
It was stated in Subsection 3.6.2 that the scaling of the rf sheath in the simulation 
agrees approximately with the Child-Langmuir relation 4.2.8. The scaling is identical 
in the limit of large rjrj as is clear when the Child-Langmuir relation is compared to s0 
(4.3.2.24) which normalises the sheath width. At large r]rf, Equation 4.3.2.26 for the 
sheath motion becomes independent of r]rf and the scaling agrees with 4.2.8.
The maximum sheath width derived from the model is compared to the simulation 
results in Figure 4.8. The solid line was obtained by solving Equation 4.3.2.26 numeri­
cally for a range of values of ?)rj and the dashed line corresponds to Equation 4.3.2.14. 
In both cases the fitting to the density shown in Figure 3.7 has been used in the nor­
malisation parameters so that a direct comparison to the simulation results is obtained.
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Figure 4.8: The maximum sheath width obtained in the simulation compared 
to the width derived from the model for sinusoidal voltage (solid line) and 
sinusoidal current (dashed). Also shown is the width of the corresponding 
dc sheath (dotted).
A departure from Child-Langmuir scaling at low voltage is evident in the simulation 
results as well as in the model. As expected, there is little difference between the voltage 
driven and the current driven sheaths at large 77rf and this is due to the approximately 
linear response consistent with the scaling of the electron density. A linear response 
was assumed for the current driven case and the impedance found in Section 3.4 was 
used to get the current which was then used in Equation 4.3.2.15 with the density to 
give the sheath width. The difference in scaling between the current driven and the 
voltage driven sheaths at low voltage is due to the details of the sheath motion and 
to the assumption of linearity which is better at large Irf  where the two cases agree 
closely. However, what is remarkable is the serious underestimate of the sheath width 
given by the model when this is compared to the simulation results. An underestimate
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of the maximum sheath width should be expected for two reasons: firstly, the period 
of the sheath collapse has been neglected in the model and n*- ~ ne throughout the ion 
sheath during this time; secondly, the density drop at the sheath edge was assumed 
to be step-like although the electron density will not be zero on the wall side of the 
instantaneous sheath edge and, as in the dc case, neglecting the electron density in the 
sheath has a marked effect on its width. Both the period of collapse and the finite 
width of the instantaneous sheath edge serve to reduce the average space charge density 
in the ion sheath. This reduction results in an expansion of the ion sheath since the 
ions fall through a reduced electric field and therefore take a greater distance to attain 
the velocity corresponding to the sheath voltage. Since the sheath edge oscillates, the 
average electron density is non-zero throughout the ion sheath so the rf sheath width is 
greater than the dc sheath width for the same average sheath voltage. The dc sheath 
width is plotted in Figure 4.8 for comparison.
The simplicity of the model used to simulate the rf plasma is reflected in the results: 
the plasma is maintained by sheath heating, and the scaling of density and power reflects 
the sheath scaling. To a first approximation, the sheath can be considered to remain 
unchanged in the whole range of applied voltage investigated. This implies that the 
particle balance equation is satisfied trivially even if the electron velocity distribution is 
non-Maxwellian. The power loss in sheath heating is simply proportional to the electron 
flux to the sheath and, whatever the details of the interaction, the velocity distribution 
of the electrons coming off the sheath is not sensitive to the applied voltage.
In order to make a less trivial comparison between the sheath scaling in the simula­
tion and the model, several mass ratios were used in the simulation. A greater ion mass 
reduces the loss rate which tends to increase the density while a higher density leads 
to a decrease in sm which results in a drop in the ionisation rate. These two effects do 
not cancel so the density rises approximately linearly for constant Vrf and p0 as m ,/m e 
is increased. Ion sheath widths obtained in the simulation are compared to the model 
results for both sinusoidal current (smj ) and sinusoidal voltage (smv) in Table 4.1 for 
Vrj = 500 V. The model sheath widths were calculated by using the values of current, 
electron temperature and electron density from the simulation as input parameters in
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r r i i / m p I o
(A)
Ad
(cm)
S m
(cm)
S m j
(cm)
S m v
(cm)
1 6.3 6.5 xlO "2 3.6 1.7 1.7
4 7.0 5.0 x l0 ~ 2 2.9 1.5 1.5
10 7.5 4.0 x lO "2 2.7 1.1 1.3
20 8.8 2.9 x lO "2 2.4 0.7 1.0
Table 4.1: Comparison of ion sheath widths in the simulation (sm) and in the 
model with sinusoidal current (s m j ) and sinusoidal voltage (s m v )  for varying 
ion mass. Also shown is the amplitude of the fundamental component of the 
total current and the Debye length corresponding to the simulation results.
the model. The discrepancy in maximum sheath widths between the model and the 
simulation found earlier (Figure 4.8) is also evident in these results. It is interesting 
to note that in comparison to the simulation the sinusoidal voltage results scale better 
than those for sinusoidal current. This is not due to the linear approximation used in 
calculating the values of s m j  and it seems that the details of the sheath motion near the 
time of collapse are important in the scaling of the maximum sheath width. The voltage 
driven case with a discontinuity in the displacement current appears to represent this 
motion better than the case with a sinusoidal displacement current.
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Chapter 5
Particle Dynamics
The previous chapters have dealt with the behaviour and structure of the plasma and 
the sheath without specifically treating the motion of individual particles under the 
action of the self-consistent forces. The particle dynamics is treated in this chapter 
and particular attention is paid to the interaction between the particles and the sheath. 
Before proceeding with this, however, we look at individual electron trajectories and 
the effects of fluctuations in Section 5.1. The ion motion through the presheath and the 
energy distribution of the ions reaching the electrodes are discussed in Sections 5.2 and 
5.3. The last section deals with sheath heating.
5.1 Electron Trajectories
The motion of individual particles is a good indicator of the relative importance of 
various forces acting in the system. Although all of the forces originate in the electro­
static interaction, the PIC algorithm excludes binary coulomb encounters and various 
collective effects give rise to forces which may be distinguished. For the electrons the 
most important of these forces are expected to arise from the field causing reflection 
at the sheath, from the oscillating electric field which drives the current through the 
plasma and from the field fluctuations which result from thermal fluctuations in the 
charge density.
Trajectories are easily obtained by storing the position and velocity coordinates of
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a chosen number of particles and four such trajectories are shown in Figure 5.1 for a 
plasma obtained with standard conditions. The individual points correspond to phase
Figure 5.1: Electron trajectories obtained under standard conditions. The 
phase space coordinates are plotted for a period of three rf cycles and the 
points correspond to every second time step.
space coordinates at every second time step and the paths are plotted for a period of three 
rf cycles. The most obvious feature common to all of the trajectories is the presence of 
appreciable fluctuations in velocity as the particles move between the two walls. For the 
fast electrons (Figure 5.1a), the velocity fluctuations are superimposed on the simpler 
motion of bouncing between the two sheaths, but for the slower electrons (Figures 5.1b
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and c) these fluctuations are the most important component of the motion.
The rf current carried by the electrons results in a drift velocity which can be found 
using
j e = neev0. (5.1.1)
The current density carried by the electrons in the body of the plasma corresponds to 
the total current density through the discharge which for Vrj =  1 kV has a peak value 
of about 12 Am-2. Using n0 =  7 x 1014 m~3 obtained under the same conditions 
gives a peak value v0 = 1 x 105 ms-1 which can be compared to the thermal velocity 
vth — 9 x 105 ms-1. The trajectory of an electron with roughly the average energy is 
shown in Figure 5.1b. It can be seen that the typical amplitude of the fluctuations in 
velocity is about 5 x 105 ms-1 so these fluctuations mask the effect of the rf current 
on the trajectory. Even in the absence of such fluctuations only the lowest energy 
electrons (eS < 0.02 eV) would undergo a phase space rotation synchronised with the 
rf current. The electron drift can be seen clearly in Figure 5.2 where the electron velocity 
distribution is plotted at three phases in the rf cycle. At 6 =  7r/2 (dashed line), the 
current is near zero and the distribution is almost symmetrical while for peak forward 
and reverse current a shift is evident. The distribution retains a roughly Maxwellian 
shape and the value of the maximum drift velocity is in reasonable agreement with the 
estimate obtained from Equation 5.1.1.
There are two reasons why the fluctuations observed in the simulation plasma are 
large in comparison to a laboratory plasma. The underlying cause is the use of scaling 
to reduce the number of particles so that one simulation ‘particle’ actually represents 
a surface charge density of the order of 1010 charges m~2. When a single simulation 
particle moves between two cells, this represents a substantial change in the density. 
With Nc — 103 and the number of particles N{ + Ne ~  2 x 104 there are on average 
only about 20 particles in a cell. As a particle moves through the simulation region, 
the value of the background charge density changes both in space and time. The 
fluctuations in field that result from these density fluctuations are further enhanced as 
a result of the finite difference approximation 2.3.1 used in the solution of Poisson’s 
equation and particularly by the numerical differentiation of the potential to obtain the
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Figure 5.2: Electron velocity distribution at three phases in the rf cycle:
0 — 0 (solid line), 0 = ir/2 (dashed) and 6 = ir (dash-dotted). The data 
were obtained under standard conditions.
field. These enhanced fluctuations in the electric field lead to the observed velocity 
fluctuations. An examination of the trajectories shows that for the values of Ax and A* 
that we have used the motion of the particles through the fluctuating background charge 
density is adequately resolved. By using a more coarse grid, it is possible to smooth 
the fluctuations at the expense of an increase in the numerical heating.
The presence of the fluctuations results in very rich particle dynamics. Some of 
the density nonuniformities are long-lived, surviving for many plasma periods, and 
individual particles can be trapped and circulate through such a region of nonuniform 
space charge. The resulting particle trajectories are complex and unpredictable.
The main effects of the fluctuations are to enhance energy transfer between the 
particles in the simulation and to make the simulated plasma slightly collisional. The 
change in particle energy is slow compared to the fluctuation timescale and so the effect 
of the fluctuations can be thought of as an elastic scattering process. This scattering is
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not to be confused with the process mentioned at the end of Chapter 3 which is due to 
the finite values of Ax and At and which results in stochastic heating. The scattering 
by the field fluctuations is still present even if Ax and A t are zero and it makes the 
distribution function isotropic (symmetric in one dimension) on a timescale comparable 
to the effective collision time. It also plays a role in the relaxation of the distribution 
to a Maxwellian [32,11].
We have stated that the fluctuations in particle velocities may be thought of as 
the result of a scattering process; this is most obvious when a particle is trapped in 
a long-lived density hole and bounces in a small part of the simulation space as if 
confined between two walls (Figure 5. Id). The scattering will randomly alter the phase 
between the rf field and the electron motion and this may be thought of as an ana­
log of elastic electron neutral scattering which results in ohmic heating in laboratory 
rf plasmas. Ohmic heating was found to be negligible in the overall power balance in 
Subsection 3.6.3, but it is of interest to estimate the effective collision frequency for 
the electrons.
Although the bulk plasma impedance is dominated by an inductive reactance, the 
current lags the electric field in the plasma by a little more than 7t/2  radians. The phase 
angle can be estimated from the fundamental components of the field in the plasma and 
the total current and the current density can be written
Neglecting the displacement current in the plasma and using the phase angle between 
the field and the current we obtain vc ~  0.5 MHz. This value of the effective collision 
frequency must be considered to be only a rough estimate since the current and especially 
the field are not sinusoidal and a small error in their relative phase gives a large error in 
the estimate. Nevertheless, it is clear that the collision frequency is appreciably lower 
than the excitation frequency.
j  = crE (5.1.2)
where the plasma conductivity a is given by [38]
(5.1.3)
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The relatively low effective collision frequency in the simulation plasma allows 
the observation of behaviour that would be expected to occur in laboratory plasmas 
only at considerably lower neutral pressures. There is very little collisional damping 
of plasma oscillations so these can be clearly seen in the frequency spectrum of the 
potential shown in Figure 5.3a. The spectrum was derived from the potential in the
0 100 200 300
Frequency (MHz)
Figure 5.3: a) The Fourier spectrum of the plasma potential at the centre of 
the discharge. The plasma frequency is marked by the arrow, b) The Fourier 
spectrum of the total current through the discharge. The arrow indicates the 
resonant frequency of the series resonance between plasma and sheath.
centre of the plasma under standard conditions. At low frequency, the driving frequency 
and the even harmonics expected in a rectified waveform are clearly seen. Near the 
plasma frequency there is a broad peak in the spectrum. The plasma oscillations are
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excited by the fluctuations in the charge density as well as by the harmonics of the 
rf signal which are significantly enhanced when they fall near cope. An interesting and 
related phenomenon can be discerned in the Fourier spectrum of the current shown in 
Figure 5.3b. In contrast to the potential spectrum, the spectrum of the current shows 
only odd harmonics of the rf frequency and the amplitudes of the higher harmonics are 
large up to the thirteenth. This is the strong modulation apparent on the total current 
waveform shown in Figure 3.8b. It seems to be due to the presence of the series 
resonance between the plasma and the sheath described by Taillet [129] in connection 
with resonant plasmas. When collisional damping in the plasma is low (in laboratory 
plasmas this occurs at p0 < 1 mTorr), the inductive part of the plasma impedance 
predominates and oscillations in current at the resonant frequency are enhanced. A 
simple expression for the resonant frequency is [129]
Using the appropriate values under standard conditions gives u;r/27r ~  130 MHz which 
is marked on the spectrum in Figure 5.3b. It can be seen that above this frequency 
the amplitude of the current harmonics decreases rapidly. There is also a broad peak 
in the background fluctuations of the current and these observations indicate that this 
frequency is important in the fine structure of the current waveform. The modulation 
of current near the series resonance appears to be driven by the charge redistribution 
following electron loss to the wall and the acceleration of electrons into the plasma as 
the sheath expands. This may be thought of as a current pulse, lasting roughly one 
period of the resonant oscillation, which causes ringing at the series resonance.
5.2 Presheath Ion Distribution
The velocity distributions of ions at four positions in the plasma are shown in Figure 5.4 
for standard conditions. The distributions were obtained by summing over 0.4 cm long 
intervals of the simulation region centered on the positions indicated in the figure. A 
period of 100 rf cycles was used in the summation.
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Figure 5.4: The ion velocity distribution at four positions in the plasma.
The position and the ion temperature are indicated.
At the centre of the plasma (Figure 5.4a), the ion distribution is close to Maxwellian 
and this is to be expected since the average field in the centre of a symmetric system 
vanishes. Between the centre and the edge of the ion sheath, the ion distributions have 
a skewed form resulting from the combined action of the electric field in the presheath 
and the influx of ions from a spatially uniform source (c.f. Section 4.1).
The ion temperature can be defined by the second moment of the distribution func-
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tion [52, pl56]
k*Ti =  \mi{{v2) -  (v)2).(5.2.1)
The averaging indicated in this definition was carried out using the ion distributions 
obtained from the simulation and the resulting estimates of Tt are shown in Figure 5.4. 
It is remarkable that the ion distribution in the centre of the plasma is considerably 
hotter than the 300 K source temperature. As the ions travel towards the sheath, a 
further temperature increase is evident until near the sheath edge Tt exceeds 1300 K.
A non-zero ion temperature has been included in several theoretical models dealing 
with the presheath. Kinetic treatments relevant to the low pressure case have been 
presented by Emmert et al.[33] and by Bissell and Johnson [12]. In both cases a warm 
source of ions is used and once an ion enters the system it moves to the wall through the 
presheath field without collisions. Neither of the two models is exactly applicable to the 
present case: Emmert et al.use a spatially uniform ion source but the parallel velocity 
distribution is appropriate to a three-dimensional Maxwellian (i.e. no ions are created 
with zero parallel velocity); Bissell and Johnson use a one-dimensional Maxwellian 
source but their source function is proportional to the electron density. Despite these 
differences, the general character of the ion motion to the wall is common to both 
theoretical models. The distributions become skewed as the ions accelerate in the 
presheath field and the ion temperature drops. The drop in ion temperature also occurs 
in fluid models unless it is explicitly excluded by assuming isothermal motion [13]. The 
contradiction between theoretical predictions of a temperature drop and the observation 
of a significant rise in the simulation is evidence that the ions are heated in the plasma 
after they enter the system.
The ion heating is the result of the field fluctuations discussed in Section 5.1. The 
fluctuating electric field affects the motion of the ions and since the electrons are much 
hotter than the ions a net heat flux from the electrons to the ions results. The coupling 
between the two species can occur only through collective effects such as the field 
fluctuations since binary collisions are explicitly excluded, but the coupling via field 
fluctuations is greatly enhanced in the simulation because of the scaling.
The ion heating rate depends on the ion mass, as would be expected when rapidly
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changing electric fields cause the heating. In the case shown in Figure 5.4, mt =  mp 
and the ions are appreciably heated even before they move out of the 0.4 cm long 
region at the centre of the plasma. The distribution function at the centre of the plasma 
is compared to a Maxwellian distribution with Tt =  550 K in Figure 5.5a and it is found 
to be reasonably close to thermal although the wings are slightly hotter than the bulk.
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Figure 5.5: Ion velocity distribution at the centre of the plasma (solid lines) 
compared to Maxwellian distributions (dashed) for (a) mt- =  m p, Vrj  =  1 kV 
and (b) m, =  20mp, Vrf = 500 V. The Maxwellian distributions correspond 
to the indicated temperatures.
In Figure 5.5b, the distribution at the centre is shown for an ion mass mt- =  20mp. The 
applied voltage is Vrj = 500 V in this case so that the electron density, the electron 
temperature and the number of particles in a cell differ by less than 30% in the two 
cases. The Maxwellian distribution used for comparison in Figure 5.5b corresponds to 
T{ = 300 K. Since this is the source temperature, there is negligible heating of the bulk 
in the high mass case. This does not mean that the ion heating is negligible throughout 
the plasma. As the ions move towards the sheath, they are still heated and Tt ~  900 K
Ti = 300 K
Velocity (103ms l )
T{ =  550 K
103
next to the sheath.
The hot tail that appears in the central ion distribution in both cases seems to be 
due to preferential heating of the tail of the distribution. It is independent of the width 
of the region over which the distribution is summed. The routine used to generate the 
pseudorandom samples from a Gaussian distribution has been checked with 107 samples 
and no evidence for such a systematic error in the tail of the distribution was found.
The finite ion temperature was ignored in the treatment of the ion loss in Section 3.3. 
The sound speed for Tt ^  0 is given by [28, p96]
where k  is a factor of order unity and so neglecting the ion temperature represents an 
error of less than 10% in the ion sound speed. Although some ion heating will occur in 
laboratory rf plasmas, the process observed in the simulation arises from the algorithm 
used and so the simulation does not in this respect accurately model a real plasma. This 
deficiency is not necessarily serious since the ion heating has a negligible effect on the 
ion loss. The ion temperature is kept low in laboratory rf plasmas by the relatively rapid 
energy exchange between ions and neutrals and this can be modelled in a simulation 
by explicitly including ion neutral collisions. Nevertheless, it has to be admitted that 
this simply transfers the energy to the neutrals and this must still be considered in the 
total power balance. In the simple power balance given in Subsection 3.6.3, the energy 
injected into the ion population by heating is of course included in the total kinetic 
energy of the ions absorbed at the electrodes.
5.3 Escaping Ion Distribution
Once the ions reach the plasma sheath boundary, they come under the influence of 
the strong field in the sheath and are rapidly swept out to the wall. Although to a first 
approximation the field acting on the ions can be considered to be constant, it is obvious 
from Figure 3.2 that the field is strongly modulated so the ions actually experience a 
series of impulses as they move through the sheath. This is particularly well illustrated
(5.2.2)
104
by the power density j t-E shown in Figure 5.6a. The dark areas in the figure represent 
maximum power deposition and since the ion current is weakly modulated at the rf
Position (cm) Position (cm)
Figure 5.6: a) The power deposition into the ion population. The dark 
areas represent maximum power deposition and white corresponds to zero. 
Standard conditions were used and the data were averaged over 50 rf cycles, 
b) The same data averaged over time.
frequency the power density closely follows the electric field. Figure 5.6b shows the 
time-average power density and it is clear that the ion heating discussed in the preceding 
section is negligible in comparison to the energy gain in the sheaths. The rf modulation 
of the sheath field causes a modulation of the velocity of an escaping ion which in turn 
leads to a dependence of the final energy of an ion when it is absorbed at the wall on 
the initial phase during the rf cycle at which it enters the sheath.
The great importance for plasma processing of the energy distribution of the ions 
arriving at the electrodes is reflected in the large number of studies dealing with it. 
Already in 1957, Levitskii [87] measured the energies of the ions escaping from an 
rf discharge. His results indicated a high average plasma potential in the discharge tube 
and corroborated probe measurements of the potential. The distribution is very sensitive
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to any ion neutral collision process since a collision in the sheath can strongly scatter 
the ion. The most important collisional processes are resonant charge exchange and 
elastic scattering. The former is often the more important since typical charge exchange 
cross-sections are larger than the elastic scattering cross-sections [94]. A transition 
from collisional to collisionless ion motion occurs when the mean free path is equal 
to the sheath width. Assuming a constant cross-section with acx ~  10-15 cm2 and 
sm ~  3 cm, this transition occurs at 10 mTorr which is near the lower limit of etching 
reactor operating pressures. Ion collisions in the sheath make the ion distribution more 
isotropic and this degrades etch anisotropy so the need to avoid collisions has been one 
of the important factors in the preference for low pressure operation.
The effect of charge exchange on the energy distribution of the escaping ions has 
been studied experimentally by Wild and Koidl [142] who found good agreement be­
tween the measurements and numerical solutions using a simplified model for the sheath 
field. Simulated distributions have been obtained by Kushner [81] and by Thompson 
et al. [131] using Monte Carlo techniques with a simplified sheath model. Distribu­
tions from simulations with self-consistent sheaths have been obtained by Vender and 
Boswell [139] and by Surendra and Graves [128] using the PIC technique. Generally, 
the distributions show a number of peaks, depending in height and location on the num­
ber of collisions that the ions experience in the sheath. Scattering processes other than 
resonant charge exchange have been examined by some authors [131] with an emphasis 
on the angular distribution of the ions reaching the electrode.
Ion distributions resulting from collisionless motion through the sheath have also 
attracted attention. Collisionless motion through the sheath occurs not just at low pres­
sure, but also when there is no important collision process for the relevant ionic species 
as may happen in the case of impurity ions which have a low charge exchange cross- 
section with the background gas. Cobum and Kay [29] exploited this in measurements 
of mass-selected ionic species from an argon plasma. They obtained the well-known 
double humped (‘bimodal’) ion distributions characteristic of rf modulated, collisionless 
ion motion. Earlier observations of such distributions had been made in connection with 
rf plasma ion sources [8]. Further results were presented by Köhler et al. [77,78] who
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also studied the effect of varying the rf frequency and by Kuypers and Hopman [82] 
who measured ion distributions in a cylindrical plasma chamber using argon and oxygen 
plasmas.
Two examples of the energy distribution of the ions arriving at the live electrode are 
shown in Figure 5.7. The distributions were obtained by collecting ions over a period of
Energy (eV)Energy (eV)
Figure 5.7: Energy distributions of the ions collected at the live electrode 
for (a) m l =  mp, Vrj = 1 kV and (b) mt- =  20mp, Vrj = 500 V. The 
distributions have been separately normalised.
100 rf cycles and dividing the flux at each value of energy by the appropriate velocity. 
The distribution in Figure 5.7a, corresponding to mt =  mp shows a small peak at an 
energy just below 200 eV. This is due to ionisation in the sheath causing some ions to 
traverse only a fraction of the sheath length. Some of these ions can be seen in the 
ion phase space distribution shown in Figure 3.4. The reason that these lower energy 
ions form a peak is the fact that ionisation in the sheath is strongly modulated by the 
sheath motion so most of the ions are created in the sheath at a definite phase in the 
rf cycle. The shape of the distributions obtained in the simulation closely resembles
107
that of experimentally measured distributions; in particular the lower energy peak is 
always higher as found by Cobum and Kay [29]. When comparing the shapes shown 
in Figure 5.7 to experimental results [77,82], it is important to remember that the ion 
current is often shown and this is weighted toward high velocity in comparison to the 
energy distribution.
Theoretical estimates of the bimodal ion distributions using simplified sheath models 
have been obtained numerically by Tsui [134] and by Metze et al. [97], and in Monte 
Carlo simulations by Kushner [80]. A simple analytic form has been obtained by Benoit- 
Cattin and Bernard [8] who assumed that the transit time of the ions through the sheath 
depends only weakly on the phase of entry into the sheath. Their treatment assumes 
that Vrj  is much smaller than the average potential across the sheath, which applies in rf 
driven ion sources and plasma sputtering, however, the ion distribution is not sensitive 
to the exact space and time dependence of the sheath field. As a consequence, the use 
of very approximate models of the sheath in the calculation of escaping ion distributions 
can result in good agreement with measurements.
The expression given by Benoit-Cattin and Bernard [8] for the energy distribution 
function of the escaping ions is
/ . ( £ )
2 n(
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(5.3.1)
where the energy splitting A E is given by
A E
4eVr, f 2 e V p\ 1/2
3 u J r f  S m  \ T f l i  J
(5.3.2)
This analytic form is symmetric around the energy eVp so it cannot predict the relative 
heights of the two peaks, but it is adequate when the positions of the peaks are required. 
Table 5.1 gives a comparison between the energy splitting measured on ion distributions 
obtained in the simulation and the values calculated from Equation 5.3.2 with the sheath 
length, the ion mass and the average plasma potential as input parameters. The errors in 
the calculated values are mainly due to the uncertainty in the ion sheath length sm and 
are estimated to be less than 10%. The simple theoretical estimate is in good agreement 
with the simulation results.
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m l/m p VP (V) 5m (Cm) A S  (eV)
measured calculated
1 225 3.6 65 ± 5 61
4 225 3.0 37 ± 4 37
10 227 2.7 22 ± 4 26
20 221 2.4 1 9 + 3 20
Table 5.1: Comparison of the energy splitting between the peaks of the en­
ergy distribution of ions collected at the live electrode and analytic estimates.
The conditions are Vrf = 500 V, p0 = 20 mTorr.
5.4 Sheath Heating
Experimental evidence of an energy exchange between plasma electrons and an oscillat­
ing sheath was first obtained in connection with resonance probes [96,54,62]. When a 
metallic probe immersed in a plasma is driven by an rf signal, the dc current collected by 
the probe increases due to the nonlinearity of the probe characteristic. As the frequency 
of the applied signal is varied, a resonance peak is observed when oorj < ujpe. The 
position of this peak in collected current occurs at the series resonance of the plasma 
impedance and the sheath capacitance [62]. The shape of the resonance peak [96] shows 
the presence of strong damping which cannot be explained by electron neutral collisions 
in the sheath.
The details of the electron sheath interaction depend on the neutral pressure and 
three distinct regimes have been described. At the very lowest pressures the entire 
plasma is almost collisionless and the mechanism is called ‘stochastic heating’ [2,51]. 
At intermediate pressure, the sheath can be considered collisionless while the plasma is 
collisional and we refer to the mechanism under these conditions as ‘sheath oscillation 
heating’ [128] or simply sheath heating. At higher pressure still, the sheath itself
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becomes collisional and this substantially changes the interaction. It has been referred 
to as ‘wave riding’ [81] or ‘ohmic sheath heating’ [16]. Ohmic sheath heating appears 
to be responsible for the enhancement of the visible glow near the sheath observed 
in rf plasmas at high pressure (p0 > 40 mTorr). The localisation of the glow results 
from a short mean free path for inelastic scattering so that the fast electrons generated 
in the sheath region lose energy rapidly as they move away from the sheath. Monte 
Carlo simulations in this regime have been carried out by Kushner [81] and Boeuf and 
Belenguer [16].
When binary collisions in the sheath can be neglected, the interaction can be pictured 
as a collision with a very massive wall since the motion of individual electrons through 
the sheath has little effect on the overall shape of the sheath electric field. If the sheath 
is advancing into the plasma during the encounter the electron gains energy but if the 
sheath is retreating the electron will lose energy. In the latter case, the electron velocity 
must of course be greater than that of the retreating sheath.
The dynamics of particles suffering repeated collisions with oscillating walls has 
been studied extensively since Fermi [35] suggested that a similar mechanism may be 
responsible for the acceleration of cosmic ray particles. Although his original suggestion 
involved particle reflection off large-scale moving magnetic field structures, the simpler 
analog problem of particle motion in a box with rigid oscillating boundaries has received 
much more attention [89, ppl90-201].
When a particle repeatedly collides with a moving wall, it gains energy on average 
if the successive oscillation phases at which the particle encounters the wall are uncor­
related. In the intermediate pressure regime, when collisions in the body of the plasma 
disrupt the ballistic motion between the two sheaths, the random phase condition is 
automatically satisfied. It is important to note here that although elastic scattering is 
not explicitly included in the simulation, the enhanced density fluctuations make the 
simulation plasma somewhat collisional so the random phase condition applies in the 
simulation. However, it is of great interest from a dynamical point of view to determine 
the range of parameters in which the random phase condition holds and the motion of 
the particle is stochastic at very low pressure where collisions in the body of the plasma
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can be neglected. This problem can be formulated as an iteration of a mapping and is 
therefore amenable to long-time numerical integration. Numerical experiments which 
explore the particle dynamics have been performed by a number of workers [146,23,91]. 
Akhiezer and Bakai [2] have examined this mechanism in connection with electron heat­
ing in rf plasmas. Goede et al. [51] developed a model of a ‘collisionless’ rf discharge 
in which stochastic heating was the only heating mechanism and they estimate that their 
results apply for plasmas with p0L < 10 mTorr.cm and cury/27r > 50 MHz.
The recognition that sheath heating is an important mechanism in low pressure 
rf plasmas is largely due to Godyak and coworkers [45] who examined this process in 
connection with power loss [111,43], the effective collision frequency [50], the electron 
energy distribution function [48] and also included sheath heating in an analytic model 
of the rf discharge [44].
Experimental evidence of the importance of sheath heating is still rather indirect. In 
a study of power deposition in an oxygen plasma, van Roosmalen et al. [118] included 
a simple estimate of sheath heating but found a large discrepancy between calculated 
total power loss and the measured input power. Bletzinger and Fleming [14] invoked 
ohmic sheath heating to explain discrepancies between impedance measurements in 
an argon plasma for pressures between 0.1 and 1 Torr and a circuit model, but they 
did not carry out a detailed comparison. Misium et al. [98] included sheath heating 
in a fairly complete model of the rf discharge and found that the model appreciably 
underestimated total power dissipation when compared to experimental measurements. 
Part of the problem is that until very recently the theoretical treatment of the sheath and 
the power loss in sheath heating has been rather oversimplified and qualitative. One 
of the most undesirable restrictions has been the assumption of a constant ion density 
throughout the plasma and the sheath [111,43]. Although this may be justified for 
special values of the external parameters, it is clearly inappropriate for plasmas relevant 
to plasma processing. We also note that Lawson et al. [86] found sheath heating to be 
absent in a PIC simulation with a uniform ion density. Much better theoretical models 
have recently been published [90] but there is still disagreement between experiment 
and theory [98].
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Figure 5.8: The average power density j e • E  calculated under standard 
conditions. Averaging over 50 rf cycles was used.
The ionisation collision data shown in Figure 3.14 clearly point to the importance of 
sheath heating in the simulated plasma, but the predominance of this process can also 
be seen by looking directly at power deposition due to j e-E. It is obvious from the curve 
shown in Figure 5.8 that power deposition in the sheath is the only significant electron 
heating mechanism. In the body of the plasma, the power density is actually negative 
indicating that the electrons are losing energy. This energy loss has already been implied 
in Section 5.2 where we have seen that an enhanced exchange of energy between the 
two species heats the ions. When elastic scattering is included in the simulation, ohmic 
heating occurs so j e-E remains positive in the plasma [127] and the energy loss to the 
ions is masked, although it must still be expected to occur.
5.4.1 Power Deposition
The power deposition in the electron sheath interaction is usually calculated by con­
sidering the forward and backward energy fluxes at the sheath edge [96,43,90]. We 
have seen in Chapter 4 that the sinusoidal current approximation gives a good initial 
estimate of the sheath motion when compared to the simulation and we will closely
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follow Lieberman’s treatment for a current driven sheath [90] here. In the hard wall 
model, the velocity of a reflected electron is
vr = —v -f 2vs (5.4.1.1)
where v is its initial velocity. The number of electrons that collide with the sheath in a 
time interval dt and a speed interval dv is given by
(v -  vs) f s( v , t )d v  dt (5.4.1.2)
where f s(v , t )  is the electron velocity distribution at position s(t). The resulting power 
transfer per unit area is
dS  =  ^me(u2 -  v 2)(v -  vs) f s( v , t) dv. (5.4.1.3)
Using 5.4.1.1 gives
dS  = 2m evs(y — vs)2 f s(v, t ) dv. (5.4.1.4)
In order to obtain an expression for / s(u, t), we note that the distribution function in 
the plasma is approximately Maxwellian, but periodically shifted by the current flowing 
through the plasma (c.f. Figure 5.2). We write the distribution function in the plasma as 
g0(v — u0) where u0 is the time-varying drift velocity of the electrons resulting from the 
rf current. Noting that in the sheath n s < n0 we approximate the distribution function 
in the sheath by
f s(v , t )  = — fo(v -  u0). (5.4.1.5)
n0
Only those electrons with velocities v > vs can collide with the sheath so integrating 
5.4.1.4 over these velocities gives
S(t )  = 2m [  —— -(v — vs)2 f 0(v — u0) dv. (5.4.1.6)
d v a TIq
Changing variables to v' =  v — v0 gives
S(t )  =  2m f  -  2v'(va -  v0) + (vs -  v0)2}f0(v') dv'. (5.4.1.7)
J v s  — v o TL o
For a sinusoidal current, vsn s can be obtained from Equation 4.3.2.8 and (v — v0) 
is found by differentiating Equation 4.3.2.14. To obtain the total power flux, S(t)  is
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averaged over the rf cycle
Psh = S = 2 m [  f  -  vs)2f 0(v -  v0) dvdO. (5.4.1.8)
JO J v s TIq
This integral is considerably simplified if the time dependence can be eliminated from 
the integral over velocity. Further simplification then results from the fact that both 
vsns and (u — v0) are odd functions of 0, so two of the three terms average to zero. 
Lieberman [90] eliminates the time dependence from the velocity integral by changing 
variables and assuming that \vs — u0| is much smaller than the thermal velocity vt .^ 
Performing the integrations, he obtains
P s h  —
1 Q.
2 Gs
(5.4.1.9)
where Gs is an effective surface conductance per unit area
2 /3
G, =  2.98
e2n0
m evth
Ad
The power deposition can now be expressed as
P.K =
II
2.98 £o^th
(5.4.1.10)
(5.4.1.11)
The expression 5.4.1.11 gives an estimate of the net power flux due to electron 
reflection at the surface defined by the instantaneous sheath edge. Before comparing 
this expression with the simulation results, it is appropriate to note several limitations 
of the model.
The most obvious limitation is the assumption that
\vs — v01 <  vth. (5.4.1.12)
Since
vsns = v0n0 (5.4.1.13)
and ns < n0 for s(t) ^  sm, the approximation 5.4.1.12 applies only when the ion density 
in the sheath is almost constant. This is the assumption used by Godyak [43]. For the 
sheath in the simulated plasma with m,- =  mp and standard conditions, nw ~  n0/ 20 and 
so it may be more appropriate to assume vs — u0 ~  vs. However, in this case the first 
and third terms of the integral 5.4.1.8 do not average to zero in the rf cycle.
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The main consequence of the rapid drop in ion density in the sheath is that the 
sheath velocity can easily exceed the electron thermal velocity. This in turn leads to a 
significant distortion of the distribution function in the sheath and assuming the cutoff 
Maxwellian implied in 5.4.1.5 and 5.4.1.6 can lead to significant error in the incident 
electron flux. The distribution function in the sheath is discussed in Subsection 5.4.2.
Another limitation is the neglect of the period of sheath collapse in the model. It has 
been noted that the loss of electrons from the plasma is non-thermal (c.f. Section 3.5) as 
a result of the rapid collapse of the sheath. This appears to be an effect of electron inertia: 
the voltage across the sheath changes so quickly that thermal electrons drifting towards 
the wall cannot provide sufficient space charge to neutralise the ions as the sheath 
collapses. A momentary field reversal occurs near the sheath edge, so the electrons 
absorbed at the wall during the time of sheath collapse are not thermal plasma electrons 
which have drifted to the wall when the sheath voltage is low, but energetic electrons 
that have been pulled out of the plasma.
Measurements of the power deposition in the sheath have already been presented 
in Chapter 3 for mt- =  mv and a range of applied rf voltage. The dependence of 
Psh on Vrf is simple since sm and Te are approximately independent of Vrj. A less 
trivial comparison is provided by the simulations with varying ion mass discussed at 
the end of the last chapter. Table 5.2 lists measurements of the power deposition in 
the sheath obtained for Vrj — 500 V, p0 = 20 mTorr and four different values of the 
mass ratio. In order to obtain the total power deposition three components have to be 
considered. The first component Pp is the net power flux into the plasma; this is the 
only component considered in the above calculation. The second component Pw is due 
to the energy carried to the wall by the escaping electrons, and the third component Pe 
arises from ionising collisions in the sheath. While not negligible, the power lost in 
ionising collisions in the sheath is the smallest component of the total power loss and 
the scaling of this component with the mass ratio follows the ion sheath length sm. In 
view of the limitations of the model mentioned above, it is suggestive that the values 
of Pp obtained from the simulation are in fairly good agreement with the values of total 
power loss derived from the model. However, the power carried out of the plasma by
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m t/m p Pp Pw Pe Psh
measured calculated
1 10 16 2.0 28 6.5
4 6.1 7.5 1.2 15 5.8
10 4.0 4.5 1.0 9.5 4.2
20 3.6 2.2 0.8 6.6 3.2
Table 5.2: Comparison of sheath heating power loss with estimates from the 
theoretical model for a sinusoidal current. The values of power are given 
in watts.
the escaping electrons is clearly an important component of the total power loss, and 
for low mass ratios Pw even exceeds Pp.
The calculated values of Psh shown in Table 5.2 were obtained by using Equa­
tion 4.3.2.15 for the maximum sheath length sm and we have seen in Chapter 4 that this 
underestimates the simulation results by roughly a factor of two. But the disagreement 
between the model and the simulation cannot be resolved by simply using the values 
of sm from the simulation in Equation 5.4.1.11. The discrepancy is not just a question 
of the sheath length: there is a significant difference in the scaling with the mass ratio 
which cannot be resolved by using the values obtained in the simulation to estimate the 
total power loss.
Although the assumption 5.4.1.12 is inappropriate for the sheath obtained in the 
simulation, it may be possible to get improved agreement between the model and the 
simulation results by keeping the sheath velocity in the lower limit of the velocity 
integral in Equation 5.4.1.8. But the underlying cause of the disagreement between the 
simulation and the model is due to the distortion of the electron distribution by the 
strong field in the time-varying sheath and we now turn to this aspect of the interaction.
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5.4.2 Electron Distribution in the Sheath
The usual picture of the interaction between the electrons moving out of the plasma 
towards the sheath implicitly assumes that the sheath velocity always remains low 
enough so that most of the electrons arriving at the sheath are reflected, i.e. vs <C vth. 
When this restriction is valid, the condition of quasineutrality can be satisfied on the 
plasma side of the instantaneous sheath edge without a significant distortion of the 
electron velocity distribution. This occurs at low rf frequencies or when sm is small as 
a result of a high electron density or a low rf voltage across the sheath. However in 
the rf plasmas which we are dealing with, the maximum sheath velocity easily exceeds 
the electron thermal velocity and the interaction between the electrons and the moving 
sheath becomes considerably more complicated as a consequence. The maximum sheath 
velocity can be estimated from the motion of the sheath shown in Figure 4.5. We obtain 
a value of vm > 2 x 106 ms-1 for standard conditions which is more than twice vth-
Electron velocity distributions obtained in the sheath during the time of the sheath 
contraction and expansion are shown in Figure 5.9. On the left of the figure, a contour 
plot of the electric field clearly shows the sheath movement. The grey squares on the 
contour plot indicate the regions used in the integration of the distributions and these 
have been chosen to closely follow the sheath movement on the plasma side of the 
instantaneous sheath edge. The corresponding distributions are shown on the right of 
the figure. They were collected under standard conditions over a period of 50 rf cycles 
and are all shown on the same linear scale.
The first distribution collected where the sheath is still near its maximum length 
(distribution (a) in the figure) is already markedly non-Maxwellian. It represents a 
warm beam with a beam temperature close to the temperature of the bulk electrons in 
the plasma and a beam velocity close to the velocity of the moving sheath. As the 
sheath moves to the wall (distributions (a) to (d) in the figure), the beam temperature 
does not change significantly but the beam velocity is increased by the retreating sheath 
edge. In the later stage of the sheath contraction, the beam velocity approaches the 
ionisation velocity of 2.3 x 106 ms-1; thus the energy of almost half the electrons in 
the beam exceeds the ionisation energy Si and the ionisation rate is consequently very
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Velocity (106ms l )
Position (cm)
Figure 5.9: Electron velocity distributions in the sheath. The grey areas 
on the contour plot of the sheath electric field (left) indicate the regions for 
which the distributions were summed. Averaging over 50 rf cycles was used 
and the distributions are all normalised to the same vertical scale.
high. This is the reason why some ionising collisions occur near the wall as the sheath 
collapses (see Figure 3.14) despite the low electron density there.
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As the sheath begins its expansion towards the plasma, the beam velocity is rapidly 
reversed (distributions (e) and (f) in Figure 5.9). The manner in which this happens 
seems to bear little relation to the hard wall model of the interaction discussed above. 
The electrons now moving away from the wall certainly do not have velocities obeying 
Equation 5.4.1.1 and the beam velocity remains roughly that of the adjacent sheath. 
In the expansion phase, however, the sheath does not have a step-like edge and it 
also appears that the time taken for the reversal of the beam cannot be ignored. The 
electrons moving away from the electrode shown in the distribution marked (f) are the 
same electrons that were moving towards the electrode in distribution (d) and a more 
appropriate picture of the interaction is that of a warm electron beam being reflected at 
a potential barrier.
As the sheath moves further away from the electrode, the beam velocity again 
reaches or even exceeds the ionisation velocity (distribution (g) in the figure) and the 
ionisation rate rises rapidly again. The ionising collisions that result are clearly evident 
in Figure 3.14. During this phase of the interaction a new phenomenon arises. The 
distribution develops two maxima since an appreciable number of low velocity electrons 
have drifted from the plasma into the ion sheath during the time of collapse and the 
population of low velocity electrons is further increased by the electrons created in 
ionising collisions. The double peaked distribution is highly unstable and an electrostatic 
wave grows during this phase of the expansion. The phenomenon may be thought of 
as an example of a beam-plasma oscillation studied by Boswell and Morey [19,101] in 
experiments and PIC simulations.
The wave field which develops during the sheath expansion is strong enough to 
trap the beam electrons as can be seen from video displays of the interaction. The 
exchange of energy between the electrons in the beam and the wave field is evident in 
Figure 5.10 where the power deposition into the electron population is shown for the 
sheath region during one rf cycle. Both energy gain (dark areas) and energy loss (light 
areas) are evident. The grey level corresponding to zero power deposition can be seen 
in the upper left of the figure. During the contraction, the acceleration of the electrons 
into a beam appears as the dark streak at the bottom while the periodic exchange of
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Figure 5.10: The power density j e-E near the sheath at the live electrode. 
Dark areas denote power absorption by the electrons, light areas power loss. 
The grey at upper left denotes zero. The data were averaged over 50 rf 
cycles.
energy between the beam and the wave field which occurs in the second half of the 
sheath expansion is clearly seen in the alternating dark and light areas starting at 0 ~ tt. 
The frequency of the oscillation changes as the the sheath expands; it is close to the 
plasma frequency corresponding to the local electron density.
The possible importance of a beam-plasma instability has been investigated in the 
case of the dc sheath by Franklin and Han [39] who used a PIC simulation to supplement 
a theoretical treatment. The beam in this case was generated by the acceleration of 
secondary electrons through the sheath field and the authors observed the growth of 
instabilities leading to the rapid exchange of energy between the plasma and the beam 
electrons. In the case of the rf sheath, we see that secondary electrons are not necessary 
and the generation of an electron beam by the sheath movement can give rise to similar 
phenomena.
The interaction we have described above is very different from the picture presented
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in simple models of capacitive rf plasmas. Sheath heating is most often pictured as a 
relatively weak interaction in which electrons repeatedly colliding with the moving 
sheath gain a small amount of energy in each collision. The distribution resulting from 
this process is not Maxwellian [48,51] but it cannot be clearly divided into bulk plasma 
electrons and a sheath-accelerated tail. In contrast to this picture, the sheath which 
develops in the simulation can easily accelerate a thermal plasma electron above the 
ionisation velocity, indeed it can do this twice during a single rf cycle.
The simulation results of course do not invalidate the theoretical picture since it 
may apply in a range of parameters which does not include our parameter values. In 
particular, the model may be applicable when sm is small enough so that the sheath 
velocity remains well below the electron thermal velocity. It can also be expected that 
at higher pressure the interaction will be modified since the structure of the sheath is 
affected by the drop in electron mobility [128] and the field which accelerates electrons 
out of the plasma may be less localised.
Simulations which include electron neutral scattering [125,127] show electron energy 
loss when the sheath is contracting and this is also evident in Figure 5.10. A simulation 
at p0L = 0.4 Torr.cm presented by Sommerer et al. [125] does not show evidence of 
field reversal although a complex field profile (without actual reversal) is reported by 
Surendra and Graves [127] in a PIC simulation with p0L =  1 Torr.cm.
It is of considerable interest to find some experimental evidence that the phenomena 
which we have described can occur in laboratory rf plasmas. The most direct evidence 
that a field reversal occurs to accelerate electrons out of the plasma during the period 
of sheath contraction has been given by Sato and Lieberman [122] in the electron beam 
measurements mentioned in Subsection 4.3.2. Measurements of the field near the sheath 
edge revealed a reversal which has been described by these authors as a propagating 
double layer. Its presence can already be deduced from the data in Figure 5.10 but it 
is seen even more clearly when the electric field is plotted directly. Figure 5.11 shows 
a grey-scale plot of the field in the sheath region during one rf cycle. The field in the 
sheath is negative (accelerating ions out of the plasma in the negative direction) and 
values of the field below —20 Vcm-1 have been plotted white. Zero field is represented
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Figure 5.11: The electric field near the sheath at the live electrode. White 
areas denote values below E < 20 Vcm-1. The grey at extreme right 
denotes zero. The data were averaged over 50 rf cycles.
by the grey at the extreme right of the figure and the dark areas are due to positive 
values of the field. The field points towards the plasma in this case and thus accelerates 
electrons towards the wall. The most important reversal of the field occurs during the 
sheath contraction and this agrees well with the position of the double layer measured 
by Sato and Lieberman [122]. The peak value of the reversed field in Figure 5.11 is 
approximately 20 Vcm-1.
Probe measurements also show the presence of field reversal. Ruzic and Wil­
son [120] have measured the spatial variation of the plasma potential in an argon plasma 
at p0L =  1.5 Torr.cm and find evidence for dips in the plasma potential near the sheath. 
These authors have also made extensive time-resolved probe measurements of the elec­
tron distribution in the plasma and observe a distinct beam component in the distribution 
which they attribute to the acceleration of electrons by the moving electrode sheaths.
Finally, it should be mentioned that the electron beam measurements made by Sato 
and Lieberman [122] show a lack of symmetry between the sheath contraction and
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expansion, with the expansion occurring more rapidly than the contraction. Their de­
termination of the instantaneous sheath position involved choosing a definite field value 
and tracking the position at which this occurs to determine the sheath position in time. 
This is similar to the procedure we have used in plotting the field in Figure 5.11 where 
the white areas represent E < —20 Vcm-1. The edge of the white areas can thus 
represent the sheath edge and we see a similar asymmetry between contraction and 
expansion as was observed by Sato and Lieberman [122] experimentally.
5.4.3 Escaping Electron Distribution
It is clear from the discussion in the preceding subsection that the large electric fields 
present in the sheath have a very significant effect on the energy distribution of the 
escaping electrons. Since Langmuir probe measurements of the escaping electron dis­
tribution are still the most common technique used in the determination of the electron 
temperature, we examine the distribution itself here. It has been recognised for some 
time [41,104] that simply recording the time-average current collected by a Langmuir 
probe in an rf plasma cannot give reliable information on the velocity distribution of 
electrons in the plasma unless the effect of the rf component of the sheath voltage is con­
sidered. Two basic techniques have been used to overcome this. In one approach [143], 
the time dependence of the probe current is recorded so that ‘instantaneous’ distributions 
of the electrons reaching the probe are obtained. The opposite approach seeks to nullify 
the rf modulation of the probe sheath either by actively driving the probe tip with an 
rf signal of the appropriate phase and amplitude [24] or by raising the probe impedance 
at the rf frequency and its harmonics [41].
We have seen that when the sheath is large, it strongly affects the motion of electrons 
and this would suggest that only the second approach can be expected to succeed. 
Measuring the time dependence of the collected electron velocity distributions will 
yield information on the electron motion in the sheath rather than on the distribution 
within the plasma. In a symmetric discharge, the amplitude of the rf potential at the 
probe tip is roughly Vrj /2  so the rf voltage across the probe sheath is comparable to that 
at the electrodes. In asymmetric discharges most of the rf potential is dropped across the
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sheath at the driven electrode, so the modulation of the plasma potential can be much 
smaller than Vrj / 2, but care must still be taken that the rf sheath around the probe does 
not unduly affect the electron distributions. We note that it is the sheath length, not the 
rf potential, that is the important quantity and at low electron density rf potentials of 
less than 100 volts can result in sheath velocities comparable to the electron thermal 
velocity.
Figure 5.12a shows the distribution of electrons absorbed at the live electrode under 
standard conditions. It is clearly complex although the general form of a broad plateau
V r f  = 1 kV V r f  = 0.5 kV
Velocity (106ms x) Velocity (106ms x)
Figure 5.12: Distributions of escaping electrons obtained with (a) standard 
conditions and (b) with a higher ion mass and a reduced rf voltage. The 
distributions were collected over 150 rf cycles. The dashed line indicates a 
Maxwellian with kBTe/e = 4.5 eV.
between 1 and 3 x 106 ms"1 results from the reversal of the velocity of the escaping 
electron beam during the time of collapse. If a temperature is to be attributed to this 
distribution, it is roughly 12 eV but it must be borne in mind that the depletion at low 
velocities is significant. At high velocities (> 5xl06 ms"1) a much hotter electron group
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is evident. These electrons appear to originate at the opposite sheath and travel through 
the plasma without suffering an ionising collision. They arrive at the sheath when the 
voltage is low and hence lose little energy before being absorbed at the electrode.
Experimental evidence of similar distributions of electrons escaping from an rf 
plasma has been given by Ingram and Braithwaite [72] who used a retarding field 
energy analyser to observe distributions which clearly show two distinct temperatures 
for p0L < 0.2 Torr.cm. The probe measurements of Ruzic and Wilson [120] also show 
a fast beam-like group of electrons. These authors show that the distribution changes 
as the fast electrons travel through the plasma and this is evidence that they are not 
generated in the local sheath around the probe tip.
The escaping electron velocity distribution is sensitive to the sheath velocity and 
therefore the sheath length. By increasing the mass ratio, it is possible to maintain 
the same density at considerably lower voltage as compared to standard conditions. 
The sheath length is then considerably reduced as shown in Table 4.1. Figure 5.12b 
shows the escaping electron distribution at the live electrode for m i/m p =  20 and 
Vrf = 500 V. The dashed Maxwellian with kßTe/e =  4.5 eV provides an excellent fit 
to the distribution in this case. There is no evidence of fast electrons originating at 
the opposite sheath although much longer integration times may be needed to see this 
effect. The most important point to note is that the temperature of this distribution is 
still much higher than the temperature of the bulk electrons in the plasma which in this 
case is 1.3 eV. Further investigations of the effect of the sheath on the distribution of 
the escaping electrons should lead to a more thorough understanding of the proper use 
of Langmuir probes in rf plasmas
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Conclusion
A simple model of a capacitive rf plasma has been investigated by means of a particle 
simulation. Although only the particle motion and ionisation have been included in 
the model, many of the important phenomena observed in laboratory plasmas can be 
reproduced and this facilitates detailed studies of physical processes which are important 
in low pressure laboratory plasmas.
The overall structure of the discharge found in the simulation agrees with both ex­
perimental observations and other simulations. The distribution of the electric field, the 
discharge impedance, the plasma potential and the ion transport to the walls all conform 
closely to expectations developed from theoretical models and laboratory experiments. 
The simple behaviour of the simulated plasma observed when the applied rf voltage 
is varied has made it possible to formulate scaling laws for the power loss, electron 
density and plasma potential. These scaling laws are in reasonable agreement with 
measurements on laboratory plasmas and they point to the ultimate importance of the 
sheath in the simulation.
The structure of the rf sheath obtained in the simulation is in good qualitative 
agreement with the theoretical model of Lieberman [90]; however, there are significant 
quantitative differences between the simulation and the model. The model underes­
timates the sheath length; this is due to neglecting the period of sheath collapse and 
to the assumption of a step-like sheath edge. Although the edge of the instantaneous 
sheath is indeed step-like during the contraction of the sheath, this does not apply when 
the sheath begins expanding and the asymmetry between expansion and contraction is 
observable both in the simulation and in experiments [122].
Differences between the model and the simulation are also apparent in the depen-
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dence on ion mass. Although the overall response of the discharge is almost linear, the 
scaling of the sheath width depends on whether it is driven by a sinusoidal current or 
voltage and the simulation results are in better agreement with the scaling of a voltage 
driven sheath in the model. Varying the ion mass results in changes both in density and 
electron temperature, so further studies are needed to separate the effects of changes in 
individual parameters and to explore in detail the cause of disagreement between the 
model and the simulation.
The simulation plasma is maintained solely by electrons accelerated by the move­
ment of the rf sheath. It was one of the main aims of this study of clarify the details 
of this process so that a better understanding of its role in low pressure rf plasmas may 
follow. The simulation results do not support the physical picture of the electron sheath 
interaction used in current theoretical models. In the parameter range which we have 
used it is necessary to formulate a quite different physical picture of the interaction, 
and it is evident that the most important part of this is the formation of a beam-like 
electron distribution in the sheath. The distortion of the electron distribution in the 
sheath dramatically alters the interaction and theoretical estimates of the power loss in 
sheath heating do not match the simulation results. The sheath also has a marked effect 
on the distribution of the escaping electrons and further study of this can be expected to 
lead to an improved understanding of electron characteristics measured with Langmuir 
probes and electron energy analysers in rf plasmas.
It may be thought that the model we have presented, although capable of repro­
ducing a number of interesting phenomena, is too simple to warrant further attention. 
It could clearly be developed by including other collisional processes, more realistic 
cross-sections and secondary emission from the electrodes. It is true that this is a very 
important direction of development, and it is one that has already been successfully 
adopted by other workers [127,9]. But the author’s personal view is that the simple 
model presented here is by no means too simple to investigate a whole range of as yet 
largely unexplored physical processes in low pressure rf plasmas. The resonance phe­
nomena mentioned in Section 1.2 are a good example and preliminary simulations at low 
pressure (p0 = 3 mTorr), low voltage (Vrj = 70 V) and high frequency (corf = 50 MHz)
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have already led to observations of a second harmonic dominated plasma potential and 
phase reversal of the field in the plasma as well as instabilities, oscillations and inter- 
mittence. Care must be taken to clarify the role of the enhanced fluctuations in these 
simulations and further work is needed.
It should also be mentioned that the new plasma sources being developed for plasma 
processing operate at lower pressures than RIE systems and, when rf bias is used, the 
sheath above the substrate is truly collisionless so that simulations which neglect electron 
neutral scattering may still be applicable.
The PIC simulation technique is very powerful since it can deal with the self- 
consistent particle dynamics directly and the simulation model can easily be developed 
to deal realistically with a wide range of physical processes. The technique is also 
sufficiently fast to make parametric studies possible. The simulation algorithm gives 
rise to a number of processes which are either of purely numerical origin or otherwise 
a direct consequence of the scaling necessary in the simulation. Provided the effects of 
these processes are clearly understood, there appears at present to be no real limit to 
the further development of particle simulations of low pressure plasmas.
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