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Abstract
This thesis describes experimental work in which the spin and motional states of
one and two trapped atomic ions are manipulated with long-wavelength radiation in
the microwave and radio frequency (RF) regime. This allows single- and two-qubit
quantum logic gates to be implemented with long-wavelength radiation, in contrast
to laser frequency radiation used in the majority of work to date. The two-qubit gate
scheme developed represents a signiﬁcant advance towards a large scale quantum
computing architecture in which laser light is not needed for coherent manipulation.
An experimental setup is built in which a macroscopic linear Paul trap is ﬁtted
with permanent magnets to create a strong axial magnetic ﬁeld gradient. This
addition allows the spin and motional states of the ions to be coupled using long-
wavelength radiation. The coherence time of qubits that are sensitive to the magnetic
ﬁeld gradient is increased by nearly three orders of magnitude with the use of dressed
states and the lifetime and coherence time are measured to be T1 = 0.63(4) s and
T2 = 0.65(5) s, respectively. Using the dressed-state qubit, sideband cooling of a
single ion to the motional ground state is demonstrated, and the ﬁnal mean phonon
number after cooling is measured to be n¯ = 0.13(4). Finally, a two-qubit gate is
demonstrated using the dressed-state qubits in conjunction with the magnetic ﬁeld
gradient, and a Bell state ﬁdelity of FBell = 0.985(12) is determined. This is a
signiﬁcant increase in ﬁdelity for a two-qubit gate based on long-wavelength radiation
compared to previous work. The errors are analysed and it is shown that with the
next generation of microfabricated traps being developed in the group, the gate
ﬁdelity using this scheme can be pushed far into the fault tolerant regime. This
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The advent of electronic computing technology over the past 50 years has revo-
lutionised the modern world. The processing and storage capacities of modern
computers have increased rapidly since the invention of the transistor in 1947, with
the density of transistors in a circuit roughly doubling every two years according to
Moore’s law [1, 2]. Supercomputers represent the forefront of computational process-
ing power, reaching up to 33.86 petaFLOPS (quadrillion ﬂoating point operations
per second) at the time of writing [3], and are essential for many computationally
intensive tasks such as climate modelling, code breaking and molecular dynamics as
well as biological simulations. Despite the impressive increase in processing power
over the years, many tasks are out of reach of being computable in the foreseeable
future, and therefore new computing technologies that oﬀer an increase in processing
capacity are highly desirable.
A fundamental feature of the theory of information is the fact that it can be
abstracted away from a physical device. The basic component of an information
processor is a bit, labelled b, which can be in one of two states 0 or 1. In reality,
the bits will be encoded in a physical system such as the beads on an abacus or the
voltage of a transistor, but these details are unimportant as long as a small set of
operations, such as ‘ﬂipping’ the bit between 0 and 1, can be carried out. Although
the details of the physical system used for the computation are not required for the
theory, it does assume that the bits are classical systems that can be in one of two
macroscopically distinct states. However, it is known that the world is quantum,
and therefore a system that has two distinct states also has the potential to be in a
linear superposition of the two states according to quantum theory. It was for this
reason that in 1982, Richard Feynman suggested that controllable quantum systems
may be useful for simulating other quantum systems, and thereby gave rise to the
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ﬁeld of quantum simulation [4].
The advantage of quantum information processing compared to classical becomes
apparent when considering the numerical simulation of a quantum many-body system.
In many ﬁelds of research a simulation may need to consider the quantum degrees of
freedom of a system containing many thousands of atoms or molecules, such as the
simulation of chemical reactions or of the properties of a material. If these systems
consist of N spin-1/2 particles (which is an oversimpliﬁcation in most cases), in
general O(2N ) bits are required to store the quantum state of the overall system in a
classical memory. Furthermore, to solve the Schrödinger equation and thereby ﬁnd
the time evolution for such a system requires exponential time with system size N
for a classical computer. This unfavourable scaling means that many approximations
have to be made in order to be able to simulate a quantum many-body system
larger than a few tens of spin-1/2 particles on a classical supercomputer, severely
limiting the scope of problems that can be tackled. A quantum system on the other
hand has the same scaling with system size as the problem to be simulated for the
same reasons. This makes such a quantum processor inherently more eﬃcient for
simulating a quantum many-body system. If a quantum processor consisting of
two-level quantum bits, or ‘qubits’, can be created and controlled in such a way that
the desired unitary evolution for a simulation is carried out, a quantum many-body
system consisting of N spin-1/2 particles can be simulated with only O(N) qubits,
a much more favourable scaling. In the same way as with classical information,
quantum information theory is independent of the physical system considered, and
could be implemented in a range of systems that can demonstrate the required basic
operations.
Besides the clear advantage of simulating a quantum-many body system with
another controlled quantum system over that of a classical computer, quantum
information processors have other advantages that are less immediately apparent.
In 1985, Deutsch showed that an arbitrary unitary operator acting on N qubits
can be decomposed into a sequence of ‘quantum gates’ acting on small numbers
of qubits [5]. Such a quantum processor that can be programmed to carry out
arbitrary unitary evolution is known as a ‘universal’ quantum computer, as opposed
to a processor that can only perform a particular evolution such as a quantum
simulator. A quantum algorithm involves applying a sequence of operations to
a number of qubits in a universal quantum computer, and can oﬀer substantial
speed advantages compared to equivalent classical algorithms with the same goal.
The most famous example is Shor’s algorithm, which allows a large number to be
factorised in polynomial time (i.e. the time to factorise the number is a polynomial
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function of its length n) [6]. This problem is thought to be exponentially hard with
a classical computer, and is used as the basis of some encryption techniques for
secure data transmission. Furthermore, quantum computing has been shown to
oﬀer signiﬁcant speedup for search and optimisation algorithms compared to the
best known algorithms in classical computers [7], providing motivation for many
disciplines in science and industry.
Motivated by the applications of quantum information processing discussed so
far, a basic outline of how quantum computing works will be given in the following
sections, as well as the requirements to build a quantum computer experimentally,
and it will be shown how these requirements can be met using trapped atomic ions.
1.1 Quantum computing
An ideal quantum bit, or qubit, is a two-level quantum system that is perfectly
isolated from its surroundings and can be manipulated perfectly by some external
control. We can write the state of the qubit in terms of two basis states which
can be labelled |0〉 and |1〉 in analogy with a classical bit. An arbitrary state of
the system is then |ψ〉 = α |0〉 + β |1〉, where α and β are complex coeﬃcients
and |α|2 + |β|2 = 1. It is immediately apparent from this deﬁnition that quantum
information is fundamentally diﬀerent from classical information, as the coeﬃcients
α and β are continuous variables, unlike the discrete states of a classical computer.
An operation on a qubit is then a unitary operator that manipulates the state in a
particular way, which can be rephrased as a single qubit gate in analogy with a single
bit gate in classical information processing. The equivalent of a NOT gate in QIP
is a σx operator, which applies the unitary Ux = σx = |0〉 〈1| + |1〉 〈0| to the qubit.
The phase-ﬂip gate Uz = σz = |0〉 〈0| − |1〉 〈1| does not have a classical analogue, and
ﬂips the relative phase of a superposition of the two basis states.
The gate model of QIP is the most widely used and has a close analogy with
the logic gate methods used to process information in classical computers. Other
methods also exist, such as cluster state quantum computing and adiabatic quantum
computing, which can oﬀer some advantages compared to the gate model for certain
implementations. In the gate model, small subsets of qubits are manipulated in
order to perform quantum logic gates, which can be built up into an algorithm. As
mentioned previously, Deutsch showed that an arbitrary unitary operator can be
decomposed into a sequence of gates out of a set including a number of single qubit
gates as well as one gate acting on two qubits [5]. The two-qubit gate must be
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capable of creating maximally entangled Bell states, and a commonly used gate that
fulﬁls this requirement is the controlled-not (CNOT) gate, deﬁned by the unitary
operator
UCNOT = |00〉 〈00| + |01〉 〈01| + |10〉 〈11| + |11〉 〈10| . (1.1)
The CNOT gate can be thought of as having a ‘control’ and ‘target’ qubit. If the
control qubit is in the state |0〉, the gate does nothing, whereas if the control qubit
is in the state |1〉, the target qubit is ﬂipped. If the control qubit is prepared in
the equal superposition state (|0〉 + |1〉)/√2 and the target qubit is prepared in |0〉,
the output state after application of the CNOT gate is (|00〉 + |11〉)/√2, which is a
maximally entangled Bell state. Therefore, if all of the basic gates can be performed
on small sets of one or two qubits perfectly, an arbitrarily large unitary evolution on
an arbitrarily large number of qubits can theoretically be constructed.
So far, we have assumed that all operations are free from error. In reality,
all quantum systems will be coupled to their surroundings at some level, and no
experimental control parameters to implement the quantum gates can be set perfectly.
Therefore there will always be some error in the operations applied to the qubits.
Furthermore, due to the continuous nature of quantum states, small errors in a single
gate will add when performing multiple gates, and so at ﬁrst it would naïvely seem
that a quantum algorithm would quickly fail as the number of gates is increased. In
classical computation, information is protected from errors using redundancy, where
for example a single bit is encoded in three identical bits. The three bits are then
periodically checked throughout an algorithm and if they do not all read the same
value due to an error, the majority value will be taken and all three bits will be
reset to this value. If the probability for an error during the interval between the
bits being checked is , this error correction scheme reduces the probability to 2,
the probability for two errors to occur. Adding further bits would then reduce the
error further. The same approach cannot be taken in quantum computing however
as the no-cloning theorem forbids quantum states to be copied and measurement
of a quantum system collapses the state. Fortunately, in 1996, it was shown that a
quantum version of error correction can be achieved [8, 9]. Rather than copying the
individual qubits to achieve redundancy, the quantum information is instead spread
over many qubits in an entangled state. For example an arbitrary superposition state
α |0〉 + β |1〉 could be encoded in many qubits as α |00...0〉 + β |11...1〉. The states
|0L〉 ≡ |00...0〉 and |1L〉 ≡ |11...1〉 are then the states of the ‘logical’ qubit that can
be protected from errors. To detect and correct for errors without destroying the
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quantum state, a particular type of measurement, known as a syndrome measurement,
can be performed that reveals the type of error and which qubit was aﬀected without
revealing the actual state of the qubits. With this information, an extra gate can
be applied to the aﬀected qubit, thereby correcting for the error and consequently
protecting the quantum information. In order to perform such error correction, many
operations must be performed in order to create the logical qubits, detect any errors
and correct for them. If the errors of each of the required operations are below a
certain ‘threshold’ value, the error correction corrects for errors faster than they
occur, and hence the computation becomes ‘fault-tolerant’. The exact value of the
threshold depends on the error correction scheme used and the number of qubits
making up each logical qubit, and is usually in the range 10−4 to 10−2 [10–12]. This
then provides a target regime to be reached for any experimental demonstration of a
quantum operation.
1.1.1 Requirements for a quantum computer
From the previous section it is possible to obtain a basic understanding of the
requirements that may be needed for a physical implementation of a quantum
computer following the gate model. A system in which qubits can be prepared,
manipulated and measured should be identiﬁed, and these operations should be
performed with errors small enough to be compatible with quantum error correction
schemes. There should also be a deterministic way to couple the qubits together in
pairs in order to perform the required two-qubit gates. These requirements were
formalised by DiVincenzo in 2000 and are reproduced from Ref. [13] in the following
for convenience:
1. A scalable physical system with well characterised qubits,
2. The ability to initialise the state of the qubits to a simple ﬁducial state, such
as |000...〉,
3. Long relevant decoherence times, much longer than the gate operation time,
4. A “universal” set of quantum gates,
5. A qubit-speciﬁc measurement capability.
The ﬁrst point simply states that the chosen system should contain two quantum
states that can be isolated from other states to make a qubit. So for example a
quantum harmonic oscillator would not be a good system for a qubit as all the states
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are equally spaced in energy and hence two levels cannot be addressed individually.
Furthermore, the system should be scalable to many qubits. The second point
refers to the fact that most quantum systems in a thermal environment will be in
a mixed state, and so a procedure to ‘purify’ the qubits should be available. The
third point says that the decoherence times for the qubits must be much longer
than the gate times. This ensures that the errors for each gate will be low, which
as stated previously is a requirement for fault-tolerant quantum computation. The
fourth point ensures that all of the required gates outlined by Deutsch for a universal
quantum computer can be carried out and ﬁnally the ﬁfth point requires that each
qubit can be measured independently from the other qubits. This is required for the
error correction syndrome measurements as discussed previously and also for reading
the output after performing a quantum algorithm.
The DiVincenzo criteria summarise the requirements for a physical implementation
of a quantum computer. Many possible implementations are being investigated
experimentally including neutral atoms [14], ions [15], photons [16], superconducting
qubits [17] and quantum dots [18] (for a review and comparison, see Ref. [19]).
Trapped ions are one of the most mature implementations and many fundamental
demonstrations of the basic operations required for quantum computation have been
demonstrated using them. In the following section, a background of trapped ions
for quantum computing will be given and it will be shown how they meet all of the
DiVincenzo criteria.
1.1.2 Trapped ions
Trapped atomic ions have many features that are ideal for quantum information
purposes, and their potential as candidates for a large scale quantum computer
was soon realised after the work of Deutsch and Shor. Ion trap experiments are
conducted in ultra-high vacuum (UHV) environments and ions can be trapped by
electric ﬁelds, meaning they are very well isolated from potential sources of noise.
Ions were ﬁrst laser cooled in 1978 [20], and soon after a single ion [21] and small
ion crystals [22] were trapped. The large trap potentials that can be created for
charged ions combined with strong laser cooling results in long ion lifetimes of
days or weeks, which is useful for robust storage of quantum information. Qubits
can be stored in the internal electronic states of ‘alkali-like’ ions containing one
electron in the valence shell, and if a single isotope and species of ion is used, the
qubits are perfectly identical. Examples of commonly used ions include 9Be+, 25Mg+,
43Ca+, 87Sr+, 137Ba+ and 171Yb+. The qubits can be prepared in a pure state using
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optical pumping, and single qubit rotations can be performed using electromagnetic
radiation near resonant with the qubit energy splitting. Measurements can be made
using state-selective ﬂuorescence, where photons are only scattered by the ion and
subsequently detected if it is in one of the qubit states. To couple ions together,
the Coulomb coupling between them can be utilised. Small numbers of ions in a
shared trap form structures known as Coulomb crystals, which exhibit collective
normal modes of motion. When cooled suﬃciently, these motional modes can be well
approximated as independent quantum harmonic oscillators. By coupling the qubits
to such shared motional quantum states, a link between diﬀerent qubits is formed
which can be used to implement the required two-qubit gates. The ﬁrst theoretical
proposal showing how a two-qubit gate could be implemented in such a system was
outlined by Cirac and Zoller in 1995 [15].
In 2002, Kielpinski et al. discussed how trapped ion quantum information
processing could be scaled to many ions using a 2D array of connected ion trap
structures in a ‘quantum charge-coupled device’ (QCCD) architecture [23]. The
architecture would involve diﬀerent ‘zones’ where diﬀerent operations would occur.
Trapped ion qubits would be stored, processed and detected in dedicated zones in the
array, and shuttled between zones. This would require ions to be separated, shuttled
through junctions and recombined. Alternative methods to scale ion trap quantum
information processing have also been suggested, including schemes in which the
ions are not shuttled but instead coupled to photons, which can then be interfered
to create entanglement between ions that are located in diﬀerent traps [24].
Many of the required proof-of-principle demonstrations have been carried out
over the past three decades. Quantum jumps were ﬁrst observed in a single ion in
1986 [25], demonstrating that the quantum state of a single atom can be detected.
Following this in 1989, it was demonstrated that the motional states of a trapped ion
could be cooled to the ground state using a technique known as sideband cooling [26].
Next, the ﬁrst demonstration of a two-qubit quantum logic gate between the internal
states of a single ion and the two lowest energy states of one of its motional modes
was performed [27]. In 1998, the ﬁrst demonstration of deterministic entanglement
between two trapped ion qubits was presented [28]. These demonstrations followed
the ideas of Cirac and Zoller in Ref. [15], which involved cooling the motional mode
used to the ground state. In 1999, new theoretical methods were developed by both
Mølmer and Sørensen [29–31] and Milburn [32], in which geometric phases were used
to implement a two-qubit gate that is independent of the initial motional state, even if
it is a mixed thermal state. These schemes considerably eased some of the challenges
towards achieving high ﬁdelity two-qubit gate operations. The Mølmer-Sørensen
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scheme was demonstrated experimentally in 2000 with the entanglement of four ions
[33]. In 2003, a two-qubit gate based on the ideas of using geometric phase was
demonstrated with a ﬁdelity of 0.97 [34]. The required ion transport operations have
also been demonstrated including shuttling around a corner [35] and through an
X-junction [36], as well as fast transport, separation and recombination [37, 38].
Currently many of the required operations have been demonstrated in trapped
ions with ﬁdelities at or close to that required for fault tolerant quantum computing.
State preparation and readout have been demonstrated with a ﬁdelity of 0.9993 [39],
single qubit gates with a ﬁdelity of 0.999999 [39] and a two-qubit gate with a ﬁdelity
of 0.999 [40]. Therefore with the combination of methods so far reported, all of
the requirements presented by DiVincenzo have been met with trapped ions. The
remaining challenge, as will be discussed in the following section, is scaling these
proof-of-principle experiments to a large number of ions in order that useful quantum
computations can be carried out.
1.2 Trapped ion quantum computing with
long-wavelength radiation
There are two types of qubits commonly used in trapped ion quantum information
experiments. The ﬁrst are optical qubits, which consist of two states that are
separated in energy by an amount corresponding to a frequency in the optical regime.
Typically, the S ↔ D transition in alkali-like ions is chosen due to the relatively
long lifetime of the D state (typically around 1 second). To drive coherent rotations
between the two states to perform quantum logic gates, a laser with a linewidth
similar to the natural linewidth of the transition (≈ 1Hz) must be used. Stabilising
a laser to such a linewidth is a large engineering challenge, and combined with the
ﬁnite lifetime of the upper qubit state, makes this choice of qubit less favourable for
achieving high-ﬁdelity gate operations. Single qubit gates for optical qubits have
been demonstrated with a ﬁdelity of 0.997 [41]. The second type of qubits commonly
used are hyperﬁne qubits, which consist of two states in the electronic ground state
in ion isotopes where the nuclear spin is non-zero, giving rise to states with diﬀerent
F quantum numbers. These states have near inﬁnite lifetimes, giving them a clear
advantage compared to optical qubits. For commonly used ion species, the states
are typically separated by a few GHz and are therefore in the microwave frequency
regime. Coherent rotations can be driven using a microwave source connected to
an emitter which broadcasts the radiation over a wide area in space. Microwave
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sources typically have frequency stability better than 0.1mHz, and therefore do not
require any additional stabilisation, substantially reducing the engineering overhead
compared to laser sources. Single qubit gates in the microwave frequency regime
have been demonstrated with a ﬁdelity of 0.999999 [39].
1.2.1 Issues with using long-wavelength radiation
For single qubit gates, hyperﬁne qubits driven by long-wavelength radiation in
the microwave regime have a clear advantage over optical qubits driven by optical
radiation. However, as mentioned previously, to implement two-qubit gates the
qubits encoded in the internal states should be coupled to the shared motional modes
of a multi-ion string. The coupling strength between the internal and motional
states is characterised by a parameter known as the Lamb-Dicke parameter (LDP),
which if the motion considered is in the z-direction, is given by ηl = z0|	k|, where
z0 =
√
/2mνz is the position spread of the ion’s ground state wavefunction, m is
the ion’s mass, νz is the trap frequency in the z-direction and 	k is the wavevector
of the laser, which is inversely proportional to the wavelength. Rotations between
the qubit states that also change the motional state by one quanta will occur with a
frequency approximately equal to
√
nηlΩ0, where n is the motional quantum number
and Ω0 is the Rabi frequency for a transition that does not change the motional state.
For optical frequencies, the LDP is typically on the order 0.1, and consequently the
time to make a transition that changes the motional state is approximately 10 times
slower than the single qubit gate time. For microwave frequencies however, the LDP
is around 10−6, which typically would make two-qubit gate times much slower than
the coherence time of the qubits. Therefore an alternative approach has to be taken
if hyperﬁne qubits are to be used for quantum computing.
The most commonly used method that allows two-qubit gates to be performed
between hyperﬁne qubits uses a two-photon Raman transition. In this method, two
lasers couple the hyperﬁne qubit states via a third state by setting the diﬀerence
frequency to be near resonant with the qubit frequency. The LDP is then proportional
to the diﬀerence wavevector Δ	k, which is maximised if the two laser beams are
counter-propagating and is of similar magnitude to the case of optical qubits. This
therefore allows the advantages of optical radiation and hyperﬁne qubits to be
combined, and two-qubit gates using this method have been demonstrated with a
ﬁdelity of 0.999 [40]. Despite these impressive results, such Raman laser gates have
disadvantages that could cause issues when scaling to a large number of ions. One
issue is oﬀ-resonant scattering from the third state. Since the upper state used in
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the Raman transition typically has a short lifetime, unwanted scattering events are
reduced by detuning the laser by a large amount so that population is only ever
virtually excited. However, the eﬀective Rabi frequency between the qubit states
decreases with this detuning, and therefore high Raman laser powers (≈ 5mW in
Ref. [40]) are needed in order to produce fast, high-ﬁdelity gates. Achieving such
high Raman laser powers on a large scale is a substantial engineering challenge.
A further issue is maintaining the amplitude and beam pointing stability of the
lasers required for high-ﬁdelity gates. Unlike microwave technology, achieving such
stability in a laser requires additional work that would be hard to achieve on a large
scale. Additionally, ions trapped in a 2D array structure such as that envisioned by
Kielpinski would all need to be addressed by individual laser beams which would all
have to be carefully aligned. Microwave emitters on the other hand broadcast over
a wide area from a distance, allowing all ions to be addressed without the need for
such careful alignment. For these reasons, it would be advantageous if microwave
frequencies that directly drive the hyperﬁne qubits could also be used for two-qubit
gates, thereby removing the need for optical radiation for any coherent operations in
a scalable ion trap quantum computer.
1.2.2 The static magnetic ﬁeld gradient scheme
In 2001, Mintert and Wunderlich proposed an idea to add a static magnetic ﬁeld
gradient to the ion trap system in order to create a substantial coupling between the
qubit states and the ions’ motional states using only long-wavelength radiation in the
microwave or radio frequency (RF) regime [42]. Such a coupling was demonstrated
in 2009 by Johanning et al. [43], and a two-qubit gate using a spin-spin coupling
that arises from the gradient was demonstrated in 2012 with a ﬁdelity of 0.64 [44].
An alternative laser-free coupling method was also developed by Ospelkaus et al. in
which the ion string is placed close to a microwave waveguide so that it is in the
near ﬁeld of the microwave radiation [45]. Being in the near ﬁeld causes the ions
to experience strong oscillating magnetic ﬁeld gradients which can also produce the
required coupling to the motional states. A two-qubit gate using this method was
demonstrated in 2011 with a ﬁdelity of 0.76 [46]. Both of these methods remove
the need for coherent manipulation with laser light and therefore are advantageous
for scalability, but have some issues that must be resolved if the ﬁdelities are to be
increased to the high levels required for fault-tolerant quantum computation. For
the oscillating gradient scheme, one issue is that the ions need to be trapped close to
the surface of the ion trap chip, which causes the ions’ motional states to be heated
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at a fast rate which can limit the gate ﬁdelities. A further issue is that due to the
geometry of the trap and waveguide structure, the gate must be implemented on the
motional modes in the radial direction. The frequency of these modes depends on
the amplitude of the required high-power RF voltage creating the trapping potential,
which is diﬃcult to stabilise to the level required for high-ﬁdelity gates.
For the static magnetic ﬁeld gradient scheme, the hyperﬁne states used for qubit
states must be chosen to have diﬀerent magnetic moments so that the qubit energy
splitting is sensitive to magnetic ﬁelds. This requirement however also makes the qubit
sensitive to magnetic ﬁeld noise, which causes the coherence time to be signiﬁcantly
reduced compared to qubit states with equal magnetic moments. In 2011, Timoney
et al. devised a method to signiﬁcantly increase the coherence time of qubits formed
of states with diﬀerent magnetic moments using dressed states [47]. Combining this
method with the static magnetic ﬁeld gradient scheme would therefore allow for
high-ﬁdelity two-qubit gates to be implemented using long-wavelength radiation.
This idea has been the focus of much of the work in our group for the last few years.
In the work described in this thesis, a 171Yb+ ion trap experiment is developed
which incorporates a static magnetic ﬁeld gradient and uses dressed states to increase
the coherence time of magnetic ﬁeld sensitive qubits. Using this combined approach,
a two-qubit gate is performed with a ﬁdelity of 0.985(12) using long-wavelength
radiation. This is the highest ﬁdelity two-qubit gate using long-wavelength radiation
reported to date by far, and therefore represents a signiﬁcant advance towards a large
scale quantum computing architecture in which laser light is not needed for coherent
manipulation. Due to the long coherence time of the qubits formed from the dressed
states, magnetic ﬁeld noise is no longer the dominant error source as in previous
two-qubit gate implementations based on the static magnetic ﬁeld gradient scheme.
Consequently, gate ﬁdelities far in the fault-tolerant regime are predicted for the next
generation of microfabricated ion traps where much higher magnetic ﬁeld gradients,
and hence much faster two-qubit gate times, can be generated. Furthermore, the gate
can form an integral part of a ‘blueprint’ quantum computing architecture developed
in our group [48], based on long-wavelength radiation. An important feature of this
architecture is that it removes the correlation between the number of long-wavelength
ﬁelds applied and the number of qubits. Contrasting to a laser-based architecture,
where laser beams would have to be individually aligned to each entanglement zone,
this represents a major simpliﬁcation for the prospects of scaling to a large number
of ions. Therefore, the dressed-state two-qubit gate scheme developed in this work is
an essential step towards a scalable ion trap quantum computing architecture based
on long-wavelength radiation.
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1.3 Summary of the thesis
The thesis is structured as follows. In chapter 2, the background theory for ion trap
quantum information processing is presented and the 171Yb+ ion species used in this
work is introduced. Following this the experimental setup is discussed and some
initial results are presented. In chapter 3, it is shown how laser light can be used to
couple the spin and motional states of trapped ions for two-qubit gate operations.
It is then shown that by adding a magnetic ﬁeld gradient, a similar coupling can
be achieved when only driving the ions with long-wavelength radiation. In chapter
4, dressed states are introduced and it is shown how they protect against magnetic
ﬁeld noise and thereby increase the coherence time of qubits composed of states
with diﬀerent magnetic moments. It is then shown how these states can still be
coupled to the ions’ motional states using the magnetic ﬁeld gradient. In chapter 5,
the magnetic ﬁeld gradient and dressed state schemes are combined to demonstrate
sideband cooling of one and two ions to the motional ground state with a mean
phonon number of n¯ = 0.13(4) in the single ion case. This is the lowest temperature
achieved using long-wavelength radiation and as well as being advantageous for
achieving a high-ﬁdelity two-qubit gate, it is also useful in a range of applications
including precision measurements and quantum simulations. In chapter 6, it is
shown how the Mølmer-Sørenson interaction can be applied to one and two ions. In
the single ion case, such an interaction produces spin-motion coupled ‘Schrödinger
cat’ type states, while in the two ion case the interaction gives rise to a two-qubit
quantum logic gate. The two-qubit Mølmer-Sørenson gate is demonstrated with a
Bell state ﬁdelity of 0.985(12), demonstrating that this scheme is promising for use





Trapped ions have been used for quantum information purposes for over two decades,
and consequently much of the basic theoretical and experimental aspects have been
extensively reviewed in the literature. In this chapter a summary of the background
theory relevant for the rest of the thesis is presented, as well as a description of the
main experimental setup used in this work. Following this, the results of some initial
experiments to characterise the system are presented.
2.2 Trapped ion basics
2.2.1 Trapping ions
Gauss’ law states that the divergence of an electric ﬁeld in free space must be zero,
and therefore no static electric ﬁeld can be created that will trap a charged particle in
three dimensions. Two common trapping methods that circumvent this problem are
commonly used. The ﬁrst is a Penning trap, in which a combination of static electric
and magnetic ﬁelds are used to achieve the required three-dimensional trapping. The
second is the Paul trap, in which time-dependent electric ﬁelds create a potential
that mimics a three-dimensional conﬁning potential when averaged in time. In
this work a variant on the original Paul trap design is used, which is known as a
linear Paul trap. An illustration of the electrode conﬁguration for a linear Paul
trap is shown in Fig. 2.1. In the x − y plane, an oscillating RF voltage of the form






Fig. 2.1 Illustration of the electrode conﬁguration for a linear Paul trap. An oscillating
RF voltage (blue) is applied to the four rod electrodes, with opposite phase for the two
pairs that are diagonally opposite. This creates an oscillating quadrupole potential
in the x − y plane that can conﬁne ions. A plot of this potential at one instant of
time is shown in the right graph. To conﬁne the ions in the z direction, a static
voltage Vz (green) is applied to two endcap electrodes, creating a static harmonic
potential. If the voltages are set so that the trap potential is much weaker in the
z direction compared to the x and y directions, the ions can form a linear string,
illustrated by the red points.
Vac cos(Ωact) is applied to two of the four rod electrodes, while the opposite voltage
−Vac cos(Ωact) is applied to the other two. This creates a 2D quadrupole electric
ﬁeld with amplitude Qac = αacVac/ρ0, where αac is a geometrical factor that is equal
to 1 if the electrodes are perfectly hyperbolic and ρ0 is the distance from the trap
centre to the RF electrodes. The potential in the z direction is created using two
‘endcap’ electrodes, with an equal static voltage Vz applied to both. This creates a
static electric ﬁeld with amplitude Qz = αzVz/σ0, where αz is another geometrical
factor and σ0 is the distance in the z direction from the centre of the trap to the
endcap electrodes. The total electric potential is therefore







A plot of V (x, y, z = 0, t = t0) for an instant of time t0 is also shown in Fig. 2.1.
The motion of an ion with charge e and mass m in such a potential can be calculated







which is simply the equation for a harmonic oscillator with angular frequency
νz =
√
2eQz/m. In the x and y directions, the motion is more complicated and
the equations of motion are in the form of the well known Mathieu equation. The
dynamics of ions in such an oscillating quadrupole potential are discussed in detail
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in Refs. [49–51] and summarised here. We can deﬁne two parameters q and a as
q = 4eQacΩ2acm
,
a = − 4eQzΩ2acm
,
(2.3)
which determine whether the ion’s motion is stable. In the limit q 	 1 and a 	 q,
the motion in the x direction can be shown to approximately be [49, 51]
x(t) ≈ x0 cos(νrt)
(
1 + q2 cos(Ωact)
)
, (2.4)
where x0 is a constant that can be determined from initial conditions and νr = νx = νy









The motion in the y direction can also be calculated in a similar way. The motion is
therefore a combination of a slow secular oscillation at frequency νr, superimposed
with a higher frequency, lower amplitude oscillation at frequency Ωac, which is known
as micromotion. If νr 	 Ωac, we can neglect the micromotion and the motion in the
radial directions can be approximated as harmonic with frequency νr. The above
analysis assumes that the ion sits at the minimum of the RF potential, known as
the RF nil. If however, additional static electric ﬁelds are present, the ion position
may be away from the RF nil. In this case, the amplitude of the micromotion
is increased and hence is termed ‘excess micromotion’. Excess micromotion can
be detrimental for high ﬁdelity quantum logic operations and should therefore be
minimised. Importantly for the linear Paul trap, the RF nil is a line along the z
axis and not just a single point as in other types of Paul trap design. This means
that multiple ions can be conﬁned without experiencing any excess micromotion.
The ions can be made to form such a linear string by adjusting the voltages of the
endcap and RF electrodes so that the trap potential is much weaker along the z axis
than in the x and y directions. The dynamics of a string of ions in such a linear
conﬁguration is discussed in the following section.
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2.2.2 Normal modes of a trapped ion string
Multiple ions in a trap repel each other due to the Coulomb interaction, but are
pushed together due to the trapping potential. When the ions are suﬃciently cold,
these two forces combined cause the ions to form crystal structures known as Coulomb
crystals. Their motion is then strongly coupled together, which can be used to transfer
quantum information between ions. The DC and RF voltages are typically set so
that the secular frequency in the axial (z) direction is much less than the secular
frequencies in the radial (x and y) directions. In this case, a small number of ions
will form a linear string along the z axis of the trap and the system dynamics can be
separated into independent axial and radial oscillations∗. In this work only the axial
motion is used, and therefore the radial motion is ignored. The quantum dynamics
of ions in such a one-dimensional harmonic potential are derived in Ref. [52] and
summarised here. The total potential from the trap and the Coulomb interaction in














|zj(t) − zk(t)| , (2.6)
where zj(t) is the position of ion j and 0 is the permittivity of free space. If the
ions are cold, we can approximate that zj(t) ≈ zej + qj(t), where zej is the equilibrium
position of ion j and qj(t) is a small displacement about its equilibrium. The
equilibrium positions can be determined by ﬁnding the zero points of the gradient
of the potential with respect to each ion position zj. This leads to a set of coupled
diﬀerential equations which in general have to be solved numerically. For two ions,



















These equilibrium positions are simply the minima of the potential felt by each ion
due to the trap and the other ion, as illustrated in Fig. 2.2.
∗This is only approximately true for situations where the ions have relative motion, in which
case a non-linear Kerr-type coupling between the axial and radial motion exists. This can be a
source of inﬁdelity for two-qubit gate operations and is discussed further in Sec. 6.3.2.
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Fig. 2.2 The potential felt by two ions due to the trap (dashed black line), as well
as the combined potential due to the trap and ion 1 felt by ion 2 (red) and the
potential due to the trap and ion 2 felt by ion 1 (blue) as a function of the respective
ion positions in units of the characteristic distance scale l = (e2/4π0mν2z )1/3. The
equilibrium positions can be calculated by ﬁnding the positions at which both ions
sit at the minimum of their respective potentials.
We will now consider the small displacements about the equilibrium positions
qj(t). The dynamics of the trapped ion system can be described as a series of N
coupled harmonic oscillators. Such a system is best described in terms of normal
modes with coordinates Qk(t) and momenta Pk(t) = mQ˙k(t), for k = 1, ..., N , which
are uncoupled and oscillate independently. The individual ion positions can be





where Sjk gives the relative motion of ion j for normal mode k. The values of the
elements Sjk are the jth element of the kth eigenvector of the matrix A, where the
eigenvectors are numbered according to increasing eigenvalue and where the matrix










The normal mode frequencies are then found to be νk =
√
μk, where μk are the
eigenvalues of A. The lowest frequency mode for any number of ions has frequency
ν1 = νz and Sj1 = 1/
√
N for all j. This corresponds to all ions oscillating in phase
with the same amplitude at the trap frequency, as if the string was a single particle
situated at the centre of mass position. This mode is therefore often referred to as
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?1= ?z ?2= ?3 ?z
Fig. 2.3 Illustration of the normal modes of motion for a pair of co-trapped ions. The
dynamics of the ions for any initial condition can be described as a sum of the two
normal modes of motion. The normal modes are the centre of mass (COM) mode
(left) with frequency νz and the stretch mode (right) with frequency
√
3νz. The
graphs show the ion displacements about their equilibrium positions as a function of
time.
the centre of mass (COM) mode. All higher order modes have frequencies greater
than νz and involve relative motion between the ions. In the case of two ions in a
shared trap with trap frequency νz, there are two normal modes with frequencies
ν1 = νz and ν2 =
√
3νz. For the ﬁrst mode we ﬁnd that S11 = S21 = 1/
√
2 as
expected for the COM mode, while for the second mode, we obtain S12 = −1/
√
2
and S22 = 1/
√
2. The ions therefore move with equal amplitude and opposite phase,
and hence this mode is often referred to as the stretch mode. The two modes of
motion are illustrated in Fig. 2.3.
Quantization of the motion
The normal mode coordinates can be quantized in the same way as the usual harmonic
oscillator by deﬁning the normal mode position and momentum operators





Pk → Pˆk = i
√
mνk
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where ak, a†k are the ladder operators for normal mode k. The Hamiltonian describing







The quantum dynamics of the ion string can therefore be described as a series of N
independent harmonic oscillators, each with a diﬀerent frequency νk. In most cases,
all ions participate in a given mode∗, and therefore each mode can be used as a route
for quantum information to be communicated between ions. This is a key feature
that is used in much of the work discussed later in this thesis, and methods to couple
the motional states of the ions with their internal electronic states will be the focus
of chapter 3.
2.2.3 Trapped ion qubits
Qubits can be formed from two electronic internal states of a trapped ion and
manipulated by an oscillating electromagnetic ﬁeld. Labelling the two states |↓〉 ≡
(0, 1)T and |↑〉 ≡ (1, 0)T and setting the zero point of energy to be halfway between





|↑〉 〈↑| − |↓〉 〈↓|
)
, (2.12)
where ω0 is the energy splitting. We now consider applying an electromagnetic
ﬁeld to the ion. In the work discussed in this thesis, the qubits are formed from
hyperﬁne atomic levels, and therefore there is no electric dipole coupling. The lowest
order coupling of the ion to an electromagnetic ﬁeld is therefore a magnetic dipole
coupling, and the Hamiltonian is therefore H = H0 + HI , where HI is given by
HI = −	μ · 	B, (2.13)
where 	μ is the magnetic moment and 	B is the applied magnetic ﬁeld. We can apply
an oscillating magnetic ﬁeld of the form 	B = 	B0 cos(ωt − 	k · 	r − φ), where 	k is the
wavevector, 	r is the ion position, ω is the frequency of the oscillating ﬁeld and φ is the
phase. If the wavelength of the ﬁeld is much larger than the spatial extent of the ion’s
∗This is always true for the COM mode, however some ions do not participate in higher order
modes, which is the case if Sjk = 0 for ion j and mode k. This is the case for instance for the centre
ion of a three ion string for the second mode, in which the two outer ions oscillate with opposite
phase, while the middle ion is stationary. Similar ‘stretch’ modes also exist in larger strings with
an odd number of ions.
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wavefunction, we can approximate that eik·r ≈ 1 by expanding to lowest order, and
therefore neglect the 	k · 	r term in the cosine. This is known as the magnetic dipole
approximation, and is a good approximation when the ﬁeld is of similar frequency to
the resonant frequency of the hyperﬁne qubit, which would typically correspond to
wavelengths on the order of several centimetres. We can write the Hamiltonian term
HI in terms of it’s matrix elements in the {|↓〉 , |↑〉} basis as
HI = −
(









where we have deﬁned the Rabi frequency Ω0 = −〈↑| 	μ · 	B0 |↓〉 / = −〈↓| 	μ · 	B0 |↑〉 /.
We can now move to the interaction picture with respect to H0 as H → H ′ =
eiH0t/(H − H0)e−iH0t/, giving
H ′ = Ω02
(





If ω is set close to the resonant frequency of the qubit ω0, the interaction Hamiltonian
H ′ will contain two terms slowly rotating at frequency δ = ω − ω0, known as the
detuning, as well as two terms rotating at a much higher frequency ω + ω0. The
rotating wave approximation (RWA) is a well known approximation in which these
two faster rotating terms are neglected, which is valid as long as Ω0 	 ω0. With
this, H ′ becomes
H ′ = Ω02
(
|↑〉 〈↓| e−iδteiφ + |↓〉 〈↑| eiδte−iφ
)
. (2.16)
To ﬁnd the unitary operator resulting from H ′, we can insert H ′ into the Schrödinger
equation i ∂
∂t
|ψ(t)〉 = H ′ |ψ(t)〉 and solve for an arbitrary spin state |ψ(t)〉 =
c↓(t) |↓〉 + c↑(t) |↑〉. This gives a set of two coupled ﬁrst-order diﬀerential equations
c˙↑(t) = −iΩ02 e
iδte−iφc↓(t), (2.17a)
c˙↓(t) = −iΩ02 e
−iδteiφc↑(t), (2.17b)
By diﬀerentiating Eq. 2.17a with respect to t and substituting in Eq. 2.17b, we can
write the problem as a single second-order diﬀerential equation in terms of c↑(t) only
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as
c¨↑(t) − iδc˙↑(t) + Ω
2
0
4 c↑(t) = 0. (2.18)






where we have deﬁned Ωδ =
√
Ω20 + δ2 and a and b are constants that depend on
the initial conditions. The solution for c↓(t) can then be found be diﬀerentiating Eq.





δ(ae−iΩδt/2 + beiΩδt/2) − Ωδ(ae−iΩδt/2 − beiΩδt/2)
)
. (2.20)
The unitary operator in the {|↓〉 , |↑〉} basis can then be calculated by ﬁnding a and
b for the initial conditions corresponding to the two basis states. For an initial state
|↓〉, the initial conditions are c↓(0) = 1 and c↑(0) = 0, and we therefore ﬁnd that
a = −b = Ω0e−iφ/2Ωδ. If the initial state is instead |↑〉, the initial conditions are
c↓(0) = 0 and c↑(0) = 1, and we ﬁnd that a = (1 + δ/Ωδ)/2 and b = (1 − δ/Ωδ)/2.
Inserting these two sets of of parameters for the two initial conditions into Eqs. 2.19
and 2.20, we obtain the unitary operator




cos(Ωδt/2) − iδΩδ sin(Ωδt/2)
]
− iΩ0Ωδ eiδt/2e−iφ sin(Ωδt/2)
− iΩ0Ωδ e−iδt/2eiφ sin(Ωδt/2) e−iδt/2
[





If the ﬁeld is set to resonance (δ = 0), the unitary operator reduces to
U(Ω0, φ, t) =
⎛




In the Bloch sphere picture, this unitary operator rotates the Bloch vector by an
angle θ = Ω0t around an axis at an angle φ in the x − y plane, as shown in Fig. 2.4.
With sequences of such pulses, any point on the Bloch sphere can be reached and
therefore this interaction allows arbitrary rotations of the qubit to be performed.
In experiments, the state probabilities P↑ and P↓ = 1 − P↑ are measured. It is
therefore useful to calculate these probabilities, which can be used to compare with
experimental data. For a state initialised in |↓〉, the probability to be in the state





Fig. 2.4 Illustration of the eﬀect of the unitary operator given in Eq. 2.22 on a qubit
initialised in |↓〉. The Bloch vector (red) rotates by an angle θ = Ω0t around an
axis (blue) at an angle φ in the x − y plane. By applying sequences of such pulses,
arbitrary rotations on the Bloch sphere can be implemented.
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Fig. 2.5 Plots of the probability to be in the state |↑〉 after applying a near-resonant
ﬁeld as a function of time (top) and detuning (bottom) when the state is initialised
in |↓〉, following Eq. 2.23. It can be seen that a larger detuning gives rise to faster
oscillations of frequency Ωδ with a lower amplitude. If the pulse time is an odd
integer multiple of π/Ω0, the population will have transferred completely to the state
|↑〉 if the ﬁeld is resonant.
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Plots of P↑(t, δ) as a function of both time and detuning are shown in Fig. 2.5.
2.3 Energy level structure of 171Yb+
Various ion species are commonly used experimentally, each with certain advantages
and disadvantages that can be considered depending on the speciﬁc application. In
this work, the element ytterbium (Yb) is used, and in particular the isotope 171Yb+.
171Yb+ is one of seven naturally occuring stable isotopes of ytterbium, and is the
only isotope with a nuclear spin of 1/2. The non-zero nuclear spin means that the ion
has a hyperﬁne structure, which can be used for encoding quantum information. The
fact that the nuclear spin is the lowest non-zero possible value makes the hyperﬁne
structure relatively simple compared to other isotopes or ion species. In this section
the energy level structure of 171Yb+ will be described.
2.3.1 Ionisation
To load the trap with ytterbium ions, ﬁrstly ytterbium metal is resistively heated in
an atomic oven situated close to the trap structure (decribed in Sec. 2.4.1). In our
setup there are two ovens, one of which contains a sample of ‘natural’ ytterbium with
a naturally occurring abundance of each isotope∗, while the other contains a sample
enriched to contain >95% 171Yb+. It can sometimes be useful to trap 174Yb+ instead
of 171Yb+, as the lack of nuclear spin in the former isotope simpliﬁes the energy level
structure and therefore makes the Doppler cooling simpler. In this case, it may be
useful to use the natural ytterbium oven, however we found that the ytterbium in
this oven was depleted after several years of running the experiment, leaving only
the enriched ovens.
The heated ytterbium atoms are directed by the oven across the centre of the
trapping region, at which point they are ionised using a two-photon ionisation process
involving two optical transitions. Firstly a laser with a wavelength near 399 nm
excites the 1S0 ↔ 1P1 transition, as shown in Fig. 2.6. The exact wavelength of
this transition is isotope dependent, and therefore the ionisation process is isotope
selective. This is a useful feature for the experiments discussed in this work, where
∗14.3% 171Yb, 31.8% 174Yb, 53.9% other.







Fig. 2.6 Energy level diagram of the relevant levels in neutral ytterbium, showing the
transitions required for the two step ionisation process. The 1S0 ↔ 1P1 transition
wavelength near 399 nm depends on the isotope, and therefore an isotope can be
selected by choosing the wavelength appropriately. A 369 nm laser, which is also
used for Doppler cooling, then provides the second excitation of the electron to the
continuum.
multiple ions of the same isotope are required to be trapped together. In the second
step, a laser with a wavelength near 394 nm excites the electron from 1P1 to the
continuum, thereby ionising the atom. As will be seen in the following section, a laser
with wavelength near 369 nm is required for Doppler cooling. Since the wavelength
is less than the maximum of 394 nm required for ionisation, this laser is also used for
the second step of the ionisation process.
2.3.2 Doppler cooling
A closed Doppler cooling cycle can be formed using three lasers and one microwave
ﬁeld resonant with three transitions in 171Yb+. The main Doppler cooling cycle is
on the 2S1/2, F = 1 ↔ 2P1/2, F = 0 transition, requiring a laser with a wavelength
near 369 nm. Population in 2P1/2, F = 0 then decays back to 2S1/2, F = 1 with a
rate equal to the natural linewidth Γ/2π = 19.6 MHz. Oﬀ-resonant excitation to
the 2P1/2, F = 1 state can occur, which can decay to 2S1/2, F = 0. A microwave ﬁeld
resonant with the 2S1/2, F = 0 ↔ 2S1/2, F = 1 transition at ≈ 12.6GHz can then be
used to repopulate 2S1/2, F = 1. In 0.5% of cases, the population decays from 2P1/2
to 2D3/2, from which it can be excited to the state 3[3/2]1/2 by a laser of wavelength
near 935 nm and can then decay back to 2S1/2, thereby closing the cooling cycle.
The hyperﬁne structure of the 2D3/2 and 3[3/2]1/2 levels can be addressed either by
applying 3GHz sidebands to the 935 nm laser, or by increasing the power to broaden
over all transitions. The latter method is chosen in this work. Occasionally collisions






























Fig. 2.7 Energy level structure of 171Yb+ showing the relevant energy levels. A closed
Doppler cooling cycle for 171Yb+ can be formed with three lasers and a microwave
ﬁeld. If an even isotope of Yb+ was chosen, such as 174Yb+, there would be no
hyperﬁne structure and therefore the microwave ﬁeld would not be required. This
makes such isotopes simpler to trap.
with background gas will cause the population to transition from 2D3/2 to 2D5/2,
from which it can decay to the state 2F7/2. In our experiment, we observe such a
process in a two ion string with a frequency on the order 1 per day. A third laser
with wavelength near 638 nm can then be used to transfer population from 2F7/2
to 1[5/2]5/2, from which it can decay back to either 2D3/2 or 2D5/2. Here since the
transition to 2F7/2 is very unlikely, the wavelength of the 638 nm laser can be slowly
scanned, allowing the required frequencies for all hyperﬁne levels to be covered.
2.3.3 2S1/2 ground state
All coherent operations in this work are performed in the 2S1/2 hyperﬁne ground state
manifold. The manifold consists of four states, which are shown in an energy level
diagram in Fig. 2.8. In zero magnetic ﬁeld the state |0〉 ≡ F = 0,mF = 0 is separated
from the F = 1 sub-manifold by ωhf = 2π ×  × 12.6428121GHz. The three states
|−1〉 ≡ F = 1,mF = −1, |0′〉 ≡ F = 1,mF = 0 and |+1〉 ≡ F = 1,mF = +1 are
degenerate in this zero ﬁeld case, however when a magnetic ﬁeld is applied, the three
states acquire an energy diﬀerence. In our experiment, a weak magnetic ﬁeld of
≈ 10G is applied in the z direction to lift the degeneracy of the F = 1 sub-manifold
and to deﬁne a quantization axis with respect to the polarisation of any incident











































Fig. 2.8 Top: Energy level diagram of the 2S1/2 ground state manifold of 171Yb+.
The ground state consists of two hyperﬁne manifolds F = 0 and F = 1, separated
by ω0/2π ≈ 12.6GHz. In a magnetic ﬁeld, the three mF sub-levels of the F = 1
manifold are separated in energy by amounts ω+ ≈ ω− (deﬁned in Eqs. 2.24a and
2.24b), where the approximation holds for low magnetic ﬁelds. Bottom: Plots of the
three frequencies indicated in above ﬁgure following Eqs. 2.24a, 2.24b and 2.24c as a
function of the magnetic ﬁeld. Note the diﬀerent scales on the y axes. It can be seen
that ω+ ≈ ω− and ω0 ≈ ωhf for low magnetic ﬁelds.
electromagnetic radiation. The energies of the states |−1〉 and |+1〉 are linearly
dependent on the applied magnetic ﬁeld, while the energies of the states |0〉 and |0′〉
are only sensitive to second order. The transition frequency between any two states
can be calculated using a combination of the three frequencies indicated in Fig. 2.8,



















1 + χ2, (2.24c)
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where χ = gJμBB/ωhf and we have neglected the contribution from the nuclear
spin as the nuclear magneton μN is much smaller than the Bohr magneton μB.
Plots of the three frequencies are shown in Fig. 2.8. In weak magnetic ﬁelds it can
be approximated that
√
1 + χ2 ≈ 1, in which case the three transition frequencies
reduce to ω0 ≈ ωhf and ω+ ≈ ω− ≈ μBB/. For a typical magnetic ﬁeld of 10G,
we ﬁnd that ω+ ≈ ω− ≈ 14MHz, which is in the radio frequency (RF) region, and
Δω± ≡ ω− − ω+ ≈ 31 kHz. In Sec. 2.5, it will be shown how electromagnetic
radiation in the radio and microwave frequency regions can be used to coherently
drive transitions between these states in the 2S1/2 manifold.
2.4 Experimental setup
In this section, the main components of the experimental setup will be described.
Many of the components are described in detail elsewhere, and in this case appropri-
ate references are provided. The experiment is controlled by a computer running
LabVIEW, which is connected to a ﬁeld-programmable gate array (FPGA, National
Instruments PXI-7842R). The FPGA has 8 analog output voltages, 8 analog inputs,
96 digital inputs/outputs (DIOs) and runs with a clock speed of 40MHz, allowing
fast control of various aspects of the experiment.
2.4.1 Ion trap
The ion trap used in this work is a linear ‘blade’ Paul trap as discussed in Sec. 2.2.1.
A schematic of the trap is shown in Fig. 2.9, and a few small diﬀerences to the
standard design can be observed. Firstly, the oscillating RF voltage is only applied
to two of the four blade shaped electrodes, while static DC voltages are applied to
the other two. This is because it is experimentally much easier to generate, amplify
and apply a single RF signal compared to two with opposite phase. The consequence
is that the whole quadrupole potential, including at x = y = 0, oscillates at the
RF frequency Ωac. However, since the forces felt by the ions are proportional to
the gradient of the potential, which is unchanged, this modiﬁcation has no eﬀect in
the x − y plane. In the z direction, the RF potential is grounded at the endcaps,
and therefore an oscillating RF potential at x = y = 0 can create a small oscillating
gradient along the trap axis, which can cause axial micromotion. This eﬀect is
considered to be small in the centre region of the trap and is therefore ignored. The
DC blades are segmented into three sections, each of which can have a diﬀerent DC
voltage applied. The two outer electrodes on either blade can therefore be used as

















Fig. 2.9 Schematic of the ion trap used in this work. Left: In the x − y plane an RF
voltage is applied to two opposite electrodes, which along with the DC electrodes
creates the required oscillating quadrupole ﬁeld. The centre point is at a distance
ρ0 = 310(10)μm from the RF electrodes. The direction in which the ions are viewed
by the imaging system is shown for reference. Two compensation rod electrodes
are also shown, which allow for micromotion compensation (the right compensation
electrode is separated into two electrically connected rods, allowing for laser access
through the gap between them). Right: The trap in the y − z plane, showing the
segmented DC electrodes. The outer ‘endcap’ electrodes create conﬁnement in the z
direction, and are spaced by σ0 ≈ 500μm from the centre of the trap structure. The
compensation electrodes are not shown here for clarity.
the endcap electrodes to create the axial static potential. Further to the six DC
blade electrodes, there are also two compensation electrodes, shown in Fig. 2.9.
These electrodes together with the centre DC electrodes allow the ion position to be
moved in the x − y plane, which can be used to ensure that the ions sit exactly on
the RF nil line and therefore have no excess micromotion (known as micromotion
compensation). During the baking of the vacuum system containing the trap, one of
the compensation electrodes moved and became electrically connected to one of the
endcaps. Fortunately, there are enough remaining electrodes to be able to move the
ions in all directions and change the axial trap frequency. The ion electrode distance,
which is also the distance to the RF electrodes ρ0, was found to be 310(10)μm, while
the distance to the endcap electrodes in the z direction is σ0 ≈ 500μm. Further
details of the trap design can be found in Ref. [54].
Vacuum system
The ion trap is housed in a vacuum system that is held at an ultra-high vacuum
(UHV) pressure of ≈ 10−12 Torr. Further details regarding the vacuum system design
and trap mounting are given in Ref. [55]. The vacuum system has feedthroughs
for 50 DC connections and one RF connection, which can be used to connect the
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DC and RF electrodes. Additionally, there are 6 DC feedthroughs for the atomic
oven connections. The pressure is maintained using an ion pump (Varian StarCell
9191145) and monitored using an ion gauge (Varian 9715015).
Voltage generation
To create the required DC voltages, a low noise multi-channel voltage supply was
used∗. The supply has 7 channels that can supply ±10V, plus one channel that can
supply ±150V, which is used for the two electrodes that are electrically connected.
The required RF voltage to create the oscillating quadrupole potential is generated by
a HP8640 signal generator. The signal is then ampliﬁed by 47 dB (NP Technologies
NP-541), before being sent to a helical resonator. The helical resonator allows
the RF source to be impedance matched to the trap, as well as increasing the RF
voltage further and ﬁltering the signal. With the resonator attached to the RF
source and to the trap through RF vacuum feedthroughs, the resonant frequency
was found to be 19.212MHz and the Q factor was found to be 200(20). The RF
voltage can then be calculated as Vac = κ
√
2PQ, where P is the RF power applied
to the resonator, κ = (L/C)1/4 and C and L are the capacitance and inductance of
the ion trap-resonator system, which was measured to be κ = 13(1) [56]. RF powers
in the range 0W to 3W are typically applied to the helical resonator in this work,
corresponding to voltages in the range 0 − 450V, however powers of up to 10W
(820V) have been applied previously.
Magnetic ﬁeld gradient
A large magnetic ﬁeld gradient along the z axis of the trap was required for the
experiments discussed in this thesis in order to create a coupling between the spin
and motional states of trapped ions using long-wavelength radiation. The reason
a magnetic ﬁeld gradient produces such a coupling is the subject of Chapter 3. To
create the gradient, Samarium Cobalt (SmCo) rare earth permanent magnets were
retroﬁtted to the existing ion trap structure, as shown in Fig. 2.10. The magnets
were placed so that the magnetic north poles of each pair are facing, approximately
centred around the centre of the trap. This arrangement creates a large magnetic ﬁeld
gradient in the z direction, which in the centre region is well approximated as linear
and has an absolute magnetic ﬁeld close to zero. The latter feature was important in
the design, as a large absolute magnetic ﬁeld at the ion positions will shift the internal
energy levels of the ions and can lead to undesired eﬀects such as reduced detection
∗designed and built by Dr. Bjoern Lekitsch.








Fig. 2.10 Left: Solidworks diagram of the ion trap with ﬁtted SmCo permanent
magnets (coloured purple). The larger magnets have two holes each to allow screws
to be passed through in order to attach the magnets to the base of the trap structure.
Two aluminium blocks are placed under each magnet to raise them up so that they
are approximately centred with the ion positions. The smaller magnets have six holes,
three of which allow the compensation electrodes to pass through (the other three
ensure that the magnetic ﬁeld is symmetric about the centre of the magnet). The
electrodes are electrically insulated from the grounded magnets by thin Kapton tape
which is placed inside the holes. Right: Photograph of the trap after the magnets
have been ﬁtted.
ﬁdelities. The magnets were coated with three thin layers consisting of Nickel, Copper
and Nickel, which were chosen to suppress outgassing of the porous SmCo material
during baking to create the required vacuum. Due to an unforeseen machining error
in the electrode mounting block, some of the coating had to be removed from the
magnets to allow them to be positioned properly. No issues were encountered during
the baking procedure and low vacuum was reached, and therefore the SmCo material
was found to be UHV compatible. A simulation of the setup predicted a magnetic
ﬁeld gradient along the trap axis of ∂zB = 42T/m, however when measured using the
ions∗, the actual gradient was found to be ∂zB = 24.50(1) T/m. A further simulation
after adding the magnets to the trap found that the protective coating reduces the
magnetic ﬁeld gradient, which could explain the lower measured value compared
to the simulated one. Further details of the magnet design can be found in Ref.
[57]. A higher magnetic ﬁeld gradient may be achievable if a new trap was designed
speciﬁcally to incorporate magnets close to the ion positions, as there would be less
constraints compared to the retroﬁt discussed here.
As stated previously, the absolute magnetic ﬁeld at the ion positions should be
∗The method used to measure the gradient is discussed in Sec. 3.3.1
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small (typically ≈ 10G). Since the magnets are only coarsely aligned, there could
be a substantial magnetic ﬁeld at the ion positions. Therefore, a set of high ﬁeld
Helmholtz coils were required for each spatial direction. Estimates of possible magnet
misalignments corresponded to additional magnetic ﬁelds of up to ≈ 200G at the
ion positions. To compensate such a ﬁeld, each Helmholtz coil consists of 185 turns
of 1.08mm diameter copper wire, for which up to 10A can be applied. The coil
formers incorporate copper pipes which are attached to rubber tubes, allowing water
to be passed through to reduce the temperature of the coils if high currents are used.
Further details of the Helmholtz coil setup can be found in Ref. [57]. With the use
of additional permanent magnets placed outside the vacuum system, the current
required in each coil to bring the magnetic ﬁeld to the desired value was reduced to
the range 1 − 3A. Therefore the temperature of the coils can be kept at a reasonable
value without the need for water cooling.
2.4.2 Optical setup
As seen in the previous sections, three lasers are needed for Doppler cooling 171Yb+
ions, plus one additional laser for ionisation. With the exception of the 369 nm laser,
all of the lasers are home built external cavity diode lasers (ECDL). Details of the
construction of these lasers can be found in Ref. [58]. For the majority of the work
discussed in this thesis, a Toptica frequency doubled system was used to generate
the 369 nm light for Doppler cooling (TA-SHG 36). The Toptica system comprises
an ECDL (DL pro) to generate 739 nm light, a tapered ampliﬁer (TA) to amplify
the light from 40mW to 400mW and a bow-tie cavity containing a second harmonic
generation (SHG) doubling cystal, which converts the light to the required 369 nm
with an output power of up to 60mW. For the later experiments, mainly in Chapter
6, a newer 369 nm laser system was used. This is a MSquared system, comprising a
Ti:sapphire laser (SOLSTIS CW) for the 739 nm light and a bow cavity with a SHG
crystal (ECD-X) to double the frequency, with a 369 nm output power of 1.3W.
Fig. 2.11 shows a schematic of the experimental setup showing the main features
used to deliver the required light to the ions. The main elements of this setup will
be discussed in the following paragraphs. The vacuum system containing the ion
trap along with some optics were placed inside a Faraday cage∗ in order to reduce
electrical noise. The Faraday cage has two doors on two of the four sides to allow for
access. One issue encountered was that if all doors were closed, the heat from the
high current coils inside the cage caused the temperature to increase signiﬁcantly,
∗designed by Eamon Standing
52 Background and Experimental Setup
causing the pressure inside the vacuum system to increase. For this reason, the
Faraday cage was left open for all experiments discussed in this thesis. A method to
reduce the heating eﬀect remains to be investigated.
All four lasers are situated outside of the Faraday cage. The three home built
lasers have identical simple optical setups consisting of an optical isolator, a beam
picker to send a small amount of light to the wavemeter and steering mirrors to
couple the light into an optical ﬁbre. The optical ﬁbres are then passed through
small holes in the walls of the Faraday cage. For the 369 nm laser, the optical setup
is almost identical for both the Toptica and MSquared laser systems. Before being
sent to the doubling cavity, some 739 nm light is picked oﬀ to be sent to both the
wavemeter and the locking setup (discussed in the following section). The 739 nm
light also passes through an electro-optic modulator (EOM, MSquared system: Qubig
EO-T1055M3, Toptica System: New Focus 4441), which if switched on adds ≈ 1GHz
sidebands. The reason for such a modulation will be discussed in the following
sections. For the MSquared system, the EOM is driven using a purpose built module
(Qubig EDU high res + AMP - 2H) with an output frequency of 1.055GHz and
maximum power of 4W, while for the Toptica system, a frequency source (Rohde and
Schwarz SML 01) is used along with a switch (Mini Circuits ZFSWA2-63DR+) and
ampliﬁer (RF Bay MPA-0925). One diﬀerence between the Toptica and MSquared
systems is that in the Toptica system the EOM is placed before the light is picked
oﬀ for frequency stabilisation, while in the MSquared system the EOM is placed
afterwards. The consequence of this is that in the case of the Toptica, turning on the
EOM aﬀects the stabilisation lock, while for the MSquared it is unaﬀected. After
the doubling cavity, the 369 nm light enters a double pass acousto-optic modulator
(AOM, Isomet 1212-2-949) setup, which allows the light to be switched on and oﬀ
on timescales less than 1μs. The AOM is driven with an adjustable frequency near
200MHz, and a power of up to 3W. The required frequency is generated by a voltage
controlled oscillator (VCO, Mini Circuits ZX95-200-S+), whose output frequency
can be varied through a analog voltage output of the FPGA. The signal is passed
through a variable attenuator (Mini Circuits ZX73-2500-S+) which is used to adjust
the laser power using a second analog output of the FPGA, a switch (Mini Circuits
ZASW-2-50DR+) controlled with a digital FPGA output and two ampliﬁers (Mini
Circuits ZFL-750+ and ZHL-035WF+).
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Inside the Faraday cage, the beams are overlapped and sent through two viewports
of the vacuum system to the centre of the ion trap. The 935 nm and 638 nm lasers
are overlapped using a cold mirror (Thorlabs, M254C45), which when placed at 45o
to a beam transmits light with wavelength greater than ≈ 700 nm and reﬂects light of
lower wavelength. The overlap of the two beams is adjusted using an xy translation
stage holding a lens in the 638 nm beam path only, and both beams are focussed and
imaged to the centre of the ion trap using an xyz translation stage holding a lens.
After exiting the optical ﬁbre, the 369 nm light passes through a polarising beam
splitter (Eksma 430-1157). The beam splitter only allows horizontal polarisation light
to pass through, and therefore any ﬂuctuations or drifts in the laser polarisation due
to the optical ﬁbre will be turned into intensity ﬂuctuations and drifts. The 369 nm
and 399 nm lasers are overlapped using a bandpass ﬁlter (Semrock FF01-370/36-25),
which is also used as a mirror, with a centre frequency of 370 nm and a bandwidth
of 36 nm, thereby allowing 369 nm light to pass through while reﬂecting 399 nm light.
The beams are overlapped using an adjustable mirror in the 399 nm beam path. The
light then passes through a 50:50 beam splitter (Eksma 355-1105), which sends half
of the 369 nm light to a photodiode. The photodiode signal is used for a ‘noise eater’
intensity stabilisation system, consisting of a digital PID circuit in LabVIEW that
feeds back a voltage to an attenuator controlling the RF power sent to the 369 nm
AOM∗. After trapping, the 399 nm light is blocked using an iris (not shown) so that
only 369 nm light is detected by the photodiode during an experiment. The beams
are then focussed and imaged to the centre of the trap using an xyz translation stage
holding a lens.
739 nm Frequency Stabilisation
The 369 nm laser wavelength needs to be stabilised against drifts and ﬂuctuations
to ensure Doppler cooling, state preparation and state detection are optimised and
repeatable. To achieve this, a three-stage stabilisation setup is used to lock the 739 nm
wavelength to the 52S1/2 ↔ 52P 3/2 transition in rubidium. The stabilisation setup is
discussed in detail in Ref. [59], and summarised here. A home built 780 nm ECDL
laser is ﬁrst locked to an atomic transition in 87Rb using a saturation absorption
spectroscopy setup. This stabilised laser is then sent into a cavity and the cavity
length is locked to the 780 nm laser. The 739 nm laser is then locked to the cavity, and
hence through the chain, the 739 nm laser has been locked to the atomic transition.
An AOM double pass setup is incorporated into the 780 nm beam path, allowing the
∗system designed by Tomas Navickas and Tom Crane.
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wavelength of the 780 nm laser, and hence the wavelength of the 739 nm laser, to be
ﬁne tuned by tuning the RF frequency sent to the AOM. Substantial improvements
to the locking setup have been made since the original design∗ including adding and
replacing PID, ampliﬁer and ﬁltering electronics to reduce noise, adding new larger
bandwidth photodiodes, adding a new improved cavity and replacing some analog
feedback electronics with a digital FPGA based feedback system.
Imaging
The 369 nm light scattered by the ions is collected by a series of lenses and focussed
onto either a CCD camera or photomultiplier tube (PMT). The CCD camera is used
for aligning the laser beams and initially detecting ions when trapping, while the
PMT is used to take ﬂuorescence measurements during experiments. This setup is
discussed in detail in Ref. [60] and summarised here. The optics in the imaging setup
are placed in a long lens tube to minimise background light. On the end of the tube
a triplet lens is placed close to the window of the vacuum system nearest to the ion
trap. The distance between the ion and the triplet lens is approximately 2 cm. The
light is focussed by the triplet lens to a point at which an iris is placed, which can
be partially closed to allow light from the ions to pass through while blocking light
scattered by the electrodes of the ion trap. The light then passes through a doublet
lens, before passing through a 370 nm bandpass ﬁlter (Semrock FF01-370/36-25) and
onto a CCD camera. A ﬂipper mirror is positioned between the ﬁlter and the camera,
which when positioned upright diverts the light to instead hit a PMT. The total
magniﬁcation of the system is 35.1. The fraction of photons scattered by the ion that
are detected on the PMT (known as the collection eﬃciency) has been measured to
be 0.1% in our system [56].
2.4.3 Microwave and RF setup
In order to drive transitions between the 2S1/2 hyperﬁne states in 171Yb+, RF and
microwave ﬁelds of diﬀerent frequencies are needed. Furthermore, as will be shown in
Sec. 3.3.1, the magnetic ﬁeld gradient causes the resonant frequencies of the hyperﬁne
transitions in diﬀerent ions to be separated, and therefore additional frequencies are
required for multiple ions. It is also desirable for all required signals to be high power,
as a higher power will increase the amplitude of the ﬁeld at the ion position and
thereby increase the Rabi frequency. Higher Rabi frequencies lead to faster single
∗improvements carried out by Tomas Navickas.
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and multi qubit gates, and consequently higher gate ﬁdelities. For the majority of
the work described in this thesis, Analog Devices AD9959 evaluation boards were
used to generate the required RF frequencies. These boards output four separate
RF signals using direct digital synthesis (DDS), and hence are commonly referred
to as ‘DDS’ boards. With a single 25MHz clock reference frequency input for all
DDS boards, frequencies up to 500MHz can be generated with a maximum peak to
peak output voltage of approximately 700mVpp (+7dBm). The frequency, phase
and amplitude of the DDS boards are controlled from the experimental computer
by USB. Further details of the boards can be found in Ref. [61]. The control of
the boards has been modiﬁed since the design in Ref. [61] to bypass an Arduino
board and communicate directly between the computer and DDS boards via USB,
which was found to be more reliable∗. A total of four boards are used to create
the required signals to implement all of the experiments described in this thesis,
totalling 16 frequencies. Two boards are used for the RF signals, while the other
two boards are mixed with a microwave oscillator to create the required microwave
signals. A schematic of the microwave and RF setups is shown in Fig. 2.12. Each
DDS output is ﬁrst ampliﬁed by +18 dB (Mini Circuits ZFL-750+), before passing
through a switch (Mini Circuits ZASWA-2-50DR+). The switches can be controlled
on fast timescales (rise time ≈ 10 ns) by TTL pulses that are input from the FPGA
controlled by the experimental computer. After the switches, the four channels from
each DDS are combined using a four-way combiner (Mini Circuits ZMSC-4-3+).
In the RF setup, two further switches allow either of two DDS boards, or an
arbitrary waveform generator (AWG, Agilent 33522A) to be selected. The AWG
can be used to generate more complex waveforms incorporating features such as
pulse amplitude shaping, which is required for some experiments towards the end of
this thesis. A directional coupler placed after the switches allows a small fraction
of the signal to be diverted to a USB oscilloscope (PicoScope 2208A). This is used
to measure the phase relationships of the four ﬁelds from one of the DDS boards.
For the Mølmer-Sørensen gate described and implemented in Chapter 6, the relative
phase relationships (φi − φj for ﬁelds i and j) between the six RF ﬁelds applied is
important. For the setup described here, the phase of each individual ﬁeld will change
for every pulse as the DDS boards continuously output and each pulse start time is
deﬁned by a switch turning on, which is uncorrelated with the output frequencies.
The relative phases between the ﬁelds can however remain constant, but are unknown
and vary when the frequencies are changed. The USB oscilloscope therefore allows
∗update implemented by Anna Webb.




































Fig. 2.12 Schematic of the RF and microwave experimental setups, as described in
the text. Red boxes indicate frequency sources, blue represent ampliﬁers and yellow
correspond to switches, which can be controlled on fast timescales using TTL pulses
from the FPGA.
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the waveform to be sampled, from which the relative phases can be extracted and
set to the correct value. If the AWG is instead used for generating such a signal, the
phases of each ﬁeld are well deﬁned and identical for each pulse, and therefore this
procedure is not required. After the directional coupler, the RF signal is ampliﬁed
to high power. This is achieved by splitting the signal using a two-way splitter
(Mini Circuits ZFSC-2-1-S+), passing the signals through two +43 dB ampliﬁers
(Mini Circuits LZY-22X+) and recombining with a high power two-way combiner
(Werlatone D1635-102). The reason for splitting and recombining is to ensure that
the signals are kept below the 1 dB compression point (the point at which the gain
drops by 1 dB due to ampliﬁer saturation) of the ampliﬁers to achieve higher powers
and reduce unwanted intermodulation frequencies. The signal is then sent to a three
turn copper coil∗ (wire diameter 3.35mm, coil radius 51mm) placed close to the
front window of the vacuum chamber, which radiates the RF ﬁeld across the ion
trap.
For the microwave setup†, the combined outputs from the two DDS boards are
sent to a switch allowing one board to be selected. The RF signal is then mixed
with a microwave signal close to 12.6GHz (Marki Microwave T3-0316MQP). The
microwaves are generated by a vector signal generator (VSG, Keysight E8267D)
with a power of −12 dBm, which is then ampliﬁed by +32 dB (Microwave Amps
AM25-12-13-30-33). The microwave frequency is chosen to be 100MHz less than
ωhf/2π (deﬁned in Sec. 2.3.3), and therefore only the positive modulation sidebands
are resonant with hyperﬁne transitions in the ion, while the carrier and negative
modulation sidebands are far oﬀ-resonant. With this choice, all of the microwave
frequencies can be adjusted individually. To suppress the unwanted carrier and
negative modulation sidebands, a custom passband ﬁlter (A1 Microwave WG 18)
with a sharp passband region from 12.593GHz to 12.793GHz is used. The microwave
signal then passes through a ﬁnal switch (AMC SWN-218-2DT), after which it is
ampliﬁed in two stages (Ciao Wireless CA1020-503 +33 dB gain and Microwave Amps
AM25-12-13-30-33 +32 dB gain) and sent to a microwave horn (Flann Microwave
18240-10) positioned close to the front window of the vacuum chamber. The horn
emits linearly polarised radiation and is orientated approximately 45o to the z-axis of
the trap, and rotated so that the polarisation is approximately 45o from horizontal.
This ensures that the microwave ﬁeld contains σ−, σ+ and π components with respect
to the quantization axis along the z-direction. Since the microwave ﬁeld may be
distorted by the trap electrodes and vacuum chamber, the polarisation at the ion
∗designed by Anna Webb
†designed by Dr. Seb Weidt and Alastair Price
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position is not well known and therefore ﬁne adjustment of the horn position and
orientation is carried out by optimising the Rabi frequencies of the transitions in the
ion.
2.5 Initial experiments
2.5.1 Initial trapping and cooling
To trap 171Yb+ ions, all required lasers and the imaging are aligned to the centre
of the trap. The 369 nm laser is focussed to a beam waist of ≈ 30μm and a power
of ≈ 50μW, corresponding to an intensity at the ion of 3.5 × 104 Wm−2. For this
laser it is important to focus the beam to a small waist in order to reduce scatter
on the trap electrodes, whereas light from the other lasers will be blocked by the
370 nm ﬁlter in the imaging setup and therefore the beams can have larger diameters.
The 399 nm laser has a power of ≈ 200μW, while the 638 nm laser has a power of
≈ 1mW. The 935 nm laser has a much larger power of ≈ 6mW, which is required
to power broaden over the hyperﬁne structure in the 2D3/2 and 3[3/2]1/2 manifolds.
After aligning the optics, a current of 6.2A is applied to the atomic ovens and the
739 nm laser is red detuned by approximately 50MHz from the predicted resonance
of the 2S1/2, F = 1 ↔ 2P1/2, F = 0 transition. After a few minutes, one or more ions
can be seen by the CCD camera, after which the 399 nm iris is closed and the oven
current is turned oﬀ. Fig. 2.13 shows images of linear strings of ions taken using the
CCD camera.
For Doppler cooling, the 369 nm beam intensity is set near the saturation intensity
and detuned by the natural linewidth Γ/2π = 19.6MHz. In our experiment the
laser power can be switched between two diﬀerent values, and these are set by the
powers required for state preparation and detection. State detection requires a laser
intensity near the saturation intensity, and therefore this power is also used for
Doppler cooling. We measure a power optimised to give the highest state detection
ﬁdelity (discussed in the following section) of 2.6μW for our experiment. The AOM
frequency is scanned to set the frequencies corresponding to resonance, as well as
the frequency corresponding to a detuning of one natural linewidth to the red of
the transition for Doppler cooling. These frequencies can then be switched between
during each experiment.
To measure the trap frequencies, an RF signal can be applied to the RF coil
(normally used to broadcast RF signals to manipulate the ions’ internal states) with
frequency near that of the trap frequency. Previously, the signal was applied to one
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Fig. 2.13 CCD images of linear strings of ions trapped in the experimental setup
described in the previous sections. In both cases, the axial trap frequency was
measured to be νz/2π = 265 kHz, corresponding to an ion-ion spacing of 8.4μm for
the two ion case (top) and an average ion-ion spacing of 5.8μm for the ﬁve ion string
(bottom).
of the endcap electrodes of the trap, which produces an oscillating electric ﬁeld that
can be tuned to resonance with the ion’s secular motion. When the ﬁeld frequency is
resonant, the motion of the ion is excited, which can be observed in the ﬂuorescence.
We observed a similar eﬀect when applying a signal to the RF coil, which is assumed
to arise from small electric ﬁelds produced. Since the coil is already integrated into
the experiment, this provides an easy way to measure the trap frequencies. We found
that axial trap frequencies in the range 100 kHz to 450 kHz could be created using
the voltage supply discussed in Sec. 2.4.1. Theoretically the frequency could be
lowered by further lowering the endcap voltages, however this was not investigated
in detail. Higher axial trap frequencies have also been produced previously using
voltage supplies with higher output voltages. The upper limit for the axial trap
frequency is determined by the maximum DC voltage that can be applied to the
trap electrodes before electrical breakdown, which is expected to be >200V for a
macroscopic trap. Radial trap frequencies in the range 1.5MHz to 2.0MHz were
measured, corresponding to RF powers in the range 1.6W to 3W. For most of
the experiments discussed in this work, the RF power was set so that the radial
frequencies are 1.524MHz and 1.56MHz in the x and y directions.
2.5.2 State preparation and detection
In order to perform coherent quantum operations, it is desirable to prepare the ion
in a pure quantum state with high ﬁdelity. In atomic systems this is often achieved
using optical pumping, where lasers resonant with certain atomic transitions cause
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population to spontaneously decay into a state that is not coupled to the lasers.
In 171Yb+, such a process can be achieved using the three lasers used for Doppler
cooling as shown in Fig. 2.7 with the microwave ﬁeld switched oﬀ and by shifting the
frequency of the 369 nm laser to be resonant with the 2S1/2, F = 1 ↔ 2P1/2, F = 1
transition. The 2P1/2, F = 1 states can decay to 2S1/2, F = 0, which is not directly
coupled by any laser. Therefore any population that falls to this state is trapped,
and after some time the population will all be pumped into 2S1/2, F = 0. To shift
the laser frequency by the required ≈ 2.1GHz corresponding to the energy splitting
between the F = 0 and F = 1 states in the 2P1/2 manifold, the EOM discussed in Sec.
2.4.2 is used. The EOM sits in the 739 nm beam path before it is sent to the doubling
cavity, and modulates the 739 nm laser with sidebands at 1.055GHz. The power of
the signal sent to the EOM is adjusted so that the carrier frequency, corresponding
to the resonant frequency of the 2S1/2, F = 1 ↔ 2P1/2, F = 0 transition, is strongly
suppressed.
Coherent manipulation is performed in the 2S1/2 manifold, and therefore a method
to discriminate between states in this manifold is required. To achieve this, the three
lasers used for Doppler cooling are applied with the microwave ﬁeld switched oﬀ. This
causes the ion to ﬂuoresce if it is in one of the 2S1/2, F = 1 states ({|−1〉 , |0′〉 , |+1〉}),
and remain dark if in the state 2S1/2, F = 0, (|0〉). It should be ensured that the
369 nm laser polarisation with respect to the quantization axis (z) has equal parts
σ− (right circular), σ+ (left circular) and π (linear). This can be optimised using
the λ/4 and λ/2 waveplates situated before the trap in the 369 nm beam path (see
Fig. 2.11). By applying the laser for a ﬁxed amount of time and recording the
number of photons scattered on the PMT, the two hyperﬁne levels can therefore be
discriminated by setting a threshold number of photons. If the number of photons
detected is above the threshold, the ion is recorded as ‘bright’, while if the number of
photons is equal to or below the threshold, the ion is recorded as ‘dark’. A limitation
to this method is oﬀ-resonant coupling of the 369 nm laser to other hyperﬁne levels
in both the 2S1/2 and 2P1/2 manifolds. If the ion is in the state 2S1/2, F = 0, the
369 nm laser is oﬀ-resonant by ≈ 14.7GHz∗, which gives a small chance that a dark
ion will be detected as bright. An even more likely event can occur if the ion is in the
2S1/2, F = 1 manifold, in which case the laser is only ≈ 2.1GHz oﬀ-resonant from the
2S1/2, F = 1 ↔ 2P1/2, F = 1 transition. Since population can decay from 2P1/2, F = 1
to 2S1/2, F = 0, such an event can cause the ion to stop ﬂuorescing during the
detection. Since only a small fraction of the scattered photons are detected, this can
∗this corresponds to the 2S1/2, F = 0 ↔ 2P1/2, F = 1 transition, as the transition 2S1/2, F = 0 ↔
2P1/2, F = 0 is forbidden.
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Fig. 2.14 Average photon counts detected after applying the 369 nm laser to a single
ion with the EOM switched on for a time t, and detecting for 1.5ms. Each point is
the result of 100 repetitions. The modulated 369 nm laser should cause population
to be optically pumped to the state |0〉 as described in the text, in which case
the ion should not scatter any photons during the detection period. The average
number of counts detected on the PMT can be seen to reach a steady state of ≈ 0.9
average photons (dashed grey line) after approximately 2μs. The excess photons are
attributed mainly to background scatter of the 369 nm laser on the trap electrodes,
which agrees with the result of a similar experiment performed when no ion is in the
trap.
cause a bright ion to be detected as dark. The likelihood of such an oﬀ-resonant
scattering event increases with time, and therefore the time in which the 369 nm
light can be applied for detection is limited.
The state preparation and detection ﬁdelities are hard to separate, and there-
fore are usually combined into a single error or inﬁdelity known as SPAM (state
preparation and measurement) error. A rate equations simulation of the 171Yb+
system∗ predicts that a state preparation inﬁdelity of <10−4 should be achievable
in our system, and therefore most of the inﬁdelity is predicted to come from the
limitation in detection due to oﬀ-resonant coupling, as described in the previous
paragraph. To determine the time required for preparation, the ion is ﬁrst Doppler
cooled, after which a pulse of 369 nm light is applied for a variable time. The power
in this case is set to approximately 50μW, the EOM is switched on and the AOM
frequency is set to be resonant with the 2S1/2, F = 1 ↔ 2P1/2, F = 1 transition. The
ion ﬂuorescence is then detected after applying the 369 nm light for 1.5ms, where
the power is set to approximately 2.6μW, the EOM is switched oﬀ and the AOM
frequency is set to resonance. The average number of photons detected after such an
experiment is then obtained by repeating the experiment multiple times. The result
∗written by Dr. Kim Lake and discussed in Ref. [59].
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Fig. 2.15 Histograms of detected photons after preparing a single ion in the state |0〉
(black) or the state |0′〉 (red) and detecting for 0.7ms. Each histogram is the result of
5000 repetitions. The data is ﬁtted with a Poissonian function given in Eq. 2.25, with
mean photon values of μdark = 0.3 for the dark measurement and μbright = 9.9 for the
bright measurement. The slight deviations from Poissonian shapes of the histograms
are attributed to oﬀ-resonant coupling of the 369 nm detection beam as discussed
in the text. Setting a threshold of 2 photons (dashed grey line), the probabilities
to measure the correct state are P (dark|0) = 0.986 and P (bright|0′) = 0.950, and
therefore the detection ﬁdelity is 0.968.
is shown in Fig. 2.14, and it can be seen that the population reaches a steady state
after approximately 2μs. Ideally there would be zero average photons recorded at
this point. The excess photons are attributed to background scatter of the 369 nm
laser on the trap electrodes, while the oﬀ-resonant coupling of the 369 nm laser is
considered negligible for this detection time.
To characterise the detection, ﬁrstly the ion is prepared in |0〉 by applying the
369 nm light with the EOM switched on for a time greater than the time to reach
the steady state as measured in the previous experiment. The state is then detected
and the experiment is repeated several times, allowing a histogram of the number of
photons detected to be recorded. Secondly the same experiment is repeated, except
that after preparation in |0〉 a microwave ﬁeld transfers the population to |0′〉. This
is achieved through a coherent process introduced in Sec. 2.2.3 which is discussed in
further detail in the following section. It is estimated that the transfer is achieved
with an inﬁdelity <10−3. The histograms from the two experiments can then be
plotted together, and the overlap between the two indicates the detection ﬁdelity.
The histograms should approximately follow Poissonian statistics if oﬀ-resonant
coupling eﬀects are neglected, and therefore can be ﬁtted with a Poissonian function
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where μ is the mean photon number. A ﬂuorescence detection measurement gives n
photons, and for a threshold t1, if n ≤ t1, the measurement result is dark, whereas
if n > t1, the measurement result is bright. For a given t1, the fraction of events
in which an ion was prepared in |0〉 and was detected as dark, P (dark|0), can be
calculated, as well as the fraction of events in which an ion was prepared in |0′〉
and detected as bright, P (bright|0′). The average of these two numbers is then the
detection ﬁdelity. t1 is chosen to maximise this ﬁdelity. Fig 2.15 shows the result
of such an experiment, giving a detection ﬁdelity of 0.968. This is signiﬁcantly
lower than the threshold required for fault-tolerant quantum computation, and is
mainly limited by the low proportion of scattered photons that are collected by
the imaging system (known as the collection eﬃciency) as well as the background
photons scattered from the trap electrodes. As discussed previously, the 369 nm
light can oﬀ-resonantly couple to other levels in the 171Yb+ ion, causing errors in
detection. The chance of such an event occurring increases with the detection time,
and therefore the detection time should be kept short. However, if only a small
fraction of the photons scattered by the ion are collected, it may be the case that no
photons are detected even when the ion is in the bright state. A larger collection
eﬃciency increases the chance of detecting photons for a given detection time, and
therefore increases the detection ﬁdelity. In Ref. [62], a specially designed optic
was built that achieves a collection eﬃciency of 10%, and using this a detection
ﬁdelity of 0.99915(7) was achieved for the 171Yb+ hyperﬁne levels. Therefore the low
detection ﬁdelity is not a fundamental problem, and future experimental setups will
incorporate optics with higher collection eﬃciencies to remove this limitation.
Assuming that errors in state preparation can be neglected, an experiment such
as that shown in Fig. 2.15 gives a linear map between the probabilities for the ion
to be in the F = 0 or F = 1 manifolds of 2S1/2 and the probabilities for the ion to
be detected as dark or bright. For an experiment that is repeated multiple times,
this map can then be used to infer the state of the ion given a set of dark or bright
measurements. The method to achieve this, as well as the associated error in the
measurement, is discussed in Appendix B.



















Fig. 2.16 Histograms of detected photons after preparing a two ions in the state
|00〉 (black), |0′0〉 (red) or |0′0′〉 (blue) and detecting for 0.7ms. Each histogram
is determined from 5000 repetitions. The data is ﬁtted with Poissonian functions,
with mean photon values of 0.7 for the dark measurement, 11.2 for the bright
measurement and 21.8 for the two bright measurement. Setting the two thresholds
to be 2 and 15 (dashed grey lines), the probabilities to detect the correct state are
P (dark|00) = 0.946, P (1 bright|0′0) = 0.855 and P (2 bright|0′0′) = 0.853, giving a
two ion detection ﬁdelity of 0.885.
Two ion detection
For two ions, there are four possible ﬁnal states that could be detected for which
{F1, F2} = {0, 0}, {0, 1}, {1, 0} and {1, 1}, where Fj is the F quantum number in
the 2S1/2 manifold for ion j. Using a PMT, only the total ﬂuorescence from both ions
can be recorded and with two thresholds, there are three possible detection outcomes;
‘dark’, ‘one bright’ and ‘two bright’. As discussed in Sec. 3.3.1, the addition of a
magnetic ﬁeld gradient to the experimental setup allows the ions to be individually
addressed by microwave and RF ﬁelds, and therefore all four states can be prepared,
but only three can be discriminated. The ﬂuorescence histograms after a detection
event follow Poissonian statistics (Eq. 2.25), for which the mean photon number
μ is the only variable. Therefore the two histograms for the one bright and two
bright events have a signiﬁcantly larger overlap with each other compared to the
dark and one bright histograms. This causes the detection ﬁdelity for two ions to be
much lower than the single ion case. Fig. 2.16 shows the state detection histograms
after preparing the ion in the states |00〉, |0′0〉 and |0′0′〉, giving a detection ﬁdelity
of 0.885. As in the single ion case, the histograms can be used to normalise the
state detection errors from subsequent experiments, allowing the state of the ions
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to be inferred from the measurements. Again, this is discussed in further detail in
Appendix B. The detection ﬁdelity for two ions is much lower than for a single ion
when using a PMT, and as the ion number increases, the overlap between histograms
gets larger and hence the detection ﬁdelity gets worse. Therefore this detection
method is not scalable to a large ion array. To achieve higher ﬁdelities and a more
scalable solution, a CCD camera could be used instead of a PMT, for which the
ions can be spatially resolved. Such a detection method could be implemented using
our experimental setup and is currently being investigated for future experiments.
Alternatively, ions could be shuttled to ‘detection zones’, in which they are detected
away from other ions. This would require microfabricated trapping structures that
allow for ions to be shuttled, separated and recombined and is also being investigated
in the group.
2.5.3 Rabi oscillations
In Sec. 2.2.3, the theory of two hyperﬁne states interacting with an electromagnetic
ﬁeld was described. This theory can be applied to microwave and radio frequency
ﬁelds interacting with the states making up the 2S1/2 manifold in 171Yb+. As
discussed in Sec. 2.3.3, for typical magnetic ﬁelds of ≈ 10G, the resonant frequencies
corresponding to the energy splittings between the states {|−1〉 , |0′〉 , |+1〉} in the
F = 1 sub manifold are in the radio frequency region. Therefore an RF ﬁeld can drive
transitions between these states. Transitions between |0〉 and the three F = 1 states
can be driven using microwave ﬁelds with a frequency near ωhf/2π ≈ 12.6GHz. The
Rabi frequency for a transition between two states |i〉 and |j〉 can be calculated from
the magnetic ﬁeld amplitude of the oscillating ﬁeld, 	B0, as Ωij = 〈j| 	μ · 	B0 |i〉. In our
setup, the microwave and RF ﬁelds are applied using antennae external to the vacuum
chamber and are only coarsely aligned. For this reason, and also due to the potential
interference between the ﬁelds and the trap structure, the magnetic ﬁeld magnitude
and polarisation at the ion position are not well known. The Rabi frequencies for
the diﬀerent transitions are therefore found and optimised experimentally.
Rabi oscillations between hyperﬁne states in 171Yb+ can be implemented using
the RF and microwave setups described in Sec. 2.4.3. To ﬁnd the centre frequency
of a microwave transition, a single frequency microwave pulse with ﬁxed time should
be applied to the ion after preparing in |0〉 using the preparation method described
in Sec. 2.5.2. The frequency of the microwave ﬁeld can then be scanned over a range
near the estimated frequency. Fig. 2.17 shows the result of such an experiment
when a microwave ﬁeld is scanned over the resonance of the |0〉 ↔ |0′〉 ‘clock’
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Fig. 2.17 Top: Population in F=1 after preparing in |0〉 and applying a microwave
ﬁeld near-resonant with the |0〉 ↔ |0′〉 ‘clock’ transition for a time t = π/Ωc, where
Ωc is the Rabi frequency, and varying the detuning δc. Each point is the result of 300
repetitions, where a threshold of 2 photons has been used to discriminate between
the two states and the data has been normalised as discussed in the text. The blue
curve is a ﬁt to the data following Eq. 2.23, which gives a centre frequency compared
to the zero magnetic ﬁeld frequency ωhf of (ω0 − ωhf)/2π = 28.675(3) kHz. Bottom:
After setting the frequency to the centre of the transition determined by the top
graph, the time of the microwave pulse is scanned. The population can be seen to
sinusoidally oscillate between the two states, known as Rabi oscillations. Each data
point consists of 1000 repetitions. The data is ﬁtted with Eq. 2.23 with δc = 0 and
Ωc as the only free parameter. The ﬁt gives Ωc/2π = 679.0(4)Hz.
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transition, with the pulse time set to t = π/Ωc, where Ωc is the Rabi frequency.
The data is ﬁt with a theory curve following Eq. 2.23, giving a centre frequency
(ω0−ωhf)/2π = 28.675(3) kHz. After ﬁnding the centre frequency, a similar experiment
can be performed where the frequency of the microwave ﬁeld is ﬁxed and the pulse
time is varied. This results in Rabi oscillations, also shown in Fig. 2.17. A ﬁt using
Eq. 2.23 gives a Rabi frequency of Ωc/2π = 679.0(4)Hz. It can be seen that there
is almost no decay in the contrast of the Rabi oscillations on the timescale shown
in the ﬁgure. This is due to the fact that the energies of the two states |0〉 and |0′〉
are independent of the magnetic ﬁeld to ﬁrst order, and therefore ﬂuctuations in the
magnetic ﬁeld do not aﬀect the qubit coherences. This is not the case for transitions
involving the magnetic ﬁeld sensitive states |−1〉 and |+1〉, as will be shown in the
following section.
2.5.4 Magnetic ﬁeld noise
Magnetic ﬁeld noise causes dephasing of superpositions of states whose energy
diﬀerence depends on the magnetic ﬁeld. To see this, consider two atomic states |↓〉
and |↑〉. If the energy of the state |↑〉 has a linear dependence on magnetic ﬁeld so
that ↑ = μBB (for gFmF = 1) and the energy of the state |↓〉 is independent of the
magnetic ﬁeld, magnetic ﬁeld noise will have a Hamiltonian
Hnoise = μBΔB(t) |↑〉 〈↑| , (2.26)
where ΔB(t) is an arbitrary time dependent magnetic ﬁeld noise term. To see the
eﬀect of such a Hamiltonian, we can consider a noise function of the form
ΔB(t) = B0 cos(ωf t + φf ). (2.27)
For an arbitrary state |ψ(t)〉 = c↓(t) |↓〉 + c↑(t) |↑〉, the Schrödinger equation with





B0 cos(ωf t + φf )c↑(t),
(2.28)
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with solutions
c↓(t) = c↓(0),
c↑(t) = c↑(0)e−iμBB0 sin(ωf t+φf )/ωf .
(2.29)
If we start in an equal superposition state, where for simplicity we set the initial
phase to zero so that c↓(0) = c↑(0) = 1/
√




|↓〉 + exp(−iμBB0 sin(ωf t + φf )/ωf ) |↑〉
)
. (2.30)
The eﬀect of the noise is therefore an oscillation in the relative phase between the two
qubit states at frequency ωf , phase φf and amplitude μBB0/ωf . If these parameters
are unknown and vary between experiments, the average eﬀect is a dephasing of the
qubit coherences, exponentially reducing the oﬀ-diagonal elements of the density
matrix with a characteristic timescale T2, known as the coherence time.
A simple approximation, known as pure dephasing, is that the oﬀ-diagonal density
matrix elements decay exponentially at a rate Γ = 1/T2. An analytical solution for
the population in |↑〉 after preparing in |↓〉 and applying a resonant ﬁeld for time t















4Ω20 − Γ2. Fig. 2.18 shows the result of an experiment in which a
microwave ﬁeld was applied near resonant with the |0〉 ↔ |+1〉 transition. The
energy of |+1〉 is linearly dependent on the magnetic ﬁeld, and therefore this system
is identical to the one described above. A ﬁt to Eq. 2.31 gives a coherence time of
T2 = 2.2(1)ms.
In a real experimental environment, magnetic ﬁeld noise will typically exhibit a
spectrum that is inversely proportional to frequency. This feature can be utilised to
suppress dephasing with the use of dressed states, where the coupling of the noise to
the atomic states is limited to a speciﬁc frequency bandwidth. This subject is the
focus of chapter 4.
2.5.5 Magnetic ﬁeld drifts
Changes in the magnetic ﬁeld that are slow compared to typical timescales of the
experiments cause the resonant frequencies of transitions involving magnetic ﬁeld
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Fig. 2.18 Population in F = 1 after preparing in |0〉 and applying a microwave ﬁeld
resonant with the |0〉 ↔ |+1〉 transition. Each point consists of 300 repetitions. The
data is ﬁt with Eq. 2.31 with the Rabi frequency and decoherence time as free
parameters, giving Ω+/2π = 6.783(2) kHz and T2 = 2.2(1)ms.
sensitive states to drift. We ﬁnd that on timescales of several minutes to hours, the
transition frequencies of the microwave and RF transitions in the 2S1/2 manifold can
vary by 10s of kHz. One less common feature in our setup compared to a typical
ion trap experiment is that due to the large magnetic ﬁeld gradient, a change in the
position of the ion(s) will also cause the resonant frequencies to shift. It is therefore
diﬃcult to distinguish between magnetic ﬁeld drifts and drifts in the position of the
centre of the trapping potential. One observation is that the transition frequencies
drift by a large amount after initially running the atomic oven. This is possibly
the result of charge build up on the trap electrodes as they are coated with neutral
ytterbium atoms, thereby causing the ion positions to move, and such movement
is also observed on the CCD camera. Smaller frequency drifts however cannot be
observed in this way. Fig. 2.19 shows the result of an experiment where the resonant
frequency of the |0〉 ↔ |+1〉 transition was measured over a period of several minutes
after the oven has been switched oﬀ. It can be seen that the frequency drift reduces
after approximately one hour. Consequently, ions are typically left for around one
hour after trapping before experiments are performed.
Magnetic ﬁeld stabilisation
An experiment that involves several repetitions and steps may last many minutes
or hours. Therefore during the experiment the magnetic ﬁeld may drift, causing
the transition frequencies to change. To prevent this from occurring, a method to
stabilise the magnetic ﬁeld to a transition in one of the ions is used. To achieve
this, a separate experiment is performed between each experimental step in which
the ion is prepared in |0〉 and a weak microwave ﬁeld is applied near resonant with
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Fig. 2.19 Frequency of the |0〉 ↔ |+1〉 transition for a single ion as a function of
time after turning oﬀ the atomic oven. The frequency is measured by scanning the
frequency of the microwave ﬁeld over the transition after applying a pulse of length
equal to the π-time, similar to the experiment shown in Fig. 2.17.





















Fig. 2.20 Left: Plot of the theoretical population in |+1〉 as a function of the detuning
of the microwave ﬁeld from the |0〉 ↔ |+1〉 transition, calculated from Eq. 2.23
with a Rabi frequency Ωs/2π = 3.8 kHz. The magnetic ﬁeld is stabilised to a point
halfway up the side of the peak (indicated by the blue point). Right: Population in F
= 1 after preparing in |0〉 and applying a microwave ﬁeld whose frequency is initially
set to halfway up the Rabi peak where a higher Rabi frequency of Ω+/2π = 20 kHz
has been used and the pulse applied for a time t = π/Ω+ = 25μs. The blue data is
for the case in which the magnetic ﬁeld is unlocked, while the orange data is for the
case where it is stabilised as discussed in the text.
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the |0〉 ↔ |+1〉 transition with a pulse length equal to the π-time. The frequency
of this ﬁeld is set to be detuned from the transition so that the population in |+1〉
is 0.5, which is on the side of the transition peak, as shown in Fig. 2.20. If the
magnetic ﬁeld drifts, the population in |+1〉 will change, which is detected. The
diﬀerence between the detected population and the original population (0.5) is then
calculated, multiplied by a constant factor and sent to a current controller (Delta
Elektronika ES030-5) which controls a small coil placed approximately 30 cm away
from the ion and centred with the z axis of the trap. This allows the magnetic ﬁeld
to be stabilised to the transition frequency. Fig. 2.20 shows the resulting measured
population with and without the magnetic ﬁeld locking. It is estimated that the
magnetic ﬁeld is stabilised to within 0.2mG of the required value.
2.5.6 Maximising the magnetic ﬁeld gradient
As mentioned previously, the permanent magnets creating the magnetic ﬁeld gradient
are only coarsely aligned, and therefore high ﬁeld Helmholtz coils are required to
adjust the magnetic ﬁeld to reduce it to the required value at the ion positions. As
well as adjusting the absolute magnetic ﬁeld, it should also be ensured that the
magnetic ﬁeld gradient is aligned along the axis of the trap. Simulations of the
magnetic ﬁeld show that as well as the desired magnetic ﬁeld gradient in the z
direction, there is also a gradient of approximately 11T/m in the x and y directions.
The gradient in the z direction is largest when only the Bz component of the magnetic
ﬁeld is non-zero, and therefore the ﬁeld in the x and y directions should be minimised.
The magnetic ﬁeld can be measured using a magnetic ﬁeld sensitive transition in the
ion as demonstrated previously, and adjusted in the x and y directions using the x
and y magnetic ﬁeld coils. Fig. 2.21 shows an example experiment where the current
in the x coil is varied and the |0〉 ↔ |+1〉 transition frequency is measured. After
setting this coil current to correspond to the minimum magnetic ﬁeld, the experiment
can be repeated in the y direction after which the magnetic ﬁeld gradient is aligned
along the z axis. The z coil can then be used to adjust the absolute magnetic ﬁeld
felt by the ion to the desired value. The coil currents are typically set between
1 − 2A, corresponding to magnetic ﬁelds of 15 − 30G according to the analysis in
Ref. [57].
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Fig. 2.21 Example data showing the variation of the |0〉 ↔ |+1〉 transition frequency
as a function of the current applied to the Helmholtz coil pair in the x direction.
The magnetic ﬁeld in this direction as well as the y direction should be minimised in
order to align the magnetic ﬁeld gradient with the z axis of the trap.

Chapter 3
Coupling spin and motion with a
magnetic ﬁeld gradient
3.1 Introduction
The oscillations of trapped ions in a shared harmonic trap are strongly coupled
together due to the Coulomb interaction, and can be described in terms of a series
of collective normal modes, as described in Sec. 2.2.2. The collective motion of the
ions can be utilised to implement multi-ion quantum logic, such as the two-qubit
gates required for quantum computing. Since the qubits are stored in the internal
spin states of the ions, the spin and motional states need to be coupled together
to transfer quantum information between them in order to implement such gates.
A common way to achieve this uses the photon momentum k of an oscillating
electromagnetic ﬁeld, where k is proportional to ω, the frequency of the radiation.
The frequencies associated with the energy splittings between the electronic ground
states of trapped ions are in the microwave and radio frequency range, for which the
photon momentum produces a negligible coupling strength between the spin and
motional states. For this reason, for qubits stored within such states, two-photon
Raman transitions using lasers have to be used since the photon momentum is
appreciable. Although this method has been hugely successful for small numbers
of qubits, there are issues with scalability∗ that make it desirable to search for an
alternative coupling mechanism. In this chapter, it will be shown that the addition
of a magnetic ﬁeld gradient to an ion trap provides a spin-motion coupling that is
independent of the frequency of the radiation coupling to the qubit states, as ﬁrst
proposed in Ref. [42] and ﬁrst demonstrated in Ref. [43]. With this, the transitions
∗see chapter 1 for details.
76 Coupling spin and motion with a magnetic ﬁeld gradient
between motional states that are required for multi ion gates can be achieved using
long-wavelength radiation.
3.2 Spin-motion coupling with a single ion
The eﬀect of a magnetic ﬁeld on the energy of a hyperﬁne state of a trapped ion
depends on it’s magnetic moment with quantum number mF . Consider two hyperﬁne
states consisting of |↓〉 with quantum numbers F = 0,mF = 0 and |↑〉 with quantum
numbers F = 1,mF = 1. Neglecting second-order Zeeman eﬀects, the frequency
corresponding to the energy splitting between the two states is therefore given by
ωB = ω0 +μBB/, where ω0 is the frequency splitting in the absence of any magnetic
ﬁeld, B is the magnetic ﬁeld, μB = e/2me is the Bohr magneton and me is the
mass of the electron. The Hamiltonian H0 describing the ion can be split into two
parts HB and Hm, describing the internal and motional states respectively. Deﬁning
the zero point of energy to be halfway between the two states, these Hamiltonian
terms are given by





|↑〉 〈↑| − |↓〉 〈↓|
)
+ μBB |↑〉 〈↑| ,
Hm = νza†a,
(3.1)
where νz is the axial trap frequency and a, a† are the ladder operators for that motional
mode. In this situation, the spin and motional states of the ion are uncoupled and
independent of one another. In the following sections, it will be shown how the states
can be coupled together in the usual method using the photon momentum of an
electromagnetic ﬁeld, and also an alternative method using a magnetic ﬁeld gradient.
3.2.1 Spin-motion coupling with photon momentum
Consider an electromagnetic plane wave of frequency ω propagating in the +z
direction so that 	k ·	z = kz, where 	k is the wavevector with magnitude k = |	k| = ω/c.
The additional Hamiltonian in terms of the internal states of the ion is therefore
H(l) = Ω02
(
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where Ω0 is the Rabi frequency as deﬁned in Sec. 2.2.3 and here we have not made
the magnetic dipole approximation where the kz term in the exponentials can be
neglected. We can write z in terms of the harmonic oscillator ladder operators as
z = ze + q = z0(a + a†), where ze = 0 is the ion’s equilibrium position, q is a small
displacement about the equilibrium position, z0 =
√
/2mνz is the position spread
of the ion’s ground state wavefunction and m is the ion’s mass. We can deﬁne the
Lamb-Dicke parameter ηl = kz0 such that kz = ηl(a + a†), and then go into the







|↑〉 〈↓| ei(ωB−ω)teiφeiηl(a˜+a˜†) + H.c.
)
, (3.3)
where a˜ = ae−iνzt, a˜† = a†eiνzt and we have made a rotating wave approximation that
neglects terms oscillating at ωB +ω. If Ω0 	 νz, the Hamiltonian can be decomposed
into independent transitions between |↓〉 |n〉 and |↑〉 |n + m〉, where m is an integer,
which can be selected by choosing the appropriate detuning δm = ω − (ωB + mνz)







e−iδmteiφ |↑〉 〈↓| ⊗ |n + m〉 〈n| + H.c.
)
, (3.4)
where Ωn,n+m = Ω0 〈n| eiηl(a†+a) |n + m〉 is the Rabi frequency of the transition. The
exponential can then be expanded in powers of ηl. The second order terms contain
factors proportional to η2l n, and so if η2l n 	 1, we can discard terms greater than
ﬁrst order in the expansion, which is known as the Lamb-Dicke regime. With this





e−iδcteiφ |↑〉 〈↓| + eiδcte−iφ |↓〉 〈↑|
)
, (3.5)
which is a carrier transition where δc = δm=0 is the detuning from the carrier and
the Rabi frequency is Ωn,n = Ω0. The ﬁrst order term consists of two parts which
















where δr = δm=−1 and δb = δm=+1 are the detunings from the red and blue sidebands
respectively. The corresponding Rabi frequencies are Ωr = Ωn,n−1 =
√
niηlΩ0 and
Ωb = Ωn,n+1 =
√
n + 1iηlΩ0. These transitions are illustrated in Fig. 3.1.









Fig. 3.1 By setting the frequency of the applied ﬁeld appropriately, the spin state
can be changed along with a change in the motional state. Assuming the spin is
prepared in |↓〉, if the frequency is set to ω = ωB, a carrier transition to |↑〉 is driven
with Rabi frequency Ω0, where the motional state is left unchanged. If the frequency
is set to ω = ωB − νz, a red sideband is driven where the motional state n is reduced
by 1, with a Rabi frequency
√
nηlΩ0. Finally, if the frequency is set to ω = ωB + νz,




The transition rates between diﬀerent spin and motional states can be understood
by considering the overlap between the harmonic oscillator wavefunctions for diﬀerent
Fock states. The transition rate between two states |↓〉 |n〉 and |↑〉 |m〉 for a general
Hamiltonian H is given by the matrix element 〈m| 〈↑|H |↓〉 |n〉. For the interaction
Hamiltonian term H(l)I (Eq. 3.3), the transition rate is therefore proportional
to 〈m| eiηl(a+a†) |n〉 = 〈m|D(iηl) |n〉, where D(α) = eαa†−α∗a is the displacement
operator. This is just the overlap between the Fock state |m〉 and the Fock state
that has been displaced in momentum space by an amount ηl, D(iηl) |n〉. Fig. 3.2
illustrates this overlap for the case that the two motional states are the ground and
ﬁrst excited states. It can be seen that if the displacement is small (i.e. in the Lamb-
Dicke regime), then the overlap between the two wavefunctions is approximately
linear with ηl, which explains the linear dependence of the sideband Rabi frequencies
on ηl. The n dependence of the Rabi frequencies arises from the increase in the
number of nodes in the wavefunctions with increasing n, causing the overlap between
them to be ampliﬁed for a given displacement [63].
We have therefore shown that the spin and motional states of a single trapped
ion can be coupled using the photon momentum of an electromagnetic wave. The
Lamb-Dicke parameter ηl characterises the relative coupling strength between the
carrier and sidebands, and is proportional to the frequency of the oscillating ﬁeld.
For microwave and RF couplings and with typical trap frequencies, the Lamb-Dicke
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Fig. 3.2 Left: plots of the momentum wavefunctions of the ground (black) and ﬁrst
excited (red) Fock states, where the ﬁrst excited state has been displaced by an
amount −ηl. The wavefunctions are plotted in units of the variance of the ground
state wavefunction z0. The blue curve shows the multiple of the two wavefunctions.
It can be seen that when integrating over momentum, the overlap between the two
wavefunctions will be non-zero, indicating that the transition rate between the two
states for a Hamiltonian that gives such a displacement will be non-zero. Right: The
overlap between the two wavefunctions as a function of the displacement ηl (black).
It can be seen that for small ηl, which is equivalent to the Lamb-Dicke regime for the
ground state, the overlap is approximately linear (dashed red line). This explains
the linear dependence of the sideband Rabi frequencies on ηl.
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parameter is negligible. As an example, for the 12.6GHz microwave transition in
171Yb+ and a trap frequency of νz/2π = 500 kHz, we obtain ηl = 2×10−6. Therefore if
this spin-motion coupling mechanism is to be used with hyperﬁne qubits, two-photon
Raman transitions with laser light have to be used. In this case, the Lamb-Dicke
parameter is ηl = Δkzz0, where Δkz = |kz,1 − kz,2| is the diﬀerence wavevector,
which is maximised at 2kz for counter-propagating Raman beams. For the 369 nm
transition in 171Yb+ with the same trap frequency, this gives ηl = 0.26.
3.2.2 Spin-motion coupling with a magnetic ﬁeld gradient
We will now see that a magnetic ﬁeld gradient can couple the spin and motional states
of a trapped ion and give rise to sideband transitions with a relative carrier-sideband
coupling strength that is independent of the frequency of the electromagnetic ﬁeld.
For a magnetic ﬁeld gradient along the z direction, B → B(z) = B0 + z∂zB, where
B0 is the oﬀset magnetic ﬁeld and ∂zB is the magnetic ﬁeld gradient. Expanding
in terms of ladder operators (z = z0(a + a†)), the modiﬁed system Hamiltonian





|↑〉 〈↑| − |↓〉 〈↓|
)
+ μBB0 |↑〉 〈↑| ,
Hm = μB∂zBz0 |↑〉 〈↑| (a + a†) + νza†a.
(3.7)
HB therefore determines the qubit energy splitting due to the constant magnetic
ﬁeld component at the ion’s equilibrium position ze = 0, while Hm describes the
harmonic oscillator and the coupling between the spin and motional states. To see
how the ion’s motional state is aﬀected, we can write the Hamiltonian Hm as the
sum of two parts depending on the spin state as
Hm = H↓m |↓〉 〈↓| + H↑m |↑〉 〈↑| , (3.8)
where the parts are given by
H↓m = 〈↓|Hm |↓〉 = νza†a
H↑m = 〈↑|Hm |↑〉 = μB∂zBz0(a + a†) + νza†a.
(3.9)
In the case of H↓m, the Hamiltonian is that of the usual harmonic oscillator with
eigenstates |n〉 and ground state |n = 0〉. For the case of H↑m, we can introduce new
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operators b and b† with the deﬁnitions [64]
b = a + η,
b† = a† + η,
(3.10)
where we have deﬁned η = μB∂zBz0/νz, allowing H↑m to be re-written as
H↑m = νzb†b − νzη2. (3.11)
This is now in the form of the usual harmonic oscillator with ladder operators b and
b† and a constant shift in eigenenergies by an amount −νzη2. The eigenstates are
|n′〉 and the ground state is |n′ = 0〉. In the position basis the wavefunctions can be
written in terms of a new position coordinate z′, and we can write z′ in terms of z by
expanding in terms of ladder operators and using the known relationships between
a, a† and b, b† as
z′ = z0(b + b†)
= z0
(
a + a† + 2η
)
= z + 2z0η.
(3.12)
Therefore the eﬀect of the gradient is to displace the motional state by an amount
2z0η in the −z direction. This is a similar mechanism to that discussed in Sec. 3.2.1
for the case of spin-motion coupling with photon momentum. In this case however,
the displacement is in position rather than momentum. Furthermore, in the magnetic
ﬁeld gradient case, the coupling is present at all times, unlike the photon momentum
case where the coupling is only present when the ﬁeld is interacting with the ion.
We can write the energy eigenstates |n′〉 in the original Fock state basis |n〉 by using
the fact that b |n′ = 0〉 = 0 and therefore a |n′ = 0〉 = −η |n′ = 0〉. A coherent state
|α〉 is deﬁned as the eigenstate of the annihilation operator a, i.e. a |α〉 = α |α〉, and
therefore |n′ = 0〉 is a coherent state in the original basis with α = −η. A coherent
state can be written as a displaced vacuum state, and therefore we ﬁnd that the
relationship between the original and displaced ground state is
|n′ = 0〉 = D(−η) |n = 0〉 = e−η(a†−a) |n = 0〉 . (3.13)












without magnetic field gradient with magnetic field gradient
Fig. 3.3 Illustration of a simpliﬁed ion consisting of two spin states |↑〉 and |↓〉 and
a motional mode with Fock states |n〉. Left: Without a magnetic ﬁeld gradient,
the spin and motional states are decoupled. Right: If the energy of the state |↑〉 is
magnetic ﬁeld dependent, a magnetic ﬁeld gradient causes the centre of the harmonic
oscillator to be displaced by an amount −2z0η conditional on the spin being in the
state |↑〉, accompanied by a shift in energy −νzη2. The displaced oscillator has
displaced Fock states |n′〉 = D(−η) |n〉.





















)n |n = 0〉
= e−η(a†−a) |n〉 ,
(3.14)
where we have used the fact that b† = e−η(a†−a)a†eη(a†−a)(∗). The excited states of
the displaced oscillator are therefore just the displaced Fock states, as expected. The
Hamiltonian term Hm in Eq. 3.1 can now be re-written in terms of the two harmonic
oscillators as
Hm = νza†a |↓〉 〈↓| + νzb†b |↑〉 〈↑| − νzη2 |↑〉 〈↑| , (3.15)
which is illustrated in Fig. 3.3.
In the above we have seen that a magnetic ﬁeld gradient causes a displacement
∗This can be shown using the identity eXY e−X = Y + [X,Y ] + 12! [X, [X,Y ]] + ...
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of the harmonic oscillator depending on the spin state. The two displaced oscillators
have diﬀerent motional states |n〉 and |n′〉 and operators a, a† and b, b†, which are
related to each other by a displacement operator e−η(a†−a). It would be useful to
deﬁne new spin states for which the harmonic oscillator states are the same. Such a
spin is known as a polaron, which is a quasi-particle that incorporates the harmonic
oscillator displacement when the spin is changed. The polaron spin and motional
states can be deﬁned by the relations
|↓p〉 |np〉 = |↓〉 |n〉 ,
|↑p〉 |np〉 = |↑〉 |n′〉 = e−η(a†−a) |↑〉 |n〉 .
(3.16)
The polaron spin states {|↑p〉 , |↓p〉} and motional states |np〉 cannot be deﬁned in
terms of the original states {|↑〉 , |↓〉 , |n〉} individually, and so all calculations must
explicitly include both the spin and motional states. The polaron ladder operators
are
ap = a |↓〉 〈↓| + b |↑〉 〈↑| = a + η |↑〉 〈↑| ,
a†p = a† |↓〉 〈↓| + b† |↑〉 〈↑| = a† + η |↑〉 〈↑| ,
(3.17)
for which it can be conﬁrmed that the motional operators and states obey the usual













= √np + 1
(
|sp〉 |np + 1〉
)
and [Ip ⊗ ap, Ip ⊗ a†p] = 1, where s refers to
either ↑ or ↓ and Ip = |↑p〉 〈↑p| + |↓p〉 〈↓p|. The full Hamiltonian H0 can then be





|↑p〉 〈↑p| − |↓p〉 〈↓p|
)
+ μBB0 |↑p〉 〈↑p| ,
Hm = νza†pap − νzη2 |↑p〉 〈↑p| ,
(3.18)
where we have used the fact that ∑n |s〉 〈s| ⊗ |n〉 〈n| = ∑np |sp〉 〈sp| ⊗ |np〉 〈np|. In
this basis, the Hamiltonian now looks like a normal two level system decoupled from
the harmonic oscillator, with an extra energy shift on the |↑p〉 state in Hm. It should
be noted that a unitary transformation can be applied for which the polaron spin
and motional states are transformed back to the original basis, known as a polaron
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transformation. The unitary operator is given by
Up = eη(a
†−a)|↑〉〈↑|, (3.19)
for which it can be shown that Up |sp〉 |np〉 = |s〉 |n〉, UpapU †p = a and Upa†pU †p = a†.
Although this transformation simpliﬁes the notation, it should be remembered that
the real decoupled spin and motional states for an ion in a magnetic ﬁeld gradient are
the polaron states and not the usual spin and motional states, which are intrinsically
coupled together. In the following section, it will be shown that by applying an
oscillating ﬁeld near resonant with the qubit transition, transitions between motional
states can be realised using the magnetic ﬁeld gradient.
3.2.3 The eﬀective Lamb-Dicke parameter
We have seen in the previous section that a magnetic ﬁeld gradient couples the
internal and motional states of a trapped ion, however in the appropriate basis, the
system can still be viewed as decoupled spin and motional states. We will now add
an oscillating ﬁeld near resonant with the qubit resonance frequency and it will
be shown that the magnetic ﬁeld gradient can drive motional transitions between
states in the polaron basis. We will neglect the photon momentum terms e±ikz in
the Hamiltonian, implying that the ﬁeld is low frequency (and hence ηl is small).
The eﬀects of a magnetic ﬁeld gradient combined with a ﬁeld that has signiﬁcant










where ω is the frequency of the ﬁeld and φ is the phase. We can write this in the
polaron basis using the identity
|↑〉 〈↓| = ∑
n






p−ap) |↑p〉 〈↓p| ⊗ |np〉 〈np|
= eη(a
†
p−ap) |↑p〉 〈↓p| ,
(3.21)
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where we have used the fact that a = ap − η |↑p〉 〈↑p| and a† = a†p − η |↑p〉 〈↑p| to
























where ωB = ω0 +μBB0/− νzη2 is the resonant frequency of the qubit, a˜p = ape−iνzt,
a˜†p = a†peiνzt and we have made a rotating wave approximation that neglects terms
rotating at ωB +ω. This Hamiltonian is almost identical to that obtained in the case
of spin-motion coupling with photon momentum in Eq. 3.3, where η is analogous to
the Lamb-Dicke parameter ηl and can hence be thought of as an eﬀective Lamb-Dicke
parameter. Unlike the Lamb-Dicke parameter arising from the photon momentum,
the eﬀective Lamb-Dicke parameter is only dependent on the magnetic ﬁeld gradient
and the trap frequency and is independent of the frequency of the radiation. This
makes transitions between motional states possible using long-wavelength radiation.
We can therefore follow the same derivation as for the photon momentum case,
and if we are in the Lamb-Dicke regime for the eﬀective Lamb-Dicke parameter,






















The corresponding Rabi frequencies for the sidebands are therefore Ωr = Ωnp,np−1 =√
npηΩ0 and Ωb = Ωnp,np+1 =
√
np + 1ηΩ0. There are two small diﬀerences between
the photon momentum and magnetic ﬁeld gradient cases. The ﬁrst is a global phase
diﬀerence of i for the sidebands between the two cases, and also a relative phase
of −1 between the two sideband terms which is only present in the magnetic ﬁeld
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gradient case. These phases can easily be compensated for if required by adjusting
the phase of the ﬁeld. The second is a shift in the resonant frequency of all of the
transitions by an amount −νzη2. For typical parameters this shift is small, and in
practice the resonant frequencies are found experimentally and so the shift goes
unnoticed.
Applying a driving ﬁeld therefore allows for transitions between the polaron spin
states |↓p〉 and |↑p〉 with no change in polaron motional state, as well as transitions
that change the spin and motional states by one quanta by setting the detuning
to either be resonant with the carrier frequency, or detuned by ±νz. The relative
coupling strength of the sidebands to the carrier is given by the eﬀective Lamb-Dicke
parameter η = μB∂zBz0/νz, which is proportional to the magnetic ﬁeld gradient,
as well as the square root of the phonon number np. We can apply the polaron
transformation Up to each of the Hamiltonians given in this section, which allows us
to drop the p subscripts in the states and operators.
3.2.4 Driving motional sidebands with microwaves
To demonstrate spin-motion coupling with 171Yb+ in our magnetic ﬁeld gradient setup,
an ion is ﬁrst prepared in |0〉, after which a microwave ﬁeld is applied to couple the
|0〉 ↔ |+1〉 transition with frequency ωμw = ωB+δμw, where ωB = ω0+μBB0/−νzη2
and δμw is the detuning from the carrier. By scanning δμw over a range covering ±νz,
peaks corresponding to the three terms in Eq. 3.24 should be observed, with the
replacements |↓p〉 → |0〉 and |↑p〉 → |+1〉.
Fig. 3.4 shows the result of such an experiment, where the trap frequency has
been set to νz/2π = 265 kHz, giving an eﬀective Lamb-Dicke parameter of η = 0.013.
This gives an extra frequency shift due to the gradient of −νzη2/2π = −46Hz. The
carrier Rabi frequency is Ω0/2π = 62.7 kHz, giving relative sideband Rabi frequencies√
nηΩ0 =
√
n× 2π × 0.83 kHz. For a pulse time of 200μs, the three peaks are clearly
visible, thereby demonstrating spin-motion coupling with long-wavelength radiation
using a magnetic ﬁeld gradient. Since the ion has only been Doppler cooled, it is in
a thermal state with mean phonon number n¯. By summing the probabilities to make
a transition for each n level and weighting them according to a thermal distribution,
n¯ can be estimated. This procedure is discussed in more detail in Sec. 5.3. We ﬁnd
that n¯ ≈ 60.
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Fig. 3.4 Probability of exciting an ion to F=1 as a function of frequency for a 200μs
microwave pulse, clearly showing the resolved motional sidebands due to the magnetic
ﬁeld gradient. The sideband peaks are separated in frequency from the carrier by
the secular frequency νz/2π = 265 kHz minus a Stark shift of approximately 7.4 kHz.
The additional structure in the carrier peak is due to the fact that the pulse time is
longer than the π-time of 7.8μs, and can be seen from Eq. 2.23. The orange curve
is the sum of the carrier envelope given by Ω20/
√
Ω20 + δμw with the sideband terms
(discussed in Sec. 5.3) for n¯ = 60. The grey curve shows the ﬁne structure of the
carrier from Eq. 2.23, which is randomly sampled by the data due to the large step
size and therefore unresolved.
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3.3 Multiple ions in a magnetic ﬁeld gradient
The theory presented in the previous sections describes a single ion in a magnetic
ﬁeld gradient. When extending this theory to multiple ions in a linear string, there
are some extra features that are not present in the equivalent photon momentum
case. The ﬁrst is individual addressing in frequency space, which is immediately
apparent for qubits with magnetic ﬁeld dependent energy splittings that have diﬀerent
positions in a magnetic ﬁeld gradient. A less apparent feature is an undriven Ising-
type spin-spin coupling between each ion pair due to the gradient. This coupling can
be used to create entangled states of multiple ions and has been used to implement a
CNOT gate between nearest-neighbour and next-nearest-neighbour ions [44]. In this
section, the theory of multiple ions in a magnetic ﬁeld gradient will be presented.
It will be shown that as well as individual addressing of qubits, the gradient allows
transitions between the ions’ internal states and the shared normal modes of the
ion string to be implemented, providing a basis for ions to communicate with one
another which can be used to implement multi ion quantum logic gates and create
entangled states.
3.3.1 Individual addressing
As discussed in 2.2.2, a string of ions at time t have positions zj in the z direction,
where j = 1, ..., N is the ion number. The positions can be written as zj ≈ zej + qj,
where zej are the equilibrium positions and qj are small displacements about the
equilibrium. Considering only the equilibrium positions for now and neglecting the













|↑j〉 〈↑j| . (3.25)
The second term is a site-dependent energy shift of the qubit states, where the shift
between a pair of ions i and j is proportional to the distance between them |zej − zei |
and the gradient ∂zB. The qubit resonant frequencies are therefore given by







An oscillating ﬁeld can be made to interact with only one qubit at a time by tuning
the frequency ω near to ωj, as long as the Rabi frequency Ω0 is much less than the
frequency diﬀerence between the transitions |ωj − ωi| for all i, j, as illustrated in Fig.
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3.5.
To demonstrate this, we performed an experiment on two ions in which the
frequency of a microwave ﬁeld near resonant with the |0j〉 ↔ |+1j〉 transition is
varied. The result is shown in Fig. 3.5, and it can be seen that the transition
frequencies for the two ions are well separated. A ﬁgure of merit for individual
addressing is the cross-talk, which characterises the eﬀect of driving a transition in
one ion on the other ions in a string. The cross-talk can be calculated as the amount
of population transferred in a neighbour ion when a resonant pulse is applied to
a given ion for a time t after preparing all ions in the state |↓j〉. The amount of
population transferred can be found from Eq. 2.23 to be










where |δij| = |ωi − ωj| is the frequency diﬀerence between the ﬁeld, which is set
to be resonant with ion i, and the resonant frequency of the neighbouring ion j.
Since we may want to apply pulses of arbitrary length in time, we can simply
take the time average of Eq. 3.27 as the cross-talk parameter, which is therefore
Cij = Ω20/2(Ω20 + |δij|2) ≈ Ω20/2|δij|2, where the approximation holds for |δij|  Ω0.
For our experiment, the cross-talk value obtained is C12 = 2.7 × 10−4. In Ref. [65],
individual addressing of an 8 ion string was demonstrated with a cross-talk < 10−5
using this method.
Although the cross-talk gives an indication of how well the qubits can be addressed,
it depends on the Rabi frequency Ω0, which can in theory be set to any value, thereby
giving any cross-talk value. In practice, the Rabi frequency should be high enough
to enable high-ﬁdelity gates to be performed on all qubits, which is achievable if
the π-time tπ is much less than the coherence time of the transition. A better
parameter to characterise the individual addressability could then be the maximum
Rabi frequency achievable for a given cross-talk error, which is given by
Ωijmax =
√√√√2Cij|δij|2
1 − 2Cij . (3.28)
For a desired cross-talk of C12 = 10−4 between two ions using the same parameters as
in Fig. 3.5, the maximum achievable Rabi frequency is therefore Ω12max/2π = 38.3 kHz.
This measurement can also be used to infer the magnetic ﬁeld gradient. An
additional measurement of the trap frequency is performed using the method discussed
in Sec. 2.5.1, which allows the ion spacing to be calculated using Eq. 2.7 to be
Δz = 8.365(2)μm. Neglecting the second-order Zeeman shift, the magnetic ﬁeld
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Fig. 3.5 Top: A magnetic ﬁeld gradient gives rise to site-dependent energy shifts for
magnetic ﬁeld dependent states. In 171Yb+, the |+1j〉 and |−1j〉 states have ﬁrst
order Zeeman shifts and therefore a transition between |0j〉 ↔ |+1j〉 will have a
diﬀerent resonant frequency for each ion j. Bottom: The probability to drive the
|0〉 ↔ |+1〉 transition for two ions trapped in a magnetic ﬁeld gradient. The blue
line is a theory curve describing the sum of the two transition probabilities following
Eq. 2.23, with a Rabi frequency of Ω0/2π = 66.7 kHz. The centre frequencies of the
curve are ﬁt to the data, giving a frequency diﬀerence of Δω+/2π = 2.8679(5)MHz.
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We therefore ﬁnd ∂zB = 24.50(1)T/m∗.
3.3.2 Generalising spin-motion coupling to multiple ions
We now consider the ion displacements qj in the z direction. As described in
Sec. 2.2.2, the motional states of a string of trapped ions can be described in
terms of a series of normal modes. The normal modes have frequency νk, where







k), where z0k =
√
/2mνk, ak, a†k are the ladder operators for
the mode k and Sjk are normal mode coeﬃcients, as described in Sec. 2.2.2. With
these deﬁnitions, the Hamiltonian term Hm in Eq. 3.7 can be generalised to the


























where we have deﬁned the generalised eﬀective Lamb-Dicke parameter, describing
the coupling between ion j and normal mode k, as ηjk = SjkμB∂zBz0k/νk. In the
multi-ion case, there are many possible displacements of the harmonic oscillator
depending on the motional mode and spin conﬁguration. The displaced ladder
operators are therefore bjk = ak + ηjk and b†jk = a
†
k + ηjk and the generalised polaron
states are then given by
|↓p,j〉 |np,k〉 = |↓j〉 |nk〉 ,
|↑p,j〉 |np,k〉 = e−ηjk(a
†
k
−ak) |↑j〉 |nk〉 ,
(3.31)
∗this value disagrees slightly with a previously measured value where a Stark shift was not
taken into account when measuring the trap frequency.
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ak |↓j〉 〈↓j| + bjk |↑j〉 〈↑j| = ak +
N∑
j=1




a†k |↓j〉 〈↓j| + b†jk |↑j〉 〈↑j| = a†k +
N∑
j=1
ηjk |↑j〉 〈↑j| .
(3.32)








































k=1 νkηikηjk. The Hamiltonian term in this form is equivalent to
the single ion case in Eq. 3.18, except that the energy shift on each ion is now
summed over all modes and there is an added third term that, rather than just
giving individual energy shifts to each ion, now gives collective pairwise energy shifts,
thereby coupling ions together. This is a type of spin-spin coupling and will be
discussed further in the next section. For now, however, we will ignore this term and
consider the eﬀect of applying an oscillating ﬁeld to the ion string. Note that just
as in the single ion case, we can apply a polaron transformation that allows the p







ηjk(a†k − ak) |↑j〉 〈↑j|
]
. (3.34)
An oscillating ﬁeld can be used to drive transitions between any of the spin states
and motional modes by setting the appropriate frequency and amplitude. To see
this, we can consider a Hamiltonian identical to Eq. 3.20, which only couples to
one of the qubits j, with the others being neglected as oﬀ-resonant, which is a good
approximation if Ω0 	 |ωj − ωi| for all i∗. We can then follow a similar derivation
as in the single ion case. The Hamiltonian can be written in the polaron basis using
∗It should also be ensured that |ωj − ωi|  νk for all i, j, k, which is satisﬁed for typical
parameters with a reasonably sized magnetic ﬁeld gradient.
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the identity








































Ignoring the spin-spin coupling term in Hm, we can transform to the interaction

















where a˜†p,k = a
†
p,ke





is similar to the single ion version in Eq. 3.23, except that there is now a summation
over all normal modes. The ladder operators for each mode are rotating at frequency
νk, and as each mode has a diﬀerent frequency, the transitions are spectrally separated.
Therefore as long as Ω0 	 |νk − νk±1|, each mode k can be addressed individually.
A transition between |↓p,j〉 |np,k〉 and |↑p,j〉 |np,k + m〉, can be selected by choosing





e−iδj,k,mteiφ |↑p,j〉 〈↓p,j| ⊗ |np,k + m〉 〈np,k| + H.c.
)
, (3.38)
where Ωjnp,k,np,k+m = Ω0 〈np,k| eηjk(a
†
p,k
−ap,k) |np,k + m〉. Assuming that we are in the
eﬀective Lamb-Dicke regime so that η2jknp,k 	 1 and expanding the exponential in
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e−iδj,cteiφ |↑p,j〉 〈↓p,j| + eiδj,cte−iφ |↓p〉 〈↑p|
)
, (3.39)
where δj,c = δj,k,m=0. We then get a red and blue sideband term for each ion j and
















where δj,k,r = δj,k,m=−1 and δj,k,b = δj,k,m=+1.
We have therefore seen that by adding a magnetic ﬁeld gradient to a multi ion
string, we can drive carrier and sideband transitions between any ion j and any
normal mode k using an oscillating ﬁeld, where the coupling strength is independent
of the ﬁeld’s frequency. This is equivalent to the case of photon momentum, except
that in the latter case the qubit resonant frequencies are the same and therefore a
carrier or sideband transition will be resonant for all ions in the string. Therefore
any experiments designed for or demonstrated with photon momentum spin-motion
coupling can now be implemented using a magnetic ﬁeld gradient and long-wavelength
radiation.
We can demonstrate the coupling between the spin and motional states of two
ions in a similar way to the single ion case. First the ions are prepared in |00〉,
after which a microwave ﬁeld is applied to couple the |01〉 ↔ |+11〉 transition with
frequency ωμw = ω′1+δμw, where ω′1 = ω1−ν1η211−ν2η212. From Sec. 2.2.2, the normal
modes for two ions are the centre of mass (COM) mode with frequency ν1 = νz
and the stretch mode with frequency ν2 =
√
3νz. The normal mode coeﬃcients Sjk
describe the relative ion motion and amplitude for mode k, and are equal for the
COM mode as S11 = S21 = 1/
√
2, and equal and opposite for the stretch mode as
S21 = −S22 = −1/
√
2. We therefore ﬁnd that ω′1 = ω1 − (μB∂zB)2/3mν2z .
Fig. 3.6 shows the result of an experiment in which the microwave ﬁeld detuning
δμw is scanned over a range including ±
√
3νz, which covers all 5 transitions including
the red and blue sidebands for both the COM and stretch modes and the carrier.
The trap frequency is set to νz/2π = 265 kHz and the relevant eﬀective Lamb-Dicke
parameters for ion 1 are therefore η11 = 0.009 and η12 = 0.004.
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Fig. 3.6 Probability for either ion to be in F=1 as a function of the detuning
δμw of a microwave ﬁeld applied for 200μs near resonant with the |01〉 ↔ |+11〉
transition. Spaced equally either side of the centre carrier peak are the two COM
mode sidebands with frequency ν1 = νz = 2π × 265 kHz, which are Stark shifted
towards the carrier by approximately 9 kHz, as well as the two stretch mode sidebands
with frequency ν2 =
√
3νz = 2π × 459 kHz, which are Stark shifted towards the
carrier by approximately 5 kHz. The orange curve is the sum of the carrier envelope
Ω20/
√
Ω20 + δ2μw with the sideband terms (Sec. 5.3) for n¯c = 60 and n¯s = 40, which
correspond to approximately twice the Doppler temperatures predicted for these
modes (see chapter 5). The grey curve shows the ﬁne structure of the carrier from
Eq. 2.23, which is randomly sampled by the data due to the large step size and
therefore unresolved.










ion 1 ion 2
(b)
Fig. 3.7 For a two ion spin system, the energies of the collective spin states form a
diamond structure as shown in (a). The spin-spin coupling term arising from the
magnetic ﬁeld gradient reduces the energy of the state |↑↑〉 by an amount −2J .
This can be viewed as a conditional energy shift on one of the ions as shown in (b).
For example, if ion 1 is in the state |↑〉, the energy splitting between the spin states
of ion 2 is 2J less than if ion 1 is in the state |↓〉. Therefore if ion 2 is prepared
in an equal superposition state and left for a time t = π/2J , the superposition will
acquire a π phase shift only if ion 1 is in the state |↑〉.
3.3.3 Spin-spin coupling














where we have now performed the polaron transformation to drop the p subscripts.
This coupling between ion pairs can be used to perform conditional quantum logic
and thereby generate entangled states. To see this, consider two ions in a magnetic
ﬁeld gradient, as illustrated in Fig. 3.7. The unitary evolution for the Hamiltonian
Hss is then given by
Uss(t) = eiHsst/ = e−2iJt|↑↑〉〈↑↑|, (3.42)
where we have deﬁned J = J12 = J21. By evolving this interaction for a time
t = π/2J , the phase of the state |↑↑〉 will be ﬂipped by e−iπ = −1. A CNOT gate
can then be formed by placing the spin-spin interaction between two π/2 carrier
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2 ,φ=π−−−−→ |↑↓〉 ,
(3.43)
which is the truth table for a CNOT gate with ion 1 as the control qubit and ion
2 as the target. This gate has been demonstrated experimentally in Ref. [44] with
a ﬁdelity of 0.64(5). The main error source in this implementation was dephasing
of the qubit states due to magnetic ﬁeld noise in the lab. Coherence times of
qubits formed of two states with diﬀerent magnetic moments, as required for the
magnetic ﬁeld gradient scheme, are typically around 1ms, whereas in Ref. [44] with
∂zB ≈ 19T/m and νz/2π = 123.5 kHz, the nearest-neighbour coupling strength in
a three ion string was measured to be J12/2π = 32.9Hz. To acquire the correct
amount of phase to implement a CNOT gate, the interaction must therefore be
evolved for t = π/2J12 = 7.6ms, which is almost an order of magnitude longer than
the coherence time. Although pulsed dynamical decoupling sequences can be applied
to extend the coherence time of these qubits and hence increase the gate ﬁdelity [66],
high ﬁdelity gates in the fault tolerant regime are not achievable using the spin-spin
coupling with this magnetic ﬁeld gradient. In our case the gradient of ≈ 24T/m is
not large enough to reach the potential of high ﬁdelities, and therefore this scheme
was not chosen to be used. Since J ∝ η2 ∝ (∂zB)2, the achievable gate ﬁdelity
scales favourably when increasing the magnetic ﬁeld gradient, and so this scheme
may be comparable to other schemes for ion traps that incorporate larger magnetic
ﬁeld gradients. As an example, for a two ion string in a magnetic ﬁeld gradient of
∂zB = 150T/m and a trap frequency of ν/2π = 150 kHz, J12/2π = 1.9 kHz and
therefore the interaction time is t = π/2J12 = 130μs.
An alternative way to implement two-qubit quantum gates is to use sideband
transitions in a similar way to the gates performed using lasers. The theory and
experimental realisation of such a gate will be presented in Chapter 6. Importantly,
the sideband coupling arising from the magnetic ﬁeld gradient presented in the
previous sections can be used with dressed states, which allow the coherence time
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of the qubits to be extended by several orders of magnitude, and are discussed in
Chapter 4. When driving such carrier or sideband transitions, the spin-spin coupling
term is unwanted and can therefore be an error source. The eﬀect of this term should
therefore be considered and will be discussed further in Chapter 4, where it will be




A magnetic ﬁeld gradient produces a coupling between the internal and motional
states of trapped ions when the internal states have diﬀerent magnetic moments.
However, states with diﬀerent magnetic moments are also sensitive to magnetic ﬁeld
noise, causing dephasing of superpositions. This can be problematic for implementing
high-ﬁdelity quantum operations where states are required to maintain coherence for
times much longer than the operation times (here an operation could for example
represent a series of gates, an algorithm or a quantum simulation). By dressing the
states with electromagnetic ﬁelds, an energy splitting is created between superposition
states. This turns the eﬀect of magnetic ﬁeld noise into a resonant eﬀect, where only
noise with frequency near the energy splitting can couple to the system. The eﬀect
of noise is thereby greatly reduced, while the magnetic ﬁeld gradient scheme can still
be used. Using dressed states to protect against magnetic ﬁeld noise in 171Yb+ was
ﬁrst demonstrated by Timoney et al. in Ref. [47], while other dressed state schemes
have also been used for reducing decoherence such as in Refs. [67–70]. A simpler
scheme for manipulating a 171Yb+ dressed-state qubit was then presented in Ref.
[71], which forms the background for this work. In this chapter the theory of dressed
states for two- and three-level systems is presented and it is shown how these states
protect against magnetic ﬁeld noise. A scheme to create dressed states in 171Yb+
is presented and a method to prepare and detect these states in one and multiple
ions is demonstrated. Finally, lifetime and coherence measurements are performed
and it is shown how the coupling between the internal and motional states from the










Fig. 4.1 Two levels |↓〉 and |↑〉 are dressed by a single ﬁeld with Rabi frequency Ω0
and detuning δ. In the interaction picture this system comprises two dressed states
|d〉 and |u〉 separated in frequency by an amount Ωδ =
√
Ω20 + δ2.
4.2 Dressed state theory
A dressed state is an eigenstate of the Hamiltonian which describes an atomic system
being driven by near-resonant electromagnetic ﬁelds. In this section, a theoretical
description of dressed states for two- and three-level systems will be presented and it
will be shown how dressed states have a reduced sensitivity to magnetic ﬁeld noise.
4.2.1 Dressing a two-level atom
The simplest dressed system comprises a two-level atom interacting with a single
near-resonant ﬁeld. The dynamics of such a system has already been considered in
Sec. 2.2.3, however here we will take an alternative approach. For atomic states
deﬁned as |↓〉 ≡ (0, 1)T and |↑〉 ≡ (1, 0)T , the Hamiltonian term in the interaction





|↑〉 〈↓| e−iδteiφ + |↓〉 〈↑| eiδte−iφ
)
, (4.1)
where δ is the detuning and φ is the phase, as shown in Fig 4.1. Now rather than
solve the Schrödinger equation for this Hamiltonian as shown in Sec. 2.2.3, we can
instead transform to a rotating frame for which the Hamiltonian is time independent
and ﬁnd the eigenstates and eigenenergies. This can be achieved by moving to an
interaction picture with respect to Hδ = δ |↑〉 〈↑|, giving







|↑〉 〈↓| eiφ + |↓〉 〈↑| e−iφ
)
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The eigenstates of this Hamiltonian are
|u〉 = Ω0√
Ω20 + (δ − Ωδ)2
(




Ω20 + (δ + Ωδ)2
(




where we have deﬁned Ωδ =
√
















and Eq. 4.2 can then be re-written in terms of the dressed states as








|u〉 〈u| − |d〉 〈d|
)
. (4.5)
The energies of the dressed states and the populations in |↑〉 and |↓〉 as a function
of detuning are plotted in Fig. 4.2. In the case that the driving ﬁeld is resonant

























Since the Hamiltonian H ′dr is time independent in this interaction picture, it becomes
































Fig. 4.2 Top: Eigenenergies of the Hamiltonian given in Eq. 4.2 as a function of the
detuning δ of the driving ﬁeld in units of the Rabi frequency Ω0. The dashed lines
show the energies for the case where Ω0 = 0, which are equal to u = 0, d = −δ
in this interaction frame. An avoided crossing is present when Ω0 = 0, which has a
maximum energy gap equal to Ω0 at δ = 0. Bottom: Populations of the states |↓〉
and |↑〉 making up the dressed state |u〉 as a function of δ (The populations making
up |d〉 are exactly opposite). In the limit |δ|  Ω0, the eigenstates are just the
un-dressed states |↑〉 and |↓〉, while at δ = 0, the eigenstates are the superposition
states (|↓〉 ± eiφ |↑〉)/√2.
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and with δ = 0, the time evolution is









We can then calculate the probability to be in the state |↑〉 = (|u〉 − |d〉)/√2 to be
P↑(t) = | 〈↑ |ψ(t)〉 |2 = sin2(Ω0t/2), (4.8)
which indicates Rabi oscillations between the two bare states |↓〉 and |↑〉, in agreement
with Eq. 2.23.
Arbitrary states and operators can be transformed between the bare state basis
{|↑〉 ≡ (1, 0)T , |↓〉 ≡ (0, 1)T} and the dressed state basis {|u〉 ≡ (1, 0)T , |d〉 ≡ (0, 1)T}









where the matrix elements are deﬁned by |u〉 = k↑u |↑〉+k↓u |↓〉 and |d〉 = k↑d |↑〉+k↓d |↓〉,
which can be found from Eq. 4.3. An arbitrary state in the bare state basis |ψ〉 can
then be transformed to the dressed basis as |ψdr〉 = U †dr |ψ〉 and an arbitrary operator
Oˆ can be transformed to the dressed basis as Oˆdr = U †drOˆUdr. Similarly, arbitrary
states and operators in the dressed basis can be transformed to the bare state basis
as |ψ〉 = Udr |ψdr〉 and Oˆ = UdrOˆdrU †dr respectively.
To see how dressed states protect against magnetic ﬁeld ﬂuctuations, we can
write the noise Hamiltonian in Eq. 2.26 (Hnoise = μBΔB(t) |↑〉 〈↑|) in the dressed
basis using the unitary transformation Udr to give
H ′noise = U
†













If we again consider noise of the form ΔB(t) = B0 cos(ωf t + φf ), we can go into the
interaction picture with respect to the dressing Hamiltonian Hdr (Eq. 4.5). With the
condition that the amplitude of the magnetic ﬁeld noise satisﬁes μBB0/ 	 Ω2δ/Ω0,
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we can make a rotating wave approximation that neglects terms oscillating at ωf +Ωδ,
giving a transformed noise Hamiltonian












For the resonant case δ = 0, the ﬁrst term in Eq. 4.11 is zero, and the Hamiltonian
reduces to




|u〉 〈d| e−i(ωf −Ω0)te−iφf + |d〉 〈u| ei(ωf −Ω0)teiφf
)
. (4.12)
This Hamiltonian is analogous to the two-level Rabi Hamiltonian in Eq. 2.16, and
therefore the eﬀect is to drive Rabi oscillations between the dressed states |u〉 and
|d〉 when the noise frequency ωf is close to the frequency splitting Ω0. In the case
that |ωf − Ω0|  μBB0/, the noise will have a negligible eﬀect. This results in a
large suppression of the eﬀect of noise on the dressed-state qubit {|d〉 , |u〉} compared
to the un-dressed qubit {|↓〉 , |↑〉}, as most of the noise frequencies will be decoupled.
Furthermore, due to the fact that the noise amplitude generally scales as 1/ωf ,
increasing the value of Ω0 will reduce the eﬀects further. For the case that the
dressing ﬁeld is oﬀ-resonant, the ﬁrst term in Eq. 4.11 will be non-zero. This term is
analogous to the noise term in the original basis {|↓〉 , |↑〉}, and therefore allows the
noise to couple to the qubit with no frequency dependence. The fraction of noise
that can couple to the qubit compared to the un-dressed case is given by δ/Ωδ. This
gives a simple method to calculate the accuracy with which the detuning needs to be
set in order to suppress noise to a given level. As an example, to achieve 10% of the
eﬀect of noise compared to the un-dressed case, the detuning should approximately
satisfy δ = Ω0/5. In the limit |δ|  Ω0, the second term in Eq. 4.11 goes to zero,
and the noise can fully couple to the qubit as in the un-dressed case.
Stark shifts
When δ  Ω0, the dressed states |u〉 and |d〉 are nearly the same as the bare
states |↑〉 and |↓〉, with energy splitting almost equal to the un-dressed case. In
this case, it is often approximated that the dressed and bare states are equal, and
that the energy of the states has been slightly shifted, known as a Stark shift. The
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Stark shift can be found from the dressed state energies u = (−δ + Ωδ)/2 and
d = (−δ − Ωδ)/2. In the far detuned case, these shifts can be approximated to be
u ≈ Ω20/4δ and d ≈ −Ω20/4δ, and therefore the total energy diﬀerence between
the states is shifted by Δ = u − d ≈ Ω20/2δ. Stark shifts need to be taken into
account when driving sideband transitions, where the applied ﬁelds are far detuned
from the carrier transition, causing Stark shifts. This is particularly important in
chapter 6, where Stark shifts due to the interaction of the two-qubit gate ﬁelds can
lead to errors in the gate.
4.2.2 Adding an auxiliary state
We now consider the eﬀect of adding an auxiliary state |a〉 that is not part of the
dressed system. Coupling this state to either |↑〉 or |↓〉 provides a useful method
to transfer population in and out of the dressed states (see Fig. 4.3). To see this,
we can look at the Hamiltonian describing a ﬁeld near resonant with the |a〉 ↔ |↑〉
transition, which after transforming to the interaction picture with respect to the





|↑〉 〈a| e−iδateiφa + |a〉 〈↑| eiδate−iφa
)
, (4.13)
where δa is the detuning from resonance and Ωa is the Rabi frequency for this
transition. Rotating to the interaction picture with respect to Hδ = δ |↑〉 〈↑| and
transforming to the dressed basis, this becomes








(k↑u)∗ |u〉 + (k↑d)∗ |d〉
)




We can then go to the interaction picture with respect to the dressing Hamiltonian

















From this equation, it can be seen that as long as Ωa 	 Ωδ, a transition between
|a〉 and either of the two dressed states can be achieved by setting δa appropriately.
Setting the detuning to δa = (δ + Ωδ)/2 implements a transition to |u〉 with Rabi
frequency (k↑u)∗Ωa, while setting δa = (δ − Ωδ)/2 implements a transition to |d〉 with











|i ? ?a ???ant er ai cenot  pnceuar
Fig. 4.3 Top: An auxiliary state |a〉 is coupled to |↑〉 with Rabi frequency Ωa and
detuning δa. In the interaction picture this allows |a〉 to be coupled to either of the
two dressed states for the appropriate detuning. This provides a useful method for
transferring population in and out of the dressed states. Bottom: Each blue curve
gives the sum of the probabilities to be in the state |u〉 and |d〉 as a function of of δa,
for diﬀerent values of the dressing ﬁeld detuning δ. The ﬁelds are applied for a time
t = π
√
2/Ωa, corresponding to the π-time for a transition to |u〉 or |d〉 when δ = 0.
The solutions neglect interference eﬀects between the two transitions, which is a
good approximation as long as the diﬀerence in frequency between the two peaks is
much greater than their widths. For δ = 0, the two dressed state peaks are separated
by Ω0, while for |δ|  0, the single two-level transition peak of the undressed system
is recovered.
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Rabi frequencies are Ωa/
√
2 and the two transitions are separated by Ω0. Plots
of the probability to transfer to either |u〉 or |d〉 as a function of δa for diﬀerent
values of δ are plotted in Fig. 4.3. It can be seen that in the far detuned limit, the
single transition peak corresponding to a transition between the two bare states is
recovered.
4.2.3 Dressed states with three levels
A drawback with the two level dressed system is that although the magnetic ﬁeld
noise is decoupled, the dressed state energies depend on Ω0, and therefore any noise
in the dressing ﬁeld Rabi frequency will couple directly to the states. The eﬀect of
such amplitude noise can be described in the same way as the magnetic ﬁeld noise
in Sec. 2.5.4 with the states {|↓〉 , |↑〉} replaced with {|d〉 , |u〉} and the replacement
μBB0/ → Ωδ/2. By dressing three states with two ﬁelds, a dressed state is formed
whose energy is independent of the Rabi frequencies, and is therefore protected from
both magnetic ﬁeld and Rabi frequency noise, as will be shown in the following.
Consider three states |0〉 ≡ (0, 0, 1)T , |1〉 ≡ (0, 1, 0)T and |2〉 ≡ (1, 0, 0)T in a
V-type conﬁguration as shown in Fig. 4.4. Two ﬁelds couple the |0〉 ↔ |1〉 and










|2〉 〈0| e−iδ2teiφ2 + H.c
)
. (4.16)
In a similar way to the two level case, this Hamiltonian can be made time independent
by transforming into an interaction picture with respect to Hδ = δ1 |1〉 〈1|+δ2 |2〉 〈2|,
giving











|2〉 〈0| eiφ2 + H.c
)

























Fig. 4.4 Three levels |0〉, |1〉 and |2〉 are dressed by two ﬁelds with Rabi frequencies
Ω1 and Ω2 and detunings δ1 and δ2 as indicated in the ﬁgure. In the interaction
picture, this system consists of three dressed states |u〉, |D〉 and |d〉. In the case that
the detunings are zero and the Rabi frequencies are equal (Ω1 = Ω2 = Ω), the three
dressed states are equally separated in energy by Ω/
√
2. The energy of the state
|D〉 is independent of Ω in this case, and consequently this state is protected from
noise in both the magnetic ﬁeld and the amplitude of the dressing ﬁelds.
and |D〉 = k0D |0〉+k1D |1〉+k2D |2〉, with corresponding eigenenergies u, d and D. In
general, the eigenenergies α and coeﬃcients kjα cannot be written down in a concise
algebraic form∗, but can be calculated numerically. In a similar way to the two-level
case, arbitrary states and operators can be transformed between the bare state basis





















Plots of the dressed state energies and bare state populations making up the dressed
states are shown in Fig. 4.5 for the case that the two detunings are equal, equal and
opposite, and the case that the Rabi frequencies are unequal. If the Rabi frequencies
are unequal, it is useful to deﬁne the average Rabi frequency Ωav = (Ω1 + Ω2)/2 and
the diﬀerence Rabi frequency ΔΩ = Ω2 − Ω1. In the case that both dressing ﬁelds
are resonant (δ1 = δ2 = 0) and the Rabi frequencies are equal (Ω1 = Ω2 = Ω), the
∗The full analytic solutions are given in Ref. [72]
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d = −Ω√2 ,
D = 0.
(4.20)
In this case the energy of the dressed state |D〉 is independent of the dressing ﬁeld
Rabi frequencies and therefore protected from Rabi frequency noise. This makes |D〉
an appealing state for use as a qubit state, as it is decoupled from both magnetic
ﬁeld and Rabi frequency noise, giving it the potential to exhibit long coherence times
when combined with another low noise state.
In a similar way to the two-level case, an auxiliary state |a〉 can be used to transfer
population in and out of the dressed states. As an example, a transition between
|a〉 and |1〉 will, after moving to the interaction picture with respect to the energy
splitting, transforming to the dressed basis, and moving into an interaction picture
with respect to the dressed state Hamiltonian H ′dr = u |u〉 〈u|+ d |d〉 〈d|+ D |D〉 〈D|





(k1u)∗ |u〉 〈a| e−i(δa−δ1−u/)teiφa + (k1d)∗ |d〉 〈a| e−i(δa−δ1−d/)teiφa




In the resonant case with equal dressing ﬁeld Rabi frequencies, (k1u)∗ = (k1d)∗ = e−iφ1/2
and (k1D)∗ = −e−iφ1/
√
2. Therefore setting δa = D/ = 0 gives rise to a transition
between |a〉 and |D〉 with Rabi frequency Ωa/
√
2, while setting δa = u/ = Ω/
√
2 or
δa = d/ = −Ω/
√
2 gives rise to transitions between |a〉 and |u〉 or |d〉 respectively,
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Equal detunings Opposite detunings Unequal Rabi frequencies
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Fig. 4.5 Dressed state energies u, d and D and populations of the bare states
{|0〉 , |1〉 , |2〉} making up the dressed states {|u〉 , |d〉 , |D〉} as a function of equal
dressing ﬁeld detunings (left column), opposite detunings (middle column) and
unequal Rabi frequencies (right column). If the parameter in question is varied
adiabatically, the state populations will follow these curves. The graph in the right
column and third row indicates the paths population follows in Stimulated Raman
Adiabatic Passage (STIRAP), which allows population to be transferred between
two states (in this case |1〉 and |2〉) without populating an intermediate state (in this
case |0〉) by adiabatically varying the two Rabi frequencies. By pausing the Rabi
frequencies when they are equal, this gives a method to map population between
the bare states and dressed states. An interesting alternative case is shown in the
centre column and third row, where it can be seen that by varying the dressing ﬁeld
detunings in opposite directions, population can be mapped between |0〉 and |D〉,
which could also be used to map population between the bare and dressed states.
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(a) (b)
(c)
Fig. 4.6 Plots of the probability to transfer from the auxiliary state |a〉 to one of
the three dressed states |u〉, |d〉 or |D〉 as a function of the detuning δa and one
other parameter, when near resonant with the |a〉 ↔ |1〉 transition. (a) The two
dressing ﬁeld detunings are varied equally as δ1 = δ2 = δ. (b) The detunings are
equal and opposite as δ1 = −δ2 = δ. (c) The two dressing ﬁeld Rabi frequencies are
varied relative to one another, with average Rabi frequency Ωav = (Ω1 + Ω2)/2 and
diﬀerence Rabi frequency ΔΩ = Ω2 − Ω1.
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with Rabi frequency Ωa/2. To ensure that only one transition is driven at a time,
it should be ensured that Ωa 	 Ω. Plots of the probability to transfer from |a〉 to
one of the dressed states for equal and opposite detunings as well as unequal Rabi
frequencies are shown in Fig. 4.6. It can be seen that the transition frequencies follow
the dressed state energies shown in Fig. 4.5. For the equal and opposite detuning
plots (a) and (b), the frequencies and coupling strengths vary in a way so that in the
far detuned limit, a single peak corresponding to the bare state transition is recovered.
For the varied Rabi frequency plot (c), if ΔΩ  0, Ω1 is small and therefore since
|a〉 is coupled to |1〉 in this example, there is a single peak corresponding to the bare
state transition. If ΔΩ 	 0, Ω1 is large and therefore the two-level dressed system is
recovered, which can be seen by the two peaks spaced by Ω1.
4.3 Dressed states in 171Yb+
We have seen in the previous section that dressed states can protect against magnetic
ﬁeld noise and that by using a three-level dressed-state system, a dressed state
is formed that is also insensitive to noise in the dressing ﬁeld amplitudes. It has
also been shown that population can be transferred into the dressed states from
an auxilliary state. We will now consider how this can be applied to the electronic
ground states in the 171Yb+ ion in order to increase the coherence time of qubits
stored in such states. As discussed in Sec. 2.3.3, the electronic ground state manifold
of 171Yb+ consists of four states, of which |0〉 and |0′〉 are insensitive to magnetic
ﬁelds to ﬁrst order, while the energies of |+1〉 and |−1〉 are linear with magnetic
ﬁeld. In order to drive sideband transitions using the magnetic ﬁeld gradient, at
least one magnetic ﬁeld sensitive state should be used. It will be shown later in
this chapter that such transitions that couple the spin and motional states can also
be implemented using dressed states that are formed of one or more magnetic ﬁeld
sensitive states. To decouple the system from magnetic ﬁeld noise and Rabi frequency
noise, we can therefore use the three-level dressed-state scheme discussed in the
previous section, and in the following we use the states |0〉, |−1〉 and |+1〉 (indicated
in Fig. 4.7), meaning that the two dressing ﬁelds are microwave frequency. We
therefore make the following associations with the theory presented in the previous
section: |0〉 → |0〉, |1〉 → |−1〉, |2〉 → |+1〉 and |a〉 → |0′〉. An alternative would be
to use |0′〉 instead of |0〉 as a state that is dressed, in which case the dressing ﬁelds
would be RF and |0〉 could be associated as the auxiliary state |a〉. From Eq. 4.19,
with the dressing ﬁeld detunings set to resonance and the Rabi frequencies equal,

















Fig. 4.7 Left: Dressed states in the 2S1/2 manifold of 171Yb+. Here the transitions
|0〉 ↔ |+1〉 and |0〉 ↔ |−1〉 are coupled with resonant microwave radiation to obtain
the three dressed-states |u〉, |d〉 and |D〉. Right: The resultant energy level diagram
in the dressed basis when the Rabi frequencies of the dressing ﬁelds are set to be
equal (Ω+μw = Ω−μw = Ωμw). The energy diﬀerence between the dressed-states in this













|u〉 〈u| − |d〉 〈d|
) (4.22)
























with energies u = +Ωμw/
√
2, d = −Ωμw/
√
2 and D = 0. The fourth state |0′〉
can then be used as the auxiliary state. Arbitrary rotations between |0′〉 and any
of the three dressed states can be made using a single RF ﬁeld near resonant with
either the |0′〉 ↔ |+1〉 or |0′〉 ↔ |−1〉 transitions. For typical magnetic ﬁelds, the
frequencies of these transitions are closely spaced, with the diﬀerence arising from the
second order Zeeman shift Δω± = |ω+ − ω−|. Therefore both transitions should be
taken into account. Deﬁning δrf as the detuning of the RF ﬁeld from the |0′〉 ↔ |+1〉
114 Dressed states





|+1〉 〈0′| e−iδrfteiφrf + |−1〉 〈0′| ei(δrf−Δω±)te−iφrf + H.c
)
. (4.24)
Using Eq. 4.21 we can write this in the dressed basis and transform to the interaction
































There are therefore two transitions from |0′〉 to each of the three dressed states,
totalling six transitions, with each pair separated by Δω±. To ensure only a single
transition is driven at once, it is required that the RF Rabi frequency satisﬁes
Ωrf 	 Δω± as well as the usual condition that Ωrf 	 Ωμw. Furthermore, it should
be ensured that none of the transitions overlap, for example if Δω± ≈ Ωμw/
√
2,
transitions from |0′〉 to |u〉 and |D〉 would have a similar transition frequency.
The state |D〉 is protected from noise in both the magnetic ﬁeld and the dressing
ﬁeld Rabi frequency, and the state |0′〉 is naturally independent of magnetic ﬁeld
to ﬁrst order. Since it is not part of the dressed system, |0′〉 is also independent of
Ωμw. These two states together therefore form a qubit that is well protected from
the environment, giving the potential for long coherence times to be achieved. Using
a single RF ﬁeld and setting δrf = 0 or or δrf = Δω±, arbitrary rotations in the
qubit subspace can be performed in a similar way to a standard two-level system. If
Ωrf 	 Δω± holds and choosing δrf = 0, we can neglect oﬀ-resonant terms and the







|D〉 〈0′| ei(φrf−φ+) + |0′〉 〈D| e−i(φrf−φ+)
)
. (4.26)
σφ-type rotations between the qubit states can therefore be performed by adjusting
the phase of the RF ﬁeld φrf. In principle, the rotation angle can also be changed
by adjusting the phase of the microwave dressing ﬁeld φ+, however this would also
change the relative phase of the states making up |D〉, and therefore would have to
be performed adiabatically. In practice, only the relative phase from one pulse to
the next is important and so if φ+ is kept constant throughout each experimental
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run, it can be ignored (i.e. set to zero).















In this case, the relative phase between the RF and microwave ﬁelds becomes
important, as it aﬀects the coupling strength between the qubit states. If all three
phases are set so that φrf − φ+ = φrf + φ− = 0, the exponential terms cancel and the
coupling strength between |0′〉 and |D〉 is zero. Alternatively, the phases can be set
so that, for example φrf − φ+ = φrf + φ− = π/2, in which case the exponential terms





|D〉 〈0′| − |0′〉 〈D|
)
. (4.28)
This gives a σy-type rotation between the qubit states with a Rabi frequency double
that of the case in which only a single transition is driven. Other rotation angles
cannot be achieved by adjusting the RF phase in this case however, as this will only
aﬀect the coupling strength. Similarly by adjusting the phases to the case where
the coupling strength to |D〉 is zero, the resonant coupling strength to |u〉 and |d〉 is
maximised. This regime therefore has some speed advantages due to the higher Rabi
frequencies possible, but is disadvantaged by the fact that arbitrary qubit rotations
cannot be implemented in the usual way. Practically, reaching this regime is diﬃcult
due to the low magnetic ﬁelds that would be required for all ions, especially for the
case that the ions are in an axial magnetic ﬁeld gradient. Another possibility would
be to add an oﬀ-resonant ﬁeld to give a Stark shift to |0′〉, thereby cancelling the
non-linear Zeeman shift. To investigate how well the approximation Δω± ≈ 0 needs
to hold, we can consider the case that Δω± is small but non-zero. Setting the phases














The eﬀective Rabi frequency ΩD therefore oscillates in time between between 0 and√
2Ωrf at frequency Δω±. If Δω± is large compared to Ωrf, this oscillation is fast
and can be averaged out in a rotating wave approximation, leading back to Eq. 4.26.
However if Δω± is close in frequency to Ωrf but non-zero, the eﬀect will be signiﬁcant.
The condition for reaching the regime in which Eq. 4.28 holds is therefore that the
period of oscillation in the Rabi frequency 2π/Δω± is much longer than the total
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length of the operations being performed on the dressed state qubit. This condition
applies independently of the Rabi frequency Ωrf.
4.3.1 Magnetic ﬁeld noise in 171Yb+
In the 171Yb+ electronic ground state manifold, the energies of the states |+1〉 and
|−1〉 depend linearly on the magnetic ﬁeld. Therefore considering only ﬁrst order
eﬀects, the Hamiltonian term describing the eﬀect of magnetic ﬁeld noise on the
system can be extended from the two-level case described in Sec. 2.5.4 to give
Hnoise = μBΔB(t)
(
|+1〉 〈+1| − |−1〉 〈−1|
)
. (4.30)
Without the use of dressed states, superpositions of states including either |+1〉 or
|−1〉 would rapidly dephase as discussed in Sec. 2.5.4. If the three levels |0〉, |+1〉
and |−1〉 are dressed with two microwave ﬁelds as discussed in the previous section,
and for the case that the dressing ﬁeld detunings and phases are set to zero and the






|u〉 〈D| + |d〉 〈D| + H.c
)
. (4.31)
Considering noise of a speciﬁc frequency so that ΔB(t) = B0 cos(ωf t + φf) and
moving to the interaction picture with respect to the dressing Hamiltonian given in


















where we have made a rotating wave approximation that is valid as long as μBB0/ 	
Ωμw/
√
2. It can be seen that in a similar way to the two level case, noise at all
frequencies except those near Ωμw/
√
2 have little eﬀect on the system, thereby greatly
reducing the eﬀects compared to the undressed case. If the noise frequency ωf is
near Ωμw/
√
2, it will cause transitions between the dressed state |D〉 and |u〉 and |d〉.
For the ideal case in which the dressing ﬁeld amplitudes are equal and the
detunings are zero, there should therefore be no dephasing of superpositions of
the dressed states due to magnetic ﬁeld noise, but instead the states have a ﬁnite
lifetime (T1) due to magnetic ﬁeld noise near resonant with the dressed-state energy
splittings. Therefore in this case the coherence time T2 should be equal to T1.
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Fig. 4.8 Graphs showing the values of the diagonal matrix elements |u〉 〈u|, |d〉 〈d|
and |D〉 〈D| for the magnetic ﬁeld noise Hamiltonian (Eq. 4.30) as a function of
various dressing ﬁeld parameters. The top two graphs show the relative magnitude
of the terms compared to the undressed case (i.e. H ′noise/μBΔB(t)) if the detunings
are varied in equal or equal and opposite directions. In the equal case, all three
dressed state energies remain insensitive to magnetic ﬁeld noise, while for the opposite
case, the energy of the state |D〉 remains insensitive and the energies of |u〉 and |d〉
become more sensitive. The bottom plots show the matrix elements for the case
that only one of the dressing ﬁeld detunings is varied, or that the dressing ﬁeld Rabi
frequencies are mismatched. The grey dashed lines indicate approximate lowest order
approximations for the case that the parameter is much less than Ωμw, which are
given in Table 4.1.
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Parameter Deﬁnitions Fu = Fd FD
Equal detunings δ1 = δ2 = δ 0 0
Opposite detunings δ1 = −δ2 = δ
√
2|δ|/Ωμw 0
Single detuning δ1 = δ, δ2 = 0 |δ|/
√
2Ωμw (|δ|/Ωμw)2
Unequal Rabi frequencies Ωav = (Ω
+
μw + Ω−μw)/2,
ΔΩ = Ω+μw − Ω−μw ΔΩ/2Ωav ΔΩ/Ωav
Table 4.1 The approximate functions for the dressed state energy magnetic ﬁeld
sensitivities Fu, Fd and FD as a function of various parameters, as indicated in the
table. These functions give a good estimate for the case that the parameter is less
than approximately 10% of Ωμw, and are shown by the grey dashed lines in Fig. 4.8.
Dephasing of superpositions involving the states |u〉 and |d〉 can occur however due
to noise in the dressing Rabi frequencies. In practice, the dressing ﬁeld detunings and
Rabi frequencies cannot be set perfectly, and therefore the eﬀect of imperfectly set
parameters should be considered. The eﬀects can be seen by transforming Hnoise in Eq.
4.30 to the dressed basis numerically using the transformation matrix 4.18. The eﬀect
of magnetic ﬁeld noise on the dressed states when varying diﬀerent parameters can
then by seen. In the undressed case, the matrix elements 〈+1|Hnoise |+1〉 = μBΔB(t)
and 〈−1|Hnoise |−1〉 = −μBΔB(t) indicate the energy shift of the states due to
magnetic ﬁelds, and therefore their sensitivity to magnetic ﬁeld noise. We can
therefore deﬁne the fractional sensitivity to dephasing by magnetic ﬁeld noise for a
dressed state |β〉 compared to the undressed case as Fβ = 〈β|Hnoise |β〉 /μBΔB(t).
Fig. 4.8 shows plots of Fu, Fd and FD as a function of various dressing ﬁeld parameters.
If the parameter in question is small compared to the dressing ﬁeld Rabi frequency
Ωμw, the dependence can be approximated to lowest order, which gives a simple way
to calculate the accuracy with which parameters need to be set. The dashed lines in
the ﬁgures indicate these approximations, and they are given in analytical form in
Table 4.1. For the dressed state |D〉, changing the diﬀerence Rabi frequency ΔΩ has
a linear eﬀect on the sensitivity to magnetic ﬁeld noise to lowest order. However,
changing one or more of the detunings has either no eﬀect or a quadratic eﬀect, and
hence |D〉 can tolerate larger detunings than unequal Rabi frequencies for a given
magnetic ﬁeld sensitivity. For the dressed states |u〉 and |d〉, the eﬀect is linear in all
cases except for the case of equal detunings, for which the states remain insensitive.





















Fig. 4.9 Left: Energy level diagram showing the eﬀect of a magnetic ﬁeld drift when
the dressing ﬁelds are initially set to resonance and the RF ﬁeld is set to δrf = 0,
corresponding to the resonant frequency of the |0′〉 ↔ |D〉 transition via |+1〉. A
magnetic ﬁeld drift shifts the energies of the states |+1〉 and |−1〉 as indicated in
the ﬁgure by the grey arrows, causing the dressing ﬁelds and RF ﬁeld to be detuned.
With this conﬁguration of detunings, the RF ﬁeld is still resonant with the same
transition to |D〉, and hence the eﬀect of magnetic ﬁeld drifts are largely suppressed.
Right: One limitation is that the Rabi frequency ΩD is aﬀected by such a magnetic
ﬁeld drift. The plot shows the ratio of the Rabi frequency for oppositely detuned
dressing ﬁelds (δ+ = −δ− = δ) to that when the dressing ﬁelds are resonant. It can
be seen as long as δ 	 Ωμw, this change is small.
A useful additional feature of the {|0′〉 , |D〉} qubit is that the RF transition
frequency |0′〉 ↔ |D〉 is insensitive to magnetic ﬁeld drifts to ﬁrst order. This can be
seen when considering that a drift in magnetic ﬁeld will give an equal and opposite
energy shift to the states |+1〉 and |−1〉 by an amount μBB, as seen in Fig. 4.9. If
the dressing ﬁelds are initially set on resonance, a magnetic ﬁeld drift is equivalent
to detuning the dressing ﬁelds equally in opposite directions. As can be seen in Fig.
4.6, this causes the RF transition frequency to |D〉 to shift by an amount equal to
the detuning δ = μBB/. If the RF ﬁeld is coupling |0′〉 to |+1〉, then the magnetic
ﬁeld drift has moved the energy of |+1〉 so that the RF detuning δrf is exactly δ,
neglecting the second-order shift in energy of |0′〉. Therefore, the RF ﬁeld is always
set to the correct frequency for any magnetic ﬁeld drift. A limitation is that the
Rabi frequency of the RF transition to |D〉 is aﬀected by a magnetic ﬁeld, a plot of
which is shown in Fig. 4.9. This means that although the frequency of the transition
between |0′〉 and |D〉 is unaﬀected by a magnetic ﬁeld drift, the Rabi frequency is










Fig. 4.10 Diagram illustrating the transfer sequence to prepare and detect the dressed-
states via the clock transition. After the ion is prepared in |0〉 by optical pumping, a
π-pulse on the clock transition transfers population to |0′〉. The dressing ﬁelds are
then turned on and coherent manipulation in the dressed basis is performed using
radio frequency ﬁelds (light red circles indicate population in the dressed-states).
The dressing ﬁelds are then turned oﬀ and a second π-pulse on the clock transition
transfers population from |0′〉 to |0〉. Any population that had been transferred to
the dressed-states in step 3 will therefore give a bright result when reading out, while
population in |0′〉 will give a dark result.
4.3.2 Preparation and detection of the dressed system
As discussed in Sec. 2.5.2, optical pumping allows the preparation of the state
|0〉, while ﬂuorescence detection gives a binary measurement that discriminates
between |0〉 and {|−1〉 , |0′〉 , |+1〉}. To prepare and detect the dressed states, an
appropriate transfer sequence to map population is therefore required. A simple
method to prepare states in the dressed system after optical pumping to prepare
population in |0〉 is to perform a microwave π-pulse on the |0〉 ↔ |0′〉 clock transition,
which prepares the ion in the auxiliary state |0′〉 (see Fig. 4.10). This step can
be performed with high ﬁdelity as the transition is independent of magnetic ﬁelds
to ﬁrst order and therefore has a long coherence time > 1 s. Next, the microwave
dressing ﬁelds can be applied, dressing the system without aﬀecting populations as
|0′〉 is not coupled. The RF ﬁeld giving rise to the Hamiltonian in Eq. 4.25 is then
applied, which can transfer population to any of the three dressed states. If using
the low noise qubit {|0′〉 , |D〉}, this RF ﬁeld allows the qubit to be manipulated.
After the RF manipulation is complete, the dressing ﬁelds are turned oﬀ and a
second microwave π-pulse swaps population between |0′〉 and |0〉. This implements
the mapping |0′〉 → |0〉 and {|u〉 , |D〉 , |d〉} → {|−1〉 , |0′〉 , |+1〉}, and therefore a
measurement discriminates between the auxiliary state |0′〉 and the dressed states
{|u〉 , |D〉 , |d〉}. If one wanted to discriminate between diﬀerent dressed states, extra
RF π-pulses could be included into the sequence. For example, a π-pulse swapping
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population between |0′〉 and |D〉 before the second clock π-pulse (between step 3 and
4 in Fig. 4.10) would result in a measurement that discriminates between |D〉 and
{|u〉 , |0′〉 , |d〉}.
To demonstrate this method, we trap a single 171Yb+ ion in a magnetic ﬁeld
of approximately 9.7G, which gives measured linear Zeeman shifts of ω+/2π =
13.466MHz, ω−/2π = 13.495MHz and a second order Zeeman shift of Δω±/2π =
28.7 kHz. Fig. 4.11 shows a scan of the frequency of an RF ﬁeld near resonant with
the |0′〉 ↔ |±1〉 transitions after preparing in |0′〉 and detecting using the method
described above. The RF pulse is applied for 365μs, corresponding to the measured
π-time of the |0′〉 ↔ |D〉 transition. The six peaks corresponding to the six terms in
Eq. 4.25 indicate transitions to the dressed states, and the diﬀerent peak heights are
due to the diﬀerent Rabi frequencies for the diﬀerent transitions. The microwave
dressing ﬁelds are applied with equal Rabi frequencies Ωμw/2π = 24.2 kHz, and since
Δω± > Ωμw/
√
2, the two transitions to |u〉 are crossed. Fig. 4.11 also shows Rabi
oscillations between |0′〉 and |D〉 when the RF frequency is set to δrf = 0 and the
pulse time is varied. This demonstrates that the qubit {|0′〉 , |D〉} can be prepared,
manipulated and detected with high ﬁdelity.
The method described here could also be used to prepare and detect the dressed
states |u〉 and |d〉. This could be useful for the manipulation of a qutrit formed of the
states {|d〉 , |D〉 , |u〉}, which is well protected from magnetic ﬁeld noise. The qutrit
could also be manipulated using RF pulses between each of the three dressed-states
and |0′〉. As an example, a π-pulse from |d〉 to |0′〉, followed by a π/2 pulse on the
|0′〉 ↔ |u〉 transition, and ﬁnally a second π-pulse from |0′〉 to |d〉 would eﬀectively
perform a π/2 rotation between |u〉 and |d〉. Some initial experiments were attempted
to implement Rabi oscillations between |0′〉 and |u〉 and |d〉 using the same method
as for |D〉, however, a fast decay in the oscillations was observed. This could be
due to the fact that the energies of |u〉 and |d〉, unlike |D〉, are dependent on the
dressing ﬁeld Rabi frequencies Ωμw, which are not currently stabilised. Further work
is therefore being carried out on investigating the exact cause of the decay, as well
as methods to stabilise the amplitude of the microwave ﬁelds.
In the preparation and detection method described above, the dressing ﬁelds are
turned oﬀ instantaneously. This can cause mixing of the populations and phases
between the states making up the dressed system, which is not an issue if no further
coherent manipulation is required, as the detection doesn’t discriminate between
these states. There may however be situations where one would want to perform
further manipulation after turning oﬀ the dressing ﬁelds. For example it may
desirable to map the dressed qubit {|0′〉 , |D〉} to the clock qubit {|0〉 , |0′〉} for robust
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Fig. 4.11 Top: Population in F = 1 after a frequency scan of a single RF ﬁeld applied
for 365μs, after preparing the ion in |0′〉 and applying the microwave dressing ﬁelds.
The blue line is the result of a numerical simulation of the sum of the Hamiltonian
terms in Eq. 4.22 and Eq. 4.24 with Ωμw/2π = 24.2 kHz, Δω±/2π = 28.68 kHz and
Ωrf/2π = 1.94 kHz. The frequency spacing between |D〉 and |u〉 and |d〉 is given
by Ωμw/
√
2 = 2π × 17.1 kHz, and the diﬀerence in peak height corresponds to the
diﬀerence in Rabi frequencies between the transitions. Bottom: Rabi oscillations
between |0′〉 and |D〉 via |+1〉. The blue line represents a theory curve describing
a resonant Rabi oscillation following Eq. 2.23. The line is ﬁt to the data, giving a
Rabi frequency of ΩD/2π = 0.5258(4) kHz.
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storage after an entanglement operation in a quantum computing architecture. In
this case, an alternative mapping procedure can be used that involves adiabatically
ramping the microwave Rabi frequencies in a STIRAP process [47, 71]. This maps
|±1〉 → |D〉 for preparation, and |D〉 → |∓1〉 for readout, with the sign depending
on the order in which the dressing ﬁeld amplitudes are ramped∗. With additional
π-pulses, this method can therefore allow population to be transferred in and out of
the dressed state |D〉 without disturbing the qubit phase. The STIRAP method is
more experimentally challenging as it involves amplitude pulse shaping, and can lead
to decoherence as the procedure involves the magnetic ﬁeld sensitive states |+1〉 and
|−1〉. The simpler preparation and detection method involving π-pulses on the clock
transition was therefore preferred and is used in all dressed state experiments in this
thesis. An alternative method to the two discussed so far would allow a mapping
from |0〉 → |D〉 for preparation and |D〉 → |0〉 for detection or storage. To achieve
this, the dressing ﬁeld detunings could be adiabatically varied from far oﬀ resonant
to resonant, following the corresponding population curves shown in Fig. 4.5. This
method would have the advantage of a direct mapping of the qubit state between the
clock and dressed qubits, without the disadvantage of decoherence as no magnetic
ﬁeld sensitive states are involved, and could be investigated experimentally in future
work.
4.3.3 Individual addressing of the clock transitions
The method to prepare and detect the dressed states described in the previous section
requires π-pulses on the |0〉 ↔ |0′〉 clock transition. For multiple ions in a large
magnetic ﬁeld gradient, the clock transitions become separated in frequency due to
the second order Zeeman eﬀect, with the separation given by
Δω0,ij = ω0(Bi + dij∂zB) − ω0(Bi), (4.33)
where Bi is the magnetic ﬁeld at ion i, ω0(B) is clock transition frequency as deﬁned
in Sec. 2.3.3 and dij is the distance between ions i and j. Therefore to prepare |0′〉
in each ion starting from |0〉, one of two regimes should be considered. One regime
is that the Rabi frequency of the microwave ﬁeld (Ωc) driving these transitions is
large enough to drive all ions simultaneously, enabling a high ﬁdelity π-pulse in
each (Ωc  Δω0,ij). This regime quickly becomes hard to reach as the ion number
is increased for large magnetic ﬁeld gradients, especially when high ﬁdelities are
∗For more information on the STIRAP preparation and detection scheme see the thesis of Dr.
Sebastian Weidt [56] or Dr. Kim Lake [59].
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Fig. 4.12 Population in F = 1 after a frequency scan over the |0〉 ↔ |0′〉 clock
transition for two ions using a single microwave ﬁeld. The blue line is a ﬁt to the
data for the sum of two transition probabilities, with the Rabi frequency ﬁxed at
Ωc/2π = 0.69 kHz and the two transition frequencies as free parameters. The ﬁt
gives a separation between the two peaks due to the second order Zeeman eﬀect of
Δω0,12/2π = 12.141(5) kHz.
required. The second regime is when the Rabi frequency is small enough so that
all transitions can be individually addressed (Ωc 	 Δω0,ij). In this case, a diﬀerent
microwave ﬁeld can be used for each transition, and the limitation in ﬁdelity is then
given by a combination of the cross-talk between the transitions and the coherence
time.
Fig. 4.12 shows a frequency scan over the clock transitions in two ions separated
by d12 = 8.3μm with an oﬀset magnetic ﬁeld at ion 1 of B1 = 9G, giving a
separation of Δω0,12/2π = 12.141(5) kHz. For a π-time of 720μs, the cross-talk is
Ω2c/2Δω20,12 = 1.64×10−3. To reduce the cross-talk further, Δω0,12 could be increased
by either increasing the magnetic ﬁeld oﬀset B1 or gradient ∂zB, or lowering the
trap frequency νz, thereby increasing the ion-ion separation d12.
4.3.4 T1 and T2 time measurements
To characterise the dressed states and demonstrate their insensitivity to magnetic
ﬁeld noise, the lifetime (T1) and coherence time (T2) should be measured. Transitions
between the dressed states can occur when magnetic ﬁeld noise is resonant with the
dressed state energy splitting Ωμw/
√
2, limiting the T1 time, while ﬂuctuations in
the dressing ﬁeld Rabi frequencies and detunings can limit the T2 time.
To measure the lifetime of the dressed state |β〉 ∈ {|D〉 , |u〉 , |d〉}, population is
ﬁrst prepared in |β〉 via |0′〉 using the method described in Sec. 4.3.2. A delay with
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Fig. 4.13 A lifetime (T1) measurement of the dressed state |D〉, where |D〉 is prepared
via |0′〉 and mapped back to |0〉 via |0′〉 after a variable delay time. A measurement
therefore discriminates between |D〉 and {|u〉 , |d〉 , |0′〉} assuming the π-pulses are
perfect. The red line is a ﬁt to the data using Eq. 4.34, where the lifetime T1 is
the only free parameter, and is found to be T1 = 0.63(4) s. The dashed red line
marks 1/3, which is the expected population in |D〉 if the three dressed states are
completely mixed.
variable time is then added, during which the dressing ﬁelds are held at constant
amplitude. A second RF pulse then transfers population from |β〉 back to |0′〉, before
it is mapped back to |0〉 and measured. Fig. 4.13 shows the result of an experiment
in which the dressed state |D〉 is prepared and the delay time is varied. The eﬀect
of magnetic ﬁeld ﬂuctuations near resonant with the dressed-state energy splitting
in the long time limit is to drive population equally into all three dressed states.
Therefore the population in the state |D〉 should decay to 1/3. The data is therefore




−t/T1 + 13 , (4.34)
from which a lifetime of T1 = 0.63(4)s is extracted. The limitation in lifetime is
attributed to the ﬁnite energy gap between the dressed states. Since noise generally
scales inversely with frequency, increasing this energy gap should reduce the amount
of magnetic ﬁeld noise coupling to the system, and thereby increase the lifetime.
Increasing the energy splitting can be achieved by increasing the dressing ﬁeld Rabi
frequencies, and larger ampliﬁcation stages for the microwave generation are therefore
being considered.
To measure the coherence time of the qubit {|0′〉 , |β〉}, a Ramsey experiment
is performed. After preparing in |0′〉, a resonant RF π/2 pulse prepares an equal








































Fig. 4.14 Top: Result of a Ramsey experiment consisting of a π/2 RF pulse applied
to the |0′〉 ↔ |D〉 transition, followed by a delay for a time td/2, a spin echo RF
π-pulse, a second delay for a time td/2 and ﬁnally a second RF π/2 pulse where the
phase φ is varied. The grey, orange and red data points correspond to three diﬀerent
delay times as indicated in the legend, and the corresponding lines are the result
of a ﬁt to Eq. 4.35, with the amplitude and phase oﬀset as free parameters. The
variation in phase oﬀset as the delay time is increased is attributed to slow drifts
in the phase of the RF ﬁelds. Bottom: Fitted Ramsey fringe contrast for the three
delay times for the data in the top graph, where the error bars are the standard
errors extracted from the three ﬁts. The blue line is an exponential decay ﬁtted to
the three points, giving a coherence time of T2 = 0.65(5) s.
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and the phase is varied. As the phase is scanned from 0 to 2π, the population
sinusoidally oscillates between |0′〉 and |β〉 over a full period. Any dephasing of the
qubit coherences that occurs during the delay time will cause the amplitude of these
Ramsey fringes to be reduced, and so by repeating the experiment for multiple delay
times, a plot of the fringe contrast as a function of time can be found, from which
the coherence time can be estimated. To remove the eﬀects of slow magnetic ﬁeld
drifts over the course of several experimental repetitions, a spin echo pulse can be
included in the middle of the delay. This consists of a single π-pulse with ﬁxed phase
at time td/2, causing the Bloch vector to rotate 180 degrees about an axis in the
x− y plane. If there is a slow constant phase rotation around the z axis, which could
be due to a shift in the qubit energy, the spin echo pulse will reverse the direction
of this rotation. Therefore the phase accumulated during the ﬁrst half of the delay
will be undone by the phase in the second half. Any phase noise that occurs on a
timescale faster than td will average out during the delay and will therefore not be
undone by the spin echo pulse.
Fig. 4.14 shows the result of such an experiment with the qubit {|0′〉 , |D〉},
where the spin echo pulse has been applied halfway through the delay. As discussed
previously, magnetic ﬁeld ﬂuctuations at the dressed-state energy splitting cause
population to be distributed equally amongst the three dressed states. For initial
populations P (0′) = P (D) = 1/2, the populations after long times due to this
depolarising eﬀect therefore become P (0′) = 1/2, P (D) = P (u) = P (d) = 1/6. If the
coherences have completely dephased, the second π/2 Ramsey pulse will then transfer
half of the population in |D〉 to |0′〉 and half of the population in |0′〉 to |D〉, giving
ﬁnal populations P (0′) = P (D) = 1/4 + 1/12 = 1/3 and P (u) = P (d) = 1/6. A
measurement that discriminates between |0′〉 and {|u〉 , |d〉 , |D〉} will therefore decay





sin(φ + φ0) − 13
)
+ 23 , (4.35)
where A is the amplitude of the fringe and φ0 is the phase oﬀset, both of which
are ﬁtting parameters. The amplitude values are plotted as function of delay time,
and an exponential ﬁt gives a coherence time of T2 = 0.65(5) s. As discussed in Sec.
4.3.1, both |D〉 and |0′〉 are insensitive to noise in the magnetic ﬁeld and the dressing
ﬁeld Rabi frequencies to ﬁrst order when the dressing ﬁeld detunings are zero and
∗Note that this value is approximate as in reality the depolarising and dephasing eﬀects will
happen simultaneously, and so a more thorough treatment would be required to reach an exact
value.
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the Rabi frequencies are equal. Experimentally, we saw a strong dependence of the
coherence time on the diﬀerence Rabi frequency ΔΩ, and found that we had to set
ΔΩ/Ωav < 0.01 in order to achieve the coherence time presented in Fig. 4.14. The
detunings were set less accurately at approximately 0.05Ωav. These levels of accuracy
are consistent with the theoretical results in Sec. 4.3.1. Since the measured T1 and
T2 times are equal within statistical errors, it is likely that the measured T2 time is
largely dominated by the lifetime of |D〉∗.
4.4 Combining dressed states with a magnetic ﬁeld
gradient
In Chapter 3, we saw that a magnetic ﬁeld gradient can give rise to coupling between
the internal and motional states of trapped ions and that sideband transitions can
be implemented with a coupling strength that is independent of the frequency of
the driving radiation. The scheme requires that magnetic ﬁeld sensitive states be
used, and in this chapter we have shown that magnetic ﬁeld sensitive qubits can be
protected using dressed states. In this section the theory of dressed states in 171Yb+
will be combined with the eﬀect of adding a magnetic ﬁeld gradient, and it will be
shown that sideband transitions can be implemented between the dressed states,
making them ideal for high-ﬁdelity quantum logic schemes.
4.4.1 Dressed states in a magnetic ﬁeld gradient
We can generalise the Hamiltonian in Eq. 3.7 to the four-level case in 171Yb+ by
noting that the energies of the states |+1〉 and |−1〉 are linear in magnetic ﬁeld and
neglecting the second-order Zeeman eﬀect to get
H0 = HB + Hm,







where we have deﬁned the zero of energy to be the energy of the state |0′〉 and
σz = |+1〉 〈+1| − |−1〉 〈−1|. We can now follow the same procedure as in the two
∗In Sec. 6.3.2, a master equation for depolarisation between |D〉, |u〉 and |d〉 is given (Eq.
6.31). An analytical solution of this equation for a single ion initialised in the state (|0′〉 + |D〉)/√2
suggests that it may be possible to achieve a higher coherence time with the upper limit given by
T2 ≤ 3T1.
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level case, except that now the harmonic oscillator will be displaced in a diﬀerent
direction depending on whether a transition is made to |+1〉 or |−1〉. We therefore
deﬁne two sets of displaced ladder operators as
b± = a ± η,
b†± = a† ± η.
(4.37)
The polaron states and operators are then given by
|0p〉 |np〉 = |0〉 |n〉 ,
|0′p〉 |np〉 = |0′〉 |n〉 ,
|+1p〉 |np〉 = e−η(a†−a) |+1〉 |n〉 ,
|−1p〉 |np〉 = eη(a†−a) |−1〉 |n〉 ,
ap = a
(
|0〉 〈0| + |0′〉 〈0′|
)
+ b+ |+1〉 〈+1| + b− |−1〉 〈−1|
= a + ησz,
a†p = a†
(
|0〉 〈0| + |0′〉 〈0′|
)
+ b†+ |+1〉 〈+1| + b†− |−1〉 〈−1|
= a† + ησz,
(4.38)
allowing us to re-write Hm as
Hm = νza†pap − νzη2σ2z,p. (4.39)
As in the two level case, we can apply a polaron transformation Up = eησz(a
†−a) to
rotate the polaron states and operators back into the original basis if desired.
With these deﬁnitions, the dressing Hamiltonian equivalent to Eq. 4.22 with the
microwave ﬁeld frequencies set to resonance∗ and in the interaction picture with












∗Here resonance corresponds to the measured frequency in the lab, which includes the energy
shift from the gradient in Hm of −νzη2 on both the |+1〉 and |−1〉 states.
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which is just the usual dressing Hamiltonian term in the polaron basis with dressed








|+1p〉 〈0p| eiφ+ − |−1p〉 〈0p| eiφ−
)
+ H.c. (4.42)
Crucially, the diﬀerent eﬀect of the gradient on the states |+1〉 and |−1〉 has in-
troduced a minus sign between the two spin state terms. Applying the polaron
































|D〉 〈u| + |d〉 〈D|
)
. Going into the interaction picture with

















Normally, this Hamiltonian would be neglected in a rotating wave approximation as
long as |νz − Ωμw|  0. However, for realistic experimental parameters νz and Ωμw,
this condition may not be fully satisﬁed and the term can therefore have a small
undesired eﬀect, especially in the case of multiple ions. To see this we can perform
the Magnus expansion, as described in appendix C, which allows an eﬀective time
independent Hamiltonian to be found. Expanding to second order and looking for
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where we have deﬁned Sz = (|u〉 〈u| − |d〉 〈d|)/
√
2. These terms correspond to Stark
shifts of the dressed states, where the ﬁrst term gives a Stark shift on |u〉 and |d〉
that is dependent on the motional state n, while the second term gives a shift to all
three of the dressed states. These shifts can be compensated for by either calculating
them or measuring them in the experiment and setting the RF detunings accordingly.
For the multi-ion case, as well as the generalised version of Eq. 4.45 summed over


















∓ give rise to pairwise transitions between combinations of dressed
states. One of these transitions is |DiDj〉 ↔ (|uidj〉 + |diuj〉)/
√
2, which can be an
unwanted eﬀect if using the dressed state qubit {|0′i〉 , |Di〉} in a multi ion string. In
this case, this term should be minimised. Alternatively, this term could be used to
create an entangled state of two ions in the dressed basis by preparing the state
|DiDj〉 and letting the system evolve. It will be seen in the following section that
another term contributes to these same transitions between the dressed states, and
therefore the transition rates are given by the sum of the contributions by the two
terms.
4.4.2 Dressed spin-spin coupling
As shown in Sec. 3.3.3, a magnetic ﬁeld gradient applied to multiple ions produces
a spin-spin coupling term. We will now consider how this term translates to the











k νkηikηjk. We can transform to the dressed basis and go to the






















Terms rotating at e±i
√
2Ωμwt are cancelled by a rotating wave approximation as long
as Jij 	 Ωμw, leaving the terms Si+Sj− and Si−Sj+, which are the same transitions as

















Fig. 4.15 Plot of the transition rate J± = J±12 + J±21 for the terms S1±S2∓ as a function
of the trap frequency for two ions. The green and blue dashed curves show the
contributions from the spin-spin coupling (Hss) and dressing ﬁeld sideband (H1eﬀ)
terms respectively, while the black line shows their sum. The dressing ﬁeld Rabi
frequencies have been set to Ωμw/2π = 100 kHz, and it can be seen that if νz is close
to Ωμw, H1eﬀ dominates, while Hss gives the bigger contribution as νz is increased
away from Ωμw.
be combined with the transition in Eq. 4.46 to give a ﬁnal term

































k/2(Ω2μw −2ν2k). An example case for two ions
is shown in Fig. 4.15, where the two contributions as well as their sum are plotted as
a function of νz. It can be seen that as long as νz is reasonably far in frequency from
Ωμw, the spin-spin coupling term dominates the transition rate and the sideband
term is a small correction. This interaction is used in Ref. [67] as the basis for a
proposal for a quantum simulation of the Haldane phase in spin-1 particles. However,
for other purposes it may be an undesirable eﬀect and should be minimised.
4.4.3 Dressed state sidebands
Aside from the eﬀects discussed in the previous two sections, the dressed ions in
a magnetic ﬁeld gradient behave in the same way as in the case with no gradient,
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except with the polaron spin and motional states. An RF ﬁeld coupling |0′p〉 and
either |+1p〉 or |−1p〉 will contain sideband terms due to the gradient, and these
sideband terms will remain when transforming to the dressed basis, allowing the
dressed spin states to be coupled to the motional states. After transforming to
the interaction picture with respect to H0, the Hamiltonian for the RF ﬁeld in the













We can then write this in the dressed basis in a similar way to the case with no

































where we have set the phase of the microwave ﬁeld to φ+ = 0 for simplicity. Expanding
in powers of η, the zeroth order is identical to Eq. 4.25, while the ﬁrst order gives
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Fig. 4.16 Population in F = 1 after preparing in |0′〉 and applying an RF ﬁeld near
resonant with the red sidebands (left) or blue sidebands (right) of the dressed state
transitions and varying the frequency. The vertical lines show the expected peak
positions according to the corresponding dressed state carrier peaks, as shown in Fig.
4.11, which are predicted from Eqs. 4.52 and 4.53. The ion is only Doppler cooled
and hence the motion is in a mixed thermal state. Therefore the peak amplitudes
are averaged over the response of the sidebands for each n level in the mixture (see
Chapter 5 for further details). It can be seen that for sideband transitions from |0′〉
to |β〉 via |−1〉, the red (blue) sideband transition takes the motional state from n
to n + 1 (n − 1) due to the fact that |−1〉 is lower in energy than |0′〉.
where δr = δrf + νz and δb = δrf − νz. There are therefore six red and blue sideband
transitions corresponding to each of the six carrier transitions to the three dressed
states. Note that due to the energy ordering of the states |−1〉, |0′〉 and |+1〉, a red
sideband transition from |0′〉 to a dressed state |β〉 lowers the motional state by one
(a) if coupled via |+1〉 or raises by one (a†) if coupled via |+1〉. Fig. 4.16 shows a
scan over the red and blue dressed state sideband transitions in a single ion for all
six transitions corresponding to the six terms in Hrrf and Hbrf, demonstrating that the




Sideband cooling is a well established technique that allows the motional states
of one or more ions to be cooled below the Doppler cooling limit, and ideally
close to the ground state. Unlike the mixed thermal states produced by Doppler
cooling, the ground state |n = 0〉 is a pure state, and therefore with further coherent
manipulation other pure motional states, such as Fock, coherent and squeezed states,
can be created. This makes sideband cooling an invaluable tool for a wide range of
trapped ion experiments, many of which require coherent control of the motional
degrees of freedom.
To perform sideband cooling, an atomic transition is required with a linewidth
much less than the secular frequency of the trap in order to drive speciﬁc motional
sidebands. This can be realised by either directly driving a narrow linewidth optical
transition such as the S ↔ D transition in calcium [73], or by using a pair of Raman
laser beams with a diﬀerence frequency equal to the frequency gap between two
hyperﬁne ground states [74]. These two implementations are standard practice in
many laboratories, with ground state occupation probabilities reaching 99.9%.
As shown in the previous chapters, a static magnetic ﬁeld gradient allows sideband
transitions to be driven directly between hyperﬁne ground states using RF and
microwave frequency radiation. The use of these transitions for sideband cooling
could be advantageous for the scalability of trapped ion experiments, especially when
low frequency radiation is used for all coherent operations. Lasers would then only
be needed for dissipation, as well as the usual Doppler cooling, state preparation
and readout.
In this chapter, sideband cooling of the axial mode of a single ion using long-
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wavelength radiation is demonstrated, achieving a ground state preparation ﬁdelity of
88(7)%. Sideband cooling is demonstrated on the dressed state transition |0′〉 ↔ |D〉
at radio frequency. Due to the long coherence time of the dressed state qubit,
coherent manipulation of the motional state is possible and is demonstrated in the
form of a Rabi oscillation on the blue sideband after cooling to the ground state.
The heating rate of a single ion is also measured, and sideband cooling and heating
rate measurements are performed on the stretch mode of two ions.
5.2 Doppler cooling
Doppler cooling ideally cools all modes of an ion string to the Doppler temperature,





where Γ is the natural linewidth of the cooling transition and kB is Boltzmann’s
constant. For the 369 nm 2S1/2 → 2P1/2 cooling transition in 171Yb+ with a natural
linewidth of Γ/2π = 19.6MHz, TD = 471μK. This temperature is achieved when the
369 nm cooling laser is red detuned by Γ/2 from resonance. The Doppler temperature
gives the minimum temperature that can be achieved for ideal Doppler cooling,
however in practice non-ideal experimental conditions such as a ﬁnite Zeeman shift
in the 2S1/2, F = 1 manifold or mis-set cooling parameters may result in a higher





pn |n〉 〈n| . (5.2)
The populations, pn, of each motional eigenstate |n〉 are given by a Boltzmann













which can be used to obtain the expected n¯ of a motional mode after Doppler cooling.
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5.3 Measuring the temperature
The temperature of a motional mode can be measured by driving the sidebands,
which have a response that depends on n¯. As described in Sec. 3.2.3, in the
Lamb-Dicke regime the Rabi frequencies for the ﬁrst red and blue sidebands of a
transition between two states |↓〉 |n〉 and |↑〉 |n ± 1〉 are given by Ωn,n−1 = √nηΩ0
and Ωn,n+1 =
√
n + 1ηΩ0, respectively, where Ω0 is the carrier Rabi frequency. For a
red (blue) sideband interaction detuned from resonance by an amount δr (δb), the
probability to transfer from n to n− 1 (n+1) accompanied by a change in spin state
is given by



























For the thermal state ρth, the probability to make a transition between two spin
states is therefore













Eq. 5.6 can be used to infer the temperature of a mode by applying a sideband pulse
with variable time or detuning and observing the change in spin-state population.
When n¯  1, which is typically the case after Doppler cooling, Ωn,n−1 ≈ Ωn,n+1,
and it is therefore suﬃcient to only perform an experiment on one of the two sidebands
to measure the temperature, as their response will be almost identical. Fig. 5.1
shows the result of such an experiment for a single ion.
For n¯ < 1, which is the regime that can be reached by sideband cooling, the
diﬀerence between Ωn,n−1 and Ωn,n+1 becomes signiﬁcant, and the most accurate
temperature measurement is then found from the diﬀerence between the responses of
the two sidebands. For resonant sideband interactions (δr = δb = 0), we can re-write
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Fig. 5.1 Result of an experiment to determine n¯ for the axial mode of a single ion in
a trap with secular frequency νz = 2π × 440 kHz. The bare-state qubit {|0〉 , |+1〉}
is used, with a coherence time of approximately 2ms. The experiment consists of
4ms of Doppler cooling, followed by preparation in |0〉 and a microwave pulse on
the |0, n〉 → |+1, n + 1〉 transition with variable length. The carrier Rabi frequency
Ω0 was independently measured to be 40 kHz, and a theory curve using Eq. 5.6,
modiﬁed to include decoherence eﬀects is shown where n¯ has been set to 80. For this
secular frequency, the Doppler limited n¯ predicted from Eq. 5.4 is 22. The reason
for the discrepancy between the predicted and measured values is most likely due to
a combination of linewidth broadening due to the non-zero Zeeman shift between
the 2S1/2, F = 1 states, and imperfect setting of laser power and detuning.































n¯ + 1 . (5.8)
This can be re-arranged to give
n¯ = R1 − R, (5.9)
which gives a simple method to calculate n¯ by looking at the ratio of the sideband
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heights after applying a pulse on each for a ﬁxed length of time. The sideband pulse
should be applied for a time that maximizes the diﬀerence in heights, which for low n¯
is close to the π-time for ground state transition, t0 = π/ηΩ0. The temperature can
also be measured by performing either a time or frequency scan of the two sidebands
and performing a simultaneous ﬁt to Eq. 5.6.
5.4 Sideband cooling
Sideband cooling allows the ions’ motional states to be cooled below the minimum
temperature achievable with Doppler cooling. A sideband cooling experiment consists
of two processes. The ﬁrst requires a narrow linewidth transition to spectrally resolve
the sidebands from the carrier, allowing population to be transferred from |n〉 to
|n − 1〉 by driving a red sideband. The second is a dissipative ‘repump’, requiring
a transition with a fast spontaneous decay rate to take entropy from the system
and reset the spin state without aﬀecting the motional state. A schematic of a
sideband cooling experiment using long-wavelength radiation is shown in Fig. 5.2.
To sideband cool using long-wavelength radiation in 171Yb+, one of the microwave
or RF transitions in the 2S1/2 ground state can be used for the sideband interaction,
and the 369 nm 2S1/2, F = 1 → 2P1/2, F = 1 transition can be used for the repump.
The two processes can either be applied at the same time, known as continuous
sideband cooling, or alternately cycled, known as pulsed sideband cooling. The
continuous method requires the 2GHz modulation on the 369 nm laser to be on for
the duration of the cooling, which in our experimental setup caused the Toptica
369 nm laser to unlock (see Sec. 2.4.2). We therefore chose to implement the pulsed
method, in which the modulation is only applied for a few μs. The diﬃculty in the
continuous method could however be overcome with the newer 369 nm M2 laser, for
which the EOM is situated after the 739 nm light is picked oﬀ for locking, and hence
is unaﬀected.
The red sideband interaction can be realised in multiple ways. Using a microwave
bare state transition such as |0〉 ↔ |+1〉 is the simplest implementation, as it only
requires a single pulse per cycle. However, since the coherence time is short compared
to the sideband π-time in the ground state, less population that can be transferred
per sideband pulse. A more eﬀective method is to use the dressed state transition
|0′〉 ↔ |D〉, as the coherence time issues are eliminated. However, this method has a
slightly higher experimental overhead, requiring more pulses and frequencies. Both











Fig. 5.2 Schematic of a sideband cooling experiment using long-wavelength radiation.
For an ion initialised in a spin state |↓〉 corresponding to one of the hyperﬁne ground
states or dressed states, a microwave or RF pulse is applied on the |↓, n〉 → |↑, n − 1〉
red sideband transition for a time tp (red arrows). The rate of transfer is n-dependent,
and so for a thermal state, the population of each |n〉 level in the mixture will transfer
at diﬀerent rates, creating a new non-thermal mixed state. The total amount of
population transferred from |↓〉 to |↑〉 is given in Eq. 5.6. After the sideband pulse,
a pulse of laser light is applied, which cycles population between |↑〉 and a third
level |e〉 (blue arrows). The upper level has a short lifetime and decays quickly to
|↓〉 (dashed grey arrows), thereby resetting the spin state with little eﬀect on the
motional state. By repeating this procedure multiple times, the ion will ideally end
up in the ground state.
and therefore the repump step is the same in both cases.
The dissipative repump process is identical to the optical pumping scheme
discussed in Sec. 2.5.2 to initialise the spin states. With 2GHz modulation on the
369 nm laser, the 2S1/2, F = 1 → 2P1/2, F = 1 transition is strongly driven, causing
population to quickly decay to 2S1/2, F = 0. Since the 2P1/2, F = 1 states can also
decay to 2S1/2, F = 1, photons are scattered with each pulse before the desired spin
state is prepared. Each scattering event gives the ion a small increase in energy,










where α is the fraction of the recoil energy that heats the mode l, which depends
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Fig. 5.3 Simulated populations before and after sideband cooling with 100 cycles (top)
and 500 cycles (bottom). The blue points show the populations in diﬀerent n levels
before sideband cooling for a thermal state with n¯ = 80, the orange points show the
populations after sideband cooling where the pulse times are ﬁxed at tp = π/
√
n¯ηΩ
and the red points show the populations after sideband cooling where the pulse
times are varied to match the π-time of each n level in turn. It can be seen that the
optimised pulse times have an advantage in both cases, taking n¯ (p0) from 49 (53%)
to 35 (71%) in the 100 pulse case and from 3.4 (94%) to 0.33 (99.8%) in the 500
pulse case. In each case the model is simulated with 1000 total |n〉 states.
on the angle of the laser to the trap axis as well as polarisation and is of order 1/3.
To optimise the sideband cooling process, it is therefore important to ensure that
the number of photons scattered is minimised. This can be achieved by ensuring
that the 369 nm laser with 2GHz modulation is set exactly on resonance, and that
the carrier frequency driving the 2S1/2, F = 1 → 2P1/2, F = 0 transition is strongly
suppressed. In our experiment the repump pulse is applied for 6μs, for which a rate
equations simulation∗ predicts an average of 3 photons scattered per cycle. For an
axial trap frequency of νz/2π = 440 kHz, this gives an average increase in mean
phonon number of Δn¯recoil ≈ 0.006 per repump pulse.
In the simplest case, the time of each sideband pulse in the sequence would be
ﬁxed, for example to tp = π/
√
n¯ηΩ, corresponding to the ‘π-time’ of the thermal
state with average phonon number n¯. However, since the populations are changing
∗written by Dr. Simon Webster
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after each pulse, it is more eﬀective to change the pulse time in each cycle of the
sequence. The sideband cooling process including the eﬀect of varying pulse times
was modelled using Python∗. For a given number of pulses and neglecting eﬀects such
as oﬀ-resonant coupling and decoherence, an optimised sequence for a given number
of pulses nmax was found by setting each pulse time to the π-time of each n level in
turn, starting at nmax and decreasing to n = 1 (the π-time for a transition from n to
n−1 is given by tn = π/√nηΩ). Absent decoherence, this method transfers all of the
population from Fock states up to n = nmax into n = 0. Therefore, the theoretical
ﬁdelity of preparing the ground state is given by the total amount of population
up to nmax. For an initial n¯ of 80, this gives approximately 71% for nmax = 100
and 99.8% for nmax = 500. Although increasing the number of pulses will reduce n¯,
for a large number of pulses the reduction becomes small, and it may be desirable
to reduce the total number of pulses used in order to reduce the total time of the
sideband cooling. The total sideband cooling time for the optimised case is given by




where the repump time tr is the time required to reset the spin state, which includes
the application of the 369 nm laser and any additional coherent manipulation that
may be required, for example to prepare the dressed state qubit. Figure 5.3 shows
the modelled populations before and after sideband cooling using both a ﬁxed pulse
time and the optimised varying pulse times in the cases of 100 and 500 pulses. It
can be seen that the optimised sequence has a clear advantage, taking the ground
state occupation probability p0 from 94 % to 99.8 % in the 500 pulse case.
The above analysis assumes perfect population transfer according to Eq. 5.6. In
reality, however, there will be other processes that aﬀect the populations, resulting
in less eﬃcient cooling. The most signiﬁcant of these are dephasing, oﬀ-resonant
coupling to the carrier transition and heating of the motional mode. In the case of
dephasing, the reduction in eﬃciency arises due to the fact that less population is
transferred per sideband pulse. For a resonant sideband interaction, the probability
to make a transition from n to n − 1 accompanied by a change in spin state with













∗code written by Andrea Rodriguez
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where Γ = 1/τ is the dephasing rate, τ is the coherence time and ΩΓ,n,n−1 =√
4Ω2n,n−1 − Γ2. Oﬀ-resonant coupling to the carrier causes the spin state to change
without aﬀecting the motional state. The probability to make a spin ﬂip for a carrier
transition with detuning δc (ignoring dephasing) is given by













where for a resonant sideband interaction, δc = ±νl. Eqs. 5.13 and 5.14 can be used
to estimate the eﬀect of dephasing and oﬀ-resonant carrier coupling on the sideband
cooling for a given set of parameters Ω0, νl and Γ.
In the case of heating of the motional state, the solution is easiest solved numeri-
cally. The eﬀect of heating on the temperature measurements and motional state
manipulation is discussed in Sec. 5.4.2.
5.4.1 Sideband cooling with dressed states
The dressed state qubit {|0′〉 , |D〉} has a signiﬁcantly longer coherence time than
qubits formed from magnetic ﬁeld sensitive states. Therefore by cooling on the red
sideband of the |0′〉 ↔ |D〉 transition, more population can be transferred per cycle
compared to the bare state case. This makes the cooling rate faster compared to the
bare state case for a ﬁxed sideband Rabi frequency, which for a given heating rate
allows lower temperatures to be reached.
The dressed-state qubit was prepared and detected using the method described
in Sec. 4.3.2. A microwave π-pulse on the |0〉 ↔ |0′〉 transition was applied before
and after the dressed sideband interaction, in each case taking 14μs. The second
pulse was performed to ensure that photons are only scattered in the repump step
if a transition from |0′〉 to |D〉 has been made, thereby reducing the energy gained
from photon recoil. The dressing ﬁelds were applied with equal Rabi frequencies
Ωμw/2π = 32 kHz and the trap frequency was measured to be νz/2π = 426.7(1) kHz.
The initial temperature after 4ms of Dopppler cooling was measured to be n¯ = 65(5).
With a measured 2nd order Zeeman shift of Δω±/2π = 34 kHz, the nearest
transition from |0′〉 ↔ |D〉 is the |0′〉 ↔ |u〉 transition, which is detuned by (Δω± −
Ωμw/
√
2)/2π = 11.4 kHz. For the RF carrier, it must therefore be ensured that
ΩD 	 (Δω± − Ωμw/
√





2), meaning that larger values of ΩD can be used. To measure ΩD,
an RF ﬁeld was applied with equal and opposite detuning from the |0′〉 ↔ |+1〉
and |0′〉 ↔ |−1〉 bare state transitions. For Ωrf  Δω±, the population oscillates
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Fig. 5.4 Population in F = 1 after (a) a frequency scan over the red sideband and
(b) a frequency scan over the blue sideband, both after sideband cooling. The red
and blue lines are the result of a numerical simulation of the system where we have
set νz/2π = 426.7 kHz, Ωμw/2π = 32 kHz, ΩD/2π = 61.2 kHz and a probe pulse time
of 1270μs with n¯ as the only free parameter. The simulation does not take into
account heating eﬀects. A least-squares ﬁt gives n¯ = 0.13(4), corresponding to a
ground state occupation probability of p0 = 0.88(3).
between |0′〉 and (|+1〉 + eiφ |−1〉)/√2 with frequency √2Ωrf. This can then be used
to obtain ΩD = Ωrf/
√
2. Using this method, ΩD/2π was measured to be 61.2 kHz.
The sideband cooling was applied in 500 steps using the optimised pulse times
method, resulting in a total cooling time calculated from Eq. 5.12 of 71ms, where
tr = 38μs including both the optical repumping and the two microwave π-pulses.
Fig 5.4 shows the result of a frequency scan over both the red and blue sidebands
after the sideband cooling is applied, using a probe pulse time of 1270μs, which is
close to t0. Since the dressed-state system consists of six carrier transitions and six
red and blue sidebands, the response is more complex than that given in Eq. 5.6, and
so a numerical simulation of the system was performed. The simulation integrates
the Schrödinger equation for the bare state Hamiltonians given in Eqs. 4.22 and 4.24,
as well as the associated sideband terms, over a given frequency range for an initial
state |0′, n〉 for n ranging from 0 to nmax. The resulting curves are assigned weights
pn which can be ﬁtted with Eq 5.5 to give n¯. Using the parameters given in the
previous paragraph, a least-squares ﬁt to the data gives n¯ = 0.13(4), corresponding
to a ground state occupation probability of p0 = 0.88(3). The |n〉 levels simulated
ranged from n = 0 to nmax = 2, which for n¯ = 0.13 contains 99.8% of the population.
5.4 Sideband cooling 145
5.4.2 Heating
Motional modes of trapped ions heat at an approximately constant rate ˙¯n. The
heating can have various sources, which can either be from noisy electronics (for
example on the voltage supplies for the trap electrodes), or from other unknown
sources. The unknown sources are thought to stem from electrical noise on the
surface of the trap electrodes, but the exact noise mechanism is not known, and
hence heating from such a source is termed ‘anomalous’ heating [77, 78]. Not only
does heating limit the maximum ground-state population probability achievable
with sideband cooling, but it is also a cause of inﬁdelity in two-qubit logic gates
and quantum simulations that incorporate the phonon modes. The heating rate is
therefore an important parameter to measure for all future experiments.
The heating rate of an ion in our trap had previously been measured using the
Doppler recool method [58]. This method looks at the arrival times of photons
after switching oﬀ the cooling laser for a variable delay time, and matches to theory
to extract ˙¯n. The method does not require sideband cooling, making it simple to
implement, but gives a less accurate temperature measurement. The scaled spectral
noise density, given by νzSE(νz) = 4 ˙¯nmν2z/e2, was found to be 2.3(6)× 10−4 V2m−2.
This would correspond to a heating rate of 6700 s−1 at a secular frequency of
νz/2π = 426.7(1) kHz. For this heating rate, the ion would gain ≈ 8.6 quanta during
a single sideband pulse for the parameters used in Sec 5.4.1, making cooling to the
ground state impossible. For this reason, signiﬁcant eﬀort was made to reduce the
heating rate before sideband cooling was attempted. This included removing sources
of electromagnetic noise in the vicinity of the experiment by replacing noise-inducing
electronics, and using a well separated ground for important low-noise electronics.
We also developed a new low noise multi-channel voltage supply for the static voltage
trap electrodes∗.
To measure the new heating rate of the ion we modiﬁed the sideband cooling
sequence experiment described in section 5.4.1 to include a variable delay time. The
delay is inserted after the sideband cooling but before the RF probe pulse, during
which the ion heats at a rate ˙¯n. By performing the experiment for delay times of
0ms, 5 ms and 10ms, a heating rate can be extracted. The measured temperature
for each delay time is shown in Fig. 5.5. A ﬁt to the data gives a heating rate of
41(7) s−1, which corresponds to a gain of 1 phonon every 24ms. This heating rate
gives a scaled electric-ﬁeld noise density of νzSE(νz) = 1.4(2) × 10−6 V2m−2, which
is a reduction of more than two orders of magnitude compared to the previously
∗designed by Dr. Bjoern Lekitsch
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Fig. 5.5 To measure the heating rate ˙¯n a variable delay is introduced after sideband
cooling. For each of the three delay times a scan over the red and blue sidebands
is taken, as in Fig. 5.4, allowing n¯ to be determined. The black line is a ﬁt to the
data which gives a heating rate of ˙¯n = 41(7) s−1, or 1 phonon in 24ms, for the axial
secular frequency of νz/2π = 426.7(1) kHz.
measured value.
To model the eﬀects of motional heating on an experiment, we can use a Lindblad





[H, ρ] − L(ρ), (5.15)


















The relaxation operators for an ion coupled to a thermal environment with coupling
strength Γ and mean phonon number in thermal equilibrium n¯th are given by
C1 =
√
Γ(1 + n¯th)a and C2 =
√
Γn¯tha† [31]. In the case that the temperature of
the environment is much greater than that of the ion∗, we can approximate that








A simple experiment that demonstrates coherent control of the motional state is
a Rabi oscillation between |n = 0〉 and |n = 1〉, which can be achieved with a blue
sideband interaction after sideband cooling to the ground state. Coherent evolution
requires that the coherence time is much greater than the ground state sideband
∗This is always true for Doppler cooled ions with temperatures in the mK region.
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Fig. 5.6 Result of an experiment to demonstrate coherent control of the motional
state of a single trapped ion. The graph shows the population in F = 1 after ground
state cooling, preparing in |0′〉 and applying an RF pulse for a variable time, resonant
with the blue (circles) and red (triangles) motional sidebands of the |0′〉 ↔ |D〉
transition. The solid red and blue lines are the result of a numerical simulation of Eq.
5.15 for a two-level system and a single motional mode. The heating rate and initial
thermal state are set to the measured values of ˙¯n = 41 s−1 and n¯ = 0.13 respectively,
and the ground state sideband Rabi frequency is set to ηΩ0/2π = 0.35 kHz.
π-time t0, and therefore the dressed state qubit {|0′〉 , |D〉} should be used. Fig. 5.6
shows the result of such an experiment using both the red and the blue sidebands,
and the data is overlaid with a numerical simulation of Eq. 5.15 using the initial n¯
and heating rate parameters measured in the previous sections∗. The data can be
seen to match the simulation well, indicating that this is a good model for a motional
mode undergoing heating.
5.4.3 Sideband cooling two ions
As explained in Sec. 2.2.2, the addition of a second ion adds an extra motional mode
in each spatial direction. In the axial direction these are the centre of mass (COM)
and stretch modes with frequencies νc = νz and νs =
√
3νz respectively. Due to their
separation in frequency, the two modes can be addressed and cooled individually
as long as ηΩ 	 (√3 − 1)νz. The stretch mode generally has a lower heating rate
than the COM mode, even when scaling out the dependence on frequency. This
makes it attractive for use in experiments that require the use of a motional mode,
for example a two-qubit gate. The reduced heating rate can be understood from the
type of electric ﬁeld ﬂuctuation that is required to excite each mode. In the case of
∗code written by Dr. Simon Webster
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Fig. 5.7 Top: Scan over the stretch mode red and blue sidebands of the |0′〉 ↔ |D〉
transition of one ion in a pair after sideband cooling on the stretch red sideband of
the bare state |0〉 ↔ |+1〉 transition in the same ion. The dressed state transition was
used in the ﬁnal probe pulse in order to reduce decoherence eﬀects that would cause
a greater uncertainty in the temperature measurement. The microwave sideband
cooling consisted of 500 pulses using the optimised pulse times, with Rabi frequency
Ω+1/2π = 80 kHz. For the probe pulse, a Rabi frequency of ΩD/2π = 45 kHz was used
and the RF probe pulse was applied for 2750μs. The ﬁt is the result of a numerical
simulation of the dressed system taking into account oﬀ-resonant coupling to the
carrier transitions, as discussed in Sec. 5.4.1, giving n¯ = 0.14(3). Bottom: Heating
rate measurement on the stretch mode, consisting of three individual sideband
measurements as described above, with a variable delay inserted between the cooling
and measurement. A linear ﬁt gives a heating rate of ˙¯n = 7(2) s−1 for a stretch mode
frequency νs/2π = 468.2 kHz.
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the COM mode, any electric ﬁeld ﬂuctuation at the resonant frequency could cause
an excitation of the motional state, whereas for the stretch mode the ﬂuctuation
must also push the two ions in equal and opposite directions, which is much less
likely.
In anticipation of performing a two-qubit gate, it was decided that the |0〉 ↔ |+1〉
bare state transition of one ion in the pair should be used to cool the stretch mode.
Sideband cooling on this transition requires only a single microwave ﬁeld and a single
microwave pulse per cycle, and hence is less demanding experimentally. However,
the eﬃciency of the cooling is reduced due to the signiﬁcantly shorter coherence time
(T2 ≈ 1ms), compared to the dressed state case. The reduction in eﬃciency per pulse
can be estimated from Eq. 5.13, which for measured parameters νs/2π = 468.2 kHz
and Ω+1/2π = 80 kHz gives P+1 = 0.72 for a transition with Rabi frequency ηsΩ+1
and pulse time tπ = π/ηsΩ+1. As will be seen in the next chapter, the two-qubit gate
scheme used is insensitive to the motional temperature to ﬁrst order, and therefore
the simpliﬁcation of using the bare state transition was considered to outweigh the
small reduction in gate ﬁdelity from the slightly higher expected temperature after
sideband cooling. Fig. 5.7 shows a measurement of the temperature of the stretch
mode of a two ion string after sideband cooling, achieving a mean phonon number of
n¯ = 0.14(3), corresponding to a ground state occupation probability of p0 = 88(2)%.
This result is similar to the single ion case, which could be due to the lower heating
rate on the stretch mode balanced with the less eﬃcient cooling method.
To measure the heating rate of the stretch mode, a similar experiment to that
described in section 5.4.2 was performed, and the result is also shown in Fig. 5.7,
giving a heating rate of ˙¯ns = 7(2) s−1. This value can be compared to the heating
rate of a single ion by calculating the expected heating rate for the same frequency
for a single ion. The scaling of heating rates with frequency is discussed in Sec. 6.3.2,
and using Eq. 6.29, the equivalent heating rate for a single ion would be ≈ 35 s−1.
The stretch mode heating rate is therefore approximately ﬁve times lower than for a
single ion, thereby conﬁrming that the stretch mode has a signiﬁcantly lower heating





A two-qubit gate is a key operation in the circuit model of quantum computing,
creating entanglement and thereby allowing the full Hilbert space of a multi-qubit
system to be utilised for a computation. In most experimental realisations it is also
the hardest to implement, and lower ﬁdelities are typically achieved compared with
the other elementary operations. In trapped ions, there is no signiﬁcant natural
coupling between the spin states of diﬀerent ions, and therefore the coupling has to be
engineered, either through the collective motional modes of ions in a shared trap or
using photonic interactions. As discussed in Chapter 3, the coupling between the spin
and motional states for the microwave and radio frequency ﬁelds that interact directly
with hyperﬁne qubits is negligible, and therefore two-photon Raman transitions in
the optical frequency regime are often used. The most successful type of two ion
gates so far realised are geometric phase gates, for which the motional state of a
pair of ions are driven in circles in phase space, with the direction and magnitude
dependent on the spin state. The states then pick up a phase proportional to the
area enclosed by the trajectory of the motional state in phase space, which allows a
two-qubit gate to be realised between the two ions. Importantly, to ﬁrst order the
gate is insensitive to the temperature of the initial motional state, which relaxes the
experimental requirements required to achieve high ﬁdelities. Geometric phase gates
can either be performed in the σz or the σx basis, the latter of which is known as a
Mølmer-Sørensen gate. Using optical frequency ﬁelds, impressive ﬁdelities of 0.999
[40] and 0.993 [79] have been achieved using the two gate types respectively.
In this chapter, it will be shown how a Mølmer-Sørensen type geometric phase gate
can be implemented using long-wavelength radiation and a magnetic ﬁeld gradient.
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The gate is performed on the dressed state qubit as discussed in Chapter 4, thereby
signiﬁcantly increasing the coherence time and consequently allowing high-ﬁdelities
to be reached, despite the relatively small spin-motion coupling strength from the
gradient compared to optical schemes. A demonstration of such a gate is presented,
and the gate is characterised, indicating a Bell state ﬁdelity of 0.985(12).
6.2 Spin-motion entanglement with a single ion
The two-qubit gate scheme used in this work is that proposed by Mølmer and
Sørensen in Ref. [30], in which the red and blue sidebands in both ions are driven
simultaneously. The eﬀect of such an interaction is easiest to understand by ﬁrst
considering a single ion and single motional mode. In this case, the spin and motion
become entangled, while the geometric phase responsible for creating entanglement
in the multi-ion case is global and can be ignored. The simplicity compared to the
multi-ion case also makes it a useful experiment to test and characterise the Mølmer-
Sørensen interaction. In this section, the theory of the Mølmer-Sørensen interaction
will be presented and it will be shown that the interaction can be implemented
using the dressed-state qubit {|0′〉 , |D〉}, introduced in chapter 4, in 171Yb+. Finally,
results from a demonstration of such an experiment will be presented.
6.2.1 The Mølmer-Sørensen interaction
To understand the eﬀect of the Mølmer-Sørensen interaction, we can consider a
two-level ion with states |↓〉 and |↑〉 as well as a single motional mode with states
|n〉. As shown in Chapter 3, applying a magnetic ﬁeld gradient to such a system
allows sideband transitions to be driven with a coupling strength proportional to
the eﬀective Lamb-Dicke parameter η. The Mølmer-Sørensen interaction is created
by combining the red and blue sideband Hamiltonian terms in Eq. 3.24, with
equal carrier Rabi frequencies Ω0 and equal and opposite ‘symmetric’ detunings
(δ = δr = −δb), as shown in Fig. 6.1. With these deﬁnitions and after performing















where φr and φb are the phases of the ﬁelds driving the red and blue sidebands
respectively. This Hamiltonian can be factorised by deﬁning the spin phase φs =
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Fig. 6.1 Left: Energy level diagram indicating the ﬁelds required for the Mølmer-
Sørensen interaction. Middle: Trajectories of the displacements ±α(t) in phase space,
which correspond to the paths taken if the ion is in either |←φ〉 or |→φ〉. The angle
in this case is θ(t) = δt = 3π/2. Right: The magnitude of the geometric phase |χ(t)|
as a function of the angle δt rotated around C±. The value is twice the area of the
circular segment enclosed by α(t), as indicated by the shading in the middle diagram.
(φr + φb)/2 and the motional phase φm = (φr − φb)/2 so that φr = φs + φm and















where we have deﬁned the Mølmer-Sørensen spin operator Sφ = i
(
|↑〉 〈↓| eiφs −
|↓〉 〈↑| e−iφs
)













2, and Sφ can therefore be
written in terms of its eigenstates as Sφ = |←φ〉 〈←φ| − |→φ〉 〈→φ|. The Hamiltonian
in Eq. 6.2 is time dependent and its eﬀects are not immediately apparent. To see its
eﬀect, the resulting unitary operator can be found using the Magnus expansion, as
described in Appendix C. In this case the unitary operator is exactly solvable, as
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where we have deﬁned














and D(α) = eαa†−α∗a is the usual displacement operator. The eﬀect of the interaction
is therefore to displace the ion’s motional state by α(t) or −α(t), with the sign
depending on the spin eigenstate. The displacement follows a circular trajectory in
the complex plane, as shown in Fig. 6.1, centred around the point C± = ±α(t =
π/δ)/2 = ±iηΩ0e−iφm/2δ with radius R = ηΩ0/2δ. At time t, the displacement
has rotated by an angle θ(t) = δt around C±, starting at α(0) = 0. The trajectory
therefore completes q circles at times tq = 2πq/δ. With these deﬁnitions, the











In this form, it can be seen that |χ(t)| is equal to twice the area of the circular segment
enclosed by the trajectory of α(t). The states therefore pick up a phase proportional to
this area, which is known as a geometric phase. The displacements can also be written
in terms of the expectation values of the position and momentum operators using the
relations 〈z(t)〉α =
√
2/mνzRe[α(t)] and 〈p(t)〉α =
√
2mνzIm[α(t)]. The geometric
phase is then equal to A/, where A is the area enclosed by the elipse segment in
phase space (z, p). In the single ion case, the phase is global and therefore has no
eﬀect, however it will be seen later in the chapter that this phase allows multiple
ions to be entangled. Crucially, the displacement α(t) and the geometric phase χ(t)
are independent of the ion’s initial motional state as long as the motion remains in
the Lamb-Dicke regime. This makes the interaction much more robust compared
to schemes where a particular motional state is required, making it appealing for
high-ﬁdelity gate operations.
If the ion is prepared in a superposition of the spin eigenstates such as |↓〉 =
(|←φ〉 + |→φ〉)/
√
2, the motional state will move in a superposition of the two
trajectories ±α(t). If the spin and motional states are initialised to |↓〉 |n = 0〉, the
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state at time t will be
|ψcat(t)〉 = 1√2
(
|←φ〉 |α(t)〉 + |→φ〉 |−α(t)〉
)
, (6.6)
which is known as a Schrödinger cat state. Since only the ion’s spin states are
detected in our experiment, it is useful to calculate the reduced density matrix ρ(s)cat(t)
describing only the spin degree of freedom. This can be found by tracing over the



























The spin therefore evolves from the pure state |↓〉 〈↓| towards the maximally mixed
state ρI = (|↓〉 〈↓| + |↑〉 〈↑|)/2, before turning back at t = π/δ and returning to |↓〉
at t = 2π/δ. The probability to be in the state |↑〉 is therefore given by







In the above, we have assumed that the ion’s motion is in the ground state |n = 0〉.
If instead the motion is in a thermal state with mean phonon number n¯, the density




pn |ψn(t)〉 〈ψn(t)| , (6.9)
where pn = (1/(1 + n¯))(n¯/(1 + n¯))n from Eq. 5.3 and |ψn(t)〉 is given by
|ψn(t)〉 = 1√2
(
|←φ〉D(α(t)) |n〉 + |→φ〉D(−α(t)) |n〉
)
. (6.10)














|↑〉 〈↑| , (6.11)
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Fig. 6.2 Probability to be in the state |↑〉 as a function of t (left) and δ (right,
t = π/ηΩ0) for the cases that the ion is prepared in the ground state or thermal
states with n¯ = 1 and n¯ = 50. In all cases, the dips where P (↑) = 0 occur at the
instances when the motional state has completed an integer number of loops in phase
space. The maxima occur when the motional state has completed half a loop, which
causes the spin state to be almost completely mixed when tracing over the motion.
and therefore the probability to be in the state |↑〉 is







The probability Pth(↑) for diﬀerent values of n¯ is plotted as a function of time and
symmetric detuning in Fig. 6.2. It can be seen that although the displacement is
independent of the motional state, the features become narrower as the temperature
increases. This is due to the smaller overlap between two displaced thermal states
compared to coherent states. Therefore, if it is required that an integer number of
loops in phase space are completed, a higher temperature means that the time and
detuning have to be set more accurately.
Oﬀ-resonant ﬁelds such as those driving sideband transitions cause Stark shifts,
which can be calculated using the two-level dressed picture described in Sec. 4.2.1. For
the Mølmer-Sørensen interaction, the two ﬁelds have detunings δr = δ and δb = −δ,
and therefore the total Stark shift is Δ = Ω20/2δ − Ω20/2δ = 0. This vanishing
Stark shift is an added beneﬁt for the two-level Mølmer-Sørensen interaction, as
the symmetric detuning δ can be set independently of the carrier Rabi frequency.
However it will be seen in the following section that when using the dressed state
qubit {|0′〉 , |D〉}, added complications lead to a non-zero Stark shift.
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6.2.2 Spin-motion entanglement with the dressed-state qubit
In Chapter 4, it was shown that the sideband transitions can be driven between
the state |0′〉 and the dressed state |D〉 in 171Yb+ using an RF ﬁeld coupling the
|0′〉 ↔ |+1〉 transition∗. The advantage of these states compared to the bare states is
that they are much less sensitive to magnetic ﬁeld noise and hence have a much longer
coherence time, allowing coherent operations to be performed with high ﬁdelity. The
Mølmer-Sørensen interaction can therefore be performed on this transition with the
replacements |↓〉 → |0′〉, |↑〉 → |D〉 and Ω0 → ΩD = Ωrf/
√
2. In the dressed state
case unlike the simpler two level case, a non-zero Stark shift arises due to the other
dressed state carrier transitions present when driving the sidebands of one of the
dressed states. For symmetry reasons similar to the two level case, Stark shifts of the
three dressed states connected to |0′〉 via |+1〉 are cancelled by the symmetrically
detuned sideband ﬁelds. However, Stark shifts of the three transitions connected via
|−1〉 are not cancelled completely and therefore cause the frequency of the |0′〉 ↔ |D〉
transition to shift. With the approximations ±δc ≈ ±νz and |δc|  ΩD,Ωμw, the









































where Ωud = Ωrf/2 is the Rabi frequency of the |0′〉 ↔ |u〉 and |0′〉 ↔ |d〉 transitions.
To compensate for this shift, the detunings of the Mølmer-Sørensen ﬁelds should be
set to δr = δ+Δ0′↔D/ and δb = −δ+Δ0′↔D/, so that they are symmetric about
the Stark shifted carrier transition. This can be achieved by accurately measuring the
transition frequency of the un-shifted carrier transition and calculating the expected
shift using Eq. 6.13. For the single ion case, this typically sets the detunings to
within the required accuracy, however for the two-qubit gate the Stark shifts need
to be set more accurately and therefore further methods to optimise the detunings
were developed, which are discussed later in the chapter. Fig. 6.3 shows the result
∗The |0′〉 ↔ |−1〉 transition could also be used.
158 Two ion entanglement

































Fig. 6.3 Top: Probability to be in F = 1 as a function of the symmetric detuning δ of
the two Mølmer-Sørensen ﬁelds applied for t = 1 ms after preparing one ion in a two
ion string in the state |0′〉. The ﬁelds are tuned close to the stretch mode of motion
with frequency νs =
√
3νz = 465.7(1) kHz and the ions are only Doppler cooled. The
second ion is prepared in |0〉 and is not dressed and therefore does not participate
in the interaction. The blue line is a theory curve following Eq. 6.12, where the
baseline and amplitude have been scaled to account for oﬀ-resonant coupling to the
carrier transition. The parameters used in the theory curve are ΩD/2π = 41 kHz
and n¯ = 40, which is approximately twice the Doppler temperature. At δ = 0, the
maximum displacement between the two thermal states is 2|α(t)| = 2×0.52. Bottom:
Probability to be in F = 1 as a function of the time t that the Mølmer-Sørensen
ﬁelds are applied for, where the symmetric detuning is ﬁxed at δ/2π = 1.32 kHz.
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of an experiment in which the Mølmer-Sørensen ﬁelds were applied for a time t
after preparing a single ion in |0′〉 while either keeping the time ﬁxed and varying
the detuning or keeping the detuning ﬁxed and varying the time. The data can
be seen to match the theory curves well, demonstrating that the Mølmer-Sørensen
interaction is working as expected and that Schrödinger cat type states where the
spin and motional degrees of freedom are entangled have been created.
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6.3.1 Mølmer-Sørensen interaction for multiple ions
The Mølmer-Sørensen interaction can be generalised to multiple ions by applying
red and blue sideband ﬁelds to each ion with detunings close to one of the normal
modes of the ion string, as shown in Fig. 6.4. In the following, we will assume that
the symmetric detuning δk is equal for each ion and only interacts with the selected
mode k, neglecting the other modes as oﬀ resonant. This is a good assumption for
the case that ηjkΩj 	 |νk − νk+1|, however some schemes such as those presented
in Refs. [80, 81] utilise the coupling to all motional modes. With the single mode











where Sφj = i
(
|↑j〉 〈↓j| eiφsj − |↓j〉 〈↑j| e−iφsj
)
is the Mølmer-Sørensen spin operator
for ion j with spin eigenstates |←φj〉 =
(











2, and φsj = (φrj + φbj)/2 and φmj = (φrj − φbj)/2 are the spin and
motional phases for ion j. The unitary operator for the multi-ion case can be found








































Fig. 6.4 Left: The Mølmer-Sørensen interaction is implemented by applying two ﬁelds
to each ion with the same symmetric detuning δk from the red and blue sidebands
of normal mode k. The magnetic ﬁeld gradient causes the resonant frequency of
the qubits to be diﬀerent, and hence four ﬁelds are needed in total for a pair of
ions. Right: If the detuning is close to the COM mode, the motional state moves in
circles in the complex plane following the path ±2αc if the spins are in the states
|←←〉 or |→→〉, while there is no displacement if the spin states are |←→〉 or |→←〉
(the opposite set of states are aﬀected if the stretch mode is used instead). The
states that do move acquire a geometric phase χc(t) equal to the area enclosed by
the displacement in phase space (z, p), which can be used to create entanglement
between the two ions.
where Δφmij = φmi − φmj. A key diﬀerence between the multi-ion case and the
single ion case is the additional cross coupling terms proportional to SφiSφj. When
i = j, these terms just give rise to global geometric phases in the same way as the
single ion case, however when i = j, the phases are dependent on the spin state
of the ion pair i, j. A state dependent phase such as this can be used to create
an entangled state between a pair of ions. To see this, we can consider a pair of
ions and a single motional mode, which could either be the centre of mass (COM)
or stretch mode. The generalised eﬀective Lamb-Dicke parameters in this case are
η11 = ηc, η12 = ηc, η21 = −ηs and η22 = ηs, where ηc and ηs are the magnitude of the
eﬀective Lamb-Dicke parameters for the COM and stretch mode respectively. For
equal Rabi frequencies Ω1 = Ω2 = Ω and setting the spin and motional phases to
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where χk(t) = χijk(t) for all i, j. For the COM mode we get α1c(t) = α2c(t) = αc(t),
and therefore the motional state follows the displacements ±2αc(t) when the spin is
in the states |←←〉 and |→→〉 respectively, while the displacements for the states
|←→〉 and |→←〉 cancel. For the stretch mode, we get −α1s(t) = α2s(t) = αs(t), and
therefore the motional state is displaced by ±2αs(t) for the states |←→〉 and |→←〉,
while the displacements cancel for the states |←←〉 and |→→〉. In either case, a
relative phase of e−4iχk(t) is acquired between the two sets of states {|←←〉 , |→→〉}
and {|←→〉 , |→←〉}. If the ions are prepared in the state |↓↓〉 |n = 0〉, the states at
time t for the two modes are therefore
|ψc(t)〉 =e−4iχc(t)
(


















At times tq = 2πq/δk, where q is an integer, the motional state has completed a
loop so that ±2αk(tq) = 0, and hence the spin and motional states decouple. The
geometric phases acquired at such times for the two modes are then found from
Eq. 6.16 to be χc,q = qπη2cΩ2/2δ2c and χs,q = −qπη2sΩ2/2δ2s . To create a maximally
entangled state at tq, the parameters should be chosen so that χk,q = ±π/8. This
can be achieved by setting the detuning to be
δk = ±2√qηkΩ. (6.19)
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where the ± sign in the exponential depends on which mode is used and whether
the detuning is chosen to be positive of negative and we have ignored a global phase.



























It can be seen that the gate creates maximally entangled Bell states for all input
basis states, while the motional state is decoupled. Therefore, it has been shown
that the Mølmer-Sørensen interaction applied to a pair of ions can create maximally
entangled spin states. The gate is equivalent to a CNOT gate and can be transformed
using the following sequence of single qubit gates:
UCNOT = (I ⊗ H) · (R− π2 ⊗ R− π2 ) · (Hy ⊗ Hy) · UMS · (Hy ⊗ Hy) · (I ⊗ H), (6.22)
where Rφ = diag(1, eiφ) is a single ion phase shift, H is a Hadamard gate and
Hy = R− π2 · H · Rπ2 is a Hadamard gate rotated to the y-basis. This can be veriﬁed
by taking Eq. 6.20 and multiplying the matrices as described. The Mølmer-Sørensen
gate is therefore suitable as a two-qubit gate for universal quantum computing.
In the derivation of the unitary evolution described above we set the spin and
motional phases to zero. If we instead set the spin and motional phases to be
non-zero but equal for both ions, the result is that the spin eigenstates and hence
the relative phase of the ﬁnal Bell state change. The change in motional phase also
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causes the centre point of the two circles in phase space to rotate by an angle φm
around the origin. If the phases are not equal for the two ions, the displacements
in Eq. 6.17 don’t cancel for any of the spin states, and consequently the geometric
phases for the two modes at times tq become χc,q(t) = qπη2cΩ2 cos(Δφm12)/2δ2c and
χs,q(t) = −qπη2sΩ2 cos(Δφm12)/2δ2s . The eﬀect at times tq is therefore to eﬀectively
weaken the interaction. If the phases are set so that Δφm12 = π/2, the gate has
no eﬀect, while if they are set so that Δφm12 = π, the opposite set of spin states
are displaced and the geometric phase has the opposite sign, compared to the case
where Δφm12 = 0. It should therefore be ensured that the spin and motional phases
are ﬁxed and their diﬀerence is equal to either 0 or π in order for the interaction to
work correctly. For ions in a magnetic ﬁeld gradient, the qubit frequencies of the
two ions are diﬀerent. This means that there are four detunings that need to be
set for the gate (δr1, δb1, δr2 and δb2). If δb1 − δr1 = δb2 − δr2, the phase diﬀerence
Δφm12 becomes time-dependent, which would be detrimental to the gate for the
reasons mentioned above. It should therefore be ensured that the two frequency
diﬀerences are exactly equal to ensure that the phase relationship between the two
sets of Mølmer-Sørensen ﬁelds can be kept constant.
In a similar way to the two ion case, we can ﬁnd the reduced density matrix
ρ
(s)
k (t) describing only the spin states by tracing over the motional state. As an
example we can choose to perform the gate on the stretch motional mode so that
the states |←→〉 and |→←〉 move in circles in phase space. Starting with the spins
















The reduced density matrix can then be found as ρ(s)th,s =
∑∞
m=0 〈m| ρth,s |m〉. The
magnitude of the density matrix elements at three diﬀerent times during the gate
evolution are plotted in Fig. 6.5. The diagonal elements of the density matrix give
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Fig. 6.5 Top: Plots of the magnitude of the reduced density matrix elements for
three diﬀerent times after applying the Mølmer-Sørensen interaction to a pair of ions
with symmetric detuning δ = 2ηΩ. With this detuning, a maximally entangled state
will be formed after the motional state has completed a single loop in phase space
at time tg = 2π/δ = π/ηΩ. The ﬁrst and last plot show the density matrix before
and after the gate interaction, showing that the spin state evolves from |↓↓〉 to the
maximally entangled state (|↓↓〉 + eiφ |↑↑〉)/√2. The middle plot shows the state
halfway through the evolution, which is a mixed state after tracing over the motional
degrees of freedom. Bottom: State populations and Bell state ﬁdelities as a function
of time (left) and symmetric detuning (right) for the Mølmer-Sørensen interaction
applied to a pair of ions, following Eqs. 6.24 and 6.27. In the top row the motional
state is prepared in the ground state |n = 0〉, while in the bottom row the motional
state is in a thermal state with n¯ = 10. It can be seen that while the gate still works
in the thermal case, the features are narrower and therefore the detuning and time
have to be set more accurately compared to the ground state case to achieve a given
gate ﬁdelity.
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the state populations, which are found to be
P (↑↑) = 18
(
3 + e−|4αs(t)|2(n¯+ 12 ) − 4 cos(4χs(t))e−|2αs(t)|2(n¯+ 12 )
)
,
P (↑↓) = P (↓↑) = 18
(
1 − e−|4αs(t)|2(n¯+ 12 )
)
P (↓↓) = 18
(





Plots of the populations as a function of both time and detuning are plotted in
Fig. 6.5. These functions are useful to compare with experimental data to see
if the Mølmer-Sørensen interaction is working correctly and to measure and set
experimental parameters such as the symmetric detuning and Rabi frequencies.
There are several measures that can be used to estimate the gate ﬁdelity. A
simple measure is given by the overlap of the density matrix with the Bell state
|ψφ〉 = (|↓↓〉 + eiφ |↑↑〉)/
√
2. Here φ is the phase of the Bell state, which is predicted
to be either π/2 or −π/2 depending on which motional mode is used and the sign of
the symmetric detuning. A more precise method is to perform process tomography,
where the output state is characterised for every input state and the average ﬁdelity
is taken. This would require individual ion detection, and so was not used here, but
would be an interesting further experiment to carry out. For an arbitrary density
matrix ρ with matrix elements ρij,kl, where i, j, k, l ∈ {↓, ↑}, the Bell state ﬁdelity is
Fbell = 〈ψφ| ρ |ψφ〉 = 12
(








where we have written the oﬀ diagonal matrix elements in polar form as ρ↑↑,↓↓ =
ρ∗↓↓,↑↑ = |ρ↑↑,↓↓|eiφ↑↑,↓↓. The phase of the Bell state is usually unimportant, as any
phase diﬀerence from a desired Bell state can be corrected with single qubit rotations.
In this case, we can ignore the cosine term in Eq. 6.25 and the ﬁdelity becomes
Fbell = 12
(
ρ↑↑,↑↑ + ρ↓↓,↓↓ + 2|ρ↑↑,↓↓|
)
. (6.26)
The theoretical gate ﬁdelity as a function of time can be calculated from the reduced





3 + e−|4αs(t)|2(n¯+ 12 ) ± 4 sin(4χs(t))e−|2αs(t)|2(n¯+ 12 )
)
, (6.27)
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where the ± sign corresponds to the two Bell states (|↓↓〉 ± i |↑↑〉)/√2. The ﬁdelity
as a function of time and detuning is plotted in Fig. 6.5.
In the same way as in the single ion case, the Mølmer-Sørensen interaction can be
performed on multiple dressed-state qubits {|0′j〉 , |Dj〉}, where j is the ion number,
with the replacements |↓j〉 → |0′j〉, |↑j〉 → |Dj〉 and Ω → ΩD = Ωrf/
√
2. The Stark
shifts for the two ions can be calculated using Eq. 6.13, where the 2nd order Zeeman
shifts Δω± are diﬀerent for the two ions due to the magnetic ﬁeld gradient.
6.3.2 Sources of Error
There are various sources of error that could lead to a Bell state inﬁdelity for the
Mølmer-Sørensen gate. These errors can be grouped into two broad categories,
namely mis-set gate parameters and limiting errors such as motional heating and
dephasing. The inﬁdelity due to limiting errors indicates the maximum ﬁdelity
achievable when the gate parameters are perfectly set, and is determined by system
parameters that are set or have been characterised in previous chapters. In the
following sections, the main sources of error are discussed and the resulting gate
inﬁdelities are calculated.
Motional heating
Motional heating causes the populations in the Fock states |n〉 to change, which
can change the path of the displaced motional states in phase space and cause the
paths to not completely close at the end of the gate. The gate inﬁdelity due to
heating can be calculated by solving the master equation given in Eq. 5.15 with the
Mølmer-Sørensen Hamiltonian. An analytical solution is derived in Ref. [31], which
for two ions gives an inﬁdelity









The inﬁdelity can be reduced by increasing the speed of the gate compared to the
heating rate (i.e. increasing the ratio ηkΩ/ ˙¯n), or by increasing the number of loops
q. By increasing the number of loops, the displacements in phase space per loop
get smaller and hence the sensitivity to heating reduces. If q is large, the gate
becomes largely insensitive to heating, however, the gate time also increases as √q,
and therefore other sources of error may become more signiﬁcant in this regime.
In chapter 5, the heating rates for a single ion and the stretch mode of two ions
were measured. The heating rate of the COM mode of two ions should be equal
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Fig. 6.6 Heating rate error heating as given by Eq. 6.28 as a function of the mode
frequency νk for the COM and stretch modes of a two ion string using the measured
heating rates for the two modes. The Rabi frequency has been ﬁxed as Ω/2π = 35 kHz
and q has been set to 1. Since ηk decreases with νk, this means that although the
error decreases for larger mode frequencies, the gate time increases.
to the single ion heating rate for a given trap frequency. For the COM mode, the





where νzSE(νz) is the scaled spectral noise density of the electric ﬁeld, which is
assumed to be independent of the trap frequency and constant, and can be found by
measuring ˙¯nc for the COM mode at a particular trap frequency. From our previous
measurements in Chapter 5, we ﬁnd νzSE(νz) = 1.4(2)×10−6 V2m−2. For the stretch



















where d is the ion-electrode distance and Δz is the ion-ion spacing. For our ion-
electrode distance of d = 310μm and stretch mode frequency νs/2π = 468.2 kHz, Eq.
6.30 predicts a heating rate of ˙¯ns = 0.025 s−1. This is over two orders of magnitude
lower than the value of ˙¯ns = 7(2) s−1 measured in Sec. 5.4.3. The reason for the
large discrepancy is unknown, but could be caused by a noise spectrum that does
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not scale as 1/f, or for noise that is correlated between the trap electrodes, both of
which are not taken into account in the model leading to Eq. 6.30. An interesting
further experiment would be to measure the scaling of the stretch mode heating
rate with frequency. Fig. 6.6 shows plots of the gate inﬁdelity due to heating heating
as a function of the mode frequency νk for the COM and stretch modes using the
measured heating rates. The stretch mode heating rate follows the frequency scaling
of Eq. 6.30, with an extra constant multiplying factor to account for the discrepancy
between predicted and observed heating rates.
Dephasing and depolarisation
A common source of error for the Mølmer-Sørensen gate is dephasing of the qubits
due to magnetic ﬁeld noise. As shown in Chapter 4, the use of dressed states
suppresses the eﬀects of magnetic ﬁeld noise as the energies of the dressed states are
independent of the magnetic ﬁeld. Noise can still couple to the system however by
driving transitions between the dressed states if the noise frequency is near-resonant
with the dressed-state energy splitting. The eﬀect of magnetic ﬁeld noise in this
case is therefore depolarisation rather than dephasing. As discussed in Sec. 4.3.1,
magnetic ﬁeld noise can also cause dephasing of the dressed-state qubit {|0′〉 , |D〉}
if the detunings and Rabi frequencies of the dressing ﬁelds are not set correctly.
After setting these parameters to within the expected tolerance based on the theory
described in Sec. 4.3.1, the lifetime of |D〉 and the coherence time of the qubit
{|0′〉 , |D〉} were measured in Sec. 4.3.4 and found to be equal within statistical errors
at approximately 0.65 s. This indicates that depolarisation is indeed the dominant
eﬀect due to magnetic ﬁeld noise in our system.
The eﬀect of both dephasing and depolarisation on the gate ﬁdelity can be
estimated using a master equation approach. To estimate the eﬀects, a numerical


















where H is the Hamiltonian and Cjk are Lindblad operators acting on ion j. For






|Dj〉 〈Dj| − |0′j〉 〈0′j|
)
, (6.32)
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where Γ = 1/T2 is the measured dephasing rate. In the case of depolarisation, there


















































where γ1 and γ2 are two decay rates. The six Lindblad operators for depolarisation
correspond to σx, σy and σz type rotations between |D〉 and |u〉 as well as |D〉 and
|d〉. The σz type rotations would occur if there were ﬂuctuations in the relative
energies of the dressed states, which could for example be caused by ﬂuctuations
in the microwave dressing ﬁeld Rabi frequencies. We neglect these eﬀects in the
following, and therefore set γ1 = 1/T1 as the measured lifetime of |D〉 and γ2 = 0.
The factor of 6 in the square root diﬀers from Ref. [84] by a factor of 3/2, which is
due to the fact that here there are two levels coupled to |D〉 rather than one as in the
case of a qubit. The additional factor was found by solving Eq. 6.31 analytically for a
single ion. A worst-case scenario for the gate ﬁdelity can then be found by initialising
two four-level ions in the Bell state |ψ〉 = (|0′0′〉 − i |DD〉)/√2 and simulating the
decay due to depolarisation following Eq. 6.31 with no Hamiltonian term. Fig.
6.7 shows the result of such a simulation for the measured lifetime T1 = 0.63(4) s.
An additional exponential decay is overlaid with the simulated curve, which is an
approximate analytical expression for the gate ﬁdelity as a function of time in the
form
Fdepolarisation = F0 + (1 − F0)e−γ0t/T1 , (6.34)
where we ﬁnd F0 = 0.2778 and γ0 = 0.92 give a good agreement with the simulation on
short timescales (similar to expected gate times), as shown in Fig. 6.7. Substituting
in the equation for the gate time, we therefore ﬁnd the error due to depolarisation is
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Fig. 6.7 Result of a numerical simulation of Eq. 6.31 for two four-level ions initially
prepared in the Bell state |ψ〉 = (|0′0′〉−i |DD〉)/√2. The blue curve is the numerical
simulation, while the black dashed curve is the analytical expression given by Eq.
6.34. The simulated and analytic expressions can be seen to be in good agreement,
especially on shorter timescales as shown in the right plot, which shows the expected
ﬁdelity on similar timescales to the expected gate time for our parameters.
As expected for a ﬁxed lifetime, the gate inﬁdelity from depolarisation can only be
reduced by performing a faster gate (i.e. increasing ηkΩ or reducing q).
Carrier coupling
Oﬀ-resonant coupling of the Mølmer-Sørensen ﬁelds to the carrier transitions leads
to small oscillations of the populations in time at a frequency approximately equal to
the detuning from the carrier δc. Unlike the previous errors, this is a coherent process
and so does not necessarily give rise to any gate inﬁdelity. If the gate was applied for
a time that is an integer multiple of the oﬀ-resonant carrier oscillation period 2π/δc,
the inﬁdelity from carrier coupling would be zero. However, achieving such accuracy
is not typically possible experimentally, as any small change in the carrier detuning
would be ampliﬁed after the many oscillations required to reach the gate time∗.
Furthermore, in the dressed-state scheme there are six carrier transitions to consider,
each with slightly diﬀerent detunings. Finding a time when the amplitude of all six
oscillations are zero would therefore be challenging. If the gate is not performed with
such accuracy, the coupling to the carrier becomes an error term, which is calculated
in Ref. [31] to be approximately NΩ2β/2δ2β for each carrier transition |0′〉 ↔ |β〉,
where N is the number of ions. We can approximate that the six carrier detunings
are all equal to the mode frequency νk, which is valid as long as δ,Ωμw 	 νk. Using
the fact that ΩD = Ωrf/
√
2 and Ωud = Ωrf/2, the carrier coupling error is therefore
∗for typical parameters the gate time is on the order of 1000 periods of the mode oscillation







Fig. 6.8 Eﬀect of modulating the Rabi frequency of an oﬀ-resonant ﬁeld applied to a
two-level system. Left: On the Bloch sphere, an oﬀ-resonant ﬁeld causes the state
vector to rotate around an axis aligned with the dressed-state eigenvectors which is
at an angle θ from z (for φ = 0), shown by the solid orange line. If the ﬁeld is turned
on instantaneously, a state initialised in |↓〉 rotates around the circle shown in blue.
At the end of the pulse, the state vector could therefore be at any angle between 0
and 2θ due to imperfect timing. If the ﬁeld is instead ramped up at the start of the
pulse and ramped down at the end of the pulse slowly compared to π/δ, the state
vector adiabatically follows the spin eigenstates, returning to |↓〉 at the end of the
pulse. Right: Plots of a numerical simulation of a single ﬁeld applied to a two level
system with either a square pulse shape (blue) or a shaped pulse with sin2 type ramp
proﬁle (orange) as described by Eq. 6.37. The top graph shows the Rabi frequency
as a function of time, which in both cases has a maximum of Ωmax/2π = 30 kHz.
The window length tw is set to 2π/Ωmax, so that the two ramps at the beginning
and end of the pulse each last half a period of the maximum Rabi frequency. The
pulse areas have been set equal so that a for a resonant pulse, a rotation of 15π is
achieved. The middle graph shows the population P (↑) as a function of time for a
resonant pulse, while the bottom graph shows the same for when the detuning is
set to δ = 5Ωmax. For this detuning, the window length tw satisﬁes the adiabatic
condition as tw = 10π/δ. It can be seen that although the shaped resonant pulse
transfers population in the same way as the square pulse, the oﬀ-resonant pulse has
a signiﬁcantly reduced error. The inset in the bottom graph shows a zoom of P (↑)
for the shaped case at the end of the pulse, showing that the maximum population
is on the order 10−9. The dashed green line shows the average error for an unshaped
pulse, which is approximately given by Ω2max/2δ2.














It can be seen that the carrier coupling error can be reduced by either increasing the
mode frequency νk or decreasing the Rabi frequency Ωrf.
In our setup, the magnetic ﬁeld gradient of 24.5 T/m gives a fairly small eﬀective
Lamb-Dicke parameter for typical trap frequencies, and therefore the ratio of sideband
to carrier Rabi frequencies is also small. This means that the parameter regime
required for a reasonably fast, high-ﬁdelity gate results in a large carrier coupling
inﬁdelity on the order of a few %. The error due to carrier coupling can however be
largely suppressed by modulating the amplitude of the Mølmer-Sørensen ﬁelds in
time so that they are smoothly turned on and oﬀ, rather than the usual square pulse.
This can be understood by considering the positions of the two level dressed-state
eigenvectors given in Eq. 4.3 on the Bloch sphere. The Bloch vector can be described
using two angles θ and φ, for which the dressed-state eigenvectors can be written
as |d〉 = cos(θ/2) |↓〉 + eiφ sin(θ/2) |↑〉 and |u〉 = sin(θ/2) |↓〉 − eiφ cos θ/2 |↑〉. If the
Rabi frequency Ω0 = 0, the dressed states |u〉 and |d〉 are equal to the bare states
|↓〉 and |↑〉 and therefore θ = φ = 0. If δ  Ω0 and Ω0 is increased, we ﬁnd
θ ≈ −2 arccos(2δ/
√
4δ2 + Ω20), while φ is set by the phase of the ﬁeld. If the ion is
initialised in the state |↓〉 and an oﬀ-resonant ﬁeld is applied instantaneously, the state
vector will rotate around the axis on the Bloch sphere at angle (θ, φ) corresponding
to the dressed-state eigenvectors with frequency Ωδ =
√
δ2 + Ω20, as shown in Fig.
6.8. If however, the Rabi frequency is increased slowly, the state vector follows the
eigenstate and there is no oscillation. The ﬁeld can then be ramped back down,
returning all population to |↓〉 at the end of the pulse. For suﬃciently large detuning,
Ωδ ≈ δ and the condition for adiabatic following is approximately tw  π/δ. For
zero detuning, the eigenvectors instantaneously jump to |u〉 = (|↓〉 + |↑〉)/√2 and
|d〉 = (|↓〉 − |↑〉)/√2, and therefore the ramp speed for adiabatic following becomes
inﬁnitely slow. Consequently, a shaped pulse can perform in the same way as a square
pulse when resonant, while having a signiﬁcantly reduced error when oﬀ-resonant.
The exact shape of the ramp is not crucial, as long as the adiabatic condition










0 ≤ t < tw2






tpulse − tw2 ≤ t < tpulse
. (6.37)
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Fig. 6.9 Inﬁdelity deﬁned as the amount of population remaining in |↑〉 after applying
a sin2 shaped pulse as a function of the window length tw for diﬀerent values of δ.
The maximum value of tw in this case is 2π/Ω0, corresponding to tw = tpulse. It can
be seen that the error can be reduced by several orders of magnitude when using
pulse shaping.
This proﬁle is illustrated in Fig. 6.8. To observe the eﬀect of pulse shaping, a
numerical simulation of a two level system interacting with a ﬁeld was performed,
where both square and sin2 shaped pulses were tested. The results are shown in
Fig. 6.8, where it can be seen the amount of population transferred between the
two states is reduced by several orders of magnitude when an oﬀ-resonant ﬁeld is
applied. Fig. 6.9 shows the population remaining in |↑〉 after applying a shaped
pulse equivalent to a π-pulse when δc = 0 as a function of the window length tw for
diﬀerent detunings.
To test the pulse shaping, we prepare a single ion in |0′〉 and apply an RF pulse
with ﬁxed length near the |0′〉 ↔ |D〉 transition and vary the detuning. The resulting
population for both a square and shaped pulse are shown in Fig. 6.10 along with a
numerical simulation with the measured parameters. It can be seen that the data
and simulation curves match well, demonstrating that the shaped pulse is having
the desired eﬀect.
Incorrect symmetric detuning
If the symmetric detuning δ of the Mølmer-Sørensen ﬁelds is set incorrectly, the
loops in phase space will not exactly close at the gate time and the geometric phase
will not be exactly equal to π/8. As well as arising from mis-set parameters, such an
error can also arise if there is a drift in the trap frequency. To calculate the gate
inﬁdelity for small detuning errors, we can set δ = δ0 + Δδ, where δ0 = 2
√
qηΩ and
Δδ is the symmetric detuning error, and expand Eq. 6.27 in powers of Δδ. To lowest
order in Δδ, we get
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Fig. 6.10 Population in F = 1 after preparing in |0′〉 and applying an RF pulse to
the |0′〉 ↔ |D〉 transition while scanning the detuning. The black points are for a
square pulse with Rabi frequency ΩD/2π = 0.5 kHz, while the red points are for a
shaped sin2 pulse following Eq. 6.37, where the window length has been set equal
to the pulse length so that tw = tpulse = 1ms and the maximum Rabi frequency is
Ωmax = 2ΩD. The Rabi frequency for the two cases as a function of time are shown
in the inset. The solid lines are the result of numerically simulating a two level
system driven by a single ﬁeld with Rabi frequency either constant at ΩD for the
pulse duration or varied following Eq. 6.37.















Fig. 6.11 Gate inﬁdelity εΔδ as a function of the fractional symmetric detuning error
Δδ/δ0. It can be seen that for a higher mean phonon number n¯k, the detuning error
should be smaller to achieve a given ﬁdelity. It is therefore advantageous to sideband
cool the motional state as low as possible to reduce the error.
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The error εΔδ is plotted in Fig. 6.11. It can be seen that for higher values of n¯k, the
fractional detuning error Δδ/δ0 should be set more accurately to achieve the same
gate ﬁdelity. This is apparent when looking at the plots of ﬁdelity in Fig. 6.5 for the
n¯ = 0 and n¯ = 10 cases, where it can be seen that the feature surrounding the correct
gate detuning is much narrower in the hotter case. It is therefore advantageous to
sideband cool the motional state to a low n¯ in order to achieve a high-ﬁdelity gate.
If the mode is in the ground state, the symmetric detuning should be kept below
Δδ ≈ 0.01δ0 to ensure the inﬁdelity is less than 10−3.
Incorrect asymmetric detuning
Gate inﬁdelities can also arise if the ‘asymmetric detuning’ is set incorrectly. For a
single ion, the two sideband detunings are ideally set to δr = δ0 and δb = −δ0, where
δ0 is the symmetric gate detuning. An asymmetric detuning Δδ is then deﬁned as
the case where δr = δ0 + Δδ and δb = −δ0 + Δδ. For two ions, there are four main
asymmetric detuning errors, namely both ions have equal asymmetric detunings,
both have opposite asymmetric detunings, and two cases where only one of the ions
has an asymmetric detuning. Such errors can occur if the Stark shift for each ion
is not set correctly, or if there is a drift in the qubit frequency. The inﬁdelity from
asymmetric detuning errors cannot be calculated in a simple analytic way in the
same way as the symmetric detuning error, as when deriving the Mølmer-Sørensen
Hamiltonian we have already assumed that δr = −δb. To estimate the error, a
numerical simulation of the gate can be performed for the case that the motion is
in the ground state. The overlap with the Bell state |ψφ〉 = (|0′0′〉 + eiφ |DD〉)/
√
2
at tg is then calculated and the Bell state ﬁdelity is maximised as a function of φ.
This then allows any variation in phase of the produced Bell state to be taken into
account, which could be corrected using single qubit rotations if required. Fig. 6.12
shows the resulting inﬁdelity as a function of Δδ for the four diﬀerent cases. It can
be seen that the worst case is when both ions have equal asymmetric detuning, in
which case it can be seen that we require Δδ  0.04δ0 for the inﬁdelity to be below
10−2.
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Fig. 6.12 Gate inﬁdelity as a function of incorrectly set asymmetric detunings. The
four curves represent the four diﬀerent ways that the asymmetric detuning can be
mis-set. The symmetric detuning is set to δ0 = 2ηΩ, corresponding to a single loop
gate and the gate time is set to tg = 2π/δ0. The inﬁdelities can also be compensated
by slightly adjusting the symmetric detuning or gate time.
Nonlinear Kerr coupling
The nonlinearity of the Coulomb interaction gives rise to a ‘Kerr’ coupling between
axial and radial normal modes for which the ions have relative motion, such as the
stretch axial mode and the rocking radial modes for a two ion string [85, 86]. If the
gate is performed on the axial stretch mode, the mode frequency therefore depends
on the motional state |nr〉 of the rocking mode. If the rocking mode is only Doppler
cooled so that it is in a thermal state with mean phonon number n¯r, the stretch
mode frequency ﬂuctuates between experimental runs, which consequently becomes
a symmetric detuning error for the gate. The Kerr coupling Hamiltonian for a pair
of ions is given by [85, 86]
Hkerr = Kasa†sara†r, (6.39)
where as, a†s and ar, a†r are ladder operators for the stretch mode and rocking mode


















ν2⊥ − ν2z is the rocking mode frequency, ν⊥ could correspond to either
radial mode frequency νx or νy, α is the ﬁne structure constant and c is the speed
of light. The stretch mode frequency is therefore modiﬁed by Δνs = Knr. This is
the same as a symmetric detuning error, and can therefore be substituted into Eq.
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Fig. 6.13 Gate inﬁdelity 2εkerr due to the Kerr coupling between the stretch and
rocking modes in a two ion string. The Rabi frequency is ﬁxed at Ω/2π = 35 kHz
and the solid and dashed lines represent two diﬀerent radial mode frequencies
ν⊥/2π = 1MHz and 2MHz respectively. The rocking modes are assumed to be at
the Doppler temperature, as given by Eq. 5.1 and the two curves for each radial
mode frequency represent the stretch mode being in a thermal state with n¯s = 0, 5.
The inﬁdelity is twice the Kerr coupling error due to the two radial modes, which are
approximated to be the same frequency. The curves take into account the reduction
in eﬀective Lamb-Dicke parameter with increasing trap frequency, making the q loop
gate time longer for a ﬁxed Ω.
6.38 to ﬁnd the gate inﬁdelity. If the rocking mode is in a thermal state with mean
phonon number n¯r, the error is thermally distributed with a diﬀerent value for each
experimental run. The average error can therefore be calculated by the variance
of the thermal distribution, which is given by Var(nr) = n¯r(2n¯r + 1). The average
inﬁdelity is then found to be [87]









There are two radial modes in the x and y directions which are generally almost the
same frequency, both of which have an associated rocking mode. The total error
from Kerr coupling is therefore approximately 2εkerr. Plots of 2εkerr are shown in Fig.
6.13.
Spin-spin coupling
An error term arises from the spin-spin coupling due to the magnetic ﬁeld gradient,
whose eﬀect in the dressed basis is derived in Sec. 4.4.2. The eﬀect is to drive
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Fig. 6.14 Gate inﬁdelity due to spin-spin coupling as a function of time, where
the trap frequency has been set to νz/2π = 265 kHz and the dressing ﬁeld Rabi
frequencies are Ωμw/2π = 20 kHz. The black curve shows the error when all dressing
ﬁeld detunings are resonant and Rabi frequencies equal, in which case the spin-spin
coupling is a resonant eﬀect. By either changing the diﬀerence between the dressing
ﬁeld Rabi frequencies for the two ions (red) or by detuning the dressing ﬁelds (green)
by 1 kHz, the error can be signiﬁcantly suppressed. The dashed lines show the
average error as given in Eq. 6.44.
2ν2k). A simple error model is then found by equating the inﬁdelity with the loss
of population from |DD〉 when coupled to a state outside of the two qubits with













This can be a signiﬁcant error for typical gate parameters, however, the coupling
can be largely suppressed by adjusting the parameters to change the dressed state
energies. To see this, we can write the operators S+ and S− for arbitrary dressed

















The terms coupling to |DD〉 in the spin-spin coupling operators Si+Sj− are then
rotating at frequencies Δ±ij = ±(iu + jd)/∓ (iD + jD)/. If the dressing ﬁelds are all





2 and jD = 0, and therefore Δ±ij = 0. Therefore the spin-spin interaction
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is a resonant eﬀect. If however the dressed state energies are set in a way that makes
Δ±ij = 0, the coupling is oﬀ-resonant and is therefore suppressed. The coupling can
be neglected as oﬀ-resonant if the condition Δ±ij  J±ij is met. There are two distinct
ways to alter the dressed state energies to have the desired eﬀect with a pair of
ions. The ﬁrst is to detune the dressing ﬁelds equally for both ions by an amount
δμw. The rotation frequency of the spin-spin coupling term is then Δ±12 = ±δμw.
Alternatively, the dressing Rabi frequencies can be set to be diﬀerent by an amount
ΔΩμw = Ω1μw − Ω2μw∗. The rotation frequency is then Δ±12 = ±ΔΩμw/
√
2. Fig. 6.14
shows the eﬀect of the spin-spin coupling on the gate inﬁdelity as a function of time
for the case that the coupling is resonant and oﬀ-resonant. If the coupling is oﬀ







Other sources of error considered are small compared to the errors discussed in
the previous sections, giving contributions to the gate inﬁdelity below 10−7. Error
terms that can be signiﬁcant in some implementations of the Mølmer-Sørensen gate
are deviations from the Lamb-Dicke regime and coupling to spectator motional
modes, as discussed in Ref. [31]. In our case the eﬀective Lamb-Dicke parameter
η is small compared to the Lamb-Dicke parameters ηl that can be achieved with
lasers, and hence such errors are negligibly small (∼ 10−7). If a similar experiment
was carried out where a larger magnetic ﬁeld gradient was used, these errors may
become signiﬁcant and should then be taken into account. Errors can also arise due
to approximations in the dressed-state picture. In the derivation of the dressed state
Hamiltonians discussed in Chapter 4, some approximations were made and hence
some Hamiltonian terms were neglected. These terms may have a small eﬀect on
the gate, which can lead to errors. The error terms can be found by performing the
Magnus expansion on the full Hamiltonian, which has been shown analytically in Ref.
[88]. With the exception of the spin-spin coupling error discussed in the previous
section, all such errors were found to be below 10−8 for typical parameters.
Total inﬁdelity
The total inﬁdelity can be estimated by adding together all of the errors discussed
in the previous sections. The measured gate inﬁdelity will likely be higher than
∗Note that the Rabi frequencies of the two dressing ﬁelds for a given ion should still be equal.
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Fig. 6.15 Total gate inﬁdelity as a function of the trap frequency obtained by summing
the errors described in the previous sections for the COM mode (left) and the stretch
mode (right). Errors due to mis-set detunings have not been included, and it has been
assumed that the spin-spin coupling error is suppressed suﬃciently to be neglected.
The blue curve shows the total inﬁdelity when using a square pulse shape, while
the orange shows the inﬁdelity without the carrier coupling error, which could be
achieved by shaping the amplitude of the Mølmer-Sørensen ﬁelds. The parameters
used correspond to typical measured values and are set to Ω/2π = 45 kHz, n¯ = 0.14,
ν⊥/2π = 1.5MHz. The depolarisation time and heating rates are set to those
measured in Chapters 4 and 5 respectively.
this value as some systematic and experimental eﬀects may have not been taken
into account, but it gives a lower bound and a good idea of what is achievable for a
given set of parameters. Fig. 6.15 shows the total inﬁdelity as a function of trap
frequency for both the COM and stretch modes for a set of parameters given in the
ﬁgure caption. It can be seen that the lowest inﬁdelity of approximately 0.015 is
achieved when using the stretch mode with trap frequency in the range 250 kHz to
350 kHz. To obtain this inﬁdelity, it has been assumed that pulse shaping has been
used to completely neglect the error from carrier coupling, and that the dressing ﬁeld
Rabi frequencies diﬀer between the two ions by ≈ 1 kHz to suppress the spin-spin
coupling.
6.3.3 Experimental Results
The gate is performed on the stretch motional mode with frequency νs/2π =
459.34(1) kHz. To implement the gate, the stretch mode is therefore ﬁrst side-
band cooled to approximately n¯s ≈ 0.14 using the microwave sideband cooling
technique as discussed in Sec. 5.4.3, where the sideband pulses are resonant with the
red sideband of the |0〉 ↔ |+1〉 transition. This cooling technique was chosen as it
requires less ﬁelds and pulses, and a small but ﬁnite temperature is not a signiﬁcant
source of error. After cooling, the ions are prepared in the state |0′0′〉 using optical
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pumping and two microwave π-pulses on each of the clock transitions with pulse times
of 700μs and 685μs respectively. The four microwave dressing ﬁelds and the four RF
Mølmer-Sørensen ﬁelds are then applied. The dressing ﬁeld Rabi frequencies are set
to Ωμw1/2π = 20.5 kHz for ion 1 and Ωμw2/2π = 21.6 kHz, where the Rabi frequencies
of the two ﬁelds in each ion have been matched to within 0.5%. The diﬀerence in Rabi
frequency was chosen to suppress the spin-spin coupling error, causing the coupling to
be oﬀ-resonant by Δ±12/2π = 778Hz. The spin-spin coupling frequency is calculated
to be J±12/2π = 3.8Hz, which therefore gives a suppressed error of εss ≈ 2×10−5. The
Rabi frequencies for the four Mølmer-Sørensen ﬁelds are set to Ωrf/2π = 64.2 kHz,
corresponding to a dressed state Rabi frequency ΩD = Ωrf/
√
2 = 2π × 45.4 kHz and
all four ﬁelds are set equal to within 1 kHz. The pulse amplitudes are shaped in a sin2
proﬁle as discussed previously in the chapter, with a window length of tw = 20μs.
With these parameters, it can be seen that δc ≈ νs ≈ 10ΩD, and tw ≈ 2π/ΩD.
Therefore the inﬁdelity from carrier coupling is below 10−8 and can be neglected. To
set the gate detunings correctly, the |0′〉 ↔ |D〉 carrier transitions are ﬁrst measured
to an accuracy of ≈ 20Hz, and the optimum Stark shifts and symmetric detuning for
a single loop gate are calculated using Eqs. 6.13 and 6.19. A scan of the gate pulse
time is then performed, and any mis-set symmetric detuning can be inferred from the
time at which the populations P0′D +PD0′ dip to zero, as can be seen in Fig. 6.5. To
optimise the asymmetric detunings, the pulse time is set to 2tg and each of the four
asymmetric detuning types, as discussed in Sec. 6.3.2, are scanned. These processes
are then iterated until the populations at tg are optimised towards the ideal values
of P0′0′ = PDD = 0.5 and P0′D + PD0′ = 0. Fig. 6.16 shows the resulting populations
when varying the pulse time. It can be seen that the data ﬁts the theory curves
well, demonstrating that the Mølmer-Sørensen interaction is working correctly. The
populations at the gate time tg = π/ηΩD = 2.7ms are measured separately with 1300
repetitions, giving P0′0′ +PDD = 0.997(8), which is consistent with the production of
the Bell state |ψφ〉 = (|0′0′〉 + eiφ |DD〉)/
√
2. The populations on their own however
are not enough to verify that the state is entangled and extract a Bell state ﬁdelity,
as the state could be mixed to some degree. Therefore a further measurement is
required to enable the Bell state ﬁdelity to be calculated, which will be discussed in
the following section.
Gate characterisation
As can be seen from Eq. 6.25, the Bell state ﬁdelity can be calculated from the
density matrix elements ρ↑↑,↑↑, ρ↓↓,↓↓, ρ↑↑,↓↓ and ρ↓↓,↑↑. The diagonal matrix elements
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Fig. 6.16 Measured probabilities for zero (red), one (black) and two (blue) ions to be
in F = 1 for the Mølmer-Sørensen interaction when the pulse time is varied. These
are equivalent to the probabilities P0′0′ , P0′D+PD0′ and PDD respectively if errors due
to mapping between dressed and bare states and lifetime eﬀects are neglected. The
solid lines are theory curves following Eqs. 6.24 with n¯ = 0. The symmetric detuning
is set to δ = 2ηΩD = 2π × 370Hz. At the gate time tg = 2.7ms, the populations
can be seen to approach the ideal values of P0′0′ = PDD = 0.5 and P0′D + PD0′ = 0,
consistent with the production of the Bell state |ψs〉 = (|0′0′〉 + eiφ |DD〉)/
√
2.
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Fig. 6.17 Parity Π = P0′0′ − P0′D − PD0′ + PDD of the two dressed-state qubits after
applying the Mølmer-Sørensen interaction for a time tg followed by a parity pulse
on both carrier transitions and varying the carrier ﬁeld phases equally. Each point
is the result of 800 repetitions. The data is ﬁt to the function A0 + A cos(2φ + φ0),
which can be compared with Eq. 6.46 to see that A → 2|ρi↑↑,↓↓|. A ﬁt to the data
gives A = 0.972(17), which together with the measured populations at tg gives a Bell
state ﬁdelity of Fbell = 0.985(12).
ρ↑↑,↑↑ and ρ↓↓,↓↓ are given by the populations P↑↑ and P↓↓ which can be measured
directly from an experiment such as that shown in Fig. 6.16. To measure the oﬀ
diagonal density matrix elements ρ↑↑,↓↓ and ρ↓↓,↑↑, a further experiment should be
performed after the gate interaction. As shown in Ref. [33], these matrix elements
can be measured by applying π/2 carrier pulses to both ions and varying the phase
on both equally. From Eq. 2.23, the unitary operator for a π/2 pulse on a single ion
with phase φp is given by
Up
(









If the phases are set to be equal for the carrier ﬁelds for both ions, the total unitary
operator for a π/2 pulse on each ion is Up(φp) ⊗ Up(φp). The parity Π is deﬁned the
sum of the populations in the even parity states |↑↑〉 and |↓↓〉 minus the sum of the
populations in the odd parity states |↑↓〉 and |↓↑〉. The parity signal as a function of
φp after applying the two π/2 pulses to an arbitrary initial state ρi is therefore given
by
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Π(φp) = 〈↑↑| ρp(φp) |↑↑〉 + 〈↓↓| ρp(φp) |↓↓〉 − 〈↑↓| ρp(φp) |↑↓〉 − 〈↓↑| ρp(φp) |↓↑〉
= ρi↑↓,↓↑ + ρi↓↑,↑↓ − e2iφpρi↓↓,↑↑ − e−2iφpρi↑↑,↓↓
= 2|ρi↑↓,↓↑| cos(φ↑↓,↓↑) − 2|ρi↑↑,↓↓| cos(φ↑↑,↓↓ + 2φp),
(6.46)
where ρp(φp) = (Up(φp) ⊗ Up(φp))ρi(U †p(φp) ⊗ U †p(φp)). The parity signal therefore
oscillates with frequency 2φp, phase oﬀset φ↑↑,↓↓ and amplitude 2|ρi↑↑,↓↓|, allowing
the magnitude and phase of ρi↑↑,↓↓ to be extracted. The additional term in Eq. 6.46
gives an oﬀset to the parity curve if the density matrix elements ρi↑↓,↓↑ are non-zero.
Fig. 6.17 shows the parity signal after applying the gate to the two dressed state
qubits as discussed in the previous section for a time tg, followed by a π/2 pulse
on both carrier transitions |0′〉 ↔ |D〉 lasting 425μs and varying the phase of both
ﬁelds equally. The data is ﬁt to the function A0 + A cos(2φp + φ0), which can be
compared with Eq. 6.46 to give the magnitude of the oﬀ-diagonal density matrix
elements as A = |ρi↑↑,↓↓| = |ρi↓↓,↑↑| = 0.972(17). Inserting this into Eq. 6.26 along
with the measured populations, the Bell state ﬁdelity is Fbell = 0.985(12).
From the experimental parameters used, the measured gate inﬁdelity can be
broken down into individual parts from diﬀerent error sources, as described in Sec.
6.3.2. These estimated errors are given in Table. 6.1. It can be seen that the largest
estimated contribution to the error is from motional heating. The measured gate
ﬁdelity diﬀers from the predicted value by approximately 2 × 10−3, which is well
within the error of the measurement. Any diﬀerence between the two values could
also arise due to mis-set gate parameters such as the symmetric and asymmetric
detunings.
In Appendix D, a ‘gate recipe’ is described, which outlines the procedure used to
implement the two-qubit gate presented in this chapter. It has been attempted to
make the steps as generic as possible, so that the recipe could be followed for future
experiments where diﬀerent parameters are used.
In this chapter, a two-qubit gate using the Mølmer-Sørensen interaction has been
demonstrated with a Bell state ﬁdelity of FBell = 0.985(12). The gate is implemented
using only microwave and RF ﬁelds, making it a promising candidate for use in a
large scale quantum computing architecture. The inﬁdelity measured agrees well
with the predicted errors from the measured motional heating rate, lifetime and
coherence time, and such errors can be reduced with further work. The next steps to
increase the ﬁdelity further, as well as an outline of how this two-qubit gate scheme




Carrier coupling < 10−8
Kerr coupling 0.08
Spin-spin coupling < 10−5
Total 1.31
Table 6.1 Error budget for the two-qubit gate, which has a measured inﬁdelity of
(1.5 ± 1.2) × 10−2. The errors are calculated from equations given in Sec. 6.3.2. The
predicted inﬁdelity from the sum of errors in the table matches the measured inﬁdelity
to within the error in the measurement. Any diﬀerence between the predicted and
measured values could be due to mis-set gate parameters.





The work described in this thesis centres around a new method for performing the
fundamental operations required for a quantum computer using long-wavelength
radiation. The method uses the combination of a static magnetic ﬁeld gradient to
couple the internal and motional states of the trapped ions, and dressed states to
protect the qubits from magnetic ﬁeld noise. With this combination, sideband cooling
of a single ion to n¯ = 0.13(4) was demonstrated, as well as a two-qubit quantum
logic gate with a Bell state ﬁdelity of FBell = 0.985(12). These two results represent
the coldest temperature and highest ﬁdelity two-qubit gate achieved in trapped ions
using long-wavelength radiation, making this scheme a promising candidate for use
in a scalable quantum computing architecture. The result has also made it possible
to design a scheme for a trapped ion quantum computer based on long-wavelength
radiation, where there is no correlation between the number of microwave and RF
ﬁelds applied with the number of qubits. This idea is discussed in further detail in
Sec. 7.3.
7.1 Summary
In chapter 3 it was shown that by adding a static magnetic ﬁeld gradient to an ion trap
experiment, a transition that couples the internal and motional states of a trapped
ion can be performed with a coupling strength that is independent of the frequency
of the radiation applied. This can then be used to perform multi-qubit gates using
long-wavelength radiation. Furthermore, for multiple ions in a linear trap the gradient
additionally allows qubits to be individually addressed in frequency space, in contrast
to the traditional approach in which lasers are tightly focussed to address ions in
position space. It was then shown in chapter 4 that dressed states can help suppress
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noise coupling to the magnetic ﬁeld sensitive qubits required for the magnetic ﬁeld
gradient scheme. A scalable preparation and detection method was demonstrated
for the dressed-state qubit {|0′〉 , |D〉}, and the T1 and T2 times were measured to
be 0.63(4) s and 0.65(5) s respectively. The coherence time is nearly three orders of
magnitude larger than the bare magnetic ﬁeld sensitive states, and is comparable
with the coherence times of magnetic ﬁeld insensitive clock qubits. With further work,
it should be possible to increase the lifetime and coherence time to 2 s and above, as
demonstrated in Ref. [89]. With these lifetime and coherence time measurements,
high-ﬁdelity single qubit gates between |0′〉 and |D〉 in the fault-tolerant regime
should be possible, and are indicated by the Rabi oscillations demonstrated in chapter
4. To fully characterise the single-qubit gates and properly measure the ﬁdelity,
a randomised benchmarking experiment could be performed, which would be an
interesting experiment for future investigation. In chapter 5, the dressed state and
magnetic ﬁeld gradient schemes were combined to implement sideband cooling to
the ground state of motion in a single ion using long-wavelength radiation. The
mean phonon number after sideband cooling was measured to be n¯ = 0.13(4). The
heating rate of a single ion in the trap was also measured to be 41(7) s−1 at an axial
trap frequency of νz/2π = 426.7(1) kHz, which is almost two-orders of magnitude
lower than a previously measured value. The improvement is attributed to a highly
stable voltage supply and ﬁltering system designed for applying the DC voltages to
the trap electrodes, as well as an eﬀort to remove sources of electrical noise in the
laboratory. The stretch mode of a two ion string was also sideband cooled, reaching
a mean phonon number of n¯ = 0.14(3). The heating rate of this mode was measured
and found to be ﬁve times less than the single ion heating rate after scaling out the
dependence on trap frequency. Finally in chapter 6, a Mølmer-Sørensen two-qubit
gate was implemented with two dressed-state qubits using long-wavelength radiation.
The Bell state ﬁdelity was measured to be FBell = 0.985(12), which is approaching
the regime required for fault-tolerant quantum computation. The current limitations
in gate ﬁdelity are motional heating and depolarisation, both of which could be
reduced dramatically with an increased magnetic ﬁeld gradient. This demonstration
shows that this gate scheme, in which dressed-states are used to protect qubits that
can be coupled by a magnetic ﬁeld gradient, is a promising candidate for use in a
scalable trapped ion quantum computing architecture.
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7.2 Future work
The next step for this scheme is to push the gate ﬁdelity further into the fault-tolerant
regime, thereby further demonstrating the potential for long-wavelength radiation
quantum computing. If the single and two qubit gate inﬁdelities can be reduced
below 10−3 in a single system, this scheme would surpass the best results achieved
by Raman laser gates so far. The best way to achieve this would be to increase the
magnetic ﬁeld gradient. For the gradient of 24.5T/m used in this work, the eﬀective
Lamb-Dicke parameter is typically in the range 0.001 to 0.01. In comparison, the
Lamb-Dicke parameter used in Raman laser gates is typically on the order 0.1. A
small eﬀective Lamb-Dicke parameter causes sideband transitions to have narrow
widths in frequency and hence high demands are placed on the stability of parameters
such as the magnetic ﬁeld and trap frequency. Furthermore, the gate time is longer
and therefore decohering processes have a larger eﬀect. If the gradient was increased
so that the eﬀective Lamb-Dicke parameter was comparable with the Lamb-Dicke
parameter for Raman laser gates, these errors should be able to be reduced to 10−3
and below. A simple way to create a higher magnetic ﬁeld gradient would be to
modify or redesign the trap used in this work so that the magnets are closer together.
A simulation shows that by moving the magnets so that the distance between the
ion and magnets is 2.4mm, a magnetic ﬁeld gradient of 150T/m would be produced.
This should be straightforward to achieve in a redesigned trap. An alternative would
be to design a new macroscopic trap in which the endcap electrodes are made from
permanent magnet material, thereby incorporating the magnetic ﬁeld gradient into
the trap design. With a gradient of 150T/m, the inﬁdelity of a two-qubit gate
using reasonable parameters could be reduced to below 10−3∗. Although this would
allow a high-ﬁdelity two-qubit gate to be realised, a more scalable demonstration
could be performed on a microfabricated chip trap. Signiﬁcant eﬀort in our group is
currently being put into developing methods to create the required high magnetic
ﬁeld gradients on microfabricated chip traps. A promising method is to apply large
currents to current carrying structures buried below the electrode layers. This allows
high gradients to be created at the position of the ion string. Several traps based on
∗With parameters ∂zB = 150T/m, ΩD/2π = 100 kHz, νz/2π = 500 kHz and νr/2π = 3MHz,
the predicted ﬁdelity for a single loop gate on the stretch mode of two ions is 0.9992 using the
coherence time and heating rate measured in this work, based on the error terms presented in
chapter 6. Numerical simulations of the system by Itsik Cohen have however found additional
inﬁdelities for the gate which are thought to arise from higher order terms in the Magnus expansion
of the full system Hamiltonian (see appendix C). The source of this additional error is currently
under investigation and a method to suppress the eﬀect is being developed. However, even with
this error included, parameters can be found for which the inﬁdelity is below 10−3.
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this design have been fabricated and initial tests have successfully passed up to 10
amps of current through the buried wires. Simulations of the magnetic ﬁeld produced
by the applied currents give magnetic ﬁeld gradients up to 150T/m. Current eﬀort
is therefore focussed on setting up experiments to test the new microfabricated traps
in order to perform a high-ﬁdelity two-qubit gate based on the scheme discussed in
this work.
7.3 Scalability
To advance the work described in this thesis beyond proof-of-principle, a scalable
quantum computer design should be developed. The design should meet all of
the requirements described by DiVicenzo (shown in Sec. 1.1.1) and be scalable to
arbitrarily many ions. This has been the focus of work carried out in our group and
a ‘blueprint’ for a trapped ion quantum computer based on the static magnetic ﬁeld
gradient scheme has been developed in Ref. [48]. An outline of the architecture is
presented in the following.
Trap structure
The design is based on the idea of Kieplinski in Ref. [23] where ions are loaded,
manipulated, stored and detected in separate zones, and shuttled between zones.
The design makes use of the surface code error correction scheme, for which the
two-qubit gates are only required to be performed between nearest-neighbour ions
and is well suited to a 2D layout of connected X-junctions. Due to electrical and
fabrication constraints, the trapping structure cannot be arbitrarily large, and is
therefore split into individual modules, each containing a 6 × 6 array of connected
X-junctions, as shown in Fig. 7.1. Each module has a corresponding compact helical
resonator beneath the chip for application of the trap RF voltage, as well as on-chip
digital-to-analogue converters (DACs), which generate the required DC voltages,
which are connected to the trap electrodes via buried wires. The X-junctions have
an optimised electrode geometry for shuttling and separation following Ref. [90], as
well as backside loading capabilities to reduce charge build up on the electrodes due
to coating from the atomic ovens [91]. On-chip photodetectors in speciﬁc detection
zones collect ion ﬂuorescence for qubit readout, and a single laser beam can be passed
back and fourth over detection zones in a module without interacting with ions in
other zones. The modules are aligned together mechanically using xyz piezo stages,
and simulations in Ref. [48] show that misalignments of up to 10μm in each spatial
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Fig. 7.1 Computer generated image of a single X-junction forming part of a 6 × 6
array in a module for the scalable architecture. Three zones are indicated in diﬀerent
arms of the junction, where diﬀerent operations can be carried out as discussed in
the text. Image taken from Ref. [48].
direction are acceptable. The 171Yb+ ions used for storing and processing quantum
information are sympathetically cooled by a diﬀerent ion species in between gate
and shuttling operations. A potential candidate ion species for eﬃcient sympathetic
cooling is Barium due to the similar masses, and co-trapping the two ion species is a
current goal in our group.
Magnetic ﬁeld
In designated entanglement zones, magnetic ﬁeld gradients are applied using a copper
current carrying wire structure buried beneath the electrode layer of the chips. The
wire structure is designed so that only four current connections are required per
module to supply the required current to all entanglement zones. Simulations show
that magnetic ﬁeld gradients of 150T/m can be expected for 10A applied, which
has been successfully tested in prototype versions of the chip. In addition to the
magnetic ﬁeld gradients, local magnetic ﬁeld oﬀsets can be applied to each zone
with extra current wires. The currents can be applied individually to each zone,
controlled by on-chip DACs, which allows individual control of the magnetic ﬁeld in
each entanglement zone.
Coherent control
As mentioned, current wires allow individual control of the magnetic ﬁeld in each













qubit 1 qubit 2 qubit 3 qubit 4
Step 1:
All qubits start with equal 
energy splittings in 
different trapping zones
Step 2:
Local offset magnetic fields 
are applied to each zone,







qubit 1 qubit 2 qubit 3 qubit 4
Step 3:
Microwave fields are applied 
which are only resonant with 
certain qubits. Each field 







qubit 1 qubit 2 qubit 3 qubit 4
Step 4:
The magnetic fields are ramped 
down, returning the qubit energy
splittings to their starting point.
Fig. 7.2 Example experimental sequence to implement simultaneous single qubit
gates for four qubits in the scalable architecture using local magnetic ﬁeld control.
In this simple case, the qubits are formed of one state that is independent of the
magnetic ﬁeld and one state that is linearly proportional, such as the {|0〉 , |+1〉}
qubit in 171Yb+.
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dependent on the magnetic ﬁeld, the transition frequencies of the ions in diﬀerent
zones can therefore be individually controlled. This allows coherent operations to
be applied only to speciﬁc zones in the array using a single set of microwave and
RF ﬁelds per operation, which can be applied globally using standard emitters.
The simplest example can be seen if using a magnetic ﬁeld sensitive qubit such as
{|0〉 , |+1〉} and only performing single qubit operations. Initially, the magnetic ﬁeld
in all zones would be at a set value B0, such that the resonant frequency of the qubits,
ω0, is far oﬀ-resonant with the frequency of a microwave ﬁeld ωμw. To implement a
single qubit gate, ﬁrstly the magnetic ﬁeld in the chosen zones is ramped up to a
higher value, B1, such that ω1 = ωμw. Next the microwave ﬁeld at frequency ωμw is
applied for a time tpulse and phase φ, both of which can be varied to implement a
speciﬁc qubit rotation. After the interaction, the magnetic ﬁeld is lowered back to
B0, completing the operation. The change in magnetic ﬁeld will impart an additional
phase on the qubit, however if the ramp proﬁle is identical for every repetition, the
phase shift can be measured and corrected by ﬁrst performing the sequence with no
microwave ﬁeld applied. Additional operations could also be introduced on other
qubits simultaneously by deﬁning additional magnetic ﬁelds Bj for the jth operation,
corresponding to qubit frequencies ωj, which are resonant with diﬀerent microwave
ﬁelds at frequencies ωjμw = ωj. This is illustrated in Fig. 7.2. Multi-qubit gates can
be performed in the same way, where the resonant frequencies of each ion pair will
be separated by the gradient and therefore multiple sets of ﬁelds will be required for
a single two-qubit gate operation, as discussed in chapter 6.
For the dressed-state qubit {|0′〉 , |D〉}, the qubit energy splitting cannot be
changed just by ramping the magnetic ﬁeld in the same way as the {|0〉 , |+1〉} qubit,
as the energy and populations making up |D〉 also depend on the detuning of the
microwave dressing ﬁelds, as discussed in chapter 4. One possibility would be to
vary the detuning of the dressing ﬁelds so that they follow the resonant frequency of
the |0〉 ↔ |±1〉 transitions as the magnetic ﬁeld is changed, however this would be
hard to achieve to an accuracy that would be required for high-ﬁdelity operations. A
more appealing method is to map the qubit from the clock qubit {|0〉 , |0′〉} to the
dressed-state qubit after the magnetic ﬁeld has been ramped from B0 to Bj, and back
to the clock qubit before the magnetic ﬁeld is ramped down again. This way the clock
qubit acts as a memory qubit, while the dressed-state qubit is used for single- and
two-qubit quantum logic operations, as shown in Fig. 7.3. There are various ways
such a mapping could be achieved. One way is to ﬁrst apply a π-pulse to transfer
population from |0〉 → |+1〉, followed by a half STIRAP sequence, as discussed in
Sec. 4.3.2. This then maps |+1〉 → |D〉. After the dressed-state manipulation is
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complete, the second half of the STIRAP maps |D〉 → |−1〉, followed by a second
π-pulse to map |−1〉 → |0〉. Another possible method was discussed in Sec. 4.3.2, in
which the dressing ﬁeld detunings are varied in equal and opposite directions to map
|0〉 ↔ |D〉 directly. This method has the advantages of a direct mapping and reduced
sensitivity to magnetic ﬁeld noise, but has yet to be investigated experimentally.
Additionally, by comparing the two cases in Fig. 7.3 with the dressing ﬁeld detuning
variations required for the direct mapping between the two qubits, it can be seen
that by ramping the magnetic ﬁeld adiabatically, the dressing ﬁeld detunings will
change in equal and opposite directions, and will therefore map between the two
qubits automatically. This gives a strong advantage to the direct mapping method
for the scalable architecture, and would be an interesting experiment to carry out in
the near future.
When performing shuttling operations, the ions will experience a large variation
in magnetic ﬁeld due to the magnetic ﬁeld gradient. If one or more of the qubit
states is sensitive to magnetic ﬁelds, the qubit will acquire a phase due to the varying
magnetic ﬁeld, which could be detrimental if the phase is unknown. To minimise
the phase acquired, it would be useful to use the {|0〉 , |0′〉} clock qubit, as it has
only a small sensitivity to the magnetic ﬁeld from the second order Zeeman shift.
This should not add any additional overhead as the mapping is also required for
locally controlled gates when using dressed-state qubits, as discussed in the previous
paragraph. As long as the ion trajectory is identical for each shuttling operation, the
phase acquired from shuttling due to the second order Zeeman shift can be measured
using a Ramsey experiment, and therefore corrected.
It has therefore been shown that the dressed-state two-qubit gate scheme demon-
strated in this work is compatible with a realistic architecture for a large scale trapped
ion quantum computer based on long-wavelength radiation. Importantly, the scheme
removes the correlation between the number of ﬁelds applied and the number of
qubits, which are instead tuned into resonance with global ﬁelds using local magnetic
ﬁeld shifts. Further work in the group is aiming to build a ‘demonstrator device’
based on the blueprint, where all of the basic operations can be performed in a single
experiment that has a modular design and could therefore easily be scaled to a large
number of ions. This work will be an exciting further step towards the realisation of































Fig. 7.3 Diagrams showing how single-qubit (top) and two-qubit (bottom) gates can
be implemented with dressed-state qubits when the magnetic ﬁeld oﬀset is locally
controlled in each trapping zone. The left diagrams show the case where the magnetic
ﬁeld oﬀset is at the lower value B0, in which case the microwave dressing ﬁelds and
RF gate ﬁelds are oﬀ-resonant. Note that the ions are still in a magnetic ﬁeld
gradient, and therefore the resonant frequencies in the two ion case are separated.
For the right diagrams, the magnetic ﬁeld oﬀset has been increased to B1, where all
ﬁelds are now resonant. The magnetic ﬁeld cannot trivially be ramped between the
two cases with the dressing ﬁelds on continuously, as this would aﬀect the energy
and populations making up |D〉. However, in the particular case shown where the
dressing ﬁeld frequencies are initially set oﬀ-resonant, the change in detunings of the
dressing ﬁelds as the magnetic ﬁeld is ramped would automatically map the clock
qubit to the dressed-state qubit.
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Appendix A
Pure dephasing of a driven
two-level atom
In this appendix, the dynamics of a resonantly driven two-level atom undergoing pure
dephasing is derived. Here pure dephasing means that the oﬀ-diagonal elements of the
density matrix decay exponentially at a ﬁxed rate, which is a useful approximation
for some data analysis such as ﬁtting a decaying Rabi oscillation. However, such an
approximation cannot be used in calculations such as in the case of dressed states,
where the decoupling takes advantage of the spectrum of noise in the lab, which
is not taken into account in this simple model. Deﬁning the two atomic states as











[H, ρ(t)] + Cρ(t)C† − 12C
†Cρ(t) − 12ρ(t)C
†C, (A.2)
where the relaxation operators for pure dephasing are




Here Γ is the dephasing rate, which is related to the dephasing time (or coherence
time), τ , as τ = 1/Γ. For a resonant driving ﬁeld with Rabi frequency Ω0 and setting
the phase to zero, the Hamiltonian is H = Ω0σx/2, and the commutator term in
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Eq. A.2 is therefore
− i

[H, ρ(t)] = −iΩ02
⎛
⎝ ρ10(t) − ρ01(t) ρ11(t) − ρ00(t)
ρ00(t) − ρ11(t) ρ01(t) − ρ00(t)
⎞
⎠ . (A.4)
Together with the relaxation terms and using the fact that ρ00(t) + ρ11(t) = 1 and
ρ01(t) = ρ∗10(t), we arrive at the optical Bloch equations












To solve these equations, we can use trial solution of the form
ρij(t) = ρij(0)eλt, (A.6)
which leads to four simultaneous equations that can be written in matrix form as
⎛
⎜⎜⎜⎜⎜⎜⎝
−λ 0 iΩ0/2 −iΩ0/2
0 −λ −iΩ0/2 iΩ0/2
iΩ0/2 −iΩ0/2 −λ − Γ 0













The eigenvalues of this matrix are
λ1 = 0
λ2 = −Γ
λ3 = −12(Γ + iΩΓ)
λ4 = −12(Γ − iΩΓ),
(A.8)
where we have deﬁned ΩΓ =
√
4Ω20 − Γ2. The general solutions to Eqs. A.5 are then
ρij(t) = k(1)ij + k
(2)
ij e




where k(s)ij are constants to be found from initial conditions. An interesting case is
when all of the population is initialised in the state |0〉, giving the initial conditions
ρ00(0) = 1, ρ01(0) = ρ10(0) = ρ11(0) = 0. For each ρij(t) there are four unknown
constants k(s)ij , and we therefore need four initial conditions for each. The remaining
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three initial conditions for each ρij(t) can be found by inserting the known initial
conditions into Eqs. A.5 to ﬁnd the initial ﬁrst, second and third order derivatives,
giving
ρ˙00(0) = −ρ˙11(0) = 0,
ρ˙01(0) = ρ˙∗10(0) = iΩ0/2,
ρ¨00(0) = −ρ¨11(0) = −Ω20/2,
ρ¨01(0) = ρ¨∗10(0) = −iΩ0Γ/2,
...




ρ ∗10(0) = −iΩ0(Ω20 − Γ2)/2.
(A.10)
By diﬀerentiating Eq. A.9 and using Eqs. A.10, we can ﬁnd four simultaneous equa-
tions for each ρij(0), which can be solved for each k(s)ij and subsequently substituted
back into Eq. A.9. The population in state |1〉 is then found to be












while the oﬀ-diagonal density matrix elements evolve as









4Ω20 − Γ2. Eqs. A.11 and A.12 are plotted in Fig. A.1 for a range of
ratios Γ/Ω0.
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Fig. A.1 Top: Population in |1〉 as a function of time (scaled to Ω0) resulting from
Eq. A.11 for three values of Γ/Ω0. Bottom: The imaginary part of the oﬀ-diagonal
density matrix element ρ01(t) for the same parameters (Re[ρ01(t)] = 0) resulting
from Eq. A.12, showing the time evolution of the coherences.
Appendix B
Normalising detection errors
This appendix describes the procedure to normalise out detection errors from mea-
sured data, and how to calculate the associated error in the estimated probability. In
the ideal case, ions’ spin states could be discriminated perfectly by setting a threshold
for the number of photons detected. In practice however, the photon histograms
corresponding to the diﬀerent spin states might have some overlap. The overlap is
due to a mixture of eﬀects including experimental issues such as background scatter,
atomic eﬀects such as oﬀ-resonant coupling, as well as the statistical nature of the
Poissonian photon distributions as discussed in Sec. 2.5.2. In particular, when
detecting ions using a PMT, only the total photon count can be recorded, and the
histograms for one and two (or more) ions often have a signiﬁcant overlap. Advanced
algorithms for quantum computing such as error correction require that the detection
error is within the fault-tolerant regime. However for operations such as sequences of
one- and two-qubit gates or quantum simulations, detection is the ﬁnal step in the
pulse sequence and therefore the single-shot detection error does not need to be in
the fault-tolerant regime as long as the experiment can be repeated multiple times.
If the errors are known, a linear map can be found that, for multiple repetitions of
an experiment, allows the state probabilities to be calculated from the measurements.
In the following, the procedure to calculate this linear map for one and two ions will
be described.
B.1 Single ion
Consider a two-level ion with states |↓〉 and |↑〉. A ﬂuorescence detection measurement
gives n photons, and for a threshold t1, if n ≤ t1, the measurement result is 0, whereas
if n > t1, the measurement result is 1. If the detection was perfect, a measurement
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result of 0 would correspond to the ion being in the state |↓〉, while a measurement
result of 1 would correspond to the ion being in the state |↑〉. To ﬁnd the detection
errors, we assume we can prepare the states |↓〉 and |↑〉 perfectly, and measure
the number of photons collected after preparing each state for N repetitions. After
thresholding the results, the detection errors are given by the conditional probabilities
P (0| ↑) and P (1| ↓), where P (a|b) is deﬁned the probability of measuring a, given








⎝ P (1| ↑) P (1| ↓)















where it can be seen that P (0| ↑) = 1 − P (1| ↑) and P (1| ↓) = 1 − P (0| ↓). The
error matrix can then be inverted to allow the state probabilities to be calculated












For two ions, there are four possible spin states |↓↓〉, |↓↑〉, |↑↓〉 and |↑↑〉. For PMT
detection, there are only three possible measurements corresponding to zero, one
or two ions ﬂuorescing. In this case two thresholds t1 and t2 are set, and for a
measurement giving n photons, n ≤ t1 gives 0, t1 < n ≤ t2 gives 1 and n > t2 gives
2. The individual addressability of the ions provided by the magnetic ﬁeld gradient
allows all four spin states to be prepared, and consequently all six detection errors




















P (2| ↑↑) P (2| ↑↓) P (2| ↓↓)
P (1| ↑↑) P (1| ↑↓) P (1| ↓↓)
P (0| ↑↑) P (0| ↑↓) P (0| ↓↓)
⎞
⎟⎟⎟⎠ . (B.4)















B.3 Probability estimation and errors
In the single ion case, the measurement is a Bernoulli trial with outcome X ∈ {0, 1}.
For N measurements, the probability to measure X = 1, P (1), can be estimated to
be




P (1)[1 − P (1)]
N
, (B.6)
where Z = ∑Ni=1 Xi is the number of measurements with outcome 1 and z is ap-
proximately equal to 1 for a conﬁdence interval of one standard deviation. The
values of P (1) and P (0) = 1 − P (1) are then transformed using Eq. B.2 to ﬁnd the
maximum likelihood estimators of P (↑) and P (↓). The positive and negative errors
represented by the conﬁdence interval in Eq. B.6 can then be transformed in the
same way to give errors to the probabilities P (↑) and P (↓). For the two ion case, the
measurement is a multinomial distribution with three possibilities. The probabilities
P (0), P (1) and P (2) as well as their conﬁdence intervals can be estimated in the
same way as the single ion case, and the estimate and error transformed to ﬁnd the
maximum likelihood estimators of P (↓↓), P (↓↑) + P (↑↓) and P (↑↑) using Eq. B.5.




The Magnus expansion allows the unitary evolution operator for a time-dependent
Hamiltonian to be expanded and consequently approximated to a given order in
the Hamiltonian. It is an alternative to time-dependent perturbation theory, and
oﬀers the advantage that it preserves the unitarity of the propagator. A detailed
description of the Magnus expansion can be found in Ref. [92] and is summarised
in the following. The unitary evolution operator for an arbitrary time-dependent
















′)H(t′′) for t′ > t′′
H(t′′)H(t′) for t′ < t′′.
(C.2)













dt′′[H(t′), H(t′′)] + ...
]
, (C.3)
where we have included terms up to second order. In this thesis, terms higher than
second order are not considered. For the Mølmer-Sørensen Hamiltonian in Eq. 6.14,
terms in the Magnus expansion that are third order or higher are equal to zero, and
therefore the solution given by the terms shown in Eq. C.3 is exact. When additional
Hamiltonian terms are added, as is the case for the dressed-state Mølmer-Sørensen
gate discussed in this work, terms in the Magnus expansion may be non-zero to
inﬁnite order. The approximate solution is also complex to calculate due to the
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multiple cross-terms that arise when calculating the commutators in the expansion
terms that are second order or higher. Calculation of such terms that could aﬀect
the operation of the gate is the focus of Ref. [88]. This leads to multiple terms that
either cause population to ‘leak’ out of the dressed state qubit subspace, or to cause
Stark shifts of the qubit state energies. With the exception of the spin-spin coupling
term derived in Sec. 4.4.2, these terms have a negligible eﬀect on the gate for typical
parameters. As shown in Sec. 6.3.2, the spin-spin coupling can be heavily suppressed
with careful choice of dressing parameters.
Appendix D
Gate recipe
This appendix provides a ‘recipe’ for implementing the Mølmer-Sørensen gate with
dressed-state qubits in a magnetic ﬁeld gradient, with references to the relevant
parts of the thesis. Before attempting the gate, the following experiments should be
carried out:
• The magnetic ﬁeld gradient should be maximised following the procedure
outlined in Sec. 2.5.6 and measured as shown in Sec. 3.3.1. This allows the











where k is the mode number (COM or stretch for two ions). The oﬀset magnetic
ﬁeld should also be adjusted to ensure that the two |0〉 ↔ |0′〉 clock transitions
can be individually addressed as discussed in Sec. 4.3.3.
• The theoretical gate ﬁdelity should be calculated following Sec. 6.3.2, taking
into account all error sources. Parameters such as the trap frequency should
be set to optimise the ﬁdelity.
• State preparation and detection should be characterised and optimised to give
the best ﬁdelity for two ions, as discussed in Sec. 2.5.2.
• Dressed states should be implemented and it should be checked that Rabi
oscillations between |0′〉 and |D〉 can be carried out. A scan such as that shown
in Fig. 4.11 should be performed and it should be checked that the peaks
corresponding to transitions between |0′〉 and |D〉 are well separated from other
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transition frequencies. The T1 and T2 times should be measured and recorded
following Sec. 4.3.4.
• Sideband cooling should be implemented using the mode selected for the gate
following Sec. 5.4.3. In this work the mode was sideband cooled on the
|0〉 ↔ |+1〉 transition. The ﬁnal n¯ after sideband cooling should be measured
as well as the heating rate.
• Pulse shaping of the gate ﬁelds should be set up if desired following Sec. 6.3.2.
After the above experiments have been carried out, the gate can be attempted.
There are also a series of experiments required to set up the gate on a daily basis,
which typically takes around 1 - 2 hours. These should be carried out in order
according to the following:
1. Measure the trap frequency accurately using the method discussed in Sec. 2.5.1.
We measure the frequency with an accuracy of approximately 20Hz.
2. Take state detection histograms with a high number of repetitions (1000 - 5000)
to be used for error normalisation.
3. Measure the resonant frequency of the |0〉 ↔ |±1〉 transitions in both ions
for the dressing ﬁelds. The frequencies should be measured to an accuracy
less than 0.01Ωμw, where Ωμw is the ﬁnal Rabi frequency used for the dressing
ﬁelds. We measure the frequencies to an accuracy of 0.2 kHz by turning the
Rabi frequencies down to 4.2 kHz, and afterwards increase them back to the
desired value Ωμw/2π ≈ 21 kHz.
4. Measure and set the dressing ﬁeld Rabi frequencies by adjusting the correspond-
ing powers of the microwave ﬁelds. The two Rabi frequencies in each ion should
be equalised to within 0.005Ωav, where Ωav = (Ω+μw+Ω−μw)/2 is the average Rabi
frequency of the two dressing ﬁelds in a single ion, and the diﬀerence between
the Rabi frequencies between the two ions should be adjusted to suppress the
spin-spin coupling error according to Eq. 6.44. Due to the non-linear response
of microwave ampliﬁers, there can be a change in output power depending on
the number of ﬁelds input. Therefore we set the power of each dressing ﬁeld
with all four ﬁelds turned on, but with three ﬁelds set to a frequency that is
not resonant with any transitions in the ions.
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5. Measure the resonant frequency of the |0′〉 ↔ |D〉 transition via |+1〉 for each
ion in turn by applying an RF ﬁeld close to the |0′〉 ↔ |±1〉 transitions with
the dressing ﬁelds turned on after preparing in |0′〉. We measure the frequency
to an accuracy of 20Hz by turning the Rabi frequency down to 0.25Hz.
6. Measure and set the dressed state Rabi frequencies by adjusting the corre-
sponding powers of the RF ﬁelds. For the sideband interactions, the condition
ηΩD 	 Ωμw should be met, while for the carrier interaction, the equivalent con-
dition is ΩD 	 Ωμw. Therefore the high powers used for the gate ﬁelds cannot
be measured with the dressed state carrier transition |0′〉 ↔ |D〉. Instead, the
Rabi frequency can be measured by setting the RF frequency to (ω− + ω+)/2
and performing a time scan with the dressing ﬁelds turned oﬀ. For Ωrf  Δ±,
where Δ± = ω− − ω+ is the second order Zeeman shift, oscillations between
|0′〉 and (|+1〉 + eiφ |−1〉)/√2 will be observed with frequency approximately
equal to
√
2Ωrf = 2ΩD. The Rabi frequencies are equalised to within 1 kHz.
7. Perform a Ramsey experiment as described in Sec. 4.3.4 with a reasonably
long delay (we typically use 100ms) and check that the contrast is as expected
for the previously measured T2 time. If it is not as expected, a mistake may
have occured when setting the dressing ﬁeld powers or detunings.
8. Using the measured values of νz, Ωrf and Δω±, calculate the Stark shifted
carrier transition frequency using the formula (from Eq. 6.13)




where νk is either the COM or stretch mode frequency. Next, calculate the
required symmetric gate detuning for a single loop gate, given by
δk = 2ηkΩD, (D.3)
and set the four RF ﬁelds detunings from the Stark shifted carrier frequency
to ±νk ± δk.
Following these steps, a time scan of the gate pulse can be performed with
sideband cooling turned on, and the measured populations can be compared with the
theory curves in Eqs. 6.24. This allows any symmetric detuning error to be identiﬁed
and corrected. If the populations do not match the theory for any symmetric
detuning error, there may be some asymmetric detuning errors. The populations can
218 Gate recipe
be compared with a numerical simulation which can take into account asymmetric
detuning errors, although diﬀerent combinations of the four asymmetric detuning
types may give similar results. An alternative method is, once the symmetric detuning
is thought to be approximately correct, to set the pulse time to 2tg, where tg = 2π/δk
is the single loop gate time, and to scan the four asymmetric detunings in turn to
optimise the population to the predicted values PDD = 1, P0′0′ = P0′D = PD0′ = 0.
Once the symmetric and asymmetric detunings have been optimised, the populations
can be measured at tg. Following this, a parity sequence can be performed where the
gate is followed by a π/2 carrier pulse on each ion and the phases are varied. If the
phase relationships between ﬁelds of diﬀerent frequency are well deﬁned, the carrier
pulses can be performed at the unshifted carrier frequencies ω+. This is the case
for an arbitrary waveform generator (AWG) where the phases are set at the pulse
start time and the multi-tone waveform is identical in every repeat of the experiment.
However, if the phases are not well deﬁned, the carrier pulses should be performed at
the shifted carrier frequencies, as deﬁned in Eq. D.2. This is the case for the DDS
boards described in Sec. 2.4.3, which continuously output and are turned on and
oﬀ using external switches, and therefore have no well deﬁned phase relationship
between ﬁelds of diﬀerent frequency.
