Abstract. The focus of this paper is on planar linear convection-diffusion problems, to which we apply a special form of first-order system least squares (FOSLS [Cai et al., SIAM J. Numer. Anal., 31 (1994), pp. 1785-1799 Cai, Manteuffel, and McCormick, SIAM J. Numer. Anal., 34 (1997), pp. 425-454]). This we do by introducing the gradient of the primary variable, scaled by certain exponential functions. The convection-diffusion equation is then recast as a minimization principle for a functional corresponding to a sum of weighted L 2 norms of the resulting first-order system. Discretization is accomplished by a Rayleigh-Ritz method based on standard finite element subspaces, and the resulting linear systems are solved by basic multigrid algorithms. The main goal here is to obtain optimal discretization accuracy and solver speed that is essentially uniform in the size of convection. Our results show that the FOSLS approach achieves this goal in general when the performance is measured either by the functional or by an equivalent weighted H 1 norm. Included in our study is a multilevel adaptive refinement method based on locally uniform composite grids and local error estimates based on the functional itself.
1. Introduction. Convection-domimated equations are some of the more difficult problems to solve numerically. Linear convection-diffusion equations arise, for example, in the modeling of fluid flow based on Fick's law and in the linearization of the incompressible Navier-Stokes equations. Classical numerical methods, such as centered finite differences or standard Galerkin finite elements, are generally unsuitable for such problems, because they become unstable-and therefore produce overly oscillatory solutions-when the perturbation parameter (i.e., relative size of diffusion) tends to zero. Mixed methods [1, 3, 13, 17] have also been applied with limited success. It is well known that upwind-type strategies, including upwind finite volume [11] and artificial streamline diffusion [12] methods, can restore stability, but this is usually at the sacrifice of accuracy. Methods that exhibit performance results that are uniform in the perturbation parameter include the Petrov-Galerkin techniques described in [10] and [14] . These methods are based on the use of exponential test and trial functions. The consistency results presented in [14] were motivated by the numerical results documented in [10] , which studied and compared several different Petrov-Galerkin methods on variable coefficient separable problems. The method in [10] that showed the best performance was proved in [14] to be globally convergent and first-order accurate in the discrete L 2 norm, uniformly in the perturbation parameter. In an attempt to obtain stronger results (uniform accuracy and convergence in a scaled H 1 norm), we focus here on first-order system least-squares methods (FOSLS) [5, 6] . The FOSLS methodology consists of recasting the second-order convectiondiffusion equation (by introducing, in our case, vector flux as a new variable) into a first-order system, which is then used to formulate a least-squares functional. The basis of our work is the theory in [6] that establishes equivalence between the bilinear part of the FOSLS functional and the square of the vector H 1 norm, with the attendant approximation properties of the Rayleigh-Ritz discretization method and convergence properties of multigrid techniques. We summarize these results tailored to our specific convection-diffusion problem in the following section.
Unfortunately, these basic estimates depend critically on the perturbation parameter, and they degrade in the convection-dominated regime. To counter this dependence, we develop a new FOSLS approach that involves a careful rescaling of the functional by exponential terms. The bilinear part of this new functional exhibits equivalence to an associated scaled vector H 1 norm uniformly in the perturbation parameter, with attendant uniform and optimal discretization accuracy and solver speed. One important aspect of this FOSLS approach is that all variables (the original scalar variable and its gradient) are computed accurately (uniformly so) in an H 1 -like norm. Thus, for example, the derivatives of the error are controlled and spurious oscillations are avoided. We report on several tests that demonstrate such uniform finite element discretization accuracy as well as multigrid solver efficiency.
We must emphasize that the results obtained here are stronger than those obtained in [10] , for example, in the sense of the stronger H 1 norm. In fact, our estimates are uniform in an L 2 norm as well as an H 1 norm and for the flux as well as the primitive variable. However, our norms incorporate a scaling that has the effect of dramatically changing the influence of the boundary layer. On the other hand, the estimates in [10] are uniform in the standard L 2 norm, which incorporates no such scaling.
An additional benefit of FOSLS is that the functional is zero at the exact solution, so it automatically provides a sharp a posteriori measure of the error. We will exploit this feature by using individual element contributions to the functional in a simple adaptive strategy to determine where to refine. Our results show that such a scheme can produce grids that are properly tailored to the solution.
FOSLS.

Problem formulation. Assume that Ω is a bounded, open, connected domain in R I
2 with Lipschitz boundary ∂Ω = Γ D ∪ Γ N . Our focus is the planar linear convection-diffusion problem
where: ∆ ≡
t is the gradient operator;
, and g N = g N (x, y) are given functions; ǫ > 0 is a given constant (which determines the size of diffusion relative to convection); and n is the outward unit normal vector on the boundary ∂Ω. For focus, we restrict our attention to two dimensions and Laplacian second-order terms, but the approach we develop can be extended to higher dimensions and variable coefficients cases. The basic FOSLS approach also provides a simplified setting for treating nonlinearity (cf. [2] ), although the scaling we introduce below would no doubt require special consideration. Under general assumptions on (1), we can use standard variational arguments (e.g., the Lax-Milgram theorem; cf. [8] ) to establish existence and uniqueness of the solution p in H 1 (Ω).
FOSLS methodology.
The usual FOSLS methodology for solving problem (1) numerically is described in [5, 6] . The starting point of this approach is to introduce a new vector variable u = (u, v) t , defined as the gradient of p. With this defining equation and a corresponding curl-free condition, together with the Dirichlet boundary conditions on p and inherited boundary conditions on u, we can then reformulate problem (1) as the following first-order system:
where ∇· ≡ ( ∂τ is the derivative on ∂Ω in the tangential counter-clockwise direction. We defer specific assumptions on the coefficients, data, and domain to the theoretical discussion of the next subsection because our focus here is on the methodology.
In addition to the usual Sobolev space definitions and notation [9, 16] , we need to introduce special spaces for u and p. Letting n be a positive integer, (·, ·) 0 the inner product and · 0 the induced norm on L 2 (Ω) n , and g = (g D , g N ), then define the linear varieties
and
Define the quadratic functional associated with problem (2) by
The least-squares problem for (1) is then to minimize
Then the variational problem associated with (4) is to find (u, p) ∈ W g × V g such that
In what follows, we will assume that g = (g D , g N ) = 0 unless otherwise stated. This assumption is without loss of generality because theory for the case g = 0 can be handled in the usual way by determining a suitable q that satisfies the boundary conditions in (1), then rewriting the equation (1) in terms of correctionp = p − q. In any event, when g = 0, the superscript g will be dropped from the space notation (e.g.,
(Ω)/R I when Γ D = ∅) and imposing general conditions that imply unique solvability of (1) (cf. [6] ), we are assured of existence of the unique minimum G ǫ (u, p; f, 0) over W × V , and that it corresponds to the solution of (1) in the sense that p solves (1) and u = ∇p. Remark 1. We can write
, where the first-order operator L ǫ is defined in block form by
Remark 2. Our definition of V ensures the Poincaré-Friedrichs inequality
for some constant C > 0, depending only on Ω, and for all p ∈ V .
2.3. Well posedness. The principal theoretical result [6] that governs our FOSLS formulation is the equivalence on W×V of the functional G ǫ (u, p; 0, 0) and the squared H 1 norm of (u, p). In other words, G ǫ (u, p; 0, 0) is bounded and coercive (elliptic) in the H 1 (Ω) 3 norm. For this result, we need several assumptions. Assumption 1. When Γ D = ∅, for any f ∈ H −1 (Ω), the weak form associated with (1) is invertible in H 1 (Ω). When Γ D = ∅, for any f ∈ H −1 (Ω)/R I , the weak form associated with (1) is invertible in H 1 (Ω)/R I . Assumption 2. The domain Ω is bounded, open, and connected in R I 2 , with boundary ∂Ω that consists of a finite number of disjoint, simple, closed curves Γ i , i = 0, . . . , L; Γ 0 is the piecewise C 1,1 outer boundary and
boundaries of a finite number of disjoint holes in Ω. Assumption 3. The boundary is divided into Dirichlet and Neumann parts:
Assumption 4. Any point x ∈ ∂Ω that separates Γ D , and Γ N must be a corner of ∂Ω with interior angle no larger than
, the solution of boundary value problem (1) is in H 2 (Ω). These assumptions also imply equivalence of G ǫ (u, p; 0, 0) and the square of the
as the following theorem (cf. [6] ) asserts. Here we use subscripts to show the likely dependence of the equivalence constants on ǫ. Theorem 1. Under assumptions 1-4, there exist positive constants λ ǫ and µ ǫ , depending only on Ω and ǫ, such that
for all u = (u, v) t ∈ W and p ∈ V .
2.4. Finite element approximation properties. Let T h be a regular triangulation of Ω with elements of size O(h) on which we have defined two finite element approximation subspaces
satisfying the inverse assumption (see [8] ). The Rayleigh-Ritz finite element approximation to (7) is to find (
For simplicity, we consider only the continuous piecewise linear finite element spaces
where P 1 (K) is the space of polynomials of degree at most one. The following theorem is established in [6] .
Theorem 2. Assume that the solution, (u, p), of (7) is in H 1+η (Ω) 3 for some η ∈ [0, 1], and let (u h , p h ) ∈ W h × V h be the solution of (10) . Then
where the constant C ǫ depends only on Ω and ǫ.
The results of Theorems 1 and 2 are strong in the sense that they establish coercivity and boundedness of G ǫ , and the attendant approximation properties of standard finite elements, in the H 1 (Ω) 3 norm. Moreover, the equivalence asserted in (9) immediately implies optimal convergence of standard multigrid solvers (cf. [6] ). Unfortunately, the relevant constants λ ǫ , µ ǫ , and C ǫ almost certainly depend critically on ǫ. For small ǫ > 0, these constants, and the performance of the discretization and solver schemes, will likely degrade.
3. Exponentially weighted least squares.
3.1. Motivation. A FOSLS approach based on the functional defined in (3) would likely not be able to achieve optimal performance uniformly in ǫ. The overall performance assessment must take into account not only the discretization error but also the convergence properties of whatever multigrid algorithm we choose (preferably one that is as simple and unspecialized as possible). We show here by formal reasoning that standard multigrid methods applied to the functional in (3) cannot achieve the performance we seek for small ǫ. (It should be clear from this reasoning that standard finite element methods would also have trouble in this regime.) Now, restricting our attention for simplicity to, say, C ∞ 0 (Ω) functions, then we can rewrite the bilinear form F ǫ as
where T = (
. To see where the trouble comes for small ǫ, it is enlightening to simplify this formal normal as much as possible by restricting attention to constant coefficients and one dimension. Thus, a = ±1 and the rescaling
The trouble is now apparent because error components of the form (p, p)
Clearly, this signals degradation of H 1 (Ω) 3 ellipticity. Now, if we ignore for the moment the issues of smoothness and boundary conditions, then associated least-squares problem (4) can be viewed as that of minimizing the error with respect to the norm
0 . As (13) shows, this norm exhibits increased coupling between u and p as ǫ becomes small. This means that standard multigrid algorithms will degrade when the convective part begins to dominate the diffusive part because the matrix of the associated linear system, which is just the discretization of L * ǫ L ǫ , will begin to lose diagonal dominance. The multigrid solver must then take u-p coupling into account, and this can be quite tricky to do in general. The situation is aggravated in two dimensions because the scales in the streamwise and cross-stream directions tend to exhibit completely different elliptic character as ǫ tends to zero.
Remark 3. If we replace
, then we relieve the troublesome coupling between u and p. Unfortunately, this comes at the cost of increasing the coupling between the components u and v. To see the effects of this reformulation of (2), note that the associated first-order least-squares operator becomes
The formal normal least-squares operator is therefore
Note that the coupling between u and p in L * ǫ L ǫ is expressed by the off-diagonal terms, which are the first-order differential operators ∇· and −∇. These terms are dominated by the second-order diagonal terms for any scale ǫ > 0. This suggests that the multigrid solver can be designed essentially as if u and p are decoupled. For example, we could expect good performance from a block Gauss-Seidel process that uses fast solvers for u and p individually. However, the problem here would be to develop a fast solver for u: even though u could be treated almost independently of p, the components of u would be strongly coupled for small ǫ, and this would demand a much more complicated multigrid solver.
3.2. Exponentially weighted least squares. Our objective, then, is to reformulate our FOSLS approach to problem (1) so that the new functional G ǫ yields a formal normal that, uniformly in ǫ, is diagonally dominant-not just in the block u-p sense but in the full u-v-p sense. In other words, our aim is to redefine G ǫ so that an equivalent relation analogous to (9) holds but with constants λ ǫ and µ ǫ that do not depend on ǫ. We will see that an exponential weighting of G ǫ , and an analogous weighting of the H 1 (Ω) 3 norm in (9) , accomplishes this in some generality. To motivate the scaling that we choose, consider the exponential transformation of the convection-diffusion equation in (1) that yields
where α = α(x, y) and β = β(x, y) are chosen so that α x = a ǫ and β y = b ǫ . This leads us naturally to the exponentially scaled form of (2) given by
where e α u = (e α u, e β v) t . Unfortunately, when we take the sum of L 2 norms of the equations in (14) , the third and fourth equations produce cross terms:
which generally induce strong coupling between u and v in the associated bilinear form. To weaken this coupling, we use a rescaling of these two equations (and a commensurate rescaling of the first two equations in (14)) to obtain
Our exponentially scaled functional for v = (w, z) then becomes
and the linear form
Then the variational problem associated with (17) is to find (u, p) ∈ W × V such that
and under general conditions that imply that problem (1) is uniquely solvable, we are guaranteed of existence of the unique minimum of G ǫ (u, q; f ) over W × V and that it corresponds to the solution of (1) in the sense that p solves (1) and u = e −α p x and v = e −β p y . Remark 4. Assume for discussion that we have the separable case where α and β can be chosen so that, in addition to α x = a ǫ and β y = b ǫ , we have α y = β x = 0 (in which case we must have a y = b x = 0). We can then write 
The exponentially scaled functionals and norms we use here come directly from our attempt to achieve numerical performance that is uniform in ǫ. The point here is that the usual (unscaled) H 1 norm is too strong a measure by which to observe uniformity. Other approaches (cf. [10, 12] ) weaken the H 1 norm by scaling the H 1 seminorm by ǫ:
This global scaling weakens the H 1 norm over the whole domain. The advantage of our pointwise exponential scaling is that this weakening occurs only in those regions of the domain (e.g., boundary layers) where it is needed.
There are several inherent benefits that come with this uniform equivalence, which stem from the fact that it amounts to decomposing the problem into three loosely coupled scalar equations, each of which are elliptic and bounded in their individual scaled H 1 norms as expressed in (23). This means that design of discretization and algebraic solution can be individualized to each of these scalar equations, thus allowing for standard finite elements and the most basic multigrid schemes. Of course, the most effective discretization must take the evolving solution into account by allowing the possible use of special elements and/or nonuniform grids. This possibility makes this equivalence all the more important because it allows the adaptive process to concentrate on the individual variables, with little concern for their interaction.
Remark 5. Another feature of FOSLS is that the functional G ǫ (u, p; f, g) itself provides a sharp measure of the total accuracy (in the sense of · e ). Suppose for discussion that g = 0. Then G 1 2 ǫ (v, q; f, 0) is a measure of the absolute error in (v, q) as an approximation to the solution (u, p) of (15). Since is a corresponding measure of the magnitude of (u, p), then the ratio
is a measure of the relative error in (v, q). This feature is important for adaptive refinement, as we will demonstrate in the next section.
One advantage of the special form of the H 1 (Ω) 3 equivalence that we have is that we can use a two-stage process to solve first for the flux u, then for the original variable p (if necessary). To see this, consider the splitting
where writing v = (w, z) we define Analogous to the two-stage scheme introduced in [7] , we can approximate u in the first stage by minimizing G 
ǫ (q; v, g D ) over q ∈ V , with v fixed as the approximation to u determined in the first stage. That the first stage can be accomplished efficiently and accurately, uniformly in ǫ, is confirmed for a model problem in the following theorem, which follows essentially by construction.
Theorem 3. Suppose that a = a(x) and b = b(y) are essentially bounded measurable functions on Ω so that G for all u = (u, v) t ∈ W. Proof. We will prove this equivalence for u ∈ W ∩ C ∞ (Ω) 2 ; the general case u ∈ W will then follow by continuity. But, for such u, it is easy to see from a = (a(x), b(y)) t that
where
By the divergence theorem, we then have
The first term on the right-hand side vanishes because ∇ · ∇ ⊥ = 0. The second also vanishes by virtue of the boundary conditions imposed on u: either u = 0 or v = 0 on Γ; but v = 0 implies that n × ∇ ⊥ v = 0 because it is the tangential derivative of v on Γ; in any case, u(n × ∇ ⊥ v) = 0. Remark 6. Theorem 3 is proved here only for the model case of a rectangle aligned with the coordinate axes. However, it should be clear that the proof extends to any domain that can be mapped smoothly to such a rectangle, provided we are able to define u and v so that they transform to respective functions of x and y alone. This suggests a possible strategy for formulating the least-squares functionals: define u to be the derivative of p in the streamwise direction and v to be the derivative of p in the cross-stream direction. The discretization would then require local elementwise approximation to the streamwise direction a a , but no problematic global coordinate transformation would be needed. Instead of exploring this approach here, we focus on the simpler coordinate definition of the components of u = ∇p.
Numerical results.
Here we focus on numerical results from discretization error studies of the exponentially weighted least squares functional. For the test cases studied here, we observed no difference between the functional and weighted H 1 (Ω) 3 error measures using (23) and (24). To measure discretization error, we therefore provide estimates of
where W N and V N denote our finite element subspaces of W and V , respectively, corresponding to grid N . Here, N signifies the number of elements in the given rectangular or composite rectangular grid R N (in all our tests, we used the same grid for each of the variables, although in some cases noted below we use different types of elements). Our test are designed to measure the dependence of these estimates on N as well as ǫ. The ultimate goal is to achieve something analogous to O(h) or better asymptotic accuracy uniformly in ǫ. In fact, we hope to achieve estimates of the form
where δ ≥ 1 and C < ∞ are independent of ǫ. For simplicity, the next subsection focuses on problems that can be treated by tensor-product grids and on tests of the first stage, G (1) ǫ , involving only u. The subsequent subsection allows for more general problems since composite grids with local refinements are used. The refinement strategy is based on using the functional itself as a local error measure. We demonstrate the effectiveness of a simple strategy based on this measure for G ǫ as well as G (1) ǫ . Finally, we end this section with some considerations on the multigrid solver, with results of convergence studies for the functional G ǫ .
Tensor-product grids.
Here we consider grids R N consisting for 1 ≤ i, j ≤ N 1 2 of rectangles R i,j with corners {x i−1,j−1 , x i,j−1 , x i,j , x i−1,j }, where
We concentrate on the values of γ Table 1 γ
for tensor-product grids, Example 1. 
n × u = 0 on ∂Ω}, and the exponentially weighted functional involving u only is
Its bilinear part is uniformly equivalent to the scaled
Note that the exact fluxes are
so we may use continuous piecewise bilinear elements for u and continuous piecewise exponential-type elements for v. Our particular choice for basis elements for v amounts to rescaling the flux according to v = ve −x ǫ , then using bilinear elements to approximate v. This effective rescaling of v means that the exact solution is smooth ( v = (x − x 2 )(1 − 2y)). Also, the solution is very smooth in the cross-stream direction, so we use uniform y-partitions. But, to accommodate possible boundary layers, we will approximately minimize the following functional in order to determine the x-partition: where 0 = x 0 < x 1 < · · · < x n−1 < x n = 1. Table 1 depicts absolute (relative) estimates of errors computed by many multigrid cycles. These results suggest that the discretization error is O( 
2ǫ , and define f so that p(x, y) = xe
2ǫ solves (1). Then the exponentially weighted functional involving u only is
−1+y 2 4ǫ
Using bilinear elements for both components of u (u = 1 +
, then considerations similar to that of Example 1 suggest that good approximation can be obtained by using x-and y-partitions obtained by minimizing the functionals
For ǫ = 1 32 and N = 16 × 16, we obtained the grid depicted in Figure 1 . Table 2 gives the results for this example, which show behavior similar to that for Example 1.
Composite grids.
As a compromise between tensor-product and unstructured grids, here we use a composite grid scheme (cf. [15] ). See Figure 2 . The strategy we use for refinement is very simple: when the functional is below a prescribed tolerance, the process stops; until then, each element that contributes more than half Table 2 γ
for tensor-product grids, Example 2. of the average value
N is refined by quartering. Note that this decision does not separate the roles of u and v, and for this reason alone it is not likely to provide a fully optimal strategy. However, it does produce effective grids for many problems, as the following results suggest. 
. Table 3 shows our results for the composite grids with local refinement determined by the strategy described above. Bilinear element are used for u, and both bilinear and exponential elements are used for v. Figures 3 and 4 depict the composite grid for the seventh level for these respective cases. Note that the grids differ because different partition functionals are used. Table 3 shows the results of these tests in terms of N (the number of elements in the composite grid), γ (1) ǫ,N , and an estimate of the convergence "order" δ in (29) (computed by comparing γ (1) ǫ,N with its value for the previous N ). Note the superiority of using exponential elements and the O(h)-analogous behavior of its error. 
Example 4: Nonaligned flow and constant coefficients.
2 ), and g D = 0, and define f so that p(x, y) = (x − x 2 )(y − y 2 )e 
Then the exponentially weighted functional involving u only is
The grids we obtained for this example are displayed in Figures 5 and 6 . The results are very similar to those of Example 3, as Table 4 shows. 
, a = (x, −y), and g D = xe
2ǫ solves (1). Then u = 1 + 32x 2 and v = −1 − 32y + 32y 2 , and the exponentially weighted functional involving u only is
2 ) u y − e The full functional involving u and p is
Bilinear element are used for u, v, and p. Figures 7 and 8 show that the composite grid at the seventh level for the functional G not seem apparent at first glance, but the refinement pattern exhibited in these grids is consistent with the coupled approximation of the individually scaled flux components.) The results are again similar to those of Example 3, with G ǫ somewhat better than G (1) ǫ , as Table 5 shows. The final approximations are depicted in Figures 9-11 (p x and p y are recovered from u and v, respectively).
Multigrid solvers.
One of our objectives in developing the exponentially weighted least-squares functional was to obtain discrete problems that are easily solved by simple multigrid algorithms [4] . Here we report on a representative example of asymptotic multigrid convergence factors for G ǫ on uniform rectangular grids, with constant a = (cos θ, sin θ), zero data (f = 0, g = 0), and various ǫ. The problem for this example is the homogeneous equation . We use bilinear elements for all variables. Table 6 shows the asymptotic convergence factor for a standard multigrid algorithm: a V(1,1) cycle with Gauss-Seidel pointwise relaxation and bilinear interpolation. The finest grid used 64 × 64 elements. The factors were obtained by starting the multigrid process with a random initial guess, then observing worst-case ratios of functional values over successive V cycles. Note that these factors are all below 0.25 and actually tend to improve as convection begins to dominate. 5. Conclusion. The purpose of this paper was to study numerical properties of a special FOSLS approach to planar linear convection-diffusion equations, the starting point of which was the basic scheme in [5, 6] . Now with convection-dominated regimes in mind, we used an exponential scaling of the first-order system. The aim was to develop a functional whose bilinear part is equivalent to the square of an analogously scaled vector H 1 norm, uniformly in the size of convection. This coercivity and boundedness in an H 1 -like product norm would immediately imply uniformly optimal performance of standard finite element discretization schemes and multigrid solvers. Our objective was to study these properties for problems with varying structure (e.g., constant and variable coefficients, aligned and nonaligned flow) and varying character (e.g., smooth and boundary layer solutions). The results seem to confirm typical H 1 -like accuracy of the discretization and optimal multigrid convergence uniformly in the size of convection.
