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Abstract
This study aims to understand the assessment of basic education in the perspective of the State Reviewer as a 
mechanism that generates information regarding the positivity and weaknesses of a school or an educational 
system to provide improvements. For this reason, a Data Warehouse was created and later some analysis of the 
indicators were performed through clustering .
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1. Main text 
The Ideb (basic education development index) was created by INEP in 2007, on a scale from zero to ten.
Synthesizes two equally important concepts to the quality of education: approval and average performance of 
students in Portuguese language and Mathematics. The indicator is calculated from the data on school approval, 
obtained in the school census, and the average performance in the evaluations of INEP, the Saeb and the Prova 
Brasil.
Every two years the government conducts a review of the performance of schools across the country as a 
way of evaluating education at all stages of primary education. In addition to checking the quality of education,
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it is also possible to improve investment, determine the spending efficiency and improve the service provided 
by the State .
This study aims to create groups to facilitate the analysis of the evaluations. As Brazil is a continental 
country it is not possible to generalize any conclusion.
The IDEB is held every two years and data has been collected and a Data Warehouse has been built with the 
data of 2007, 2009, 2011 and 2013 which were available at the beginning of the work. The study will be 
conducted at the lowest possible level because the understanding of the differences between the schools in each 
region of the country is essential to understand how education is in the country.
1.1. Structure
This article will make a brief bibliographical review on studies related to education, Big Data and Data 
Warehouse and cluster analysis. Then the techniques to be used in the study as the assembly of banks and the 
cluster analysis will be explained. Finally, techniques in IDEB data will be applied and analyzed to assess the 
study in the country, suggesting possible improvements and changes to the next study.
2. Bibliographical Review
Now, the main themes of study will be addressed, such as education, Big Data, Data Warehouse and 
Cluster Analysis.
Articles related to education are so common that [1] described the several activities carried out by the UFF 
in different municipalities. The multi-criteria assessment of the impact of UFF in each of these municipalities is 
performed. The evaluation relies on combining the MACBETH and the UTA methods.
[2] intended to evaluate the academic evolution of an engineering students group who entered the 
Universidade Federal Fluminense (UFF)-Brazil in 1997. Both scholarship bulletins and lecturers’ opinions are 
considered in order to understand what a good student is. The lecturers’ opinions are evaluated with the 
elementary multicriteria methods of Borda And Condorcet. A Statistical analysis is performed with the 
scholarship bulletins from 1997 to 2000.
In [3] , we can find a review of the state of the art in DEA to evaluate the efficiency in the education sector . 
The authors answer the question whether the measured efficiency results based on DEA could be used for both 
evaluations of policies and guidance possible funding in British higher education. They use the framework 
mainly agent to do a variety of possible reviews of university performance DEA. The article also illustrates 
how policy makers and universities may have different preferences about the efficiency measure to be used for 
the assessment of policies and guidance financing .
[4] investigated the consumer choice through the study of social axioms and human values in predicting 
social behavior. He applied cluster analysis to create a group in some higher education institutions.
Big Data is being used to transform medical practice, modernize public policy, and inform decision-
business [5]. It is unique because of the volume, variety and speed of data, which is now widely available and 
much less expensive to access and storage [6].
In addition to being great opportunities for data scientists to develop new models of support for QS data 
collection, integration and analysis, there are leadership opportunities in the definition of open access database 
resources and privacy standards to know how the personal information is used. The creation of public data 
resources and rules for its use could be a key step in galvanizing progress in the use of personal data. Public 
genome databases greatly facilitated research efforts and development of knowledge. Similar databases are 
needed to phenotypic data , where information on the order of a million participants is necessary for the 
conduct of preventive medicine  .
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A recent article [7] in Harvard Business Review concludes: ‘‘For all the breathless promises about the return 
on investment in Big Data, however, companies face a challenge. Investments in analytics can be useless, even 
harmful, unless employees can incorporate that data into complex decision making.’’.
Over the past decade, data warehouse systems have become an essential component for large organizations 
that make use of modern systems of decision support [8]. These systems provide efficient access to integrated 
and historical data from heterogeneous sources to support planning and decision making [9] .
The correct use of the Data Warehouse enables organizations to acquire knowledge through access to 
historical data, adapt strategies with the present data and guide the company into the future through the 
prediction or detection of patterns or seasonality [10] .
3. Review of Big Data and Data Warehouse
With the advancement of technology, new sources of data were created and the Data Warehouse systems 
needed to adapt themselves to meet the need for analysis of more data. To take advantage of the potential of 
unstructured information, it was created the concept of Big Data. Using new technologies, it is possible to 
process and analyze large amounts of structured and unstructured data in real time. With the growing demand 
for information, issues such as data quality should be considered by the organizations.
The source data used is public and is available on the official website IDEB 
(http://portal.inep.gov.br/web/portal-ideb/portal-ideb). These data is in Excel spreadsheets separated between 
initial and final years and the aggregate School, Municipality, State and Brazil.
The whole process of extract, transform and load (ETL) was carried out by developing scripts in Structured 
Query Language - SQL. To perform the import of the table in Microsoft SQL Server 2008, it was necessary to 
transform it, remove the formatting, delete merged cells, replace characters and modify the column names. 
Then they were imported into EDC_ODS database that acts as operational data store.
Later it was necessary to develop the data model to be used and so it is initially suggested the answer to the 
four questions:
1 - What will be evaluated?
• Set the facts or metrics.
• It is the numbers that will be measured and analyzed in different dimensions of business. 
• It is the data that users want to view and analyze.
In this case it is the approval rate, performance indicator, scores in the Brazil Test of Maths,  scores in Brazil 
Test of Portuguese, standardized score and IDEB .
2 – How will it be evaluated or analyzed?
• Definition of business dimensions.
• Under what dimensions will we analyze the facts
• Check if the fact relates to the dimensions.
The IDEB data will be analyzed by year, state, regional, network , municipality , school name and segment.
3 - What is the lowest level of detail?
• Defining the granularity of information.
• Check for the existence of this level of detail in transactional database.
Time dimension: Year
Geographic Dimension: School
4 – How is it expected to summarize this information?
• Define the grouping possibilities.
• Specify the hierarchies of this group in each dimension 
• Example: Day - Fortnight - Month - Year
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As the assessing is biannual, the lowest level of detail is Year, with no need of temporal hierarchies. A
geographical hierarchy could be created, but the model would be more complex: State - Regional -
Municipality - School.
The model used was the star schema that can be described by the inclusion of central charts called fact tables,
which are composed of transactional entities. The primary key of this table is the junction of the primary keys 
of all the associated component entities.
Together, there are dimension tables that are formed by each component entity which congregate rating 
entities. Both the model and the tables were created in EDUC_BI bank. The picture 01 illustrates the developed 
model.
Fig. 1. (a) Model Star Schema
After creating the model, the development of SQL scripts is started to extract, transform and load data into 
the multidimensional model. This procedure is performed by selecting the target data, adapting them where 
necessary and performing inserts in the target model.
Fig. 2. (a) Sample records in the database
Transactional entities will be connected to the component entities and classified by means of a ranking 
among them allowing navigation by attributes in an optimized way. To allow these connections, all numeric 
attributes in the fact tables that are not considered metrics should be aggregated in a primary key and linked to 
their dimensions.
After all data are properly loaded, they will be accessed directly by IBM SPSS tool via ODBC connection 
and perform data mining and statistical analysis.
4. Review of Cluster Analysis
The objective of unsupervised classification or clustering is to determine a structure of groups that fit to the 
data available, i.e. classify objects according to the natural grouping of data itself.
In this case little or nothing is known about the structure or the groups and neither the number of groups is 
known.
The structure must gather objects with similar characteristics in the same group, implying that the degree of 
association is high among members of the same class and low, among elements of different categories.
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Clusters should display internal homogeneity and external heterogeneity.
The idea is to find a partition of N objects in a number of K clusters that meet the basic premises: internal 
cohesion and isolation of clusters. This process was developed by IBM in order to improve the classification of 
respondents and help to create groups.  So this technique is based on three main advantages compared to 
techniques such as k-means and main components:
•     Dealing with both continuous and categorical variables by extending the model-based distance measure 
used by [11] to situations with both continuous and categorical variables.
• Using a two-step clustering approach similar to [12];
• Providing the capability to find the ideal number of clusters automatically; the method started using a 
sequential clustering approach [13]. After this, the method will select the best set of groups and implement the 
procedure by constructing a modified cluster feature (CF) tree [12]. The CF-tree consists of levels of nodes, 
and each node contains a number of entries. A leaf entry (an entry in the leaf node) represents a sub-cluster you 
want. The non-leaf nodes and their entries guide a new record into a correct leaf node quickly. 
The second step takes sub-clusters resulting from the first step as input and then groups them into the 
desired number of clusters. As the number of sub-clusters is much less than the number of original records, you 
can use traditional clustering methods effectively.
5. Data Analysis
After the construction of the bank, the moment of data analysis begins so you can understand how the
schools of the country are and make assessments of possible discrepancies presented in the notes of IDEB and 
characteristics of the groups.
The construction of the groups was made using cluster analysis, because it created groups with similar 
characteristics and then specific analyzes will be made in each group. The database was built with all 159 909 
schools that were evaluated in the years 2007, 2009, 2011 and 2013, when there was a very similar distribution 
in terms of schools evaluated for all four years, you can observe the distribution in Table 1 .
Table 1. School Distribution by year
Total (%)
2007 23.3
2009 27.2
2011 25.2
2013 24.3
In our sample of 2009 there was a higher average, however, every year maintained good participation.
Regarding the distribution by the states of the federation, it is noticed that the participation has got an 
approximate distribution to the population. Table 2 shows the share of each state in the sample.
Table 2. State Distribution
Total (%)
São Paulo 14.12
Minas Gerais 10.61
Bahia 8.18
Rio Grande do Sul 6.81
Rio de Janeiro 6.41
Paraná 5.51
Ceará 4.91
1036   Thiago Graca Ramos et al. /  Procedia Computer Science  55 ( 2015 )  1031 – 1039 
Pará 4.76
Maranhão 4.68
Pernanbuco 4.58
Santa Catarina 4.06
Goiás 3.31
Paraíba 2.55
Piaui 2.20
Rio Grande do Norte 2.19
Alagoas 2.07
Amazonas 2.00
Mato Grosso 1.96
Espirito Santos 1.87
Mato Grosso do Sul 1.59
Sergipe 1.35
Tocantins 1.20
Roraima 1.05
Distrito Federal 0.80
Amapá 0.48
Acre 0.47
Roraima 0.28
Table 3 shows the distribution of school types that were part of the assessment, this part is relevant as 
investment in every sphere changes and so you can expect a different performance for each type. It happens 
because a municipal school of a poorer state may have fewer resources than a public school in São Paulo that is 
the financial capital of the country and thus may have more resources to apply in education.
Table 3. Type of school
Total (%)
Municipal 73.74
Estadual 26.21
Federal 0.05
The majority of the sample consists of municipal schools, as this sphere is responsible for most of the 
schools in the country. Regarding the federal schools, they have superior performance because they are formed 
by the high class of the public education in the country, according to the small number of schools and a greater 
ability to raise funds. Table 4 shows the performance of school types in each evaluation used by IDEB .
Table 4. Performance by type of school
Total State Federal Local
Approval early years (%) 88.81 90.84 95.18 88.08
Index Yield (%) 88.47 90.62 95.10 87.70
Mathematics Note(Average) 198.19 203.21 246.34 196.38
Portuguese Note (Average) 180.32 184.93 229.03 178.65
On Table 4, it is possible to see that the federal colleges have a higher performance than the others. Then 
we have the state colleges and finally the city ones which end up depending on fewer resources. Having all the 
data to be analyzed, it was decided to identify and group all the schools in clusters and then identify possible 
best and worst performances for state and other socio- economic characteristics of the regions to explain the 
performance. Table 5 gives the distribution of segments.
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Table 5. Distribution of Segments
Total 
Segment 1 9.1
Segment 2 11.0
Segment 3 15.7
Segment 4 9.8
Segment 5 11.7
Segment 6 8.7
Segment 7 11.3
Segment 8 14.5
Segment 9 8.2
It is easy to see on Table 5 that the two largest segments are 3 and 8, but it is necessary to do some 
additional analysis to understand and differentiate the segments better. For this reason, we will see on Table 6 
types of school through the segments.
Table 6. Type of school by segment
Total 
(%)
Segment 
1(%)
Segment 
2(%)
Segment 
3(%)
Segment 
4(%)
Segment 
5(%)
Segment 
6(%)
Segment 
7(%)
Segment 
8(%)
Segment 
9(%)
City 73.74 0 0 83.51 63.77 100 100 100 100 99.94
State 26.21 99.9 99.72 16.47 36.23 0 0 0 0 0
Federal 0.05 0.1 0.28 0.02 0 0 0 0 0 0.06
It is noticed on Table 6 that the segment 3 has a great participation of local schools and the segments 1 and 2 
are basically made up of state schools. On Table 7 we have the performance of each segment.
Table 7. Perfomance by segment
Total Segment 1 Segment 2 Segment 3 Segment 4 Segment 5 Segment 6 Segment 7 Segment 8 Segment 9
Approval Years
Early 88.807 96.71 89.066 94.875 77.517 88.649 89.609 93.003 83.033 85.471
Index Yield 0.885 0.967 0.888 0.948 0.764 0.883 0.894 0.928 0.825 0.851
Mathematics
Note 198.191 213.355 202.594 212.385 178.567 206.18 193.98 216.636 179.3 173.085
Portuguese Note 180.321 192.781 184.94 192.279 163.197 188.229 178.272 194.507 163.373 159.415
On table 7 it has been observed that the segment 1 and 3 are the ones with the best performance in all 
analyzes while the segment 4 is the worst. So, they will be analyzed more carefully from now. On Table 8, the 
states with larger share in each segment will be presented.
Table 8. State by selected segment
Total Segment 1 Segment 3 Segment 4
São Paulo 14.12 48.73 61.81 0.05
Minas Gerais 10.61 51.23 0 0.15
Piaui 2.2 0 0 22.35
Rio Grande do Norte 2.19 0 0 22.29
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Amazonas 2 0 0 13.75
Sergipe 1.35 0.02 0 13.73
Sao Paulo has great merit in the two segments which shows the highest performance. The difference 
between the segments 1 and 3 is that the first one there is a large participation of state schools and the second 
one, local schools. Minas Gerais has great participation in segment 1 as well. The segment 4, however, has 
greater participation of states like Piaui, Rio Grande do Norte, Amazonas and Sergipe, where there is less 
government investment. The ‘Terra’ site did a survey that shows how much was invested in each of the 
federation of states in 2013 and some more information such as number of students, teachers and schools that 
we are going to present on Table 9. On this table there will also be included details of GDP per capita of these 
states, generated by Sus Date and the average salary of public school teachers in each state .
Table 9. State information
Education
Investment
(Million R$)
PIB
Per Capita
(R$)
Number of
Students
Number of
Schools
Number of
Teacher
Average
Teacher
Income(R$)
São Paulo 24258 33624.00 4198200 5609 170449 1800.00
Minas Gerais 8316 20324.00 2149212 3686 91181 1978.00
Piaui 1500 8137.00 256266 765 13916 1681.00
Rio Grande do Norte 1510 12249.00 279959 674 9325 1451.00
Amazonas 1467 17855.00 476935 691 15183 1412.00
Sergipe 1130 13180.00 188430 374 7373 1451.00
It is realized that the states of São Paulo and Minas Gerais has the largest investment in education, resulting 
in a higher salary for the teachers in these states. Furthermore, the segment 1 which has the bigger participation 
of Minas Gerais has also the best performance due to the biggest investment in the state and the lowest number 
of students per teacher (24.8 in Minas Gerais versus 30.4 in São Paulo) .
6. Conclusion and Future works
This study aimed to organize data from different sources, adding in a single database through a data 
warehouse so as to make it feasible the analysis in order to understand the assessment of basic education in the 
perspective of the State Reviewer as a mechanism that generates information regarding positivity and 
weaknesses of a school or an educational system to provide improvements.
As for the amount of data from the bases, it was concluded that the best approach would be to reduce the 
number of schools in small clusters and facilitate possible analysis and more targeted strategies such as 
identifying the group with the worst income as the segment 4 which is composed by states with a smaller 
investment in education and GDP per capita very low, while the top two segments are composed by the states 
of São Paulo and Minas Gerais, which has a large investment in the area and lead the country in GDP per capita.
One way of improving the work would be adding more micro and macroeconomic information of the states 
and even cities that could create a more focused strategy in less served regions or increasing the number of 
teachers in areas with a higher number of students or even building more schools.
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