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Abstract
Let H be a Hopf algebra and let DH be a Hopf-module category. We introduce the Hopf-cyclic
cohomology groups HC●H(DH ,M) of a Hopf-module category DH with coefficients in a stable anti-Yetter
Drinfeld (SAYD) module M over H . For an H-module coalgebra C acting on DH , we construct a pairing
HC
q
H
(C,M)⊗HCp
H
(DH ,M) Ð→HC
p+q(DH) with the Hopf-cyclic cohomology of C with coefficients in
M . We describe the cocycles Z●H(DH ,M) and the coboundaries B
●
H(DH ,M) as characters of categorified
cycles and vanishing cycles over DH . Using this formalism, we obtain a pairing HC
p(C) ⊗HCq(C′) Ð→
HCp+q(C ⊗ C′) for small k-linear categories C and C′.
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1 Introduction
In [13], [14], [15], Connes and Moscovici introduced Hopf-cyclic cohomology as a generalization of Lie algebra
cohomology adapted to Noncommutative Geometry. Given a Hopf algebraH that is equipped with a modular
pair in involution (δ, σ) and acts on an algebra A, they constructed a characteristic map
γ● ∶HC●(δ,σ)(H) Ð→HC
●(A) (1.1)
taking values in the cyclic cohomology HC●(A) of A. Both Hochschild homology and the cyclic theory
have since been studied extensively in several categorical contexts (see, for instance, [7], [8], [22], [30], [32],
[34], [36]). The purpose of this paper is to categorify the formalism of cycles, traces and vanishing cycles of
Connes [12] in the context of Hopf cyclic cohomology.
Let k be a field. A Hopf-module category consists of a k-linear category DH with H acting on its morphism
spaces in such a way that the composition on DH is well-behaved with respect to the coproduct on H . This
notion was introduced by Cibils and Solotar in [10], where they constructed a Morita equivalence connecting
the Galois coverings of a category to its smash extensions via a Hopf algebra. A small Hopf-module category
may be treated as a “Hopf module algebra with several objects,” in the same way as a small preadditive
category plays the role of a “ring with several objects” in the sense of Mitchell [38]. In fact, the replacement
of rings by small preadditive categories has been widely studied in the literature (see, for instance, [6], [16],
[33], [35], [43], [44]). Further, cyclic modules associated to Hopf-module categories have been studied by
Kaygun and Khalkhali [26], while the Hochschild-Mitchell cohomology of a Hopf-comodule category has
been studied by Herscovich and Solotar [21]. This paper is also part of our larger program of studying
Hopf-module categories as objects of independent interest, begun in [4], [5].
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In this paper, we introduce the Hopf-cyclic cohomology groups HC●H(DH ,M) of a Hopf-module category
DH with coefficients in a stable anti-Yetter Drinfeld (SAYD) module M over H . We recall that an SAYD
module, as introduced by Hajac, Khalkhali, Rangipour and Sommerha¨user in [17], is a space carrying both
an action and a coaction ofH , which together satisfy the precise condition required to incorporate coefficients
into the Hopf-cyclic theory.
For a Hopf-module category DH , we describe in this paper the cocycles and coboundaries that determine
HC●H(DH ,M) by extending Connes’ original construction of cyclic cohomology from [11] and [12] in terms
of cycles and closed graded traces on differential graded algebras. An important role in our paper is played
by “semicategories,” which are categories that may not contain identity maps. This notion, introduced by
Mitchell [37], is precisely what we need in order to categorify non unital algebras. Accordingly, we interpret
the cocycles Z●H(DH ,M) and the coboundaries B
●
H(DH ,M) as characters of differential graded H-module
semicategories equipped with closed graded traces with coefficients in M . We therefore feel that the present
article is the first step towards “categorification” of the Noncommutative Differential Geometry of Connes
[12]. We hope to continue this program by developing categorifications of Fredholm modules and associated
Chern characters in [3].
We now describe the paper in more detail. In Section 2, we introduce the notion of a δ-invariant σ-trace on
a left H-category DH (see Definition 2.2), where (δ, σ) is a modular pair in involution for the Hopf algebra
H . Given such a trace, we prove (see Theorem 2.4) that there is a characteristic map
γ● ∶HC●(δ,σ)(H) Ð→HC
●(DH) (1.2)
from the Hopf-cyclic cohomology HC●(δ,σ)(H) taking values in the ordinary cyclic cohomology HC
●(DH)
of the category DH . When DH is a left H-category with a single object, i.e., an H-module algebra A, this
recovers the characteristic map HC●(δ,σ)(H) Ð→HC
●(A) in (1.1).
In Section 3, we study the δ-invariant σ-traces on DH in more detail. For this, we first define the Hopf-cyclic
cohomologyHC●H(DH ,M) of anH-categoryDH with coefficients in an SAYD moduleM . We then show that
δ-invariant σ-traces on DH are precisely the 0-cocycles, i.e., the elements of Z0H(DH ,
σkδ) =HC0H(DH , σkδ)
(see Proposition 3.6). Since a δ-invariant σ-trace on DH induces a map γ● ∶ HC●(δ,σ)(H) Ð→ HC
●(DH), we
obtain a pairing
HCn(δ,σ)(H) ⊗HC
0
H(DH ,
σkδ) Ð→HCn(DH) (1.3)
The pairing in (1.3) suggests that we look for a similar pairing when the Hopf algebra H is replaced by an
H-module coalgebra C and the SAYD module σkδ is replaced by an arbitrary SAYD module M . For an
H-module coalgebra C acting on the H-category DH , we show in Theorem 4.2 that we have a pairing:
HCnH(C,M) ⊗HC
0
H(DH ,M) Ð→HC
n(DH) (1.4)
whereHC●H(C,M) is the Hopf-cyclic cohomology of theH-module coalgebra C with coefficients in the SAYD
module M . It is natural to ask whether the pairing in (1.4) may be extended to higher levels. In [17], it was
conjectured that there is a general pairing between the Hopf-cyclic cohomology of a module coalgebra and
the Hopf-cyclic cohomology of a module algebra, a fact that was proved later by Khalkhali and Rangipour
in [29]. In Theorem 4.4, we use methods similar to Rangipour [40] to construct a pairing
HC
q
H
(C,M) ⊗HCp
H
(DH ,M) Ð→HCp+q(DH) (1.5)
for p, q ≥ 0. For related work on pairings and Hopf-cyclic cohomology, we refer the reader to [1], [2], [18],
[19], [20], [24], [25], [40].
In Section 5, we provide a description of the space Z●H(DH ,M) of cocycles, for which we extend the for-
malism of Connes [12]. We first describe in detail the construction of the universal differential graded
(DG)-semicategory associated to a small k-linear category. We then consider DGH-semicategories which
may be treated as differential graded (not necessarily unital) H-module algebras with several objects.
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Since δ-invariant σ-traces on DH are precisely the 0-cocycles in the Hopf-cyclic cohomology HC●H(DH ,
σkδ),
we are motivated to define more generally the n-dimensional closed graded (H,M)-traces on a DGH-
semicategory SH (see, Definition 5.8). We then introduce cycles (SH , ∂ˆH , Tˆ H) over the H-category DH
using which we provide a description of Z●H(DH ,M) in Theorem 5.11. This result is an H-linear categorical
version of Connes’ [12, Proposition 1, p. 98]. We show that an element φ ∈ ZnH(DH ,M) if and only if it is
the character of an n-dimensional cycle over DH . It also follows from Theorem 5.11 that there is a one to
one correspondence between ZnH(DH ,M) and the collection of n-dimensional closed graded (H,M)-traces
on the universal DGH-semicategory Ω(DH) associated to DH . We then proceed to obtain a description of
the space B●H(DH ,M) of coboundaries.
In Section 6, we show that the Hopf-cyclic cohomology of an H-category DH is the same as that of its
linearization DH ⊗Mr(k) by the matrix ring Mr(k). For this, we first construct a para-cyclic module
C●(DH ,M) = {M ⊗CNn(DH)}n≥0 using the cyclic nerve CN●(DH). We also consider inclusion and trace
maps
(inc1,M) ∶M ⊗CNn(DH) Ð→M ⊗CNn (DH ⊗Mr(k))
trM ∶M ⊗CNn (DH ⊗Mr(k)) Ð→M ⊗CNn(DH)
Then, we show in Proposition 6.5 that the induced morphisms
C●(inc1,M)hoc ∶ C●(DH ,M)hoc Ð→ C● (DH ⊗Mr(k),M)
hoc
C●(trM )hoc ∶ C● (DH ⊗Mr(k),M)
hoc Ð→ C●(DH ,M)hoc
between the underlying Hochschild complexes are homotopy inverses of each other. Applying the func-
tor HomH(−, k), we show in Proposition 6.6 that there are mutually inverse isomorphisms of Hopf-cyclic
cohomologies:
HC●H(DH ,M)
HC●H(tr
M)
HC●H(inc1,M)
//
oo HC●H (DH ⊗Mr(k),M) (1.6)
In Section 7, we provide a description ofB●H(DH ,M). Using the isomorphims in (1.6), we show in Proposition
7.3 that if there is an H-linear semifunctor υ ∶ DH Ð→ DH and an inner automorphism Φ ∶ DH ⊗M2(k) Ð→
DH ⊗M2(k) satisfying certain assumptions, then the Hopf-cyclic cohomology groups HC●H(DH ,M) vanish.
For a DGH-semicategory SH , we say that a cycle (SH , ∂ˆH , Tˆ H) is vanishing if the H-category S0H satisfies
the assumptions in Proposition 7.3. Putting k = C, we describe the elements of B●H(DH ,M) in Proposition
7.9 as the characters of vanishing cycles over DH . Finally, in Theorem 7.11, we use categorified cycles and
vanishing cycles to construct a pairing
HCp(C) ⊗HCq(C′) Ð→HCp+q(C ⊗ C′)
for k-linear small categories C and C′.
Notations: Throughout the paper, H is a Hopf algebra over the field k of characteristic zero, with co-
multiplication ∆, counit ε and bijective antipode S. We will use Sweedler’s notation for the coproduct
∆(h) = h1 ⊗ h2 and for a left H-coaction ρ ∶M Ð→ H ⊗M , ρ(m) = m(−1) ⊗m(0) (with the summation sign
suppressed). The small cyclic category introduced by Connes in [11] will be denoted by Λ. The Hochschild
differential will always be denoted by b.
2 Categorified characteristic in Hopf-cyclic cohomology
It is well known that a ring can be identified with a preadditive category having a single object (see, for
instance [42]). Accordingly, any small preadditive category may be treated as a ring with several objects
in the sense of Mitchell (see [38, 39]). We now recall the notion of an H-category, introduced by Cibils and
Solotar [10], which may be considered as an “H-module algebra with several objects.”
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Definition 2.1. Let H be a Hopf algebra over a field k. A k-linear category DH is said to be a left H-module
category if
(i) HomDH(X,Y ) is a left H-module for all X,Y ∈ Ob(DH)
(ii) h(idX) = ε(h)idX for all X ∈ Ob(DH) and h ∈ H
(iii) the composition map is a morphism of H-modules, i.e.,
h(gf) = (h1g)(h2f)
for any h ∈H, f ∈HomDH(X,Y ) and g ∈HomDH(Y,Z).
A small left H-module category will be called a left H-category.
We now let H be a Hopf algebra with a modular pair in involution (δ, σ) (see [15]) and let DH be a left
H-category. In this section, we introduce the notion of a δ-invariant σ-trace on the category DH . Using this
trace, we then construct a characteristic map from the cyclic cohomology of the Hopf algebra H to that of
the category DH . We first recall from [14], [15] the cyclic cohomology of a Hopf algebra.
Let δ ∈ H∗ be a character and σ ∈ H be a group-like element (i.e., ∆(σ) = σ ⊗ σ and ε(σ) = 1) such that
δ(σ) = 1. Then, the pair (δ, σ) is said to be a modular pair on H . The character δ determines a δ-twisted
antipode Sδ ∶H Ð→H given by
Sδ(h) = δ(h1)S(h2) ∀h ∈H
The pair (δ, σ) is said to be a modular pair in involution if S2δ (h) = σhσ−1 for all h ∈ H .
Given a modular pair (δ, σ) in involution for a Hopf algebra H , one can associate a Λ-module C● (H(δ,σ))
by setting Cn(H) ∶= H⊗n, ∀n ≥ 1 and C0(H) = k. For n > 1, the face maps δi ∶ Cn−1(H) Ð→ Cn(H) are
given as follows:
δi(h1 ⊗ . . .⊗ hn−1) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1⊗ h1 ⊗ . . .⊗ hn−1 i = 0
h1 ⊗ . . .⊗∆(hi)⊗ . . .⊗ hn−1 1 ≤ i ≤ n − 1
h1 ⊗ . . .⊗ hn−1 ⊗ σ i = n
For n = 1, we have δ0(1) = 1 and δ1(1) = σ. For n > 0, the degeneracy maps σi ∶ Cn+1(H) Ð→ Cn(H) for
0 ≤ i ≤ n are given by
σi(h1 ⊗ . . .⊗ hn+1) = h1 ⊗ . . .⊗ ε(hi+1)⊗ . . .⊗ hn+1
For n = 0, we have σ0(h) = ε(h). The cyclic operator τn ∶ Cn(H)Ð→ Cn(H) is given by
τn(h1 ⊗ . . .⊗ hn) = Sδ(h1) ⋅ (h2 ⊗ . . .⊗ hn ⊗ σ)
The cyclic cohomology determined by the Λ-module C● (H(δ,σ)) is said to be the cyclic cohomology of the
Hopf algebra H with respect to the modular pair (δ, σ) and will be denoted by HC●(δ,σ)(H).
We now recall the cyclic cohomology of a small k-linear category due to McCarthy [36]. The additive cyclic
nerve of a small k-linear category C is defined to be the cyclic module determined by
CNn(C) ∶=⊕HomC(X1,X0)⊗HomC(X2,X1)⊗ . . . ⊗HomC(X0,Xn) (2.1)
where the direct sum runs over all (X0,X1, . . . ,Xn) ∈ Ob(C)n+1. The structure maps are given by
di(f0 ⊗ . . . ⊗ fn) =
⎧⎪⎪⎨⎪⎪⎩
f0 ⊗ f1 ⊗ . . .⊗ f if i+1 ⊗ . . .⊗ fn 0 ≤ i ≤ n − 1
fnf0 ⊗ f1 ⊗ . . .⊗ fn−1 i = n
si(f0 ⊗ . . .⊗ fn) =
⎧⎪⎪⎨⎪⎪⎩
f0 ⊗ f1 ⊗ . . . f i ⊗ idXi+1 ⊗ f
i+1 ⊗ . . .⊗ fn 0 ≤ i ≤ n − 1
f0 ⊗ f1 ⊗ . . .⊗ fn ⊗ idX0 i = n
tn(f0 ⊗ . . .⊗ fn) = fn ⊗ f0 ⊗ . . .⊗ fn−1
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for any f0⊗ . . .⊗fn ∈HomC(X1,X0)⊗HomC(X2,X1)⊗ . . .⊗HomC(X0,Xn). The cyclic cohomology groups
of C are determined by the k-spaces CNn(C) ∶=Homk(CNn(C), k) with the structure maps
δi ∶ CNn−1(C)Ð→ CNn(C), φ↦ φ ○ di
σi ∶ CNn+1(C)Ð→ CNn(C), ψ ↦ ψ ○ si
τn ∶ CNn(C)Ð→ CNn(C), ϕ↦ ϕ ○ tn.
We will use the notation CN ●(C) ∶= {CNn(C)}n≥0 to denote the cocyclic module associated to the category
C and HC●(C) for the corresponding cyclic cohomology.
We now introduce the notion of δ-invariant σ-traces on an H-category.
Definition 2.2. Let (δ, σ) be a modular pair for a Hopf algebra H and let DH be a left H-category. Suppose
that we have a collection TH ∶= {THX ∶ HomDH(X,X) Ð→ k}X∈Ob(DH) of k-linear maps. Then, we say that
the collection TH is a σ-trace on DH if
THX (g ○ f) = THY (f ○ (σg)) (2.2)
for any f ∈ HomDH(X,Y ) and g ∈ HomDH(Y,X). Moreover, we say that the σ-trace TH is δ-invariant
under the action of H if
THX (hf ′) = δ(h)THX (f ′) ∀h ∈H, (2.3)
for all f ′ ∈ HomDH(X,X).
Lemma 2.3. Let TH be a σ-trace on a left H-category DH . Then, TH is δ-invariant under the action of
H iff the following holds:
THX ((hg) ○ f) = THX (g ○ (Sδ(h)f)) (2.4)
for any h ∈H, f ∈ HomDH(X,Y ) and g ∈ HomDH(Y,X).
Proof. Let TH be δ-invariant. Then, we have
THX (g(Sδ(h)f)) = THX (g(δ(h1)S(h2)f)) = THX (h1 (g(S(h2)f))) = THX ((h1g)(h2S(h3)f)) = THX ((hg)f)
Conversely, suppose that the collection TH satisfies (2.4). Then, for any f ′ ∈ HomDH(X,X), we have
THX (hf ′) = THX (f ′(Sδ(h)idX)) = THX (δ(h1)f ′(ε(S(h2))idX)) = δ(h)THX (f ′)
We are now ready to prove that there is a characteristic map from the cyclic cohomology of the Hopf algebra
H taking values in the cyclic cohomology of the H-category DH .
Theorem 2.4. Let H be a Hopf algebra with a modular pair in involution (δ, σ). Let DH be a left H-
category and let TH be a δ-invariant σ-trace on DH . Then, we have a characteristic map γ● ∶ C● (H(δ,σ))Ð→
CN ●(DH) of Λ-modules given by
(γn(h1 ⊗ . . . ⊗ hn))(f0 ⊗ . . .⊗ fn) ∶= THX0(f0(h1f1) . . . (hnfn))
for h1 ⊗ . . . ⊗ hn ∈ H⊗n and f0 ⊗ . . . ⊗ fn ∈ HomDH(X1,X0) ⊗HomDH(X2,X1) ⊗ . . . ⊗HomDH(X0,Xn).
This induces a homomorphism in cyclic cohomology
γ● ∶HC●(δ,σ)(H)Ð→HC●(DH)
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Proof. We need to show that the following identities hold:
γnδi = δiγn−1 0 ≤ i ≤ n (2.5)
γnσi = σiγn+1 0 ≤ i ≤ n (2.6)
γnτn = τnγn (2.7)
We first verify (2.5). The case i = 0 is straightforward. For i = n, we have
(γn(δn(h1 ⊗ . . .⊗ hn−1)))(f0 ⊗ . . .⊗ fn) = (γn(h1 ⊗ . . .⊗ hn−1 ⊗ σ))(f0 ⊗ . . . ⊗ fn)
= THX0(f0(h1f1) . . . (hn−1fn−1)(σfn))
= THXn(fnf0(h1f1) . . . (hn−1fn−1)) (by (2.2))
= (γn−1(h1 ⊗ . . . ⊗ hn−1))((fnf0)⊗ f1 ⊗ . . .⊗ fn−1)
= (δn(γn−1(h1 ⊗ . . . ⊗ hn−1)))(f0 ⊗ . . .⊗ fn)
For 1 ≤ i ≤ n − 1, we have
(γn(δi(h1 ⊗ . . .⊗ hn−1)))(f0 ⊗ . . . ⊗ fn) = (γn(h1 ⊗ . . .⊗ hi1 ⊗ hi2 ⊗ . . .⊗ hn−1))(f0 ⊗ . . . ⊗ fn)
= THX0(f0(h1f1) . . . (hi1f i)(hi2f i+1) . . . (hn−1fn))
= THX0(f0(h1f1) . . . (hi(f if i+1)) . . . (hn−1fn))
= (δi(γn−1(h1 ⊗ . . .⊗ hn−1)))(f0 ⊗ . . . ⊗ fn)
Next we verify (2.6). For 0 ≤ i ≤ n − 1, we have
(γn(σi(h1 ⊗ . . .⊗ hn+1)))(f0 ⊗ . . .⊗ fn) = (γn(h1 ⊗ . . . hi ⊗ ε(hi+1)⊗ hi+2 ⊗ . . .⊗ hn+1))(f0 ⊗ . . . ⊗ fn)
= THX0(f0(h1f1) . . . (ε(hi+1)idXi+1) . . . (hn+1fn))
= THX0(f0(h1f1) . . . (hi+1idXi+1) . . . (hn+1fn))
= (σi(γn+1(h1 ⊗ . . .⊗ hn+1)))(f0 ⊗ . . . ⊗ fn)
It now remains to verify (2.7). For that, we have
(γn(τn(h1 ⊗ . . . ⊗ hn)))(f0 ⊗ . . .⊗ fn) = (γn(δ(h11)S(h12)(h2 ⊗ . . .⊗ hn ⊗ σ)))(f0 ⊗ . . .⊗ fn)
= (γn(δ(h11) (S(h1n+1)h2 ⊗ . . .⊗ S(h13)hn ⊗ S(h12)σ) ))(f0 ⊗ . . .⊗ fn)
= THX0(δ(h11)f0(S(h1n+1)h2f1) . . . (S(h13)hnfn−1)(S(h12)σfn))
= THX0(δ(h11)f0[S(h12)((h2f1) . . . (hnfn−1)(σfn))])
= THX0(f0[Sδ(h1)((h2f1) . . . (hnfn−1)(σfn))])
= THX0((h1f0)(h2f1) . . . (hnfn−1)(σfn)) (by (2.4))
= THXn(fn(h1f0)(h2f1) . . . (hnfn−1)) (by (2.2))
= (τn(γn(h1 ⊗ . . .⊗ hn)))(f0 ⊗ . . .⊗ fn)
This completes the proof.
3 Invariant traces as Hopf-cyclic cocycles
We continue with H being a Hopf algebra equipped with a modular pair (δ, σ) in involution. The key to
the construction of the characteristic map γ● ∶HC●(δ,σ)(H)Ð→ HC●(DH) in Theorem 2.4 is the δ-invariant
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σ-trace TH on the left H-category DH . In this section, we will describe such traces as Hopf-cyclic cocycles
for DH taking values in a certain SAYD module.
Since DH is a left H-category, it is clear from the definition in (2.1) that each {CNn(DH)}n≥0 is a left
H-module via the diagonal action of H .
Lemma 3.1. Let M be a right H-module. For each n ≥ 0, M ⊗CNn(DH) is a right H-module with action
determined by
(m⊗ f0 ⊗ . . .⊗ fn)h ∶=mh1 ⊗ S(h2)(f0 ⊗ . . . ⊗ fn)
for any m ∈M , f0 ⊗ . . .⊗ fn ∈ CNn(DH) and h ∈ H.
Proof. This follows from the fact that the antipode S is an anti-algebra homomorphism and ∆(1H) =
1H ⊗ 1H .
We now recall the notion of a SAYD module from [18, Definition 2.1].
Definition 3.2. Let H be a Hopf algebra with a bijective antipode S. A k-vector space M is said to be a
right-left anti-Yetter-Drinfeld module over H if M is a right H-module and a left H-comodule such that
ρ(mh) = (mh)(−1) ⊗ (mh)(0) = S(h3)m(−1)h1 ⊗m(0)h2 (3.1)
for all m ∈M and h ∈ H, where ρ ∶M Ð→ H ⊗M, m ↦m(−1) ⊗m(0) is the coaction. Moreover, M is said
to be stable if m(0)m(−1) =m.
We now define the Hopf-cyclic cohomology HC●H(DH ,M) of an H-category DH with coefficients in a stable
anti-Yetter-Drinfeld (SAYD) module M (see also [26]). This generalizes the construction of the Hopf-cyclic
cohomology for H-module algebras with coefficients in a SAYD module (see [17]). For each n ≥ 0, we set
Cn(DH ,M) ∶=Homk(M ⊗CNn(DH), k)
CnH(DH ,M) ∶=HomH(M ⊗CNn(DH), k)
where k is considered as a right H-module via the counit. It is clear from the definition that an element in
CnH(DH ,M) is a k-linear map φ ∶M ⊗CNn(DH)Ð→ k satisfying
φ (mh1 ⊗ S(h2)(f0 ⊗ . . . ⊗ fn)) = ε(h)φ(m⊗ f0 ⊗ . . .⊗ fn) (3.2)
Lemma 3.3. Let M be a right-left SAYD module over H and let φ ∈ CnH(DH ,M). Then,
φ (m⊗ h(f0 ⊗ f1 ⊗ . . .⊗ fn)) = φ(mh⊗ f0 ⊗ f1 ⊗ . . .⊗ fn)
for any m ∈M and f0 ⊗ f1 ⊗ . . . ⊗ fn ∈ CNn(DH).
Proof. Using the stability of M , we have
φ(mh⊗ f0 ⊗ . . .⊗ fn) = φ ((mh)(0)(mh)(−1) ⊗ f0 ⊗ . . . ⊗ fn)
= φ ((m(0)h2)((S(h3)m(−1)h1)⊗ f0 ⊗ . . . ⊗ fn) (by (3.1))
= φ ((m(0)m(−1)h1 ⊗ ε(h2)(f0 ⊗ . . .⊗ fn))
= φ (mh1 ⊗ S(h2)h3(f0 ⊗ . . .⊗ fn))
= ε(h1)φ (m⊗ h2(f0 ⊗ . . .⊗ fn)) (by (3.2))
= φ (m⊗ h(f0 ⊗ . . .⊗ fn))
Using the stability of M , we also observe that
m(0)S
−1(m(−1)) =m(0)(0)m(0)(−1)S−1(m(−1)) =m(0)m(−1)2S−1(m(−1)1) =m(0)ε(m(−1)) =m (3.3)
We now recall that a (co)simplicial module is said to be para-(co)cyclic if all the relations for a (co)cyclic
module are satisfied except τn+1n = id (see, for instance [26]).
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Proposition 3.4. Let DH be a left H-category and let M be a right-left SAYD module over H. Then,
(1) we have a para-cocyclic module C●(DH ,M) ∶= {Cn(DH ,M)}n≥0 with the following structure maps
(δiφ)(m⊗ f0 ⊗ . . .⊗ fn) =
⎧⎪⎪⎨⎪⎪⎩
φ(m⊗ f0 ⊗ . . .⊗ f if i+1 ⊗ . . .⊗ fn) 0 ≤ i ≤ n − 1
φ(m(0) ⊗ (S−1(m(−1))fn)f0 ⊗ . . .⊗ fn−1) i = n
(σiψ)(m⊗ f0 ⊗ . . .⊗ fn) =
⎧⎪⎪⎨⎪⎪⎩
ψ(m⊗ f0 ⊗ . . . ⊗ f i ⊗ idXi+1 ⊗ f i+1 ⊗ . . .⊗ fn) 0 ≤ i ≤ n − 1
ψ(m⊗ f0 ⊗ . . . ⊗ fn ⊗ idX0) i = n
(τnϕ)(m⊗ f0 ⊗ . . .⊗ fn) = ϕ(m(0) ⊗ S−1(m(−1))fn ⊗ f0 ⊗ . . .⊗ fn−1)
for any φ ∈ Cn−1(DH ,M), ψ ∈ Cn+1(DH ,M), ϕ ∈ Cn(DH ,M), m ∈M and f0⊗ . . .⊗fn ∈HomDH(X1,X0)⊗
HomDH(X2,X1)⊗ . . .⊗HomDH(X0,Xn).
(2) by restricting to right H-linear morphisms CnH(DH ,M) =HomH(M⊗CNn(DH), k), we obtain a cocyclic
module C●H(DH ,M) ∶= {CnH(DH ,M)}n≥0.
Proof. (1) It is easy to verify that δi and σi for 0 ≤ i ≤ n define a cosimplicial structure on C●(DH ,M).
Therefore, it remains to check that the following identities hold:
τnδi = δi−1τn−1 1 ≤ i ≤ n
τnδ0 = δn
τnσi = σi−1τn+1 1 ≤ i ≤ n
τnσ0 = σnτ2n+1
For 1 ≤ i < n, we have
(τnδi(φ)) (m⊗ f0 ⊗ . . .⊗ fn) = δi(φ) (m(0) ⊗ S−1(m(−1))fn ⊗ f0 ⊗ . . .⊗ fn−1)
= φ (m(0) ⊗ S−1(m(−1))fn ⊗ f0 ⊗ . . .⊗ f i−1f i ⊗ . . . ⊗ fn−1)
= (δi−1τn−1(φ)) (m⊗ f0 ⊗ . . . ⊗ fn)
and
(τnδn(φ)) (m⊗ f0 ⊗ . . .⊗ fn)) = δn(φ) (m(0) ⊗ S−1(m(−1))fn ⊗ f0 ⊗ . . .⊗ fn−1)
= φ(m(0)(0) ⊗ (S−1(m(0)(−1))fn−1)(S−1(m(−1))fn)⊗ f0 ⊗ . . .⊗ fn−2)
= φ(m(0) ⊗ (S−1(m(−1)2)fn−1)(S−1(m(−1)1)fn)⊗ f0 ⊗ . . .⊗ fn−2)
= φ(m(0) ⊗ S−1(m(−1))(fn−1fn)⊗ f0 ⊗ . . .⊗ fn−2)
= (δn−1τn−1(φ)) (m⊗ f0 ⊗ . . . ⊗ fn)
It follows immediately by definition that τnδ0 = δn. Next, we verify the identities involving the degeneracies.
For i = n, we have
(σn−1τn+1(ψ)) (m⊗ f0 ⊗ . . .⊗ fn) = τn+1(ψ)(m⊗ f0 ⊗ . . .⊗ fn−1 ⊗ idXn ⊗ fn)
= ψ(m(0) ⊗ S−1(m(−1))fn ⊗ f0 ⊗ . . .⊗ fn−1 ⊗ idXn)
= (τnσn(ψ)) (m⊗ f0 ⊗ . . .⊗ fn)
The case 1 ≤ i < n is easy to verify. Further, we have
(σnτ2n+1(ϕ)) (m⊗ f0 ⊗ . . .⊗ fn) = τ2n+1(ϕ)(m⊗ f0 ⊗ . . .⊗ fn ⊗ idX0)
= τn+1(ϕ)(m(0) ⊗ S−1(m(−1))idX0 ⊗ f0 ⊗ . . .⊗ fn)
= τn+1(ϕ)(m(0) ⊗ ε(S−1(m(−1)))idX0 ⊗ f0 ⊗ . . . ⊗ fn)
= τn+1(ϕ)(m(0) ⊗ ε(m(−1))idX0 ⊗ f0 ⊗ . . . ⊗ fn)
= τn+1(ϕ)(m⊗ idX0 ⊗ f0 ⊗ . . .⊗ fn)
= ϕ(m(0) ⊗ S−1(m(−1))fn ⊗ idX0 ⊗ f0 ⊗ . . .⊗ fn−1)
= (τnσ0(ϕ)) (m⊗ f0 ⊗ . . .⊗ fn)
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(2) Using (1), it now remains to prove that the structure maps are well-defined and τn+1n = id. Let us first
verify that the cyclic operator τn is well-defined, i.e., τn(φ) is H-linear for each φ ∈ CnH(DH ,M).
(τn(φ)) (mh1 ⊗ S(h2)(f0 ⊗ . . . ⊗ fn))
= (τn(φ)) (mh1 ⊗ S(hn+2)f0 ⊗ . . .⊗ S(h2)fn)
= φ ((mh1)(0) ⊗ S−1 ((mh1)(−1))S(h2)fn ⊗ S(hn+2)f0 ⊗ . . .⊗ S(h3)fn−1)
= φ (m(0)h2 ⊗ S−1 (S(h3)m(−1)h1)S(h4)fn ⊗ S(hn+4)f0 ⊗ . . .⊗ S(h5)fn−1)
= φ (m(0)h2 ⊗ S−1(h1)S−1(m(−1))h3S(h4)fn ⊗ S(hn+4)f0 ⊗ . . . ⊗ S(h5)fn−1)
= φ (m(0)h2 ⊗ S−1(h1)S−1(m(−1))fn ⊗ S(hn+2)f0 ⊗ . . .⊗ S(h3)fn−1)
= φ (m(0) ⊗ h2[S−1(h1)S−1(m(−1))fn ⊗ S(hn+2)f0 ⊗ . . .⊗ S(h3)fn−1]) (by Lemma 3.3)
= φ (m(0) ⊗ h2S−1(h1)S−1(m(−1))fn ⊗ h3S(h2n+2)f0 ⊗ . . .⊗ hn+2S(hn+3)fn−1)
= ε(h)φ (m(0) ⊗ S−1(m(−1))fn ⊗ f0 ⊗ . . . ⊗ fn−1) = ε(h) (τn(φ)) (m⊗ f0 ⊗ . . .⊗ fn)
Similarly, it may be verified that the degeneracies are also well-defined. Next, we verify that the face maps
are well-defined. For 0 ≤ i < n, we have
(δi(φ)) (mh1 ⊗ S(h2)(f0 ⊗ . . . ⊗ fn))
= (δi(φ)) (mh1 ⊗ S(hn+2)f0 ⊗ . . . ⊗ S(hn+2−i)f i ⊗ S(hn+2−(i+1))f i+1 ⊗ . . . ⊗ S(h2)fn)
= φ (mh1 ⊗ S(hn+1)f0 ⊗ . . . ⊗ S(hn+2−(i+1))(f if i+1)⊗ . . .⊗ S(h2)fn)
= φ (mh1 ⊗ S(h2)(f0 ⊗ . . .⊗ f if i+1 ⊗ . . .⊗ fn))
= ε(h)φ(m⊗ f0 ⊗ . . .⊗ f if i+1 ⊗ . . .⊗ fn) = ε(h) (δi(φ)) (m⊗ f0 ⊗ ...⊗ fn)
Since δn = τnδ0, the preceeding computations show that δn is also well-defined.
Further, using the stability of M , we have
τn+1n (φ)(m⊗ f0 ⊗ . . .⊗ fn) = φ(m(0) ⊗ S−1((m(−1))n+1)f0 ⊗ . . .⊗ S−1(m(−1)1)fn)
= φ(m(0) ⊗ S−1(m(−1))(f0 ⊗ . . .⊗ fn))
= φ(m(0)S−1(m(−1))⊗ f0 ⊗ . . .⊗ fn) (by Lemma 3.3)
= φ(m⊗ f0 ⊗ . . .⊗ fn) (by (3.3))
This completes the proof.
The cohomology of the cocyclic module C●H(DH ,M) will be called the Hopf-cyclic cohomology of the H-
category DH with coefficients in the SAYD module M . The corresponding cohomology groups will be
denoted by HC●H(DH ,M).
Remark 3.5. (1) As k contains Q, we recall that the cohomology of a cocyclic module C can be expresed
alternatively as the cohomology of the following complex (see, for instance [31, 2.5.9]):
C0λ(C )
b
ÐÐÐÐ→ . . .
b
ÐÐÐÐ→ Cnλ (C )
b
ÐÐÐÐ→ Cn+1λ (C )
b
ÐÐÐÐ→ . . .
where Cnλ (C ) = Ker(1 − λ) ⊆ Cn(C ), b = ∑n+1i=0 (−1)iδi and λ = (−1)nτn. In particular, an element φ ∈
CnH(DH ,M) is a cyclic cocycle if and only if
b(φ) = 0 and (1 − λ)(φ) = 0 (3.4)
(2) The field k is trivially a Hopf algebra with ∆(1) = 1⊗ 1, S(1) = 1 = ε(1), and also a SAYD module over
itself with coaction given by ∆. Substituting H = k =M in the construction of C●H(DH ,M), we get back the
ordinary cyclic cohomology HC●(DH) of the k-linear category DH as discussed in Section 2.
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We now let σkδ denote the SAYD module structure on k (see, for instance [18]) over H defined by setting
α ⋅ h ∶= δ(h)α, ρ(α) ∶= σ ⊗α ∀α ∈ k,h ∈H
Proposition 3.6. Let DH be a left H-category and let (δ, σ) be a modular pair in involution for H. Then,
Z0H(DH , σkδ) =HC0H(DH , σkδ) is in bijection with the k-space consisting of δ-invariant σ-traces on DH .
Proof. By definition, HC0H(DH , σkδ) = Ker(b0), where b0 = δ0 − δ1 ∶ C0H(DH , σkδ) Ð→ C1H(DH , σkδ). Let
φ ∈Ker(b0). We now define a collection TH ∶= {THX ∶HomDH(X,X)Ð→ k}X∈Ob(DH) of k-linear maps given
by
THX (f) = φ(1⊗ f) ∀f ∈ HomDH(X,X)
Using the fact that σ is a group-like element in H and δ(σ) = 1, we have
THX (gf) = φ(1⊗ gf) = (δ0(φ))(1⊗ g ⊗ f) = (δ1(φ))(1⊗ g ⊗ f) = φ (1⊗ (S−1(σ)f)g) = φ(1⊗ (S(σ)f)(ε(σ)g))
= φ(δ(σ)⊗ (S(σ)f)(S(σ)σg)) = φ(1 ⋅ σ ⊗ S(σ)(f(σg)))
= (φ(1 ⊗ f(σg))ε(σ) = φ(1⊗ f(σg)) = THY (f(σg))
for any f ∈ HomDH(X,Y ) and g ∈ HomDH(Y,X). This shows that the collection TH is a σ-trace on the
category DH . We now verify that TH is δ-invariant. For any f ′ ∈HomDH(X,X), we have
δ(h)THX (f ′) = φ(1⊗ δ(h)f ′) = φ (δ(h1)⊗ ε(h2)f ′) = φ (1 ⋅ h1 ⊗ S(h2)h3f ′) = ε(h1)φ (1⊗ h2f ′) = THX (hf ′)
Conversely, suppose that TH is a δ-invariant σ-trace on DH . We consider the k-linear map φ ∈ C0(DH , σkδ)
determined by φ(1 ⊗ f ′) = THX (f ′) for each f ′ ∈ HomDH(X,X). Let us first verify that φ is H-linear. For
any h ∈H , we have
φ ((1⊗ f ′)h) = φ (1 ⋅ h1 ⊗ S(h2)f ′) = φ (1⊗ δ(h1)S(h2)f ′) = THX (Sδ(h)f ′)
= δ (Sδ(h))THX (f ′) = ε(h)THX (f ′) = ε(h)φ(1⊗ f ′)
Next, we verify that φ ∈Ker(b0). For any f ∈HomDH(X,Y ) and g ∈HomDH(Y,X), we have
(b0(φ)) (1⊗ g ⊗ f) = (δ0(φ)) (1⊗ g ⊗ f) − (δ1(φ)) (1⊗ g ⊗ f)
= φ(1⊗ gf)− φ (1⊗ (S−1(σ)f)g)
= φ(1⊗ gf)− φ (1 ⋅ σ ⊗ (S(σ)f) (S(σ)σg))
= φ(1⊗ gf)− φ (1⊗ f(σg)) = THX (gf) − THY (f(σg)) = 0
This shows that φ ∈HC0H(DH , σkδ).
4 Characteristic map with SAYD coefficients
Let DH be a left H-category and let (δ, σ) be a modular pair in involution for H . We have shown that the
δ-invariant σ-traces on DH are in bijection with HC0H(DH , σkδ) (Proposition 3.6). Moreover, a δ-invariant
σ-trace on DH induces a homomorphism HC●(δ,σ)(H) Ð→ HC●(DH) (Theorem 2.4). Thus, we obtain a
pairing
HC●(δ,σ)(H)⊗HC0H(DH , σkδ)Ð→HC●(DH) (4.1)
The pairing in (4.1) leads us to ask if there exists a similar pairing when the Hopf algebra H is replaced by
an H-module coalgebra C and the trivial SAYD module σkδ is replaced by a general SAYD module M . In
this section, we obtain the following pairing
HC●H(C,M)⊗HC0H(DH ,M)Ð→HC●(DH)
A coalgebra (C,∆C , εC) which is also a left H-module such that
∆C(hc) = h1c1 ⊗ h2c2, εC(hc) = ε(h)εC(c) ∀h ∈H,c ∈ C
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is said to be a left H-module coalgebra.
We now recall the Hopf-cyclic cohomology of a left H-module coalgebra C with coefficients in a right-left
SAYD module M (see [17]). Let CnH(C,M) ∶=M ⊗H C⊗n+1 for n ≥ 0. Then, C●H(C,M) = {CnH(C,M)}n≥0 is
a Λ-module with the following structure maps:
δ′i(m⊗H c0 ⊗ . . .⊗ cn−1) =
⎧⎪⎪⎨⎪⎪⎩
m⊗H c0 ⊗ . . .⊗ ci1 ⊗ c
i
2 ⊗ . . .⊗ c
n−1 0 ≤ i ≤ n − 1
m(0) ⊗H c02 ⊗ c
1 ⊗ . . . ⊗ cn−1 ⊗m(−1)c01 i = n
σ′i(m⊗H c0 ⊗ . . .⊗ cn+1) =m⊗H c0 ⊗ . . .⊗ εC(ci+1)⊗ . . .⊗ cn+1 0 ≤ i ≤ n
τ ′n(m⊗H c0 ⊗ . . . ⊗ cn) =m(0) ⊗H c1 ⊗ . . .⊗ cn ⊗m(−1)c0
The cohomology of the cocyclic module C●H(C,M) is said to be the Hopf-cyclic cohomology of the H-module
coalgebra C with coefficients in the SAYD moduleM . The corresponding cohomology groups will be denoted
by HC●H(C,M).
In the construction of the pairing (4.1), the Hopf algebraH acts on the category DH in the sense of Definition
2.1. We will now define the action of an H-module coalgebra C on a left H-category DH .
Definition 4.1. Let DH be a left H-category and C be a left H-module coalgebra. We say that C acts on
DH if we have k-linear maps {C ⊗HomDH(X,Y )Ð→ HomDH(X,Y )}(X,Y )∈Ob(DH)2 satisfying
c(gf) = (c1g)(c2f), c(idX) = εC(c)idX , h(cf) = (hc)f (4.2)
for any f ∈HomDH(X,Y ), g ∈HomDH(Y,Z), c ∈ C and h ∈H.
We now show that there is a pairing between the Hopf-cyclic cohomology of an H-module coalgebra C and
HC0H(DH ,M). This pairing takes values in the usual cyclic cohomology of the k-linear category DH (as
described in Section 2).
Theorem 4.2. Let DH be a left H-category and let C be a left H-module coalgebra such that C acts on
DH . Let M be a right-left SAYD module over H. Then, for each φ ∈HC0H(DH ,M), we obtain a morphism
γ●M ∶ C
●
H(C,M) Ð→ CN ●(DH) of Λ-modules defined by
(γnM(m⊗H c0 ⊗ . . .⊗ cn))(f0 ⊗ . . .⊗ fn) ∶= φ(m⊗ (c0f0) . . . (cnfn)) (4.3)
for any m ∈ M , c0 ⊗ . . . ⊗ cn ∈ C⊗n+1 and f0 ⊗ . . . ⊗ fn ∈ HomDH(X1,X0) ⊗ HomDH(X2,X1) ⊗ . . . ⊗
HomDH(X0,Xn). Thus, we get the following pairing
HC●H(C,M)⊗HC0H(DH ,M)Ð→HC●(DH)
Proof. Let φ ∈HC0H(DH ,M). Then, by definition, we have
φ(m⊗ gf) = (δ0(φ))(m⊗ g ⊗ f) = (δ1(φ))(m⊗ g ⊗ f) = φ (m(0) ⊗ (S−1(m(−1))f)g) (4.4)
for any m ∈ M, f ∈ HomDH(X,Y ) and g ∈ HomDH(Y,X). In order to show that (4.3) defines a map of
Λ-modules, we need to prove that the following identities hold:
γnMδ
′
i = δiγn−1M 0 ≤ i ≤ n (4.5)
γnMσ
′
i = σiγn+1M 0 ≤ i ≤ n (4.6)
γnMτ
′
n = τnγnM (4.7)
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For 0 ≤ i ≤ n − 1, we have
((γnMδ′i)(m⊗H c0 ⊗ . . .⊗ cn−1))(f0 ⊗ . . .⊗ fn)
= (γnM(m⊗H c0 ⊗ . . .⊗ ci1 ⊗ ci2 ⊗ . . .⊗ cn−1))(f0 ⊗ . . .⊗ fn)
= φ(m⊗ (c0f0) . . . (ci1f i)(ci2f i+1) . . . (cn−1fn))
= φ(m⊗ (c0f0) . . . (ci(f if i+1)) . . . (cn−1fn)) (by (4.2))
= (γn−1M (m⊗H c0 ⊗ . . .⊗ cn−1))(f0 ⊗ . . . ⊗ f if i+1 ⊗ . . .⊗ fn)
= ((δiγn−1M )(m⊗H c0 ⊗ . . .⊗ cn−1))(f0 ⊗ . . .⊗ fn)
Moreover,
((γnMδ′n)(m⊗H c0 ⊗ . . .⊗ cn−1))(f0 ⊗ . . .⊗ fn)
= (γnM(m(0) ⊗H c02 ⊗ c1 ⊗ . . .⊗ cn−1 ⊗m(−1)c01))(f0 ⊗ . . .⊗ fn)
= φ(m(0) ⊗ (c02f0)(c1f1) . . . (cn−1fn−1)((m(−1)c01)fn))
= φ(m(0)(0) ⊗ [S−1(m(0)(−1))((m(−1)c01)fn)](c02f0)(c1f1) . . . (cn−1fn−1)) (by (4.4))
= φ(m⊗ (c01fn)(c02f0)(c1f1) . . . (cn−1fn−1))
= φ(m⊗ (c0(fnf0)) (c1f1) . . . (cn−1fn−1))
= (γn−1M (m⊗H c0 ⊗ . . .⊗ cn−1))(fnf0 ⊗ f1 ⊗ . . . ⊗ fn−1)
= ((δnγn−1M )(m⊗H c0 ⊗ . . .⊗ cn−1))(f0 ⊗ . . .⊗ fn)
This proves (4.5). Next, we verify the identity (4.6). For 0 ≤ i ≤ n − 1, we have
((σiγn+1M )(m⊗H c0 ⊗ . . .⊗ cn+1))(f0 ⊗ . . .⊗ fn)
= (γn+1M (m⊗H c0 ⊗ . . . ⊗ cn+1))(f0 ⊗ . . .⊗ f i ⊗ idXi+1 ⊗ f i+1 ⊗ . . .⊗ fn)
= φ(m⊗ (c0f0) . . . (cif i)(ci+1idXi+1) . . . (cn+1fn))
= φ(m⊗ (c0f0) . . . (cif i) (εC(ci+1)idXi+1) (ci+2f i+1) . . . (cn+1fn))
= (γnM(m⊗H c0 ⊗ . . .⊗ εC(ci+1)⊗ . . .⊗ cn+1))(f0 ⊗ . . .⊗ f i ⊗ f i+1 ⊗ . . .⊗ fn)
= ((γnMσ′i)(m⊗H c0 ⊗ . . .⊗ cn+1))(f0 ⊗ . . .⊗ fn)
It may be verified similarly that σnγ
n+1
M = γnMσ′n. It remains to verify (4.7). We have
((γnMτ ′n)(m⊗H c0 ⊗ . . .⊗ cn))(f0 ⊗ . . .⊗ fn)
= (γnM(m(0) ⊗H c1 ⊗ . . .⊗ cn ⊗m(−1)c0))(f0 ⊗ . . . ⊗ fn)
= φ(m(0) ⊗ (c1f0) . . . (cnfn−1) ((m(−1)c0)fn) )
= φ(m(0)(0) ⊗ [S−1(m(0)(−1)) ((m(−1)c0)fn)](c1f0) . . . (cnfn−1))
= φ (m⊗ (c0fn)(c1f0) . . . (cnfn−1))
= (γnM(m⊗H c0 ⊗ . . .⊗ cn))(fn ⊗ f0 ⊗ . . .⊗ fn−1)
= ((τnγnM)(m⊗H c0 ⊗ . . .⊗ cn))(f0 ⊗ . . .⊗ fn)
This completes the proof.
We will now extend the result in Theorem 4.2 to a general pairing
HC
q
H(C,M)⊗HCpH(DH ,M)Ð→HCq+p(DH) (4.8)
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Let DH be a left H-category and C be a left H-module coalgebra. Let Cn(C,M,DH) be the diagonal complex
Cn(C,M,DH) ∶= CnH(C,M)⊗k CnH(DH ,M) = (M ⊗H Cn+1)⊗k HomH(M ⊗CNn(DH), k) ∀ n ≥ 0
which is a cocyclic module with structure maps {δ′i ⊗ δi, σ′i ⊗ σi, τ ′n ⊗ τn}0≤i≤n (see [31, § 2.5.1.2]).
We consider the k-linear category (C,DH) defined as follows:
Ob(C,DH) = Ob(DH)
Hom(C,DH)(X,Y ) =HomH (C,HomDH (X,Y ))
The composition in (C,DH) is given by (f ∗ g)(c) = f(c1) ○ g(c2) for any g ∈ Hom(C,DH)(X,Y ), f ∈
Hom(C,DH)(Y,Z) and c ∈ C.
Proposition 4.3. Let DH be a left H-category and C be a left H-module coalgebra. Then, the map
Ψ ∶ Cn(C,M,DH) = (M ⊗H Cn+1)⊗HomH(M ⊗CNn(DH), k)Ð→ Cn(C,DH) =Homk(CNn(C,DH), k)
given by (Ψ(m⊗H c0 ⊗ . . .⊗ cn ⊗ φ)) (g0 ⊗ . . .⊗ gn) ∶= φ(m⊗ g0(c0)⊗ . . .⊗ gn(cn))
determines a morphism of cocyclic modules.
Proof. We first verify that Ψ is well-defined. We have
(Ψ(mh⊗H c0 ⊗ . . .⊗ cn ⊗ φ)) (g0 ⊗ . . . ⊗ gn)
= φ(mh⊗ g0(c0)⊗ . . .⊗ gn(cn))
= φ(m⊗ h1g0(c0)⊗ . . .⊗ hn+1gn(cn)) (by Lemma 3.3)
= φ(m⊗ g0(h1c0)⊗ . . .⊗ gn(hn+1cn))
= (Ψ(m⊗H h1c0 ⊗ . . .⊗ hn+1cn ⊗ φ)) (g0 ⊗ . . .⊗ gn)
= (Ψ(m⊗H h(c0 ⊗ . . .⊗ cn)⊗ φ)) (g0 ⊗ . . .⊗ gn)
For 0 ≤ i ≤ n − 1, we have
((Ψ ○ (δ′i ⊗ δi))(m⊗H c0 ⊗ . . .⊗ cn ⊗ φ)) (g0 ⊗ . . . ⊗ gn+1)
= (Ψ(m⊗H c0 ⊗ . . .⊗ ci1 ⊗ ci2 ⊗ . . .⊗ cn ⊗ δi(φ))) (g0 ⊗ . . .⊗ gn+1)
= δi(φ)(m⊗ g0(c0)⊗ . . .⊗ gi(ci1)⊗ gi+1(ci2)⊗ . . .⊗ gn+1(cn))
= φ(m⊗ g0(c0)⊗ . . .⊗ gi(ci1) ○ gi+1(ci2)⊗ . . . ⊗ gn+1(cn))
= φ(m⊗ g0(c0)⊗ . . .⊗ (gi ∗ gi+1)(ci)⊗ . . .⊗ gn+1(cn))
= ((δi ○Ψ)(m⊗H c0 ⊗ . . .⊗ cn ⊗ φ)) (g0 ⊗ . . .⊗ gn+1)
The case i = n can be verified similarly. Further, for 0 ≤ i ≤ n − 1, we have
((Ψ ○ (σ′i ⊗ σi))(m⊗H c0 ⊗ . . .⊗ cn ⊗ φ)) (g0 ⊗ . . .⊗ gn−1)
= Ψ (m⊗H c0 ⊗ . . .⊗ ε(ci)⊗ . . . ⊗ cn ⊗ σi(φ))
= σi(φ)(m⊗ g0(c0)⊗ . . . ⊗ gi(ci+1)⊗ . . .⊗ gn−1(cn))ε(ci)
= φ (g0(c0)⊗ . . .⊗ ε(ci)id⊗ gi(ci+1)⊗ . . .⊗ gn−1(cn))
= ((σi ○Ψ)(m⊗H c0 ⊗ . . .⊗ cn ⊗ φ)) (g0 ⊗ . . .⊗ gn−1)
The case i = n can be verified similarly. We also have
((Ψ ○ (τ ′n ⊗ τn))(m⊗H c0 ⊗ . . .⊗ cn ⊗ φ)) (g0 ⊗ . . .⊗ gn)
= Ψ(m(0) ⊗ c1 ⊗ . . .⊗ cn ⊗m(−1)c0 ⊗ τn(φ))(g0 ⊗ . . . ⊗ gn)
= τn(φ)(m(0) ⊗H g0(c1)⊗ . . .⊗ gn−1(cn)⊗ gn(m(−1)c0))
= φ (m0 ⊗ S−1(m(−2))gn(m(−1)c0)⊗ g0(c1)⊗ . . . ⊗ gn−1(cn))
= φ (m⊗ gn(c0)⊗ g0(c1)⊗ . . .⊗ gn−1(cn))
= ((τn ○Ψ)(m⊗H c0 ⊗ . . .⊗ cn ⊗ φ)) (g0 ⊗ . . .⊗ gn)
This completes the proof.
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Theorem 4.4. Let M be a right-left SAYD module over H. Let C be a left H-module coalgebra and let DH
be a left H-category. Then, we have a pairing
HC
q
H(C,M)⊗HCpH(DH ,M)Ð→HCp+q(C,DH) (4.9)
Additionally, suppose that C acts on DH in the sense of Definition 4.1. Then, we obtain a pairing:
HC
q
H(C,M)⊗HCpH(DH ,M)Ð→HCp+q(DH) (4.10)
Proof. We let B(C●H(C,M)) and B(C●H(DH ,M)) denote respectively the mixed complexes corresponding
to the cocyclic modules C●H(C,M) and C●H(DH ,M). By definition, HCqH(C,M) =Hq(Tot(B(C●H(C,M))))
and HCpH(DH ,M) =Hp(Tot(B(C●H(DH ,M)))). We have a canonical morphism
HC
q
H(C,M)⊗HCpH(DH ,M) =Hq(Tot(B(C●H(C,M))))⊗Hp(Tot(B(C●H(DH ,M))))×××Ö
Hp+q(Tot(B(C●H(C,M)))⊗ Tot(B(C●H(DH ,M))))
≅
×××Ö
HCp+q(C●(C,M,DH))
(4.11)
where the vertical isomorphism follows from Eilenberg-Zilber Theorem [31, § 4.3.8]. The morphism of cocyclic
modules in Proposition 4.3 induces a morphism HCp+q(C●(C,M,DH)) Ð→ HCp+q(C,DH). Composing with
the morphism in (4.11) gives us the pairing in (4.9).
Finally, when C acts on DH , we have an inclusion i ∶ DH ↪ (C,DH) given by i(f)(c) ∶= cf for any morphism
f ∈ HomDH(X,Y ) and c ∈ C. Then, i induces a morphism HCp+q(C,DH) Ð→ HCp+q(DH). Composing
with the pairing in (4.9) now gives us the pairing in (4.10).
5 Traces, cocycles and DGH-semicategories
Our purpose is to develop a formalism analogous to that of Connes [12] in order to interpret the cocycles
Z●H(DH ,M), Z●(DH) and the coboundaries B●H(DH ,M), B●(DH) as characters of differential graded semi-
categories. In this section, we will describe Z●H(DH ,M) and Z●(DH), for which we will need the framework
of DG-semicategories. Let us first recall the notion of a semicategory introduced by Mitchell in [37] (for
more on semicategories, see, for instance, [9]).
Definition 5.1. (see [37, Section 4]) A semicategory C consists of a collection Ob(C) of objects together
with a set of morphisms HomC(X,Y ) for each X,Y ∈ Ob(C) and an associative composition. A semifunctor
F ∶ C Ð→ C′ between semicategories assigns an object F (X) ∈ Ob(C′) to each X ∈ Ob(C) and a morphism
F (f) ∈HomC′(F (X), F (Y )) to each f ∈HomC(X,Y ) and preserves composition.
A left H-semicategory is a small k-linear semicategory SH such that
(i) HomSH(X,Y ) is a left H-module for all X,Y ∈ Ob(SH)
(ii) h(gf) = (h1g)(h2f) for any h ∈ H, f ∈ HomSH(X,Y ) and g ∈ HomSH(Y,Z).
It is clear that any ordinary category may be treated as a semicategory. Conversely, to any k-semicategory
C, we can associate an ordinary k-category C˜ by adjoining unit morphisms as follows:
Ob(C˜) ∶ = Ob(C)
Hom
C˜
(X,Y ) ∶ = { HomC(X,X)⊕k if X = Y
HomC(X,Y ) if X ≠ Y
14
A morphism in Hom
C˜
(X,Y ) will be denoted by f˜ = f +µ, where f ∈HomC(X,Y ) and µ ∈ k. It is understood
that µ = 0 whenever X ≠ Y . Any semifunctor F ∶ C Ð→ D where D is an ordinary category may be extended
to an ordinary functor F˜ ∶ C˜ Ð→ D. If SH is a left H-semicategory, we note that S˜H is a left H-category in
the sense of Definition 2.1.
Next we recall the notion of the tensor product of complexes. Let (A●, ∂A) ∶= . . . Ð→ An ∂nAÐ→ An+1 Ð→ . . .
and (B●, ∂B) ∶= . . . Ð→ Bn ∂nBÐ→ Bn+1 Ð→ . . . be two cochain complexes. Then, their tensor product A● ⊗B●
also forms a cochain complex which is defined as follows:
(A● ⊗B●)n ∶ = ⊕
i+j=n
Ai ⊗Bj
∂nA⊗B ∶ = ⊕
i+j=n
∂iA ⊗ 1Bj + (−1)i1Ai ⊗ ∂jB
Definition 5.2. A differential graded semicategory (DG-semicategory) (S, ∂ˆ) is a k-linear semicategory S
such that
(i) Hom●S(X,Y ) = (HomnS(X,Y ), ∂ˆnXY )n≥0 is a cochain complex of k-spaces for each X,Y ∈ Ob(S).
(ii) the composition map
Hom●S(Y,Z)⊗Hom●S(X,Y ) Ð→Hom●S(X,Z)
is a morphism of complexes. Equivalently,
∂ˆnXZ(gf) = ∂ˆn−rY Z (g)f + (−1)n−rg∂ˆrXY (f) (5.1)
for any f ∈ HomS(X,Y )r and g ∈HomS(Y,Z)n−r.
Whenever the meaning is clear from context, we will drop the subscript and simply write ∂ˆ● for the differential
on any Hom●
S
(X,Y ).
A DG-semicategory with a single object is the same as a differential graded (but not necessarily unital) k-
algebra. Accordingly, any small DG-semicategory may be treated as a differential graded (but not necessarily
unital) k-algebra with several objects. The DG-semicategories may be treated in a manner similar to DG-
categories (see, for instance, [27], [28]).
Definition 5.3. A DG-semifunctor α ∶ (S, ∂ˆ) Ð→ (S′, ∂ˆ′) between two DG-semicategories is a k-linear
semifunctor α ∶ S Ð→ S′ such that the induced map Hom●
S
(X,Y ) Ð→ Hom●
S′
(αX,αY ), f ↦ α(f), is a
morphism of complexes for each X,Y ∈ Ob(S).
Remark 5.4. We observe that corresponding to any DG-semicategory S, there is a semicategory S0 defined
as:
Ob(S0) ∶ = Ob(S)
HomS0(X,Y ) ∶ =Hom0S(X,Y )
The composition in S induces a well-defined composition HomS0(Y,Z)⊗HomS0(X,Y )Ð→HomS0(X,Z).
We now construct a “universal DG-semicategory” associated to a given k-linear semicategory, similar to the
construction of the universal differential graded algebra associated to a (not necessarily unital) k-algebra
(see, for instance, [12, p. 315]).
Proposition 5.5. To any small k-linear semicategory C we can associate a DG-semicategory (ΩC, ∂) which
satisfies (ΩC)0 = C˜ and is universal in the following sense: given
(i) any DG-semicategory (S, ∂ˆ) such that S0 is an ordinary category,
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(ii) a k-linear semifunctor ρ ∶ C Ð→ S0,
there exists a unique DG-semifunctor ρˆ ∶ (ΩC, ∂) Ð→ (S, ∂ˆ) such that the restriction of ρˆ∣(ΩC)0 to the semi-
category C is identical to ρ ∶ C Ð→ S0.
Proof. Let ΩC be the semicategory with Ob(ΩC) ∶= Ob(C) and
HomΩC(X,Y ) ∶= ⊕
(X1,...,Xn)∈Ob(C)n
Hom
C˜
(X1, Y )⊗HomC(X2,X1)⊗ ⋅ ⋅ ⋅ ⊗HomC(X,Xn) (5.2)
An element of the form f˜0 ⊗ f1 ⊗ ... ⊗ fn in HomΩC(X,Y ) will be denoted by f˜0df1 . . . dfn and said to be
homogeneous of degree n.
The composition in ΩC is determined by
((f0 + µ)df1 . . . dfn) ○ ((fn+1 + µ′)dfn+2 . . . dfm)
=
n
∑
j=1
(−1)n−j(f0 + µ)df1 . . . d(f jf j+1) . . . dfm + (−1)n(f0 + µ)f1df2 . . . dfm
+ µ′(f0 + µ)df1 . . . dfndfn+2 . . . dfm
(5.3)
In particular, it follows that
f0df1 . . . dfn = f0 ○ df1 ○ ⋅ ⋅ ⋅ ○ dfn d(f0f1) = (df0)f1 + f0(df1) (5.4)
For each X,Y ∈ Ob(ΩC), the differential ∂nXY ∶HomnΩC(X,Y )Ð→Homn+1ΩC (X,Y ) is determined by setting
∂nXY ((f0 + µ)df1 . . . dfn) ∶= df0df1 . . . dfn
It is immediately clear that ∂n+1XY ○ ∂
n
XY = 0. Therefore, Hom●ΩC(X,Y ) ∶= (HomnΩC(X,Y ), ∂nXY )n≥0 is a
cochain complex for each X,Y ∈ Ob(ΩC). It may also be verified that the composition in ΩC is a morphism
of complexes. Thus, ΩC is a DG-semicategory.
Now, let (S, ∂ˆ) be a DG-semicategory such that S0 is an ordinary category and consider a k-linear semifunctor
ρ ∶ C Ð→ S0. We extend ρ to obtain a DG-semifunctor ρˆ ∶ (ΩC, ∂)Ð→ (S, ∂ˆ) as follows:
ρˆ(X) ∶= ρ(X)
ρˆ((f0 + µ)df1 . . . dfn) ∶= ρ(f0) ○ ∂ˆ0(ρ(f1)) ○ . . . ○ ∂ˆ0(ρ(fn)) + µ∂ˆ0(ρ(f1)) ○ . . . ○ ∂ˆ0(ρ(fn)) (5.5)
for all X ∈ Ob(ΩC) = Ob(C) and (f0 + µ)df1 . . . dfn ∈ Homn
ΩC
(X,Y ). Since each ρ(f i) is a morphism of
degree 0 in S, it follows from (5.1) and (5.3) that
ρˆ(((f0 + µ)df1...dfn) ○ ((fn+1 + µ′)dfn+2...dfm)) = ρˆ((f0 + µ)df1...dfn) ○ ρˆ((fn+1 + µ′)dfn+2...dfm) (5.6)
It is also clear by construction that ρˆ∣C = ρ. Moreover, we have
∂ˆn (ρˆ((f0 + µ)df1 . . . dfn)) = ∂ˆn (ρ(f0)∂ˆ0(ρ(f1)) . . . ∂ˆ0(ρ(fn))) + µ∂ˆn (∂ˆ0(ρ(f1)) . . . ∂ˆ0(ρ(fn)))
= ∂ˆ0(ρ(f0))∂ˆ0(ρ(f1)) . . . ∂ˆ0(ρ(fn)) + ρ(f0)∂ˆn (∂ˆ0(ρ(f1)) . . . ∂ˆ0(ρ(fn)))
= ∂ˆ0(ρ(f0))∂ˆ0(ρ(f1)) . . . ∂ˆ0(ρ(fn)) = ρˆ (∂n((f0 + µ)df1 . . . dfn))
The uniqueness of ρˆ follows from (5.3) and (5.4).
Definition 5.6. A left DGH-semicategory is a left H-semicategory which is also a DG-semicategory (SH , ∂ˆH)
such that for all n ≥ 0:
(a) Homn
SH
(X,Y ) is a left H-module for X,Y ∈ Ob(SH).
(b) ∂ˆnH ∶Hom
n
SH
(X,Y )Ð→Homn+1
SH
(X,Y ) is H-linear for X,Y ∈ Ob(SH).
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We can similarly define the notion of a DGH-semifunctor between DGH-semicategories. If (SH , ∂ˆH) is a left
DGH-semicategory, we note that S0H is a left H-semicategory.
Proposition 5.7. Let DH be a left H-category. Then, the universal DG-semicategory (Ω(DH), ∂H) associ-
ated to DH is a left DGH-semicategory with the H-action determined by
h ⋅ ((f0 + µ)df1 . . . dfn) ∶= (h1f0 + µε(h1))d(h2f1) . . . d(hn+1fn) (5.7)
for all h ∈H and (f0 + µ)df1 . . . dfn ∈ HomΩ(DH)(X,Y ).
Proof. This is immediate from the definitions in (5.3) and (5.7).
Definition 5.8. Let (SH , ∂ˆH) be a left DGH-semicategory and M be a right-left SAYD module over H. A
closed graded (H,M)-trace of dimension n on SH is a collection of k-linear maps
Tˆ
H ∶= {Tˆ HX ∶M ⊗HomnSH(X,X)Ð→ k}X∈Ob(SH)
such that
Tˆ
H
X (mh1 ⊗ S(h2)f) = ε(h)Tˆ HX (m⊗ f) (5.8)
Tˆ
H
X (m⊗ ∂ˆn−1H (f ′)) = 0 (5.9)
Tˆ
H
X (m⊗ g′g) = (−1)ij Tˆ HY (m(0) ⊗ (S−1(m(−1))g)g′) (5.10)
for all h ∈ H, m ∈M , f ∈ Homn
SH
(X,X), f ′ ∈ Homn−1
SH
(X,X), g ∈ Homi
SH
(X,Y ), g′ ∈ Homj
SH
(Y,X) and
i + j = n.
In particular, putting H = k =M , we get: a closed graded trace of dimension n on a DG-semicategory (S, ∂ˆ)
is a collection of k-linear maps Tˆ ∶= {TˆX ∶HomnS(X,X)Ð→ k}X∈Ob(S) such that
TˆX (∂ˆn−1(f)) = 0 (5.11)
TˆX(g′g) = (−1)ij TˆY (gg′) (5.12)
for all f ∈ Homn−1
S
(X,X), g ∈ Homi
S
(X,Y ), g′ ∈ Homj
S
(Y,X) and i + j = n.
Definition 5.9. An n-dimensional SH-cycle with coefficients in a SAYD moduleM is a triple (SH , ∂ˆH , Tˆ H)
such that
(i) (SH , ∂ˆH) is a left DGH-semicategory.
(ii) S0H is a left H-category.
(iii) Tˆ H is a closed graded (H,M)-trace of dimension n on SH .
Let DH be a left H-category. By an n-dimensional cycle over DH , we mean a tuple (SH , ∂ˆH , Tˆ H , ρ) such
that
(i) (SH , ∂ˆH , Tˆ H) is an n-dimensional SH-cycle with coefficients in a SAYD module M .
(ii) ρ ∶ DH Ð→ S0H is an H-linear semifunctor.
In particular, putting H = k =M , we get:
Definition 5.10. An n-dimensional S-cycle is a triple (S, ∂ˆ, Tˆ ) such that
(i) (S, ∂ˆ) is a DG-semicategory.
(ii) S0 is an ordinary category.
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(iii) Tˆ is a closed graded trace of dimension n on S.
Let C be a small k-linear category. By an n-dimensional cycle over C, we mean a tuple (S, ∂ˆ, Tˆ , ρ) such that
(i) (S, ∂ˆ, Tˆ ) is an n-dimensional S-cycle.
(ii) ρ ∶ C Ð→ S0 is a k-linear semifunctor.
We will denote by CatH the category of all left H-categories with H-linear functors between them. We
fix a left H-category DH . Given an n-dimensional cycle (SH , ∂ˆH , Tˆ H , ρ) over DH , we define its character
φ ∈ CnH(DH ,M) by setting
φ ∶M ⊗CNn(DH)Ð→ k φ(m⊗ f0 ⊗ . . .⊗ fn) ∶= Tˆ HX0(m⊗ ρ(f0)∂ˆ0H (ρ(f1)) . . . ∂ˆ0H (ρ(fn)) )
for m ∈M and f0 ⊗ . . . ⊗ fn ∈ HomDH(X1,X0)⊗HomDH(X2,X1)⊗ . . . ⊗HomDH(X0,Xn). We will often
suppress the semifunctor ρ and refer to φ simply as the character of the n-dimensional cycle (SH , ∂ˆH , Tˆ H).
The next result provides a characterization of the space ZnH(DH ,M) of n-cocycles in the Hopf-cyclic coho-
mology of the category DH with coefficients in the SAYD module M .
Theorem 5.11. Let DH be a left H-category and M be a right-left SAYD module over H. Let φ ∈
CnH(DH ,M). Then, the following conditions are equivalent:
(1) φ is the character of an n-dimensional cycle over DH , i.e., there is an n-dimensional cycle (SH , ∂ˆH , Tˆ H)
with coefficients in M and an H-linear semifunctor ρ ∶ DH Ð→ S0H such that
φ(m⊗ f0 ⊗ . . .⊗ fn) = Tˆ HX0((idM ⊗ ρˆ)(m⊗ f0df1 . . . dfn))
= Tˆ HX0(m⊗ ρ(f0)∂ˆ0H (ρ(f1)) . . . ∂ˆ0H (ρ(fn)) ) (5.13)
for any m ∈M and f0 ⊗ . . .⊗ fn ∈ HomDH(X1,X0)⊗HomDH(X2,X1)⊗ . . .⊗HomDH(X0,Xn).
(2) There exists a closed graded (H,M)-trace T H of dimension n on (Ω(DH), ∂H) such that
φ(m⊗ f0 ⊗ . . . ⊗ fn) = T HX0(m⊗ f0df1 . . . dfn) (5.14)
for any m ∈M and f0 ⊗ . . .⊗ fn ∈ HomDH(X1,X0)⊗HomDH(X2,X1)⊗ . . .⊗HomDH(X0,Xn).
(3) φ ∈ ZnH(DH ,M).
Proof. (1) ⇒ (2). Let (SH , ∂ˆH , Tˆ H) be an n-dimensional cycle over DH with coefficients in M . Then, by
definition, (SH , ∂ˆH) is a DGH-semicategory. We define a collection T H ∶= {T HX ∶M⊗HomnΩ(DH)(X,X)Ð→
k}X∈Ob(Ω(DH)) of k-linear maps given by
T
H
X (m⊗ (f0 + µ)df1 . . . dfn) ∶= φ(m⊗ f0 ⊗ . . . ⊗ fn)
for any m ∈M and f0 ⊗ . . .⊗ fn ∈HomDH(X1,X)⊗HomDH(X2,X1)⊗ . . .⊗HomDH (X,Xn).
We now verify that the collection T H is an n-dimensional closed graded (H,M)-trace on Ω(DH). For any(f0 + µ)df1 . . . dfn ∈Homn
Ω(DH)
(X,X) and h ∈H , we have
T
H
X (mh1 ⊗ S(h2)((f0 + µ)df1 . . . dfn)) = T HX (mh1 ⊗ (S(hn+2)(f0 + µ))d(S(hn+1)f1) . . . d(S(h2)fn))
= φ(mh1 ⊗ S(hn+2)f0 ⊗ S(hn+1)f1 ⊗ . . .⊗ S(h2)fn)
= φ(mh1 ⊗ S(h2)(f0 ⊗ . . .⊗ fn))
= ε(h)φ(m⊗ f0 ⊗ . . .⊗ fn) = ε(h)T HX (m⊗ (f0 + µ)df1 . . . dfn)
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Hence, T H satisfies the condition (5.8). Now, by the universal property of Ω(DH), the H-linear semifunctor
ρ ∶ DH Ð→ S0H can be extended to a DGH-semifunctor ρˆ ∶ Ω(DH) Ð→ SH as in (5.5). Thus, for any(p0 + µ)dp1 . . . dpn−1 ∈Homn−1
Ω(DH)
(X,X), we have
T
H
X (m⊗ ∂n−1H ((p0 + µ)dp1 . . . dpn−1)) = T HX (m⊗ 1dp0dp1 . . . dpn−1) = φ(m⊗ 0⊗ p0 ⊗ . . .⊗ pn−1) = 0
Hence, T H satisfies the condition (5.9). Finally, we see that
T
H
X (m⊗ g′g) = Tˆ HX (m⊗ ρˆ(g′)ρˆ(g)) = (−1)ijTˆ HY (m(0) ⊗ (S−1(m(−1))ρˆ(g)) ρˆ(g′))
= (−1)ij T HY (m(0) ⊗ (S−1(m(−1))g)g′)
for any g ∈Homi
Ω(DH)
(X,Y ), g′ ∈Homj
Ω(DH)
(Y,X) with i + j = n. This proves the condition in (5.10).
(2) ⇒ (1). Suppose that we have a closed graded (H,M)-trace T H of dimension n on Ω(DH) satisfying
(5.14). Then, the triple (Ω(DH), ∂H ,T H) forms an n-dimensional cycle over DH with coefficients in M .
Further, by observing that ∂0H(f) = df for any f ∈HomDH(X,Y ), we get (5.13).
(1) ⇒ (3). Let (SH , ∂ˆH , Tˆ H) be an n-dimensional cycle over DH with coefficients in M and ρ ∶ DH Ð→ S0H
be an H-linear semifunctor satisfying
φ(m⊗ f0 ⊗ . . .⊗ fn) = Tˆ HX0(m⊗ ρ(f0)∂ˆ0H (ρ(f1)) . . . ∂ˆ0H (ρ(fn)) )
for anym ∈M and f0⊗. . .⊗fn ∈ HomDH(X1,X0)⊗HomDH(X2,X1)⊗. . .⊗HomDH(X0,Xn). For simplicity
of notation, we will drop the functor ρ. To show that φ is an n-cocycle, it suffices to check that (see (3.4))
b(φ) = 0 and (1 − λ)(φ) = 0
where b =
n+1
∑
i=0
(−1)iδi and λ = (−1)nτn. For any p0 ⊗ . . .⊗ pn+1 ∈ HomDH(X1,X0)⊗HomDH(X2,X1)⊗ . . . ⊗
HomDH(X0,Xn+1), we have
n+1
∑
i=0
(−1)iδi(φ)(m⊗ p0 ⊗ . . .⊗ pn+1)
=
n
∑
i=0
(−1)iφ(m⊗ p0 ⊗ . . .⊗ pipi+1 ⊗ . . .⊗ pn+1) + (−1)n+1φ(m(0) ⊗ (S−1(m(−1))pn+1)p0 ⊗ p1 ⊗ . . .⊗ pn)
= Tˆ HX0(m⊗ p0p1∂ˆ0H(p2) . . . ∂ˆ0H(pn+1)) +
n
∑
i=1
(−1)iTˆ HX0(m⊗ p0∂ˆ0H(p1) . . . ∂ˆ0H(pipi+1) . . . ∂ˆ0H(pn+1)) +
(−1)n+1Tˆ HXn+1(m(0) ⊗ (S−1(m(−1))pn+1)p0∂ˆ0H(p1) . . .⊗ ∂ˆ0H(pn))
Now using the equality ∂ˆ0H(fg) = ∂ˆ0H(f)g + f ∂ˆ0H(g) for any f and g of degree 0, we have
(p0∂ˆ0H(p1) . . . ∂ˆ0H(pn))pn+1
=
n
∑
i=1
(−1)n−ip0∂ˆ0H(p1) . . . ∂ˆ0H(pipi+1) . . . ∂ˆ0H(pn+1) + (−1)np0p1∂ˆ0H(p2) . . . ∂ˆ0H(pn+1)
Thus, using the condition in (5.10), we obtain
n+1
∑
i=0
(−1)iδi(φ)(m⊗ p0 ⊗ . . .⊗ pn+1)
= (−1)nTˆ HX0(m⊗ (p0∂ˆ0H(p1) . . . ∂ˆ0H(pn))pn+1) + (−1)n+1Tˆ HXn+1(m(0) ⊗ (S−1(m(−1))pn+1)p0∂ˆ0H(p1) . . . ∂ˆ0H(pn)) = 0
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Next, using (5.9), (5.10), and the H-linearity of ∂ˆH , we have
( (1 − (−1)nτn)φ)(m⊗ f0 ⊗ . . .⊗ fn)
= φ(m⊗ f0 ⊗ . . .⊗ fn) − (−1)nφ(m(0) ⊗ S−1(m(−1))fn ⊗ f0 ⊗ . . .⊗ fn−1)
= Tˆ HX0(m⊗ f0∂ˆ0H(f1) . . . ∂ˆ0H(fn)) − (−1)nTˆ HXn(m(0) ⊗ (S−1(m(−1))fn)∂ˆ0H(f0)∂ˆ0H(f1) . . . ∂ˆ0H(fn−1))
= (−1)n−1Tˆ HXn(m(0) ⊗ (S−1(m(−1))∂ˆ0H(fn))f0∂ˆ0H(f1) . . . ∂ˆ0H(fn−1))+
(−1)n−1Tˆ HXn(m(0) ⊗ (S−1(m(−1))fn)∂ˆ0H(f0)∂ˆ0H(f1) . . . ∂ˆ0H(fn−1))
= (−1)n−1Tˆ HXn(m(0) ⊗ ∂ˆn−1H ((S−1(m(−1))fn)f0∂ˆ0H(f1) . . . ∂ˆ0H(fn−1))) = 0
(3) ⇒ (2). Let φ ∈ ZnH(DH ,M). For each X ∈ Ob(Ω(DH)), we define an H-linear map T HX ∶ M ⊗
Homn
Ω(DH)
(X,X)Ð→ k given by
T
H
X (m⊗ (f0 + µ)df1 . . . dfn) ∶= φ(m⊗ f0 ⊗ . . . ⊗ fn)
for f0 ⊗ . . . ⊗ fn ∈ HomDH(X1,X) ⊗ HomDH(X2,X1) ⊗ . . . ⊗ HomDH(X,Xn). We now verify that the
collection {T nX ∶M⊗HomnΩ(DH)(X,X)Ð→ k}X∈Ob(Ω(DH)) is a closed graded (H,M)-trace on (Ω(DH), ∂H).
For any (p0 + µ)dp1 . . . dpn−1 ∈Homn−1
Ω(DH)
(X,X), we have
T
H
X (m⊗ ∂n−1H ((p0 + µ)dp1 . . . dpn−1)) = T HX (m⊗ 1dp0dp1 . . . dpn−1) = φ(m⊗ 0⊗ p0 ⊗ . . . ⊗ pn−1) = 0
This proves the condition in (5.9). Next, for any g′ = (g0 + µ′)dg1 . . . dgr ∈ Homr
Ω(DH)
(Y,X) and g =
(gr+1 + µ)dgr+2 . . . dgn+1 ∈Homn−r
Ω(DH)
(X,Y ), we have
T
H
X (m⊗ g′g)
=
r
∑
j=1
(−1)r−j T HX (m⊗ (g0 + µ′)dg1 . . . d(gjgj+1) . . . dgn+1) + (−1)r T HX (m⊗ (g0 + µ′)g1dg2 . . . dgn+1)
+T HX (m⊗ µ(g0 + µ′)dg1 . . . dgrdgr+2 . . . dgn+1)
=
r
∑
j=1
(−1)r−jφ(m⊗ g0 ⊗ . . .⊗ gjgj+1 ⊗ . . .⊗ gn+1) + (−1)r φ(m⊗ g0g1 ⊗ g2 ⊗ . . .⊗ gn+1)
+ (−1)r µ′φ(m⊗ g1 ⊗ g2 ⊗ . . .⊗ gn+1) + µφ(m⊗ g0 ⊗ g1 ⊗ ...⊗ gr ⊗ gr+2 ⊗ . . .⊗ gn+1)
=
r
∑
j=0
(−1)r+jφ(m⊗ g0 ⊗ . . .⊗ gjgj+1 ⊗ . . .⊗ gn+1) + (−1)r µ′φ(m⊗ g1 ⊗ g2 ⊗ . . .⊗ gn+1)
+ µφ(m⊗ g0 ⊗ g1 ⊗ ...⊗ gr ⊗ gr+2 ⊗ . . . ⊗ gn+1)
On the other hand, we have
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(−1)r(n−r) T HY (m(0) ⊗ (S−1(m(−1))g)g′)
= (−1)r(n−r) T HY (m(0) ⊗ ([S−1 ((m(−1))n−r+1) (gr+1 + µ)][d (S−1 ((m(−1))n−r) gr+2)] . . . [d (S−1 ((m(−1))1)gn+1)]) ○
((g0 + µ′)dg1 . . . dgr))
= (−1)r(n−r) n∑
j=r+2
(−1)n−j+1 T HY (m(0) ⊗ [S−1 ((m(−1))n−r) (gr+1 + µ)] . . . d[(S−1((m(−1))n−j+1)(gjgj+1)] . . . dgr)+
(−1)r(n−r) T HY (m(0) ⊗ [S−1 ((m(−1))n−r+1) (gr+1 + µ)] . . . d[(S−1((m(−1))1)gn+1)g0] . . . dgr)+
(−1)r(n−r)(−1)n−rT HY (m(0) ⊗ ([S−1 ((m(−1))n−r) ((gr+1 + µ)gr+2)]) . . . [d (S−1 ((m(−1))1) gn+1)](dg0dg1 . . . dgr))
+ (−1)r(n−r)µ′T HY (m(0) ⊗ [S−1 ((m(−1))n−r+1) (gr+1 + µ)][d (S−1 ((m(−1))n−r) gr+2)] . . . [d (S−1 ((m(−1))1) gn+1)]
dg1 . . . dgr)
= (−1)r(n−r) n∑
j=r+2
(−1)n−j+1 φ(m(0) ⊗ S−1 ((m(−1))n−r) gr+1 ⊗ . . .⊗ (S−1((m(−1))n−j+1)(gjgj+1)⊗ . . . ⊗ gr)+
(−1)r(n−r) φ(m(0) ⊗ S−1 ((m(−1))n−r+1)gr+1 ⊗ . . .⊗ (S−1((m(−1))1)gn+1)g0 ⊗ . . .⊗ gr)+
(−1)r(n−r)(−1)n−rφ(m(0) ⊗ S−1 ((m(−1))n−r) (gr+1gr+2)⊗ . . . ⊗ (S−1 ((m(−1))1)gn+1)⊗ g0 ⊗ g1 ⊗ . . .⊗ gr)
(−1)r(n−r)(−1)n−rµφ(m(0) ⊗ S−1 ((m(−1))n−r) gr+2 ⊗ . . .⊗ (S−1 ((m(−1))1) gn+1)⊗ g0 ⊗ g1 ⊗ . . .⊗ gr)
+ (−1)r(n−r)µ′φ(m(0) ⊗ S−1 ((m(−1))n−r+1) gr+1 ⊗ S−1 ((m(−1))n−r) gr+2 ⊗ . . .⊗ (S−1 ((m(−1))1) gn+1⊗ g1 ⊗ . . .⊗ gr)
Using repeatedly the fact that φ = (−1)nτnφ, we get
(−1)r(n−r) T nY (m(0) ⊗ (S−1(m(−1))g)g′)
= −
n
∑
j=r+1
(−1)r+jφ(m⊗ g0 ⊗ . . .⊗ gjgj+1 ⊗ . . .⊗ gn+1) − (−1)n+r+1φ(m(0) ⊗ (S−1(m(−1))gn+1)g0 ⊗ g1 ⊗ . . . ⊗ gn)
+ (−1)r µ′φ(m⊗ g1 ⊗ g2 ⊗ . . . ⊗ gn+1) + µφ(m⊗ g0 ⊗ g1 ⊗ ...⊗ gr ⊗ gr+2 ⊗ . . .⊗ gn+1)
The condition (5.10) now follows using the fact that b(φ) = 0. This proves the result.
Remark 5.12. From the statement and proof of Theorem 5.11, it is clear that there is a one to one corre-
spondence between n-dimensional closed graded (H,M)-traces on Ω(DH) and ZnH(DH ,M).
Substituting H = k =M in Theorem 5.11, we obtain the following the categorical version of [12, Proposition
1, p. 98]. This gives a characterization of Zn(C), the n-cocyles in the ordinary cyclic cohomology of a small
k-linear category C.
Proposition 5.13. Let C be a small k-linear category and φ ∈ CNn(C). Then, the following conditions are
equivalent:
(1) φ is the character of an n-dimensional cycle over C, i.e., there exists an n-dimensional cycle (S, ∂ˆ, Tˆ )
and a k-linear semifunctor ρ ∶ C Ð→ S0 such that
φ(f0 ⊗ . . .⊗ fn) = TˆX0(ρˆ(f0df1 . . . dfn))
= TˆX0(ρ(f0)∂ˆ0 (ρ(f1)) . . . ∂ˆ0 (ρ(fn)) ) (5.15)
for any f0 ⊗ . . .⊗ fn ∈HomC(X1,X0)⊗HomC(X2,X1)⊗ . . . ⊗HomC(X0,Xn).
(2) There exists a closed graded trace T of dimension n on (ΩC, ∂) such that
φ(f0 ⊗ . . .⊗ fn) = TX0(f0df1 . . . dfn) (5.16)
for any f0 ⊗ . . .⊗ fn ∈HomC(X1,X0)⊗HomC(X2,X1)⊗ . . . ⊗HomC(X0,Xn).
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(3) φ ∈ Zn(C).
Remark 5.14. By Proposition 5.13, it is clear that there is a one to one correspondence between n-
dimensional closed graded traces on ΩC and Zn(C).
6 Linearization by matrices and Hopf-cyclic cohomology
We continue with M being a right-left SAYD module over H . In Section 5, we described the spaces
Z●H(DH ,M) and Z●(DH). The next aim is to find a characterization of B●H(DH ,M) and B●(DH) which
will be done in several steps. For this, we will show in this section that the Hopf-cyclic cohomology of an
H-category DH is the same as that of its linearization DH ⊗Mr(k). We denote by CatH the category whose
objects are left H-categories and whose morphisms are H-linear semifunctors.
Let C be a k-linear category and r ∈ N. Then, its linearization C ⊗Mr(k) is the k-linear category defined as
follows:
Ob (C ⊗Mr(k)) ∶= Ob(C)
HomC⊗Mr(k)(X,Y ) ∶=HomC(X,Y )⊗Mr(k)
for any X,Y ∈ Ob(C ⊗Mr(k)).
Lemma 6.1. Let DH be a left H-category and let r ∈ N. Then, DH ⊗Mr(k) is also a left H-category.
Proof. This follows easily by defining theH-action on eachHomDH⊗Mr(k)(X,Y ) by setting h(f⊗B) ∶= hf⊗B
for a morphism f ⊗B in DH ⊗Mr(k).
Proposition 6.2. Let DH be a left H-category and let M be a right-left SAYD module. Then:
(1) We obtain a para-cyclic module C●(DH ,M) ∶= {Cn(DH ,M) ∶= M ⊗ CNn(DH)}n≥0 with the following
structure maps
di(m⊗ f0 ⊗ . . . ⊗ fn) =
⎧⎪⎪⎨⎪⎪⎩
m⊗ f0 ⊗ f1 ⊗ . . .⊗ f if i+1 ⊗ . . .⊗ fn 0 ≤ i ≤ n − 1
m(0) ⊗ (S−1(m(−1))fn)f0 ⊗ f1 ⊗ . . .⊗ fn−1 i = n
si(m⊗ f0 ⊗ . . . ⊗ fn) =
⎧⎪⎪⎨⎪⎪⎩
m⊗ f0 ⊗ f1 ⊗ . . . f i ⊗ idXi+1 ⊗ f
i+1 ⊗ . . .⊗ fn 0 ≤ i ≤ n − 1
m⊗ f0 ⊗ f1 ⊗ . . .⊗ fn ⊗ idX0 i = n
tn(m⊗ f0 ⊗ . . . ⊗ fn) =m(0) ⊗ S−1(m(−1))fn ⊗ f0 ⊗ . . .⊗ fn−1
for any m ∈M and f0 ⊗ f1 ⊗ . . . ⊗ fn ∈ HomDH(X1,X0)⊗HomDH(X2,X1)⊗ . . .⊗HomDH(X0,Xn).
(2) By passing to the tensor product over H, we obtain a cyclic module CH● (DH ,M) ∶= {CHn (DH ,M) =
M ⊗H CNn(DH)}n≥0.
Proof. The proof of (1) follows as in Proposition 3.4 (1). To prove (2), we first verify that the cyclic operator
tn is well-defined. For any m⊗H f0 ⊗ . . .⊗ fn ∈ CHn (DH ,M), we have
tn (mh⊗H f0 ⊗ . . . ⊗ fn) = (mh)(0) ⊗H S−1((mh)(−1))fn ⊗ f0 ⊗ . . .⊗ fn−1
=m(0)h2 ⊗H S−1 (S(h3)m(−1)h1) fn ⊗ f0 ⊗ . . .⊗ fn−1 (by (3.1))
=m(0)h2 ⊗H S−1(h1)S−1(m(−1))h3fn ⊗ f0 ⊗ . . .⊗ fn−1
=m(0) ⊗H h2S−1(h1)S−1(m(−1))hn+3fn ⊗ h3f0 ⊗ . . .⊗ hn+2fn−1
=m(0) ⊗H ε(h1)S−1(m(−1))hn+2fn ⊗ h2f0 ⊗ . . .⊗ hn+1fn−1
=m(0) ⊗H S−1(m(−1))hn+1fn ⊗ h1f0 ⊗ . . .⊗ hnfn−1
= tn (m⊗H h(f0 ⊗ . . .⊗ fn))
It may be verified easily that the face maps and the degeneracies are also well-defined. Moreover,
tn+1n (m⊗H f0 ⊗ . . .⊗ fn) =m(0) ⊗H S−1(m(−1))(f0 ⊗ . . .⊗ fn) =m(0)S−1(m(−1))⊗H f0 ⊗ . . .⊗ fn
=m⊗H f0 ⊗ . . .⊗ fn (by (3.3))
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The cyclic homology groups corresponding to the cyclic module CH● (DH ,M) will be denoted byHCH● (DH ,M).
We fix r ≥ 1. For 1 ≤ i, j ≤ r and α ∈ k, we let Eij(α) denote the elementary matrix in Mr(k) having α
at (i, j)-th position and 0 everywhere else. Let DH be a left H-category. For each 1 ≤ p ≤ r, we have an
inclusion incp ∶ DH Ð→ DH ⊗Mr(k) in CatH given by
incp(X) =X incp(f) = f ⊗Epp = f ⊗Epp(1)
For any right-left SAYD-module M , the inclusion incp ∶ DH Ð→ DH ⊗Mr(k) induces an inclusion map
(incp,M) ∶M ⊗CNn(DH) Ð→M ⊗CNn (DH ⊗Mr(k))
m⊗ f0 ⊗ . . .⊗ fn ↦m⊗ (f0 ⊗Epp)⊗ . . .⊗ (fn ⊗Epp)
This induces a morphism of Hochschild complexes
C●(incp,M)hoc ∶ C●(DH ,M)hoc Ð→ C● (DH ⊗Mr(k),M)hoc (6.1)
as well as a morphism of double complexes computing cyclic homology
C●●(incp,M)cy ∶ C●●(DH ,M)cy Ð→ C●● (DH ⊗Mr(k),M)cy (6.2)
Definition 6.3. Let DH be a left H-category, M be a right-left SAYD module over H and let r ∈ N. Then,
for each n ≥ 0, we define a H-linear trace map
trM ∶M ⊗CNn (DH ⊗Mr(k))Ð→M ⊗CNn(DH)
trM (m⊗ (f0 ⊗B0)⊗ . . . ⊗ (fn ⊗Bn)) ∶= (m⊗ f0 ⊗ . . .⊗ fn)trace(B0 . . . Bn) (6.3)
for any m ∈M and (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn) ∈ CNn (DH ⊗Mr(k)).
Lemma 6.4. Let DH be a left H-category, M be a right-left SAYD module and let r ∈ N. Then, the trace
map as in (6.3) defines a morphism C●(trM) ∶ C● (DH ⊗Mr(k),M)Ð→ C●(DH ,M) of para-cyclic modules.
In particular, we have an induced morphism between underlying Hochschild complexes
C●(trM )hoc ∶ C● (DH ⊗Mr(k),M)hoc Ð→ C●(DH ,M)hoc
Proof. It may be verified easily that the trace map trM commutes with the face maps, the cyclic operator
and the degeneracies.
Proposition 6.5. The maps C●(inc1,M)hoc and C●(trM)hoc are homotopy inverses of each other.
Proof. We first verify that C●(trM )hoc○C●(inc1,M)hoc = id. For anym⊗f0⊗. . .⊗fn ∈M⊗HomDH(X1,X0)⊗
HomDH(X2,X1)⊗ . . .⊗HomDH(X0,Xn), we have
(C●(trM)hoc ○C●(inc1,M)hoc)(m⊗ f0 ⊗ . . .⊗ fn) = trM (m⊗ (f0 ⊗E11)⊗ . . .⊗ (fn ⊗E11))
= (m⊗ f0 ⊗ . . .⊗ fn)trace(E11 . . . E11)
=m⊗ f0 ⊗ . . .⊗ fn
Therefore, it remains to show that C●(inc1,M)hoc ○ C●(trM )hoc ∼ id. We define k-linear maps {h̵i ∶
Cn (DH ⊗Mr(k),M)Ð→ Cn+1 (DH ⊗Mr(k),M)}0≤i≤n by setting:
h̵i (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn)) ∶= m⊗∑1≤j,k,l,...,p,q≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .
⊗(f i ⊗E11(Bipq))⊗ (idXi+1 ⊗E1q(1))⊗ (f i+1 ⊗Bi+1)⊗ . . .
. . .⊗ (fn ⊗Bn)
for 0 ≤ i < n and
h̵n (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn)) ∶= m⊗∑1≤j,k,m,...,p,q≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1km))⊗ . . .
. . .⊗ (fn ⊗E11(Bnpq))⊗ (idX0 ⊗E1q(1))
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We now verify that h̵n ∶= ∑ni=0(−1)ih̵i is a pre-simplicial homotopy (see, for instance, [31, § 1.0.8]) between
C●(inc1,M)hoc ○C●(trM)hoc and idC●(DH⊗Mr(k),M). For this, we need to verify the following identities:
dih̵i′ = h̵i′−1di for i < i′
dih̵i = dih̵i−1 for 0 < i ≤ n
dih̵i′ = h̵i′di−1 for i > i′ + 1
d0h̵0 = idC●(DH⊗Mr(k),M)hoc and dn+1h̵n = C●(inc1,M)hoc ○C●(trM)hoc
(6.4)
where di ∶ Cn+1 (DH ⊗Mr(k),M)Ð→ Cn (DH ⊗Mr(k),M), 0 ≤ i ≤ n + 1 are the face maps.
For 0 < i < i′, we have
dih̵i′ (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn))
= di(m⊗∑1≤j,k,l,...,p,q≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .⊗ (f i′ ⊗E11(Bi′pq))⊗(idXi′+1 ⊗E1q(1))⊗ (f i′+1 ⊗Bi′+1)⊗ . . .⊗ (fn ⊗Bn))
=m⊗∑1≤l,k,...,u,vi,w,...,p,q≤r(f0 ⊗El1(B0lk))⊗ . . .⊗ (f i ⊗E11(Biuvi))(f i+1 ⊗E11(Bi+1viw))⊗ . . .
⊗(f i′ ⊗E11(Bi′pq))⊗ (idXi′+1 ⊗E1q(1))⊗ (f i′+1 ⊗Bi′+1)⊗ . . .⊗ (fn ⊗Bn)
=m⊗∑1≤l,k,...,u,w,...,p,q≤r(f0 ⊗El1(B0lk))⊗ . . .⊗ (f if i+1 ⊗E11 ((BiBi+1)uw))⊗ . . .
⊗(f i′ ⊗E11(Bi′pq))⊗ (idXi′+1 ⊗E1q(1))⊗ (f i′+1 ⊗Bi′+1)⊗ . . .⊗ (fn ⊗Bn)
= h̵i′−1di (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn))
Moreover,
d0h̵i′ (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn))
= d0(m⊗∑1≤j,k,l,...,p,q≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . . ⊗ (f i′ ⊗E11(Bi′pq))⊗(idXi′+1 ⊗E1q(1))⊗ (f i′+1 ⊗Bi′+1)⊗ . . .⊗ (fn ⊗Bn))
=m⊗∑1≤j,k,l,...,p,q≤r (f0f1 ⊗Ej1(B0jk)E11(B1kl))⊗ . . . ⊗ (f i′ ⊗E11(Bi′pq))⊗(idXi′+1 ⊗E1q(1))⊗ (f i′+1 ⊗Bi′+1)⊗ . . .⊗ (fn ⊗Bn)
=m⊗∑1≤j,k,l,...,p,q≤r (f0f1 ⊗Ej1(B0jkB1kl))⊗ . . .⊗ (f i′ ⊗E11(Bi′pq))⊗(idXi′+1 ⊗E1q(1))⊗ (f i′+1 ⊗Bi′+1)⊗ . . .⊗ (fn ⊗Bn)
=m⊗∑1≤j,k,...,p,q≤r (f0f1 ⊗Ej1((B0B1)jk))⊗ . . . ⊗ (f i′ ⊗E11(Bi′pq))⊗(idXi′+1 ⊗E1q(1))⊗ (f i′+1 ⊗Bi′+1)⊗ . . .⊗ (fn ⊗Bn))
= h̵i′−1d0 (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn))
Next, using the equality ∑rl=1E11(Bkl)E1l(1) = E1k(1)B for all B ∈Mr(k), 1 ≤ k ≤ r, we have for 0 < i < n:
dih̵i (m⊗ (f0 ⊗B0)⊗ . . . ⊗ (fn ⊗Bn))
= di(m⊗∑1≤j,k,l,...,p,q≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .⊗ (f i ⊗E11(Bipq))⊗(idXi+1 ⊗E1q(1))⊗ (f i+1 ⊗Bi+1)⊗ . . .⊗ (fn ⊗Bn))
=m⊗∑1≤j,k,l,...,p,q≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .⊗ (f i ⊗E11(Bipq)E1q(1))⊗
. . .⊗ (fn ⊗Bn)
=m⊗∑1≤j,k,l,...,p≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .⊗ (f i ⊗∑rq=1E11(Bipq)E1q(1))⊗
. . .⊗ (fn ⊗Bn)
=m⊗∑1≤j,k,l,...,u,p≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .⊗ (f i−1 ⊗E11(Bi−1up ))⊗(f i ⊗E1p(1)Bi)⊗ . . . ⊗ (fn ⊗Bn)
= di(m⊗∑1≤j,k,l,...,u,p≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .⊗ (f i−1 ⊗E11(Bi−1up ))⊗(idXi ⊗E1p(1))⊗ (f i ⊗Bi)⊗ . . .⊗ (fn ⊗Bn))
= dih̵i−1 (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn))
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The case i = n follows similarly. For i > i′ + 1, we have
dih̵i′ (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn))
= di(m⊗∑1≤j,k...,p,q≤r(f0 ⊗Ej1(B0jk))⊗ . . .⊗ (f i′ ⊗E11(Bi′pq))⊗ (idXi′+1 ⊗E1q(1))
⊗(f i′+1 ⊗Bi′+1)⊗ . . .⊗ (fn ⊗Bn))
=m⊗∑1≤j,k...,p,q≤r(f0 ⊗Ej1(B0jk))⊗ . . .⊗ (f i′ ⊗E11(Bi′pq))⊗ (idXi′+1 ⊗E1q(1))
⊗(f i′+1 ⊗Bi′+1)⊗ . . .⊗ (f i−1f i ⊗Bi−1Bi)⊗ . . .⊗ (fn ⊗Bn)
= h̵i′ (m⊗ (f0 ⊗B0)⊗ . . .⊗ (f i−1f i ⊗Bi−1Bi)⊗ . . .⊗ (fn ⊗Bn))
= h̵i′di−1 (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn))
Further, using the equality ∑1≤j,k≤r Ej1(Bjk)E1k(1) = B, we have
d0h̵0 (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn))
= d0(m⊗∑1≤j,k≤r(f0 ⊗Ej1(B0jk))⊗ (idX1 ⊗E1k(1))⊗ (f1 ⊗B1)⊗ . . . ⊗ (fn ⊗Bn))
=m⊗∑1≤j,k≤r(f0 ⊗Ej1(B0jk)E1k(1))⊗ (f1 ⊗B1)⊗ . . .⊗ (fn ⊗Bn)
=m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn)
Finally, using the fact that E1q(1)Ej1(Bjk) = 0 unless q = j, we have
dn+1h̵n (m⊗ (f0 ⊗B0)⊗ . . . ⊗ (fn ⊗Bn))
= dn+1(m⊗∑1≤j,k,l,...,p,q≤r(f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .⊗ (fn ⊗E11(Bnpq))⊗ (idX0 ⊗E1q(1)))
=m(0) ⊗∑1≤j,k,l,...,p,q≤r (S−1(m(−1))(idX0 ⊗E1q(1))) (f0 ⊗Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .
. . .⊗ (fn ⊗E11(Bnpq))
=m⊗∑1≤j,k,l,...,p,q≤r (f0 ⊗E1q(1)Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .⊗ (fn ⊗E11(Bnpq))
=m⊗∑1≤j,k,l,...,p≤r (f0 ⊗E1j(1)Ej1(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . . ⊗ (fn ⊗E11(Bnpj))
=m⊗∑1≤j,k,l,...,p≤r(f0 ⊗E11(B0jk))⊗ (f1 ⊗E11(B1kl))⊗ . . .⊗ (fn ⊗E11(Bnpj))
= (m⊗ (f0 ⊗E11)⊗ . . .⊗ (fn ⊗E11))∑1≤j,k,l,...,p≤r(B0jkB1kl . . . Bnpj)
= (m⊗ (f0 ⊗E11)⊗ . . .⊗ (fn ⊗E11))∑1≤j≤r(B0B1 . . . Bn)jj
= (m⊗ (f0 ⊗E11)⊗ . . .⊗ (fn ⊗E11)) trace(B0B1 . . . Bn)
= (C●(inc1,M)hoc ○C●(trM )hoc) (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn))
This proves the result.
We denote by V ectk the category of all k-vector spaces and by H-Mod the category of all left H-modules.
Let HomH(−, k) ∶H-Mod Ð→ V ectk be the functor that takes N ↦HomH(N,k).
Proposition 6.6. (1) Applying the functor HomH(−, k), we obtain morphisms of Hochschild complexes
C●H(inc1,M)hoc ∶ C●H (DH ⊗Mr(k),M)hoc Ð→ C●H(DH ,M)hoc
as well as a morphism of double complexes computing cyclic cohomology
C●●H (inc1,M)cy ∶ C●●H (DH ⊗Mr(k),M)cy Ð→ C●●H (DH ,M)cy
(2) Applying the functor HomH(−, k), we obtain morphisms of cocyclic modules:
C●H(trM) ∶=HomH(C●(trM), k) ∶ C●H(DH ,M)Ð→ C●H (DH ⊗Mr(k),M)
(3) The morphisms
HC●H(inc1,M)hoc ∶HC●H (DH ⊗Mr(k),M)hoc Ð→HC●H(DH ,M)hoc
HC●H(trM)hoc ∶HC●H(DH ,M)hoc Ð→HC●H (DH ⊗Mr(k),M)hoc
induced by C●H(inc1,M)hoc and C●H(trM )hoc are mutually inverse isomorphisms of Hochschild cohomologies.
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(4) Applying the functor HomH(−, k) gives isomorphisms
HC●H(DH ,M) HC
●
H(trM)
HC●H(inc1,M)
//
oo HC●H (DH ⊗Mr(k),M)
of Hopf-cyclic cohomologies.
Proof. (1) This follows by applying the functor HomH(−, k) to the morphisms in (6.1) and (6.2).
(2) This follows from Proposition 6.2(1), Proposition 3.4 and the fact that C●(trM ) ∶ C● (DH ⊗Mr(k),M)Ð→
C●(DH ,M) is a morphism of para-cyclic modules.
(3) By Proposition 6.5, we know that C●(trM)hoc ○ C●(inc1,M)hoc = idC●(DH ,M)hoc and C●(inc1,M)hoc ○
C●(trM )hoc ∼ idC●(DH⊗Mr(k),M)hoc . Thus, applying the functor HomH(−, k), we obtain
C●H(inc1,M)hoc ○C●H(trM)hoc = idC●H(DH ,M)hoc
C●H(trM)hoc ○C●H(inc1,M)hoc ∼ idC●H(DH⊗Mr(k),M)hoc
Therefore, C●H(inc1,M)hoc and C●H(trM)hoc are homotopy inverses of each other.
(4) This follows immediately from (3) and Hochschild to cyclic spectral sequence.
Corollary 6.7. Given a small k-linear category C, there is an isomorphism HC●(C) ≃Ð→ HC● (C ⊗Mr(k))
of cyclic cohomology groups.
Proof. This follows by taking H = k =M in Proposition 6.6 (4).
Corollary 6.8. For an n-cocycle φ ∈ ZnH(DH ,M), the n-cocycle φ˜ =HomH(trM , k)(φ) = φ○trM ∈ ZnH(DH⊗
Mr(k),M) may be described as follows
φ˜ (m⊗ (f0 ⊗B0)⊗ . . .⊗ (fn ⊗Bn)) = φ(m⊗ f0 ⊗ . . .⊗ fn)trace(B0 . . . Bn)
7 Vanishing cycles on an H-category and coboundaries
From now onwards, we will always assume that k = C. In this section, we will describe the spaces B●H(DH ,M)
and B●(DH) This will be done using the isomorphism HC●H(DH ,M) ≃Ð→HC●H (DH ⊗Mr(k),M) proved in
Section 6. Finally, we will use the formalism of categorified cycles and vanishing cycles developed in this
paper to obtain a pairing on the cyclic cohomology of a k-linear category.
We begin by recalling the notion of an inner automorphism of a category.
Definition 7.1 (see [41], p 24). Let DH be a left H-category. An automorphism Φ ∈ HomCatH(DH ,DH)
is said to be inner if Φ is isomorphic to the identity functor idDH . Equivalently, there exist isomorphisms{η(X) ∶ X Ð→ Φ(X)}X∈Ob(DH) such that Φ(f) = η(Y ) ○ f ○ (η(X))−1 for any f ∈HomDH (X,Y ).
Lemma 7.2. Let M be a right-left SAYD module over H. Then,
(1) A semifunctor α ∈ Hom
CatH
(DH ,D′H) induces a morphism (for all n ≥ 0)
CnH(α,M) ∶ CnH(D′H ,M) =HomH(M ⊗CNn(D′H), k)Ð→ CnH(DH ,M) =HomH(M ⊗CNn(DH), k)
determined by
CnH(α,M)(φ)(m⊗ f0 ⊗ . . .⊗ fn) = φ (m⊗α(f0)⊗ . . .⊗ α(fn))
for any φ ∈ CnH(D′H ,M), m ∈ M and f0 ⊗ . . . ⊗ fn ∈ CNn(DH). This leads to a morphism C●●H (α,M)cy ∶
C●●H (D′H ,M)cy Ð→ C●●H (DH ,M)cy of double complexes and induces a functor HC●H(−,M) ∶ CatopH Ð→ V ectk.
(2) Any inner automorphism of an H-category DH induces the identity map on HC●H(DH ,M).
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Proof. (1) Since φ and α are H-linear, the morphisms CnH(α,M) are well-defined and well behaved with
respect to the maps appearing in the Hochschild and cyclic complexes. The result follows.
(2) Let Φ ∈ HomCatH(DH ,DH) be an inner automorphism. By Proposition 6.6, the maps HC●H(inc1,M)
and HC●H(trM ) are mutually inverse isomorphisms of Hopf-cyclic cohomology groups. Thus, we have
HC●H(inc2,M) ○ (HC●H(inc1,M))−1 =HC●H(inc2,M) ○HC●H(trM) =HC●H (trM ○ (inc2,M)) = id (7.1)
Let α ∶ DH ⊗M2(k)Ð→ DH ⊗M2(k) be the H-linear functor given by
α(X) ∶=X, α(f ⊗B) ∶= B11f ⊗E11 +B12f ⊗E12 +B21Φ(f)⊗E21 +B22Φ(f)⊗E22
for any f ⊗B ∈HomDH⊗M2(k)(X,Y ), where B ∈M2(k). Then, we have the following commutative diagram
in the category CatH :
DH
inc1ÐÐÐÐ→ DH ⊗M2(k) inc2←ÐÐÐÐ DH
idDH
×××Ö
×××Öα
×××ÖΦ
DH
inc1ÐÐÐÐ→ DH ⊗M2(k) inc2←ÐÐÐÐ DH
(7.2)
Thus, by applying the functor HC●H(−,M) to the commutative diagram (7.2) and using (7.1), we obtain
HC●H(Φ,M) = (HC●H(inc2,M)) ○HC●H(inc1,M)−1 ○HC●H(idDH ,M) ○ (HC●H(inc1,M)) ○HC●H(inc2,M)−1
= idHC●
H
(DH ,M)
Proposition 7.3. Let DH be a left H-category. Supppose that there is a semifunctor υ ∈ HomCatH (DH ,DH)
and an inner automorphism Φ ∈ HomCatH (DH ⊗M2(k),DH ⊗M2(k)) such that
(1) υ(X) =X ∀X ∈ Ob(DH)
(2) Φ(X) =X ∀X ∈ Ob (DH ⊗M2(k)) = Ob(DH)
(3) Φ(f ⊗E11 + υ(f)⊗E22) = υ(f)⊗E22
for all f ∈ HomDH(X,Y ) and for all X,Y ∈ Ob(DH). Then, HC●H(DH ,M) = 0.
Proof. Let α,α′ ∈ Hom
CatH
(DH ,DH ⊗M2(k)) be the semifunctors defined by
α(X) ∶=X α(f) ∶= f ⊗E11 + υ(f)⊗E22
α′(X) ∶=X α′(f) ∶= υ(f)⊗E22
for all X ∈ Ob(DH) and f ∈ HomDH(X,Y ). Then, by assumption, α′ = Φ ○ α. Therefore, applying the
functor HC●H(−,M) and using Lemma 7.2 (2), we get
HC●H(α′,M) =HC●H(α,M)○HC●H(Φ,M) =HC●H(α,M) ∶HC●H(DH ⊗M2(k),M) Ð→HC●H(DH ,M) (7.3)
Let φ ∈ ZnH(DH ,M) and φ˜ =HomH(trM , k)(φ) = φ○ trM ∈ ZnH(DH ⊗M2(k),M) as in Corollary 6.8. Let [φ˜]
denote the cohomology class of φ˜. Then, by (7.3), we have HC●H(α,M)([φ˜]) =HC●H(α′,M)([φ˜]), i.e.,
φ˜ ○ (idM ⊗CNn(α)) +BnH(DH ,M) = φ˜ ○ (idM ⊗CNn(α′)) +BnH(DH ,M) (7.4)
so that φ˜ ○ (idM ⊗CNn(α)) − φ˜ ○ (idM ⊗CNn(α′)) ∈ BnH(DH ,M). But, by the definition of φ˜, we have
(φ˜ ○ (idM ⊗CNn(α)))(m⊗ f0 ⊗ . . .⊗ fn)
= φ˜ (m⊗α(f0)⊗ . . .⊗ α(fn))
= φ˜ (m⊗ (f0 ⊗E11 + υ(f0)⊗E22)⊗ . . .⊗ (fn ⊗E11 + υ(fn)⊗E22))
= φ(m⊗ f0 ⊗ . . .⊗ fn) + φ(m⊗ υ(f0)⊗ . . .⊗ υ(fn))
Similarly, (φ˜ ○ (idM ⊗ CNn(α′)))(m ⊗ f0 ⊗ . . . ⊗ fn) = φ(m ⊗ υ(f0) ⊗ . . . ⊗ υ(fn)). Thus, φ = φ˜ ○ (idM ⊗
CNn(α)) − φ˜ ○ (idM ⊗CNn(α′)) ∈ BnH(DH ,M). This proves the result.
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In particular, substituting M = k =H in Proposition 7.3, we obtain the following result:
Corollary 7.4. Let C be a small k-linear category. Suppose that there is a k-linear semifunctor ν ∶ C Ð→ C
and an inner automorphism κ ∶ C ⊗M2(k)Ð→ C ⊗M2(k) such that
(1) ν(X) =X ∀X ∈ Ob(C)
(2) κ(X) =X ∀X ∈ Ob (C ⊗M2(k)) = Ob(C)
(3) κ(f ⊗E11 + ν(f)⊗E22) = ν(f)⊗E22
for all f ∈ HomC(X,Y ) and for all X,Y ∈ Ob(C). Then, HC●(C) = 0.
Definition 7.5. Let (SH , ∂ˆH , Tˆ H) be an n-dimensional SH -cycle with coefficients in a SAYD module M
over H (see, Definition 5.9). Then, we say that the cycle (SH , ∂ˆH , Tˆ H) is vanishing if the H-category S0H
satisfies the assumption in Proposition 7.3.
By taking H = k =M in Definition 7.5, we obtain the notion of a vanishing S-cycle (S, ∂ˆ, Tˆ ) associated to a
k-linear DG-semicategory S.
We now recall from [12, p103] the algebra C of infinite matrices (aij)i,j∈N with entries from C satisfying the
following conditions (see also [23])
(i) the set {aij ∣ i, j ∈ N} is finite,
(ii) the number of non-zero entries in each row or each column is bounded.
Identifying M2(C) =C⊗M2(C), we recall the following result from [12, p104]:
Lemma 7.6. There exists an algebra homomorphism ω ∶C Ð→C and an inner automorphism Ξ ∶M2(C)Ð→
M2(C) satisfying
Ξ(B ⊗E11 + ω(B)⊗E22) = ω(B)⊗E22 ∀B ∈C (7.5)
Hence, HC●(C) = 0.
Remark 7.7. We note that the condition in (7.5) ensures that ω(1) ≠ 1, where 1 is the unit element of C.
For any k-algebra A, we may define a k-linear category A⊗DH as follows:
Ob(A⊗DH) = Ob(DH) HomA⊗DH (X,Y ) =A⊗HomDH(X,Y )
The category A ⊗ DH is a left H-category via the action h(a ⊗ f) ∶= a ⊗ hf for any h ∈ H , a ⊗ f ∈ A ⊗
HomDH(X,Y ).
Lemma 7.8. We have HC●H(C⊗DH ,M) = 0.
Proof. We will verify that the category C ⊗DH satisfies the assumptions of Proposition 7.3. Let ω and Ξ
be as in Lemma 7.6. We now define υ ∶C⊗DH Ð→ C⊗DH given by
υ(X) ∶=X υ(B ⊗ f) ∶= ω(B)⊗ f
for any X ∈ Ob(C ⊗DH) and B ⊗ f ∈ HomC⊗DH(X,Y ). Since ω ∶ C Ð→ C is an algebra homomorphism,
it follows that υ is a semifunctor. By the definition of the H-action on C ⊗DH , it is also clear that υ is
H-linear.
Using the identification C⊗DH ⊗M2(C) =M2(C)⊗DH , we now define a functor Φ ∶C⊗DH ⊗M2(C)Ð→
C⊗DH ⊗M2(C) by
Φ(X) ∶=X, Φ(B˜ ⊗ f) ∶= Ξ(B˜)⊗ f
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for any X ∈ Ob(M2(C)⊗DH) and B˜ ⊗ f ∈ HomM2(C)⊗DH(X,Y ) =M2(C)⊗HomDH(X,Y ). Since Ξ is an
inner automorphism, so is Φ. Further, we have
Φ((B ⊗ f)⊗E11 + υ(B ⊗ f)⊗E22) = Φ(B ⊗ f ⊗E11 + ω(B)⊗ f ⊗E22)
= Φ(B ⊗E11 ⊗ f + ω(B)⊗E22 ⊗ f)
= Ξ(B ⊗E11 + ω(B)⊗E22)⊗ f
= ω(B)⊗E22 ⊗ f = υ(B ⊗ f)⊗E22
This proves the result.
We now provide a useful interpretation of the space BnH(DH ,M).
Proposition 7.9. An element φ ∈ CnH(DH ,M) is a coboundary iff φ is the character of an n-dimensional
vanishing SH-cycle (SH , ∂ˆH , Tˆ H , ρ) over DH .
Proof. Let φ be the character of an n-dimensional vanishing SH -cycle (SH , ∂ˆH , Tˆ H , ρ). By definition, Tˆ H
is an n-dimensional closed graded (H,M)-trace on the H-semicategory SH . We now define ψ ∈ CnH(S0H ,M)
by setting
ψ(m⊗ g0 ⊗ . . .⊗ gn) ∶= Tˆ HX0(m⊗ g0∂ˆ0H(g1) . . . ∂ˆ0H(gn))
for m ∈ M and g0 ⊗ . . . ⊗ gn ∈ HomS0
H
(X1,X0) ⊗HomS0
H
(X2,X1) ⊗ . . . ⊗HomS0
H
(X0,Xn). Then, by the
implication (1) ⇒ (3) in Theorem 5.11, we have that ψ ∈ ZnH(S0H ,M). Since HCnH(S0H ,M) = 0, we have that
ψ = bψ′ for some ψ′ ∈ Cn−1H (S0H ,M).
By Lemma 7.2, the semifunctor ρ ∈ Hom
CatH
(DH ,S0H) induces a map Cn−1H (ρ,M) ∶ Cn−1H (S0H ,M) Ð→
Cn−1H (DH ,M). Setting ψ′′ ∶= Cn−1H (ρ,M)(ψ′), we have
(ψ′′) (m⊗ p0 ⊗ . . .⊗ pn−1) = ψ′ (m⊗ ρ(p0)⊗ . . .⊗ ρ(pn−1))
for any m ∈M and p0 ⊗ . . .⊗ pn−1 ∈ CNn−1(DH). Therefore,
φ(m⊗ f0 ⊗ . . .⊗ fn) = Tˆ HX0(m⊗ ρ(f0)∂ˆ0H (ρ(f1)) . . . ∂ˆ0H (ρ(fn)) ) = ψ (m⊗ ρ(f0)⊗ . . . ⊗ ρ(fn))
= (bψ′) (m⊗ ρ(f0)⊗ . . .⊗ ρ(fn)) = (bψ′′)(m⊗ f0 ⊗ . . .⊗ fn)
for any m ∈ M and f0 ⊗ . . . ⊗ fn ∈ HomDH(X1,X0) ⊗ HomDH(X2,X1) ⊗ . . . ⊗ HomDH(X0,Xn). Thus,
φ ∈ BnH(DH ,M).
Conversely, suppose that φ ∈ BnH(DH ,M). Then, φ = bψ for some ψ ∈ Cn−1H (DH ,M). We now extend ψ to
get an element ψ′ ∈ Cn−1H (C⊗DH ,M) as follows:
ψ′ (m⊗ (B0 ⊗ f0)⊗ . . . ⊗ (Bn−1 ⊗ fn−1)) = ψ(m⊗B011f0 ⊗ . . .⊗Bn−111 fn−1)
We now set φ′ = bψ′ ∈ ZnH(C⊗DH ,M). We now consider the H-linear semifunctor ρ ∶ DH Ð→C⊗DH which
fixes objects and takes any morphism f to 1⊗ f . Then, we have
(CnH(ρ,M)(φ′)) (m⊗ f0 ⊗ . . .⊗ fn) = φ′ (m⊗ ρ(f0)⊗ . . .⊗ ρ(fn)) = (bψ′) (m⊗ ρ(f0)⊗ . . .⊗ ρ(fn))
= (bψ)(m⊗ f0 ⊗ . . .⊗ fn) = φ(m⊗ f0 ⊗ . . .⊗ fn)
Since φ′ ∈ ZnH(C⊗DH ,M), the implication (3)⇒ (2) in Theorem 5.11 gives us a closed graded (H,M)-trace
T
H of dimension n on the DGH-semicategory (Ω(C⊗DH), ∂H) such that
T
H
X0
(m⊗ ρ(f0)∂0H (ρ(f1)) . . . ∂0H (ρ(fn))) = φ′ (m⊗ ρ(f0)⊗ . . . ⊗ ρ(fn)) = φ(m⊗ f0 ⊗ . . .⊗ fn) (7.6)
Thus, φ is the character associated to the cycle (Ω (C⊗DH) , ∂H ,T H , ρ˜) over DH , where ρ˜ denotes the
composition
ρ˜ ∶ DH
ρ
Ð→C⊗DH ↪ C̃⊗DH = (Ω (C⊗DH))0 (7.7)
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We now set (Ω′ (C⊗DH))0 ∶=C⊗DH ⊊ Ω (C⊗DH)0 = C̃⊗DH(Ω′ (C⊗DH))n ∶= (Ω (C⊗DH))n for n > 0
We notice that (Ω′ (C⊗DH))0 = C⊗DH is still a left H-category. We also observe that the restrictions of
the differential ∂H and the trace T
H determine a cycle (Ω′ (C⊗DH) , ∂H ,T H , ρ) over DH . From (7.6), it
is also clear that φ is still the character of this new cycle over DH .
From the proof of Lemma 7.8, we know that C⊗DH = (Ω′ (C⊗DH))0 satisfies the assumption in Proposition
7.3. Hence, (Ω′ (C⊗DH) , ∂H ,T H , ρ) is a vanishing cycle over DH . From this, the result follows.
Substituting H = k =M , we have
Corollary 7.10. An element φ ∈ Cn(C) is a coboundary iff φ is the character of an n-dimensional vanishing
S-cycle (S, ∂ˆ, Tˆ , ρ) over C.
Our final aim is to use the method of categorified cycles and categorified vanishing cycles to obtain a pairing
HCp(C)⊗HCq(C′) Ð→HCp+q(C ⊗ C′)
for k-linear categories C and C′. Let (S, ∂ˆS) and (S′, ∂ˆS′) be DG-semicategories. Then, their tensor product
S ⊗ S′ is the DG-semicategory defined as follows:
Ob(S ⊗ S′) = Ob(S) ×Ob(S′)
Homn
S⊗S′ ((X,X ′), (Y,Y ′)) = ⊕
i+j=n
Homi
S
(X,Y )⊗k HomjS′(X ′, Y ′)
The composition in S ⊗ S′ is given by the rule:
(g ⊗ g′) ○ (f ⊗ f ′) = (−1)deg(g′)deg(f)(gf ⊗ g′f ′)
for homogeneous f ∶ X Ð→ Y , g ∶ Y Ð→ Z in S and f ′ ∶ X ′ Ð→ Y ′, g′ ∶ Y ′ Ð→ Z ′ in S′. The differential
∂ˆn
S⊗S′ ∶Hom
n
S⊗S′ ((X,X ′), (Y,Y ′))Ð→Homn+1S⊗S′ ((X,X ′), (Y,Y ′)) is determined by
∂ˆnS⊗S′(fi ⊗ gj) = ∂ˆiS(fi)⊗ gj + (−1)ifi ⊗ ∂ˆjS′(gj)
for any fi ∈HomiS(X,Y ) and gj ∈HomjS′(X ′, Y ′) such that i + j = n. Clearly, (S ⊗ S′)0 = S0 ⊗ S′0.
Theorem 7.11. Let C and C′ be small k-linear categories. Then, we have a pairing
HCp(C)⊗HCq(C′) Ð→HCp+q(C ⊗ C′)
for p, q ≥ 0.
Proof. Let φ ∈ Zp(C) and φ′ ∈ Zq(C′). We may express φ and φ′ respectively as the characters of p and
q dimensional cycles (S, ∂ˆ, Tˆ , ρ) and (S′, ∂ˆ′, Tˆ ′, ρ′) over C and C′. We consider the collection Tˆ#Tˆ ′ ∶={(Tˆ#Tˆ ′)(X,X′) ∶Homp+qS⊗S′ ((X,X ′), (X,X ′))Ð→ C}(X,X′)∈Ob(S⊗S′) of C-linear maps defined by
(Tˆ#Tˆ ′)(X,X′)(f ⊗ f ′) ∶= TˆX(fp)Tˆ ′X′(f ′q)
for any f ⊗ f ′ = (fi ⊗ f ′j)i+j=p+q ∈ Homp+qS⊗S′ ((X,X ′), (X,X ′)). We will now prove that Tˆ#Tˆ ′ is a p + q
dimensional closed graded trace on the DG-semicategory S ⊗ S′. For any g ⊗ g′ = (gi ⊗ g′j)i+j=p+q−1 ∈
Hom
p+q−1
S⊗S′ ((X,X ′), (X,Y )), we have
(Tˆ#Tˆ ′)(X,X′) (∂ˆp+q−1(g ⊗ g′)) = ∑
i+j=p+q−1
(Tˆ#Tˆ ′)(X,X′) (∂ˆiS(gi)⊗ g′j + (−1)igi ⊗ ∂ˆjS′(g′j))
= TˆX(∂ˆp−1S (gp−1))Tˆ ′X′(g′q) + (−1)pTˆX(gp)Tˆ ′X′(∂ˆq−1S′ (g′q−1)) = 0
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This proves the condition in (5.11). Next for any homogeneous f ∶ X Ð→ Y , g ∶ Y Ð→ X in S and
f ′ ∶ X ′ Ð→ Y ′, g′ ∶ Y ′ Ð→X ′ in S′, we have
(Tˆ#Tˆ ′)(X,X′) ((g ⊗ g′)(f ⊗ f ′))
= (−1)deg(g′)deg(f)(Tˆ#Tˆ ′)(X,X′)(gf ⊗ g′f ′)
= (−1)deg(g′)deg(f)TˆX((gf)p)Tˆ ′X′((g′f ′)q)
= (−1)deg(g′)deg(f)(−1)deg(g)deg(f)(−1)deg(g′)deg(f ′)TˆY ((fg)p)Tˆ ′Y ′((f ′g′)q)
= (−1)deg(g′)deg(f)(−1)deg(g)deg(f)(−1)deg(g′)deg(f ′)(−1)deg(g)deg(f ′)(Tˆ#Tˆ ′)(Y,Y ′) ((f ⊗ f ′)(g ⊗ g′))
= (−1)deg(g⊗g′)deg(f⊗f ′)(Tˆ#Tˆ ′)(Y,Y ′) ((f ⊗ f ′)(g ⊗ g′))
This proves the condition in (5.12). Thus, we obtain a p + q dimensional cycle (S ⊗ S′, ∂ˆS⊗S′ , Tˆ#Tˆ ′, ρ⊗ ρ′)
over the category C ⊗ C′. Then, the character of this cycle, denoted by φ#φ′ ∈ Zp+q(C ⊗ C′), gives a well
defined map γ ∶ Zp(C)⊗Zq(C′)Ð→ Zp+q(C ⊗ C′).
We now verify that the map γ restricts to a well defined pairing
Bp(C)⊗Zq(C′)Ð→ Bp+q(C ⊗ C′)
For this, we let φ ∈ Zp(C) be the character of a p dimensional vanishing cycle (S, ∂ˆ, Tˆ , ρ) over C. It suffices
to show that the tuple (S ⊗ S′, ∂ˆS⊗S′ , Tˆ#Tˆ ′, ρ⊗ ρ′) is a vanishing cycle.
Since (S, ∂ˆ, Tˆ) is a vanishing cycle, we have a C-linear semifunctor υ ∶ S0 Ð→ S0 and an inner automorphism
κ ∶ S0 ⊗M2(C) Ð→ S0 ⊗M2(C) satisfying the conditions in Corollary 7.4. Thus, we obtain the semifunctor
υ ⊗ id ∶ S0 ⊗ S′0 Ð→ S0 ⊗ S′0 and the inner automorphism κ ⊗ id ∶ S0 ⊗M2(C)⊗ S′0 Ð→ S0 ⊗M2(C) ⊗ S′0
satisfying the conditions in Corollary 7.4. This proves the result.
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