We present a global 0.1 • × 0.1 • high-resolution inverse model, NIES-TM-FLEXPART-VAR (NTFVAR), and a methane emission evaluation using the Greenhouse Gas Observing Satellite (GOSAT) satellite and ground-based observations from 2010-2012. Prior fluxes contained two variants of anthropogenic emissions, Emissions Database for Global Atmospheric Research (EDGAR) v4.3.2 and adjusted EDGAR v4.3.2 which were scaled to match the country totals by national reports to the United Nations Framework Convention on Climate Change (UNFCCC), augmented by biomass burning emissions from Global Fire Assimilation System (GFASv1.2) and wetlands Vegetation Integrative Simulator for Trace Gases (VISIT). The ratio of the UNFCCC-adjusted global anthropogenic emissions to EDGAR is 98%. This varies by region: 200% in Russia, 84% in China, and 62% in India. By changing prior emissions from EDGAR to UNFCCC-adjusted values, the optimized total emissions increased from 36.2 to 46 Tg CH 4 yr −1 for Russia, 12.8 to 14.3 Tg CH 4 yr −1 for temperate South America, and 43.2 to 44.9 Tg CH 4 yr −1 for contiguous USA, and the values decrease from 54 to 51.3 Tg CH 4 yr −1 for China, 26.2 to 25.5 Tg CH 4 yr −1 for Europe, and by 12.4 Tg CH 4 yr −1 for India. The use of the national report to scale EDGAR emissions allows more detailed statistical data and country-specific emission factors to be gathered in place compared to those available for EDGAR inventory. This serves policy needs by evaluating the national or regional emission totals reported to the UNFCCC.
Introduction
The average global atmospheric methane concentration had reached 1867 ppb by the end of the year 2018 and is rising faster than at any time in the past two decades, while the carbon dioxide (CO 2 ) increase is slowing down [1] [2] [3] . Methane (CH 4 ) plays a growing role in anthropogenic climate change with its share of more than 20% of the total greenhouse gas (GHG) concentration [4] [5] [6] . Reducing methane emissions would make a significant contribution to climate change mitigation on a shorter time scale, due to its relatively short lifetime compared with that of CO 2 [7, 8] . The determination of national emission reduction targets and policies is directly affected by the amount of methane emissions produced by individual countries [9] . However, studies on emission estimates suggest that there are still large uncertainties in methane budgets, and more effort should be made to better quantify the methane emissions [10] [11] [12] [13] [14] [15] . Still, it is challenging to verify the accuracy of methane emissions on a country scale. The national reports submitted to the United Nations Framework Convention on Climate Change (UNFCCC) by different countries might use different methods to estimate emissions, which could be different from global inventory datasets produced by the scientific community, such as the Global Carbon Project (GCP) [16] , and the Emissions Database for Global Atmospheric Research (EDGAR) [17] [18] [19] . Complementary to these bottom-up emission estimations, top-down estimations by inverse models combined with atmospheric measurements have been widely used and have proven worthy for emission inventory evaluation (e.g., [20] [21] [22] [23] [24] [25] [26] ). Houweling et al. [27] reviewed the development of global inverse modeling of methane, and Jacob et al. [28] also supported their research by presenting the advantages of increased observational data from surface stations, satellites and aircraft, and state-of-the-art computational facilities. The inverse model has become more important for allowing better quantification of methane emissions.
Studies have shown an extension of regional Lagrangian inverse modelling to global scale inverse modeling based on a combination of the 3D global Eulerian models and the Lagrangian models (e.g., [29, 30] ). They have demonstrated an enhanced capability of the transport resolving high resolution surface emission patterns using inverse modeling schemes relying on regional and global basis flux patterns. The disadvantage of using regional basis functions in inverse modeling has been addressed by developing grid-based inversion schemes that use variational assimilation algorithms (e.g., [22, [31] [32] [33] ). To implement a grid-based inversion scheme suitable for optimizing surface fluxes at the high resolution of the Lagrangian model, an adjoint of a coupled Eulerian-Lagrangian model is needed. Maksyutov et al. [34] developed the global 0.1 • × 0.1 • high spatial resolution inverse model NIES-TM-FLEXPART-VAR (NTFVAR), which provides an extension of the high resolution regional inverse modeling approaches [22, [31] [32] [33] on a global scale. The NTFVAR model is a grid-based inversion scheme that is suitable for optimizing surface fluxes at high resolution, providing the capability to use high-resolution regional transport with global mass conservation and consistency of the estimated regional fluxes with global concentration trends. This paper presents the estimation of global and regional methane emissions using the NTFVAR inverse modeling system with two sets of emission inventories that differ in anthropogenic emissions-one with anthropogenic emissions from EDGAR v4.3.2 and the other with anthropogenic emissions from EDGAR v4.3.2 scaled to UNFCCC national reports [35] .
Materials and Methods

Inverse Modeling System-NTFVAR
The Transport Model
We used a global Eulerian-Lagrangian coupled model NIES-TM-FLEXPART-VAR (NTFVAR) that consists of the National Institute for Environmental Studies (NIES) model as a Eulerian three-dimensional transport model (TM), and FLEXPART (FLEXible PARTicle dispersion model) as the Lagrangian Particle Dispersion Model (LPDM). The forward transport model and model development were described by Ganshin et al. [36] and Belikov et al. [30] , and the application to inverse modeling using the Kalman smoother at moderate resolution of 1 • × 1 • was demonstrated by Zhuravlev et al. [37] , Ishizawa et al. [38] , and Shirai et al. [29] . Our transport model is a further modification of the model described by Belikov et al. [30] . The coupled model combines National Institute for Environmental Studies Transport Model (NIES-TM) v08.1i with a horizontal resolution of 2.5 • and 32 hybrid-isentropic vertical levels [39] and Flexpart model v.8.0 [40] , and runs in backward mode with a surface flux resolution of 0.1 • . The changes in the current version with respect to the study by Belikov et al. [30] include the derivation of adjoint components using the adjoint code compiler Tapenade [41] instead of the TAF (Transformation of Algorithms in Fortran) compiler [42] . Additionally, the transport matrix indexing and sorting algorithms were revised to allow efficient memory usage for handling large matrixes of Lagrangian responses to surface fluxes required for the application of the model to satellite data. A manually-derived adjoint of the NIES TM v08.1i was used, as in Belikov et al. [30] , due to its computational efficiency. The second-order approximation Van Leer algorithm [43] was implemented in the adjoint and forward models, alternatively to the third order algorithm typically used in forward models [39] . The meteorological data used for the transport model were obtained from the Japanese Meteorological Agency (JMA) Climate Data Assimilation System (JCDAS) [44, 45] , which provided the required parameters, such as three-dimensional wind fields, temperature, and humidity at 1.25 • × 1.25 • spatial resolution, 40 vertical hybrid sigma-pressure levels, and a temporal resolution of 6 h.
The Inverse Modeling Scheme
The same inversion scheme with high resolution (0.1 • × 0.1 • ) fluxes and variational optimization was applied to estimate CO 2 fluxes by Maksyutov et al. [34] , who also demonstrated its capability to capture the observed atmospheric CO 2 time series. In this study, the high-resolution variant of the transport model and its adjoint described by Belikov et al. [30] were combined with the optimization scheme proposed by Meirink et al. [46] and Basu et al. [47] . Following the approach by Meirink et al. [46] , flux corrections were estimated independently for two categories of emissions (anthropogenic and natural). Variational optimization was applied to obtain flux corrections as two sets of scaling factors to vary prior uncertainty fields on a monthly basis at a 0.1 • × 0.1 • resolution separately for anthropogenic and natural wetland emissions with bi-weekly time steps. Anthropogenic emission corrections were proportional to the monthly climatology emissions provided by EDGAR, and the wetland emission corrections were proportional to the monthly climatology wetland emissions provided by the Vegetation Integrative Simulator for Trace Gases (VISIT) model (details of prior fluxes given in Section 2.2), with both given as prior uncertainty fields. The grid scale flux uncertainty was defined as 30% of the EDGAR climatology for the anthropogenic flux category and 50% of the VISIT climatological emissions for the wetland emissions category. Other flux categories, such as biomass burning, geological, termites, and soil sink, were not corrected by inversion. The spatial correlation of 500 km and temporal correlation of two weeks were used to provide smoothness constraints on the resulting fields of the scaling factors. The inverse modeling problem was formulated (e.g., Tarantola [48] , Meirink et al. [46] ) and solved to find the optimal value of x-vectors of corrections to prior fluxes at the minimum of the cost function J(x):
where r is the residual (difference between the observed concentration and the forward simulation made with prior fluxes without correction), R is the covariance matrix of observations, and B is the covariance matrix of fluxes. In our design of matrix B, we follow Meirink et al. [46] in representing matrix B as a multiple of the non-dimensional covariance matrix C and the diagonal flux uncertainty D as B = D T ·C·D. Matrix C is commonly implemented as the band matrix with non-diagonal elements declining as ∼ exp −x 2 /l 2 with the distance x between the grid cells. To achieve computational efficiency for the flux covariance operator, the implicit diffusion technique was used to implement a spatial covariance matrix, as in Weaver and Courtier's study [48] . To construct symmetric matrix C, we first implemented the square root of C by implicit diffusion and constructed the adjoint of it by applying an adjoint code compiler, Tapenade, to the Fortran code of modules approximating the square root of C. The temporal covariance matrixes were of low dimension and were designed as in Meirink et al., 2008 by deriving the square root of the Gaussian-shaped time covariance matrix with direct Singular Value Decomposition (SVD) [49] . The optimal solution was calculated as the minimum of the cost function J. This was done iteratively with the efficient Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, as implemented by Gilbert and Lemarechal [50] . We limited the number of iterations to 40, as cost function reduction slows down by the time that this number is reached.
Prior Fluxes and Observations
Prior methane fluxes used in the coupled model included anthropogenic emissions, biospheric emissions of wetlands, soil sinks, emissions from biomass burning, and other natural sources from the ocean, geological sources, and termites. EDGAR provides an annually gridded anthropogenic emission dataset that is available at a resolution of 0.1 • × 0.1 • [19] . The seasonal cycle was found to have effects on the top-down emission estimation [33] . In this study, monthly variation of anthropogenic emissions was prepared based on the climatology data issued by EDGAR for 2010. The ratio of monthly emissions to annual emissions was calculated for each grid. Then, for other years, the grid value for each month was calculated proportionally to the annual grid emission of the corresponding year. The VISIT model simulations for wetlands (Cao mechanism [51] ) and soil sink (Curry mechanism [52] ) are available at 0.5 • [53] . For simulations in this study, we updated the data by remapping the wetland emissions from 0.5 • to 0.1 • using the Global Lakes and Wetlands Database (GLWD) wetland area map at a resolution of 30 arcseconds [54] , while soil sink data were remapped to a resolution of 0.1 • using the gross primary productivity (GPP) maps by the MODIS MOD17 GPP product [55] . For emissions from biomass burning, daily Global Fire Assimilation System (GFASv1.2) [56] data were used. The oceanic, geological, and termite emissions were taken from Patra et al. [57] .
The total column-averaged dry-air mole fraction (XCH 4 ) retrieved from the Greenhouse Gas Observing Satellite (GOSAT) (NIES Level 2 retrievals, v. 02.72) from 2010-2012 was used to constrain methane emissions. The vertical sensitivity of the GOSAT observations given by the column averaging kernel [58] was examined using 2010-2012 simulations. The root-mean-square error (RMSE) of the total methane flux was 4.5 Tg CH 4 yr −1 , or 0.82% of the mean total flux, and the retrieval-averaging kernel of GOSAT retrievals was not applied in this study.
In addition to the GOSAT retrievals, ground-based atmospheric methane observations from global surface sites, aircrafts, and ship tracks were used in the inversions (see Appendix A). The data contained weekly and continuous samples. The continuous observations were analyzed at the hourly scale, which was further averaged to daily means using 12:00-16:00 LT (except for mountain sites, where 0:00-4:00 LT was used). Where sampling flags were available, we pre-filtered the continuous weekly and hourly observations by selecting those with well-mixed conditions. Data uncertainty, used as the diagonal of R in Equation (1), included both the observation uncertainty (e.g., measurement error and spatial representativeness) and the transport model error. For the ground-based sites, data uncertainty was defined based on the average RMSE between the observations and prior atmospheric CH 4 generated by the NTFVAR model with the prior emissions (original EDGAR plus natural sources) for each site. The minimum uncertainty was set to 6 ppb in order to allow more freedom for the inversion in the southern hemisphere. Note that we did not apply any temporal variations to the data uncertainty. The rejection threshold of the ground-based sites was set to two times the data uncertainty. The data uncertainty for the GOSAT retrieval was set to 60 ppb with a rejection threshold of 30 ppb. Large data uncertainty was applied to the GOSAT retrievals, because the amount of GOSAT data is generally much larger than that of ground-based observations and using an insufficient data uncertainty may result in over-fitting the GOSAT data, although the measurement precision is higher for ground-based observations. 
Flux Estimation Uncertainties
Estimation uncertainties were simulated by randomly perturbing the observations and the prior fluxes following the method described by Chevallier et al. [59] . We perturbed five sets of observations consistently with the observation uncertainty at each site and produced five sets of perturbed monthly EDGAR and VISIT fluxes with a random scaling factor applied separately for each GCP region and each month. The perturbation amplitude for the regional scaling factor was limited by the uncertainty scale described in Section 2.2. We then performed an inversion using the perturbed pseudo-observations as measurement data and the perturbed fluxes (perturbed EDGAR and VISIT combined with the non-perturbed soil sink, biomass burning, and other natural emissions from the ocean, geological sources, and termites) as the prior fluxes and compared the inversion results to get the standard deviation of the estimated emissions.
Adjusting Prior Anthropogenic Emissions to National Reports
EDGAR is a widely used, gridded emission inventory, and the UNFCCC reports only include the total annual emissions for each country. Annex I countries submit complete inventories of GHG emission sources and sinks from the base year (1990), and other countries are encouraged to submit their GHG inventories as part of their National Communications and Biennial Update Reports (BUR). To date, 150 countries have submitted one or more national communications with a summary of the GHG inventory. We compared the total CH 4 emissions with land use, land-use change, and forestry (LULUCF) sectors in UNFCCC reports (units: Gg) with the latest EDGAR v4.3.2 emission inventory which extended the emissions to 2012. The top fifteen emitting countries based on the EDGAR estimate for 2012 and other countries, including Germany, France, the United Kingdom, and Japan, were selected to adjust the inventory according to the UNFCCC reports. The countries selected are shown in Table 1 , and these nineteen countries emit 66% of the total global methane emissions according to the values estimated by EDGAR v4.3.2 for the year 2012. The new gridded emission inventory based on the UNFCCC reports was produced by scaling the annual total value to the EDGAR estimation using Equation (2):
where t is the year (2010, 2011, or 2012) ; n is the number of reports to the UNFCCC by the top emitting countries listed in Table 1 ; and i is the recent four reporting years, from 2009 to 2012. For the remaining countries, E UNFCCC (t) = E EDGARv4.3.2 (t).
methane, the production and transmission of coal, oil and natural gas, livestock, waste, and wastewater, along which coal mining, livestock, and natural gas production and distribution have contributed the most to the increase in the last ten years [19] . Countries with the largest absolute increases over these ten years were China, India, Brazil, and Indonesia, whereas the largest decreases occurred in the European Union, Russian Federation, Nigeria, and Ukraine [59] . We divided countries into three groups according to the ratio of the UNFCCC-reported emissions to those by EDGAR. In the first group, G1, shown in Figure 1 , Russia reported 1.7 to 2-fold of the EDGAR estimates. Some part of this increase might be due to accidental methane release, which is not included in EDGAR and is not a negligible methane source in Russia [61] . The differences reported by most countries in the second group, G2, were within 20%. The United States of America (USA) reported within 10% more than EDGAR estimate. China reported 66.3 Tg in the year 2012, which is 16% lower than the EDGAR estimate. France and the United Kingdom reported lower but within 10% of the EDGAR estimates and Germany reported 17% less than the EDGAR estimate. In the third group, G3, Japan and India reported 60%~70% of the EDGAR estimate, while Bangladesh and Iran updated their last reports in 2005 and 2000, estimating less than 50% of the EDGAR estimates. 
Estimation of Global Methane Emissions
The analysis in this study was based on bi-weekly emissions estimated for the years 2010-2012 using the inverse modeling system with variational optimization to two categories of fluxes: anthropogenic and natural (wetlands). Monthly emissions were calculated and analyzed for two sets of simulations: S0 simulation with EDGAR v4.3.2 and S1 simulation with EDGAR scaled to UNFCCC reports.
The global total anthropogenic emissions estimated by EDGAR were 347 Tg CH4 yr −1 (average 2010-2012) while EDGAR adjusted to UNFCCC reports gave 338 Tg CH4 yr −1 (98% of EDGAR). The global total natural emissions from wetlands and biomass burning were 204 Tg CH4 yr −1 . The global total prior methane emissions were 557 Tg CH4 yr −1 for S0 and 548 Tg CH4 yr −1 for S1. The optimized global anthrophonic emissions were 350 Tg CH4 yr −1 and 344 Tg CH4 yr −1 for S0 and S1, respectively. The optimized global total methane emissions were 572 Tg CH4 yr −1 and 566 Tg CH4 yr −1 for S0 and S1, respectively. The differences between the total methane emissions reduced from the prior values after inversion. Those results are slightly higher than the previous estimation of 548 Tg CH4 yr −1 reported by Kirschke et al. [14] and the Intergovernmental Panel on Climate Change (IPCC) [62] . Figure 2 shows the average monthly global total and anthropogenic prior and estimated emissions. The inverse model produced lower emissions in winter compared with prior emissions and enhanced emissions in summer. Case S0 showed a more pronounced summer peak compared to case S1. The summer maximum appeared in July-August with its larger share of emissions from natural sources (e.g., wetlands, biomass burning, and lakes) and the agriculture sector [63] We divided countries into three groups according to the ratio of the UNFCCC-reported emissions to those by EDGAR. In the first group, G1, shown in Figure 1 , Russia reported 1.7 to 2-fold of the EDGAR estimates. Some part of this increase might be due to accidental methane release, which is not included in EDGAR and is not a negligible methane source in Russia [61] . The differences reported by most countries in the second group, G2, were within 20%. The United States of America (USA) reported within 10% more than EDGAR estimate. China reported 66.3 Tg in the year 2012, which is 16% lower than the EDGAR estimate. France and the United Kingdom reported lower but within 10% of the EDGAR estimates and Germany reported 17% less than the EDGAR estimate. In the third group, G3, Japan and India reported 60%~70% of the EDGAR estimate, while Bangladesh and Iran updated their last reports in 2005 and 2000, estimating less than 50% of the EDGAR estimates.
The global total anthropogenic emissions estimated by EDGAR were 347 Tg CH 4 yr −1 (average 2010-2012) while EDGAR adjusted to UNFCCC reports gave 338 Tg CH 4 yr −1 (98% of EDGAR). The global total natural emissions from wetlands and biomass burning were 204 Tg CH 4 yr −1 . The global total prior methane emissions were 557 Tg CH 4 yr −1 for S0 and 548 Tg CH 4 yr −1 for S1. The optimized global anthrophonic emissions were 350 Tg CH 4 yr −1 and 344 Tg CH 4 yr −1 for S0 and S1, respectively. The optimized global total methane emissions were 572 Tg CH 4 yr −1 and 566 Tg CH 4 yr −1 for S0 and S1, respectively. The differences between the total methane emissions reduced from the prior Tg CH 4 yr −1 reported by Kirschke et al. [14] and the Intergovernmental Panel on Climate Change (IPCC) [62] . Figure 2 shows the average monthly global total and anthropogenic prior and estimated emissions. The inverse model produced lower emissions in winter compared with prior emissions and enhanced emissions in summer. Case S0 showed a more pronounced summer peak compared to case S1. The summer maximum appeared in July-August with its larger share of emissions from natural sources (e.g., wetlands, biomass burning, and lakes) and the agriculture sector [63] when minimum CH 4 concentrations were recorded in most places of the northern hemisphere due to the larger CH 4 sink as a result of the strong chemical reaction with OH in the warm season [64] . Significant differences were found between the prior and posterior fluxes in winter and summer. Since seasonal cycle separation depends on latitude and the average time period, Figure 2a shows the average for three entire years and the whole region for both prior and posterior fluxes. Figure 2b shows the monthly variation of wetland emissions and anthropogenic emissions in selected regions including boreal America, the contiguous USA, Europe, Russia, and China in the northern hemisphere, where the wetland emissions were low in winter and the difference between prior and posterior anthropogenic emissions was more independent from wetland emission uncertainties.
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Since seasonal cycle separation depends on latitude and the average time period, Figure 2a shows the average for three entire years and the whole region for both prior and posterior fluxes. Figure 2b shows the monthly variation of wetland emissions and anthropogenic emissions in selected regions including boreal America, the contiguous USA, Europe, Russia, and China in the northern hemisphere, where the wetland emissions were low in winter and the difference between prior and posterior anthropogenic emissions was more independent from wetland emission uncertainties. 
Estimation of Regional Methane Emissions
Total Regional Emissions
Regional methane emissions for fourteen regions are shown in Figure 3 . These regions were described by Saunois et al. [10] and modified in our study by combining Taiwan with China (removing it from central Eurasia and Japan).
The inverse model-estimated corrections of total emissions were found to vary among regions, with the most significant changes taking place in Russia and India. The total methane emissions optimized by inversion for Russia increased by 27% from 36.2 to 46 Tg CH4 yr −1 when the prior anthropogenic emissions were adjusted from EDGAR to UNFCCC values (cases S0 to S1), and the inversion adjusted the emissions downwards. The reduction in the total prior methane emissions for India was 29%, and the posterior emissions decreased from 44.8 to 32.5 Tg CH4 yr −1 from case S0 to S1. Temperate South America showed 12% higher posterior emissions (from 12.8 to 14.3 Tg CH4 yr −1 ) and boreal North America increased by 6% (from 21.4 to 22.7 Tg CH4 yr −1 ), while the estimates for central North America decreased by 6% (from 11.2 to 10.5 Tg CH4 yr −1 ). The differences in the optimized total methane emissions for contiguous USA, Oceania, Southern Africa, Southeast Asia, and Europe were less than 3% between case S0 and S1. The optimized total methane emissions of contiguous USA slightly increased from 42. 
Estimation of Regional Methane Emissions
Total Regional Emissions
Regional methane emissions for fourteen regions are shown in Figure 3 . These regions were described by Saunois et al. [10] and modified in our study by combining Taiwan with China (removing it from central Eurasia and Japan). 
Regional Anthropogenic Emissions
The anthropogenic methane emissions in the 14 regions are shown in Figure 4 . China is the biggest emitter, reporting a 16% lower value than the UNFCCC in 2012 than the estimation of the EDGAR inventory. Our inverse modeling results are more in line with the UNFCCC reports, which reduced the estimates from 48 (S0) to 44 (S1) Tg CH4 yr −1 , which is very similar to the estimation by Peng et al. [15] with 44.9 Tg CH4 yr −1 in 2010. In India, the inverse model optimized the UNFCCC emissions upwards by 25% reaching 25 Tg CH4 yr −1 . This estimate is higher than that reported by Ganesan et al. [33] (22 Tg CH4 yr −1 ). Europe reported lower anthropogenic emissions by about 10% with the UNFCCC value compared with the EDGAR estimation, but the optimized estimates were 24.5 and 23.9 Tg CH4 yr −1 -6% and 8% higher than prior emissions for cases S0 and S1, respectively. The most distinct changes were found for Russia, where the prior anthropogenic methane emissions almost doubled from 17 to 33 Tg CH4 yr −1 by implementing UNFCCC scales, and the posterior emissions also increased from 19.6 to 32 Tg CH4 yr −1 . The inversion-optimized results suggest that reports to the UNFCCC by Russia may overestimate the emissions while EDGAR may underestimate them. To some extent, our estimates of the anthropogenic emissions are influenced by natural emissions, as local concentration increases can be attributed both to natural and anthropogenic sources. Better separation between these emission categories is achieved when source regions with dominant anthropogenic and natural emissions are geographically separated as they are in the USA, Western Europe, or China. The notable advantage of high-resolution simulations, which are useful for separating between emission categories, are their ability to reproduce high concentration methane plumes of anthropogenic origin significantly exceeding the signals of natural wetland emissions. Another factor contributing to separating the sources is the difference in seasonality of anthropogenic and wetland emissions (section 3.3.1), e.g., low wetland emissions in extratropical winter. The inverse model-estimated corrections of total emissions were found to vary among regions, with the most significant changes taking place in Russia and India. The total methane emissions optimized by inversion for Russia increased by 27% from 36.2 to 46 Tg CH 4 yr −1 when the prior anthropogenic emissions were adjusted from EDGAR to UNFCCC values (cases S0 to S1), and the inversion adjusted the emissions downwards. The reduction in the total prior methane emissions for India was 29%, and the posterior emissions decreased from 44.8 to 32.5 Tg CH 4 yr −1 from case S0 to S1. Temperate South America showed 12% higher posterior emissions (from 12.8 to 14.3 Tg CH 4 yr −1 ) and boreal North America increased by 6% (from 21.4 to 22.7 Tg CH 4 yr −1 ), while the estimates for central North America decreased by 6% (from 11.2 to 10.5 Tg CH 4 yr −1 ). The differences in the optimized total methane emissions for contiguous USA, Oceania, Southern Africa, Southeast Asia, and Europe were less than 3% between case S0 and S1. The optimized total methane emissions of contiguous USA slightly increased from 42.9 to 43.4 Tg CH 4 yr −1 by implementing the UNFCCC scale but were still lower than the estimation by Miller et al. [23] [65] . For boreal North America and China, the inverse model lowered the total methane emissions in both cases. The optimized total methane emissions for China decreased from 53.7 to 50.5 Tg CH 4 yr −1 , which is higher than the total methane emissions of China estimated as 38.6 Tg CH 4 yr −1 in 2007 by Zhang et al. [66] . Other inverse modeling studies have also inferred smaller emissions than the EDGAR estimate for China [14, 67] .
The anthropogenic methane emissions in the 14 regions are shown in Figure 4 . China is the biggest emitter, reporting a 16% lower value than the UNFCCC in 2012 than the estimation of the EDGAR inventory. Our inverse modeling results are more in line with the UNFCCC reports, which reduced the estimates from 48 (S0) to 44 (S1) Tg CH 4 yr −1 , which is very similar to the estimation by Peng et al. [15] with 44.9 Tg CH 4 yr −1 in 2010. In India, the inverse model optimized the UNFCCC emissions upwards by 25% reaching 25 Tg CH 4 yr −1 . This estimate is higher than that reported by Ganesan et al. [33] (22 Tg CH 4 yr −1 ). Europe reported lower anthropogenic emissions by about 10% with the UNFCCC value compared with the EDGAR estimation, but the optimized estimates were 24.5 and 23.9 Tg CH 4 yr −1 -6% and 8% higher than prior emissions for cases S0 and S1, respectively. The most distinct changes were found for Russia, where the prior anthropogenic methane emissions almost doubled from 17 to 33 Tg CH 4 yr −1 by implementing UNFCCC scales, and the posterior emissions also increased from 19.6 to 32 Tg CH 4 yr −1 . The inversion-optimized results suggest that reports to the UNFCCC by Russia may overestimate the emissions while EDGAR may underestimate them. To some extent, our estimates of the anthropogenic emissions are influenced by natural emissions, as local concentration increases can be attributed both to natural and anthropogenic sources. Better separation between these emission categories is achieved when source regions with dominant anthropogenic and natural emissions are geographically separated as they are in the USA, Western Europe, or China. The notable advantage of high-resolution simulations, which are useful for separating between emission categories, are their ability to reproduce high concentration methane plumes of anthropogenic origin significantly exceeding the signals of natural wetland emissions. Another factor contributing to separating the sources is the difference in seasonality of anthropogenic and wetland emissions (Section 3.3.1), e.g., low wetland emissions in extratropical winter.
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Spatial Patterns of the Flux Corrections
The anthropogenic posterior fluxes for 2010-2012 and the flux correction scales for cases with prior emissions of EDGAR (S0) and EDGAR scaled to UNFCCC reports (S1) are presented in Figure 5 . The optimized anthropogenic emissions are represented by the ratios of anthropogenic corrections (CORR an ) to multi-annual average EDGAR emissions defined in Equation (3):
The two optimized flux maps (2010-2012 average) for cases S0 and S1 are not distinguishable in Figure 5a ,c showing large emissions in Southeast Asia, while the scaling factor maps illustrate evident differences. Figure 5b depicts obvious anthropogenic emission increases in northern Europe, Russia, and boreal America, and a larger area of decrease in east China for case S0. The scaling factor of case S1 shown in Figure 5d illustrates a relatively smaller decrease in China compared with that shown for S0, and a slight decrease in Russia. Case S1 shows a larger increase in the scaling factor over India compared that shown for S0, which is likely to be caused by lower prior emissions in case S1. 
where is the wetland emission scaling factor. The prior natural emissions from the VISIT emission inventory are shown to be the same for both cases (S0 and S1). The scaling factors are used to illustrate the optimization of fluxes. Figure 6d shows a greater increase in the Amazon area and greater decreases in Siberia and boreal America for case S1 compared with those shown in Figure 6b a b d c The two optimized flux maps (2010-2012 average) for cases S0 and S1 are not distinguishable in Figure 5a ,c showing large emissions in Southeast Asia, while the scaling factor maps illustrate evident differences. Figure 5b depicts obvious anthropogenic emission increases in northern Europe, Russia, and boreal America, and a larger area of decrease in east China for case S0. The scaling factor of case S1 shown in Figure 5d illustrates a relatively smaller decrease in China compared with that shown for S0, and a slight decrease in Russia. Case S1 shows a larger increase in the scaling factor over India compared that shown for S0, which is likely to be caused by lower prior emissions in case S1.
The average natural posterior fluxes for the years 2010-2012 and the scaling factors are presented in Figure 6 . The optimized fluxes are represented by the ratios of wetland flux corrections (CORR w ) to the multi-annual mean VISIT prior emissions defined in Equation (4):
where scale w is the wetland emission scaling factor. The prior natural emissions from the VISIT emission inventory are shown to be the same for both cases (S0 and S1). The scaling factors are used to illustrate the optimization of fluxes. Figure 6d shows a greater increase in the Amazon area and greater decreases in Siberia and boreal America for case S1 compared with those shown in Figure 6b for case S0. It is shown that lower wetland emissions are required in Siberia with higher anthropogenic prior emissions for Russia in the S1 case.
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Modeled Concentrations Versus Observations
The inversion results were evaluated by comparing the modeled concentrations to observations of ground-based stations and GOSAT values shown in Table 2 . Three years of observation, from 2010 to 2012, were used in each simulation, and the model outputted the forward concentrations (simulated with prior fluxes) and optimized concentrations (simulated with posterior fluxes). The bias (model minus observation data mismatch) and the root-mean-square error (RMSE) were calculated for cases S0 and S1. The bias was defined as the average mismatch between the observations and model (model minus observations) throughout the observation period. The RMSE was an aggregated form of the residuals (the difference between observed values and simulated values). Improvement of model simulation for reproducing the observations was found when changing the prior emissions from case S0 to S1. Table 2 shows that the mean RMSE decreased from prior to posterior emissions in both cases, and the optimized RMSE for GOSAT data was lower for the S1 case. RMSE was improved by flux optimization by almost half for both ground-based and GOSAT data. Additionally, the mean RMSEs and bias decreased from S0 to S1 for ground-based data. 
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The time series of atmospheric methane concentrations at selected stations for case S1 is shown in Figure 7 , including the global background in the South-West Pacific (MLO: Mauna Loa), the regional European background (PAL: Pallas), a European mountain station in Switzerland (JFJ: Jungfraujoch), and a station influenced by anthropogenic emissions in Asia (RYO: Ryori). The optimized emissions induced better reproduction of the methane concentrations with lower RMSE values at each site. 
Conclusions
In this paper, we have presented a comparison of the methane bottom-up emission inventories with inversion estimates using the global 0.1° × 0.1° high-resolution model NIES-TM-FLEXPART-VAR. The use of high-resolution transport helps to reduce biases in transport and inversion caused by the broadening of the anthropogenic emission plumes due to crude model resolution and numerical diffusion. EDGAR v4.3.2 provided methane emission values until 2012, and some differences in country totals can be found compared to the national reports to the UNFCCC, e.g., an underestimation of emissions by EDGAR in Russia by 50% and an overestimation by 20-40% for China and India. High resolution global inversion was employed to evaluate the effect of improved prior information using national reports with more detailed statistical data and country-specific emission factors. The original EDGAR v4.3.2 and the UNFCCC-adjusted emissions were used as two sets of anthropogenic prior emissions (for cases S0 and S1 respectively) together with biomass burning (GFASv1.2), wetlands (VISIT), and other natural sources. With the prior anthropogenic emissions adjusted from EDGAR to the UNFCCC, the total methane emissions optimized by inversion increased from 36.2 to 46 Tg CH4 yr −1 (27%) for Russia and 12.8 to 14.3 Tg CH4 yr −1 (12%) for temperate South America, and they decreased from 44.8 to 32.5 Tg CH4 yr −1 (28%) for India and 54 to 51.3 Tg CH4 yr −1 (5%) for China. The inverse corrections of total methane emissions also varied by region-upward by ~18% (of the total) for tropical South America for both S0 and S1 cases, and downward by 22% and 15% for boreal North America, and 22% and 14% for China for both S0 and S1 cases, respectively. The most insignificant corrections occurred in central Eurasia and Japan (<2% for both cases). The ratios between the average flux (2010-2012) and the multi-annual average 
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The use of high-resolution transport helps to reduce biases in transport and inversion caused by the broadening of the anthropogenic emission plumes due to crude model resolution and numerical diffusion. EDGAR v4.3.2 provided methane emission values until 2012, and some differences in country totals can be found compared to the national reports to the UNFCCC, e.g., an underestimation of emissions by EDGAR in Russia by 50% and an overestimation by 20-40% for China and India. High resolution global inversion was employed to evaluate the effect of improved prior information using national reports with more detailed statistical data and country-specific emission factors. The original EDGAR v4.3.2 and the UNFCCC-adjusted emissions were used as two sets of anthropogenic prior emissions (for cases S0 and S1 respectively) together with biomass burning (GFASv1.2), wetlands (VISIT), and other natural sources. With the prior anthropogenic emissions adjusted from EDGAR to the UNFCCC, the total methane emissions optimized by inversion increased from 36.2 to 46 Tg CH 4 yr −1 (27%) for Russia and 12.8 to 14.3 Tg CH 4 yr −1 (12%) for temperate South America, and they decreased from 44.8 to 32.5 Tg CH 4 yr −1 (28%) for India and 54 to 51.3 Tg CH 4 yr −1 (5%) for China. The inverse corrections of total methane emissions also varied by region-upward by~18% (of the total) for tropical South America for both S0 and S1 cases, and downward by 22% and 15% for boreal North America, and 22% and 14% for China for both S0 and S1 cases, respectively. The most insignificant corrections occurred in central Eurasia and Japan (<2% for both cases). The ratios between the average flux (2010-2012) and the multi-annual average EDGAR and VISIT fluxes were also analyzed. Case S0 showed an apparent increase in anthropogenic emissions in central Europe, Russia, and contiguous USA, and a larger area of decrease in east China compared with case S1. The natural emissions shown for case S1 showed a greater increase in the Amazon area and decreases in Siberia and boreal North America compared to those shown for case S0. The inversions were also evaluated by the comparison between modeled concentrations and observations. The advantage of using the national reports to scale EDGAR emissions was supported by achieving a better fit for both the forward and optimized model simulations to the observations with our model setup. The country scale top-down emissions should be further evaluated and advanced to provide support for the improvement of the national reports to UNFCCC. 
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