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On the metric theory of inhomogeneous Diophantine
approximation: An Erdo˝s-Vaaler type result
Han Yu
∗
Abstract
In 1958, Szu¨sz proved an inhomogeneous version of Khintchine’s theorem on Diophantine
approximation. Szu¨sz’s theorem states that for any non-increasing approximation function ψ :
N→ (0, 1/2) with
∑
q
ψ(q) =∞ and any number γ, the following set
W (ψ, γ) = {x ∈ [0, 1] : |qx− p− γ| < ψ(q) for infinitely many q, p ∈ N}
has full Lebesgue measure. Since then, there are very few results in relaxing the monotonicity
condition. In this paper, we show that the monotonicity condition can be replaced by the upper
bound condition ψ(q) = O((q(log log q)2)−1). Following our method, we also provide a new proof
of Szu¨sz’s theorem.
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1 Introduction
1.1 Background
In this paper, we study inhomogeneous metric Diophantine approximation. Let γ ∈ R and ψ : N→
R+ be a function (approximation function). We are interested in the following set:
W (ψ, γ) = {x ∈ [0, 1] : ‖qx− γ‖ < ψ(q) for infinitely many q ∈ N}.
In the case when γ = 0, the study of W (ψ, 0) is refereed to as classical (or homogeneous) Dio-
phantine approximation. Now, we have a complete understanding of the Lebesgue measure of
W (ψ, 0).
Previous results for homogeneous metric Diophantine approximation. 1 The set W (ψ, 0)
has full Lebesgue measure if:
• Khintchine’s theorem [11]: ψ is non-increasing and
∑
q ψ(q) =∞.
∗Supported by the European Research Council (ERC) under the European Unions Horizon 2020 research and
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1This list of results is by no means complete.
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• Duffin-Schaeffer’s theorem [7]:
∑
q ψ(q) =∞ and
lim sup
Q→∞
∑
q6Q ψ(q)φ(q)/q∑
q6Q ψ(q)
> 0,
where φ(.) is the Euler Phi function.
• Erdo˝s-Vaaler’s theorem [16]:
∑
q ψ(q)φ(q)/q =∞ and ψ(q) = O(q
−1).
• Extra divergence [3], [1]:
∑
q
ψ(q)φ(q)
q logC q
=∞ for a number C > 0.
• Final result [12]:
∑
q ψ(q)φ(q)/q = ∞. This result settled the challenging Duffin-Schaeffer
conjecture posed in [7]. This result also has an easy-to-prove convergence part: if∑
q ψ(q)φ(q)/q < ∞ then for Lebesgue almost all x ∈ [0, 1] there are at most finitely many
coprime pairs (p, q) such that |x− p/q| < ψ(q).
If γ 6= 0, the study of W (ψ, γ) is refereed to as inhomogeneous metric Diophantine approxi-
mation. Despite of the above beautiful result for the classical case, much less is known for the
inhomogeneous case. We list some of them here.
Previous results for inhomogeneous metric Diophantine approximation. 2
• Szu¨sz’s theorem: If ψ is non-increasing and
∑
q ψ(q) = ∞ then W (ψ, γ) has full Lebesgue
measure for all real number γ.
• Ramı´rez’s examples: Without the monotonicity of the approximation function ψ, the condition∑
q ψ(q) =∞ alone cannot ensure W (ψ, γ) to have positive Lebesgue measure.
• Extra divergence [17]: For each ǫ > 0, if
∑
q q
−ǫψ(q) = ∞, then for all number γ, W (ψ, γ)
has full Lebesgue measure.
One motivation of studying inhomogeneous Diophantine approximation is to understand mul-
tiplicative Diophantine approximation. Let ψ be an approximation function and let γ1, γ2 be real
numbers. We consider the set
W (ψ, γ1, γ2) = {(x, y) ∈ [0, 1]
2 : ‖qx− γ1‖‖qy − γ2‖ < ψ(q) infinitely often}.
A famous conjecture of Littlewood states that for an arbitrary ǫ > 0, consider the approximation
function ψ(q) = ǫ/q, the set W (ψ, 0, 0) contains all pairs of irrational numbers (x, y) ∈ [0, 1]2. On
the metric aspect, what is interesting is to find sufficient conditions on numbers γ1, β, γ2 such that
W (ψ, γ1, γ2) ∩ {y = β} has full Lebesgue measure. For convenience, we consider the following set,
W (ψ, β, γ1, γ2) = {x ∈ [0, 1] : ‖qx− γ1‖‖qβ − γ2‖ < ψ(q) infinitely often}.
Recently, there have been many significant progresses in understanding the Lebesgue measure of
W (ψ, β, 0, γ2).
2This list is not complete.
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Theorem 1.1 ([4],[12],[5]). Let ψ be a monotonic approximation function. If
∑
q ψ(q) log q = ∞,
then for each irrational non-Liouville number β, real number γ2, the set W (ψ, β, 0, γ2) has full
Lebesgue measure.
In [4] it was proved that the above result follows from the Duffin-Schaeffer conjecture which
was later proved in [12]. However before the appearance of [12], Chow [5] proved the above result
without relying on the Duffin-Schaeffer conjecture.
1.2 Results in this paper
We will focus on relaxing the monotonicity condition in Szu¨sz’s theorem. By the results in [14],
the monotonicity condition cannot be dropped without introducing other conditions. The ultimate
goal in this direction is of course to find a necessary and sufficient condition on ψ, γ for W (ψ, γ)
to have full Lebesgue measure as in the Duffin-Schaeffer conjecture. This is currently beyond our
reach. At this stage, we pose the following question which could be challenging.3
Question 1.2. Prove or disprove: Let ψ be an approximation function and
∑
q ψ(q)φ(q)/q = ∞.
Then for each real number γ, the Lebesgue measure of W (ψ, γ) is one.
Towards this direction, we will provide the following Erdo˝s-Vaaler type result for inhomogeneous
Diophantine approximation.
Theorem 1.3 (Main theorem). Let ψ(q) = O((q log log2 q)−1) and
∑
q ψ(q) = ∞. Then for each
non-Liouville and irrational number γ, the Lebesgue measure of W (ψ, γ) is one.
An application of Theorem 1.3 yields the following.
Corollary 1.4. Let γ1 be irrational numbers which are not Liouville. Let γ2 be a real number and
β be an irrational number. Suppose that ψ(q) = O((q log q(log log q)2)−1) and
∑
q:‖qβ−γ2‖>(log q)−1
ψ(q)
‖qβ − γ2‖
=∞. (D)
Then the set W (ψ, β, γ1, γ2) has Lebesgue measure is one.
The divergence condition (D) is sometimes not easy to check as it also depends on the choice of
β and γ2. In order to be sure that this condition is possible to be satisfied, we provide an example
in Section 4. In fact for β, γ1 being not Liouville, it is possible the check |W (ψ, β, γ1, γ2)| = 1 for
monotonic ψ with
∑
q ψ(q) log log q = ∞. We do not prove this result here as we wish to prove a
stronger result in a forthcoming project.
Several remarks are in order.
Remark 1.5. We need ψ(q) = O((q log log2 q)−1) which is a stronger condition than the Erdo˝s-
Vaaler condition that ψ(q) = O(1/q). We do believe that ψ(q) = O(q−1) would be sufficient in
Theorem 1.3.
3The work in [12] certainly also sheds some lights on the inhomogeneous problem but does not make it any less
challenging.
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Remark 1.6. The requirement that γ needs to be non-Liouville comes from the method we will
be using. In fact, we need this condition for making Estimate (III) in the proof of Lemma 4.2
valid. It is possible to pose weaker condition on γ in terms of its Diophantine property. We cannot
completely remove this condition but we do believe that it can be removed.
From here, one might be wondering what is the strength of the above result compared with
Szu¨sz’s theorem. Apart from the requirement that γ needs to be not Liouville, it is not clear
whether the above result is stronger or not. In this paper, we will use the method for proving
Theorem 1.3 to revisit Szu¨sz’s theorem (under the condition that γ is not Liouville).
Theorem 1.7 (Revisited Szu¨sz’s theorem). Let ψ(q) be a nonincreasing approximation function
with
∑
q ψ(q) =∞. Then for each non-Liouville and irrational number γ, W (ψ, γ) = 1.
Finally for completeness, we also add the following higher dimensional analogies of Szu¨sz’s
theorem without monotonicity requirement. The results are very likely to be known. We will
provide a simple proof at the very end of this paper.
Theorem 1.8. Let k > 1 be an integer. Let γ1, . . . , γk be real numbers. Let ψ be an approximation
function. Let ǫ > 0 be a small number. We require that

∑
q(ψ(q))
k =∞ k > 3,∑
q(ψ(q)φ(q)/q)
2 =∞ k = 2∑
q ψ(q)/d(q)
1+ǫ =∞ k = 1
Then, the set of points in [0, 1]k with infinitely many integers q with
max
i=1,...,k
{‖qxi − γi‖} 6 ψ(q)
has Lebesgue measure one.
Remark 1.9. For k = 2, we need a slightly stronger divergence condition. This condition has
nothing to do with the Duffin-Schaeffer conjecture although it appears to be closely related. For
k = 1, the divergence condition here is much stronger than
∑
q ψ(q) =∞. The proof of this theorem
is much simpler than the theorems in above. The simple method already provides quite satisfactory
results for k > 2. This is not a surprise. For the homogeneous case, we already know Gallagher’s
result [9] for higher dimensional Khintchine’s theorem without monotonicity and Pollington and
Vaughan’s result [13] for higher dimensional Duffin-Schaeffer conjecture. Pollington and Vaughan’s
proof in [13] is much less involved than the proof in [12] for the one dimensional Duffin-Schaeffer
conjecture.
2 Notation
• Aψ,γq : Let ψ be an approximation function and γ be a real number. For each integer q > 1,
we use Aψ,γq to denote the set
Aψ,γq = {x ∈ [0, 1] : ‖qx− γ‖ < ψ(q)}.
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We can assume that ψ(q) < 1/2 for all q > 1. In fact, if there are infinitely many q with
ψ(q) > 1/2, then W (ψ, γ) would be the whole unit interval. If γ, ψ are clear from the
context, we will write Aq instead of A
ψ,γ
q .
• χA: The indicator function of a set A.
• B(x, r): Metric ball centred at x with radius r, where r > 0 and x belongs to a metric space.
• ∆ψ(q, q
′): The value qψ(q′) + q′ψ(q), where ψ is a given approximation function and q, q′ are
positive integers. When ψ is clear from the context, we write it as ∆(q, q′).
• ‖x‖: The distance of a real number x to the set of integers.
• {x}: The unique number in (−1/2, 1/2] with {x} − x being an integer.
• log: Base 2 logarithmic function.
• IM : The collection of intervals I ⊂ [0, 1] of length 1/M and with endpoints in M
−1N, where
M > 1 is an integer.
• |A|: The Lebesgue measure of A ⊂ R where A is a Lebesgue measurable set.
• Natural densities: Let A ⊂ N. The upper natural density of A is
lim sup
q→∞
#A ∩ [1, q]
q
.
The lower natural density of A is
lim inf
q→∞
#A ∩ [1, q]
q
.
• Asymptotic symbols: For two functions f, g : N → (0,∞) we use f = O(g) to mean that
there is a constant C > 0 with
f(q) 6 Cg(q)
for all q > 1. We use f = o(g) to mean that
lim
q→∞
f(q)
g(q)
= 0.
For convenience, we also use O(g), o(g) to denote an auxillary function f with the property
that f = O(g), o(g) respectively. The precise form of the function f changes across the
contexts and it can be always explicitly written down.
3 Preliminary
There are several standard results that will be needed in the proofs of the main results. The first
one is the Borel-Cantelli lemma. The following result can be found in [2, Proposition 2].
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Lemma 3.1 (Borel-Cantelli). Let (Ω,A,m) be a probability space and let E1, E2, . . . ∈ A be a
sequence of events in Ω such that
∑∞
n=1m(En) =∞. Then
m(lim sup
n→∞
En) > lim sup
Q→∞
(∑Q
s=1m(Es)
)2
∑Q
s,t=1m(Es ∩ Et)
.
If
∑∞
n=1m(En) <∞ then m(lim supn→∞En) = 0.
Remark 3.2. The condition that
∑∞
n=1m(En) = ∞ is very essential in the statement. Suppose
that {En}n>1 is a sequence of pairwise independent events and
∑
nm(En) < ∞. Then we know
that m(lim supn→∞En) = 0. However, we nonetheless have
lim sup
Q→∞
(∑Q
s=1m(Es)
)2
∑Q
s,t=1m(Es ∩Et)
= lim sup
Q→∞
(∑Q
s=1m(Es)
)2
(∑Q
s=1m(Es)
)2
+
∑Q
s=1(m(Es)−m
2(Es))
> lim sup
Q→∞
(∑Q
s=1m(Es)
)2
(∑Q
s=1m(Es)
)2
+
∑Q
s=1m(Es)
= lim sup
Q→∞
1
1 + 1∑Q
s=1m(Es)
> 0.
In general, we have the following estimate from [6].
Lemma 3.3 (Chung–Erdo˝s Inequality). Let N > 1 be an integer. Let (Ω,A,m) be a probability
space and let {En}16n6N ⊂ A be an arbitrary sequence of m-measurable sets in Ω. Then, if
m
(⋃N
n=1En
)
> 0, we have
m
(
N⋃
n=1
En
)
>
(∑N
s=1m(Es)
)2
∑N
s,t=1m(Es ∩ Et)
.
We also need the following result in discrepancy theory. See [8, Section 1.4] for more details.
Lemma 3.4. For each irrational number α, there is a decreasig functoin Dα : N→ (0, 1) such that
for all interval I ⊂ (−1/2, 1/2) we have∣∣∣∣#{1 6 q 6 Q : {qα} ∈ I}Q − |I|
∣∣∣∣ = Dα(Q).
For each irrational number α, we have Dα(Q) = o(1). When α is Badly approximable, we
have Dα(Q) = O(logQ/Q). If α ∈ R \ Q is not Liouville, then there is a number β ∈ (0, 1) with
Dα(Q) = O(Q
β−1). Those bounds are special cases of [8, Theorem 1.80].
The next result is a standard homework question, however, we have not found a proper reference
and we provide a proof.
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Lemma 3.5. Let {aq, q > 1} be a non-increasing sequence of positive numbers with∑
q>1
aq =∞.
Let A ⊂ N be a set with positive lower natural density. Then∑
q∈A
aq =∞.
Proof. Since A has positive lower density, we see that there are positive numbers ǫ,M > 0 such
that
#A ∩ [1, Q] > ǫQ
for all Q > M. Without loss generality, we can assume that ǫ = k−1 for an integer k > 1. This
implies that
#A ∩ [1, kQ] > Q
for each Q > [M/k] + 1 = Q0. Let Q > Q0. We consider∑
q6kQ,q∈A
aq.
There are at least Q0 many elements in A which are smaller than kQ0 + 1, the contribution of the
first Q0 of those numbers to the sum is at least
Q0akQ0.
There are at least Q0+1 many elements in A smaller than k(Q0+1)+1. Therefore, the contribution
of the first Q0+1 elements is at least (remember that the first Q0 elements are smaller than kQ0+1)
Q0akQ0 + ak(Q0+1).
Iterate the above argument we see that∑
q6kQ,q∈A
aq > Q0akQ0 + ak(Q0+1) + ak(Q0+2) + · · ·+ akQ
>
1
k
kQ∑
q=kQ0
aq.
This implies that ∑
q∈A
aq =∞.
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4 Proof of Theorem 1.3
Let ψ be an approximation function and γ be a real number. In order to use Lemma 3.1, we need
to estimate the size of intersections Aq ∩Aq′ .
Lemma 4.1. Let H > 2 be an integer. Let ψ be an approximation function and γ be an irrational
number. For integers 1 6 q′ < q such that ∆(q′, q) < H gcd(q, q′) we have the following estimate
|Aq ∩Aq′ | 6 2(2H + 1)min{ψ(q)/q, ψ(q
′)/q′} gcd(q, q′)χB(0,∆(q,q′)/ gcd(q,q′))({γ(q
′ − q)/ gcd(q, q′)}).
Otherwise if ∆(q, q′) > H gcd(q, q′), we have
|Aq ∩Aq′ | 6 4ψ(q)ψ(q
′)
(
1 +
C0
2H
)
,
where C0 > 1 is an absolute constant.
Proof. First, we want to count the number of integer solutions (n, n′) to the following inequality:∣∣∣∣nq − γq − n
′
q′
+
γ
q′
∣∣∣∣ 6 ψ(q)q + ψ(q
′)
q′
with the restriction that
γ + n
q
∈ [0, 1],
γ + n′
q′
∈ [0, 1].
We multiply qq′/ gcd(q, q′) to the above inequality and obtain
|nq′/ gcd(q, q′)− n′q/ gcd(q, q′)− γ(q′ − q)/ gcd(q, q′)| 6 ∆(q, q′)/ gcd(q, q′).
Let s = q/ gcd(q, q′), s′ = q′/ gcd(q, q′). We see that gcd(s, s′) = 1. We have {γ(q′− q)/ gcd(q, q′)} ∈
(−1/2, 1/2). Suppose that ∆(q′, q)/ gcd(q, q′) < H. Then there are at most 2H +1 possible integer
values for ns′ − n′s. The solutions exist only when4
{γ(q′ − q)/ gcd(q, q′)} ∈ B(0,∆(q′, q)/ gcd(q, q′)).
There are gcd(q, q′) many pairs n, n′ with ns′ − n′s taking each of the above values. Therefore we
see that Aq ∩Aq′ is contained in the union of at most (2H + 1) gcd(q, q
′) many intervals of length
2min{ψ(q)/q, ψ(q′)/q′}. Thus we have
|Aq ∩Aq′ | 6 2(2H + 1)min{ψ(q)/q, ψ(q
′)/q′} gcd(q, q′)χB(0,∆(q,q′)/ gcd(q,q′))({γ(q
′ − q)/ gcd(q, q′)}).
Suppose that ∆(q′, q)/ gcd(q, q′) > H. In this case, we use the Formula (3.2.5) in [10] which says
that
||Aq ∩Aq′ | − 4ψ(q)ψ(q
′)| 6 C0 gcd(q, q
′)min{ψ(q)/q, ψ(q′)/q′}.
Here the constant C0 > 1 is absolute. From here we see that
|Aq ∩Aq′ | 6 4ψ(q)ψ(q
′)
(
1 +
C0
H
∆(q, q′)min{ψ(q)/q, ψ(q′)/q′}
1
4ψ(q)ψ(q′)
)
.
4If ∆(q′, q)/ gcd(q, q′) > 1, then the above holds trivially. Thus, this condition is only effective when ∆(q′, q) is
much smaller compare to gcd(q, q′).
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Notice that
∆(q, q′) 6 2qq′max{ψ(q)/q, ψ(q′)/q′}.
Therefore we have
∆(q, q′)min{ψ(q)/q, ψ(q′)/q′} 6 2ψ(q)ψ(q′).
Thus, we see that
|Aq ∩Aq′ | 6 4ψ(q)ψ(q
′)
(
1 +
C0
2H
)
.
This proves the result.
From the above result we see that for each q > 1 we have∑
16q′<q
|Aq ∩Aq′ |
6 2(2H + 1)
∑
q′:∆(q,q′)<H gcd(q,q′)
ψ(q)
q
gcd(q′, q)χB(0,∆(q,q′)/ gcd(q,q′))({γ(q
′ − q)/ gcd(q, q′)})
+ 4(1 + C0/(2H))
∑
16q′6q
ψ(q)ψ(q′).
We now want to estimate the first sum on the RHS in above.
Lemma 4.2. Under the hypothesis of Lemma 4.1, suppose further that γ is not Liouville and
ψ(q) 6 Cq−1(log log q)−2 for a number C > 0. Then there are constants C ′, C ′′ > 0 such that for
all q > 16,
∑
16q′<q
ψ(q)
q
gcd(q′, q)χB(0,∆(q,q′)/ gcd(q,q′))({γ(q
′−q)/ gcd(q, q′)}) 6 C ′
ψ(q)
(log log q)2
∑
r|q
log r
r
+C ′′ψ(q).
Remark 4.3. The (log log q)−2 factor on the RHS comes from the upper bound condition on ψ.
Actually, exactly the same arguments would show that if ψ(q) = O(q−1) then we have
∑
16q′<q
ψ(q)
q
gcd(q′, q)χB(0,∆(q,q′)/ gcd(q,q′))({γ(q
′ − q)/ gcd(q, q′)}) = O

ψ(q)∑
r|q
log r
r
+ ψ(q)

 .
The extra (log log q)−2 factor will be important later in the proof of Theorem 1.3.
Proof. We can simply assume that ψ(q) 6 (q(log log q)2)−1 for all q > 3 (where log log q is positive)
and ψ(q) = 0 for q = 1, 2. The multiplicative constant C in the statement will not affect arguments
in this proof at all.
First, we observe that the sum on the LHS can be rewritten as
A =
ψ(q)
q
∑
r|q
r
∑
q′:gcd(q′,q)=r
χB(0,∆(q,q′)/r)({γ(q
′ − q)/r}).
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For each integer k > 0 we use Dk,r to denote the set
Dk,r = {1 6 q
′ < q : gcd(q′, q) = r, q′/q ∈ [2−k−1, 2−k)}.
Then we see that
A =
ψ(q)
q
∑
r|q
r
∑
k>0
∑
q′∈Dk,r
χB(0,∆(q,q′)/r)({γ(q
′ − q)/r}).
The infinite sum over the index k is actually a finite sum since for large k the set Dk,r would be
empty. Furthermore, we have the following trivial bound
∑
16q′<q1/2
ψ(q)
q
gcd(q′, q)χB(0,∆(q,q′)/ gcd(q,q′))({γ(q
′ − q)/ gcd(q, q′)}) 6
ψ(q)
q
∑
16q′6q1/2
gcd(q′, q)
=
ψ(q)
q
∑
r|q
r
∑
q′:r|q′,16q′6q1/2
1 6
ψ(q)
q
∑
r|q
r
q1/2
r
= ψ(q)d(q)q−1/2 = ψ(q)o(1). (I)
Thus we only need to consider k such that 2k 6 q1/2 since otherwise q′ 6 q/2k 6 q1/2 and its
contribution to the sum is included in Estimate (I). Now we split the sum on k into two parts
k60.5 log q∑
k>0
=
k60.5 log q∑
k62 log r
+
k60.5 log q∑
k>2 log r
.
It can happen that the second sum in above is 0. In general, we bound the second term from above
as follows
ψ(q)
q
∑
r|q
r
∑
k>2 log r
∑
q′∈Dk,r
χB(0,∆(q,q′)/r)({γ(q
′ − q)/r})
6
ψ(q)
q
∑
r|q
r
∑
q′:r|q′,16q′6q/r2
1 6
ψ(q)
q
∑
r|q
r
q
r3
6 ζ(2)ψ(q). (II)
In what follows, we always have k 6 0.5 log q and we do not explicitly write it down. We now
estimate the
∑
k62 log r term.
First we have for q′ ∈ Dk,r
∆(q′, q) 6 2
2k+1
log log2(q/2k+1)
.
Therefore, we see that∑
q′∈Dk,r
χB(0,∆(q,q′)/r)({γ(q
′ − q)/r}) 6
∑
q′∈Dk,r
χB(0,2k+2/(r log log2(q/2k+1)))({γ(q
′ − q)/r}).
Observe that
Dk,r ⊂ {q
′ : r|q′, q′/q ∈ [2−k−1, 2−k)} = {rs : s > 1, rs/q ∈ [2−k−1, 2−k)}.
We need to count the number Sk,r of s > 1, rs/q ∈ [2
−k−1, 2−k) such that {γ(s−qr−1)} is contained
in
Ik,r = B(0, 2
k+2/(r log log2(q/2k+1))).
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We remark that the requirement that
q
2k+1r
6 s <
q
2kr
could lead to null choice of s. We treat the case when q/(2kr) > 1. Otherwise, there is nothing to
consider. In this case, we see that there are at most 1 + q/(2k+1r) 6 3q/(2k+1r) many integers s
in the above range. Now we use Lemma 3.4. As γ is not Liouville, there is a number β ∈ (0, 1)
and a constant Cβ > 1 such that for any set N of n > 2 consecutive integers and any interval
I ⊂ [−1/2, 1/2],
|#{m ∈ N : {γm} ∈ I} − |I|n| 6 Cβn
β.
Thus if |Ik,r| > (2
−k−1q/r)β−1 we see that
Sk,r 6 3(Cβ + 1)
q
2k+1r
2k+2/(r log log2(q/2k+1)) = 6(Cβ + 1)
q
r2 log log2(q/2k+1)
. (E)
Otherwise, we have
Sk,r 6 (Cβ + 3)
( q
2k+1r
)β
.
Now we want to estimate the total contribution of Sk,r when |Ik,r| < (2
−k−1q/r)β−1 and q/(2kr) > 1.
Denote the set of pairs k, r satisfying these two conditions as Bq. Again, because γ is not Liouville,
there is a number α > 1 such that if |Ik,r| 6 (q/r)
−α then Sk,r = 0. To see this, observe that as s
ranging over {1, . . . , q/r − 1}, the value of {γ(s − q/r)} ranges over {γ}, . . . , {γ(q/r − 1)}. As γ is
not Liouville, we see that ‖nγ‖ > n−α for a number α > 1 and all n > 2. Therefore, we can also
pose the condition that
|Ik,r| > (q/r)
−α.
This condition implies that
r < qα/(1+α)2(k+2)/(1+α). (*)
Here the number α > 1 can be chosen to be arbitrarily large. In fact, as long as 2k+2 < q, (∗) with
a certain α > 1 implies (∗) with a larger value of α. To see this, notice that for α′ > α > 1,
qα/(1+α)2(k+2)/(1+α)
qα
′/(1+α′)2(k+2)/(1+α
′)
=
2(k+2)((1+α)
−1−(1+α′)−1)
qα
′/(1+α′)−α/(1+α)
.
As we have
α′
1 + α′
−
α
1 + α
= 1−
1
1 + α′
− 1−
1
1 + α
=
1
1 + α
−
1
1 + α′
,
together with 2k+2 < q we see that
qα/(1+α)2(k+2)/(1+α)
qα′/(1+α′)2(k+2)/(1+α′)
< 1.
As we have 2k 6 q1/2, we see that as long as q > 16 we have 2k+2 < q. Now we have the following
estimate,
∑
r|q,k62 log r,(k,r)∈Bq
r
∑
q′∈Dk,r
χB(0,∆(q,q′)/r)({γ(q
′ − q)/r}) 6
∑
r|q,k>0,(k,r)∈Bq
(Cβ + 3)r
( q
2k+1r
)β
.
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Observe that
ψ(q)
q
∑
r|q,k>0,(k,r)∈Bq,(∗)
r
( q
2k+1r
)β
6
ψ(q)
q
∑
r|q,k>0,(k,r)∈Bq,(∗)
q
α
1+α
(1−β)+β 1
2(k+1)β
2(k+2)
1−β
1+α .
We choose α to be large enough such that β > 1−β1+α . On the other hand, the exponent of q is smaller
than 1. With such choices of the parameters, we see that there are constants C ′β, ǫβ > 0 such that
ψ(q)
q
∑
r|q,k>0,(k,r)∈Bq,(∗)
r
( q
2k+1r
)β
6 C ′β
ψ(q)
qǫβ
d(q).
Since we have d(n) = o(nǫβ). We see that there is a constant C ′′β such that
C ′β
ψ(q)
qǫβ
d(q) 6 C ′′βψ(q). (III)
Therefore the total contribution of Sk,r when |Ik,r| < (2
−k−1q/r)β−1 and q/(2k+1r) > 1 is at most
constant times ψ(q).
Now we estimate the total contribution of Sk,r when |Ik,r| > (2
−k−1q/r)β−1 and q/(2k+1r) > 1.
We use Cq to denote the set of pairs (k, r) with these conditions. We use the estimate (E) for such
a pair (k, r). Thus we see that
ψ(q)
q
∑
r|q
r
∑
(k,r)∈Cq
∑
q′∈Dk,r
χB(0,2k+2/(r log log2(q/2k+1)))({γ(q
′ − q)/r})
6
ψ(q)
q
∑
r|q
r
∑
(k,r)∈Cq
6(Cβ + 1)
q
r2 log log2(q/2k+1)
6 6(Cβ + 1)ψ(q)
∑
r|q
1
r
∑
k62 log r
1
log log2(q/2k+1)
As we also have 2k 6 q1/2, we see that there is a number C ′′′ > 0 such that
log log2(q/2k+1) > log log2(q1/2/2) > C ′′′ log log2 q.
From here we see that
6(Cβ + 1)ψ(q)
∑
r|q
1
r
∑
k62 log r
1
log log(q/2k+1)
6 12(Cβ + 1)C
′′′−1ψ(q)
1
log log2 q
∑
r|q
log r
r
. (IV)
Collecting the estimates (I), (II), (III),(IV) and reindexing the constants, we see that for two
suitable constants C ′, C ′′ > 0,
ψ(q)
q
∑
r|q
r
∑
q′:gcd(q′,q)=r
χB(0,∆(q,q′)/r)({γ(q
′ − q)/r}) 6 C ′ψ(q)
1
log log2 q
∑
r|q
log r
r
+ C ′′ψ(q).
This finishes the proof.
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Proof of Theorem 1.3. Define the arithmetic function F by
F (q) =
∑
r|q
log r
r
.
Let Q be a large integer and let KQ be a positive integer whose value depends on Q. We see that
Q∑
q=1
FKQ(q) =
Q∑
q=1
∑
r1,r2,...,rKQ |q
KQ∏
i=1
log ri
ri
=
∑
r1,r2,...,rKQ6Q
KQ∏
i=1
log ri
ri
∑
q:[r1,...,rKQ ]|q
1
6
∑
r1,r2,...,rKQ6Q
KQ∏
i=1
log ri
ri
Q
[r1, . . . , rKQ ]
.
As [r1, . . . , rKQ ] > (r1r2 . . . rKQ)
1/KQ , we have
Q∑
q=1
FKQ(q) 6

 ∑
16r6Q
log r
r1+K
−1
Q


KQ
.
Observe that there is a constant C with
∑
16r6Q
log r
r1+K
−1
Q
6
∑
r>1
log r
r1+K
−1
Q
= −ζ ′(1 +K−1Q ) 6 CK
2
Q.
Thus we see that
Q∑
q=1
FKQ(q) 6 Q(CK2Q)
KQ .
Then we see that
#{q 6 Q : F (q) > 2CK2Q} 6 Q
1
2KQ
.
We choose KQ = 2 log logQ and this makes
#{q 6 Q : F (q) > 4C log log2Q} 6
Q
log2Q
.
Since ψ(q) = O(q−1(log log q)−2) we see that there is a constant C ′ > 0 such that
∑
q:F (q)>4C log log2 q
ψ(q) =
∑
k>1
∑
q:F (q)>4C log log2 q,2k−16q62k
ψ(q) 6 C ′
∑
k>1
2k
2k−1
1
k2
<∞.
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Thus, we can assume that ψ is supported on where F (q) < 4C log log2 q. From here and Lemmas
4.1, 4.2, we see that
∑
16q′<q
|Aq ∩Aq′ | 6 4
(
1 +
C0
2H
) ∑
16q′6q
ψ(q)ψ(q′) +C ′′ψ(q) +C ′ψ(q)
F (q)
log log2 q
6 4
(
1 +
C0
2H
) ∑
16q′6q
ψ(q)ψ(q′) +C ′′ψ(q) + 4C ′Cψ(q).
From above and the assumption
∑
q ψ(q) =∞ we see that
(
∑
q6Q |Aq|)
2∑
q,q′6Q |Aq ∩Aq′ |
>
(
∑Q
q=1 2ψ(q))
2
4
(
1 + C02H
)
(
∑Q
q=1 ψ(q))
2 +O(
∑Q
q=1 ψ(q))
>
1
1 + C02H + o(1)
.
By Lemma 3.1, we see that |W (ψ, γ)| = | lim supq→∞Aq| > (1 +C0/(2H))
−1. As H can be chosen
to be arbitrarily large, we see that
|W (ψ, γ)| = 1.
Revisiting Szu¨sz’s theorem. As ψ is non-increasing, if for an integer q > 100 we have ψ(q) > 1/q,
then we have
ψ(q′) >
1
2q′
for all q′ ∈ [q/2, q]. In this case, our strategy is to shrink ψ(q′) to 1/(2q′) for q′ ∈ [q/2, q]. More
precisely, we find q1 the first integer > 100 with ψ(q1) > 1/q1. Then we shrink ψ at [q1/2, q1]. Next,
we find q2, the first integer > q1 with ψ(q2) > 1/q2. We then shrink ψ at [max{q1+1, q2/2}, q2]. In
the end, we obtain a new approximation function ψ′ 6 ψ such that ψ′(q) = O(1/q).
Suppose that the above shrinking procedure was performed infinitely many times. In particular,
we can find numbers s1 < s2 < . . . with 2si < si+1 and ψ(si) > 1/si for i > 1. Then the modified
approximation function ψ′ satisfies
ψ′(q′) >
1
2si
for q′ ∈ [si/2, si]. Thus
∑
q′∈[si/2,si]
ψ′(q′) > 1/4. From here we see that
∑
q
ψ′(q) =∞.
Now we want to sieve out the support of ψ′ further. Recall the function F used before in the
proof of Theorem 1.3,
F (q) =
∑
r|q
log r
r
.
We have for a constant C > 0 that
#{q 6 Q : F (q) > 2CK2Q} 6 Q
1
2KQ
14
holds for each Q > 100 and KQ > 100. Now we simply choose KQ to be a fixed large number K
and we restrict ψ to
GK = {q 6 Q : F (q) 6 2CK
2}.
This set has natural lower density at least 1 − 1/2K . Moreover, for each integer q > 100, the set
GcK ∩ [q/2, q] contains at most q/cK elements, where cK > 1 and it can be made to be arbitrarily
large by choosing K to be sufficiently large. We can restrict ψ′ on GK and we denote this new
approximation function as ψ′K . Observe that F (q) is bounded for q ∈ GK . Instead of Lemma 4.2,
we can use Remark 4.3 in the proof of Theorem 1.3. We now consider W (ψ′K , γ). Following the
arguments in the proofs of Theorem 1.3, we see that
|W (ψ, γ)| = 1.
Now, we need to deal with the case when the shrinking procedure in above cannot be performed
infinitely often. This implies that ψ(q) < 1/q except for at most finitely many values of q. Thus
in this case, we have ψ(q) = O(1/q). Again, we choose K such that GK has positive lower density.
This can be done by choosing K to be sufficiently large. As ψ is non-increasing, we see that∑
q∈GK
ψ(q) =∞.
Consider the restricted approximation function ψK . As in above we see that |W (ψ, γ)| = 1. From
here the proof is finished.
As a direct consequence of Theorem 1.3, we now illustrate the following.
Proof of Corollary 1.4. Consider the following set
B = {q ∈ N : ‖qβ − γ2‖ > (log q)
−1}.
Then on this set B, we have
ψ′(q) =
ψ(q)
‖qβ − γ2‖
= O((q(log log q)2)−1).
We extend ψ′ by setting ψ′(q) = 0 whenever q /∈ B. Then we have
W (ψ′, γ1) ⊂W (ψ, β, γ1, γ2).
Since we have ∑
q∈B
ψ′(q) =∞,
we can use Theorem 1.3 to conclude the result.
We now provide examples such that the condition (D) in the statement of Theorem 1.4 is
satisfied. First, we want to analyse the set B constructed in the previous proof. Let β be an
algebraic irrational number and γ be a real number. We want to understand the set
B = {q ∈ N : ‖qβ − γ2‖ > (log q)
−1}.
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To do this, let k, l be natural numbers and we consider
Bk,l = {q ∈ [2
k, 2k+1] : ‖qβ − γ2‖ ∈ [2
l/k, 2l+1/k]}.
We need to estimate from below the cardinality of Bk,l. The interesting case would be 2
l 6 k. As β
is algebraic, it is not Liouville. We can use Lemma 3.4. As a result, we see that there are numbers
c,M > 0 such that for all k > M and l 6 log k we have
#Bk,l > c2
k 2
l
k
.
We let 5
ψ(q) =
1
q log q(log log q)2
.
Then we see that for k > M, l 6 log k,
∑
q∈Bk,l
ψ(q)
‖qβ − γ2‖
> c2k
2l
k
1
2k+1(k + 1)(log(k + 1))2
k
2l+1
=
c
4
1
(k + 1)(log(k + 1))2
.
Then we have
∑
q∈B∩[2k,2k+1]
ψ(q)
‖qβ − γ2‖
>
l6log k∑
l=0
c
4
1
(k + 1)(log(k + 1))2
>
c
8
1
k log k
for all sufficiently large k. Thus we conclude that
∑
q∈B
ψ(q)
‖qβ − γ2‖
=∞.
5 Higher dimensional approximations
We will prove Theorem 1.8. Let H,C0 be as in Lemma 4.1. Let ψ be an approximation function
with the required divergence condition. For each q > 2, we consider
Bq =
k∏
i=1
Aψ,γiq .
We want to study the set lim supq→∞Bq. Now, observe that the Lebesgue measure of Bq is simply
(2ψ(q))k
if ψ(q) 6 1/2. Otherwise, the Lebesgue measure is 1. As before, we will always assume ψ(q) < 1/2,
or else the result follows trivially. We can use Lemma 4.1 for each component. Write for integers
i ∈ {1, . . . , k} and q, q′ > 2,
Li(q, q
′) = 2(2H + 1)min{ψ(q)/q, ψ(q′)/q′} gcd(q, q′)χB(0,∆(q,q′)/ gcd(q,q′))({γi(q
′ − q)/ gcd(q, q′)})
5This choice of ψ happens to be monotonic. However, this is not essential in the argument.
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if ∆(q, q′) 6 H gcd(q, q′). Otherwise, we define.
Li(q, q
′) = 4(1 + C0/(2H))ψ(q)ψ(q
′).
Then we see that
|Bq ∩Bq′ | 6
k∏
i=1
Li(q, q
′).
When ∆(q, q′) 6 H gcd(q, q′), we shall simply estimate Li(q, q
′) from above by
Li(q, q
′) 6 2(2H + 1)min
{
ψ(q)
q
,
ψ(q′)
q′
}
gcd(q, q′)
From here we removed the dependence of the inhomogeneous shifts γ1, . . . , γk. We now estimate∑
16q′6q |Bq ∩Bq′ |. We split the sum according to whether ∆(q, q
′) less or larger than H gcd(q, q′).
For the latter part, the upper bound is
∑
16q′6q,∆(q,q′)>H gcd(q,q′)
|Bq ∩Bq′ | 6
∑
16q′6q
∑
16q′6q
k∏
i=1
4k(1 + C0/(2H))
kψk(q)ψk(q′). (I)
For the former part, we have
∑
16q′6q,∆(q,q′)6H gcd(q,q′)
|Bq ∩Bq′ | 6
∑
16q′6q
(
2(2H + 1)min
{
ψ(q)
q
,
ψ(q′)
q′
}
gcd(q, q′)
)k
6 2k(2H + 1)k
∑
16q′6q
ψ(q)k
qk
gcd(q, q′)k
= 2k(2H + 1)k
ψ(q)k
qk
∑
r|q
rk
∑
16q′6q,gcd(q,q′)=r
1.
= 2k(2H + 1)k
ψ(q)k
qk
∑
r|q
rkφ(q/r). (II)
Suppose that k > 3. We then use the trivial bound φ(q/r) 6 q/r to write (II) further as
6 2k(2H + 1)k
ψ(q)k
qk
∑
r|q
rk
q
r
= 2k(2H + 1)kψ(q)k
∑
r|q
(
r
q
)k−1
6 2k(2H + 1)kψ(q)kζ(k − 1). (II’)
From here we see that for k > 3,∑
16q′6q
|Bq ∩Bq′ | 6 4
k(1 + C0/(2H))
kψ(q)k(
∑
16q′6q
ψ(q′)k) + 2k(2H + 1)kζ(k − 1)ψ(q)k .
From here, we can use Lemma 3.1 to conclude that
| lim sup
q→∞
Bq| >
1
(1 +C0/(2H))k
.
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This proves the result for k > 3 as H can be chosen to be arbitrarily large.
When k = 2, Estimate (II’) fails as ζ(1) is not defined. We need to argue differently. We have
the following estimate from (II) that for a constant C > 1,
22(2H + 1)2ψ(q)2
∑
r|q
1
r
6 22Cψ(q)2(2H + 1)2
q
φ(q)
.
Here we have used the fact that for a constant C > 1, for all q > 1,
C−1
q
φ(q)
6
∑
r|q
1
r
6 C
q
φ(q)
.
For each l > 0, let Dl be the set
{q : q/φ(q) ∈ [2l, 2l+1]}.
Denote the sum
al =
∑
q∈Dl
ψ(q)2
(
φ(q)
q
)2
.
Suppose that al = ∞ for an integer l > 0. In this case, we can just restrict ψ to the set Dl. In
addition, we have q/φ(q) 6 2l+1 on Dl. Then, by using the same argument as in the k > 3 case we
see that
| lim sup
q→∞
Bq| > 1/(1 + C0/(2H))
2.
Thus we assume that
al <∞
for all l > 0. The divergent condition for ψ forces
∑
l al =∞. Now let l be any integer. By Lemma
3.3, we see that as long as at least one Bq with q ∈ Dl has positive measure, we have for all large
enough Q,
µQ = | ∪q6Q,q∈Dl Bq| >
(∑Q
q=1 |Bq|
)2
∑Q
q,q′=1 |Bq ∩Bq′ |
.
We see that
lim inf
q→∞
µQ >
1
(1 + C0/(2H))2 + 22(2H + 1)2C2l+1
1
al×22l
. (III)
Warning, this does not imply that | lim supq→∞Bq| > 0! However, as
∑
l al =∞, there must exist
arbitrarily large integers l such that
2lal > 1000 × 2
3 × C × (2H + 1)2.
From here we see that there are arbitrarily large integers Q such that
µQ >
1− 1000−1
(1 + C0/(2H))2 + 1000−1
.
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We fix a pair of l, Q as in above and write Hl = ∪q6Q,q∈DlBq. We do not explicitly write Q here.
As a consequence, we can find sets Hl with arbitrarily large l (and corresponding Q) such that
|Hl| >
1− 1000−1
(1 +C0/(2H))2 + 1000−1
.
We can renameHl such that the index l runs over 1, . . . ,∞. Notice that Fn = ∪k>nHk is a decreasing
sequence of Lebesgue measurable sets. This implies that (by the continuity of Lebesgue measure)
| lim sup
l→∞
Hl| =
∣∣∣∣∣∣
⋂
n>1

⋃
k>n
Hk


∣∣∣∣∣∣ = | ∩n>1 Fn| = limn→∞ |Fn| >
1− 1000−1
(1 + C0/(2H))2 + 1000−1
.
Suppose that x ∈ lim supl→∞Hl, then x ∈ Hl for infinitely many l. This implies that x ∈ Bq for at
least one q ∈ Dl for infinitely many l. This implies that x ∈ Bq for infinitely many different q. This
finishes the proof for k = 2(notice that the number 1000 as well as H in above can be replaced by
any large numbers).
Now let us assume that k = 1. In this case, (II) can be further bounded by
6 2ψ(q)d(q).
As we required ψ(q)/(d(q))1+ǫ = ∞, we can perform the argument as in the k = 2 case. We just
discuss values of d(q) instead of q/φ(q). The extra +ǫ on the exponent will help us to find an
estimate like (III) where the coefficient al is 2
(1+ǫ)l. From here the rest of the arguments can be
performed without essential changes. This concludes the proof.
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