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Abstract
In this technical report, we present the top-performing
LiDAR-only solutions for 3D detection, 3D tracking and
domain adaptation three tracks in Waymo Open Dataset
Challenges 2020. Our solutions for the competition are
built upon our recent proposed PV-RCNN 3D object de-
tection framework. Several variants of our PV-RCNN are
explored, including temporal information incorporation,
dynamic voxelization, adaptive training sample selection,
classification with RoI features, etc. A simple model en-
semble strategy with non-maximum-suppression and box
voting is adopted to generate the final results. By using
only LiDAR point cloud data, our models finally achieve
the 1st place among all LiDAR-only methods, and the 2nd
place among all multi-modal methods, on the 3D Detec-
tion, 3D Tracking and Domain Adaptation three tracks of
Waymo Open Dataset Challenges. Our solutions will be
available at https://github.com/open-mmlab/
OpenPCDet.
1. Introduction
The Waymo Open Dataset Challenges at CVPR’20 are
the highly competitive competition with the largest LiDAR
point cloud dataset for autonomous driving. We mainly fo-
cus on the 3D detection track, which requires to localize and
classify the surrounding objects of ego-vehicle in the 3D Li-
DAR point cloud scenes. With our proposed powerful 3D
detector, we not only achieve 1st place on the 3D detection
track among all LiDAR-only methods [1], but also achieve
the top performance on both the 3D tracking track and the
domain adaptation track [2, 3].
2. PV-RCNN: Solution to 3D Detection from
Point Cloud
3D detection with LiDAR point cloud is challenging due
to its sparsity and irregular format. Previous methods gen-
erally either transform the point cloud to regular voxels
for processing with regular convolution [15, 12, 9], or di-
rectly estimate 3D bounding boxes with PointNet [5, 6]
from raw point cloud [5, 8]. Actually both voxel-based
and point-based strategies have their advantages, where
voxel-based strategy is generally more efficient and effec-
tive while point-based strategy has flexible receptive field
and remains accurate point locations.
Hence, we propose the PV-RCNN 3D detection frame-
work to deeply integrate the voxel-based sparse convolu-
tion [4] and point-based set abstraction [6] to bring the best
from both of them. Our solutions for those competitions
of Waymo Challenges are mostly built upon our PV-RCNN
3D detection framework.
2.1. Review of PV-RCNN 3D detection framework
We first briefly review our PV-RCNN 3D detection
framework proposed in our CVPR’20 paper [7]. The whole
framework is illustrated in Fig. 1, where the framework
mainly has two stages, the voxel-to-keypoint scene encod-
ing and the keypoint-to-grid RoI feature abstraction.
In the first voxel-to-keypoint scene encoding stage, we
propose the Voxel Set Abstraction (VSA) layer to aggregate
the multi-scale voxel features to a small set of keypoint fea-
tures, where the keypoints are set as ball centers to aggre-
gate the surrounding sparse voxel-wise features from mul-
tiple scales of 3D sparse-convolution-based backbone net-
work. Hence, the keypoint features integrates the features
from both the voxel-based sparse convolution and the point-
based set abstraction, and also remain accurate point loca-
tions, which are especially important for the following fine-
grained proposal refinement. In this stage, the high quality
3D proposals are also generated based on the predefined an-
chors on bird-view feature maps from the backbone.
Since the foreground keypoints should contribute more
while background keypoints should contribute less in the
following proposal refinement stage, we propose the Pre-
dicted Keypoint Weighting (PKW) module to further re-
weight the keypoint features with extra supervision from
point cloud segmentation.
In the keypoint-to-grid RoI feature abstraction stage, we
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Figure 1. The illustration of our proposed two variants of PV-RCNN 3D detection framework.
propose the RoI-grid pooling module to aggregate the key-
point features to RoI-grid points. In contrast to the previous
stage, here the RoI-grid points are set as the ball centers
to group the features from surrounding keypoint features.
Compared with previous 3D RoI pooling strategies [8, 7],
the proposed RoI-grid pooling scheme has larger receptive
field and could even group the features of the surrounding
foreground keypoints which are outside the 3D bounding
box proposals to help to refine the 3D proposals.
For more details of PV-RCNN 3D detection framework,
please refer to our CVPR’20 paper [7].
2.2. Variants of PV-RCNN
To further improve the 3D detection performance of PV-
RCNN on the Waymo Open Dataset [10], we explored sev-
eral modifications based on PV-RCNN framework for the
following model ensemble.
Incorporate last frame to get denser point cloud. The
waymo dataset is composed of many temporal sequences
where most frames could find the previous consecutive
frames to compensate the information of current frame. We
adopt a simple strategy to incorporate the previous frame to
get a denser point cloud as the input of our detection frame-
work. Specifically, denote the points of frame at time step t
as P t = ((xt1, y
t
1, z
t
1), (x
t
2, y
t
2, z
t
2), · · · , (xtnt , ytnt , ztnt)) and
the current frame is at time step t. We combine the points
of frame t and frame t− 1 to get the final input points P˜ t as
follows:
P˜ t =
(
(xt1, y
t
1, z
t
1, 0), · · · , (xtnt , ytnt , ztnt , 0), (1)
(xt−11 , y
t−1
1 , z
t−1
1 , δ), · · · , (xt−1nt , yt−1nt , zt−1nt , δ)
)
where δ is the time difference between frame t−1 and frame
t to discriminate these two frames (δ = 0.1 in waymo com-
petition). This simple strategy are especially beneficial for
the detection of small objects like pedestrian and cyclist.
Testing with dynamic voxelization. Dynamic voxelization
is proposed in [14] to avoid information loss during vox-
elization process. In this competition, we only adopt the dy-
namic voxelization in the inference process while keeping
the training process unchanged, which slightly improved
the final detection accuracies (see Table 1).
Adaptive training sampling selection. Our previous PV-
RCNN adopts anchor-based strategy for 3D proposal gen-
eration, where we need define separate anchors and hyper-
parameters (i.e., IoU threshold of positive / negative sam-
ples) for each class. Inspired by [13], we adopt the simi-
lar adaptive training sampling selection strategy on our PV-
RCNN framework to adaptively define the IoU threshold for
each ground-truth object, which effectively removes most
of hyper-parameters in anchor assignment.
Classification with RoI-aligned features. Due to the
class-variant anchor definition, the object classification is
conducted in the first proposal generation stage in our pre-
vious PV-RCNN, and the second stage only estimate the
confidence of each 3D proposal. With the help of the above
class-agnostic anchor definition, we propose another variant
of our PV-RCNN framework to conduct the classification in
the second stage with the RoI-aligned features by RoI-grid
pooling (see Fig. 1). It results in more accurate classifica-
tion accuracy, and the experiments show that this variant of
PV-RCNN could achieve higher detection accuracy on the
pedestrian and cyclist categories (see Table 1).
2.3. Model ensemble
After obtaining multiple different 3D object detectors,
we use an ensemble of these detectors for the final submis-
sion. In order to preserve all the possible predictions for
model ensemble, non-maximum suppression is not applied
on individual detector but instead the detection results of all
detectors are merged and non-maximum suppression is ap-
plied once, which produces the NMS boxes. Then, we uti-
lize the boxes before non-maximum suppression, i.e. orig-
inal boxes, to refine locations and dimensions of the NMS
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boxes into final boxes. The details are as follows:
bfinal,ik =
1
N
∑
j∈S
boriginal,jk , k ∈ {x, y, z, w, l, h} (2)
where S contains original boxes whose IoUs with NMS box
bnms,i are higher than a thresh , N is the number of the se-
lected original boxes in S and k ∈ {x, y, z, w, l, h}. The
rotation and score of the original boxes are kept unchanged.
We named this technique as 3D box voting. Finally the
NMS box is replaced with the corresponding final box as
the submission results.
Although the detection performance of Vehicle and Cy-
clist is improved significantly by 3D box voting while im-
provement of Pedestrian is unsatisfactory. Hence, we ex-
plore another model ensemble technique to improve the per-
formance of Pedestrian. Instead of merging detection re-
sults of all detectors directly, we merge the detectors one
by one. Specifically, we firstly select two detectors and
the scores of detection boxes predicted by each detector are
multiplied with a score weight, which is obtained by grid
search on Waymo validation split to obtain the best Pedes-
trian performance. Then the detection boxes of two detec-
tors are merged and non-maximum suppression is applied.
The result after non-maximum suppression can be consid-
ered as result of a new detector and the procedure above
is performed until the performance improvement of Pedes-
trian is minor. This technique is named as greedy ensemble.
By employing 3D box voting and greedy ensemble to
ensemble different detectors, the detection performance is
improved significantly. The results are shown in Table 1.
3. Solution to 3D Tracking and Domain Adap-
tation of Point Cloud
3.1. Solution to 3D tracking challenge
The goal of 3D object tracking is to find the correspon-
dence between 3D boxes across frames given lidar and cam-
era sequence. In this report we only focus on the lidar-only
3D object tracking. Considering the high performance of
3D object detection achieved by PV-RCNN, We use PV-
RCNN as an off-the-shelf 3D object detector to obtain ori-
ented 3D bounding boxes given the LiDAR point cloud.
In order to obtain object IDs of the 3D boxes, we borrow
the idea from [11], where a combination of 3D Kalman
filter and Hungarian algorithm is used for state estimation
and data association. Although we utilize simple combi-
nation of off-the-shelf 3D object detector and tracker, it is
extremely efficient and effective and our method rank 1st
among all lidar-only methods and rank 2nd among multi-
modal methods on the 3D object tracking leader board. The
results are shown in Table 2.
3.2. Solution to domain adaptation challenge
The domain adaptation challenge aims to adapt the 3D
detector to the new location and new weather with limited
labeled data. In this competition, to tackle this challenge,
we adopt a straightforward strategy by directly fine-tuning
our well-trained 3D detector on a small set of labeled data
of target domain. Thanks to our strong 3D detector from
source domain, as shown in Table 3, this simple strategy
already achieves great performance on the target domain.
Note that for the detection of cyclist on target domain, we
directly adopt the 3D detector trained on source domain
since the target domain has quite small number of cyclist.
4. Experiments
Waymo Open Dataset is the largest dataset with LiDAR
point cloud for autonomous driving. For the 3D detection
and 3D tracking tasks, there are totally 798 training se-
quences (around 160k samples), 202 validation sequences
(around 40k samples) and 150 testing sequences (around
30k samples). Annotations are provided for only the train-
ing and validation set. For the domain adaptation task, there
are totally 80 labeled training sequences (around 16k sam-
ples) and 20 labeled validation sequences (around 4k sam-
ples). In this competition, all of our models are only trained
or fine-tuned on the training sequences.
Training details. 3D detection models are the most im-
portant parts in this competition, where we trained all mod-
els for 80 epochs from scratch with ADAM optimizer and
learning rate 0.01. The cosine annealing learning rate strat-
egy was adopted for decaying the learning rate. The models
were trained with batch size 64 and 32 GTX 1080 Ti GPUs
on the training set. For training with the proposal refine-
ment network, we sample 128 proposals with 1:1 ratio for
positive and negative proposals. The detection point cloud
range is set to x ∈ [−75.2, 75.2]m, y ∈ [−75.2, 75.2]m and
z ∈ [−2, 4]m, while the voxel size is 0.1× 0.1× 0.15m.
We adopt the commonly used data augmentation for 3D
object detection, including randomly flipping along x and
y axes, global scaling with scaling factor sampled from
[0.95, 1.05], randomly global rotation along z axis with an-
gle sampled from [−pi4 , pi4 ], and the ground-truth sampling
augmentation as in [12].
4.1. Results for 3D detection challenge
As mentioned before, we explored several variants of
PV-RCNN to improve the 3D detection accuracy. The de-
tailed 3D detection results on the validation set are shown
in Table 1. We could see that the performance on the vali-
dation set improves constantly by combined with more new
features. The final submission is based on the model ensem-
ble of the models of all variants of PV-RCNN framework
mentioned before, and the ensemble validation and test re-
sults are also shown in Table 1.
4.2. Results for 3D tracking challenge
The submission for 3D object tracking is based on the
model ensemble results of 3D object detection. To generate
the object ID for each 3D detection box, a combination of
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Setting EvalSet
Training
Set
Vehicle Pedestrian Cyclist
AP/APH (L1) AP/APH (L2) AP/APH (L1) AP/APH (L2) AP/APH (L1) AP/APH (L2)
Baseline (original PV-RCNN) val ∼80k 74.43/73.84 65.35/64.84 61.40/53.43 53.90/46.72 64.73/63.48 62.03/60.83
+ incorporate last frame val ∼80k 74.65/74.06 65.59/65.07 64.13/59.51 55.12/51.09 60.86/59.85 59.14/58.15
+ dynamic voxelization testing val ∼80k 75.20/74.63 66.17/65.66 64.72/60.40 55.75/51.95 63.87/62.85 61.00/60.02
+ 50 epochs with full training data val ∼160k 75.89/75.37 66.98/66.51 75.54/71.18 67.66/63.52 68.02/67.01 65.22/64.26
+ soft-nms val ∼160k 77.46/76.91 68.71/68.21 77.87/73.26 68.71/64.48 69.81/68.75 67.53/66.50
Classification with RoI features val ∼160k 75.81/75.36 66.91/66.50 78.92/75.12 69.84/66.36 73.24/72.12 70.41/69.34
Model ensemble val ∼160k 78.70/78.13 70.13/69.61 81.72/77.65 72.80/69.02 74.70/73.49 72.06/70.89
Model ensemble test ∼160k 81.06/80.57 73.69/73.23 80.31/76.28 73.98/70.16 75.10/73.84 72.38/71.16
Table 1. 3D detection performance of variants of PV-RCNN on the validation set and the final results on the test set of Waymo Open
Dataset. Note that the baseline PV-RCNN are trained with 30 epochs on half training data.
Category Val Set Test SetMOTA MOTP MOTA MOTP
Vehicle 57.20/53.58 16.73/16.73 60.97/57.73 16.09/16.14
Pedestrian 55.98/55.23 31.20/31.27 55.32/53.80 31.63/31.63
Cyclist 56.91/56.78 26.75/26.75 55.13/55.07 27.14/27.14
Table 2. Performance of 3D tracking challenge on the validation
and test set of Waymo Open Dataset.
Category Val Set Test SetAP/APH (L1) AP/APH (L2) AP/APH (L1) AP/APH (L2)
Vehicle 71.93/70.88 62.14/61.19 71.40/70.70 59.67/59.08
Pedestrian 55.09/51.80 38.81/36.49 58.40/55.36 48.27/45.74
Cyclist - - 28.80/27.98 28.31/27.50
Table 3. Performance of domain adaptation challenge on valida-
tion and test set of Waymo Open Dataset.
3D Kalman filter and Hungarian algorithm is used for state
estimation and data association. The results of 3D object
tracking on validation and test set of Waymo Open Dataset
are presented in Table2.
4.3. Results for domain adaptation challenge
For the domain adaptation challenge, we fine-tuned the
models of 3D detection challenge on the labeled data of tar-
get domain for 20 epochs. The final submission results are
based on the model ensemble of fine-tuned models, except
for the cyclist which we directly tested with the source mod-
els. The final domain adaption results are shown in Table 3.
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