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Abstract
Thiran and Detaille give an explicit formula for the asymptotics
of the sup-norm of the Chebyshev polynomials on a circular arc. We
give the so-called Szego˝-Widom asymptotics for this domain, i.e., ex-
plicit expressions for the asymptotics of the corresponding extremal
polynomials. Moreover, we solve a similar problem with respect to the
upper envelope of a family of polynomials uniformly bounded on this
arc. That is, we give explicit formulas for the asymptotics of the error
of approximation as well as of the extremal functions. Our compu-
tations show that in the proper normalization the limit of the upper
envelope represents the diagonal of a reproducing kernel of a certain
Hilbert space of analytic functions. Due to Garabedian the analytic
capacity in an arbitrary domain is the diagonal of the corresponding
Szego˝ kernel. We don’t know any result of this kind with respect to
upper envelopes of polynomials. If this is a general fact or a specific
property of the given domain, we rise as an open question.
1 Introduction
Getting explicit asymptotics is a fundamental problem in constructive ap-
proximation theory. The problem can be related to both, approximation
error and the function of best approximation. Usually, the second problem
is essentially harder. For instance, it took almost 100 years that Lubinsky
[6] characterized the extremal function in the famous Bernstein problem
on the best approximation in [−1, 1] of |x|α by polynomials. A problem,
which is closer related to the one that we are going to consider in this paper
was recently solved by Christiansen, Simon and Zinchenko [3] (to appear in
Invent. math.). They showed that if E ⊂ R is regular, compact and sat-
isfies the Parreau-Widom condition, then the Chebyshev polynomials obey
1
‖Tn‖E ≤ QCap(E)n, where Cap(E) is the logarithmic capacity of E and
‖ · ‖E denotes the sup-norm. In this case C \E may be infinitely connected.
Under the restriction that E is a finite union of intervals, they were also
able to describe the asymptotics of the extremal functions Tn.
For further references on Chebyshev polynomials and its asymptotics see
[9, 10, 12, 13, 14]. We consider Chebyshev polynomials on circular sets Aα,
of the form
Aα = {u ∈ C : |u| = 1, −α ≤ arg u ≤ α}, 0 < α < π.
It is motivated by a paper of Thiran and Detaille [11], who showed that the
extremal value obeys
‖Tn‖Aα ∼ cot(α/4)Cap(Aα)n+1. (1.1)
Our approach is completely different and allows us to find:
(i) explicit asymptotics of the Chebyshev polynomials,
(ii) explicit asymptotics of the upper envelope of the family Pn,α of poly-
nomials of degree at most n which are bounded by one in modulus on
Aα; cf. (2.1).
To be more precise, let gΩ(z, z0) denote the Green’s function of the point
z0 and the domain Ω. Writing i ∗ gΩ(z, z0) for the harmonic conjugate of
gΩ(z, z0) we define the complex Green’s function of the domain by
bΩ(z, z0) = e
−(gΩ(z,z0)+i∗gΩ(z,z0));
cf. [14]. Instead of the Chebyshev polynomials, let us consider the normal-
ized polynomials Pn,∞, i.e., the polynomial in Pn,α that has maximal leading
coefficient. Set Ωα = C \ Aα. Due to Montel’s theorem, at least by passing
to subsequences, the family bΩα(u,∞)nPn,∞(u) has a limit as n → ∞. In
Theorem 2.4 we present the limit function explicitly. Following the notion
introduced in [3], we say that Ωα has Szego˝-Widom asymptotics.
The leading coefficient reflects the behavior of the polynomial at ∞. It
is therefore natural to consider this problem also for other points u0 ∈ Ωα.
By Pn,u0 ∈ Pn,α we denote those polynomials in Pn,α which have maximal
value at the point u0. Due to the symmetry of the domain, it suffices to
consider the problem for |u0| < 1; see (2.12).
Let λ : Ωα → Π = {λ ∈ C : −pi4 ≤ arg λ ≤ pi4 } be defined by
λ(u) =
(ueiα − 1
u− eiα
)1/4
. (1.2)
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Theorem 1.1. Let |u0| < 1 and λ0 = λ(u0). There exists φ ∈ R such that
lim
n→∞
bΩα(u,∞)nPn,u0(u) = eiφ
1
2
(
1 +
h(λ, λ0)
h(λ0, λ0)
)
λ2 − |λ0|2
λ2 + |λ0|2
λ2 + λ20
λ2 + λ0
2
(1.3)
uniformly on compact subsets of Ωα, where
h(λ, λ0) =
λ2
(λ2 − |λ0|2)(λ2 + |λ0|2) .
Let Ln(u) denote the upper envelope of Pn,α, i.e.,
Ln(u) := sup{|Pn(u)| : Pn ∈ Pn,α}.
Theorem 1.2. Let λ = λ(u) be defined as above, λ0 = λ(u0) and define the
reproducing kernel kΩα(u, u0) by
kΩα(u, u0) = kH+(λ, λ0) :=
2λλ0
(λ+ λ0)2
.
Then
Ln(u) ∼ engΩα (u,∞)kΩα(u, u). (1.4)
Finally, we would like to mention that the proofs will show that these
results are universal in the following sense. In fact, one could instead of
polynomials consider rational functions with fixed collection of poles C =
{c1, . . . , cg} outside of D. The solution for the same problem for the class
Fn,α of rational functions with its only poles in C of order at most n is
denoted by Fn,u0 . Let B(u) =
∏
bΩα(u, ck). The limit
lim
n→∞
B(u)nFn,u0(u) = e
iφ 1
2
(
1 +
h(λ, λ0)
h(λ0, λ0)
)
λ2 − |λ0|2
λ2 + |λ0|2
λ2 + λ20
λ2 + λ0
2 ,
for every choice of C. In particular, the upper envelope of this family,
denoted by Mn, satisfies
Mn(u) ∼ en
∑
gΩα(u,ck)kΩα(u, u).
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2 Szego˝ -Widom asymptotics
In order to have uniqueness, we fix the normalization for the extremal poly-
nomials and the complex Green’s function
lim
u→∞
ubΩα(u,∞) > 0 and bΩα(u0,∞)nPn,u0(u0) > 0.
Let Pn be the set of all polynomials of degree at most n and
Pn,α = {P ∈ Pn : ‖P‖Aα ≤ 1}. (2.1)
Since Aα ⊂ T, the map
Pn(u) 7→ P ∗n(u) := unPn (1/u), (2.2)
is an involution on Pn,α. This shows that for Ln(∞) := 1/‖Tn‖Aα we have
Ln(∞) = Ln(0) (2.3)
and there exists φ ∈ R such that Pn,∞ = eiφP ∗n,0. We will give a solution of
(2.3) by reducing it to a problem which was already considered by Yuditskii
[15]. Let A0 = R \ (−1, 1) and Ω0 = (C \ R) ∪ (−1, 1). The map
u(z) =
z − z0
z − z0 , z0 = i tan(α/2),
maps Ω0 conformally onto Ωα. By z(u) we denote its inverse map. Hence-
forth, if we use z and u simultaneously we have in mind z(u) and u(z),
respectively. Defining z∞ = z(∞) it is obvious that z∞ = z0. Note that
z(eiα) = −1 and z(e−iα) = 1. To the polynomial En(z) = (z − z∞)n, we
associate the weighted norm
‖Qn‖Π(En) := sup
x∈A0
∣∣∣∣Qn(x)En(x)
∣∣∣∣ for Qn ∈ Pn. (2.4)
Lemma 2.1. Let Qn,z0 ∈ Pn be the solution of the extremal problem
|Qn,z0(z0)| = sup{|Qn(z0)| : Qn ∈ Pn, ‖Qn‖Π(En) ≤ 1}.
Then there exists φ ∈ R such that
Pn,0(u) = e
iφQn,z0(z)
En(z)
. (2.5)
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Proof. We have
C
z − zl
z − z∞ = u(z)− u(zl), C =
z0 − z∞
zl − z∞
.
Hence, the map
Pn(u) 7→ Qn(z) := En(z)Pn(u(z)),
maps Pn bijectively onto itself. Moreover,
‖Pn‖Aα = sup
x∈A0
∣∣∣∣Qn(x)En(x)
∣∣∣∣ = ‖Qn‖Π(En).
Therefore,
|Pn,0(0)| = sup{|Pn(0)| : Pn ∈ Pn,α}
= sup
{∣∣∣∣Qn(z0)En(z0)
∣∣∣∣ : Qn ∈ Pn, ‖Qn‖Π(En) ≤ 1
}
=
∣∣∣∣Qn,z0(z0)En(z0)
∣∣∣∣
and (2.5) holds.
In [15] an explicit solution for this kind of problem is given. First, let us
mention that in [11] it is shown that for fixed α there may be N ∈ N such
that for n < N the extremal polynomial is just zn. This corresponds to a
special case in [15]. Since we are only interested in asymptotics we assume
that n > N . We recall the theorem in a way that is convenient for our
purpose. Let ω(z, I; Ω) denote the harmonic measure of the domain Ω.
Theorem 2.2 ([15]). Let En(z) be a polynomial with zeros Z = {z1, . . . , zn} ⊂
C− and z0 = ir ∈ iR>0. Then there exists a unique 0 < xn < 1 such that
In = [−xn, xn] satisfies ∑
zl∈Z∪{z0}
ω(zl, In; Ω0 \ In) = 1. (2.6)
Let Ωn = Ω0 \ In and set
I(z) =
∏
zl∈Z∪{z0}
bΩn(z, zl)
and
sn(z) =
√
z20 − 1
z20 − x2n
z2 − x2n
z2 − 1 , sn(z0) = 1.
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The extremal polynomial Qn,z0 is up to the unimodular factor e
iφ uniquely
given by
Qn,z0(z) = e
iφEn(z)
(
1 + sn(z)
2sn(z)
1
I(z) +
1− sn(z)
2sn(z)
z − z0
z − z0
En(z)
En(z)
I(z)
)
.
In particular,
Ln(z0) = |En(z0)| exp
( ∑
z∈Z∪{z0}
gΩn(zl, z0)
)
.
Hence, by Theorem 2.2 the solution of the extremal problem is given by
Qn,z0(z) = En(z)
(
1 + sn(z)
2sn(z)
bn(z)
−(n+1) +
1− sn(z)
2sn(z)
(z − z0)n+1
(z − z0)n+1 bn(z)
n+1
)
,
(2.7)
where bn(z) = bΩn(z, z∞). We also abbreviate gn(z) = gΩn(z, z∞), g(z) =
gΩ0(z, z∞), b(z) = bΩ0(z, z∞) and ωn(E) = ω(z∞, E; Ωn). Note that (2.6)
reads
ωn(In) =
1
n+ 1
(2.8)
in this case. Our goal is to find the limit of bΩα(u,∞)nPn,0(u). Due to the
conformal invariance of the Green’s function, this is equivalent to finding
the asymptotics of
fn(z) =
b(z)nQn,z0(z)
En(z)
.
By the maximum principle and Montel’s theorem, there exist subsequences
nj such that fnj converges to an analytic function f uniformly on compact
subsets of Ω0. We will show that all subsequences have the same limit.
Lemma 2.3. Let In = [−xn, xn]. Then xn → 0 as n→∞ and
lim
n
sn(z)
2 =
z20 − 1
z20
z2
z2 − 1 ,
where the limit is uniformly on compact subsets of Ω0. Moreover,
lim
n
1− sn(z)
2sn(z)
(z − z0)n+1
(z − z0)n+1 b(z)
nbn(z)
n+1 = 0,
uniformly on compact subsets of Ω0 \ {0}.
6
Proof. By the maximum principle (see [8, 12 Ch. IV, Sec 2]) ωn(In) is an
increasing function of xn. Since ωn(In) → 0 as xn → 0, we obtain the first
statement and the second statement is clear. Finally, we notice that on a
compact subset of Ω0 \ {0}
lim
n
1− sn(z)
2sn(z)
=
1− s(z)
2s(z)
,
which is analytic there. Since∣∣∣∣ (z − z0)(z − z0)bn(z)b(z)
∣∣∣∣ < 1 on Ωn
we obtain the last statement.
Theorem 2.4. The domain Ωα has Szego˝-Widom asymptotics. That is,
there exists φ ∈ R such that uniformly on compact subsets of Ωα we have
lim
n→∞
bΩα(u
∗,∞)nPn,∞(u∗) = eiφ 1 + s(z)
2s(z)
bΩ0(z, 0)
bΩ0(z, z0)
, (2.9)
where
s(z) =
√
z20 − 1
z20
z2
z2 − 1 , s(z0) = 1.
Proof. Solving the Dirichlet problem for the harmonic function
h(z1) = gΩ0(z1, z)− gΩn(z1, z)
in Ωn shows
h(z1) =
∫
In
gΩ0(z, x)ω(z1,dx; Ωn).
The symmetry of the Green’s function with respect to the variables z and
z1 leads to
gΩ0(z, z1)− gΩn(z, z1) =
∫
In
gΩ0(z, x)ω(z1,dx; Ωn). (2.10)
Therefore,
log
∣∣∣∣ b(z)nbn(z)n
∣∣∣∣ = n(gn(z)− g(z)) = −
∫
In
gΩ0(z, x)nωn(dx).
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By (2.8), χInnωn(dx) converges to the delta distribution and therefore
lim
n→∞
log
∣∣∣∣ b(z)nbn(z)n
∣∣∣∣ = −gΩ0(z, 0).
In the same way we see that limn→∞ log |bΩn(z, z0)| = −gΩ0(z, z0). There-
fore, in combination with Lemma 2.3 we obtain for the limit function f
that
|f(z)| =
∣∣∣∣1 + s(z)2s(z) bΩ0(z, 0)bΩ0(z, z0)
∣∣∣∣ ,
and hence
f(z) =
1 + s(z)
2s(z)
bΩ0(z, 0)
bΩ0(z, z0)
.
This shows
lim
n→∞
b(z)nQn,z0(z)
En(z)
= eiφ
1 + s(z)
2s(z)
bΩ0(z, 0)
bΩ0(z, z0)
. (2.11)
Due to the symmetry of the domain with respect ot the real line we have
bΩα(u,∞) = bΩα(u,∞). This and the conformal invariance of the Green’s
function leads to
bΩα(u,∞)nPn,∞(u) = bΩα(u,∞)neiφunPn,0(1/u)
= eiφbΩα(u, 0)
nPn,0(u∗)
= eiφbΩα(u
∗,∞)nPn,0(u∗).
This concludes the proof.
As a corollary of Theorem 2.4, we obtain (1.1). Recall that
fn ∼ gn ⇐⇒ lim
n
fn
gn
= 1
and
Cap(Aα) := lim
u→∞
|ubΩα(u,∞)|.
Corollary 2.5. Let Tn denote the Chebyshev polynomials of Aα. Then
‖Tn‖Aα ∼ cot(α/4)Cap(Aα)n+1.
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Proof. Due to (2.3),
Ln(0) =
1
‖Tn‖Aα
.
Let w : Ω0 → C+ be defined by w(z) =
√
z−1
z+1 and w(z0) = w0 = e
i(pi−α)/2.
Since w(0) = i, we obtain
|bΩ0(z0, 0)| = |bC+(w0, i)| =
∣∣∣∣∣e
i(pi−α)/2 − i
ei(pi−α)/2 + i
∣∣∣∣∣ = tan(α/4).
Moreover,
Cap(Aα) = | lim
u→∞
ubΩα(u,∞)| = | limu→∞ bΩα(u, 0)| = |bΩα(∞, 0)|.
Thus, Theorem 2.4 shows that
lim
n→∞
∣∣∣∣Cap(Aα)n‖Tn‖Aα
∣∣∣∣ = tan(α/4)Cap(Aα) ,
which concludes the proof.
The next natural question is to solve this problem not only for u0 = 0,
but for an arbitrary point u0 ∈ Ωα. As before, due to the symmetry of the
domain, we can reduce it to u0 ∈ D. Namely, if |u0| > 1, we have
Pn,u0 = P
∗
n,u∗
0
, bΩα(u,∞)nPn,u0(u) = bΩα(u∗,∞)nPn,u∗0(u∗). (2.12)
Lemma 2.6. Let |u0| < 1 and zu0 = z(u0). Let K0 be the unique circle
that passes through zu0 and zu0 such that Ω0 is symmetric with respect to
reflection by K0. Moreover, let x0 = K0 ∩ (−1, 1) and
s(z, zu0) =
√
z2u0 − 1
(zu0 − x0)2
(z − x0)2
z2 − 1 , s(zu0 , zu0) = 1.
Then there exists φ ∈ R such that uniformly on compact subsets of Ωα
lim
n→∞
bΩα(u,∞)nPn,u0(u) = eiφ
1 + s(z, zu0)
2s(z, zu0)
bΩ0(z, x0)
bΩ0(z, zu0)
.
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Proof. Let u0 ∈ D. By a Mo¨bius transformation ψ, (aka Blaschke factor of
the disc) we map u0 7→ 0 such that Aα is mapped onto Aα′ for some α′, i.e.,
Aα′ is still symmetric with respect to the real axis and 1 ∈ Aα′ . Then we
compose this map with z (related to α′) of the previous section in order to
obtain a conformal map z˜ : Ωα → Ω0 such that
z˜(eiα) = −1, z˜(e−iα) = 1, z˜(u0) = i tan(α′/2).
Hence, we can apply exactly the same procedure in proving the asymptotics
lim
j
b(z˜, z˜∞; Ω0)
nj Q˜nj ,z˜0(z˜)
E˜nj (z˜)
=
1 + s˜(z˜)
2s˜(z˜)
b(z˜, 0)
b(z˜, z˜(u0))
,
where
s˜(z˜)2 =
z˜(u0)
2 − 1
z˜(u0)2
z˜2
z˜2 − 1 .
The map φ : Ω0 → Ω0 with φ(z˜) = z is a fractional linear transformation
(FLT) with φ(R) = R.
C \ Aα z //
ψ

Ω0
C \ Aα z˜ // Ω0
φ
OO
Due to properties of conformal maps in particular of FLTs we obtain φ(iR) =
K0, φ(0) = x0, φ (z˜(u0)) = zu0 and φ
(
z˜(u0)
)
= zu0 , which concludes the
proof.
Proof of Theorem 1.1. The function λ given by (1.2) is a composition of
the maps z : Ωα → Ω0, w : Ω0 → C+, defined by w(z) =
√
z−1
z+1 and
λ˜(w) : C+ → Π defined by λ(w) =
√−iw. Let w0 = w(zu0). Using the
reflection principle and that FLTs map circles onto circles, we obtain that
w(x0) = i|w0| and w(zu0) = −w0. Hence,
lim
n→∞
bΩα(u,∞)nPn,u0(u) = eiφ
1
2
(
1 +
v(w,w0)
v(w0, w0)
)
w − i|w0|
w + i|w0|
w + w0
w + w0
,
where v(w,w0) =
w
(w+i|w0|)(w−i|w0|)
. By definition w = iλ2, which proves
(1.3).
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We define
L(u) := lim
n
e−ngΩα(u,∞)Ln(u).
Note that (2.12) in particular implies that L(u∗0) = L(u0).
Let us point out that the fact that we don’t give a formula for Pn,u0 for
|u0| = 1 is just a consequence of our technique. Indeed, this question leads
to a real Chebyshev problem, which was already introduced and solved by
Chebyshev [2]. Later this problem was widely discussed; see e.g. [1, 7]. We
only use that for each n there exists a maximizer Pn,u0(either by referring
to the real Chebyshev problem or by compactness of Pn,α). Due to Montel’s
theorem, bΩα(u,∞)nPn,u0(u) has a convergent subsequence, i.e., there exists
f(u) such that f(u) = limj bΩα(u,∞)njPnj ,u0(u). Set L(u0) = f(u0).We will
see that with this definition L(u) is continuous and therefore this value is
independent of the particular choice of the subsequence.
Lemma 2.7. Ln(u) and L(u) are continuous on C\Aα and Ωα, respectively.
Proof. Let P ∈ Pn,α. Since |bΩα(u,∞)nP (u)| ≤ 1, P is locally bounded and
therefore Pn,α is equicontinuous. Hence, for every u0 ∈ C \ Aα there exists
δ > 0 such that |u− u0| < δ implies
Ln(u0) ≥ |Pn,u(u0)| > |Pn,u(u)| − ǫ = Ln(u)− ǫ.
In the same way we see that Ln(u) > Ln(u0) − ǫ and therefore |Ln(u) −
Ln(u0)| < ǫ. The same proof applies for L(u).
3 Log Subharmonicity and Reproducing Kernels
In this chapter we will prove some properties of the extremal values Ln(u)
and L(u) as functions on Ωα. We recall the definition of log subharmonicity.
Let Ω ⊂ C and f : Ω → R be an upper semicontinuous function. It is
called subharmonic if for every z0 ∈ Ω there exists R such that {z : |z−z0| ≤
R} ⊂ Ω and for all 0 < r ≤ R we have
f(z0) ≤ 1
2π
∫ 2pi
0
f(z0 + re
it)dt;
cf. [4]. A function is called log subharmonic if log f is subharmonic.
Remark. If f is twice continuously differentiable, then f is subharmonic if
and only if ∆f ≥ 0 in Ω.
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Proposition 3.1. Ln(u) and L(u) are log subharmonic on C \Aα and Ωα,
respectively.
Proof. The modulus of an analytic function is log subharmonic. Since Ln
is continuous it can be easily seen that it is log subharmonic as the upper
envelope of polynomials; cf. [5, Lecture 7]. Clearly, this also holds for
|bΩα(u,∞)|nLn(u). Note that
log |bΩα(u,∞)nLn(u)| = n(gn(z)− g(z)) + gΩn(z, zu0)
By the maximum principle gΩn(z, z1) is increasing in n and therefore this
holds for n(gn(z)− g(z)) + gΩn(z, zu0). Thus, we can interchange limit and
integration and obtain that L(u) is log subharmonic.
Proof of Theorem 1.2. Evaluating (1.3) at u0, we obtain
L(u0) =
∣∣∣∣λ20 − |λ0|2λ20 + |λ0|2
∣∣∣∣ 2|λ0|2|λ20 − λ02|
=
|(λ20 − |λ0|2)(λ0
2
+ |λ0|2)|
|λ20 + |λ0|2|2
2|λ0|2
|λ20 − λ0
2|
=
|λ0|2|λ20 − λ0
2|
|λ0|2|λ0 + λ0|2
2|λ0|2
|λ20 − λ0
2|
=
2|λ0|2
|λ0 + λ0|2
= kH+(λ0, λ0).
Remark. (i) Let ∂, ∂ denote the Wirtinger derivatives. Since 4∂∂ = ∆,
we have for twice continuously differentiable functions that
f is log subharmonic ⇐⇒
[
f(z) ∂f(z)
∂f(z) ∂∂f(z)
]
≥ 0.
Note that this matrix-inequality, which appears naturally for L as limit
of an upper envelope of polynomials is just a small part of an matrix-
inequality, which holds for reproducing kernels of analytic functions.
Namely, writing
k(z, z0) =
∑
k
φk(z)φk(z0),
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for an orthonormal basis {φk}, we see that the matrix {∂i∂jk(z0, z0)}ni,j=1
is the Gram matrix of the vectors {φk(z0)}, {∂φk(z0)}, . . . , {∂nφk(z0)}
with respect to the standard ℓ2 scalar product and therefore
{∂i∂jk(z0, z0)}ni,j=1 ≥ 0 for all n ∈ N.
(ii) The kernel 1
(λ+λ0)2
is up to normalization that Bergman kernel of H+ =
{z ∈ C : Re z > 0}. Hence, kH+(λ, λ0) is the reproducing kernel for
the weighted Bergman space λA2(H+).
(iii) Since Π is a subset of H+ we assume that kΩα(u, u0) has an extension
to some larger domain (probably a Riemann surface). This is quite
understandable for the following reason. In general, a reproducing
kernel k(z0, z0) diverges if z0 converges to the boundary of the domain.
But due to our setting, it is clear that L(u) → 1 as u → Aα. Hence,
Aα might not be real boundary of the domain on which kΩα(u, u0) is
defined.
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