Abstract: This paper presents a State-space Model Interpolation of Local Estimates (SMILE) technique to compute linear parameter-varying (LPV) models for parameter-dependent systems through the interpolation of a set of linear time-invariant (LTI) state-space models obtained for fixed operating conditions. Since the state-space representation of LTI models is not unique, a suitable coherent representation needs to be computed for the local LTI models such that they can be interpolated. In this work, this coherent representation is computed based on observability and controllability properties. It is shown that compared with the state of the art in the literature, this new method has three strong appeals: it is general, fully automatic and results in numerically well-conditioned LPV models. An example demonstrates the potential of the new SMILE technique.
INTRODUCTION
Since the beginning of the 90's, the estimation of linear parameter-varying (LPV) models for parameter-dependent systems has received a considerable amount of attention, both from a theoretical as well as an application point of view. Nevertheless, it continues to be a challenging problem and mature identification algorithms are still lacking. For a recent overview, see, for example, dos Santos et al. (2011) ; Mohammadpour and Scherer (2012) .
Typically, in the literature, two different approaches can be distinguished: local and global techniques. In global modeling techniques, an experiment is performed where the system is excited while the scheduling parameters are constantly changing. In local techniques, on the other hand, it is assumed that linear time-invariant (LTI) models of the system can be identified for different fixed values of the scheduling parameter. Afterwards, these LTI models are interpolated to obtain the parameterdependent model. Given the fact that LTI identification techniques are well established, the local modeling techniques are practical and useful for engineering applications. However, since they only use data obtained for fixed operating conditions, they do not incorporate knowledge about the rate of variation of the scheduling parameter and therefore the resulting models are only valid in case of slow parameter variations, a well-known guideline (see Shamma and Athans (1992) ). This paper presents a new State-space Model Interpolation of Local Estimates (SMILE) technique: a local approach based on the interpolation of a set of LTI state-space models obtained for fixed operating points of the system. As most local LPV modeling approaches, the SMILE technique consists of the following three steps. First, the set of local LTI models is obtained for specific fixed operating conditions. Since different techniques can be used to obtain these LTI models and since the statespace representation is not unique, it is not guaranteed that the local LTI models are represented in a coherent state-space form. Therefore, in the second step, all local LTI models are transformed to a coherent state-space representation. Afterwards, in the third step, an LPV model is computed for the system by interpolating the set of coherent local LTI models. The novelty in this work is the introduction of an improved method to transform the local LTI models to a coherent representation based on observability and controllability properties.
The paper is organized as follows. Section 2 introduces the notation. Section 3 gives an overview of the three steps in local modeling techniques while Section 4 presents the new SMILE technique. Afterwards, in Section 5, the technique is demonstrated on a simulation example. Section 6 presents the conclusions.
NOTATION
The set of real numbers is denoted by R. For a matrix A, the scalar κ (A) represents the condition number. For vectors and matrices, a prime ′ denotes the transpose. The Moore-Penrose inverse of a matrix A is indicated by A † . The matrix I n represents the identity matrix of size n × n. Throughout the paper, the following short notation is used for state-space models
where the operator δ [·] denotes the time derivative for a continuous-time model and the forward time shift for a discretetime model. Moreover, it should be noted that in this work, with a slight abuse of notation, the summation H 1 + H 2 of two statespace models should be interpreted as the summation of their respective system matrices
and not the parallel connection of the two state-space models.
The following notation is used in the paper to distinguish between LPV models and local LTI models: LPV models and their parameter-dependent system matrices are denoted using standard font, e.g., A, whereas local LTI models and their system matrices are denoted using San Serif font, e.g., A ℓ . The subscript ℓ indicates the index of the local LTI model.
PROBLEM STATEMENT
This section introduces some background on linear parametervarying state-space models and presents a short literature overview and the general ideas of local LPV modeling.
Background
A general continuous-time LPV state-space model has a dynamic parameter-dependency (see Tóth (2010) ) on the scheduling parameter α ∈ R M with system matrices that depend not only on the current value of the scheduling parameter, but also on its time derivativesα, etc. This general parameterization for a system H(α,α, . . .) is represented as follows
To apply a local LPV modeling approach, the system matrices cannot become identically zero when the scheduling parameter α is held constant, otherwise no local LTI models can be obtained. It is therefore assumed that the general representation (1) consists of two parts
where H S (α) is a static parameter-dependent part that only depends on α and H D (α,α, . . .) is a dynamic parameterdependent part that depends on the time derivatives of the scheduling parameter and vanishes whenever the scheduling parameter is held constant, that is, H D (α, 0, . . .) = 0 for any constant value of α.
It is well-known that the state-space representation is not unique and that it is possible to define the LPV system H(α,α, . . .) with respect to a different coordinate system in the state-space by applying an equivalence transformation. In general, this transformation has a dependency on the scheduling parameter α and applying the state transformatioñ
where T (α) is a nonsingular continuously differentiable matrix for all t, to the LPV model (2) yields the following algebraically equivalent representation
where the dependency on the scheduling parameter is dropped for notational convenience. Notice that (4) again consists of a static and a dynamic parameter-dependent part that vanishes whenever α is constant.
LPV modeling based on local LTI models
Local modeling techniques usually consist of three basic steps: obtaining a set of local LTI models, transforming these models to a set of coherent LTI models and interpolating these coherent models. These three steps are now discussed in detail.
a. Obtaining a set of local LTI models. First, m LTI models
are obtained (usually through an identification procedure) for fixed valuesα ℓ of the scheduling parameter. The input-output behavior of these models is equal to H(α ℓ , 0, . . .), the evaluation of (1) for α =α ℓ . Since the structure (2) is assumed, it is clear that H(α ℓ , 0, . . .) = H S (α ℓ ), and hence the local models do not contain any information about the dynamic parameterdependent part of the LPV system. Since the state-space representation is not unique, these m local LTI models are in general not defined with respect to a coherent state-space form. Indeed, the local LTI models are given as
whereT ℓ , for ℓ = 1, . . . , m, are unknown nonsingular similarity transformation matrices.
b. Computing coherent LTI models.
In the second step, the local LTI modelsH ℓ need to be transformed to a coherent representation before they can be interpolated. A coherent statespace representation is defined as follows.
Definition 1. (Coherent state-space representation). The m LTI models
obtained for the fixed operating conditions α =α ℓ , from a parameter-dependent system (1), are said to be represented in a coherent state-space form if the system matrices A ℓ , B ℓ , C ℓ and D ℓ are evaluations of (4) for some T (α) with α =α ℓ :
This constitutes the first challenge for local approaches.
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Problem 1. Find nonsingular similarity transformation matrices T ℓ , for ℓ = 1, . . . , m, such that the transformed local models
have a coherent state-space representation. In other words, find similarity transformation matrices T ℓ such that the product T ℓTℓ is an evaluation, for α = α ℓ , of some parameter-dependent state transformation matrix T (α), that is T ℓTℓ = T (α ℓ ).
Several works in the literature have presented techniques to tackle this problem. Steinbuch et al. (2003) consider SISO systems and propose the control canonical form as the coherent state-space representation for all local models. However, this form is ill-conditioned for medium to high-order models (see Paige (1981) ) which strongly limits its practical applicability, as highlighted by Wassink et al. (2005) . Based on the poles and zeros of the LTI models, Paijmans et al. (2008) propose a series connection of coherent low-order state-space submodels. Their method is restricted to SISO systems with a dependency on a single scheduling parameter. This approach has been generalized to multiple scheduling parameters by De Caigny et al. (2009) and to MIMO systems with multiple scheduling parameters by De Caigny et al. (2011) . While these techniques do not suffer from the numerical issues of Steinbuch et al. (2003) , the drawback of both is that the poles and zeros of the local LTI models need to be manually sorted, thus requiring some user intuition and experience. Another numerically interesting method based on balanced realizations of LTI models has been suggested by Lovera and Mercere (2007) . However, as pointed out by De Caigny et al. (2009 , this method requires the manual sorting of the eigenvalues of the product of the Gramians of the local LTI models. Finally, Yung (2002) suggests the modal form as a numerically interesting coherent representation. This again, however, calls for a manual sorting of the poles of the local LTI models. Moreover, the modal form is not unique with respect to scalings in the input and output matrices. As a final and general remark, it should be noted that in none of the above mentioned works it is actually proven that the resulting local LTI models have a coherent representation.
From this literature overview, the following desired properties can be observed for the transformation of the local models to a set of coherent LTI models: (i) it should be general, that is, applicable to SISO as well as MIMO systems and to continuous-as well as discrete-time systems with multiple scheduling parameters, (ii) it should be automatic, meaning no user interaction should be required and (iii) it should be numerically attractive, that is, the resulting set of coherent LTI models shouldn't yield any numerical problems in the interpolation step and the resulting LPV model should be useful for modern LPV control design. All existing local LPV modeling techniques fail to comply with at least one of these desired properties, whereas in Section 4, it is shown that the new method proposed in this paper does possess these properties. Furthermore, it will be proven that the transformed LTI models are represented in a coherent state-space form, another novelty of the new method.
c. Interpolating the coherent LTI models. In the third and final step, the resulting set of coherent LTI models is interpolated by solving an optimization problem.
Problem 2. Once coherent local LTI models H ℓ , for ℓ = 1, . . . , m, have been obtained, they can be interpolated to obtain the estimate H(α) for the parameter-dependent system. The type and size of the resulting optimization problem that needs to be solved depends on the choice of the parameterization for H(α) and the choice of the cost function.
Choice of the parameterization. The selected parameterization for the interpolating LPV model produces the model set of all candidate interpolating LPV models. Several issues arise when selecting this parameterization. Ideally, the model set should be chosen such that the actual model is captured inside this set. However, since the actual model and its dependency on the scheduling parameter is unknown, it is unclear how to guarantee this. As this issue is still largely open, most local approaches propose parameterizations that lead to convex optimization problems or parameterizations that are useful for LPV control design, like affine, polytopic, polynomial or homogeneous polynomial parameterizations. Moreover, besides the problem of selecting the parameterization, there is a fundamental limitation to the local approaches, presented next. Remark 3. It is an inherent limitation of the local approaches that only the static parameter-dependent part can be modeled. Indeed, since time variation of the scheduling parameter is not considered in the data used for the modeling (the set of local LTI models), no information about the dynamic parameterdependent part is available. Thus, in case the model set is chosen properly, the interpolation yields the following estimate for the LPV model
which, for all constant values of the scheduling parameters, yields the same dynamic behavior as the underlying system, that is, H(α) = H(α, 0, . . .). For time-varying α, on the other hand, a modeling error does occur. It is, however, a common rule of thumb in interpolating gain-scheduling modeling and control (Shamma and Athans (1992) ) to assume that this modeling error remains small in case the scheduling parameter varies slowly with respect to the dynamics of the system, since, in this case, the dynamics associated with the static parameterdependent part of the system matrices is dominant with respect to the neglected dynamic parameter-dependent part.
Choice of the cost function. Once the parameterization is selected, a cost function needs to be defined to obtain the most appropriate interpolating LPV model H(α) from the model set. Typically, local modeling techniques resort to a fit of the coefficients of the coherent representation of the local LTI models. For example, in case the coherent LTI models have full system matrices, the problem of their interpolation basically boils down to n x (n x + n u + n y ) + n u n y independent curve fitting problems; one for each element of the system matrices of H(α). Obviously, the vast body of approximation and fitting literature (see, for example, Boyd and Vandenberghe (2004) and the references therein) can be applied to the fitting problem in order to get the best possible estimate (7).
SMILE BASED ON OBSERVABILITY AND CONTROLLABILITY
This section introduces the proposed methodology. First, a new solution is presented to the problem of the coherent representa16th IFAC Symposium on System Identification Brussels, Belgium. July 11-13, 2012 tion of the local models. Afterwards the choice of the parameterization of the LPV model and the cost function are discussed.
Coherency of the local LTI models
This section shows how to transform the original local LTI models (5) to a set of coherent LTI models. Choose the first similarity transformation as the identity matrix, T 1 = I n x , which implies that the state-space basis of the first local LTI model is used as the reference for the coherent representation. This is done as follows. First, compute the observability matrix O ℓ of all local LTI models
ℓ , where O S (α) is the static parameter-dependent part of the observability matrix of the LPV system (1), defined as
(8) See Silverman and Meadows (1967) , amongst others, for a definition of observability and controllability for LTV systems. It is assumed throughout this work that the LPV representation (1) is a (n x , n x )-constant rank system representation of order n x , completely observable and controllable, and that all local LTI models of order n x are also observable and controllable. Now, define the similarity transformation
(9) Plugging these transformation matrices into (6) yields the coherent local LTI models
(10) The fact that this set is defined coherently is proven as follows. Proof 1. Start from the original state-space LPV model (2) and define the parameter-dependent state transformatioñ
(11) Applying this state transformation to the original LPV model (2), evaluated for α =α ℓ , yields
(12) Comparing (10) and (12) reveals that the system matrices are the same. Therefore, it can be concluded that all local models (10) are defined with respect to a coherent state-space form, which is related to the original LPV model through the parameter-dependent state transformation (11).
Some remarks are in order now. First, similar results can be obtained using the extended controllability matrices of the local models. In this case, by defining the similarity transformation
it can be shown that the local LTI models can be transformed to
Second, it can be shown that the method of Steinbuch et al. (2003) is a special case of this technique for SISO systems. Steinbuch et al. (2003) transform all local LTI models to the control canonical form. In the method proposed above this means first transforming the reference modelH 1 to the control canonical form, in which case the resulting controllabilityC 1 is an identity matrix. Consequently, the transformation matrices (13) become T ℓ = C S (α ℓ ) −1T−1 ℓ , which will transform all local LTI models to the control canonical form. As mentioned above, the technique of Steinbuch et al. (2003) suffers from numerical ill-conditioning for medium to high-order systems (see Wassink et al. (2005) ). This is in strong contrast with the new SMILE technique presented in this paper, which transforms the LTI models to a set of coherent LTI models that are numerically tractable.
Third, in the solution introduced above to transform the local LTI models to a coherent set, LTI modelH 1 is chosen as a reference model and the other local models are transformed to the same equivalence class. It can be easily shown that in case a different reference model, e.g.H 2 , is selected a different set of coherent LTI models is obtained, which is related to the first coherent set through the transformation matrices
Consequently, interpolation of the second set of consistent LTI models will lead to a fundamentally different interpolating LPV model.
It follows that the chosen reference model has an influence on the resulting interpolating LPV model and therefore the question arises which choice is the best one. This same question applies to the choice between using the observability or the controllability matrices. Unfortunately, there is no general answer to these questions but one useful heuristic is as follows. First, compute the transformation matricesÕ † iÕ ℓ andC iC † ℓ , for i = 1, . . . , m and ℓ = 1, . . . , m. Then, for every possible reference model, check for the maximum condition number of the corresponding transformation matrices by computing
ℓ , for i = 1, . . . , m. For both the observability as well as the controllability approach, the "best" reference model can be chosen based on the minimum of {κ O,1 , . . . , κ O,m } and {κ C,1 , . . . , κ C,m }. Finally, verify the variation of the elements of the system matrices of H ℓ obtained using the "best" reference model for both observability and controllability and check which of both sets of coherent LTI models will be the easiest to interpolate.
Interpolation of the coherent LTI models
Next, the interpolation approach is presented, assuming the following parameterization for the interpolating LPV model
where f i (α) : R M → R, for i = 1, . . . , N, are base functions chosen a priori and where
are the unknown coefficients. With this parameterization, the interpolation is performed by considering the cost function
where · F represents the Frobenius norm of a matrix and H(α) is given by (14). Let q be the vector of variables containing all the elements of the matrices H i , for i = 1, . . . , N. Then, the cost function (15) can be rewritten as E = F(q) 2 2 with F(q) the following vector-valued function is a linear least-squares (LLSQ) problem.
APPLICATION
In this section, an analytical example is presented to demonstrate the proposed local LPV modeling technique. The considered system is a mass-spring-damper system with a varying stiffness, given bÿ 10, 60] [N/m]. This system can be represented using the following exact analytical state-space form
For the sake of this analytical example, assume that m local LTI modelsH ℓ have been obtained from H(k), for fixed k =k ℓ , with ℓ = 1, . . . , m, in real modal form:
Note that while the initial representation of the original local LTI models has no influence on the final interpolating LPV model, the real modal form is chosen here because it allows the various steps of the SMILE technique to be calculated analytically.
For this example, the SMILE technique based on the controllability matrices is used. Therefore, the controllability matrices of the local LTI models (17) are computed as
which, using LTI modelH 1 withk 1 = 10N/m as the reference model, leads to the transformation matrices
With these transformation matrices, the following set of coherent local LTI models are obtained
which can be interpolated by the following affine LPV model
To check how well this interpolating LPV model captures the dynamics of the original system, it is possible to apply, to the original LPV model (16), the following parameter-dependent state transformation
where C S (k) is the static part of C (k) defined (see Silverman and Meadows (1967) ) as
This state transformation yields the following algebraically equivalent representation of the original LPV model
Comparison of the interpolating LPV model H(k) and the equivalent representation of the original LPV model (18), leads to the conclusion that, for this example, the interpolating model captures the dynamics perfectly in casek ≡ 0. On the other hand, in case the stiffness is varying in time, the modeling error is equal to the term 
(t).
This is illustrated in Figure 1 , which shows both the position (black) and velocity (grey) for a step response of the original LPV model H(k) (solid) and the interpolating LPV model H(k) (dash-dotted) for the following two scenarios:
• Figure 1a : k(t) = 10 + t;
• Figure 1b : k(t) = 10 + 5t.
It is clear that for the first scenario, the modeling error is small, while for the second scenario, the error is far more pronounced.
CONCLUSION
In this paper, a new SMILE (State-space Model Interpolation of Local Estimates) approach is presented to compute LPV statespace models for parameter-dependent systems using local LTI models obtained for different fixed operating conditions. The paper introduces the problem by differentiating between the so-called static parameter-dependent and dynamic parameterdependent behavior of a parameter-dependent system and goes on to show that all local LPV modeling techniques are fundamentally limited to modeling the static parameter-dependent behavior only. The three main appeals of the newly proposed local modeling technique are as follows. The technique is general since it can be applied to continuous-as well as discrete-time MIMO systems with multiple scheduling parameters. Moreover, the necessary transformation of the local LTI models to a coherent state-space representation is automatic and theoretically proven. Finally, the resulting LPV models are numerically well-conditioned using full system matrices as opposed to illconditioned canonical forms. The new approach is validated through an example on a parameter-dependent mass-springdamper system.
