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We illustrate a general method for calculating spectral statistics that combines
the universal (Random Matrix Theory limit) and the non-universal (trace-formula-
related) contributions by giving a heuristic derivation of the three-point correlation
function for the zeros of the Riemann zeta function. The main idea is to construct
a generalized Hermitian random matrix ensemble whose mean eigenvalue density
coincides with a large but finite portion of the actual density of the spectrum or
the Riemann zeros. Averaging the random matrix result over remaining oscillatory
terms related, in the case of the zeta function, to small primes leads to a formula
for the three-point correlation function that is in agreement with results from other
heuristic methods. This provides support for these different methods. The advantage
of the approach we set out here is that it incorporates the determinental structure
of the Random Matrix limit.
2I. INTRODUCTION
Random matrix theory (RMT) was introduced in the 1950s to describe the highly-excited
energy levels of heavy nuclei [1]-[6]. It has subsequently found numerous and important
applications in many different branches of physics. A review of various research directions
in RMT is given, for example, in [7, 8]. Of all these directions, one is particularly unexpected:
the use of RMT in number theory. Though statistical methods have many applications in
number theory (see e.g. [9]) the importance of RMT has attracted particular attention in
recent years. This line of investigation started with a theorem of Montgomery [10] relating
to the pair correlation of the non-trivial zeros of the Riemann zeta function, and Dyson’s
remark that Montgomery’s formula can be interpreted as saying that statistical properties of
the zeros are the same as those of eigenvalues of large hermitian matrices with independent
random elements. Odlyzko’s extensive numerical computations [11] provided compelling
support for this conjecture, but also drew attention to the slow approach to the limit where
RMT is expected to hold. In the case of pair correlation, the approach to the limit was
shown to be arithmetical in origin by Berry [12] and a precise formula was derived in [13]
which matches the numerical data extremely well [14]. An analogous formula for the zeros
of Dirichlet L-functions was recently derived in [15].
Further developments in this direction came from a conjecture that the moments of the
Riemann zeta function (as well other L-functions) can be calculated using the moments
of characteristic polynomials in RMT [16, 17]. Today there exists a large collection of
conjectures which predict (in a good agreement with existing numerics) mean values of
many different quantities related to number-theoretic zeta and L-functions using ideas from
RMT. For a review of the background to this area, see [18, 19].
Unfortunately, only a limited number of rigorous results have been obtained in this field.
Most conjectures are based on heuristic arguments which are very difficult (if not impossible)
to justify mathematically. As different heuristics stress different points, it is of interest and
importance to compare different methods of calculation. It is also often the case that these
heuristic methods lead to new insights into similar problems concerning the spectral statistics
of quantum chaotic systems (see, e.g., [13, 20]).
The purpose of this paper is to calculate a formula, like that derived in [13], for the
three-point correlation function for the Riemann zeros using a method proposed in [21]. This
3function has already been obtained in [22] by Conrey and Snaith using the ratio conjecture
[23], which follows from heuristic manipulations of the approximate functional equation of
the zeta function developed in [24]. Our calculation was carried out independently of, and
at the same time as [22] but we hesitated to publish the result mainly because both methods
are general, permit to calculate, in principle, all correlation functions, and should lead to
the same formulae.
We decided to present our calculations now because there has recently been renewed
interest in these kinds of formulae (see, e.g. [25, 26]) and we believe that the approach we
take here sheds significant new light on their structure. We emphasize that this approach
is completely different to the one involving the ratios conjecture. It is based on the idea
of exploiting random matrix universality, and it incorporates universal and non-universal
(arithmetic) components in a novel way from the outset. In particular, it combines the
determinental structure of random matrix theory with the arithmetical terms in a way that
appears more natural than in other approaches. We see this as a significant advantage,
because it is often a major difficulty to identify the combinatorial identities underpinning
this structure [25–28]. It is also worth remarking that the formulae that emerge from this
kind of approach are useful for applications (cf. [29, 30]). And finally, there has recently
been considerable focus on random matrix universality (see, e.g., [8]), and our approach is
likely to be of interest in that context too.
The plan of the paper is the following. Section II is devoted to a short discussion of random
matrix universality. It is well known that standard random matrix ensembles with different
one-body potentials lead to different (non-universal) densities of eigenvalues. Nevertheless,
it is widely accepted that after unfolding, local statistical properties of eigenvalues for all
’reasonable’ ensembles are the same. This universality leads to an explicit expression for the
random matrix kernel, conjecturally valid for any mean density. In Section III an expression
for the density of Riemann zeros calculated by taking into account a large but finite number
of prime numbers is presented. The primes entering this formula are chosen in such a way
that they can be considered as independent under an average over a large window of heights
on the critical axis. Inserting the finite expression for the Riemann zeros density into the
random matrix kernel gives us formal correlation functions of Riemann zeros. But the result
inevitably has oscillations related with short primes. Averaging such oscillations over a large
window leads to our main conjecture for correlation functions presented in Section IV. In
4Section V it is demonstrated how it is possible to derive from this conjecture the two-point
correlation function of Riemann zeros. Section VI contains an explicit calculation of the
tree-point correlation function. The final expression agrees with the result of [22] obtained
by a completely different method. Section VII is a brief summary of important formulae.
II. RANDOM MATRIX UNIVERSALITY
It is well known (see e.g. [5]) that the standard Gaussian Unitary Ensemble of N × N
random matrices (GUE) is determined as an ensemble of Hermitian matrices (Mmn = M
†
mn)
whose elements are random variables with the joint probability
P (Mmn) = CNe
−TrM2
N∏
j=1
dMnn
∏
1≤m<n≤N
dReMmn dImMmn (1)
where CN is a normalization constant.
A natural generalization of this ensemble consists in choosing instead of TrM2 in the
exponent an ’arbitrary’ function Tr f(M) (called often the one-body potential)
P (Mmn) = CNe
−Tr f(M)
N∏
j=1
dMnn
∏
1≤m<n≤N
dReMmn dImMmn . (2)
All such ensembles permit one to integrate over angle-type variables and get the joint prob-
ability density for the eigenvalues λj of the matrices Mmn [5]
P (λ1, λ, . . . , λN) = C
′
N
∏
1≤i<j≤N
(λj − λi)2 exp
(
−
N∑
k=1
f(λk)
)
. (3)
To calculate the n-point correlation function one has to fix n eigenvalues xj = λj with
j = 1, . . . , n and to integrate over the remaining N − n variables. For the ensemble consid-
ered, this can be done by the method of orthogonal polynomials [5]. One first introduces
polynomials, pk(x) orthogonal with respect to the measure exp (−f(x))∫
e−f(x)pk(x)pr(x)dx = δkr . (4)
Then the n-point correlation function for the ensemble (2) takes the form of the n × n
determinant [5]
R(x1, . . . , xn) = det(KN(x, y))x,y=x1,...,xn (5)
5where the kernel KN(x, y) is expressed through the orthogonal polynomials as follow
KN(x, y) =
N−1∑
j=0
pj(x)pj(y)e
−f(x)/2−f(y)/2 . (6)
In particular, the mean level density, ρ¯(x), (i.e. one-point correlation function) is
ρ¯(x) = KN(x, x) . (7)
Usually one is interested in the limit N → ∞ and the main question is what is then the
limiting behaviour of this kernel. For the Gaussian ensemble (1) the answer is well known
[5] since the orthogonal polynomials in this case are the usual Hermite polynomials
pj(x) =
1√
2jj!
√
π
Hj(x) . (8)
The mean level density (7) in this case is given by the famous ”semicircle law”,
ρ¯(x) =


1
π
√
2N − x2, |x| < √2N
0, |x| > √2N
, (9)
and there exists an explicit formula for the kernel KN(x, y) when N is large. This formula
takes an especially simple form in the bulk of the spectrum when |x|, |y| ≪ √N
KN(x, y) =
sin πρ¯(0)(x− y)
π(x− y) (10)
where ρ¯(0) =
√
2N/π is the level density (7) at small x.
For a general one-body potential f(x) the situation is more difficult. The mean level
density can be calculated for large N from the Dyson equation [5]
P
∫ ∞
−∞
ρ¯(z)
x− zdz =
1
2
f ′(x) (11)
where P indicates the principal value integral, but correlation functions are more difficult
to obtain though there exists a vast literature on this subject (see e.g. [31] and references
therein).
Instead of using rigorous asymptotic formulae, we shall argue as follows. It is well known
that the mean level density is not a universal quantity. Different one-body potentials, f(x),
lead to different densities (cf. (11)). On the other hand, it is widely accepted that after
unfolding all correlation functions in the local scale should be universal. The unfolding here
6means that one calculates statistical properties not of the true levels, λn, (which, in general,
have a non-universal mean density ρ¯(x)) but of new quantities
en = N¯(λn) (12)
where N¯(x) is the mean number of levels with λj < x, N¯(x) =
∫ x
ρ¯(y)dy.
By construction, the new levels, en, have unit mean density, and random matrix univer-
sality asserts that for these quantities the kernel has exactly the same form as in (10) with
ρ¯(0) = 1
K(x, y) =
sin π(N¯(x)− N¯(y))
π(x− y) . (13)
This formula is assumed to be valid when (i) points x and y are far from the ends of the
spectrum, and (ii) the mean number of levels N¯(x) is a smooth function of x i.e. it changes
slowly in the scale of the nearest levels.
This expression is the concise manifestation of random matrix universality but we are
not aware that it has been proved in full generality. Nevertheless, it agrees with all we know
(or conjecture) about universal behaviour of random matrix ensembles (at least for GUE
types) and we shall apply it below for the Riemann zeta function.
III. RIEMANN ZETA FUNCTION
The Riemann zeta function is defined when Res > 1 as the sum over all integers (see e.g.
[32])
ζ(s) =
∞∑
n=1
1
ns
(14)
or as the Euler product over prime numbers
ζ(s) =
∏
p
(
1− 1
ps
)−1
. (15)
It has an analytic continuation to the rest of the complex s-plane, except for a pole at
s = 1. The celebrated Riemann Hypothesis states that all non-trivial zeros of this function,
ζ(sj) = 0, have the form
sj =
1
2
+ iEj (16)
with real Ej (which may be thought of as analogous to quantum energies).
7Assuming the Riemann Hypothesis, it is easy to write down a formal expression for the
density of these zeros (called in the mathematical literature Weil’s explicit formula [33]).
Indeed if one writes ζ(1/2 + iE) ∼∏j(E − Ej) then the density of Ej is
d(E) = −1
π
Im
∂
∂E
ln ζ
(
1
2
+ i(E + iε)
)
ε→+0
. (17)
Using the functional relation for the zeta function and (15) one gets that, as usual, the
density of zeros is a sum of two terms
d(E) = d(E) + d(osc)(E) , (18)
where d(E) is the smooth part of the density, which, as E →∞ is given by
d(E) ≈ 1
2π
ln
E
2π
, (19)
and d(osc)(E) is the oscillating part of the density
d(osc)(E) = − 1
2π
∑
p
∞∑
n=1
ln p
pn/2
(
einE ln p + e−inE ln p
)
. (20)
Of course, the sum over all primes p diverges at real E and this expression has no (clear)
mathematical meaning (similar to all ”physical” trace formulae). It gains such a meaning
when integrated against a sufficiently smooth test function.
Nevertheless, it is legitimate to write the ’true’ density as a finite sum over primes with
p < p∗ and an unknown remainder related with large primes satisfying p > p∗
d(E) = ρ¯(E) + large primes, ρ¯(E) = d(E) + ˜d(E, p∗) (21)
where ˜d(E, p∗) is the same sum as in (20) but taken over a finite set of primes with p < p∗
(the value of p∗ will be chosen below)
˜d(E, p∗) = − 1
2π
∑
p<p∗
∞∑
n=1
ln p
pn/2
(
einE ln p + e−inE ln p
)
=
1
2πi
∂
∂E
∑
p<p∗
ln
1− ApeiΦp(E)
1−Ape−iΦp(E) . (22)
Here for further convenience we introduce the notation
Ap =
1√
p
, Φp(E) = E ln p . (23)
The knowledge of ρ¯(E) permits easily to calculate the mean number of levels corresponding
to this density
N¯(x, p∗) ≡
∫ x
0
ρ¯(E)dE =
∫ x
0
(d(E) + ˜d(E, p∗))dE . (24)
8It is plain that
e2πiN¯(E,p
∗) = e2πiN(E)
∏
p<p∗
1− ApeiΦp(E)
1−Ape−iΦp(E) (25)
where
N(E) =
E
2π
ln
E
2πe
+ const . (26)
For the Riemann zeta function the constant is known (7/8) but is irrelevant for our purpose.
IV. MAIN CONJECTURE
The principal point in the approach to statistical properties of Riemann zeros advocated
here consists in the assumption that the large primes indicated in (21) give rise to GUE
correlations (5) with random matrix kernel (13) where N¯(E, p∗) is determined by small
primes (25). Precisely,
K(Ei, Ej) =
sin(π(N¯(Ei, p∗)− N¯(Ej, p∗)))
π(Ei − Ej) . (27)
Of course, in such an approach the exact mechanism by which large primes conspire to give
this kernel is completely ignored. But as we shall show below this assumption permits us to
calculate all low order terms for correlation functions of Riemann zeros in agreement with
ones calculated by different mathods.
When n-point correlation functions are calculated from (5) using the kernel (27), the
result necessarily has oscillations related with oscillations in the ”mean” density of zeros
(22) produced by short primes.
Usually one is looking for statistical properties of a set of zeros close to a large value of
E. In this case it is natural to write Ej = E + ej and then to average around E. It means
that we propose to calculate correlation functions of the Riemann zeros from the following
expression
Rn(e1, e2, . . . , en) =
〈〈
det
(
K(E + ei, E + ej)
)
i,j=1,...,n
〉〉
∆E
. (28)
Here the average indicated by 〈〈. . .〉〉∆E is to be carried out over a large window of heights
E
〈〈F (E)〉〉∆E ≡ 1
∆E
∫ E+∆E/2
E−∆E/2
F (E ′)dE ′ . (29)
9Let us choose the cut-off prime, p∗, and the window, ∆E, to fulfil the inequalities
1≪ p∗ ≪ ∆E ≪ E . (30)
This choice permits one, at least formally, to calculate all necessary mean values. In partic-
ular, one has
〈〈einE ln p〉〉∆E = 0, for p < p∗, n ∈ Z∗ , (31)
and
〈〈eiE(n1 ln p1−n2 ln p2)〉〉∆E = δn1,n2δp1,p2 for p1, p2 < p∗, n1, n2 ∈ Z∗ . (32)
Therefore
〈〈d˜(E, p∗)〉〉∆E = 0, 〈〈d(E)〉〉∆E = d(E) . (33)
More generally, phases E ln p associated with different primes p < p∗ can be considered
as independent random phases and the procedure of averaging a quasi-periodic function of
these phases is reduced to the integration over them〈〈
F
(
eiE ln p1, . . . , eiE ln pn
)〉〉
∆E
=
∫ 2π
0
dφ1
2π
· · ·
∫ 2π
0
dφn
2π
F
(
eiφ1, . . . , eiφn
)
. (34)
Any averaging procedure for which this relation is fulfilled is suitable for our purposes and
it can serve as the definition of ’good’ averaging.
Eq. (28) together with (27) and (25) are our main formulae for correlation functions of
zeros of the Riemann zeta function. In the next Sections we show how such formula can be
used to calculate explicitly the two and three-point correlation functions. When performing
the calculations we shall see that, after averaging, the remaining terms can be divided into
two groups. The first contains various sums over primes such that they have well defined
values in the formal limit p∗ →∞. The second, which includes divergent contributions, can
be transformed to the formally divergent product (with imaginary s)
f(s, p∗) =
∏
p<p∗
1− p−1
1− p−1−s . (35)
Under the assumption that
1≪ ln(p∗)≪ 1/|s| . (36)
This can be done as follows
f(s, p∗) = lim
t→0
∏
p<p∗
1− 1/p1+t
1− 1/p1+s = limt→0
ζ(1 + s)
ζ(1 + t)
∏
p>p∗
1− 1/p1+s
1− 1/p1+t
≈ lim
t→0
ζ(1 + s)
ζ(1 + t)
exp(
∫ ∞
ln(p∗)
du
u
(e−tu − e−su)) = lim
t→0
ζ(1 + s)
ζ(1 + t)
exp ln(s/t) = sζ(1 + s) . (37)
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In the last step we use that according to our assumption s ln(p∗) ≪ 1 (with, of course,
t ln(p∗)≪ 1), and ∫ ∞
0
du
u
(e−tu − e−su) = ln s− ln t . (38)
(A more careful derivation can be given by using Eq. 3.14.1 of [32].)
This leads to the conclusion that under (36)
∏
p<p∗
1− p−1
1− p−1−s −→p∗→∞ sζ(1 + s) (39)
and we shall use this expression throughout the paper.
V. TWO-POINT CORRELATION FUNCTION OF RIEMANN ZEROS
The simplest non-trivial example of a correlation function of Riemann zeros is the two-
point correlation function. It was calculated in [13] by using the explicit form of the Hardy-
Littlewood conjecture concerning the distribution of prime pairs. See [15] for an extension
to Dirichlet L-functions. A formula identical to that obtained in [13] was shown also to
follow from the ratios conjecture [34]. Here we show that exactly the same result is obtained
form Eq. (28) based on completely different assumptions.
From (28) one gets
R2(e1, e2) =
〈〈
det

K(E + e1, E + e1) K(E + e1, E + e2
K(E + e2, E + e1) K(E + e2, E + e2)

〉〉
∆E
= 〈〈ρ¯(E + e1)ρ¯(E + e2)〉〉∆E − 〈〈K2(E + e1, E + e2)〉〉∆E . (40)
Here we use K(E,E) = ρ¯(E) and K(E1, E2) = K(E2, E1). It is worth remarking that in
this approach we start with a determinant - in other approaches the main difficultly lies in
identifying the combinatorial identities that match with a determinental form. Noting that
K(E1, E2) =
sin2(π(N¯(E1, p∗)− N¯(E2, p∗)))
π2(E1 − E2)2 (41)
= − 1
4π2(E1 −E2)2
(
e2πi(N¯(E1,p
∗)−N¯(E2,p∗) − 2 + e−2πi(N¯(E1,p∗)−N¯(E2,p∗)
)
and assuming the validity of (33), one gets
R2(e1, e2) = d(E)
2
+Rc2 (e1, e2) . (42)
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Rc2 (e1, e2) is the connected part of the two-point correlation function equals to the sum of
two terms, the smooth term, R
diag
2 (e1, e2), and the oscillatory term, R
osc
2 (e1, e2),
Rc2 (e1, e2) ≡ 〈〈K2(E + e1, E + e2)〉〉∆E = Rdiag2 (e1, e2) +Rosc2 (e1, e2) , (43)
where
R
diag
2 (e1, e2) = 〈〈d1 d2〉〉∆E −
1
2π2ǫ2
(44)
and
Rosc2 (e1, e2) =
1
4π2ǫ2
〈〈e2πi(N1−N2) + e−2πi(N1−N2)〉〉∆E . (45)
Here and below we use the following notations: dj = ˜d(E + ej , p∗), Nj = N¯(E+ ej , p∗), and
ǫ = e1 − e2.
A. Smooth terms
The calculation of 〈〈d1 d2〉〉∆E is straightforward and corresponds to the so-called diagonal
approximation. From (22) one has
4π2〈〈d1 d2〉〉∆E =
∑
p1,2<p∗
∞∑
n1,2=1
ln p1 ln p2
p
n1/2
1 p
n2/2
2
〈〈 (
ein1(E+e1) ln p1 + e−in1(E+e1) ln p1
)
× (ein2(E+e2) ln p2 + e−in2(E+e2) ln p2) 〉〉
∆E
=
∑
p<p∗
∞∑
n=1
ln2 p
pn
(
einǫ ln p + e−inǫ ln p
)
= − ∂
2
∂ǫ2
∑
p<p∗
∞∑
n=1
1
n2pn
(
einǫ ln p + e−inǫ ln p
)
= − ∂
2
∂ǫ2
∑
p<p∗
∞∑
n=2
1
n2pn
(
einǫ ln p + e−inǫ ln p
)− ∂2
∂ǫ2
∑
p<p∗
1
p
(
eiǫ ln p + e−iǫ ln p
)
(46)
When p∗ →∞ only the last term diverges. To calculate this it is convenient to use Eq. (39).
By taking the logarithm of the both parts of this relation and of its complex conjugate one
obtains ∑
p<p∗
∞∑
n=1
1
npn
(
eins ln p + e−ins ln p
)
= 2 ln s+ ln |ζ(1 + is)|2 + C (47)
with a constant C = −2 ln∏p<p∗(1− 1/p). Consequently,
∑
p<p∗
1
p
(
eis ln p + e−is ln p
)
= 2 ln s+ln |ζ(1+is)|2−
∑
p<p∗
∞∑
n=2
1
npn
(
eins ln p + e−ins ln p
)
+C . (48)
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Substituting this relation (with s = ǫ) into (46) and taking into account the fact that the
sums with n ≥ 2 converge and C is independent on ǫ, we conclude that
〈〈d1 d2〉〉∆E = 1
2π2ǫ2
− 1
4π2
∂2
∂ǫ2
ln |ζ(1 + iǫ)|2 − 1
4π2
∂2
∂ǫ2
∑
p<p∗
∞∑
n=2
1− n
n2pn
(
einǫ ln p + e−inǫ ln p
)
.
(49)
Combining this expression and Eq. (44), and using
∑∞
n=2(1− n)xn = −x2/(1− x)2 gives
R
diag
2 (ǫ) = −
1
4π2
∂2
∂ǫ2
ln |ζ(1 + iǫ)|2 − 1
4π2
∑
p
ln2 p
(
1
(p1+iǫ − 1)2 +
1
(p1−iǫ − 1)2
)
. (50)
B. Oscillatory terms
The next step consists in calculating the oscillatory part of the two-point correlation
function given by (45). Substituting Eq. (25) into (45), one gets
〈〈
e2πi(N1−N2)
〉〉
∆E
= e2πid(E)(e1−e2)〈〈Rp(E; e1, e2)〉〉∆E (51)
where
Rp(E; e1, e2) =
∏
p<p∗
[1−Ape−i(Φp(E)+e2 ln p)][1 −Apei(Φp(E)+e1 ln p)]
[1−Ape−i(Φp(E)+e1 ln p)][1 −Apei(Φp(E)+e2 ln p)] . (52)
The averaging of Rp(E, e1, e2) over E can be done by using Eq. 34. Therefore, the average
over E corresponds to the independent integration over phases Φp(E) = E ln pj
〈〈Rp(E; e1, e2)〉〉∆E =
∏
p<p∗
〈Rp(Φp; e1, e2)〉Φp (53)
where the average 〈Rp(Φp; e1, e2)〉Φp is simply the mean value over all Φp
〈Rp(Φp; e1, e2)〉Φp =
1
2π
∫ 2π
0
Rp(Φp; e1, e2)dΦp , (54)
and
Rp(Φp; e1, e2) =
[1− Ape−i(Φp+e2 ln p)][1− Apei(Φp+e1 ln p)]
[1− Ape−i(Φp+e1 ln p)][1− Apei(Φp+e2 ln p)] . (55)
The calculation of the integral can conveniently be performed by complex integration.
Putting z = eiΦp, one gets
〈Rp(Φp; e1, e2)〉Φp =
1
2π
∮
[1− Apz−1e−ie2 ln p][1−Apzeie1 ln p]
[1− Apz−1e−ie1 ln p][1−Apzeie2 ln p]
dz
z
(56)
where the integral is taken over the unit circle in the complex plane.
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As Ap = p
−1 < 1, inside the integration contour there are two poles. The first is at z = 0
and the second at z = Ape
−ie1 ln p. Straightforward calculation gives
〈Rp(Φp; e1, e2)〉Φp = eiǫ ln p +
(1− A2p)(1− eiǫ ln p)
1−A2pe−iǫ ln p
=
1− 2A2p + A2peiǫ ln p
1−A2pe−iǫ ln p
(57)
=
(1− A2p)2
|1− A2p eiǫ ln p|2
(
1− A
4
p(1− eiǫ ln p)2
(1− A2p)2
)
,
where as above ǫ = e1 − e2.
To calculate the product over p < p∗ we use Eq. (39); the final answer is
Rosc2 (ǫ) =
1
4π2
e2πid(E)ǫ|ζ(1 + iǫ)|2
∏
p
(
1− (1− p
iǫ)2
(p− 1)2
)
+ c.c. . (58)
Expressions (50) and (58) constitute two parts of the connected two-point correlation func-
tion of zeros of the Riemann zeta function. It is important to stress that the same expres-
sions were obtained in [13] by a completely different method based on the Hardy-Littlewood
conjecture concerning the distribution of prime pairs. Exactly the same formulae are also
derived from the ratio conjecture [34]. Of course, all these methods are heuristic and cannot
be considered as a true mathematical proof. Nevertheless, their mutual agreement means
that if such a formula exists, it is likely to be given by the above expressions.
It is plain that when ǫ→ 0, Eq. 58 reproduces the two-point correlation function for the
GUE ensemble of random matrices
Rc2 (ǫ) −→
ǫ→0
−sin
2(πd¯ǫ)
π2ǫ2
. (59)
In [27] using an averaged version of the Hardy-Littlewood conjecture it was shown that at
small separations all correlation functions of the Riemann zeros agree with random matrix
predictions.
VI. THREE-POINT CORRELATION FUNCTION
The purpose of this Section is to calculate explicitly the three-point correlation function
of zeros of the Riemann zeta function using the method discussed in the previous Sections.
By definition
R3(e1, e2, e3) =
〈〈∣∣∣∣∣∣∣∣∣
ρ¯1 K12 K13
K21 ρ¯2 K23
K31 K32 ρ¯3
∣∣∣∣∣∣∣∣∣
〉〉
∆E
(60)
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where ρ¯j = ρ(E + ej) and Kij = K(E + ei, E + ej).
Expanding the determinant one gets
R3(e1, e2, e3) = ρ¯1 ρ¯2 ρ¯3+K12K23K31+K21K13K32− ρ¯1K23K32− ρ¯2K13K31− ρ¯3K12K21 .
(61)
Each Kij is given by (27) and it is straightforward to check that
K12K23K31 =
1
(2πi)3e12e23e31
(
e2πi(N1−N2) + e2πi(N2−N3) + e2πi(N3−N1) − c.c.) (62)
with eij = ei − ej .
From (21) ρ¯j ≡ ρ¯(E + ej) is the sum of two terms, ρ¯j = d(E + ej) + ˜d(E + ej , p∗). Using
d(E + ej) = d(E) + O(ej/E), ignoring the last correction terms, and, as above, denoting
dj = ˜d(E + ej , p∗) one obtains
R3(e1, e2, e3) = d(E)
3
+ d(E)Rc2 (e12) + d(E)R
c
2 (e23) + d(E)R
c
2 (e31) +R
c
3 (e1, e2, e3) . (63)
Here Rc2 (eij) is the connected two-point correlation function (43) calculated in the previous
Section, and Rc3 (e1, e2, e3) is the connected three-point function conveniently written as the
sum of two terms
Rc3 (e1, e2, e3) = R
diag
3 (e1, e2, e3) +R
osc
3 (e1, e2, e3). (64)
Here R
diag
3 (e1, e2, e3) is a smooth part
R
diag
3 (e1, e2, e3) = 〈〈d1d2d3〉〉∆E , (65)
and Rosc3 (e1, e2, e3) is an oscillatory part
Rosc3 (e1, e2, e3) = −
1
(2πi)3
(
r12
e212
+
r23
e223
+
r31
e231
+ c.c.
)
(66)
where
r12 =
〈〈[
2πid3 − 2e12
e23e31
]
e2πi(N1−N2)
〉〉
∆E
, (67)
r23 =
〈〈[
2πid1 − 2e23
e12e31
]
e2πi(N2−N3)
〉〉
∆E
, (68)
r31 =
〈〈[
2πid2 − 2e31
e12e23
]
e2πi(N3−N1)
〉〉
∆E
. (69)
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A. Smooth terms
The calculation of smooth (diagonal) contributions (65) for the three-point correlation
function of Riemann zeros is simplified by the fact that after averaging terms divergent when
p∗ → ∞ disappear and only convergent sums remain. Indeed, the average over E removes
all products with different primes (cf. (32)). Therefore
R
diag
3 (e1, e2, e3) ≡ 〈〈d1 d2 d3〉〉∆E = −
1
(2π)3
∑
p
ln3 p
∞∑
n1,n2,n3=1
An1+n2+n3p
×
〈 (
ein1(Φp(E)+e1 ln p) + e−in1(Φp(E)+e1 ln p)
) (
ein2(Φp(E)+e2 ln p) + e−in2(Φp(E)+e2 ln p)
)
× (ein3(Φp(E)+e3 ln p) + e−in3(Φp(E)+e3 ln p)) 〉
Φp
. (70)
After averaging over Φp, non-zero result gives only diagonal terms with n1 = n2 + n3,
n2 = n1 + n3, and n3 = n1 + n2. So
R
diag
3 (e1, e2, e3) = −
1
(2π)3
∑
p
ln3 p
[
1
(p1−ie12 − 1)(p1−ie13 − 1)+
+
1
(p1−ie21 − 1)(p1−ie23 − 1) +
1
(p1−ie32 − 1)(p1−ie31 − 1)
]
+ c.c. . (71)
B. Oscillatory terms
Using Eqs. (25) and (22) we obtain
〈〈
2πid3e
2πi(N1−N2)
〉〉
∆E
= e2πid(E)e12
∂
∂e3
〈〈[∑
p<p∗
ln
1−ApeiΦp(3)
1− Ape−iΦp(3)
] ∏
p<p∗
(1− Ape−iΦp(2))(1−ApeiΦp(1))
(1− Ape−iΦp(1))(1−ApeiΦp(2))
〉〉
∆E
(72)
where Φp(j) ≡ Φp(E + ej) = Φp(E) + ep ln p.
According to Eq. (34) the average over E is equivalent to the mean value over all phases.
In Eq (72) the sum over primes is multiplied by the product over the same primes. Therefore
the average of each term in the sum, say with p = q, reduces to the following product of the
averages 〈〈
∂
∂e3
ln
[
1− AqeiΦq(3)
1−Aqe−iΦq(3)
] ∏
p<p∗
(1− Ape−iΦp(2))(1−ApeiΦp(1))
(1− Ape−iΦp(1))(1−ApeiΦp(2))
〉〉
∆E
= Tq(e1, e2, e3)
∏
p 6=q
〈Rp(Φp; e1, e2)〉Φp (73)
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where
Tq(e1, e2, e3) =
∫ 2π
0
dΦq
2π
∂
∂e3
ln
[
1−Aqei(Φq+e3 ln q)
1−Aqe−i(Φq+e3 ln p)
]
× (1−Aqe
−i(Φq+e2 ln q))(1− Aqei(Φq+e1 ln q))
(1−Aqe−i(Φq+e1 ln q))(1− Aqei(Φq+e2 ln q)) , (74)
with Rp(Φp; e1, e2) given by Eq. (55), and its average by Eq. (58).
As in the previous Section it is convenient to calculate Tq(Φq; e1, e2, e3) by complex inte-
gration. Denoting z = ei(Φq , Aq = A, and fj = ej ln q one has
Tq(e1, e2, e3) = − ln q
2π
∮ [
Azeif3
1− Azeif3 +
Ae−if3
z − Ae−if3
]
(1− Azeif1)(z − Ae−if2)
(z − Ae−if1)(1− Azeif2)
dz
z
. (75)
Inside the unit circle the integrand has 3 poles, z = 0, z = Ae−if1 , and z = Ae−if3 . Direct
calculations give (φij = fi − fj)
Tq(e1, e2, e3) = −i ln q
[
−eiφ12 +
( A2eiφ31
1−A2eiφ31 +
1
eiφ31 − 1
)(1− A2)(1− eiφ12)
1− A2eiφ21
+
(1− A2eiφ13)(1− eiφ32)
(1− eiφ31)(1−A2eiφ23)
]
= −i ln q (1− A
2)(1− eiφ12)
1−A2eiφ21
[
A2eiφ31
1− A2eiφ31 +
A2eiφ23
1− A2eiφ23
]
.(76)
Re-introducing the full notation it follows that (eij = ei − ej)
Tq(e1, e2, e3) =
∂
∂e3
ln
[
1− A2qeie31 ln q
1− A2qeie23 ln q
]
(1−A2q)(1− eie12 ln q)
1− A2qeie21 ln q
. (77)
Using Eq. (57) one gets
r12 = e
2πid(E)e12
∏
p<p∗
(1− A2p)2
|1−A2peie12 ln p|2
(
1− A
4
p
(1− A2p)2
(1− eie12 ln p)2
)
× (78)
× ∂
∂e3
[∑
q<p∗
(1− A2q)(1− eie12 ln q)
1− 2A2q + A2qeie12 ln q
ln
1− A2qeie31 ln q
1− A2qeie23 ln q
+ ln
e231
e232
]
. (79)
The summand in the square brackets can be transformed as follows
(1−A2)(1− eiφ12)
1− 2A2 + A2eiφ12 ln
1−A2eiφ31
1−A2eiφ23 = ln
1− A2eiφ31
1− A2eiφ23 + ln
1− A2e−iφ31
1− A2e−iφ23 +
+
A2 − eiφ12
1− 2A2 + A2eiφ12 ln
1−A2eiφ31
1−A2eiφ23 − ln
1−A2e−iφ31
1−A2e−iφ23 =
= ln
∣∣∣∣1−A2eiφ311−A2eiφ23
∣∣∣∣
2
+ A2
(1− eiφ12)2
1− 2A2 + A2eiφ12 ln
1− A2eiφ31
1− A2eiφ23 −
−
[
eiφ12 ln
1− A2eiφ31
1− A2eiφ23 + ln
1− A2e−iφ31
1− A2e−iφ23
]
. (80)
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The expansions of all terms except the first one starts with A4 ≡ A4q and, consequently, their
sum over q converge for large primes. In the divergent part, as above, we use (39), and
∑
q<p∗
ln
∣∣∣∣∣1− A
2
qe
ie31 ln q
1− A2qeie23 ln q
∣∣∣∣∣
2
= ln
∣∣∣∣∣
∏
q<p∗
1− A2eie31 ln q
1− A2eiφ23 ln q
∣∣∣∣∣
2
−→
p∗→∞
ln
∣∣∣∣e23ζ(1 + ie23)e31ζ(1 + ie31)
∣∣∣∣
2
. (81)
The other terms in (80) can be transform as follows
∂
∂e3
[
eiφ12 ln
1− A2eiφ31
1− A2eiφ23 + ln
1− A2e−iφ31
1− A2e−iφ23
]
= i ln q A4
[
e−iφ23(eiφ32 − eiφ31)
(1− A2eiφ32)(1− A2eiφ31) +
e−iφ31(e−iφ31 − e−iφ32)
(1− A2e−iφ31)(1− A2e−iφ32)
]
. (82)
Similarly, the other terms in Eq. (80) takes the form
∂
∂e3
[
A2
(1− eiφ12)2
1− 2A2 + A2eiφ12 ln
1− A2eiφ31
1− A2eiφ23
]
=
= −i ln q A4 (1− e
iφ12)2
1− 2A2 + A2eiφ12
(
eiφ31
1−A2eiφ31 +
e−iφ32
1− A2e−iφ32
)
. (83)
Combining all terms together one finds
Rosc3 (e1, e2, e3) = −
e2πid(E)e12
(2πi)3
|ζ(1 + ie12)|2
∏
p
(
1− (1− p
ie12)2
(p− 1)2
)[
∂
∂e3
ln
∣∣∣∣ζ(1 + ie32)ζ(1 + ie31)
∣∣∣∣
2
−i
∑
q
ln q
(
qie12 − 1
(q1+ie23 − 1)(q1+ie13 − 1) +
qie12 − 1
(q1+ie31 − 1)(q1+ie32 − 1) + (84)
+
(1− qie12)2
q − 2 + qie12 (
1
q1−ie31 − 1 +
1
q1−ie23 − 1)
)]
+ cyclic permutations + c.c. .
Here ”cyclic permutations” means that one has to add 2 other terms corresponding to cyclic
permutations of indices (1, 2, 3), i.e. terms with substitutions: 1 → 3, 2 → 1, 3 → 2 and
1→ 2, 2→ 3, 3→ 1.
VII. SUMMARY
The principal ingredients of the proposed method for calculating correlation functions for
the Riemann zeros are the following:
• A ’universal’ formula for the kernel of a GUE-type ensemble of random matrices with
a given mean eigenvalue density, ρ¯(E),
K(x, y) =
sin π
∫ y
x
ρ¯(E)dE
π(x− y) . (85)
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• The relation with the Riemann zeta function is established by fixing ρ¯(E) in the above
expression as the finite part of the density of the zeros
ρ¯(E) =
1
2π
ln
E
2π
− 1
2π
∑
p<p∗
∞∑
n=1
ln p
pn/2
(
einE ln p + e−inE ln p
)
(86)
where the summation is performed over all prime numbers up to a certain cut-off value
of p∗.
• Correlation functions are calculated by the averaging the GUE determinantal formula
over a large window of E
R(e1, . . . , en) = 〈〈det(K(x, y))x,y=E+e1,...,E+en〉〉∆E . (87)
• The average is assumed to be such that phases E ln p with different primes p < p∗ can
be considered as independent random phases and the procedure of averaging is carried
out by integration over these phases
〈〈
F
(
eiE ln p1 , . . . , eiE ln pn
)〉〉
∆E
=
∫ 2π
0
dφ1
2π
· · ·
∫ 2π
0
dφn
2π
F
(
eiφ1, eiφ2 , . . . , eiφn
)
. (88)
• After the averaging, the result consists of different sums over prime less than p∗. Those
sums which converge when p∗ →∞ are substituted by the sums over all primes. Sums
divergent at large p∗ can be transformed to one particular product (or its logarithm
or its derivative) whose limiting value is
∏
p<p∗
1− p−1
1− p−1−s −→p∗→∞ sζ(1 + s) . (89)
When the above rules are accepted, the calculation of correlation functions of Riemann zeros
at a large height E on the critical line reduces to purly algebraic manipulations (cf. Sections
V and VI). Our purpose here was to explain this new method, which, as we have emphasized,
has the advantage over other heuristic approaches that it incorporates the determinanetal
structure of RMT at the beginning (usually, it requires delicate combinatorial manipulations
to establish this [25–28]). The method also extends straightforwardly to similar quantum
chaotic problems.
For convenience we rewrite the obtained expressions given by Eqs. (64), (84), and (71)
together with Eqs. (43), (50), (58) for the two-point and three-point correlation functions.
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Two-point correlation function
R2(ǫ) = d(E)
2
+Rc2 (ǫ), R
c
2 (ǫ) = R
diag
2 (ǫ) +R
osc
2 (ǫ) . (90)
where
R
diag
2 (ǫ) = −
1
4π2
∂2
∂ǫ2
ln |ζ(1 + iǫ)|2 − 1
4π2
∑
p
ln2 p
(
1
(p1+iǫ − 1)2 +
1
(p1−iǫ − 1)2
)
, (91)
Rosc2 (ǫ) =
e2πid(E)ǫ
4π2
|ζ(1 + iǫ)|2
∏
p
(
1− (1− p
iǫ)2
(p− 1)2
)
+ c.c. . (92)
Three-point correlation function
R3(e1, e2, e3) = d(E)
3
+ d(E)Rc2 (e12) + d(E)R
c
2 (e23) + d(E)R
c
2 (e31) +R
c
3 (e1, e2, e3) ,
Rc3 (e1, e2, e3) = R
diag
3 (e1, e2, e3) +R
osc
3 (e1, e2, e3) , (93)
where
R
diag
3 (e1, e2, e3) = −
1
(2π)3
∑
p
ln3 p
(
1
(p1−ie12 − 1)(p1−ie13 − 1) +
1
(p1−ie21 − 1)(p1−ie23 − 1)
+
1
(p1−ie32 − 1)(p1−ie31 − 1)
)
+ c.c. (94)
and
Rosc3 (e1, e2, e3) = −
e2πid(E)e12
(2πi)3
|ζ(1 + ie12)|2
∏
p
(
1− (1− p
ie12)2
(p− 1)2
)[
∂
∂e3
ln
∣∣∣∣ζ(1 + ie32)ζ(1 + ie31)
∣∣∣∣
2
−i
∑
p
ln p
(
pie12 − 1
(p1+ie23 − 1)(p1+ie13 − 1) +
pie12 − 1
(p1−ie13 − 1)(p1−ie22 − 1) + (95)
+
(1− pie12)2
p− 2 + pie12
( 1
p1−ie31 − 1 +
1
p1−ie23 − 1
))]
+ cyclic permutations + c.c. .
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