When pairwise genetic distances are used for phylogenetic reconstruction, it is usually assumed that the genetic distance between two taxa contains information about the time after the two taxa diverged. As a result, upon an appropriate transformation if necessary, the distance usually can be fitted to a linear model such that it is expressed as the sum of lengths of all branches that connect the two taxa in a given phylogeny. This kind of distance is referred to as "additive distance."
Introduction
Random genetic drift is an important evolutionary force. It has been argued that, in natural populations, population size is sufficiently large that drift could be ignored compared with other evolutionary forces such as selection and mutation (Fisher 1958, pp. 22-5 1) . In inbred strains of mice, rats, guinea pigs, and some plants, for example, the population size is so small and the evolutionary history so short that variation in allelic frequencies among inbred strains must have been predominantly driven by random drift or allelic fixation ( Atchley and Fitch 199 1, 1993 ) . Thus, patterns of genetic divergence observed among inbred strains result from random segregation of the original heterozygosity of the founding stocks.
For captive populations, genetic drift is the overriding factor controlling the loss of heterozygosity. Mutation has no noticeable effect on populations of size typically managed in zoos and nature preserves. Unless selection is stronger than commonly observed in natural populations, it is inefficient in countering drift when population sizes are on the order of 100 or fewer (Lacy 1987) . Random genetic drift is also considered to be important in determining the variation in gene frequencies in man Edwards and Cavalli-Sforza 1964; Cavalli-Sforza 1966; Cavalli-Sforza and Edwards 1967 ) .
A commonly used measurement of divergence in gene frequencies caused by random genetic drift is Wright' s FST (Wright 1943 (Wright , 195 1, 1965 . &statistics were originally derived from a population-genetics perspective and it was assumed that an infinite number of populations diverged at the same time from a common ancestral population. From a phylogenetic perspective, the coancestry coefficient (&) , which is another Fs,-related measurement of population divergence, seems more appropriate. Within a population, it is defined as the probability that a random gene from one individual is identical by descent to a random gene from another individual ( Kempthorne 1969, pp. 72-80; Falconer 1980, pp. 80-83) . Between two populations exu is defined as the probability that a random pair of genes, one from each population, are identical by descent. Appropriate transformations of the coancestry coefficients can be treated as genetic distances for use in phylogenetic inference.
However, this measure of genetic distance may not be additive, which is assumed by the Fitch-Margolish method (Fitch and Margolish 1967) and other phylogeny inferring algorithms.
Further, there are no phylogenyinferring algorithms available that incorporate inbreeding coefficients like 8 xy. To circumvent this problem, a phylogeny-inferring algorithm using character data such as the parsimony method may be used. Recently, Atchley and Fitch ( 1993) introduced the concept of loss parsimony to describe the segregation and random fixation of alleles under systematic brother-sister mating. These authors used an inverted Camin-Sokal algorithm to find genetic drift and the loss parsimony model fails to incorporate appropriate quantitative predictions from population-genetics theory.
A maximum-likelihood (ML) method under the pure drift model could, in principle, incorporate all the pertinent quantitative predictions inherent to genetic drift (Felsenstein 1973, 198 1) . The drawback of an ML method is that it involves extensive computing if explicit solutions are not possible. In addition, lack of knowledge on the exact joint probis the mean inbreeding coefficient of population B. We use H throughout to represent the expected heterozygosity. Estimated heterozygosity will be discussed later. Equation ( 1) allows the time before divergence to be inferred from the existing heterozygosity of node B as
ability distribution of the data will decrease the credibility of ML. Let Hx and Hy be the expected heterozygosities of
In this research, we first introduce a class of 8xy-the terminal population X and Y, respectively, at the related measurements of genetic distances. These genetic time when data are sampled. Because of the relationships distances, after appropriate transformation, are then used to infer phylogenetic relationships among taxa.
Hx = H~[l-l/(2N,)]'~~

The Pure Drift Model and
Consider a finite population with effective population size N, isolated from an infinite, random-mating Hy = HB lzBy, population in Hardy-Weinberg equilibrium (denoted by A as in fig. 1 ). Assume effective population size did not tBX and tBy can be inferred by change through time and at generation tAB the population (denoted by B) was split into two lineages, X and
Y, each of which had the same effective population size and N,. Populations X and Y have independent histories of genetic drift for t BX and tgy generations,
reSpeCtiVdy.
Suppose that the heterozygosity of a neutral locus in the 
infinite ancestral population was HA. When the finite population (population B) was split, the expected hetrespectively. If generation intervals for the two lineages erozygosity was expressed by HB. If both HA and HB are were the same and data were sampled at the same time, known, one can infer the time tAB, in generations, by tBX should equal t BY. However, this is not a requirement the following formula: of the phylogenetic methods being described here. The number of heterozygotes in populations X and to obtain an estimate of HB from the observed data sampled from X and Y.
Estimation of Heterozygosity of an Internal Node
The number of heterozygotes in populations X and Y (the terminal nodes) can be obtained from the actual counts by examining individual genotypes. However, individuals were assumed to mate randomly within each population so that the heterozygosity of each terminal node can be estimated by the so-called gene diversity (Nei 1976, pp. 723-765) .
Let xi and yi denote the ith allele frequencies (observed) for taxa X and Y, respectively, where i = 1, 2, . . . , n for a locus with n allelic The allelic frequencies of the two terminal taxa provide all information about the heterozygosity of their ancestral population at the time when they diverged. Consider node B as a parental population with X and Y being two sets of offspring of B. Note that no matter how many generations had passed since X and Y diverged, X carries genes from one set of offspring and Y carries genes from another set of offspring of B. Recall that the coancestry coefficient between X and Y is defined as the probability that a gene from X is identical by descent with a gene from Y. If X and Y form a pair of mates, their offspring would have an inbreeding coefficient equal to the coancestry coefficient between X and Y. Because X and Y have been treated as offspring of B, the progenies of X and Y would be the grandchildren of population B. As population B is designated as generation tAB, their potential grandchildren should be designated as generation tAB -I-2. Therefore, 8xu = FtAB+2. Coancestry coefficient, Oxv, is probably the most appropriate measurement of genetic distance between two taxa when dealing with random drift because it is independent of the initial gene frequency (allele frequency of the common ancestral population, A) and reflects the time elapsed before X and Y diverged. However, estimation of 0 xy still needs an estimate of the initial frequency.
Fortunately, there is a simple linear relationship between the expected heterozygosity and
where Ho is the heterozygosity of the panmictic base population. Therefore, instead of estimating F or Oxy, we may estimate the heterozygosity.
We now propose an unbiased estimator of HB, the heterozygosity of the internal node (see fig. 1 ), using observed allele frequencies for a locus of interest from taxa X and Y. Under the drift model, their expected values are the same as that in the initial base population. An unbiased estimate of the heterozygosity two generations after node B is proposed as
This heterozygosity estimator, denoted by Dxy , is a genetic distance. The unbiased property of equation (5) (6b) is dropped, the quantity in the left-hand-side is HB. Therefore, the expected genetic distance between two lineages equals the heterozygosity of the potential grandchildren (generation tAB+2) of their common ancestral population at the time when the two lineages diverged. If the effective population size is not too small (N,>50), heterozygosity reduction for two generations is insignificant so that the expected Dxy is a good approximation for HB, that is,
Unless specified, otherwise we assume that N, is large enough so that the expected genetic distance between two lineages equals the heterozygosity of their immediate common ancestral population at the time when the two lineages diverged. Although equation ( 5 ) is unbiased, it is not practical to use just a single locus to infer the heterozygosity of an internal node because a large variance will be anticipated. Especially if there is no heterozygosity in the terminal taxa, there are only two possible outcomes: that the two lineages fixed the same allele or that they fixed different alleles. The latter may be called alternative fixation. In either case, we will not be able to infer HB just on the basis of the two possible observed outcomes of fixation. It can be shown, however, that if rn independent neutral loci are used, we can compare the two lineages locus by locus, find the number of alternatively fixed loci, and use the proportion over the total number of loci to measure the genetic distance ( Atchley and Fitch 199 1, 1993 ) . A general strategy is to average Dxu over loci, which has the operational form of (8) where Xji and yji are the ith allele frequencies of the jth locus for populations X and Y, respectively, and n, is the number of allelic states of the jth locus. Equation (8) is still an unbiased estimator of the average heterozygosity of the internal node over loci because drift has an equal effect on all loci. In this case,
where HA is the average heterozygosity over loci of the common ancestral population (node A).
The estimated length (number of generations) of the root branch ( fig. 1 ) is 2,, = [log~~~~~-~~g~H,~ll~~~~~-~l~~N,~1. (9) no information about the lengths of branches that connect A and D. Therefore, branch lengths of a phylogenetic tree under the pure drift model cannot be estimated with the conventional Fitch-Margoliash method. Suppose that figure 2 represents the true phylogenetic relationship of the four taxa and we have collected 4( 4-1 )/ 2 = 6 pairwise distances and four observed heterozygosities within taxa. The total number of observed data points is 10. Let us define variable y as the appropriate transformation of either the heterozygosity within taxon or the genetic distance between taxa. Thus, where the e's are error terms representing departures of tD. This is clearly not the case under the pure drift model observed from expected values. Let y and e be 10 X 1 because DAB estimates the heterozygosity at node d, which is determined by the sum of tl , t2, and t3 and vectors containing the y's and the e's, t = [ tl t2 t3 tA tB tc tDIT be a 7 x 1 respectively, and vector where the does not depend on tA and lg. Similarly, DAD refleCtS superscript T represents matrix transposition. The conheterozygosity at node b, a function of tl , and provides densed matrix notation for the above additive model is
studies.
2.-The model tree for four taxa used in the simulation
where Z is a design matrix representing the tree topology. In this particular example, 
where d' is the degrees of freedom and equals the number of data points minus the number of branches. For T taxa, df = T( T-3)/ 2 + 1. The ordinary-least-squares solutions given in equation ( 15) assume that the error terms are independent with a constant variance. However, these e' s are certainly correlated and the variance may also vary. Let V denote the variance-covariance
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Unfortunately, V is usually unknown and its estimation is difficult. Therefore, the ordinary-least-squares solutions are used hereafter. The V matrix will be further discussed in a later section. There are 15 possible rooted trees for four taxa. In principle, one needs to evaluate all 15 possible trees and choose the one with the smallest MSE.
Several key points concerning y' s need to be made. First, for large N, , log [ 1 -1 / ( 2N,)] can be replaced by -1 / (2N,). Second, N, may be unknown in natural populations, or it may have been estimated. Fortunately, 2N, occurs in all the y' s, thus permitting 2N, to be dropped. In that case, the branch length is not the number of generations but t/( 2N,). Third, Ha = 2p0( 1 -pO), requiring the initial allelic frequency in the common ancestral population ( node a in fig. 2 ). One may replace po by the average allelic frequency of all lineages, but that value is anticipated to have a large variance because lineages are not independent random samples of node a. However, -log( fla) is a constant added to all the y' s. Linear regression theory indicates that adding a constant to y' s does not affect the estimates of regression coefficients and the MSE, but it does change the estimate of the intercept. Examining the above additive model and the Z matrix, we see that the tree trunk (branch tl in fig. 2 ) is actually the intercept and all other t's are regression coefficients. Therefore, if one is not interested in the length of the roof, the constant -log(H,) can be ignored, leaving MSE and the other branch-length estimates unaffected. Ignoring -log(aa)
we have yA = -log (HA) and YAB = -log( DAB), a similar transformation to Nei' s ( 1987, pp. 208-253) standard genetic distance, but, they have quite different meanings. Nei' s standard genetic distance takes the negative of the natural log of the genetic similarity, whereas our y variable takes the negative of the natural log of the genetic distance. Therefore, the y variable may not be called genetic distance but rather a kind of genetic "similarity."
Branch lengths of a phylogenetic tree cannot be negative. However, the least squares solution does not guarantee the nonnegativity. There are two situations where negative estimates may occur. First, a wrong topology may be chosen, which would lead to systematic bias for the estimate of a branch length. Such bias cannot be removed by increasing the number of loci. Second, if a small number of loci are used, sampling error may cause a negative estimate of a branch length, even when a correct tree topology is used. In the latter case, nega-tivity can be overcome by increasing the number of loci. Algebraically, an ad hoc way of solving the problem of negativity is to set any negative branches to zero and then recalculate the MSE for a given tree topology (Swofford and Olsen 199 1) . The optimal approach, however, is to utilize quadratic programming to disallow negative estimates of regression coefficients (Hildreth 1957) . The tree trunk, tl , is the intercept in the linear model; thus, it should not be constrained.
Monte Carlo Simulation
An example was generated via Monte Carlo simulation to demonstrate the usage of the new method. We simulated the model tree given in figure 2 under a special breeding procedure, namely, brother X sister (bXs) mating. Most inbred populations of laboratory mice and rats were developed by b X s mating, which strictly fit this pure drift model ( Atchley and Fitch 199 1, 1993) . With brother X sister mating, equation ( 1) can still be used to approximate HB such that the heterozygosity is expressed as a function of generations. Kempthorne ( 1969) has shown that, with systematic fullsib mating, 1 -1/(2N,) = ( 1+6)/4 = 0.809, leading toN,=2.6178.Hence,log[l-1/(2N,)]canbereplaced by log( 0.809).
We first simulate an initial hypothetical random population with 200 independent neutral loci, all with two allelic states (0 and 1) . The frequency of allelic state 1 is 0.5 across all loci. This population is designated as generation 0 and denoted as node a; hence, H, = 2(.5)(1-S) = .5. We then randomly sampled two individuals (one male and one female) from this hypothetical population, who were then b X s mated for three generations (designated as generation 3 and denoted by node b). From node b, a series of inbreeding lines were produced as described in figure 2. Four fullsib progenies were produced from node b; one pair of full-sibs was used to initiate a lineage that produced line D after nine generations of b X s mating, as shown in figure 2 . The progenies from the other pair of full-sibs from node b were b X s mated for three generations to produce node c. At node c, one pair of progenies were b X s mated for six generations to produce the lineage leading to line C and another pair leading to node d after three generations of b X s mating, which subsequently led to line A and B. Both tA and tg are three generations. The genotypes of the simulated organisms were examined and allelic frequencies were calculated. In the absence of selection and mutations, systematic b X s mating reduces heterozygosity. Thus, this is a pure random drift model of evolutionary change of allelic frequencies.
The estimated heterozygosity of each terminal taxon was obtained by evaluating the genotype of each locus of each individual. The genetic distance was esti- ( 12). The reason to modify equatior ( 12) for the special mating system is that the effective population is too small (N,=2.6 178) and selfing is no allowed. The modified version of equation ( 12) follows all y' s with one subscript are added by 1; otherwise, the: are subtracted by 1. The MSE for this data set was 0.060~ (generation ' ) and the estimated branch lengths are listen in table 2. To show that a choice of ii, does not affec MSE and estimates of t2 . . . tD, we also chose fla = 0. and Z?a = 0.9 to compare with I;ia = 0.5. Remembe that the true value of tl is 3. When l?a = 0.5, the esti mated value was 3.17 (close to 3)) but it became -4.4: and 5.95, respectively, when Ra = 0.1 and 0.9 were used To evaluate the sensitivity of MSE and generalize the results, more simulations were conducted. The numbers of independent loci examined were 5, 10, 15 20,25, 50, 75, and 100. For any given number of loci 100 replicated samples were simulated. For each repli cate, all 15 possible trees ( fig. 3) were evaluated. The tree with the smallest MSE was chosen as the inferrec phylogeny. The 15 different rooted trees can be classified into two categories, asymmetric and symmetric. The asymmetric trees include tree numbers 1, 2, 4, 5, 6, 7, 8, 10, 11, 12, 14, and 15. Tree numbers 3, 9, and 13 belong to the symmetrical class. First, we chose tree number 7 as the true tree to simulate the data. The average MSE of the 100 replicates for each tree is reported in table 3. The mean MSE of the true tree (tree number 7) was the smallest among the 15 possible trees. Therefore, MSE is sensitive to the choice of tree topology. The frequency of being chosen as the inferred phylogeny is given in table 4. When the number of loci was five, the percentage of choosing the right phylogeny (tree number 7) was 26%, which ranked the second highest (the highest value was 28% for tree number 2). When the number of loci increased to 10, the frequency of choosing the right tree increased to 44%, which dominated all other trees. As expected, this frequency increased as the number of loci increased. The patterns of increase in frequency of choosing the true tree and decrease in MSE for the true tree (tree number 7) with increasing number of loci are shown in figure 4a. Tree numbers 2, 8, 9, and 14 generally had smaller MSEs (table 3) and higher frequencies (table 4) than other trees (except for the true one). Looking into the 15 trees given in figure 3 again, we found that each of these four trees (tree numbers 2, 8, 9, and 14) retains a true clade, but no other trees retain any true clade.
Second, we chose tree number 9 as the true tree to simulate the data. The average MSE of the 100 replicates Phylogenetic Inference under Drift 955 for each tree is given in table 5. The mean MSE of the true tree (tree number 9) was again the smallest among the 15 possible trees. The frequency of being chosen as the inferred phylogeny is given in table 6. When the number of loci was five, the percentage of choosing the right phylogeny (tree number 9) was 26%. When the number of loci increased to 50, this frequency increased to 94%. For 100 loci, it has reached 100%. These frequencies are generally greater than those found when tree number 7 was assigned as the true tree. Similar plots are provided in fig. 4b .
An Application to Human Evolution
The data consist of gene frequencies for five bloodgroup systems, AIA2B0, RH, MNSs, Fy, and Di, sampled from four human populations:
Eskimo, Bantu, English, and Korean (see figure 5 . These two trees are also the best trees of Cavalli-Sforza and Edwards ( 1967 ) . However, our best tree turns out to be their second best, in which the initial split places Bantu on one branch and Eskimo, English, and Korean on the other. The second split occurs between English and Eskimo-Korean.
Internal branches of negative lengths are generated with the remaining 13 trees, which, on the average, have an MSE several times larger than those of the two trees. The internal node that separates Eskimo and Korean has an estimated heterozygosity of 0.3954, but Korean has an estimate of 0.5348, which has generated a negative external branch length for the Korean lineage after divergence from Eskimo. The negative external branch length has been set to zero ( fig. 5 ). In general, our results are comparable with those of Cavalli-Sforza and Edwards ( 1967 ) . Disregarding the position of the root, the two trees have the same topology. However, under the drift model, the two trees will produce quite different predictions.
With the best tree, we would predict that English and Bantu are equally alike, as are Eskimo (or Korean) and Bantu, while with the second best tree, English and Bantu are more alike than Eskimo (or Korean) and Bantu. Nei and Roychoudhury ( 1993) inferred the phylogenetic tree for 26 human populations using the neighbor-joining method (Saitou and Nei 1987 ) from 29 polymorphic loci. Their tree divides the 26 populations into four major groups. Nei and Roychoudhury NOTE.-There are 15 possible rooted trees for four taxa, and tree number 7 is the true tree.
( 1993) claimed that their tree was consistent with data on morphological differences, archaeological records, and geographic distributions of the populations. It turns out that the four human populations analyzed in this study represent the four major groups. The inferred phylogeny of the four major groups (Nei and Roychoudhury 1993, fig. 2 ) has the same topology as our best tree ( fig. 5a ), assuming that their tree was rooted on the longest branch. In additional, the branch lengths of our best tree are roughly proportional to those of Nei and Roychoudhury' s tree. There is no doubt that genetic drift is an important evolutionary force, but it is not the only reason for population differentiation in human. The initial split of human population might have occurred 200,000 years ago (see Nei and Roychoudhury 1993) , which is equivalent to 6,000-7,000 generations. For such a large time scale, selection and mutation may have played an important TREE  5  10  15  20  25  50  75  100   8  9  10  11  12  13  14  15   15  2  28  20  0  1  3  3  1  2  1  2  26  44  11  5  5  8  2  0  0  0  0  2  2  2  6  7 role in population divergence. Gene admixture may also have occurred after divergence of these populations. Estimates of heterozygosities of both internal and external nodes reported in table 7 are indeed much higher than we normally anticipate under drift. From Cavalli-Sforza and Bodmer's ( 197 1, p. 733) table 11.9, we found that the sampled average heterozygosity over the five loci in the English population is 0.4788, which is similar to that described here (0.4693).
Cavalli-Sforza and Bodmer ( 197 1, pp. 732-735) explain the high level of heterozygosity as possibly due to selection for heterozygotes and mutations. Disregarding all possible nondrift forces of evolution, the algorithm introduced here, which is valid under the pure drift model, seems relatively robust, because it used five loci with 19 alleles but produced a tree identical to Nei and Roychoudhury's ( 1993) tree using 29 loci. In particular, the neighbor-joining method used by Nei and Roychoudhury's ( 1993) does not depend on the pure drift model.
Discussion
Our purpose is to introduce a new phylogeny-inferring method under the pure drift model and using &,-related genetic distance data. There are several fundamental differences between this method and other methods based on pairwise distance data. First, our method not only uses the pairwise distance (Dxv) but also the variation within population ( Hx ), whereas only the former is used in conventional distance-based methods. The Hx is the heterozygosity within taxon and can be treated as the distance of a taxon with itself if it is denoted by D xx, which is usually greater than zero. Second, the genetic distances presented here measure the heterozygosities of internal nodes. Therefore, hetero- zygosity reduction from one node to its successive node reflects the branch length. Third, upon the appropriate transformation of D xy, the distance becomes "similarity," which is not the sum of branches that connect X and Y. Instead, it is the sum of lengths of all segments from the root to the fork where X and Y split. In other words, the magnitude of Dxy is determined by how long taxa X and Y shared the same evolutionary pathways and it contains no information about the time since they split. Finally, this method directly fits rooted trees. If two rooted trees are identical in topology with regard to taxa of interest except being rooted differently, the two trees will have different MSEs, which is contrary to the Fitch-Margoliash-related methods. Under the pure drift model, if there is no heterozygosity for taxon X, then there is no information about the length of the terminal branch. Taxon X may have been fixed just before the data were sampled or many generations ago. Hx will be zero in either case. In this case, we need to delete Hx from the data and delete its corresponding branch length from the unknown vector, t, when we fit the linear model. If all the taxa are fixed, like inbred laboratory strains of mice or rats, then we cannot estimate the length of any terminal branch. An internal branch is estimable only if two lineages diverged from this internal branch show a nonzero distance.
The genetic distance between taxa, Dxy , and heterozygosity within a taxon, Hx, are linearly related to exy and Fx, respectively. The purpose in using Dxy is to estimate 8 xy because only 8 xy relates to the time elapsed between taxa X and Y. If one already has good estimates of all pairwise coancestry coefficients and fixation indices by using other methods (e.g., Cockerham 1973; Reynolds et al. 1983; Weir 1990, pp. 135-172) , it is not necessary to invoke the Dxv and Hx statistics. However, Dxu and Hx are easy to calculate and thus may turn out to be very useful. Equation ( 8) for the average Dxu over loci assumes that all loci are equally informative. If they are not, a weighted average is more appropriate. However, the relative information provided by each locus depends on the variance of Dxu for that locus, which is rarely known. In addition, the m loci may be selectively chosen by researchers so that only polymorphic loci are included for a set of taxa. This will cause Dxu to be a biased estimate of the heterozygosity of their recent common ancestor. However, this bias will eventually go to the estimation of the intercept (the tree trunk), which is usually not of interest.
As mentioned earlier, the error terms in the linear model ( eq. [ 15 ] ) are correlated with a variance-covariante matrix V. First, to derive V we have to derive the variance of Dxu , the covariance between Dxu and Dxz, and so on. However, those variances and covariances also involve three-or four-gene identity by descent, which are certainly more complicated than two-gene identity by descent. Weir and Basten ( 1990) have developed explicit formulas for the variances and covariantes of similar statistics from DNA-sequence data. Extension of the Weir-Basten formulas to allele-frequency data has not been obvious to us, so further investigation is needed. Second, the y variables in the linear model are log transformations of Dxv statistics; even though we have explicit formulas for the variances and covariantes of the D xy statistics, variances of log transformations of D xy statistics still have to be approximated. unless one knows the distributional properties of the Dxy . Alternatively, one can invoke the bootstrapping or jackknifing resampling technique (Efron 1979) and substitute V by its bootstrap estimate. This may increase the chance of picking up the right tree and improve the estimates of branch lengths. On the other hand, the errors associated with estimation of V are also introduced into estimation oft, which may cause, in return, more errors in the estimation of branch lengths. Further investigation on this issue is necessary.
Inferring phylogeny under the pure drift model was originally suggested by Edwards and Cavalli-Sforza ( 1964) and Cavalli-Sforza and Edwards ( 1967) , in which the allelic frequencies were turned into coordinates in a Euclidean space by using a generalization of the arcsine transformation so that the process of random genetic drift could be approximated by a process of Brownian motion in these Euclidean coordinates. A maximumlikelihood approach was then suggested using the transformed frequency data. However, the authors ran into singularities in the "likelihood surface," which forced them to utilize an ad hoc approach-the method of minimum evolution. Formal maximum-likelihood solutions were provided, via a restricted maximum-likelihood (REML) approach, by Felsenstein ( 1973 Felsenstein ( , 198 1, 1985 , who subsequently made the computer program available (i.e., the CONTML program in the PHYLIP package of Felsenstein 1989). Rohlf and Wooten ( 1988) evaluated the relative efficacy of Felsenstein' s REML method to Wagner' s parsimony and the UPGMA and obtained some results opposed to those of Kim and Burgman' s ( 1988 ) simulations.
