In our preceding paper we have introduced the notion of an s-homogeneous triple. In this paper we use this technique to study connected s-homogeneous algebras with two relations. For such algebras, we describe all possible pairs (A, M ), where A is the sVeronese ring and M is the (s, 1)-Veronese bimodule of the s-homogeneous dual algebra. For each such a pair we give an intrinsic characterization of algebras corresponding to it. Due to results of our previous work many pairs determine the algebra uniquely up to isomorphism. Using our partial classification, we show that, to check the s-Koszulity of a connected s-homogeneous algebras with two relations, it is enough to verify an equality for Hilbert series or to check the exactness of the generalized Koszul complex in the second term. For each pair (A, M ) not belonging to one specific series of pairs, we check if there exists an s-Koszulity algebra corresponding to it. Thus, we describe a class of possible Ext-algebras of s-Koszul connected algebras with two relations and realize all of them except a finite number of specific algebras as Ext-algebras. Another result that follows from our classification is that an s-homogeneous algebra with two dimensional s-th component cannot be s-Koszul for s > 2.
Introduction
All the algebras under consideration are graded algebras of the form Λ = T k V /I, where k is an algebraically closed field, T k V is the tensor algebra of some finite dimensional space V with the standard grading, and I is an ideal generated by some subspace W ⊂ T k V such that all the elements of W are homogeneous and the same degree. The case dim k W = 1 was studied in [10] (see also [6, 21] ). This paper deals with the case dim k W = 2 whose consideration was initiated in [21] . For this purpose we will use the technique of s-homogeneous triples introduced in the last mentioned paper.
The Ext-algebra of the algebra Λ as above is the graded algebra i≥0 Ext i Λ (k, k). The notion of a Koszul algebra was introduced by S. Priddy in [27] . All Koszul algebras are quadratic and they appear in pairs. The Ext-algebra of a Koszul algebra Λ, is another time s > 2 and Λ is an s-homogeneous algebra defined by two relations (see Theorem 3.5.1). Our main result is the classification of pairs (Λ ! ) (s) ), (Λ ! ) (s,1) that appear for s-homogeneous algebras Λ defined by two relations. Here Λ (s) and Λ (s,1) denote the s-Veronese ring and the (s, 1)-Veronese bimodule of the graded algebra Λ. For the remaining pairs we give an intrinsic description of s-homogeneous algebras corresponding to them. Also we discuss the Koszul property of the obtained s-homogeneous algebras. Some of such pairs determine the corresponding algebra up to isomorphism and we give descriptions of corresponding algebras in such cases. For the convenience of the reader we collect all our classification results in the last section, where we give also some interesting consequences and ask questions related to the subject. Thus, if one is interested in the final form of our results, he can go directly to Subsection 5.1. One of the results we obtain here is the description of all possible Extalgebras of s-Koszul algebras. Nevertheless for each s there is a finite number s-homogeneous algebras whose s-Koszulity we will not check in this paper. Each of these algebras has a pair (Λ ! ) (s) ), (Λ ! ) (s,1) that determines the original algebra up to isomorphism, and thus we are not able to check if such a pair can be realized as an Ext-algebra. During our manipulations, we will give many interesting examples of s-Koszul algebras. In particular, these examples include many 3-Calabi-Yau and twisted 3-Calabi-Yau algebras algebras defined by a twisted potential. Note that the classification of Koszul algebras with two relations is presented in [31, Theorem 3.10.6 ] (see also [2, 30] ) and essentially we make a big step towards the analogous classification in the case where s > 2. Thus, though major part of our results can be applied to study Koszul algebras too, we will consider only the case s > 2.
Preliminary results
In this section we recall some definitions and results concerning s-homogeneous algebras, s-homogeneous triples, s-Koszul algebras, 3-Calabi-Yau algebras and algebras defined by a potential, give the classification of quadratic algebras with two generators and recall the classification of indecomposable modules over them. In the last part of this section we describe the general ideas that we will use.
s-homogeneous algebras and s-homogeneous triples
We fix some notation during the paper. First of all, we fix some algebraically closed ground field k. All the algebras and vector spaces in this paper are over k. So we write simply ⊗ instead of ⊗ k . If V is a graded space, then V i denotes the subspace of V formed by the elements of degree i. Also V [t] denotes the shift of V by t, i.e. the graded space that coincides with V as a nongraded space and has the grading defined by the equality V [t] i = V i+t . All the modules in this paper are right modules. In fact, we will need often to deal with bimodules and with left and right module structures on them, but to talk about the left structure we will simply consider a module over the opposite algebra and will add op to the notation of the algebra. On the other hand, if M is an A-bimodule, then we will write M A to emphasize that we are talking about its right structure and A M for the left structure. If A is an algebra, M is an A-module, and X is a subset of M, then X A denotes the A-submodule of M generated by the set X. All graded algebras will be nonnegatively graded by Z. All the modules that we will consider in this paper will be finitely generated and we will often assume this condition without mentioning.
We will use the standard grading on k x 1 , . . . , x m defined by the equality deg(x i ) = 1 (1 i m). Throughout the paper we consider the algebra Λ = k x 1 , . . . , x m /I, where I is some ideal of k x 1 , . . . , x m generated by polynomials of the fixed degree s > 2. Such an algebra is called an s-homogeneous connected algebra. Let x Definition 2.1.1. Given a graded algebra A, we denote by A (r) the r-Veronese ring of A, i.e. the graded algebra A A . Given a graded algebra A, a graded A-module M is called linear up to the n-th degree if there exists a projective resolution of M in the category of graded A-modules M ← P 0 ← P 1 ← · · · ← P n ← · · · such that P i is generated in degree i, i.e. P i = (P i ) i A, for 0 i n. We will say that M is linearly presented if it is linear up to the first degree. We will denote by J(A) the ideal ⊕ i>0 A i of A.
We define next the category of s-homogeneous triples, which will be useful for us. [21] that the category of s-homogeneous triples is equivalent to the category of s-homogeneous algebras. The corresponding equivalences F and G can be described on objects in the following way. If Λ is an s-homogeneous algebra, then F (Λ) = (Λ (s) , Λ (s,1) , φ where the second map is the canonical projection on the second summand and the third arrow is the canonical inclusion.
In particular, it can be deduced (see [21, Corollary 5.4] ) that if the A-bimodule J(A) [1] does not contain nonzero direct summands concentrated in degree 0, then the triple (A, M, ϕ) (and hence G(A, M, ϕ) too) can be recovered from the pair (A, M) modulo isomorphism. From here on and until the end of the paper, (A, M, ϕ) = F (Λ ! ).
s-Koszulity and 3-Calabi-Yau property
In this subsection we recall and discuss the definitions of an s-Koszul algebra, of a (twisted) 3-Calabi-Yau algebra and of an algebra defined by a (twisted) potential. If s = 2 and Λ is Koszul, then Ext *
op as a graded algebra. For s > 2 the situation changes. It is proved in [14] that if Λ is s-Koszul, then A is a Koszul algebra and M is linear over A and over A op . If Λ is s-Koszul and s > 2, then Ext * Λ (k, k) ∼ = A ⋉ M as an algebra, where A ⋉ M is the trivial extension of A by M, i.e. its underlying space is A ⊕ M and the multiplication is given by the equality (a, x)(b, y) = (ab, ay + xb) for a, b ∈ A and x, y ∈ M. If we define the grading on A ⋉ M by the equalities (A ⋉ M) 2n = A n and (A ⋉ M) 2n+1 = M n for n 0, then the isomorphism above will become degree preserving.
Let, as usually, Λ be an s-homogeneous algebra and F (Λ ! ) = (A, M, ϕ). Let us introduce the projective Λ-modules K 2n = A * n ⊗ Λ and K 2n+1 = M * n ⊗ Λ for n 0. Note that the map A n ⊗ M 0 → M n coming from the left A-module structure on M induces the map M * n → A * n ⊗ M * 0 . Identifying of M * 0 with Λ 1 and applying the multiplication Λ 1 ⊗ Λ → Λ we get the map d 2n : K 2n+1 → K 2n . Now we have also the map ϕ :
, and hence the map d 2n+1 :
we get the complex of projective Λ-modules · · ·
is called the generalized Koszul complex of Λ. It was noted in [21] that our definition of the generalized Koszul complex is equivalent to the one given in [5] .
It is proved in [5] that Λ is s-Koszul if and only if K is exact in positive degrees. Let us recall that the Hilbert series of a graded space
Calculating the Euler characteristic of K one gets immediately that
in the case where Λ is s-Koszul. The opposite is not true in general even in the case s = 2.
It is shown in [5] that the exactness of K implies the so-called extra condition 
It is proved in [21] that if I is generated by one polynomial f , then the following result holds. Theorem 2.2.2. Suppose that Λ = k x 1 , . . . , x m /(f ), where f is some homogeneous polynomial of degree s. Then Λ is s-Koszul if and only if one of the following two conditions holds:
1. f = g s for some linear polynomial g;
Moreover, if s > 2, then Λ ! is s-Koszul if and only if m = 1.
In the last theorem the case f = g s corresponds to the case
In particular, the s-Koszulity in the last mentioned case is equivalent to the equality gldim Λ = 2. Moreover, if Λ is not s-Koszul, then it does not satisfy the extra condition. The last assertion is a consequence of [11] that is mentioned in [6] . In fact, all of these facts can be obtained as consequences of the results of [10] .
In this paper we will consider the case where Λ = k x 1 , . . . , x m /(f 1 , f 2 ) for some linearly independent homogeneous polynomials f 1 and f 2 of degree s. It is shown in [21] that in this case A = k x, y /H for some quadratic ideal H such that dim k H 2 2. The consideration of the cases H = (x 2 , y 2 ) and H = (xy, yx) is presented in [21, Theorem 8.4] . Let us recall this result.
, where f 1 and f 2 are two linearly independent elements of V ⊗s .
for some m 0 or s = 2t and
, then s = 2t + 1 and
for some t 1 and m 0.
All the algebras Λ mentioned in this theorem are s-Koszul. Their s-homogeneous duals are not s-Koszul and it is a particular case of Theorem 3.5.1 presented below.
Let us recall that, for a Λ-bimodule M and an automorphism θ of Λ, θ M denotes the Λ-bimodule that coincides with M as a right Λ-module and has the left Λ-module structure twisted by θ, i.e. defined by the equality a · x = θ(a)x for a ∈ Λ and x ∈ M. Definition 2.2.4. Let ν be an automorphism of an algebra Λ. Then the algebra Λ is called ν-twisted d-Calabi-Yau if the projective dimension of Λ as a Λ-bimodule equals d, Ext
We will write CY instead of Calabi-Yau for short. We will call 1 Λ -twisted d-CY algebras simply d-CY algebras. The automorphism ν is defined modulo the group of inner automorphisms by Λ. It is called the Nakayama automorphism of Λ This definition makes sense for any algebra Λ and any automorphism ν, but in this paper we will use it only for graded (and even s-homogeneous) algebras and graded automorphisms. Moreover, we will consider only the 3-CY property. In this case algebras defined by twisted potentials play a significant role. Let us recall the definition of these algebras and their connections with CY algebras. In fact, we will define next a homogeneous twisted potential, but we omit the term homogeneous because we are not going to consider non homogeneous potentials in this paper. Definition 2.2.5. Let V be a finite dimensional vector space and σ be some automorphism of V . An element w ∈ V ⊗N is called σ-twisted potential of degree N if φ σ (w) = w, where
As before, we call 1 V -twisted potentials simply potentials. The algebra defined by the σ-twisted potential w is by definition the algebra D(V, w) = T k V /I, where I is the ideal generated by the subspace
. We will write simply D(w) instead of D(V, w), because V can be always recovered from the context. It is clear from the definition that D(w) is an (N − 1)-homogeneous algebra. Note also that σ : V → V induces an automorphism of the algebra D(w). Remark 2.2.6. Sometimes (for example, in [12] ) a homogeneous potential is defined as a homogeneous element of the space
This definition gives the same definition of an algebra defined by a potential in the case of zero characteristic. In the case of an arbitrary characteristic considered here, our definition is more appropriate.
It is shown in [9] that any graded ν-twisted 3-CY algebra is s-Koszul for some s and is isomorphic to an algebra defined by some ν-twisted potential of degree s + 1. Here ν denotes the automorphism ν : Λ → Λ and at the same time the induced automorphism of Λ 1 .
Let us recall one more definition.
Definition 2.2.7. Let Λ = k x 1 , . . . , x m /I and Γ = k y 1 , . . . , y k /H be two s-homogeneous connected algebras. Their free product is by definition the algebra
where I and H are included in k x 1 , . . . , x m , y 1 , . . . , y k in the obvious way. and w 2 = (y 1 y 2 ) t+1 + (y 2 y 1 ) t+1 on k y 1 , y 2 s+1 (where s = 2t + 1 in the case of the second potential). It is easy to see that
are the algebras from Theorem 2.2.3. Both of them are s-Koszul, but obviously not 3-CY. At the same time, w 3 = (y 1 y 2 ) t y 1 + (y 2 y 1 ) t y 2 ∈ k y 1 , y 2 s+1 (where s = 2t) is a ν-twisted potential for ν interchanges y 1 and y 2 .
Then
t is the last algebra from Theorem 2.2.3 which is s-Koszul, but not ν-twisted 3-CY. Further we will meet (twisted) 3-CY algebras too (see Subsection 4.2).
Classification of quadratic algebras with two generators
We have not found an explicit classification of quadratic algebras with two generators modulo isomorphism. By this reason we present here this classification with a proof for completeness and convenience. Lemma 2.3.1. Let A = k x, y /H, where H is generated by H 2 . 1. If dim k H 2 = 0, then A = k x, y is the free algebra on two generators. 2. If dim k H 2 = 1, then A is isomorphic to one of the algebras
We have the isomorphismĀ 2 (q) ∼ =Ā 2 (q −1 ) for q = 0, 1, −1, all the other algebras from the list are pairwise non-isomorphic. 3. If dim k H 2 = 2, then A is isomorphic to one of the algebras
• A 4 = k x, y /(xy, yx);
All of these algebras are pairwise non-isomorphic. 4. If dim k H 2 = 3, then A is isomorphic to one of the algebras
Estanislao Herscovich We have the isomorphism A 2 (q) ∼ = A 2 (q −1 ) for q = 0, 1, −1, all the other algebras from the list are pairwise non isomorphic.
Proof. Items 1 and 5 are clear. Note that item 4 follows from item 2 because (
, and (A 3 ) ! ∼ =Ā 3 . Let us prove item 2. In this case A = k x, y /(ax 2 + bxy + cyx + dy 2 ) for some nonzero vector (a, b, c, d) ∈ k 4 . Note that, for any t ∈ k, there is an isomorphism
2 sending x to x + ty and y to y. Since k is algebraically closed, we may assume that A = k x, y /(ax 2 + bxy + cyx). If b + c = 0, then A ∼ = k x, y /(bxy + cyx) via the isomorphism sending x to x and y to y − a b+c
x. Now it is easy to turn A into one of the required forms by rescaling and interchanging (in the case b = 0, c = 0) x and y.
Direct calculations show that among the algebrasĀ 1 ,Ā 2 (q) andĀ 3 only the algebraĀ 1 has square zero element of degree 1, only the algebraĀ 2 (0) has two linearly independent elements of degree 1 whose product is zero, and, for q ∈ k * , only the algebrasĀ 2 (q) and A 2 (q −1 ) have such two linearly independent elements u and v of degree 1 that uv + qvu = 0. It remains to prove item 3. We have A = k x, y /(r 1 , r 2 ), where
One can show that t 1 r 1 + t 2 r 2 can be decomposed into a product of two linear polynomials for t 1 , t 2 ∈ k if and only if the vectors
are linearly dependent. Since this condition is equivalent to the vanishing of some homogeneous quadratic polynomial in t 1 and t 2 , we may assume that either r 1 = x 2 or r 1 = xy. Suppose that r 1 = x 2 . Then we may assume that r 2 = bxy +cyx+dy 2 for some b, c, d ∈ k. If d = 0, then A can be put in the form of A 6 or A 7 (q) by rescaling. In the opposite case we may assume that d = 1. If we also have b = c, then A ∼ = A 5 via the isomorphism sending x to x and y to y + bx. If b = c, then (y + bx)(y + cx) vanishes in A and we reduce to the case r 1 = xy.
Suppose now that r 1 = xy. We may assume that r 2 = ax 2 +cyx+dy 2 for some a, c, d
via interchanging x and y. If a = 0 and c, d = 0, then changing x by y and y by cx + dy we may assume that a = 0. Now it is easy to turn A into one of the required forms by rescaling x and y.
Let us prove that all the algebras from item 3 are pairwise nonisomorphic. First of all, A 4 is the unique algebra from the list that is commutative and does not have square zero elements of degree 1. Only the algebra A 5 has two linearly independent square zero elements of degree 1. Direct calculations show that the algebras A 8 and A 9 (q) do not have square zero elements while the algebras A 6 and A 7 (q) have unique modulo scalar square zero element of degree 1. Thus, any graded isomorphism from A 7 (q) to B ∈ {A 7 (q ′ )} q ′ ∈k ∪ {A 6 } has to send x to x and y to kx + ly for some l = 0. One can check that this map is an isomorphism if and only if B = A 7 (q). Finally, suppose that there is an isomorphism from B ∈ {A 9 (q ′ )} q ′ ∈k ∪ {A 8 } to A 9 (q). Using the fact that xy = 0 in B, one can show that this isomorphism has to send x and y either to k 1 x and k 2 y or to k 1 (x − y) and k 2 (x + qy) correspondingly for some k 1 , k 2 ∈ k * . One can show that k 1 = k 2 and B = A 9 (q) in the first case and that q = −1, k 1 + qk 2 = 0, and B = A 9 (q) in the second case.
It is not difficult to show, using the results of [4] , that the algebras A i (1 i 7) are Koszul, we also may prove this by noting that the defining ideal for these algebras have quadratic Gröbner basis, which implies that they are Koszul. Algebras whose generating ideal have quadratic Gröbner basis are called strongly Koszul, see [15] . We also note that the algebras A 8 and A 9 are not Koszul.
Indecomposable modules
Let A be a quadratic algebra with two generators, i.e. A = k x, y /H, where H is a quadratic ideal. In this case an A-module M with a linear presentation is determined by a pair (U, T ), where U is some vector space and T is a subspace of U ⊗ A 1 . Namely, the pair (U, T ) corresponds to the cokernel of the map T ⊗ A → U ⊗ A induced by the inclusion of T into U ⊗ A 1 . For instance, if M = k = A/(x, y), then U = k and T = k ⊗ (kx ⊕ ky). Two modules defined by (U 1 , T 1 ) and (U 2 , T 2 ) are isomorphic if and only if there is an isomorphism f :
Note that we do not use the relations of A in this discussion. This means that the category of linear presented modules does not depend on the defining ideal of the algebra.
Therefore the modules having linear presentation over A correspond bijectively in a natural way to the modules having linear presentation over A 0 . Note that A 0 is a string special biserial algebra and the classification of indecomposable modules over it can be found, for example, in [3] (see also [21] ).
Using the classification of indecomposable modules over the string special biserial algebra A 0 , we see that any indecomposable A-module is isomorphic either to a module of the form
or to a module of the form
For (α, β) ∈ k 2 \ {(0, 0)} we choose some (α,β) ∈ k 2 such that αβ = βα and introduce
It is not difficult to show that, for any nonzero (α, β), the module B n (α, β) does not depend on the choice of (α,β) modulo isomorphism and is isomorphic to one of the modules listed above. Moreover, B n (α, β) ∼ = B m (γ, δ) if and only if n = m and (α, β) = (cγ, cδ) for some c ∈ k * . Thus, the classification of indecomposable A-modules can be rewritten in the following way. Any indecomposable A-module is isomorphic either to B n (α, β) for some (α, β) ∈ P 1 or to one of the modules
There is analogous classification for left modules. Namely, we introduce
and then any indecomposable A op -module is isomorphic either to B ′ n (α, β) for some (α, β) ∈ P 1 or to one of the modules Z ′ n , W ′ n (n 1). We remark that, given an A-module M isomorphic to B(α, β) and (α ′ , β ′ ) ∈ P 1 , there is an isomorphism of algebras A ′ → A, such that M A ′ is isomorphic to B(α ′ , β ′ ). Now we give left and right module decompositions of J(A), where A is one of the algebras A i (0 i 9) from Lemma 2.3.1. We collect this information in the next table.
Table. Decompositions of J(A) for algebras with two generators.
General ideas
Our general goal is to classify the s-homogeneous algebras whose defining ideal have two generators, and to distinguish which ones are s-Koszul.
Since we have proved that the category of s-homogenous algebras is equivalent to the category of s-homogenous triples by a specific equivalence, we will try to classify the corresponding s-homogeneous triples.
An s-homogenous triple is formed by a quadratic algebra, a graded bimodule and a morphism.
We observe that to to classify s-homogeneous algebras with two relations it is enough to classify s-homogeneous triples (A, M, ϕ) whose first component is a quadratic algebra with two generators. Thus, the first step of our classification has been done above. The second step of our approach is the classification of A-bimodules M such that the pair (A, M) can be completed to an s-homogeneous triple. Lemma 2.1.3 giving restrictions on such a bimodule is the main ingredient of our second step.
The third step is the classification graded A-bimodule homomorphisms ϕ :
The nice side of this is that, for many algebras, if such a homomorphism exists, then, due to the remark after Lemma 2.1.3, it is uniquely determined by the pair (A, M), modulo isomorphism of s-homogeneous triples. In particular, ϕ is uniquely determined by A and M for all the algebras from Lemma 2.3.1 except A 1 and A 0 . The not so nice side is that if ϕ exists and is not uniquely determined, then usually there is no hope to classify all the maps ϕ. For example, it is not done even for the algebra
and A = A 0 we will not get a full classification but only some facts about corresponding s-homogeneous algebras.
Note that due to [20, Theorem 2] if M and N are graded A-bimodules linearly presented as left and right A-modules, then M ⊗ A N has the same property. Thus, the category lrLin(A) of graded A-bimodules linearly presented as left and right A-modules is a monoidal category. Note that k ∈ lrLin(A) and if A is a quadratic algebra, then J(A) [ 
Thus, morphisms that can be factored though k m for some m 0 constitute a tensor ideal T (A) in the category lrLin(A) and we can consider the tensor category lrLin + (A) = lrLin(A)/T (A).
Due to Lemma 2.
is an s-homogeneous triple, where π : M ⊕ k m → M is the projection on the first summand.
First two components
Until the end of the paper we suppose that A is a quadratic algebra with two generators, i.e. A = k x, y /H, where H is a quadratic ideal. This section is devoted to the description of bimodules M that can appear as the second component of an s-homogeneous triple with the first component A. In particular, this will allow us to describe the s-homogeneous algebras corresponding to good algebras A, i.e. such that J(A) [1] does not contain direct A-bimodule summands concentrated in degree zero. Also, using the obtained description, we will show that a connected s-homogeneous algebra with two dimensional s-th component cannot be s-Koszul if s > 2.
For an A-bimodule N, a subspace X ⊂ N, and a an element a ∈ A, we introduce rAnn X (a) = {w ∈ X | aw = 0} and lAnn X (a) = {w ∈ X | wa = 0}.
For u ∈ A 1 and 1 t s, let us introduce
First restrictions on M
Here we prove the first lemma that restricts the number of left and right A-module structures that the bimodule M from an s-homogeneous triple (A, M, ϕ) can have.
Lemma 3.1.1. Suppose that 1 t s and (A, M, ϕ) is an s-homogeneous triple, where A = k x, y /H for some quadratic ideal H.
1. There are linearly independent elements u, v ∈ A 1 such that r u (t), r v (t) 2.
If there is some
Y ∈ M ⊗t 0 such that dim k A 1 Y = 1, then there exist linearly independent u, v ∈ A 1 such that r u (t) 1 and r v (t) 2.
If the set of elements
which is a contradiction since {Z i u} 1 i k+1 is linearly independent. The obtained contradiction shows that r u (t) dim k A 1 Y . Note that we can apply Lemma 3.1.1 to the s-homogeneous triple (A op , M, ϕ) and obtain the analogous assertion with r u (t) replaced by l u (t). The same argument works for all assertions that we will prove (with appropriate modifications). Thus, whenever we prove some statement for right modules, we will propose the analogous fact for left modules. Most of the time we will apply Lemma 3.1.1 with t = 1. Let us give an immediate corollary of it.
Since the map ϕ|
Corollary 3.1.2. In the settings of Lemma 3.
, Z n+1 and W n with n 3.
We are going to prove a series of claims that improve the assertion of Corollary 3.1.2, but first we need to introduce some notation.
The notation N ⊂ ⊕ A K means that N is an A-module direct summand of K. We will write N ⊂ ⊕ A K for the opposite assertion. We claim that if
To see the claim first observe that W 1 ∼ = A A and choose some A-module
This shows the claim.
Lemma 3.1.3. In the settings of Lemma 3.1.1, we have
Proof. By the argument above, we have
This statement is obviously true for k = 1. For k > 1 we have the isomorphism
⊕ S with S concentrated in degree zero by Lemma 2.1.3, and hence A ∼ = A 7 (0) due to Table of decompositions presented in Subsection 2.4. Suppose that A ∼ = A 7 (0) and
Thus, in this case K is concentrated in degree zero.
As usually, the statement dual to Lemma 3.1.3 is true too. Note that in such a statement A 7 (0) has to be replaced by A 6 . We will continue the search of restrictions on the direct summands of M and its tensor powers, but due to Lemma 3.1.3 it is convenient to exclude the algebras A 6 and A 7 (0) first.
s-homogeneous triples with
In this subsection we will classify the s-homogeneous algebras Λ with two relations such that
op , and hence, if
. Thus, one can consider the case A = A 6 and then apply op to get the classification for A = A 7 (0). So we set A = A 6 in our discussion.
Let us consider the s-homogeneous triple (A, M, ϕ). We have
in degree zero by Lemma 3.1.3. Then dim k M 1 = 2, and so the right A-module structure of M can be recovered using the following lemma.
Proof. Note that we have a direct decomposition
zero. Now we are ready to describe s-homogeneous algebras with two relations corresponding to A 6 and A 7 (0).
for some m 0.
Proof. As it was explained above, we will consider only the case where F (Λ ! ) ∼ = (A 6 , M, ϕ) and then will get the result for A 7 (0) via the functor op . Let us set A = A 6 and fix the A-module decomposition M = B 1 (1, 0) ⊕ B 1 (1, 0) ⊕ K with A-module K concentrated in degree zero. Our first step is to recover the A-bimodule structure on M.
First of all, note that
i is a basis of M i for any i 1. Since 0 = xf 1 ∈ M 1 and x(xf 1 ) = 0, it is easy to see that xf 1 = af 2 y for some a ∈ k * . Now we may rescale f 2 and turn a into one. Thus, we have xf 1 = f 2 y and yf 1 = af 1 y + bf 2 y for some a, b ∈ k, a = 0. Let us replace f 1 by f 1 + b a f 2 . Now we have xf 1 = f 2 y and yf 1 = af 1 y. Now one can show that tensors of the form v 1 ⊗ . . . ⊗ v s ∈ M ⊗s 0 such that either v i ∈ K for some 1 i s or v i = f 2 for some 2 i s generate an A-bimodule concentrated in degree zero. The subspace generated by these tensors has codimension two in M ⊗s 0 and its complementary subspace is f
we have a = 1 and c = 0. It is not difficult to show that we get an s-homogeneous triple (
does not contain direct A 6 -bimodule summands concentrated in degree zero. Using the description of (Ker ϕ) 0 we can
has the required form.
More restrictions on the one side module structure
Let us continue the study of s-homogeneous triples. Since we have fully considered shomogeneous triples corresponding to the algebras A 6 and A 7 (0), we will proceed our discussion in the following settings:
Then it follows from Lemma 3.
′ for some K ′ concentrated in degree zero that contradicts Lemma 3.1.3. Thus, the required assertion is proved.
Analogously to the proof of Lemma 3.3.1, one can show that K is concentrated in degree zero and indecomposable direct summands of A M are isomorphic to Z Suppose now that dim k A 1 f = 1 for some f ∈ M 0 . Then by Lemma 3.1.1 there are u, v ∈ A 1 such that r u (1) 1 and r v (1) 2. It is easy to see that dim k B 2 (α, β) 0 (αx − βy) = 1 and dim k B 2 (α, β) 0 w = 2 for any w ∈ A 1 linearly independent with αx − βy. Since r w (1) = dim k B 2 (α, β) 0 w + dim k (K 0 w) for any w ∈ A 1 , we have r αx−βy (1) 1 and r w (1) 2 for any w ∈ A 1 linearly independent with αx − βy. Thus, we may assume that u = αx − βy and
. It is easy to see that in this case M 0 is generated by such elements f ∈ M 0 that dim k A 1 f 1 that contradicts to the fact that r w (1) 2 for any w ∈ A 1 linearly independent with αx − βy. Lemma 3.3.4. In the settings of Lemma 3.
Then our standard argument (see, for example, the proof of Lemma 3.3.3) shows that r w (1) 2 for any w linearly independent with αx − βy. Then M 0 cannot be generated by elements f ∈ M 0 such that dim k A 1 f 1 due to item 3 of Lemma 3.1.1. Thus, A M has to contain a direct summand isomorphic to one of the modules 
1 , then the required assertion follows from Lemma 3.3.3. In the remaining case it follows from Corollary 3.1.2 and Lemmas 3.3.1 and 3.3.4 that if N ∼ = Z 2 , then indecomposable direct summands of N are isomorphic to B 1 (α, β) ((α, β) ∈ P 1 ) and that all of them are pairwise nonisomorphic. It remains to show that dim k M 1 2 in this case. This follows from item 3 of Lemma 3.1.1 and the fact that elements f ∈ M 0 with dim k f A 1 1 generate M 0 .
Combining one side structures
Corollary 3.3.5 gives strong restrictions on possible one side A-module structures of M. Now we are going to combine possible right structures with possible left structures. Here, for each right A-module structure on M, we will determine the possible left A-module structures of M and then the left and right A-module structures on M ⊗ A k for any k > 1. Thus, in view of our Table of decompositions for J(A), we will be able to recover the algebra A from the left and right A-module structures of M. In particular, we will exclude some of the algebras from the list of candidates for the first position of an s-homogeneous triple.
Let us first prove a lemma that will be useful in our discussion.
Lemma 3.4.1. Suppose that M 0 u = 0 for any nonzero u ∈ A 1 in the settings (3.3.1). Then ϕ M
Proof. We will prove the required assertion using descending induction by k. Suppose that
The obtained contradiction shows that the required assertion is valid for k = s.
Suppose that 1 k < s and we have already proved that
, and h ∈ M 0 . Then we have
for any g ∈ M 0 by the induction hypothesis, i.e. M 0 u = 0. The obtained contradiction shows that the required assertion is valid for any 1 k s. 
. Note that after a replacement of A by an isomorphic algebra we may assume that (α, β) = (1, 0) and (α ′ , β ′ ) = (0, 1). Let us denote by f 1 and f 2 the standard generators of B 2 (1, 0) and by f 
In analogous way, one can show that ϕ N
m . We can assume again that (α, β) = (1, 0).
As usually, the analogous assertion holds for A (M ⊗ A M). It follows that that r u (2) = 2 for any u ∈ A 1 linearly independent with x, and hence M 0 ⊗ M 0 is not generated by elements
2m+2 . Now the required assertion follows by induction on k. 
by Lemma 3.3.3 and Corollary 3.3.5. Note that (α, β) = (γ, δ) and (α ′ , β ′ ) = (γ ′ , δ ′ ) by Lemma 3.3.4. Note that M 0 is generated by elements f ′ ∈ M 0 such that dim k (A 1 f ′ ) 1 and by elements f ∈ M 0 such that dim k (f A 1 ) 1. Let us choose among the elements of the form
) two linearly independent elements u and v. Following the proof of Lemma 3.1.1, we obtain that r u (1) 1, and hence u ∈ αx − βy or u ∈ γx − δy . Analogous inclusion for v and the dual argument show that
m . After a replacement of A by an isomorphic algebra we may assume that (α, β) = (1, 0) and (γ, δ) = (0, 1). Now it is easy to see that
A has two indecomposable direct summands with one dimensional first components. Since M(ax + by) = M for any a, b ∈ k * , these direct summands are isomorphic to B 1 (1, 0), B 1 (0, 1) and
1, it is easy to check using Lemma 3. 1.1 that only the case B 1 (1, 0) 
. In particular, this means that 
m . It is easy to see that (Z 2 ⊗ A Z ′ 2 ) 1 = 0, and thus M ⊗ A k is concentrated in degree zero for any k > 1. 
Proof. The fact that A M has the form stated in the lemma follows from Lemma 3.4.4. Now the first part follows from the fact that
is easy to see that the required assertion is true for k = 2. In particular, this means that
m . Then the required assertion follows by induction on k. Now we can prove the next part of our classification.
Proof. Suppose that the assertion of the theorem is not true. Then there is an s-homogeneous triple (A, M, ϕ) with A ∈ {A 2 (q), A 3 , A 8 , A 9 (q)} q∈k . One can use Corollary 3. 
Let us calculate the coefficient of t s+2 in the formal power series on the left hand side of (2.2.4). Observe that l 0 = 2, so we obtain that Γ may be s-Koszul only if
where , and A = A 7 (q) (q = 0). Among these algebras only A 7 (q) give s-homogeneous algebras that can be recovered from the pair (A, M). Because of this, the case A 7 (q) is easier to deal with, and we consider it now. This is the last case for which this paper gives a full classification. In the next section we will give some partial results on the classification in the cases A = A 0 and A = A 1 . Until the end of this section we fix some q ∈ k * and set A = A 7 (q). Let (A, M, ϕ) be an s-homogeneous triple. Due to the previous results of the paper and the Table of decompositions for J(A), we have
s-homogeneous triples with
m for some m 0. Thus, we need to recover the A-bimodule structure gluing the given one side structures on M. Then the triple (A, M, ϕ) can be recovered uniquely modulo isomorphism.
Let us introduce the graded A 7 (q)-bimodule M(λ) for λ ∈ k * by the equality
As usually, f 1 and f 2 are the standard free generators. It is not difficult to show that M(λ) is an A 7 (q)-bimodule such that M(λ) A ∼ = B 2 (1, 0) and A M(λ) ∼ = B ′ 2 (1, 0). In particular, it has a linear presentation as a left and as a right module.
Lemma 3.6.1. Suppose that there is an automorphism θ of A and an isomorphism of graded spaces γ :
Proof. For a, b ∈ k * let us consider the function κ a,b : P 1 → Z defined by the equality
It is easy to see that κ a,λ = κ a,µ •g, where g : P 1 → P 1 is the linear transformation induced by θ| A 1 . One can show now that κ a,b has nonzero values if and only if a ∈ {1, q −1 , b}. Moreover, if q = 1, then κ q −1 ,b has value 2 in some point if and only if b = q −1 . Thus, b can be recovered if we know the set of values of κ a,b for all a ∈ k * . Since these sets coincide for all a for the elements λ and µ, we have λ = µ.
Proof. Let us denote by g 1 , g 2 the standard generators of M(λ) and by h 1 , h 2 the standard generators of M(µ). It is not difficult to check that 
is surjective. Since both bimodules are linearly presented and have the same dimensions of the first and the second components, γ is an isomorphism.
for some m 0, p ∈ k * such that p s = q and some map ϕ p .
Proof. Due to the proof of Lemma 3.4.2, we may assume that M = N ⊕ k m , where N is an A-bimodule isomorphic to B 2 (1, 0) as an A-module. Let f 1 , f 2 be the standard generators of N as an A-module B 2 (1, 0), i.e. f 1 , f 2 ∈ N 0 , f 1 x = f 2 y and f 2 x = 0. Note that the basis of N i is f 1 y i , f 2 y i for any i 0. Since lAnn N 1 (x) = f 2 y , we have A 1 f 2 ⊂ f 2 y . We have also
i.e. xf 2 = 0 and yf 2 = af 2 y for some a ∈ k * (note that rAnn N 0 (y) = 0). Moreover, xN 0 = rAnn N 1 (x), and hence xf 1 = pf 2 y for some p ∈ k * . Finally, we have yf 1 = bf 1 y + cf 2 y for some b, c ∈ k, b = 0, because
for any 1 i s by Lemma 3.4.1. Moreover, it is easy to show using the equality xf 1 = pf 1 x that x(f i 1 ⊗ . . . ⊗ f is ) = 0, and hence ϕ(f i 1 ⊗ . . . ⊗ f is ) ∈ x if one of the numbers i 1 , . . . , i s ∈ {1, 2} equals 2. Since A 1 ⊂ Im ϕ, we have ϕ f 
by Lemma 3.6.2. Since J A 7 (q) ∼ = M(q), we have p s = q by Lemma 3.6.1. f 2 ) , where f 1 and f 2 are two linearly independent elements of
for some m 0 and some p ∈ k * such that p s = q. In particular, Λ is s-Koszul.
Proof. We may assume
by Lemma 3.6.3. It remains to describe the kernel of ϕ p . Let f 1 and f 2 be the standard generators of M(p). As we have mentioned above, ϕ p can have nonzero values only on the tensors of the form X = f i 1 ⊗. . .⊗f is with i 1 , . . . , i s ∈ {1, 2}. Also if one of the indices i k (1 k s) equals 2, then ϕ p (X) ∈ x . Let us prove that ϕ p (X) = 0 if there are two different 1 k < l s such that i k = i l = 2. It is enough to prove that A 1 X = 0. We have already mentioned that xX = 0. We may
, because the tensor X ′ contains f 2 by our assumption. Let us now look at the equality f 1 ϕ p (f
to this equality, we get a i = 1 p a i−1 . Thus, we have proved that decomposable tensors with a component belonging to k m , decomposable tensors with minimum two components equal to f 2 and the tensors pf
(1 i s − 1) belong to the kernel of ϕ p . Since we have obtained a subspace of codimension two, the listed elements generate Ker ϕ p . Now it is easy to see that
The s-Koszulity of Λ follows from the fact that G = {y 
Triples not determined by two components
The only cases that have not been considered yet are A = A 0 and A = A 1 (see the beginning of Subsection 3.6). The main difficulty of these cases is that J(A) [1] contains simple A-bimodule summands, and thus Λ cannot be recovered from the pair (A, M) while the classification of maps ϕ : M Table of decompositions for J(A) that all the pairs that we have to consider satisfy one of the conditions:
In this case after a change of basis we may assume that (α, β) = (1, 0) and (α ′ , β ′ ) = (0, 1);
In this section we will give some addition information in each of these cases.
s-homogeneous triples with
Throughout this subsection we consider A := A 1 . As it was mentioned above, we have (1, 0). Let f ∈ N 0 be a nonzero element. Then we have yf = αf y for some α ∈ k * and all that we need is to prove that α = 1. Note that (f 1 ⊗ . . . ⊗ f s )y = 0 for f 1 ⊗ . . . ⊗ f s ∈ M ⊗s 0 such that f i ∈ k m for some 1 i s, and hence ϕ(f 1 ⊗ . . . ⊗ f s ) ∈ x in this case. Since y ∈ Im ϕ we have ϕ(f ⊗s ) = βx + γy for some β ∈ k and γ ∈ k * . Then we have
i.e. α = 1.
, where f 1 and f 2 are two linearly independent elements of 
for any q ∈ k. On the other hand, it is true that dim k Λ ! n = 0 for any n 0, and hence (Λ ! ) (s) ∼ = A 0 . It follows from our classification of quadratic algebras with two generators that 
where we again denote by f 1 and f 2 the standard generators of (A op ⊗ A) 2 . Let us now prove the following lemma recovering the A-bimodule structure on M.
Proof. It is not difficult to see that any two dimensional graded A-bimodule K such that 
as a right A 0 -module, then Λ ∼ = k x 1 , . . . , x m * D(w) for some twisted potential w of degree s + 1 on a two dimensional space.
Suppose that
as a right A 0 -module if and only if the space {(f ⊗1 U ⊗s )w | f ∈ U * } is two dimensional and there are no nonzero f 1 , f 2 ∈ U * and u 1 , u 2 ∈ U such that one of the following conditions holds:
Proof. Due to Lemma 4. 
We can see that
and hence, to finish the proof of the first part, it remains to show that w is a ν-twisted potential, where ν :
− − → U with the isomorphism θ : U → A 1 defined by the equalities θ(y 1 ) = x and θ(y 2 ) = y. To show that w is a ν-twisted potential it suffices to check the equality
. To see this, let us pick some X ∈ ( ν −1 D)
and apply both parts of the required equality to it. Direct calculations show that
i.e. the applications of y 1 ϕ
give the same result on any element X ∈ ( ν −1 D)
. Thus, the required equality is proved and w is a ν-twisted potential.
Let us now suppose that Λ = k x 1 , . . . , x m * D(w) for a ν-twisted potential w of degree s + 1 on the two dimensional space U. Then Λ is an s-homogeneous algebra with defining ideal generated by dim k {(f ⊗ 1 U ⊗s )w | f ∈ U * } elements of degree s. Thus, the quadratic algebra (Λ ! ) (s) has two generators if and only if the last mentioned dimension equals 2. Note that one of the conditions listed in the theorem is satisfied for some f 1 , f 2 ∈ U * and linearly dependent u 1 , u 2 ∈ U if and only if Λ ∼ = k x 1 , . . . , x m , y 1 , y 2 /(y s 2 , f ) for some homogeneous polynomial f ∈ k y 1 , y 2 s . Then it follows from Theorems 2. 
9 (q) for any q ∈ k by Theorem 3.4.6, we have (Λ ! ) (s) ∼ = A 0 if and only if the space {(f ⊗ 1 U ⊗s )w | f ∈ U * } is two dimensional and there are no f 1 , f 2 ∈ U * and u 1 , u 2 ∈ U satisfying one of the conditions listed in the theorem. It remains to show that if Λ = k x 1 , . . . , x m * D(w) for a ν-twisted potential w of degree s + 1 on the two dimensional space U and (
as a right A 0 -module. Let y 1 , y 2 be a basis of U and f 1 , f 2 be the basis of U * dual to it. Note that by definition D(w) = k y 1 , y 2 /(R), where R is the subspace of U ⊗s generated by r 1 = (f 1 ⊗ 1 U ⊗s )w and r 2 = (f 2 ⊗ 1 U ⊗s )w. Note that w = y 1 r 1 + y 2 r 2 = r 1 ν
for any g ∈ U * . This obviously contradicts to the fact that f (r 1 ) and f (r 2 ) cannot be zero simultaneously, and thus
. The theorem is proved.
Let us now describe the automorphisms ν of the algebra A 0 for which there is an shomogeneous triple with (A, M) = (A 0 , ν −1 D). As it was proved above, this is equivalent to the existence of ν-twisted potential w of degree s + 1 on a two dimensional space with the basis y 1 , y 2 that does not satisfy conditions listed in item 2 of Theorem 4.2.2. Modulo an automorphism of A 0 that induces an isomorphism of the corresponding s-homogeneous triples, we may assume that either ν(y 1 ) = λ 1 y 1 and ν(y 2 ) = λ 2 y 2 for some λ 1 , λ 2 ∈ k * or ν(y 1 ) = λy 1 and ν(y 2 ) = λ(y 1 + y 2 ) for some λ ∈ k * . As usually, we consider only the case s > 2 while there are no such potentials in the case s = 2, for example, due to the classification [31, Theorem 3.10.6].
Lemma 4.2.3. Suppose that ν(y 1 ) = λ 1 y 1 and ν(y 2 ) = λ 2 y 2 for some
for some ϕ exists if and only if one of the following conditions holds:
• there is some 2 k s − 1 such that λ
Proof. Suppose that w is a ν-twisted potential of degree s+1. Note first that w = φ Proof. Suppose that w is a ν-twisted potential of degree s + 1. Note that all the eigenvalues of ν ⊗(s+1) are equal to λ s+1 , and hence λ s+1 = 1 (see the proof of Lemma 4.
In particular, (y 1 y 2 ) 2 and (y 2 y 1 ) 2 have equal coefficients in w and the coefficient of (y 2 y 1 ) 2 in φ ν (w) equals to the coefficient of (y 1 y 2 ) 2 in w multiplied by λ. Thus, the coefficient of y 1 y for some a ∈ k, and hence satisfies one of the conditions listed in item 2 of Theorem 4.2.2. Suppose now that s > 3 and λ s+1 = 1. To define a ν-twisted potential, we will consider three cases 3. If λ 2 + 1 = 0 and char k = 2, then we have λ 3 + 1 = 0. Note also that in this case 4 | s + 1, i.e. s 7. In this case we define
If char
w = (1 + λ 3 ) s−1 i=0 λ i y i 1 y 2 2 y s−1−i 1 + (λ s + λ 2 )y 2 y s−1 1 y 2 − (1 + λ) s−3 i=0 λ i+2 y i 1 y 2 y 2 1 y 2 y s−3−i 1 − (λ s + 1)y 2 y s−3 1 y 2 y 2 1 − (1 + λ)y 1 y 2 y s−3 1 y 2 y 1 − (λ + λ 2 )y 2 1 y 2 y s−3 1 y 2 − (λ s + λ 2 )y s−2 1 y 2 y 2 1 − (1 + λ 3 )y s−1 1 y 2 y 1 + (λ s − λ)y s 1 y 2 + (1 − λ 2 )y 2 y s 1 + (1 + λ)y 1 y 2 y s−1 1 + (λ + λ 2 )y 1 y 2 y s−1 1+ (1 + λ)y s+1 1 .
s-homogeneous triples with
Let us now consider algebras Λ with
((α, β) ∈ P 1 ). As it was mentioned above, we may assume in this case that (α, β) = (1, 0) and
Note that m > 0 follows from the definition of an s-homogeneous triple. Let us introduce the A-bimodules
, where f 1 , f 2 as usually denote the standard generators. It is not difficult to see that there are only two possible A-bimodule structures on M; namely, we may have
This reduces the first step that we usually fulfill in our proofs, and thus we can go directly to the description of algebras Λ corresponding to the s-homogeneous triple (A 0 , M, ϕ).
If (Λ
as an A 0 -bimodule except the case where s = 2t and f = (gy 1 ) t−1 g for some g ∈ k x 1 , . . . , x m , y 1 1 .
If
0 -bimodule except the case where s = 2t + 1 and f = α(y 2 y 1 ) t for some α ∈ k * and the case where f = αy
for some homomorphism ϕ and some k ∈ {1, 2}. Let now x 1 , . . . , x m , y 1 , . . . , y k ∈ M * 0 be the basis dual to a basis g 1 , . . . , g m , f 1 , . . . , f k of M 0 whose first m elements constitute a basis of the summand k m and the last k are standard generators of the summand B k . We will denote k x 1 , . . . , x m , y 1 , . . . , y k by C for short during this proof. As usually, we have Λ ∼ = C/(ϕ * A * 1 ). Let now f x , f y be the basis of A * 1 dual to the basis x, y of A 1 . Note that if f x ϕ(r ⊗ X) = 0 for some r ∈ M 0 such that rx = ry = 0 and some X ∈ M
Suppose now that Λ = C/(y 1 f, f y k ), where C is as above and y 1 f and f y k are linearly independent s-homogeneous polynomials. Let that (g 1 g 2 ) t , (g 2 g 1 ) t ∈ (y 1 f, f y k ) in the case s = 2t and (g 1 g 2 ) t g 1 , (g 2 g 1 ) t g 2 ∈ (y 1 f, f y k ) in the case s = 2t + 1. Let us recall that the tensor w ∈ V ⊗s is called decomposable if w = w 1 ⊗ . . . ⊗ w s for some w i ∈ V (1 i s). Suppose that the tensor βy 1 f + γf y k is decomposable for some β, γ ∈ k * . Let us present f in the form f = y
The tensor βy 1 f ′ + γf ′ y k has to be decomposable. If p + q = s − 1, then it is easy to see that there is some h 1 ∈ C * s−1−p−q such that h 1 (f ′ ) = 1 and
On the other hand, there is some h 2 ∈ C *
is linearly independent with y 1 , and hence βy 1 f ′ + γf ′ y k cannot be decomposable. Thus, βy 1 f + γf y k can be decomposable only for f of the form f = αy 
Since f is not linearly dependent with a power of y 1 or y k , one of the elements g 1 , g 2 mentioned above is linearly dependent with y 1 and, in the case k = 2, the second one is linearly dependent with y 2 . Then it is easy to see that one of the conditions prohibited by the theorem holds. Thus, we have proved that (
. Let us denote by R ⊂ C s the subspace generated by y 1 f and f y k . Note that y 1 (f y k ) = (y 1 f )y k ∈ RC 1 ∩ C 1 R, and hence M ∼ = k m+k (see the proof of Theorem 4.2.2). Let us now prove that M cannot contain right A-module summand isomorphic to Z 2 . Due to Theorem 4.2.2 it is enough to show that there is no twisted potential in two variables w ∈ C s+1 such that {(h ⊗ 1 Cs )w | h ∈ C * 1 } = y 1 f, f y k . Here we consider the cases k = 1 and k = 2 separately. If k = 2, then w, f ∈ k y 1 , y 2 . Using the conditions above, we get w = y 1 (α 1 y 1 f + β 1 f y 2 ) + y 2 (α 2 y 1 f + β 2 f y 2 ) for some α 1 , α 2 , β 1 , β 2 ∈ k. Since w is a ν-twisted potential for some automorphism ν of k y 1 , y 2 1 , we have
Let us represent f in the form
Choosing maximal j such that there is c i 1 ,...,it,j 1 ,...,jt = 0 with j t = j and looking at the equality above, we get β 1 } is one dimensional. Thus, we have y 2 y 1 f = γf y 2 y 1 for some γ ∈ k. Hence, s = 2t + 1 and f equals (y 2 y 1 ) t in this case.
Let us now consider the case k = 1. In this case w, f ∈ k y 1 , z for some z ∈ C 1 and, analogously to the case k = 2, we get t−1 z in this case. Thus, we have proved that Λ is not an algebra defined by a twisted potential on a two dimensional space.
It remains to prove that M cannot be isomorphic to B 3−k ⊕ k m+2k−3 . Due to the facts that we have already proved, it suffices to show that there are no nonzero f, f ′ ∈ k x 1 , . . . , x m , y 1 , y 2 s−1 and linear polynomial g such that gf, f g = y 1 f ′ , f ′ y 2 . Suppose that we have found f , f ′ and g that satisfy the just mentioned conditions. We may assume without loss of generality that g and y 1 are linearly independent. Indeed, in the opposite case g is linearly independent with y 2 and one can simply apply the functor op and interchange y 1 and y 2 . Then obviously
It is easy to check that f ′ = αy
for any α ∈ k, and hence βy 1 f ′ + γf ′ y 2 cannot be presented in the form g ′ f ′′ for some linear g ′ if β, γ ∈ k * (see the proof that this tensor cannot be decomposable above). Thus, we may assume that f ′ = gf ′′ and f = f ′′ y 2 for some
The obtained equality is not valid for any f ′′ , and hence we get a contradiction that finishes the proof.
s-homogeneous triples with
Now we are ready to give a criterion for s-homogeneous algebra Λ having the s-homogeneous triple F (Λ ! ) of the form (A 0 , k m , ϕ). Note that if Λ is an s-homogeneous algebra with two relations, then the last condition is equivalent to the equality Λ ! s+1 = 0. To achieve our purpose we simply exclude all other situations. Thus, we get the following theorem. • There are some nonzero u, v ∈ V such that either s = 2t and
• There is a two dimensional subspace U of V and some twisted potential w ∈ U
• There are some f ∈ V ⊗(s−1) and u, v ∈ V such that f 1 , f 2 = u ⊗ f, f ⊗ v .
About the s-Koszulity
In this subsection we discuss the s-Koszulity of algebras considered in this paper, i.e. connected s-homogeneous algebras with two relations. It follows from what is already proved in this paper that Λ can be not s-Koszul only in the cases where A = A 1 or A = A 0 . We will show that the algebras Λ with A = A 0 and M = B 1 ⊕ k m are not s-Koszul and moreover do not satisfy the extra condition. For all the remaining algebras we will prove criteria that simplify the verification of s-Koszulity. Namely, we will show that the s-Koszulity follows from the equality (2.2.2) for the Hilbert series and is equivalent to the exactness of the generalized Koszul complex in the second term. Note that it was shown in [26, 29] that the equality for Hilbert series does not imply the Koszul property even for quadratic algebras. Moreover, it was shown in [24] that there exist two algebras one of which is Koszul and another is not Koszul that have the same Hilbert series.
Let us start with a not difficult consideration that the algebras Λ with
Proposition 4.5.1. Suppose that Λ ∼ = k x 1 , . . . , x m , y 1 /(y 1 f, f y 1 ) for some f ∈ k x 1 , . . . , x m , y 1 s−1 such that y 1 f and f y 1 are linearly independent. Then Λ does not satisfy the extra condition and, in particular, is not s-Koszul except the case where s = 2t and f = (gy 1 ) t−1 g for some g ∈ k x 1 , . . . , x m , y 1 1 .
Proof. We have
kx i ⊕ ky 1 and ϕ * A * 1 = kf y 1 ⊕ ky 1 f . Our assumptions and Theorem 4.3.1 guarantee also that (ϕ
, and hence it is enough to show that f y 1 f ∈ y 1 f y 1 k x 1 , . . . , x m , y 1 s−2 . But the last assertion is clear because f and y Let us now prove the main result of this subsection. 
and M = (Λ ! ) (s,1) .
Proof. Note that the grading on Λ induces a grading on the terms of its generalized Koszul complex · · ·
We will prove the following assertion. If there is some homogeneous u ∈ K i , i > 2 such that d i−1 (u) = 0 and u ∈ Im d i , then there is sum u 0 ∈ K 2 such that d 1 (u 0 ) = 0, u 0 ∈ Im d 2 and deg(u 0 ) < deg(u). Let us first suppose that this fact is valid. Then the exactness in the second term obviously implies the exactness of K in all terms i 2 while the generalized Koszul complex is always exact in the first term and has homology isomorphic to k in the zero term. Suppose now that K is not exact. Let us denote by K i,j the j-degree component of K i with respect to the grading induced by the grading of Λ. Let us consider minimal k > 0 such that the complex · · ·
Then this complex is exact in all terms except the second one, and hence the coefficient of
Note that the assertion of the theorem is obvious if either 
. In particular, we have D(w) = k y 1 , y 2 /(f 1 , f 2 ). In this case the generalized Koszul complex has the form Λ(−s − 1)
Suppose that there is some nonzero element g ∈ K 3,j = Λ(−s − 1) j = Λ j−s−1 such that d 2 (g) = 0, i.e. y 1 g = y 2 g = 0. Let us pick such an element g with minimal j. We need to show that there exist homogeneous
Suppose that the last mentioned assertion is not satisfied. We will show by induction on i that for any φ ∈ D(w) * i there is a unique g φ ∈ D(w) deg(g)−i such that ug φ = φ(u)g for any u ∈ D(w) i . This will immediately yield a contradiction with the fact that D(w) has infinite dimension. The case i = 0 is trivial, because D(w) 0 = k, and hence one has g φ = φ(1)g. Suppose now that we have proved the required assertion for functionals of degree k less than i. Let us pick some φ ∈ D(w) * i ⊂ D(w) * i−1 ⊗ U * and write it in the form φ = φ 1 r 1 + φ 2 r 2 with φ 1 , φ 2 ∈ D(w) * i−1 , where r 1 , r 2 is the basis of U * dual to ν −1 (y 1 ), ν −1 (y 2 ). Let us prove that
to (y 1 , y 2 )g = 0 by the definition of g φ 1 and g φ 2 . Suppose that i + s − 2 deg(g). By our induction hypothesis, it is enough to show that u(f 11 g φ 1 + f 21 g φ 2 ) = u(f 12 g φ 1 + f 22 g φ 2 ) = 0 for any u of degree deg(g) − i − s + 2. We have
The second equality can be proved in the same way. Our assumptions imply that there is some g φ such that g φ 1 = ν −1 (y 1 )g φ and g φ 2 = ν −1 (y 2 )g φ . Then an arbitrary element u ∈ D(w) i can be presented in the form u = u 1 ν −1 (y 1 ) + u 2 ν −1 (y 2 ), and hence we get
It remains to show that g φ is unique that is equivalent to the fact that if h ∈ D(w) deg(g)−i and uh = 0 for any u ∈ D(w) i , then h = 0. Let us pick some u of maximal degree such that uh = 0. Then we have y 1 uh = y 2 uh = 0 and deg(uh) < deg(g) by our assumptions that contradicts the minimality assumption on the degree of g. Thus, we have proved the required assertion in the case where A = A 0 and
. . , x m , y 1 , y 2 /(y 1 f, f y 2 ) and f does not satisfy conditions listed in item 2 of Theorem 4.3.1. In this case the generalized Koszul complex has the form Λ(−s − 1)
Our next goal is to verify what pairs (A, M) from the s-homogeneous triples corresponding to s-homogeneous algebras with two relations admit an s-Koszul algebra Λ such that
2). We will solve this question for all pairs (A, M) except pairs of the form
, where ν(y 1 ) = λy 1 and ν(y 2 ) = λ −s y 2 for λ ∈ k such that λ s+1 is a primitive root of unity of degree s − 1.
• 
that is impossible. If m = 2 and s > 3, then Λ is s-Koszul for f = y 1 x
To show this, let us choose the lexicographical order on monomials induced by the order y 1 > x 1 . Then one can show that the elements y k y 1 x 1 } k 1 ) using the Anick resolution and get that respectively. Here we use the lexicographical order induced by the order y 2 > y 1 . Then one can check that these elements constitute a Gröbner basis of the ideal (f 1 ⊗ 1 ⊗s )w, (f 2 ⊗ 1 ⊗s )w , and hence Λ has the required Hilbert series.
The case ν(y 1 ) = λ 1 y 1 and ν(y 2 ) = λ 2 y 2 with λ is s-Koszul. The verification of this is a tedious task, because the Gröbner basis of this algebra grows fast while the degree increase. We believe that D(w) is an s-Koszul (and, in particular, twisted CY) algebra with infinite Gröbner basis, but the proof of this is out of this work.
• Let A = A 0 and M = B 2 ⊕ k m , i.e. Λ = k x 1 , . . . , x m , y 1 , y 2 /(y 1 f, f y 2 ) and f does not satisfy conditions listed in item 2 of Theorem 4.3.1. It is not difficult to show that Λ is s-Koszul for f = y 1 y s−2 2 .
• that is impossible.
Main result, consequences and open problems
In this section, for the convenience of the reader, we give a summary of our classification.
The main result
Here we collect the results of Theorems 2. Such pairs correspond to algebras of the form Λ ∼ = k x 1 , . . . , x m * D(w) with a ν-twisted potential w ∈ k y 1 , y 2 s+1 on the two dimensional space U with the basis y 1 , y 2 , where w = g 1 g s + g 2 f , w = (g 1 g 2 ) t+1 + α(g 2 g 1 ) t+1 , and w = (g 1 g 2 ) t g 1 + α(g 2 g 1 ) t g 2 for any g 1 , g 2 , g ∈ U, f ∈ k y 1 , y 2 s and α ∈ k * . Here ν : U → U is the composition − − → U with the isomorphism θ : U → A 1 defined by the equalities θ(y 1 ) = x and θ(y 2 ) = y. In the cases 8a and 8d one has as minimum one algebra Λ such that (Λ ! ) (s) = A 0 and (Λ ! ) (s,1) = ν −1 D ⊕ k m . In the cases 8b and 8c one has exactly one such an algebra. Namely, in the case 8b the unique ν-twisted potential algebra satisfying the required properties is t−1 g for any linear polynomial g.
As it was stated above, an Ext-algebra of an s-Koszul algebra with two relations is isomorphic to A ⋉ M, where the pair (A, M) is described in one of Conditions 1-11 of the previous subsection. For each such a pair it is determined if it really can be Ext-algebra with only one exception. This exception motivates the next question. If the answer to this problem is positive, then we will get the following result. If there exists an s-homogeneous algebra Λ such that (Λ ! ) (s) ), (Λ ! ) (s,1) = (A 0 , ν −1 D), then there exists an s-Koszul algebra Γ such that (Γ ! ) (s) ), (Γ ! ) (s,1) . This assertion has a generalization to an arbitrary number of relations. Does it follows from this that there exists a ν-twisted potential w ′ such that D(w ′ ) is twisted 3-CY?
In our classification, the algebras are divided into several concrete algebras and several series of algebras. It would be interesting to give for each of this series a criterion for s-Koszulity like in Theorem 2.2.2. All the Hilbert and Poincaré series of s-homogeneous algebras with one relation were computed in [10] .
Problem 6. Find all the possible Hilbert and Poincaré series of s-homogeneous algebras with two relations.
The computations of [10] , in particular, imply that the global dimension of an s-homogeneous algebra with one relation can be two of infinity. Our results show that the global dimension of an s-Koszul algebra with two relations can be two, three or infinity.
Problem 7. Is the global dimension of an s-homogeneous restricted by some function depending on the number of relations in the case where it is finite? Is the number of possible Hilbert Series of s-homogeneous algebras finite for given numbers of generators and relations? Are these assertion true for s-Koszul algebras in the case of a negative answer for arbitrary s-homogeneous algebras?
Finally, we have shown that if the s-homogeneous algebra Λ has m generators and m s − 2 relations, then it cannot be s-Koszul. On the other hand, if s > 4 or m > 2, then a generic s-homogeneous algebra with m generators and two relations is s-Koszul. One can show that in the case where s = 3, 4 and m = 2, a generic algebra is not s-Koszul. 
