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Abstract
This thesis proposes Gaussian Mixtures as a flexible semiparametric tool for density 
estimation and addresses the problem of model selection for this class of density estima­
tors.
First, a brief introduction to various techniques for model selection proposed in lit­
erature is given. The most commonly used techniques are cross validation nad methods 
based on data reuse and they all are either computationally very intensive or extremely 
demanding in terms of training set size. Another class of methods known as information 
criteria allows model selection at a much lower computational cost and for any sample 
size.
The main objective of this study is to develop a technique for model selection that is not 
too computationally demanding, while capable of delivering an acceptable performance 
on a range of problems of various dimensionality. Another important issue addressed is 
the effect of the sample size. Large data sets are often difficult and costly to obtain, hence 
keeping the sample size within reasonable limits is also very important. Neverthless sam­
ple size is central to the problem of density estimation and one cannot expect good results 
with extremely limited samples.
Information Criteria are the most suitable candidates for a model selection procedure 
fulfilling these requirements. The well-known criterion Schwarz's Bayesian Information 
Criterion (BIC) has been analysed and its deficiencies when used with data of large di­
mensionality data are noted. A modification that improves on BIC criterion is proposed 
and named Maximum Penalised Likelihood (MPL) criterion. This criterion has the ad­
vantage that it can adapted to the data and its satisfactory performance is demonstrated 
experimentally.
Unfortunatelly all information criteria, including the proposed MPL, suffer from a ma­
jor drawback: a strong assumption of simplicity of the density to be estimated. This can 
lead to badly underfitted estimates, especially for small sample size problems.
As a solution to such deficiencies, a procedure for validating the different models, 
based on an assessment of the model predictive performance, is proposed. The optimality 
criterion for model selection can be formulated as follow: if a model is able to predict the 
observed data frequencies within the statistical error, it is an acceptable model, otherwise 
it is rejected. An attractive feature of such a measure of goodness is the fact that it is an ab­
solute measure, rather than a relative one, which would only provide a ranking between 
candidated models.
Acknowledgments
I would like to thank first and foremost my supervisor, Prof. Josef Kittler, for his sup­
port and guidance over the past three years.
My gratitude goes also to all the members of the Centre for Vision, Speech and Sig­
nal Processing, who have generously given advice, help and encouragement during the 
course of my research. In particular the assistance of my coUegue Ali Hojjatoleslami, with 
whom I have been working on the mammographie database is gratefuly acknowledged.
I would like also to acknowledge the financial support given by the EPSRC. Their grant 
GR/J89255 has funded most of my research.
Contents
1 Introduction 1
1.1 The classification prob lem ..................................................................................  1
1.2 Limits of the analysis...........................................................................................  3
1.3 Density estimation for classification problem s.................................................  5
1.4 Aims and achievem ents.....................................................................................  7
1.5 Overview of the th e s is ......................................................................................... 8
2 Density estimation 10
2.1 Non parametric density estim ators....................................................................... 10
2.1.1 Histogram estim ator....................................................................................10
2.1.2 /c-nearest neighbour e s t im a to r ..............................................................  11
2.1.3 Kernel e s tim a to r..........................................................................................12
2.2 Generalisation and Model S e le c tio n ....................................................  15
2.2.1 Formulation of the p rob lem ........................................................................20
2.2.2 Methods based on re sa m p lin g ................................................................ 23
2.2.2.1 Cross va lid a tio n ...........................................................................24
2.22.2 Jackknife...................................................................................... 25
2.2.2.S B ootstrapping ..............................................................................27
2.2.3 Information c r i te r ia ....................................................................................28
2.2.4 Bayesian m e th o d s ....................................................................................... 31
2.3 Conclusions...............................................................................................................33
CONTENTS___________________________________________________  n
3 Penalised likelihood 36
3.1 The pdf ap p ro x im atio n ......................................................................................... 36
3.1.1 Gaussian Mixtures and RBF A N N ........................................................... 36
3.1.2 The KuHback-Leibler distance and training a lg o r ith m ..........................38
3.2 Model selection........................................................................................................41
3.2.1 Maximum penalised likelihood................................................................. 41
3.2.2 The criterion fu n c tio n ................................................................................ 44
3.3 Experimental va lida tion ......................................................................................... 47
3.3.1 Simulated d a t a ............................................................................................ 48
3.3.1.1 Correlation effect  .............................................................. 50
3.3.2 Iris d a t a .........................................................................................................52
3.3.3 Speech d a ta ...................................................................................................55
3.3.4 M am m ogram s.............................................................................................57
3.4 Discussion ...........................................................................................................  62
4 Predictive Validation 68
4.1 Prequential approach .............................................................................................70
4.2 Predictive performance model se lec tion ...............................  71
4.3 Experimental va lida tion ..........................................................................................74
4.3.1 Simulated d a t a .............................................................................................75
4.3.1.1 Unidimensional d a t a ..................................  75
4.3.1.2 Representable bidimensional d a t a .............................................79
4.3.1.3 Non representable bidimensional data ................................... 82
4.3.2 Unidimensional real d a t a ...........................................................................90
4.3.2.1 Enzymatic activity d a t a .............................................................. 90
4.3.2.2 Lakes acidity d a t a ........................................................................95
4.3.2.3 Galaxy d a t a .................................................................................98
4.3.3 Multidimensional real d a t a ...................................................................... 101
4.4 Discussion ............................................................................................................. 106
CONTENTS______________________________________________________________ m
5 Conclusions 109
5.1 Future W o r k ..........................................................................................................111
List of Figures
1.1 Example of a bidimensional density function...................................................  2
1.2 Classification in unidimensional feature space with the Bayes boundary:
class-membership for points A and B can be assessed with a high degree 
of confidence, for point C, with a much lower degree of confidence and fi­
nally point D is most likely to be an outlier (member of a third class or a 
sample with a large measurement error)............................................................ 6
2.1 Kernel density estimation........................................................................................14
2.2 Data set consisting of 29 data points and the approximated density mixture
of 1 (a), 2 (b), 4 (c) and 29 (d) Gaussian components.............................................16
2.3 Fitting of 1 Gaussian or a mixture of 2 Gaussians on two points {—1,1} . . 17
2.4 Likelihood of the models Mi and M2  versus the standard deviation (the
vertical axis is in logarithmic sca le )................................................................... 18
2.5 Parzen window estimation with a too narrow Gaussian kernel  ...................19
2.6 A Neural Network with a single hidden layer and a single output node . . 21
3.1 Block diagram of the RBF neural n e t ...................................................................37
3.2 Data set consisting of the histogram of a gray level image recorded by an 
infrared sensor and the estimated density function for 1 ,2 ,3 ,4 ,5 , 6,7 and
8 Gaussian components........................................................................................... 39
3.3 Criterion function.....................................................................................................42
3.4 Uncorrelated random samples drawn from a bivariate Gaussian with
= (0,0) and O’ =  (1,2)........................................................................................45
IV
LIST OF FIGURES
3.5 Plot of the Maximum Likelihood versus the number of hidden units for the 
simulated unidimensional Gaussian data of increasing training set sizes. . 46
3.6 The figures show the minimum training set size required against the di­
mensionality, for different values of r . The lower plot show the differences 
between the experimental points (o) and the quadratic fitting............................49
3.7 Maximum Likelihood function plotted against the number of RBF nodes 
for various lower bounds (lb) of the standard deviation and for the three- 
dimensional simulated data.....................................................................................53
3.8 The plot reports the number of misclassified points in a LOO test for models 
n-n-n and the A:-NN classifier. The horizontal axis is the number of Gaus­
sian components per class for the Gaussian Mixture (GM) graph and the 
number k of nearest neighbours for the k NN graph............................................55
3.9 The graph shows the analysis carried on speech data for the different ar­
chitectures as described in Figure 3.8: the two lines show the performance 
obtained with the architecture selected by MPL. The higher performance 
corresponds to a more relaxed Penalty Term ........................................................56
3.10 The graph shows the MPL and Schwarz's BIC criteria against the number
of hidden neurons for the first class of the speech data........................................57
3.11 ROC curve on of performance in cluster of MCs detection,(a), and in image 
identification, (b), by the 4 classifiers. The False Positives (FPs) also include
the false detections on the set of normal images.................................................. 60
3.12 (a) shows a bright spot in the background which has jP(X|wi) < <  TLi und 
jP(X|w2 ) < <  To,2 , while (b) shows an anomaly (perhaps a cyst) that is not
a microcalcification................................................................................................... 61
4.1 Classification problem where two bad density estimates deliver a very low 
error rate. This illustrate our point that a good classification rate does not, 
in general, imply good density estim ates.......................................................... 69
LIST OF FIGURES_________________________________________________________yi
4.2 True model (continuous line) and single Gaussian and 2 Gaussian mixture
approximation (dashed lines) for the two data sets..............................................77
4.3 Calibration curves for the 100 point data set (top row) and the 1000 point 
data set (bottom row). The dark line is the line y = 0 while the lighter lines
are the result of the weighted least square fit........................................................ 79
4.4 Calibration curves for the 100 point training set (top row) and the 500 point
test set (bottom row)............................................................................................. 80
4.5 Gaussian mixture densities for 2 and 4 components............................................. 81
4.6 The data from the ELENA project with the 1 sigma level curve (ellipses) of
the Gaussian components. Architectures 1-4 (top) and 4-8 (bottom ) 85
4.7 Calibration curves for ELENA data for the train s e t .................................. 86
4.8 Calibration curves for ELENA data for the train set (continued)...................... 87
4.9 Calibration curves for ELENA data for the test s e t .................................. 88
4.10 Calibration curves for ELENA data for the test set (continued) ...................... 89
4.11 Gaussian mixture approximation for the enzyme data. Plots refer to mix­
ture of 2 (top), 3,4,5, and 6 (bottom) components................................................93
4.12 Calibration curves corresponding to the enzyme densities plot in Figure 4.11 94
4.13 Gaussian mixture approximation for the lakes acidity data. Plots refer to 
mixture of 2 (top), 3,4,5, and 6 (bottom) components......................................... 96
4.14 Calibration curves corresponding to the lakes acidity densities plot in Fig­
ure 4 .1 3 ....................................................................................................................97
4.15 Gaussian mixture approximation for the galaxy velocity data. Plots refer to 
mixture of 2 (top), 3,4,5, and 6 (bottom) components......................................... 99
4.16 Calibration curves for the galaxy densities plot in Figure 4 .1 5 ....................... 100
4.17 Calibration curves for the Iris d a t a .....................................................................103
4.18 Calibration curves for the Speech d a t a .............................................................. 104
4.19 Calibration curves for the Speech data (continued)......................................... 105
List of Tables
3.1 The architecture selected by the MPL criterionfor approximating a bidi­
mensional Gaussian rotated by an angle, p and ratio between the two stan­
dard deviations, ^ ................................................................................................... 51
3.2 The architecture for approximating a bidimensional Gaussian with corre­
lation coefficient, p and ratio between the two standard deviations, ^  se­
lected by the LBSD....................................................................................................52
3.3 Model selected by MPL and by BIC for each class of the Iris database. The
last line reports the number of misclassified points in a LOO test......................54
3.4 Confusion matrix for the model 2-2-2 obtained from a LOO t e s t .......................54
3.5 Confusion matrix for the model 6-3-3 obtained from a LOO te s t .......................54
4.1 Summary table of the calibration performance for the unidimensional data:
the first column is the number of components in the mixture, the second 
one indicates if the line i =  0 is inside (I) or outside (O) the 95% confidence 
interval, the third and forth are the mean and the standard deviation of y =  
f e m p  — f p r e d  the last one is the Mean Square E r r o r ......................................78
4.2 Summary table of the calibration performance for the unidimensional data: 
the first column is the number of components in the mixture, the second 
one indicates if the line t =  0 is inside (I) or outside (O) the 95% confidence 
interval, the third and forth are the mean and the standard deviation of y =  
f e m p  —  f p r e d  and the last one is the Mean Square Error. .................................. 78
4.3 Summary table of the calibration performance for the bidimensional data. . 80
vu
LIST OF TABLES_______________________________________________________ ym
4.4 Summary table of the calibration performance for class 1 of the bidimen­
sional ELENA data...............................................................................................83
4.5 Summary table of the calibration performance for class 2 of the bidimen­
sional ELENA data...............................................................................................84
4.6 Summary table of the calibration performance for the enzymatic activity data. 92
4.7 Summary table of the calibration performance for the lakes acidity data. . . 95
4.8 Summary table of the calibration performance for the galaxy velocity data. 98
4.9 Summary table of the calibration performance for the iris data............................ 101
4.10 Summary table of the calibration performance for the Speech data....................102
List of Acronyms
pdf probability density function
MISE Mean Integrated Square Error
MAP Maximum A Posteriori
ML Maximum Likelihood
GM Gaussian Mixture
AIC Akaike's Information Criterion
BIC Bayesian Information Criterion
MDL Minimum Description Length
KL KuUback Liebler
MPL Maximum Penalised Likelihood
LBSD Lower Bounded Standard Deviation
LOO Leave One Out
NN Neural Network
k~MN k Nearest Neighbours
ROC Receiver Operating Characteristics
TP True Positive
FP False Positive
Terminology
X =  (a;i, rc2 , .. •, iCd) feature vector
d dimensionality of ihe feature space
X  =  { x i ,  X 2 , . . . ,  X i v )  Data sample
N  Sample size
m  Number of components in a Gaussian mixture
TTi, i =  1,2, . . . ,  m mixing coefficients of the Gaussian mixture
/ i i , i  =  l , 2 , , . . , m  mean vector of the Gaussian mixture components
( 7 i ,  Î =  1,2, . . . ,  m standard deviation vector of the Gaussian mixture
components
9 = (Wj, /ii, (7i), i  =  1,2, . . . ,  m parameter vector
Ji (X, 9, m) optimality criterion for parameter estimation
J 2 (X, 0, m) optimality criterion for model selection
Chapter 1
Introduction
1.1 The classification problem
The problem of recognising objects and labelling them is frequently encountered in our 
daily life. For human beings it seems quite natural to organise their knowledge and ex­
perience in taxonomies. For example any object, that can be found on earth, is a mem­
ber of one of the following classes: minerals, flora, fauna. Fauna is further classified into 
mammals, fish, birds, reptiles and amphibians and the process of identification of other 
subclasses extends to the most sophisticated level of refinement.
Such classes are defined according to some pecvliav features of their members. Fish, 
for example, lay eggs, live in water and similarly such bits of attributes are decisive for 
the other classes. Then there are further subclasses to specify, such as fish that live in the 
sea, fish that live in rivers and so on up to two slightly different species of herrings that 
only few biologists in the world can distinguish.
This method of organising our knowledge has proved to be successful or, at least, we 
have not found anything better in the last 3000 years. It is also extremely flexible, because 
the level of resolution between objects can be chosen according to the task we are inter­
ested in. This spare us the difficulty of dealing with an unnecessarily large number of 
classes, when this is irrelevant to the problem.
Pattern Recognition is a discipline whose goal is the recognition and labelling of ob­
jects using a framework very similar to the one depicted above, in which classes are de­
fined according to certain features. The approach is multidisciplinary with tools derived
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Figure 1.1: Example of a bidimensional density function.
from statistics, artificial intelligence, control theory. Even though these fields are con­
nected and overlapping, in this study we will concentrate on the statistical approach, in 
which the classes of objects are described by a vector of features and their probability den­
sity function in the feature space.
In Figure 1.1 an example is given in which the classes of objects are described by a two 
dimensional feature space and their respective density functions. No information is avail­
able about how many objects are represented. This is known as an unsupervised learning 
problem. In unsupervised learning only the features characterising the classes of objects 
are given, while the class membership is unknown. Discriminating among possible ob­
jects is the task of the classifier and such discrimination is based on statistical properties 
of the density functions. In Figure 1.1, for example, one might recognise three distinct 
peaks and argue that there are three classes of objects.
If instead the class membership of the objects is known and given with the feature mea­
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surements, the learning problem is supervised. This study deals with supervised learning 
almost exclusively however there is also a potential application to unsupervised learning 
that is highlighted later on.
Let us restrict our attention to a supervised leammg problem. We have a set Q of (7 
classes of objects, Ü = (wi,w2 , . . . ,  wc), their a priori probabilities, Pprior{< i^) and their 
corresponding class conditional probability density function P(x|wi), defined in a feature 
space of dimensionality d, that is x =  (a:i, rc2 , . . . ,  %).
A sample of unknown class membership, xq, is classified as belonging to the class ujq, 
which satisfies
wo =  argm^Pprior(w)P(xo|w) (1.1)u)Çil
This is the Bayes boundary which has the property of minimising the expected classifica­
tion error.
1.2 Limits of the analysis
The scenario depicted in the previous section is however an ideal one. Instead of the dis­
tributions or density functions, one usually gets a set of training samples for each class. 
Let us denote them as =  (xi, X2 , . . . ,  XjvJ.
The task now is to find an estimate of the probability density function P(x|wi) for each 
object, uji. Strictly speaking P(x|w%) is a class-conditional density function, but we wül call 
it simply density function for the sake of brevity. One should also estimate the prior prob­
abilities, Pprior (wi)/ however we will assume that they are all the same, unless otherwise 
stated, and drop them from our notation.
An example is now given to illustrate the problem more clearly. Suppose the class of 
objects is constituted by three objects, orange tree, lemon tree and peach tree. Each object 
is described by three features: length of the leave, width of the leave and colour of the 
flower. A set of feature vectors is given for each tree, in order to design a classifier able to 
discriminate among them.
The problem of selecting the features is not addressed here. We will assume that the
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features, which we are given, are a good description of the object. In the example given, 
the set of features will not discriminate between an orange and a lemon tree, but we will 
not be concerned with this problem and conclude that we cannot discriminate between 
the first two objects.
There is a further restriction to the class of problems considered. We will assume that 
there is no categorical variable. Back to our example, Üie third feature, i.e. the colour of 
the flower, is a categorical variable. Categorical variables take only a discrete range of val­
ues, while variables such as the leave length and width are continuous. So in this case we 
might discard the third variable. Luckily the performance will not be affected too much, 
but there might be cases when this is critical for the performance of the system.
We now reformulate our problem with the restrictions just described and since all the 
objects will be treated in the same way, the case of a single class will be considered with­
out lack of generality. An object class is given together with a set of N  feature vectors of 
dimension d, — {xi, X2 , . . . ,  x^v} C X , where X  denotes the feature space. A prob­
ability density function P(x|ct;) on the entire feature space X  has to be inferred from the 
finite training set X^. In this sense density estimation is central in the statistical approach 
to pattern recognition. This is not an easy or straightforward task. The estimates depend 
critically on the size of the training set. Large training sets can give better estimates, even 
though finding such good estimates can be extremely costly in terms of computational re­
sources. On the other hand small training sets can be misleading and generate very bad 
estimates.
It is pertinent to elaborate on the meaning of good and bad in this context. A good 
estimate is a function /(x ) which is closer to the true pdf P(x|w) according to some dis­
tance measure. Measures can be given pointwise, i.e. the functions have similar value at 
a point, or expressing the total variation, which measures the average sinilarity over the 
whole feature space. Since we are looking for an average performance, this latter class 
is the one we will be interested in. For a complete review of distance measures between 
functions see [1].
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1.3 Density estimation for classification problems
There are basically two types of approaches to density estimation: parametric and non­
par ametric. The parametric approach involves conjecturing a model for the density func­
tion, which is assumed to be good, often on very good grounds and the parameters of the 
model are subsequently estimated with a maximum likelihood procedure. The solution 
to such a problem can often be given in closed form and, if the model is correct, it gives a 
very good performance. Unfortunately knowledge of the shape of the function is rarely 
available and the assumption of a model is not always justifiable on stronger grounds than 
ease of computation. The true density function could be such that no good parametric ap­
proximation can be found, which is often the case for multimodal distributions.
In order to overcome these difficulties with the parametric approach, methods have 
been devised for estimating the density function locally. No global hypothesis is made 
and the density estimation at a point x G «S of the feature space is influenced only by the 
points of the training set within a neighbourhood of x. The size of this neighbourhood 
has to be carefully chosen. An enormous number of studies have been devoted to this 
subject and here we limit ourselves to report one of the most prominent results: the size 
of the neighbourhood is a function of the training set size and the true unknown density 
function. It decreases for large training sets and, given the same training set, it is larger for 
smoother functions. Major details will be given in the following chapter and the reader is 
also referred to [2,3].
All the methods listed so far, start from the density estimation and the optimal bound­
ary is obtained by equation (1.1). There are other approaches to the classification problem, 
which directly give the decision rule for class-membership. Among these one of the best 
known is the fc-nearest-neighbour (k-NN) classifier. However in spite of the many exper­
imental successes reported in the literature, the A:-NN does not produce a proper density 
function, since its estimate is not summable and does not integrate to 1.
Another large class of classifiers, which directly estimate the decision boundary is con­
stituted by Neural Networks. This can be convenient since very complex density func-
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Figure 1.2: Classification in unidimensional feature space with the Bayes boundary: class- 
membership for points A and B can be assessed with a high degree of confidence, for point 
C, with a much lower degree of confidence and finally point D is most likely to be an out­
lier (member of a third class or a sample with a large measurement error).
tions can have simple decision surfaces separating them. So trying to estimate the deci­
sion surface can save a lot of analytical and computational effort. However not all the 
classifiers have such a simple structure. In many cases the system is required to provide 
a quantitative measure of the plausibility of the classification. Let us observe Figure 1.3. 
The points A and B can be classified with a high degree of confidence about their class- 
membership, point C casts a reasonable doubt on our classification and finally point D 
appears quite implausible and might be an outlier. In such cases there is no shortcut that 
can avoid the problem of density estimation.
1.4. AIMS AND ACHIEVEMENTS
1.4 Aims and achievements
It is clear that non parametric density estimation is a more flexible and powerful tool than 
a parametric one, but it has some disadvantages, namely lengthy computations. For this 
purpose the use of semiparametric methods can be extremely beneficial in order to ease 
the burden of computation, while retaining the attractive features of flexibility and locality 
of the non parametric approach.
This can be an attractive solution but we must define clearly where the compromise 
between the exclusive non-parametric case and the parametric case is. This work is mostly 
concerned with finding objective criteria to establish such compromise so that the density 
estimated is a good representation or model of the data structure.
What we propose is using the finite mixture model. A finite mixture is a linear com­
bination of functions. In particular we will make use of Gaussian functions only. Starting 
from a minimal model with just one Gaussian function, we add more and more functions 
until a satisfactory performance is reached. The definition of satisfactory performance as 
well as how to measure it have to be carefully given.
We will give two answers to this question. Both our proposals are intended for a class 
of problems, for which only small sample sizes are available or there are reasons to use the 
full data set to design the classifier. In this cases classical methods such as cross validation 
do not offer a viable alternative, given their heavy requirements in terms of sample size.
The other solutions offered in literature so far are based on the reuse of data, e.g. leave 
one out cross-validation, jackknife and bootstrapping, or on Bayesian methods. Both 
these methods are computationally expensive, but their solutions are of quite good qual­
ity.
On the other hand there is another class of methods, which employ information crite­
ria, which are not as computationally intensive, but their solution are not as satisfactory 
as the one offered by Bayesian methods and by reuse of the data.
Our contribution to the problem of model selection is threefold:
1.5. OVERVIEW OF THE THESIS
# We show in the thesis that one of the most commonly used criterion, Schwarz's BIC 
performs badly for high dimensional data. We propose a correction to BIC for mul­
tidimensional problems. The proposed criterion, MPL, is tested on a range of sim­
ulated and real data showing to be quite reliable.
• A common drawback of information criteria is discussed and potential causes of 
misleading results pointed out.
« A different testing procedure based on what is called predictive performance assess­
ment is proposed, which we believe does not suffer from the same drawback that 
affects information criteria, but on the other hand it carries a moderate computa­
tional burden.
1.5 Overview of the thesis
The thesis is structured as follows. In the next Chapter an overview of non parametric 
density estimators is given and the advantage and disadvantages of their approach high­
lighted. Then the generalisation properties and model selection issues are discussed to­
gether with a review of the most commonly used techniques for model selection, namely 
methods based on resampling plans, Bayesian analysis and information theoretic criteria. 
Flaws and merits of these techniques are analysed and a line of interesting study for the 
scientific community is identified.
In Chapter 3 we present the MPL criterion, an information criterion that we propose, 
which is a modified version of Schwarz's BIC criterion for high dimensional data. A se­
ries of experimental results are reported for both simulated and real data, which show an 
improvement on the BIC criterion. Finally a weakness of the proposed methodology is 
discussed.
In Chapter 4 a different testing procedure for model selection is proposed with the in­
tent to overcome the weakness of the MPL criterion. The work of Dawid, which gave us 
the inspiring idea is outlined and the concepts of predictive ability and calibration of the
REFERENCES______________________________________________________________9
model are presented and proposed as model selection criteria. Finally a range of experi­
mental results are given for simulated and real data of various dimensionality. Strong and 
weak points of this approach are discussed.
In the last Chapter a review of the problems highlighted by this study is presented 
together with a critical assessment of the existing solutions including those proposed in 
this study. Further research directions are identified, both as a refinement of the proposed 
technique or as completely new concepts.
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Chapter 2
Density estimation
In this chapter a brief review of density estimation techniques is given. For parametric 
estimators the reader is referred to [1 , 2 ].
2.1 Non parametric density estimators
Non parametric density estimation attempts to perform an estimation without constraints 
on the global shape of the density function. The underlying principle is that the density is 
large in parts of the feature space where many training points are concentrated and small 
in regions where very few points are present. The estimate is said to be local because only 
points of the training set that are close to the point where the density function is required, 
affect the estimation.
2.1.1 H istogram  estim ator
The simplest type of non parametric estimator is the histogram. In order to define it, the 
feature space is partitioned into a number of bins, B , of width h and the density function 
estimate is given by
/ W  -  ^  i 6 { l , 2 , . . . , B }  (2.1)
where N  is the number of training points and rii is the number of points falling in the same 
bin, indexed by i, which contains x.
The performance of such estimator is affected by two major factors: the bin width, h, 
and the bin position. The bin width selection is a problem common to all non-parametric
10
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estimators, since all of them require the definition of the size of the neighbourhood af­
fecting the estimate. As far as the bin position is concerned, recently histogram estima­
tors which are an average of many histograms with the same bin width and different bin 
positions have been proposed quite successfully by Scott in [3]. In the paper the author 
claims an improvement in statistical efficiency, which makes the proposed averaged shifted 
histogram comparable to the kernel estimator, discussed in section 2.1.3.
There are other difficulties with the histogram estimator, which render the use of more 
sophisticated techniques advisable. The estimate is not differentiable and it also becomes 
practically infeasible in high dimensional spaces, because of the extremely large number 
of bins to account for, most of which will be empty. However for exploratory data analysis 
and in low dimensional spaces, histogram is stiU an extremely useful tool, especially if 
care is taken to implement corrections for some of its flaws ([4]).
More sophisticated methods for non parametric estimation such as the fc-nearest 
Neighbour' and the Parzen window estimators can be regarded as an extension of the his­
togram estimator.
2.1.2 fc-nearest n eighbour estim ator
The fc-nearest-neighbour estimate of the density function at a point x  is computed as fol­
lows. All the points of the training set are ranked in order of increasing distance from the 
point X. Only the first fc points are then used to estimate the density m x as
where fc < iV is an integer fixed in advance, N  is the total number of points in the training 
set and Vk{x) is the volume where the fc-nearest neighbours of the point x  are contained. 
Obviously if x is in a low density area the volume Vk (æ) is large and if it is in a high density 
area, the volume is small, giving the desired behaviour.
The selection of fc is a very delicate point because it is the parameter controlling the 
neighbourhood size. If it is too large, the volume Vk (æ) will always cover a large area and 
the density function /(x ) will not show much variation. Such phenomenon is known as
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oversmoothing- At the other extreme a very small value for k can lead to undersmoothing 
the function. Unfortunately such estimation is not consistent in the sense that the integral 
of /(x )  does not converge and this limits its use as a density estimation method. An intu­
itive explanation of such behaviour can be given noting that this estimator concentrates 
most of the probability mass on the tails. In fact regardless of the distance from any train­
ing point at the tails the density function is
which does not converge
However the literature reports many successful applications of the associated classi­
fier. The computation of this estimate is also quite demanding since it requires the ranking 
of the distances of the elements of the training set for each point.
2.1.3 K ernel estim ator
Another widely used non-par ametric estimator is the Parzen or kernel density estimator, 
which is formally defined as ([5])
/(x) =  E  ^ ( | x -  y I; h) (2.4)
yex
where X  is the training set containing N  points, | • | is a distance measure between two 
vectors x and y of the feature space and K  (z) is a positive function satisfying the two fol­
lowing conditions
K(|z|;/i) <K (|0|;fc) Vz (2.5)
^«’^ | z |-^ -cx3 - K ( | z | ;  fc )  =  0  ( 2 . 6 )
The final estimate will look like that shown in Figure 2.1 for a Rosenblatt and a Gaussian 
kernel function respectively. The two kernel functions are defined as
Rosenblatt K W ,h )  =  {
Gaussian K(|z|;fc) =  G (|z|;0 ,fcl) (2.8)
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where G (|z| ; 0 , fcl) is the d-variate Gaussian with mean in the origin and covariance matrix 
hi).
From the equations above, h is the standard deviation for a Gaussian kernel and the 
semiwidth of the non-zero support for the Rosenblatt kernel. In more general terms h de­
fines the area of the feature space that is influenced by a single training point. It plays then 
a role similar to k  for the fc-NN estimator: it controls the degree of smoothness of the final 
estimate. The choice of h is critical, since the final estimate will be close to the true one 
only for the optimal choice of h. Such optimal h depends both on the training set size and 
the true density function /  as
A g i ' =  y  {V^ ff (2.9)
where
A  = J  ZiK{\z\ ;h)dz,  J  K(|z|;fc)^dz (2 .1 0 )
Since A and B are constants given the kernel choice, hopt increases with the curvature of 
the true density function and decreases with the number of samples available.
More sophisticated versions of the kernel estimator have been proposed, where the 
window size is not fixed, but variable. This allows a better representation of the tails of the 
distribution. For a comprehensive review of kernel non-parametric methods the reader is 
referred to [4,5].
As far as the computational resources necessary to compute the density function in a 
point X are concerned, from equation (2.4) it is clear that one needs to compute the kernel 
function N  times. It is possible to alleviate ihe problem by neglecting points that are too 
far away, but still the whole training set has to be spanned and ranked in order of increas­
ing distance, just the same as to the fc-NN estimator.
There have been a few attempts to simplify this approach: one is due to Fukunaga 
that in [6 ] proposes to use a subset of the training set that is equally representative of the 
underlying distribution. This data reduction was to be used for a fc-NN classifier. In [7] a 
similar approach is proposed, but the reduction is not very significant.
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Parzen estimator with Rosenblatt kernel
Parzen estimator with gaussian kernel
- 1 2 - 7 -2 12
Figure 2 .1 : Kernel density estimation.
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In this study finite mixtures are proposed as density estimators, because they offer 
both flexibility and a compact representation. Suppose a density function ^ (x; A) of some 
known parametric form is given. Let x be a point in the feature space and A a vector 
of parameters defining the family of density functions, which gr(x; A) belongs to. Let 
Q — {g(x; A), VA e <S} be the set of all functions defined when the parameter A 
spans its space S. A  finite mixture of functions belonging to Q is defined as
m
/(x ; A) = ^ w ^ g { x ;  X^ ) (2.11)
1=1
with weights Wi, such that Wi = 1, parameter vector A =  (m, 6) with
6 =  (Ai, A2 , . . . ,  Am) and number of components m finite. Note that the Parzen es­
timator is a finite mixture of the particular class of kernel functions selected, centred at 
each training point and with equal weights ÎÜÎ =  1/iV.
The problem of non parametric density estimation is then reduced to a parametric one 
with the added feature of flexibility given by the possibility of having many parametric 
components p(x; AJ. An intuitive idea of our strategy can be gathered from Figure 2.2. It 
refers to a finite mixture of Gaussian functions, which is the particular type of mixture we 
are going to use.
2.2 Generalisation and Model Selection
We discuss here the two closely related issues of generalisation and model selection. The 
discussion applies to any type of density estimator, even though we will focus more on 
the finite mixture formalism.
As already anticipated (see equation (2.11)) the non parametric problem of density esti­
mation is reduced to a parametric setting by introducing a flexibility feature, i.e. the ability 
to add components to the mixture. If the number of components m  is known, the estima­
tion problem is a parametric one and it can be solved via a likelihood procedure or any 
other method based on some goodness-of-fit measure. All known goodness-of-fit mea­
sures however have an undesirable property, if the number of components is to be esti-
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Figure 2.2: Data set consisting of 29 data points and the approximated density mixture of 
1 (a), 2 (b), 4 (c) and 29 (d) Gaussian components.
mated through it. Intuitively the more components are added, the more flexible the model 
is and consequently the fit to the data can be improved indefinitely.
We will show this with an example using the likelihood as the goodness-of-fit mea­
sure. More specifically, we wül show on a simple example that for finite training sets the 
criterion can become unbounded when the complexity of the network exceeds certain lim­
its. To do that let us assume to have a training set consisting of only two points on the real 
axis: X  — {—1 , 1 }. We will try to fit a Gaussian (model Mi) or a mixture of two Gaussians 
(model M2 ), as shown in Figure 2.3. For the model Mi, fj, = 0 and standard deviation cr.
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while for M2 , fJ>i = —1 , /i2 =  1  and ai =  0 2  =  cr.
M i  : P I  (X ) =  =
M2 : P2 {x) ~  0.5G(a;;- 1 ,(7 2 ) +  0.5G(a;; 1 , 0 -2 ) =
{x + 1 ) 20.5 (
< 7 2 ^ 2 a |
(2.12)
-4.0 - 2.0 0.0 2.0 4.0 -4.0 2.0 4.00.0- 2.0
(a) Model Mi, cr^  =  1 (b) Model Ml, 0 ^ — 1/2
- 2.0 0.0 2.0-4.0 4.0 -4.0 - 2.0 0.0 2.0 4.0
(c) Model M2 , =  1 (d) Model M2 , cr^  =  1/2
Figure 2.3: Fitting of 1 Gaussian or a mixture of 2  Gaussians on two points {-1,1} 
The log-likelihood function values of the 2  models are respectively
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Cl -  2 log o -  log (2.14)
£ 2  =  2  log 2  -  log (72 ~  log ^ / ^  +  log ^exp )  (2.15)
and they are both plotted in Figure 2.4. Note that as soon as the standard deviation be­
comes smaller than half the distance between the two points the two-Gaussian model has 
an unbotmded likelihood. This means that if we allow the standard deviation to shrink 
below the distance between the points the likelihood of such a model can be increased as 
much as we wish.
T3OO.Ç
“0
0.0
un i t
units
- 5.0
- 10.00.0 10.05.0
o
Figure 2.4: Likelihood of the models Mi and M2 versus the standard deviation (the verti­
cal axis is in logarithmic scale)
It holds
lim £ 2  =  0 0  
0 ‘2 —^ 0
(2.16)
This is only an effect of the finite training set size. In the asymptotic case we would not ob­
serve this behaviour. Unfortunately measuring ihe likelihood on a finite training set will
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not give us any indicationof what happens outside our training set. As long as the likeli­
hood is used the best estimate is the one that more tightly fits the data. But this leads to 
the same problem as the one exhibited by a kernel estimator ([8 , 2 ,5]) with a very narrow 
window size (see Figure 2.5): our model will not have any generalisation property.
(0
o
10d
o
o
o
-1 0 5
Figure 2.5: Parzen window estimation with a too narrow Gaussian kernel
This problem, depicted here in an extremely simple case, is common to aU flexible and 
adaptive systems. Regardless of the training set size one can always choose a model com­
plex enough to represent the training set itself and not the population, which is not the 
final goal of the training procedure. The main aim is to learn something about the real 
structure of the data in order to be able to predict future outcomes. A model that has a 
high performance measure on the training set does not necessarily perform well on an 
independent test set. In such a case the model is said to have poor generalisation perfor­
mance.
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2.2.1 Form ulation o f the problem
We will now give a brief introduction to the various methods devised for testing the gen­
eralisation performance of a given model. Roughly one can think of generalisation as a 
measure of closeness between our estimated density and the true density from which the 
data have been drawn. Such generalisation error will depend on many factors, which will 
be illustrated one by one. Since a neural network framework has been used to perform the 
estimation we will make use of the same formalism to describe the generalisation prob­
lem, but the discussion applies to any density function estimator.
Without loss of generality a neural network N N  can be defined as a machine able to 
produce a mapping of its input space y  onto an output space Z
N N  = f : y e y ^ z e z  (2.17)
where /  belongs to .F, set of all realizable mappings from y  io Z  obtained by setting the 
weights in all possible ways. A neural network, reproducing a mapping /  is shown in 
Figure 2.6, where the nodes h i ,h 2 , . . .  are the processing nodes. The output value depends 
on the setting of the parameters ^i, 0 2 / • • •
Once 6 = (0i, 02, • • •)/ the network parameter vector, is fixed, the function /  is
uniquely determined. If we denote with © the space of all the possible values of 0, it fol­
lows that
N N  : 0 e 0  I--)- /  G F  (2.18)
Let us define the unknown mapping we are looking for
f  :yi-> z y e y , z  e Z  (2.19)
If a 0* e  0  such that
ATiV(0,) =  /  (2.20)
exists, our aim is to find an estimate 0 * of 0 * from the training set available. We will now 
assume that a sequence of sets exists, such that
0 1 Ç 0 2 Ç . . . Ç O  (2.21)
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X d
Figure 2.6: A Neural Network with a single hidden layer and a single output node
where the indices indicate a change of architecture. Observe Fig.2.6 and suppose that 0 i  
is the parameter space of the network with only one node h\, © 2  is the parameter space 
of the network with node h\ and and so on. In such a way we have created a hierarchy 
of architectures of increasing complexity. The latter assumption is, from a purely mathe­
matical point of view, unnecessary and artificial, but we adopt it because it will allow us 
to make a clear difference between parameter estimation and architecture selection which 
are both elegantly embedded in equation (2.18).
In general one should consider any possible architecture and among them choose the 
one that gives the best performance. But an exhaustive search in the space of all architec­
tures is practically impossible and usually a selection of candidate architectures is done and 
the choice is restricted to one of them. The restriction of the search space from 0  to 0  C 0 , 
Ihe space of candidate architectures, presents further complications. Suppose that 0*, as 
defined in equation(2.20) does not belong to 0 . The best we can do in such situation is to 
estimate 6q, which satisfies the condition
00 = min0^QD{NN{O), f )  (2 .2 2 )
where D is a certain measure of discrepancy between functions. Note that no matter how
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good the estimation procedure is and how large the sample size is, there will always be 
an estimation error E q
E q > D {N N {9 o) J )  (2.23)
due to the restricted search space: N N {6q) is the best approximation of /  in ©. This latter 
case corresponds to the class of networks that Murata et ah call unfaithful and is Vysni- 
aukus ([9]) representation error. For simplicity in the following the notation D (iV #(0), / )  
will be dropped and replaced by D{6), with 0 e Q .
Once the assumptions about the restricted search space have been made, the network 
training, i.e. a proper estimation procedure, is performed. Let X  =  {xi, X2 , . . . ,  Xjv} be 
the training set, where each x% =  (y%, zi) is a pair of input and output. Training means 
performing a search in © until a certain criterion of optimality J{9) is fulfilled. This crite­
rion could well be the discrepancy function (2 .2 2 ), however in general any utility function 
could be adopted. We for example will make use of the Kullback-Liebler distance. This 
is because in our estimation problem we do not know the output density function, so our 
training set is only constituted by the input and not by pairs of input and output. Strictly 
speaking, what in general here is indicated as X , the joint input and output space, in our 
formulation of the network as density estimator, is the whole unknown and infinite pop­
ulation. In tills situation it is still possible to define a distance measure ([10]), exactly like 
in the function approximation problem and we have chosen the KuUback Liebler distance 
because it is best suited to our problem. The theory, outlined here, will be reformulated 
in Chapter 3 for our particular application in density estimation.
In order to get the best solution, 9q, J  should be measured in % = y  U Z , but X  is 
unknown, only the training set X C X  is available and in general
J{9’, X ) ^ J { 9 ) X )  (2.24)
The criterion of optimality is then subject to the statistical fluctuations of the training set 
and the solution
9 =  maxQçQj{9\X)
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might be very different from
6q =  maxQ^Qj[6\ X)
In such case the network is said to have poor generalisation performance or to be over­
fitted on the training set. As far as the architecture selection is concerned, the use of a 
criterion of optimality that is based only on a goodness-of-fit measure favours complex 
architecture with many degrees of freedom, so that the fit on the data is as close as possi­
ble and the procedure will eventually stop when the parameter space is so large that the 
search algorithm fails to find a stable solution.
We describe now some of the most successful methods proposed for model selection. 
The first step for every model selection criterion is the definition of optimal model.
As we want explicitly make a difference between parameter estimation and model se­
lection, we will write the optimality criterion as J (X, m) to indicate the optimality mea­
sure on the set X  for the mixture of m  components and parameter vector 9. Alternatively 
we will write J(X\9^ m)  to denote the optimality measure of the mixture of m components 
and parameter vector 9 for different sets X  and J{9\X^ m)  to represent the optimality mea­
sure for different values of 9 when the number of mixture components and the set X  are 
fixed. With this convention, the variables appearing after are considered for fixed val­
ues, while the ones appearing before are proper variables.
2.2.2 M ethods based  on  resam pling
A model selection procedure basically chooses a model among many according to an op­
timality criterion.If the optimality criterion is measured on the same set used for the pa­
rameters estimation, it will be optimistically biased for all the models. Furthermore it will 
also biased towards complex models. Such bias must be corrected, otherwise only models 
involving a large number of parameters would be selected.
The methods discussed in this section do so via a clever reuse of the available train­
ing data. The way data are reused is defined by a so-called resampling plan. We discuss 
leave-one-out cross-validation, jackknife and bootstrapping, which all entail heavy re­
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quirements in computational terms.
The criterion used for model selection will also depend on the parameters of the 
model. A Gaussian Model for data which are normally distributed, is rejected if the two 
parameters, the mean and standard deviation are far from their true values. Usually the 
criterion of optimality for parameter estimation and the one for model selection are the 
same, but this is not always the case. So we will use the notation J\ to indicate the crite­
rion for parameter estimation and J 2 to indicate the criterion for model selection.
2 .2 .2 . 1  Cross validation
One of the most general and effective ways of addressing the problem of model selection 
is cross validation. As we have already seen from the example in section 2.2, the estimate 
based on Maximum Likelihood, or any other goodness-of-fit measure, is biased towards 
complex models. In order to correct such a bias, data are split into two sets X \  and X 2 , 
such that X  =  Xi U X 2  and Xi n  X2 =  0. The set X i  is used for training, i.e. to estimate 
the parameters, while the test set X 2  is used to assess the generalisation performance.
The basic idea is to have a test set X 2  large enough to simulate the population be­
haviour. For a detailed analysis and theory of cross validation see [11].
The selection is performed in three steps:
Step 1 An optimality criterion Ji (X, G, m) for parameter estimation is defined and the pa­
rameter vector 6 estimated for every mixture of m components:
Gm =  max Ji (^; X i, m) (2.25)
Step 2  An optimality criterion J 2 (X, 0,m) for model selection is defined and measured 
over the test setX 2 . Each mixture of m  components M^  ^will then have a correspond­
ing scoring function
score(M^) =  J 2 {m\êrn,X 2 ) (2.26)
Note that J2  could be the same as J i, but in general this is required. However J2  is 
usually linked to J\, so that the measure J2 {m\ 0^, X%) is an optimistic estimate of
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the model score. For example J\ could be the likelihood, while J '2 is a classification 
rate. In this case J 2 (m; is likely to be higher than the true classification rate
obtainable by the model
Step 3 Select the finite mixture M^. which achieves the best score
m =  max arg^gp^g,...} score(M^) (2.27)
Cross validation however is often not feasible, because it requires a large amount of 
data, which can be extremely costly to acquire. Such a large set of data is necessary in 
order to obtain a reliable estimate of (2.26). For small sets the results are erratic and in 
general unstable depending on the partition of X  into Xi U X 2 .
In its original formulation this theory is not applicable to small sample size problems, 
however some modifications have been proposed which allow reuse of the data. The most 
simple one is known as the leave one out method, where the test set is constituted by only 
one point. The process is the same as described before and it is repeated N  times, where 
N  is the size of the sample X. At the iteration Xi =  X \  {x^} and X 2 =  {x%}. At the
end of the N  iterations the score function is averaged over all the points in X
1 ^seore(M^) =  — ^  J 2 (m; èm, { x j)  (2.28)
i=l
The heavy requirement in sample size is somehow avoided, however this is paid for by 
an increase in computational demand since the process of estimating the parameters has 
to be repeated N  times.
2.2.2.2 Jackknife
Suppose to have an observed data set X =  (xi,X 2 , . . .  ,xjv)- We describe now the jackknife 
estimate of the model score from the training set X. This estimate consists of three steps.
Step 1 The expectation of the model score is calculated as
score(M^) =  J 2 (m; 9m, X) (2.29)
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where §m is
êm =  max argg^ Ji (6>; X, m) (2.30)
As already explained for the cross validation score(M^) is usually optimistically bi­
ased.
Step 2 The bias for score(M^) is corrected as follows. A point G X  is eliminated from 
the training set X and 6m{i) is estimated as
^m(i) =  maxaxgg^gQ^ Ji{9;X  \  { x j,m ) (2.31)
The corresponding model score is
score(i) (M^) =  ^ (m ; 9m{{), { x j)  (2.32)
This step is repeated N  times until all the points X j G X are exhausted.
Step 3 The quantity scoreLoo (M^) equivalent to the leave one out estimation of the model 
score is computed as
1 ^scoreLoo (M^) =  — ^  score(i) (M^) (2.33)
i=l
The bias of the model score is given by
biaSjacfc(score(M^)) -  {N -  l)(scoreLoo(M^) -  score(M^)) (2.34) 
and the jackknife estimate of score(M^) is
scorejack(M^) =  score(M^) -  biaSjacjfc(score(M^)) (2.35)
Equation (2.35) is substituted in equation (2.27) in order to select the best model.
Jackknife appears to be remarkably similar to leave one out cross validation, however 
according to Efron ([12]) the connection is only superficial and it does not involve any 
deeper significance. In the same work ([12]) though, he presents examples of model se­
lection based on the excess error statistics, where the jackknife and leave one out estimate 
exhibit a strong correlation.
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2 .2 .2 .S Bootstrapping
Bootstrapping is another method based on a resampling plan. We adopt the same opti­
mality criterion Jg as for the jackknife and proceed to correct its bias. From the training 
set X  the empirical distribution F  is defined as
F  =  ~  at each x% G X  (2.36)
together with the resampling vector
A number of bootstrap samples of size N  are drawn from X  with probability distribution 
F. Each bootstrap sample is denoted with X^,b  = 1 ,2 ,... The number B  of sample 
should be large: a typical number cited in [13] is 200.
There is a resampling vector associated with each bootstrap sample, that we indicate 
with R^. For example if X^  is the sample X^ — (xi,X 2 , x i , X3 , X3 , ...) , the corresponding 
resampling vector is
^  V ’ F ’ ■ ■
The model score score(M^) is estimated as described for the jackknife (see equation (2.29)) 
and the bias is corrected in the following way. For each bootstrap sample X^,  J 2  is esti­
mated
scoreb(M^) =  J 2 (m; X^)  (2.39)
where
%  =  max argg^gQ^ Ji {O', X \  m) (2,40)
The bootstrap estimates are averaged to give
1  ^scoreave (M^) =  — scoreb (M^) (2.41)
6=1
and the bootstrap bias is estimated as
bias6oot(score(M^)) =  scoreave(M^) -  score(M^) (2.42)
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There is however a more efficient bias estimate that can be given.
Suppose that
1 ^J 2 (m; èm, ^  Ôm, ( x j )  (2.43)
 ^ i = i
In this case the model score could also be written as a function of the resampling vector
N
score(M,^) =  -y(R) =  ^  R iJ 2 (m-, dm, ( x j )  (2.44)
i=l
since the data set is fixed, the estimate of the score can be considered as a function of the 
resampling vector only. Consequently we can write
biastoot(score(M^)) =  scoreave(M^) -  7 (R) (2.45)
However if R  in equation (2.45) is substituted by the average resampling vector
Rave =  f 'd S  "d S  ' "d S  (2*46)
\  6=1 6=1 6=1 /
a better estimate of the bias is obtained
Biasboot(score(M^)) =  scoreave(M^) -  7 (Rût,c) (2.47)
This estimate is better in the sense that it converges faster then bias^oot (score(My^)) to the 
true bias.
The model selection problem is then treated as already explained for the jackknife. 
In conclusion, resampling plans offer a viable alternative to what could be an extremely 
costly data collection, however they all impose heavy requirements in terms of computa­
tional power.
2.2.3 In fo rm ation  criteria
As we have already shown in the example in section 2.2 the adoption of a criterion based 
on a measure of goodness-of-fit would certainly lead to a network lacking generalisation 
properties. This is due to the bias of the goodness-of-fit measure and resampling plans 
offer a way of correcting such a bias at a great computational cost. On the contrary infor­
mation criteria propose a solution which does not impose such computational burden.
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In order to correct the bias, the network (or model) complexity is taken into account. 
The optimality criterion for model selection becomes then
J 2  (X, 0, m) — Ji{X\9m,fTi) + C[9, m)  (2.48)
where C{9, m) is a measure of how complex the model M ^, characterised by the param­
eter vector 9 , is. The result is a balance between goodness-of-fit and complexity. In par­
ticular we will make use of a complexity function
C{9,m) — C{m) (2.49)
Asymptotic convergence to the true model or to the best model as defined in (2 .2 2 ) is guar­
anteed ([14]).
The earlier contribution to the study of this kind of problems come from the statistical 
community. The pioneering work on the subject of model selection is due to Akaike ([15]), 
who proposed a criterion known as AIC
AIC = log-likelihood of the data, given the model - number of parameters of the model 
In order to correct the bias of the likelihood estimation, which favours always the most 
complex model, he adds a term equal to the number of parameters. This is a general pat­
tern in all these criteria: as shown in equation (2.48) they consist basically of two terms: 
a goodness-of-fit measure and a model complexity measure. Schwarz in [14] criticised 
Akaike's AIC on the ground that it is not justifiable in any asymptotic sense and pro­
posed a new criterion, BIG = log-likelihood - \  number of parameters x log(number of 
data points). The corrective term is still proportional to the number of parameters, but 
takes into account the effect of the training set size: given the number of parameters, a 
larger training set will be less penalised than a small one.
In 1978 Rissanen ([16]) published a paper where he advocates the adoption of a Min­
imum Description Length (MDL) principle, which he later claims to be universal ([17]). 
His approach can be summarised as follows: given a string of data, the best way of encod­
ing this information is to find a model such that the length of the message including the 
model and the data encoded according to the model is minimal. The criterion derived has
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exactly the same mathematical formulation of Schwarz's BIG. He points out ([17]) that the 
adoption of such an utility function is the only non-subjective one possible for a descrip­
tion of the data and strongly criticises the position of Akaike's about the existence of an 
underlying true model. In his opinion, when the choice is restricted to a class of functions, 
what one selects is the best approximating model within the candidate models. He sees 
the model selection process as the selection of an arbitrary description framework (the set 
of candidate models) first and then the selection of one of this models according to its de­
scription length. If the description length is short, the description framework is suited to 
represent the data, otherwise, he argues, it should be changed.
Such information-theoretic approach was taken also by Barron and Gover in 1991 
([18]) with a publication of a paper in which they organise the previous published ma­
terial in a general framework and give theorems and conditions that ensure asymptotic 
consistency of the selected model under what can be described as a generalised MDL prin­
ciple. They also define an index of resolvability which bounds both model complexity and 
goodness-of-fit function, coming to the conclusion that in the infinitely large sample size 
limit, one either discovers the true model or the best possible approximation.
Draper in [19] stresses the necessity to assess the model uncertainty and gives exam­
ples where the lack of such an assessment leads to the acceptance of intolerable risks. In 
the paper he also proposes a criterion similar to BIG.
Recently, some of these results have been introduced in Neural Networks studies and 
applied to neural network architecture selection: Akaike's AIG ([20,21,22]) and a modi­
fied version of BIG ([23]), which is presented in the following chapter.
The solution offered by information criteria is attractive because of its formal and com­
putational simplicity. They all appeal to a principle that explicitly or implicitly has guided 
scientific research: the Occam's razor. Such principle can be formulated as follows: if pre­
sented with many equivalent alternatives, choose the simplest one. However this does not 
tell the whole truth about information criteria. They all perform well if presented with a 
choice of more or less working models ([13]), but can be quite misleading in other cases.
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Even though all this criteria guarantee asymptotic convergence to the optimal solu­
tion, the convergence rate depends on the true unknown density. Moreover if the sample 
is too small to describe ihe data complexity there is no way that the true data structure will 
be discovered. In order to be correct, one should say that optimal is the solution that real­
izes the best approximation of the data structure, given the sample size and the descrip­
tion one chooses to use, in our case a description in terms of finite Gaussian mixtures.
If our description is unsuited to represent the data structure, the complexity will be 
large, if it is suited, it will be small. Complexity is not an intrinsic property of the data, it 
depends on the language used to describe the data. For example, if the data have a uniform 
distribution in [0,1 ] and we choose to approximate it in terms of Gaussian functions, the 
data complexity will be large, if we choose to approximate it as a mixture of step functions, 
it will be very simple. It seems then that using a universal penalty biased towards simple 
architectures is not always appropriate.
Such a drawback does not affect any of the methods based on resampling plans, de­
scribed before, which even though computationally intensive are data driven in their se­
lection.
We will make this point more clear and propose a way of scoring models which is data 
driven without being too cumbersome to implement.
2.2.4 Bayesian m ethods
In the last few years, thanks to the much greater computational power of the new ma­
chines, a renovated interest in Bayesian method has been noted. The Bayesian approach 
refuses any concept of true model or underlying structure and considers (0 ,m) as a 
stochastic variable. A prior is defined over the model space and over its parameter space 
and the structure of the data is then defined by an averaging process of the Maximum A 
Posteriori (MAP) probability of the model given the data (model averaging) or by pick­
ing the model that maximises the MAP estimate (model selection). For a review of the 
Bayesian approach to Neural Networks learning see [24,25] and for more general appli­
cations [26,27,28].
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We limit our analysis here to the work that has been done on Gaussian mixtures and 
the parameter priors most commonly used.
The parameter vector for a Gaussian mixture is constituted by the mixing coefficients 
Wm, the means pm and the standard deviations am- The goodness-of-fit function to rank 
the model with 1 , 2 ,... components is the likelihood, which can be described as the proba­
bility of the data, given the model. The prior on the mixing coefficients is a Dirichlet prior, 
for the means is a normal prior and for the covariance matrix is a Wishart distribution. 
The reason for choosing such parameter priors is their conjugacy. A conjugate prior gives 
a posterior with the same functional form of the prior itself, thus making often ihe prob­
lem more tractable. The parameters in a Bayesian framework are learned by maximising
score(M^) =  Pr{X\6,m)  * Pr{6\m) (2.50)
where Pr{X\6^ m) is the likelihood, i.e. the probability of the data given the parameters 
and the number of components and Pr{6\m) is the prior probability of the parameters 
given the number of components. The function score(M^) is often not easy to maximise 
without resorting to Monte Carlo methods. Notice how taking the logarithm of equation 
(2.50), we get
log (score (M„^)) =  log(Pr(X|0, m)) 4 - log(Pr(^|m)) (2.51)
and assuming
Ji(X ;0, m) =  Iog(Pr(X|0,m)) and G(0;m) =  log(Pr(0|m)) (2.52)
the same criterion as defined in equation (2.48) is derived.
Actually from the full Bayesian approach it is possible to derive an approximation 
(Laplace approximation) that leads to BIC or to Draper's criterion. It is then possible to 
interpret these two criteria as a result of a Bayesian approach where a uniform prior is 
defined over the parameter space and the model space prior depends only on the dimen­
sion of the model (i.e. the dimensionality of the associated parameter space). Conversely 
Akaike's AIC can be obtained as an approximation of the generalisation error.
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2.3 Conclusions
From the above, information criteria seem to have the features we require in a model se­
lection procedure, namely fast computation and applicability for relatively small sample 
sizes. For these reasons we have decided to direct our research towards this class of model 
selection procedures.
Some experiments on Schwarz's BIC, reported in the next chapter, have however 
shown that the criterion fails on high dimensional data. In the following chapter we pro­
pose a better criterion, which seems to work weU on large dimensional data for the class 
of Gaussian Mixtures. The criterion can also be easily extended to any generic function 
approximation procedure requiring model selection.
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Chapter 3
Penalised likelihood
In this chapter we describe the framework used to estimate a Gaussian mixture approxi­
mation of a density function and propose a model selection procedure.
3.1 The pdf approximation
3.1.1 G aussian  M ixtures and RBF A N N
Let X be a stochastic variable, which takes value in The distribution p* (x) of X is 
unknown, but we assume to have available a sample set X  C R^, which consists of N  re­
alizations of X. Each sample, x, of the training set consists of a real d-dimensional vector 
observation of X. Here we adopt the usual convention of using uppercase letters to indi­
cate stochastic variables and lowercase letter to indicate instances of stochastic variables. 
Park et flZ.([l]) have demonstrated that, without loss of generality, it is always possible to 
approximate (to any degree of accuracy) the true pdf p* (x) of X as:
m
p ( x )  =  Mn ^ j) ( 3 1 )
j=i
where m  denotes the number of mixture components, G(x; p, a) is the Gaussian Radial 
Basis Function of mean p and diagonal covariance matrix a and Wj are the mixing coeffi­
cients.
Our aim is to estimate the parameters m, Wj, pj and aj. In the formalism of the pre­
vious chapter 6 = (Wj, pj, oy),j =  1 ,2 ,. . . ,  m. In theory m could be very large or even 
not finite, so what we wül try to do is to estimate the parameters of the most significant
36
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components of the mixture (3.1) according to the information available from the training 
data.
From (3.1) it follows that it is possible to design an ANN that outputs the estimated 
pdf, given the training set X . The pdf estimator is a simple feed-forward RBF network 
with d input units, a single output unit (the pdf value) and m hidden units as shown in 
figure 3.1.
X2
p(x)
X (I
Figure 3.1: Block diagram of the RBF neural net
Accordingly the link between the k~th input node and the j-th  hidden node is char­
acterised by two weights, one defining the mean fij and the other one the A;-th diagonal 
element of the covariance matrix ctj. The output of each hidden neuron is then the 
G(x; fij, aj), while the weights Wj between the hidden and the output layer are the mixing 
coefficients of the mixture.
We will use the Kullback-Leibler (KL) distance as optimality criterion for parameters 
estimation ( Ji {X, m)). The only structural parameter to choose in the architecture is the 
number m  of components of the Gaussian mixture. One could think that the KL distance 
could guide in the choice of m, as well as in the estimation of the other unknown param­
eters (FPj, Mjj cTj)/ but, as we have already explained in the previous chapter, this estima­
tion will be biased. Actually it is possible to demonstrate that, given a finite training set X  
and an approximating Gaussian mixture with m components, it is always possible to find
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a mixture with m +  1  components which is closer to the unknown true density p* in the 
sense of the KL distance. However this is only an effect of the finite training set size. Since 
the KL distance is measured on the finite training set, the optimisation process converges 
to an empirical representation of the data, i.e. a sum of very narrow spikes on each data 
point.
This behaviour is illustrated in Figure 3.2. Our strategy consists of fitting a certain 
number of Gaussian functions so as to reproduce the data distribution as closely as pos­
sible. On the other hand the approximation cannot be tightly fit on tine data, because we 
require an extremely desirable property of generalisation for our model.
The problem does not seem to be so serious from Figure 3.2, which is a unidimensional 
case with more than 50000 instances, but it can be extremely difficult if the number of di­
mensions increases or when much smaller training sets are available.
In such cases the KL distance does not help at all showing only a monotonie decrease 
when m  is increased. As the number of hidden units grows, the pdf approximation fits the 
empirical density increasingly tightly at the expense of its capacity to generalise. More­
over a large number of units requires a great deal of computational resources and time.
The aim of this study is to develop methodology for selecting m in an optimal fashion.
3.1.2 The K ullback-Leibler distance and training algorithm
Let us suppose for the moment that the number of components m  is known and let us 
consider how the network can be trained, i.e. how the unknown parameters can be es­
timated. Unfortunately a standard backpropagation, which makes use of a least square 
error criterion, is not applicable, because the output of the network for any training sam­
ples is unknown. It is then necessary to adopt a different criterion function. A customary 
choice is to minimise the KL distance (or /-divergence) between the true pdf and the esti­
mated pdf. Among many different distance measures ([2]), the choice of the KL distance 
as a criterion to minimise has been dictated by the fact that the computation of such a dis­
tance can be approximated without any knowledge about the true density p*.
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No of Gaussions * 1
No of Gaussians = 2
No of Gaussians = 3
NO o£ Gaussians & 5
NO Of Gaussians - 8
NO o£ Gaussians = 7
Figure 3.2: Data set consisting of the histogram of a gray level image recorded by an in­
frared sensor and the estimated density function for 1 ,2 ,3 ,4 ,5 ,6 ,7  and 8  Gaussian com­
ponents.
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It has also been demonstrated that in the limit of such approximation the KL distance 
and Maximum Likelihood (ML) are closely related: it is enough to maximise the ML in 
order to iriinimise the KL distance. Bearing this in mind both terms will be used as syn­
onyms in the remainder of this thesis.
The relationship of the KL distance and ML estimator and their use in statistical pat­
tern recognition and NN training has been extensively elaborated in the literature. We 
here give the final results, which are interesting for the discussion and refer to [3,4,5,6 ,7] 
for details.
The Kullback-Leibler distance is according to [8 ] and [9] defined as
KLlp-'-.p) =  J / ( x ) l o g ^  =  gp. l o g ^  (3.2)
where p*(x) and p(x) are respectively the true and the estimated pdf and x has been 
dropped from the left side of ( 3.2) for clarity since the distance does not depend on x. 
It has been also demonstrated ([10,11]) that
KL{p*;p) =  -  log L{X)  with L{X)  =  p{X\e, m) (3.3)
i.e. L  is the likelihood function of the training set given the model M ^ and its parame­
ters. Assuming that the training samples are independent and identically distributed, the 
likelihood function is given by
N
L{X) = ]][p(xzj6>,m) (3.4)
i= i
with N  denoting the cardinality of the training set. Since the training set X  and the model 
Mm are given, p(xz|0 , m)  is a function of parameters pj  and j =  1 , 2 , . . . , m.
In order to train the network and get the parameters estimates, (3.4) is maximised. Our 
definition of the optimality criterion (0; X,  m)  for parameters estimation is then
. N
Ji{6]X,m)  =  J Jp (x i|6>,m) (3.5)
z=i
and the parameters estimates
6m =  maxarg( Ji(0; X, m)) (3.6)
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However the parameter m needs also to be estimated and in the following section we ex­
plain the procedure adopted for selecting m.
3.2 Model selection
We now develop a strategy to estimate the Gaussian mixture parameters. The basis of the 
strategy is a criterion, which can be used to select the best model and reject the others. A 
model will be a Gaussian mixture and it wül be indicated in the following by where 
m is the number of components of the mixture.
3.2.1 M axim um  p en a lised  lik e lih ood
Our approach to the problem of RBF ANN architecture selection is based on minimiim 
complexity analysis. Our final goal is to find the least complex model that can give a sat­
isfactory fit to the data.
A network with m  hidden neurons, such as the one in Figure 3.1, has k degrees of free­
dom
k =  m{2d -f-1 ) -  1 (3 .7 )
The number of possible competing models is restricted to fulfill the condition k < N , i.e.
N  + 1m  < = M  (3.8)_2d 4 - 1
where [-J denotes the largest integer contained in •
The aim is now to choose which of the possible M  models is the best, given the training 
set <T. In order to make such a decision, a criterion is needed. A criterion is a function of 
m, the number of mixture components, which shows a peak for a certain value of m as 
illustrated in Figure 3.3.
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Figure 3.3: Criterion function,
A simple choice could be the likelihood, i.e. the same criterion used to estimate the 
other parameters. Unfortunately, as we have already anticipated, this criterion is not ef­
fective. We now explain in which sense. Schwarz in [12] states that, in the limit of an in­
finitely large training set, the log-likelihood selects the optimal model (see [13,12]). We 
would add that this is also true if we have a reasonable training set size and start training 
our network with quite large standard deviations. Then we will hopefully be trapped m 
a local minimum that gives a smooth estimate and avoids the strong peak that generates 
a Gaussian with very small standard deviation. But even with restrictions of smoothness, 
the estimate is biased towards complex models, unless an extremely large sample is avail­
able.
Figure 3.4 and 3.5 shows how costly, in terms of training set size, this criterion is. The 
plot refers to a simple bidimensional problem: Gaussian mixtures of one up to six compo­
nents are fitted to simulated data drawn from a bivariate Gaussian density and the like-
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lihood of each Gaussian mixture is plotted against the number m of components of the 
mixture. The likelihood peaks at the right value of m =  1 only for sets of 500 points or 
larger.
In the small training set scenario considered in this study such a large set would not 
be available to guarantee that the ML estimate on the training set is not overfitted. As 
mentioned in the introduction the method we propose is intended for small sample size 
problems, where other techniques cease to be applicable.
Thus a cost function has been defined for each competing model. The cost of choosing 
the model M ^ is an increasing function of fc, the number of parameters involved in M ^. 
We have adopted a cost function, that is a generalisation of the one given in [14,12]. It is 
formally defined as
p(Mm) =  with m G { 1 ,2 ,..., M} (3.9)
where Cjv is a normalisation constant, depending only on the training set size, a  is a 
smoothing factor and
Q — with r  e  IN \  {0 , 1 } (3.10)
The main difference between our approach and the one in [12] is twofold. First of all in 
[12] r  is fixed and equal to 2, whereas we argue that r should adapt to the data. Secondly 
we have introduced the dependence of the parameter a  on the dimensionality d to con­
trol the slope of the cost function. This follows from the observation that Schwarz crite­
rion, which has mostly been applied to unidimensional data such as time series, seems to 
underpenalise the likelihood in high dimensional feature spaces. A comparison between 
Schwarz's Bayesian Information Criterion (BIG) and the MPL criterion proposed will be 
given in the next session concerning the experimental validation. Accordingly a  is de­
fined as
Û! =  ^  (3.11)
Such approach can have an interpretation as a minimum description length criterion.
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For a detailed analysis see Barron & Cover (1991), where the consistency of the estimate 
is demonstrated as well.
3.2.2 T he criterion function
Every element necessary to define the penalised criterion function is now given. The func­
tion to be maximised during the network training is
J2{m\6m,X) =  p(X|^m,Mm)p(Mm) =  Ji(0|X,m)p(M ^) (3.12)
where 0m is the estimated parameter vector associated with model Note that since 
p{Mm) does not depend on 9 one could assume to have a unique criterion J  = J2  for es­
timating both 6 and m. Maximisation of J  leads to the maximum likelihood estimation 
of Omt given the model, times the model cost function. In practice, for ease of computa­
tion the logarithm of (3.12), rather than (3.12), is maximised. The optimisation can be per­
formed via a standard backpropagation (steepest ascent) or via the EM algorithm ([15]), 
where the parameter of the mixture are treated as missmg values. Both algorithms con­
verge to local minima.
We have implemented them both, noticing no significant difference in the final result. 
The choice between them has been dictated by practical considerations:EM is faster and 
does not require a learning step, which is more suitable for a batch session, while back­
propagation offers the possibility of exploring larger portion of the feature space in an 
interactive training phase.
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Figure 3.4: Uncorrelated random samples drawn from a bivariate Gaussian with 
fj. = (0 , 0 ) and cr =  (1 , 2 ).
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Figure 3.5: Plot of the Maximum Likelihood versus the number of hidden units for the 
simulated unidimensional Gaussian data of increasing training set sizes.
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3.3 Experimental validation
We now illustrate an application of these techniques to simulated and real data sets. For 
the simulated data, the performance can be readily measured, since the number of neu­
rons is known. For the real data sets, the number of neurons is unknown. In these cases 
we will use the designed network as a classifier and assess its estimation performance in 
terms of the classification error probability.
More specifically suppose we have two classes of objects described by a set of features. 
We estimate the pdf for each class and then build a classifier through the usual Bayes rule. 
This is graphically illustrated in the following diagram.
Class Cl 
train set X \
RBF network with 
mi neurons
Class C2  
train set X 2
RBF network with 
m 2  neurons
X e Cl
^ P 2 (X)
X  G C 2
A scheme which models class Ci with mi neurons and class C2  with m 2 neurons will be 
referred to as architecture mi-m 2 .
The architecture delivering the best classification performance will be considered the 
most appropriate. This is an indirect way of testing whether the architecture selection pro­
cedure is acceptable or not.
Note that what we do is different from the usual discriminative RBF network, which 
delivers directly the class membership. In the latter case the network approximates the 
decision surface between the classes and not their pdfs. We approximate the pdfs and
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afterwards compute the decision surface.
3.3.1 S im ulated  data
Experiments have been performed on simulated data to assess the effectiveness of the two 
approaches, when the number of neurons needed was known. The simulated data set 
was generated by drawing samples from a mixture of two Gaussian RBFs of equal weight, 
with the following parameters
W2 = 0.5
Ml = (0 , 0 , . . . , 0 )
M2 = (4,0, .. . ,  0)
/  1  0  0  ••• 0  \
0  2  0  ••• 0
CT2 = 0  0  1  ••• 0
(  0  0  0  - 1  y
(3.13)
Data were simulated for various dimensions of the feature space ranging from 1 to 15.
Experiments have shown that the MPL estimator is reliable and a clear peak was ob­
tained for the simulated data. Figure 3.6 shows the minimum training set size required to 
resolve the two cluster of the simulated data: result are average over 5 different training 
sets.
The same experiment was performed using the BIG criterion ([12]). Results did not 
converge for five-dimensional data and were extremely erratic in the four dimensional 
case. It seems then that Schwarz^s criterion cannot control the increase of the likelihood 
of multidimensional data, when only a small sample is available.
It is pertinent to mention that, clearly, these results depend also on the distance be­
tween the two clusters of the mixture and the standard deviation along each axis, or, bet­
ter, on the ratio between these two parameters. Obviously two well separated clusters can 
be resolved with a smaller training set and we think that the best way of interpreting the 
results of the experiments is as an empirical relationship between the training set size and
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Figure 3.6: The figures show the rnirdmiun training set size required against the dimen­
sionality; for different values of r . The lower plot show the difierences between the ex­
perimental points (o) and the quadratic fitting.
the detectability of the two clusters.
This leads to another implication of the MPL: the advocated methodology for a non- 
parametric density estimation, can be used for unsupervised clustering too. In the frame­
work introduced in the Section 3.1 we use the finite mixture as a suitable description for a
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generic density function and do not attribute any physical meaning to the components of 
the mixture. They are merely a mathematical tool to describe a smooth function. However 
if the underlying distribution is known to be a Gaussian mixture, the components identi­
fied can be then considered as clusters and a meaning can be given to them according to 
the particular problem analysed.
3.3.1.1 Correlation effect
We have also investigated how well this methodology performs on more realistic data ex­
hibiting correlation between variables. In such situations the restriction imposed on the 
Gaussian mixture to have components involving uncorrelated covariance matrices gives 
rise to some problems when the data does not satisfy this condition. Also what should be 
the correct number of units for modelling a correlated data distribution is no longer clear. 
In order to investigate this issue we have introduced an artificial correlation on sample 
data drawn from a bivariate Gaussian distribution by rotating the coordinate system. One 
would expect that the sample data wiU not any longer be represented by a single Gaussian 
unit. Hopefully the number of units chosen should be larger as the correlation increases 
and for a linear increase in correlation it is reasonable to expect the same functional be­
haviour in the required network complexity. We have thus drawn training samples from 
a bivariate uncorrelated Gaussian with different ratios of a i / a 2  and then artificially cor­
related them by rotating our coordinate system by 15, 30 and 45 degrees. The results are 
shown in the following table.
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Maximum Penalised Likelihood
p =  0 ® p =  15° p =  30° p  — 45°
1
2 1 1 2 2
1? 1 4 3 5
18 1 6 7 8
116 1 7 1 0 15
Table 3.1: The architecture selected by the MPL criterion for approximating a bidimen­
sional Gaussian rotated by an angle, p and ratio between the two standard deviations,
The network trained with an MPL criterion reflects our expectation of a gradual in­
crease of the network complexity as a function of correlation.
We have also investigated the behaviour of a simple régularisation network in order 
to compare it with the proposed MPL criterion.
Régularisation networks are a class of networks which optimisation process is con­
strained, so that the number of solution is forced to be smaller and, eventually, unique. 
Since the likelihood is likely to have many local maxima when the number of parameters 
is very large, its optimisation is an ill-posed posed problem whose solution is not unique. 
Imposing restrictions of smoothness on the final estimate changes the shape of the likeli­
hood, decreasing the number of local maxima.
A way of imposing a smoothness constraint is to put a lower bound on the standard 
deviation of the mixture components. Such lower bounds depends on the training set size 
N  as
CTN > ~^=  with jR =  maxx — minx ^  xex  xex (3.14)
where s is an integer equal or greater then 2 .
This is a simple way of regularising the network. More sophisticated technique have 
been devised, but we will not discuss them any further. For details see [16,17,18]
The lower bound (3.14) is a decreasing function of the training set size N  and was ob-
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tained from conditions of existence of rejection tests ([19,20]). The following table reports 
the results obtained for the same set of data of Table 3.3.1.1
Lower Bounded Standard Deviation
p =  tan(0 °) p = tan(15°) p =  tan(30°) p — tan (45°)
12 1 2 2 2
14 1 4 4 4
1
8 1 4 4 4
n 1 19 2 0 2 0
Table 3.2: The architecture for approximating a bidimensional Gaussian with correlation 
coefficient, p and ratio between the two standard deviations, ^  selected by the LBSD.
The results in this case do not depend on the amount of correlation, which we regard as 
an undesirable behaviour. We must mention though that the same algorithm gives good 
results in the uncorrelated data, even though the peak of the criterion function is not al­
ways clear. In Figure 3.7 a few examples, referring to the uncorrelated case are reported.
We think that such behaviour is caused by the fact that the lower bound (3.14) is the 
same for all the models and depends only on the training set size.
3.3.2 Iris data
The data we have been using in this experiment are the Fisher's database consisting of 
three species of iris: iris virginica, iris versicolor and iris setosa. The database contains 
50 instances for each class. The feature vector is quadridimensional and is made of sepal 
length, sepal width, petal length and petal width. The model selected by MPL and by 
Schwarz's BIC are reported in the following table together with the number of misclassi- 
fied samples in a Leave-One-Out (LOO) test and the confusion matrices:
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Figure 3.7: M ax im u m  L ik elih ood  fu n ction  p lo tted  aga in st the n u m b er o f RBF n o d e s  for  
variou s lo w er  b o u n d s  (lb) o f th e  standard  d ev ia tio n  and  for th e th ree-d im en sion a l s im u ­
la ted  data.
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MPL BIC
Cl
C2
C3
LOO error
2  6  
2 3 
2 3 
5 5
Table 3.3: Model selected by MPL and by BIC for each class of the Iris database. The last 
line reports the number of misclassified points in a LOO test.
50 0 0
0 47 3
0 2 48
Table 3.4: Confusion matrix for the model 2-2-2 obtained from a LOO test
50 0 0
0 46 4
0 1 49
Table 3.5: Confusion matrix for the model 6-3-3 obtained from a LOO test
Note that the resulting classification performance is unaffected while the number of Gaus­
sian components to compute in order to classify a point is halved by MPL without com­
promising the performance. This underpenalisation of the BIC criterion for high dimen­
sional data will show even more clearly in the 15 dimensional example reported in 3.3.3.
In order to test if the computational gain obtained over the fuU non parametric ap­
proach has been outweighted by a much worse classification performance, we have car­
ried out a comparison between the MPL selected classifier and the A:-NN classifier. The 
results are reported in Figure 3.8.
The performance appears to be unaffected by our approximation in terms of Gaussian 
Mixtures, while the computational burden results alleviated.
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Figure 3.8: The plot reports the number of misclassified points in a LOO test for models 
n-n-n and the A;-NN classifier. The horizontal axis is the number of Gaussian components 
per class for the Gaussian Mixture (GM) graph and the number k of nearest neighbours 
for the k NN graph.
3.3.3 Speech  data
Data used were a set of pattern vectors of the utterances YES and NO  over the public 
switched telephone network. Each 15-dimensional vector contained 5 segments of 3 fea­
tures derived by low order linear prediction analysis. An independent test set was avail­
able for this data. The following table shows the sample sizes available. Cross validation 
and LOO test have been applied to the data and results are plot in Figure 3.9. Again only 
architectures (n-n) with the same number of neurons for each class have been tested by
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Figure 3.9: The graph shows the analysis carried on speech data for the different archi­
tectures as described in Figure 3.8: the two lines show the performance obtained with 
the architecture selected by MPL. The higher performance corresponds to a more relaxed 
Penalty Term .
cross-validation.
Yes No
Training set 
test set
381
301
417
319
The two different architectures selected correspond to the same MPL selector run with a 
stricter (r =  4) and a more relaxed (r =  15) penalty term respectively. This, as explained 
in Section 3.2.1, is obtained by changing the value of parameter r  in equation (3.9): larger 
r corresponds to a lighter penalty.
In this case Schwarz's criterion (BIC, Bayesian Information Criterion) failed to con­
verge to a solution as shown in Figure 3.10. Schwarz's penalty is weak and just follows 
the likelihood.
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Figure 3.10; The graph shows the MPL and Schwarz's BIC criteria against the number of 
hidden neurons for the first class of the speech data.
3.3.4 M am m ogram s
The results of a study carried out on a large database of mammographie images using an 
RBF network for density estimation are presented. The aim is the detection of microcalci­
fications (MCs). Cluster of microcalcifications is one of the most significant signs of breast 
cancer in its earliest stage of development when current methods of treatment are effective 
against it [21,22]. MCs appear as small bright arbitrarily shaped regions on a large variety 
of breast texture background.
We show that the penalised maximum likelihood training results in a successful de­
sign which outperforms the k-Nearest Neighbour classifier. The performance of the de­
cision making system has been extensively evaluated on a large mammographie image 
database, containing 2  Gbytes of image data. The results of a comparative study of the 
RBF classifier with other approaches, including a multilayer perceptron are also pre-
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seated.
The raw image data is first pre-processed to extract candidate regions and their repre­
sentation. This process involves a three step algorithm; first a top-hat transform is applied 
to elaborate all the bright blobs of small size [23]. Then a local adaptive thresholding tech­
nique (based on the median of the local neighbourhood) is used to localise the suspected 
blobs [24]. The third step involves using a region growing method to extract two bound­
aries for each suspected blob. The region growing method outlines two boundaries for 
each region based on two different criteria, called "contrast" and "gradient", during the 
growing process [25].
The boundaries produced by segmenting the region at gradient and contrast peaks 
specify the gradient and the contrast boundaries for the region. All the regions the con­
trast boundary of which delineates only one pixel are considered as noise and discarded 
from further processing. Thirty nine independent features are then extracted from the two 
boundaries and their associated regions to classify them as normal or MCs. Details of the 
algorithm are described in [24].
The Receiver Operating Characteristics (ROC) is used to characterise the accuracy of 
each classifier. The ROC curve is a plot of false positive (FP) detection rate versus true 
positives (TP). It demonstrates the variation of the two probabilities (TP versus FP) when 
a parameter in the diagnostic (or recognition) system is changed. The area under the ROC 
curve is an acceptable parameter to characterise the performance of the system [26].
For our application, the ROC curve produced by plotting of the percentage of TP clus­
ters versus FP clusters for various a-priori probabilities demonstrates the accuracy of a clas­
sifier. Similarly a ROC curve is produced to assess the performance of the classifier for im­
age identification. In this case, it is the plot of the TP image rate (the percentage of abnormal 
image identification based on truly detected cluster) versus the FP image rate (percentage 
of normal images detected as abnormal), which produces the appropriate performance 
measure.
ROC curves for cluster of MCs detection and image identification produced by the
3.3. EXPERIMENTAL VALIDATION______________    59
classifiers are shown in fig S.ll-(a) and 3.11-(b). A comparison based on cluster of MCs 
detection, shown in fig 3.11-(a), indicates that the MLP classifier performs best. It can de­
tect 96% of clusters while the FP cluster rate per image (on all the normal and abnormal 
images) is about 0.53. This figure is 0,65 and 0.66 FP cluster for the RBF and Gaussian 
classifiers respectively. But, another important parameter to consider is the number of cor­
rectly classified images versus falsely detected images. The ROC for image identification 
shown in fig 3.11-(b) demonstrates the comparative performance of the classifiers for this 
measure. This curve shows that the RBF network is the best among all the classifiers. It 
classifies aU the abnormal images correctly when only 15% of the normal images are iden­
tified as abnormal. This figure for the MLP classifier is about 19%.
It appears that RBF detects lots of clusters in a smaller number of images while MLP 
detects a fewer clusters but they are spread over a higher number of normal images. It 
is not surprising that, as far as the discrimination between the two classes is concerned, 
MLP performs better, since the optimality criterion for the training was the best separating 
surface, while for the RBF network, the criterion of optimality was the best representation 
for the data structure. The learning of one class is performed ignoring the other class. In­
terestingly the RBF performance is only marginally inferior to the MLP, but it has a great 
advantage: it can flag unexpected cases, such as outliers.
In order to show such ability we performed the following experiment. We have 
defined two thresholds
=  m m xeA 'u,,P (x|aJi)
Tu>^ =  miny:^x^^P{x\u)2) 
where ALi and ALg are the training sets for the two classes. Points, such that
f(x|wi) < ZLi
P(xja;2 ) < 2 bg
are considered as outliers. Interestingly instances of outliers have been confirmed in the 
two examples shown in Figure 3.12. The two examples reported are a bright pixel in the
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Figure 3.11: ROC curve on of performance in cluster of MCs detectionXa), and in image 
identification, (b), by the 4 classifiers. The False Positives (FPs) also include the false de­
tections on the set of normal images.
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(a)
(b)
Figure 3.12: (a) shows a bright spot in the background which has f  (X|wi) < <  and 
f  (X|w2 ) < <  while (b) shows an anomaly (perhaps a cyst) that is not a microcal­
cification.
3.4. DISCUSSION________________________________________________________
background (certainly an outlier that could lead to a false alarm) and a bright spot that has 
been identified as a microcalcification, but that is really another type of anomaly, perhaps 
a cyst: an anomaly not of the same type of abnormality for which the network was trained.
3.4 Discussion
A strategy to automatically select the best architecture for an RBF ANN has been inves­
tigated. The inadequacy of a criterion based only on goodness-of-fit has been highlighted 
with some examples. The method is based on the complexity analysis and the choice is 
dictated by a trade-off between goodness-of-fit and network complexity in relation to the 
available sample size (MPL).
Such approach makes a minimal assumption about the model to choose, while more 
sophisticated regularization theory ([18]) or Bayesian methods impose constraints that 
need to be justified and are not very easy to state. Our assumption that the simplest model 
is the best is justifiable conceptually and in terms of computational resources. If there are 
reasons to postulate other assumptions, the latter should be used to improve the perfor­
mance, but the sample size should anyway be taken into account. Any estimator, unless 
inconsistent, performs well when a large sample size is available, but larger models give 
less reliable parameter estimates.
Complexity analysis has never enjoyed a great popularity, because it has been consid­
ered too computationally expensive. Our conclusion is that whenever a non-subjective 
criterion is needed, complexity analysis can provide an answer, especially when only 
small training samples are available. Cross validation techniques require large samples 
and the computational cost is not smaller, while LOO tests certainly involve heavier com­
putation. We want also to draw the attention of the reader to the fact the complexity anal­
ysis presented in the paper is easily generalised for different network architectures, when­
ever a criterion is needed to find an appropriate network complexity for the sample size 
available.
The proposed MPL exhibits robustness, giving good results in all experiments per­
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formed, even though the rating criterion (classification performance) is different from the 
learning criterion. The reason why we prefer a network trained to give good pdf estima­
tion, Rather than just classification, is that such network allows the detection of outliers. 
The training using a classification rate as the criterion of optimality involves finding a hy­
persurface to separate the data, while our approach generates a hypersurface that embeds 
the data.
There is however still an open problem, which can be posed as follows: when is it ad­
visable to relax the penalty term (increase r in equation (3.10))?. The answer is not unique 
since it depends both on the sample size (known) and the true complexity of the prob­
lem (unknown). Our suggestion is that correlation in the data warrants a lighter penalty. 
However data might be extremely complex showing asymmetries non detectable by the 
second order statistical moments (or even higher moments). As a general indication for 
stable results, the magnitude of the negative slope of the penalty curve should not exceed 
the asymptotic magnitude of the positive slope of the maximum likelihood. The literature 
reports other examples when the necessity of adapting the penalty to the data is pointed 
out and solved in various ways ([27,28]).
However this problem cannot addressed in a completely objective manner. This is a 
charachteristic of almost all density estimators as shown in Chapter 2, since it essentially 
depends on our belief of how smooth the density function should be. Data might be scarse 
and the function complex. In such a case it is just up to the experimentalists if an over­
smoothed simple function is better than a complex model with an unreliable parameter 
estimate. From the point of view of the Mean Integrated Square Error, which is an objec­
tive measure, this could be more or less the same.
One might think of using an utility function, as we have done with the classification 
rate, to check whether the model is adequate or not. But as we will show in the next chap­
ter this is a measure of how good our model is in performing that particular utility, not of 
how good is the density model. Some ([29]) view this problem as resulting from the im­
possibility of defining the true number of parameters, p, and propose for p  a definition in
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terms of number of free parameters necessary to describe the likelihood function in prox­
imity of its maximum. If it is a matter of reducing p  or decreasing r in equation 3.12, it is 
matter of interpretation and definitely all these difficulties arise from our ignorance of the 
smoothness of the true function.
To this end we have devised a method for judging the goodness of the model in a more 
objective way, not relying on any other utility function. In the next chapter we are going 
to define the concept of good model and a way of testing it based solely on the available 
training data.
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Chapter 4
Predictive Validation
We have in the previous chapter presented an estimator of model complexity and we have 
tested its validity in an indirect way, i.e. by measuring the classification performance of 
the resulting classifier. It is easily demonstrated that even though a good model is bound 
to give a classification performance close to the optimal Bayes limit, the converse is not 
always true. This can be seen in Figure 4.1. The models for both classes are wrong, but the 
classification rate is still very good. Now often we want to be able to judge the goodness of 
our model even if the classification performance is acceptable or perhaps even when there 
is no other competing class involved. This is essential in order to facilitate the detection 
of outliers
When we want to assess how good a model is, it is important to have a meaningful 
quantitative measure and not only a comparative measure between models. We illustrate 
this point with an example. Suppose we have a bimodal distribution and a set of mod­
els constituted only by unimodal distributions, e.g. Gaussian, skewed Gaussian, Poisson, 
Rayleigh, etc. In such a case cross validation using the classification rate or bias corrected 
likelihood or information criteria are all able to rank the models correctly and select the 
best approximation. However none of them is able to give a hint of the fact that really none 
of the models is satisfactory. All these methods, if presented with a choice of models, per­
form a best model selection, but they fail to deliver an absolute measure of goodness. It 
is therefore highly desirable to develop a measure that would provide a stand alone fig­
ure of merit of the model quality. Such a measure should not only rank and select among
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Figure 4.1: Classijfication problem where two bad density estimates deliver a very low er­
ror rate. This illustrate our point that a good classification rate does not, in general, imply 
good density estimates
different models, but it should also be able to dismiss or accept a single model regardless 
of any comparison.
The concept of calibration ([!]) is a well suited candidate for such a measure. A density 
function or, in general, any forecasting system is calibrated if, for the set of events they 
try to predict, the observed frequencies are well modelled by the predicted ones. Sup­
pose a model is proposed in order to explain the data and that such a model predicts that 
the event A  =  { x l  < x  < xc; }  has probability p(A) =  0.9. If in the data set X  there is 
no X such that Xf, < x < x[/, it is obvious that the model is a bad one, no matter how 
it compares to the other models. Based on this observation, we will define an optimality 
criterion for model selection as the predictive performance of a model. If the predicted 
frequencies match the empirical frequencies derived from the data set, the model is ac­
cepted, otherwise it is rejected. Note also how this criterion embeds many others. For 
example in a classification problem, calibrated densities entail a low error rate.
In order to find such a predictive measure, we postulate that a model is adequate if it 
can predict the data. The remaining parts of this chapter are devoted to the definition of 
the predictive performance measure and its experimental validation.
4.1. TREQUENTIAL APPROACH____________________ W
4.1 Prequential approach
To the best of our knowledge the first to propose the idea of such predictive measure for 
model selection is Dawid in [2]. The main conclusion of Dawid is that the best model is 
the best sequential predictor of the data. The technique that he proposes, is reminiscent 
of cross validation, since each point of the data set is not permitted to assist in its own 
prediction. It has the attractive feature of being data driven in model selection, just as 
cross vahdation. The algorithm he proposes, is described below.
Let us suppose we have a training set =  {xi, X2 , . . . ,  x^v}. The order of the element 
of the set does not need to be in any way natural, like in time series. It can actually be 
absolutely arbitrary. Given the order we will indicate with Xp = {xi, X2 , . . . ,  Xp}, the set 
of the first p points. Let us also suppose to have available a set of candidate models M  =  
{M l, M 2 , . . . ,  Mfc}, which we want to rank in an order reflecting how well they predict 
the data.
Every model Mi has an associated parameter vector 9i, so that the density function 
defined by the pair (Mi, 9i) can be written as /(x |M i, 0i). The parameter vector 9i has to 
be estimated through an optimality criterion (e.g. likelihood) using a training set, A. With 
the notation /yi(x|Mi, 0i) we indicate the function obtained when Oi — 9\, where 9{ is the 
estimate of 9\, obtained using the training set A.
The models are then ranked through a scoring procedure. The scores of the model 
are initialised aU to the same value, e.g. 1. Then an estimate of is generated from the 
training set X \  and the score function updated as
score+(%) =  score” [Mi)fxi  (x2 |Mi, 0i) (4.1)
where — and +  indicate respectively the value before and after the updating step. This 
updating step is repeated using the firstp—1 points to predict the density of the p-th point
score+ (Mi) =  score” (Mi)fxp_i  W |M i, §i) (4.2)
until all the points are exhausted. When all the points have been used the best model is
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selected as
(Mi) =  m a x a rg ^ .g ^  score(Mi) (4.3)
Note that the scoring function is a likelihood measure and since none of the points is 
contributing to its own prediction, such likelihood measure is unbiased. Just the same as 
cross vahdation and resampling plans, the bias correction is data driven and the problem 
of specifying an appropriate penalty is avoided. However there are a few drawbacks:
* The procedure is computationally very intensive.
» It still does not give a non comparative measure.
• Even though the order of the points is irrelevant to the major conclusions of the the­
ory, this is not true when the optimisation procedure used for the parameter vector 
estimation is not analytical and is approximated via some numerical methods. In 
such cases the statistical fluctuations could be very important.
In order to overcome these two problems we have devised a method of testing the pre­
dictive performance which does not have the same disadvantages.
4.2 Predictive performance model selection
The optimality criterion in our approach is the degree of cahbration of the predicted fre­
quencies. It has the advantage that it is sufficient to test the goodness of a model based 
only on the predictive performance using the training set.
First of aU we postulate that a model is adequate and acceptable if it can predict the 
data within a statistical error. Models that predict data frequency are by definition well 
calibrated. Obviously one cannot expect a perfect match between the predicted and ob­
served firequencies. Sample fluctuations have to be taken into account. Since we have an 
exact model of the distribution of the frequencies we can estimate a confidence interval 
which will provide bounds for an acceptable statistical error.
The procedure is similar to the MPL criterion described in the previous chapter. From 
a training set X  the parameter vector 6i for each Gaussian Mixture model is estimated.
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Then a window W  of size s is defined and placed on each training point x G X. The 
empirical frequency of the data within the window W  is estimated as
P e m p ( ^ )  — ^  X  E  X  (4 .4 )
where & ( W) is the number of training points falling within the window W.  The predicted 
frequency of the data based on the model M% is defined as
P p r e d i ^ )  =  f { x \ 6 i ) d x  x E X  (4 .5 )
If the predictive performance of the model is good a plot o t p e m p  against should lie
along the 45°line y — x i n  the interval [0,1]. In practice p p r e d  is plotted against Pem p —P p r e d ,  
which should give a line of zero intercept and zero slope for well calibrated models.
In order to test the hypothesis of zero slope and zero intercept a weighted linear least 
square fit of against p^mp — P p r e d  is performed. The weight for each point is propor­
tional to the inverse of the 9 5 %  confidence interval of Pem p/ which is calculated as follows. 
Given the window W  and its placement in the feature space, the probability of finding 
a point within the window is p, while the probability of finding it outside the window is 
q = 1 — p. The number of points falling within the window TV is a stochastic variable N w  
binomially distributed according to the density
^ ' k ^ N - kB(W,p) =  j p V - *  (4.6)
where p is the unknown true data frequency obtained from equation (4.5) when the esti­
mated density function is substituted by the true density function.
The estimate of p is  given by Pemp. while its 95% confidence interval, Ag5 %pemp/ is de­
rived under the hypothesis of a binomial distribution B{N,p).  Note that this analysis is 
exact and no approximation is introduced until now. The weight attributed to the pair 
{ p p r e d i P e m p  ~  P p r e d )  hi the linear least square fit is
“  =
where D is a normalisation constant.
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The density estimate f{x\6i) is calibrated if the zero intercept and zero slope he within 
the joint 95% confidence interval of the estimated slope and intercept. The analysis is 
therefore reduced to a linear regression for which a great deal of studies and experience 
is available in the statistical Hterature.
The number of points available is equal to the training sample size, since the window 
W  is placed on each point x G X of the training set. This could give arise to legitimate 
question of the independence of the outcomes of the experiments. Of course the estimated 
errors will not be completely independent and a better strategy would be to place the win­
dow at random. However for data of high dimensionality it would be highly probable to 
place a window in empty parts of the space. So in order to avoid this phenomenon we 
have opted for placing the window at each training point. Note that for low dimensional 
data it is possible to use a random placement.
Another problem to address is the shape and the size of the window. As far as the 
shape is concerned we have always adopted a hypercubic window. Such choice has been 
dictated more by practical computational issues than theoretical reasoning. It would be 
interesting to study the effect of the window shape (e.g. a hyperspheric window in com­
parison to the hypercubic one) on the statistical analysis, but for other window shapes the 
integration in equation (4.5) is not as easy.
Now the dehcate matter of the choice of the window size needs to be discussed. This 
size must not be too small otherwise the uncertainty on die estimate of Pemp would be too 
large for a sensible analysis. On the other hand it cannot be too large either, because oth­
erwise the smoothing introduced by integrating in a large window would not reveal any 
detail. To this purpose a minimum and a maximum window size has been fixed and at 
each point the window size is selected randomly between the minimum and maximum 
in such a way that pemp spans more or less uniformly the interval [0,1]. This way the cal­
ibration is tested at different scales, being the scale given by the window size.
A very important characteristic of this method is that even though the feature space is 
not completely spanned, it still gives the desired result. In fact suppose that in an empty
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part of the feature space, the density estimator has placed a considerable fraction of prob­
ability mass. One might be afraid that since the window is placed in each training point, 
such anomaly will not be discovered. This is not the case: since the total probability mass 
has to sum up to 1, a miscalibration in the form of the predicted frequencies consistently 
smaller than the empirical ones is observed in the other regions of the feature space, which 
will lead to the model rejection.
Finally a warning about the use of such methodology: it can successfully detect under- 
fitting, but if such a measure is performed on the same set that has been used for training, 
there is no hope of detecting overfitting. However if a rninimum complexity criterion is 
borne in mind, it should not lead to overfitting. Our proposal is to use it in conjunction 
with a flexible information criterion, such as MPL to guide in the relaxation of the penalty 
term.
4.3 Experimental validation
In this section a few examples of the proposed testing methodology are reported. Two 
examples illustrate it with simulated data, when the true distribution is known. Three 
further examples of real unidimensional data are given. These data sets have been chosen 
because a fully Bayesian study on them has been already reported in the hterature ([3]) 
and it is interesting to compare the results. Finally some of the multidimensional data 
described in the previous chapter are analysed and some of the problems encountered in 
the case of a large dimensionahty are highlighted.
The cahbration is evaluated according to the following criteria:
• Closeness to the horizontal axis y =  0, i.e. if the line is inside (I) or outside (O) the 
95% joint confidence interval for the slope and intercept of the linear regression.
• Estimates of the mean and standard deviation o iy  — pemp — Ppred-
® Mean Square Errors from the line y = 0,
The first criterion gives an objective measure of the model cahbration. If two models
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are both calibrated than the one that has a smaller mean square error from the desired 
curve 2/ =  0 is to be preferred. The mean and standard deviation parameters give an idea 
of the shape of the distribution of the random variable p^mp ~  Ppred- Since for a weU cali­
brated model such variable is normally distributed with zero mean ([4]), a deviation from 
these values is an indication of a bias.
4.3.1 S im ulated  data
4.3.1.1 Unidimensional data
Data, that we experimented with, are a mixture of two Gaussian functions of means p i — 
1.5,/Z2  =  —1.5 and standard deviations <Ji =(72 =  1. The parameter estimation was 
performed for different models of GMs with 1,2,3,.. . components. We show the results 
for the GM of 1 to 4 components only for a 100 points training set and for a 1000 points 
training set. In Figure 4.2 the true and the estimated densities are shown. It is clear that 
the 100 point set is not able to reproduce the true distribution very well. The actual Mean 
Integrated Square Error (MISE^) is 0.032 and 0.027 for the single Gaussian and the two 
Gaussian mixture approximation respectively.
So the two approximations are roughly equally bad ( or equally good) with a shght 
improvement for the 2-Gaussian mixture. Information criteria such as the one proposed in 
[5,6,4] all select the 1-Gaussian Mixture for the 100 points sample, while they all correctly 
select two for the 1000 points sample.
We summarise the results of the cahbration procedure in the Table 4.2. Note that the 
smaller set can already highhght the shghtly worse model given by the single Gaussian. 
Let us observe Table 4.2: the second column indicates that the line t=0 is outside the 95% 
confidence interval as well as the MSE which is larger than any other model. In Figure 
4.3 the cahbration curves for these two data sets are plotted, which give a clearer picture
^The Mean Integrated Square error is defined asJ  f ( x ) { f { x ) - f { x ) Ÿ d x
where f { x )  is the true density and f { x )  is the estimated density
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than the table. The more complex models give a satisfactory performance, but no dramatic 
improvement is observed, especially for the larger training sample.
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Figure 4.2: True model (continuous line) and single Gaussian and 2 Gaussian mixture ap­
proximation (dashed lines) for the two data sets.
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Figure 4.3: Calibration curves for the 100 point data set (top row) and the 1000 point data 
set (bottom row). The dark line is the line y — 0 while the lighter lines are the result of the 
weighted least square fit.
4.3.1.2 Representable bidimensional data
We now give another example on a bidimensional case. Data are 100 samples drawn from 
a 2-Gaussian mixture with parameters = f^ 2  = (0,0), oi — (1,4), a 2  = (4,1) and equal 
weights, wi =W 2  = 0.5. As for the other example we report the results for the mixture of 
1 to 4 components only. In this case we test the calibration on the same training set and on 
a much larger test set. The results on the test set are sensitive not only to the wrong model, 
but also to the poor parameter estimation. Note also that since the true data distribution 
is a finite mixture, our approach is able to reproduce the correct model exactly.
The following table 4.3 reports the results obtained by testing the predictive perfor­
mance of the estimated density function on the 100 point set, used also for the estimation 
and a 500 point independent test set.
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100 points training set
M Y=0 Mean STD MSE
1 0-12.16 +0.02 0.05 0.003
2 1-1.66 +0.00 0.02 0.000
3 1-0.33 +0.00 0.02 0.000
4 1-2.46 +0.00 0.02 0-000
500 points test set
M Y=0 Mean STD MSE
1 0-20.41 +0.01 0.04 0.002
2 0-13.73 -0.00 0.03 0.001
3 0-5.95 -0.00 0.03 0.001
4 1-2.18 +0.00 0.03 0.001
Table 4.3: Summary table of the calibration performance for the bidimensional data.
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0 .0  0 .5 0 0 .5  0 .0  0 .5  0 .0  0 .5  1.0
Figure 4.4: Calibration curves for the 100 point training set (top row) and the 500 point 
test set (bottom row).
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Figure 4.5: Gaussian mixture densities for 2 and 4 components.
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Again the calibration curves are given in Figure 4.4. Note that the test set would rather 
select the 4-Gaussian mixture instead of the true model with wrong parameters. This is not 
to be considered as a fault of the testing procedure. The preference given to the 4-Gaussian 
mixture is only due to the paucity of the data, which did not allow for a better parameter 
estimate. Actually the shape of the estimated 2-Gaussian mixture and 4-Gaussian mixture 
are remarkably similar (see figure 4.5).
4.3.1.3 Non representable bidimensional data
This example has been chosen because it is not representable by a finite Gaussian mixture. 
In this case only an approximation of the true density function can be attained. The data 
are taken firom the publicly available database of the European ESPRIT research project 
ELENA (see [7]). Class 1 has the shape of a disk of radius 0.8 and the density is uniform 
within the disk, while class 2 is a ring of internal radius 0.8 and external radius 1.0 and 
this density is also uniform in the ring. The data set is constituted by 2500 points. We 
have randomly selected 250 points from each class and used them as a training set. The 
remaming 671 points for class 1 and 1329 points for class2 have been used as a test set. 
The points of the two classes are shown in Figure 4.6. The MPL criterion selects:
MPL (r ~  2) MPL (r =  4)
Class 1 (Disk) 1 4
Class 2 (Ring) 4 8
In Figure 4.6 the two training sets are plotted together with the 1 sigma level curve 
(ellipses) of the Gaussian mixture components and the boundary induced by the Bayes 
rule with equal priors for the two classes. The calibration curves for the training set (see 
Figures 4.7 and 4.10), test set (see Figures 4.7 and 4.10) and the relative result Tables 4.4 
and 4.5 show that the model chosen when the penalty term is relaxed is better.
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Class 1 train set
M Y=0 Mean STD MSE
1 0-12.43 -0.01 0.04 0.002
2 0-10.09 -0.01 0.04 0.001
3 0-4.13 -0.00 0.03 0.001
4 1-0.02 -0.00 0.02 0.000
5 1-0.38 -0.00 0.02 0.000
6 I-O.IO -0.00 0.01 0.000
7 1-0.06 +0.00 0.01 0.000
8 1-0.95 +0.00 0.01 0.000
9 1-0.19 +0.00 0.01 0.000
10 1-0.19 +0.00 0.01 0.000
Class 1 test set
M Y=0 Mean STD MSE
1 0-10.48 -0.01 0.04 0.002
2 0-9.33 -0.01 0.04 0.001
3 0-8.34 -0.00 0.03 0.001
4 1-0,21 -0.00 0.02 0.000
5 1-1.23 -0.00 0.02 0.000
6 1-0.43 -0.00 0.02 0.000
7 1-0.34 +0.00 0.02 0.001
8 1-0.07 -0.00 0.02 0.000
9 1-0.22 +0.00 0.02 0.000
10 1-0.20 +0.00 0.02 0.000
Table 4.4: Summary table of the calibration performance for class 1 of the bidimensional 
ELENA data.
Note how for the class 1, i.e. the disk, the training set and test set results are consistent, 
while the more complex class 2 shows the same behaviour of the training set in the data 
deviate reported in the second column. However the inefficiency of the representation is 
highlighted since none of the model is acceptable for the test set. The data deviate is a 
measure of how far the calibration curve is from the ideal line y =  0. It depends on the 
error of the estimated slope and intercept of the least square Hne and it accounts also for 
a possible correlation of the two errors. For a details on its definition see [8].
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Class 2 train set
M Y=0 Mean STD MSE
1 0-137.48 -0.01 0.07 0.004
2 0-98.71 -0.01 0.05 0.003
3 0-63.19 -0.00 0.04 0.002
4 1-8.11 -0.00 0.02 0.000
5 1-6.79 -0.00 0.02 0.000
6 1-6.06 -0.00 0.01 0.000
7 1-2.70 -0.00 0.01 0.000
8 1-2.12 -0.00 0,01 0.000
9 1-1.86 -0.00 0.01 0.000
10 1-0.33 +0.00 0.01 0.000
Class 2 test set
M Y=0 Mean STD MSE
1 0-882.95 -0.01 0.07 0.005
2 0-494.55 -0.00 0.06 0.003
3 0-318.29 -0.00 0.04 0.002
4 0-53.98 -0.00 0.03 0.001
5 0-33.38 -0.00 0.03 0.001
6 0-22.94 -0.00 0.03 0.001
7 0-16.42 -0.00 0.03 0.001
8 0-11.92 -0.00 0.03 0.001
9 0-8.73 -0.00 0.03 0.001
10 0-8.28 -0.00 0.03 0.001
Table 4.5: Summary table of the calibration performance for class 2 of the bidimensional 
ELENA data.
If a larger test set was available for class 1 we would have eventually come to the same 
result, since this class is also not representable.
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Figure 4.6: The data from the ELENA project with the 1 sigma level curve (ellipses) of the 
Gaussian components. Architectures 1-4 (top) and 4-8 (bottom)
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Figure 4.7: Calibration curves for ELENA data for the train set
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Figure 4.8: Calibration curves for ELENA data for the train set (continued)
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Figure 4.9: Calibration curves for ELENA data for the test set
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Figure 4.10: Calibration curves for ELENA data for the test set (continued)
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4.3.2 U nid im en sion a l real data
The set of data mentioned in this section are unidimensional and have been obtained from 
the web site h t t p  : www.maths . b r i s , a c . u k /“p e te r /m ix d a ta . They have been used 
for density estimation via a fully Bayesian analysis by Richardson and Green ([3]). In their 
approach tlie optimisation process is simulated by a Markov Chain in which a change of 
state occurs via six simple mechanisms:
• updating of the weights,
• updating of the mean and standard deviations,
• updating of the members of one Gaussian component,
• updating of a hyperparameter controlling the prior on the standard deviation,
» splitting or combining of a component,
• birth or death of unsupported components.
Each of these changes occurs with some predefined probability and a pass through all of 
them constitutes a sweep. The results they report have been obtained at the end of 200000 
sweeps. As many other researchers in the field, they use conjugate priors for the weights 
(Dirichlet prior), means (Gaussian prior) and standard deviations (Gamma prior), while 
the prior on the number of components is uniform in the interval 1 to 30. The final predic­
tive density is averaged over the posterior, so that their final estimate, strictly speaking, is 
not a Gaussian mixture. However they also report the resulting predictive densities con­
ditional on the number of components.
4.3.2.1 Enzymatic activity data
This set is constituted by a single feature, which is a measure of enzymatic activity in the 
blood. The data refer to a group of 245 persons, roughly categorised in two subgroups of 
fast and slow metabolizers.
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The posterior in [3] for such data ranks the models in the following order: Gaussian 
mixtures of 4, 3, 5, 6 components. The first three models have a very similar posterior 
probabilities. The MPL criterion selects the 2-Gaussian Mixture model, but the scores are 
very similar for models with 3,4 and 5 components. The following tables reports the pos­
terior of Richardson and Green and the MPL ones
Gaussian components Richardson and Green MPL
2 0.024 0.113
3 0.290 0.112
4 0.317 0.112
5 0.206 0.109
6 0.095 0.105
The posterior peaks in the same region with less evidence for the MPL criterion. This is 
due to the fact that m our optimisation procedure we do not impose conditions such that 
the larger model cannot simulate the behaviour of the smaller one. This is an important 
point to note: these models are a series of nested models in the meaning that the larger al­
ways embeds the smaller ones. However this does not mean that the means and standard 
deviations are let to be the same for two different components, but only that they are not as 
heavily constrained as in the Bayesian analysis. It is also worth mentioning that Cheese- 
man in [9] claims that even with Bayesian methods, unless the evidence for a model is at 
least of one order of magnitude larger that for another model, it is plausible that the two 
models are equally good.
To this purpose the analysis of the predictive performance of the final densities can 
help detecting which models should be selected. In Table 4.6 the results of the calibration 
of the densities are summarised. Clearly all the models with more than 2 components 
should be considered calibrated, however the mixture with more than 3 components have 
a smaller error (see the standard deviation column).
If the plots of Figure 4.12 are compared to the one obtained by Richardson and Green
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with a full Bayesian approach, they look remarkably similar, while eliminating a lot of 
computation time and priors parameter tuning.
Finally let us observe that the true components should really be two: a class of slow 
metabolizers and a class of fast metabolizers, but it is unlikely that such components are 
Gaussian. Actually a study of Bechtel et al [10] concludes that it is a mixture of two 
skewed Gaussians, which explains why the mixtures of 3 or more components fit the data 
better than the mixture of only 2 components.
Enzymatic activity data
M Y=0 Mean STD MSE
1 0-16.29 +0.04 0.16 0.028
2 1-0.43 -0.00 0.02 0.000
3 1-0.16 +0.00 0.01 0.000
4 1-1.83 +0.00 0.01 0.000
5 1-0.85 +0.00 0.01 0.000
6 1-0.47 +0.00 0.01 0.000
Table 4.6: Summary table of the calibration performance for the enzymatic activity data.
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Figure 4.11: Gaussian mixture approximation for the enzyme data. Plots refer to mixture
of 2 (top), 3,4,5, and 6 (bottom) components.
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Figure 4.12: Calibration curves corresponding to the enzyme densities plot in Figure 4.11
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4.S.2.2 Lakes acidity data
This set of data refer to an acidity index measured in a sample of 155 lakes in the United 
States. Data are in the log scale and they were provided and analysed in the same scale 
by Richardson and Green.
The MPL criterion selects the two-Gaussian mixture, while the predictive performance 
analysis (see Table 4.7) shows that only mixtures of more than tihree components are cal­
ibrated. Richardson and Green obtain the same result. Their conditional posterior rank 
the mixtures as 3 ,4 ,5 ,6 ,2 .
Lakes acidity data
M Y=0 Mean STD MSE
1 0-13.46 +0.02 0.10 0.011
2 0-7.40 +0.01 0.02 0.000
3 1-3,00 +0.00 0.01 0.000
4 1-1.35 +0.00 0.01 0.000
5 1-0.02 +0.00 0.01 0.000
6 1-0.02 +0.00 0.01 0.000
Table 4.7: Summary table of the calibration performance for the lakes acidity data.
Again this is another encouraging result, which shows how testing the predictive per­
formance can be extremely beneficial, without involving a cumbersome implementation. 
All that is required is the possibility of analytical or numerical integration of the estimated 
density in a reasonable amount of time.
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Figure 4.13: Gaussian mixture approximation for the lakes acidity data. Plots refer to mix­
ture of 2 (top), 3,4,5, and 6 (bottom) components.
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Figure 4.14: Calibration curves corresponding to the lakes acidity densities plot in Figure 
4.13
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4.S.2.3 Galaxy data
This last set of data is constituted by the measured radial velocity of 82 very distant galax­
ies, which are diverging from our galaxy.
The MPL criterion selects 3 Gaussian components, which is a calibrated model, but 
with a large error. From Table 4.8 the Gaussian mixtures of 5 and 6 components appear 
more plausible. Such a result is confirmed by the findings of Richardson and Green, which 
rank the models as follows:
M Posterior probability
6 0.199
5 0.182
7 0.160
4 0.128
8 0.109
Galaxy velocity data
M Y=0 Mean STD MSE
1 0-73.70 +0.09 0.09 0.016
2 0-28.54 +0.04 0.07 0.006
3 1-0.57 +0.00 0.04 0.001
4 1-0.93 +0.00 0.02 0.001
5 I-O.ll +0.00 0.01 0.000
6 1-0.62 +0.00 0.01 0.000
Table 4.8: Summary table of the calibration performance for the galaxy velocity data.
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Figure 4.15: Gaussian mixture approximation for the galaxy velocity data. Plots refer to
mixture of 2 (top), 3,4,5, and 6 (bottom) components.
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Figure 4.16: Calibration curves for the galaxy densities plot in Figure 4.15
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4.3.3 M ultid im ensional real data
We now show the same predictive performance measure on multidimensional real data. 
However the results are in most cases disappointing, leading us to conclude that density 
estimation in high dimensional spaces needs a lot more data than is usually available. We 
first analyse the predictive performance of the estimated iris densities. Let us recall that 
the data set is constituted by 50 cases in 4 dimensions. The densities are considered cali­
brated, but the errors are extremely large.
Class 1
M Y=0 Mean STD MSE
1 0-4.10 +0.03 0.07 0.005
2 1-1.02 +0.01 0.06 0.003
3 1-0,10 +0.00 0.05 0.003
4 1-0.23 +0.03 0.05 0.003
5 0-21.72 +0.04 0.07 0.006
6 1-0.14 -0.00 0.05 0.002
Class 2
M Y=0 Mean STD MSE
1 0-17.99 +0.05 0.06 0.006
2 0-5.90 +0.02 0.04 0.002
3 1-2.07 +0.01 0.03 0.001
4 1-1.36 +0.01 0.03 0.001
5 1-1.55 +0.01 0.03 0.001
6 1-0.46 +0.00 0.03 0.001
Class 3
M Y=0 Mean STD MSE
1 0-20.48 +0.04 0.05 0.004
2 0-7.06 +0.03 0.05 0.003
3 1-3.00 +0.01 0.04 0.002
4 1-1.62 +0.01 0.04 0.002
5 1-1.74 +0.01 0.04 0.001
6 1-1.20 +0.01 0.04 0.001
Table 4.9: Summary table of the calibration performance for the iris data.
4.3. EXPERIMENTAL VALIDATION 102
This is a case confirming what we anticipated in the introduction of this chapter. Even 
though the model is unsatisfactory, the discrimination between first class and the other 
two is still possible. This shows clearly that the classification rate is an utility function 
only, but it is not suited as an objective measure of goodness of the model.
The same behaviour is observed for the speech data.
Class 1
M Y=0 Mean STD ' MSE
1 0-487.10 +0.12 0.10 0.025
2 0-264.32 +0.04 0.04 0.004
3 0-180.19 +0.03 0.03 0.001
4 1-141.70 +0.02 0.02 0.001
5 1-133.73 +0.02 0.02 0.001
6 1-137.33 +0.02 0.02 0.001
7 1-158.26 +0.02 0.02 0.001
8 1-110.93 +0.01 0.02 0.001
9 1-92.95 +0.01 0.02 0.001
10 1-90.57 +0.01 0.02 0.001
Class 2
M Y=0 Mean STD MSE
1 0-478.57 +0.12 0.10 0.025
2 0-320.39 +0.07 0.07 0.009
3 0-328.59 +0.05 0.04 0.004
4 0-446.96 +0.05 0.04 0.004
5 0-408.65 +0.04 0.03 0.003
6 0-334.78 +0.04 0.03 0.002
7 0-415.43 +0.04 0.03 0.002
8 0-416.46 +0.04 0.03 0.002
9 0-493.00 +0.04 0.03 0.03
10 0-471.79 +0.04 0.03 0.002
Table 4.10: Summary table of the calibration performance for the Speech data.
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Figure 4.17: Calibration curves for the Iris data
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Figure 4.18: Calibration curves for the Speech data
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Figure 4.19: Calibration curves for the Speech data (continued)
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Again some of the approximations are calibrated, but the errors are much larger than 
in both the simulated and real unidimensional data. The predictive performance is clearly 
unsatisfactory and consequently the Gaussian approximation is quite poor. However one 
can obtain classification rates of about 93%. In our opinion it is possible to give an intuitive 
explanation of this behaviour.
We think this phenomenon is due to the fact that the data span only a subspace of 
the entire space, while the mixture approximation is smoothed all over the space. The re­
sult is a biased estimate, where the empirical frequency is consistently underestimated by 
the predicted frequency. This appears to be a common feature in Tables 4.9 and 4.10: the 
means, which are nothing but the averaged difference between empirical and predicted 
frequencies are always positive.
4.4 Discussion
We have presented a methodology to validate a model selected via some information cri­
terion, such as MPL, AIC, BIG or MDL. We have already anticipated that the theoretical 
results for this criteria are all given for the asymptotic case, but it is very difficult to have 
an indication of how far from the asymptotics a real problem is. To this purpose we have 
proposed to use calibration in order to validate the model choice and eventually adopt 
other strategies, such as the fully non-parametric approach or the use of régularisation 
techniques with problems in which the number of parameters to be estimated exceed the 
number of cases available, or modification of the base function (splines instead of Gaus­
sian, for example).
Calibration offers a golden standard, in our opinion, because
• It relies on no other assumption than a good representation of the data, based on the 
transparent rationale that a good model must predict the data.
® It is a non-comparative measure. This aUow the acceptance or rejection of a model 
regardless of how it compares to other models.
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• Even though it is measured on the training set only, it takes into account the esti­
mated density in the empty space among ihe training points as well. This is a ma­
jor drawback in many other goodness-of-fit measures, which are completely blind to 
what happens outside the training set points.
• It is easily extendible to measure the calibration of any density estimator, so long it 
is possible to perform the integration of the estimated density. The computational 
load of the test is largely dominated by such integration.
• A well calibrated model is also required in many other performance measures. For 
example in a classification problem, calibrated models approach the Bayes error and 
allow a proper outliers rejection procedure.
The choice of placing the window at each training point casts a doubt on the indepen­
dence of the errors, however for low dimensional data one could also choose to place the 
window randomly in the data space and calibrate in this way. We have preferred not to 
do so, because in a high dimensional space it can take very long to find a region of the 
space where the data are located, since the space will be mostly empty.
As far as the window size is concerned, we believe a choice of different scales (variable 
window size) is to be preferred to a unique scale (fixed window size), unless an appropri­
ate scale for the problem at hand can be defined. In our experience the latter is extremely 
difficult and perhaps the issue offers scope for further research.
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Chapter 5 
Conclusions
This study has been concerned with the problem of density estimation in a non parametric 
setting.The particular attention given to the non parametric case is motivated by the ob­
servation that for most problems encountered in Pattern Recognition, the functional form 
of the distribution is unknown or, in general, not representable in any parametric form. 
There is a great deal of studies dedicated to ihis problem and we have reviewed some of 
the most successful, like the histogram, the kernel and the /c-nearest-neighbour estimator 
approaches.
Histogram is a powerful tool for exploratory data analysis, but unfortunately it is 
not practical for problems involving more than two or three dimensions. The fe-nearest- 
neighbour, on the other hand, does not deliver a proper density function, notwithstanding 
the many excellent results reported by the associated classifier. Kernel estimators seem 
to offer the best solution to the problem of non parametric density estimation. However 
they are computationally extremely demanding. Hence the idea of using finite mixtures 
of parametric functions, which can deliver the flexibility of a non parametric estimator, 
while containing the computational burden.
In order to limit such burden the number of functions used in the mixture is restricted 
to a few, but such number has to be carefully chosen if the quality of the final estimate is 
not to be compromised.
The primary object of this study has been finding a procedure for selecting the most 
appropriate number of components of the finite mixture, given the training set available.
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Another two important targets have been to contain both the computational demand and 
the training set size.
Cross validation, jackknife and bootstrapping are among the most commonly used 
techniques for model selection (selection of the appropriate number of components) and 
they have been briefly reviewed. A common feature has been highlighted: model selec­
tion via such methods can be performed at a price that is either a very large training sam­
ple, which is often costly to gather, or a large computational burden. This is due to the 
fact that all these methods rely either on a large set that can be assumed to deliver an al­
most unbiased estimate or, if data are scarce, on an intelligent reuse of the training sample 
which involves many iterations of the estimation process.
Bayesian methods are another useful mean for model selection. They are among ihe 
most computationally demanding methods and for this reason interest in them has been 
only recently renewed. Their solution can be formulated as follow: model and parameters 
are stochastic variables on which a subjective prior is defined. A posterior is then obtained 
by swamping the prior with the data and the model selection is done via maximisation of 
the posterior. Otherwise the posterior is integrated to give a density averaged over all 
possible models.
Information criteria are a viable alternative to the previous methods offering a solution 
that poses imld demands in both computational and sample resources. In particular we 
have been interested in Schwarz's Bayesian Information criterion (BIG). A failure of such 
criterion to provide an effective measure of model complexity in the case of small sam­
ples of large dimensionality has been observed and a modification has been proposed, 
denoted as MPL (Maximum Penalised LikeHhood). A range of experimental results with 
the proposed criterion have shown a satisfactory performance.
However a weakness common to all information criteria is shared by the MPL as well. 
Information criteria all consist of two parts: a goodness of fit measure, which is measured 
on the training set and a penalty (or overfitting correction) which increases with the num­
ber of parameters of the model used and decreases with the training set size. Since such
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penalty is fixed given the parameter of the model and the sample size, they may lead to 
overfitted or nnderfitted models if the penalty is, respectively, too weak or too strong.
We have proposed a solution to this problem in the form of a post processing of the 
data, which validates the choice of MPL, BIC or any other information criterion accord­
ing to a measure of predictive performance. A model which predicts the observed data 
frequencies is said to be calibrated and accepted. If a model is miscalibrated, it is rejected 
and a more complex model adopted, if it exhibits better calibration. Calibration has an 
interesting feature: it gives a non comparative measure. In fact while measures such as 
likelihood are meaningful if compared between different models, calibration offers an ab­
solute measure of goodness.
This method compares favourably with a fully Bayesian approach as well.
5.1 Future Work
In conclusion we believe that we have developed a promising solution to the problem of 
model selection, which fulfils both our first requirements: it does not demand very large 
samples nor heavy computation.
There are a few directions we can indicate for further refinement. One of them is a 
thorough comparison with the full Bayesian approach using multidimensional data. This 
might show a superiority of the Bayesian approach in high dimensional spaces.
Since calibration reduces the analysis to a linear regression, for which a wealth of stud­
ies is available, there are many further refinements that one can apply to the analysis ac­
cording to the requirements of the particular problem at hand.
As far as the density estimation approach is concerned, there have been a few attempts 
to achieve the same results by reducing the sample size appropriately and then applying 
a kernel estimator or collapsing the original kernel density estimate into fewer and fewer 
kernels. It is an interesting line of research which could lead to fruitful results.
In the Neural Networks literature there is also a trend towards constructive algorithms 
([1,2,3]). Their approach is similar to ours: starting from a single component, many others
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axe added until a satisfactory performance is attained. However as this is done during 
learning, it means that the architecture with m components is not exploited fully. A new 
component is added as soon as a certain condition occurs.
This could speed even further the model selection process, even though we are doubt­
ful about the possibility of obtaining a minimal complexity solution with such a strategy.
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