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Abstract
We consider a Wright-Fisher diffusion (x(t)) whose current state cannot be observed
directly. Instead, at times t1 < t2 < . . ., the observations y(ti) are such that, given
the process (x(t)), the random variables (y(ti)) are independent and the conditional
distribution of y(ti) only depends on x(ti). When this conditional distribution has
a specific form, we prove that the model ((x(ti), y(ti)), i ≥ 1) is a computable filter
in the sense that all distributions involved in filtering, prediction and smoothing are
exactly computable. These distributions are expressed as finite mixtures of parametric
distributions. Thus, the number of statistics to compute at each iteration is finite, but
this number may vary along iterations.
MSC: Primary 93E11, 60G35; secondary 62C10.
Keywords: Stochastic filtering, partial observations, diffusion processes, discrete time ob-
servations, hidden Markov models, prior and posterior distributions.
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1 Introduction
Consider a large population composed of two types of individuals A and a. Suppose that the
proportion x(t) of A-type at time t evolves continuously according to the following stochastic
differential equation
dx(t) = [−δx(t) + δ′(1− x(t))]dt + 2[x(t)(1 − x(t))]1/2dWt, x(0) = η, (1)
where (Wt) is a standard one-dimensional Brownian motion and η is a random variable
with values in (0, 1) independent of (Wt). This process is known as the Wright-Fisher
gene frequency diffusion model with mutation effects. It has values in the interval (0, 1). It
appears as the diffusion approximation of the discrete time and space Wright-Fisher Markov
chain and is used to model the frequency of an allele A in a population of genes composed
of two distinct alleles A and a (see e.g. Karlin and Taylor (1981, p. 176-179 and 221-222)
or Wai-Yuan (2002, Chap. 6)). Suppose now that the current state x(t) cannot be directly
observed. Instead, at times t1, t2, . . . , tn with 0 ≤ t1 < t2 . . . < tn, we have observations
y(ti) such that, given the whole process (x(t)), the random variables y(ti) are independent
and the conditional distribution of y(ti) only depends on the corresponding state variable
x(ti). More precisely, we consider the following discrete conditional distributions. Either, a
binomial distribution, i.e., for N ≥ 1 an integer,
P (y(ti) = y|x(ti) = x) =
(
N
y
)
xy(1− x)N−y, y = 0, 1, . . . , N, (2)
or, a negative binomial distribution, i.e., for m ≥ 1 an integer,
P (y(ti) = y|x(ti) = x) =
(
m+ y − 1
y
)
xm(1− x)y, y = 0, 1, 2, . . . . (3)
Under these assumptions, the joint process (x(tn), y(tn)) is a hidden Markov model (see e.g.
Cappe´ et al., 2005).
In this context, a central problem that has been the subject of a huge number of contri-
butions is the problem of filtering, prediction or smoothing, i.e. the study of the conditional
distributions of x(tl) given y(tn), . . . , y(t1), with l = n (filtering), l = n+ 1, n + 2, . . . (pre-
diction), l < n (smoothing). These distributions are generally called filters (respectively
exact, prediction or marginal smoothing filters). Although they may be calculated recur-
sively by explicit algorithms, iterations become rapidly intractable and exact formulae are
difficult to obtain. To overcome this difficulty, authors generally try to find a parametric
family F of distributions on the state space of (x(tn)) (i.e. a family of distributions speci-
fied by a finite fixed number of real parameters) such that if L(x0) ∈ F , then, for all n, l,
L(x(tl)|y(tn), . . . , y(t1)) belongs to F . For such models, the term finite-dimensional filters is
usually employed. This situation is illustrated by the linear Gaussian Kalman filter (see e.g.
Cappe´ et al. 2005). There are few models satisfying the same properties as the Kalman fil-
ter: It is rather restrictive to impose a parametric family with a fixed number of parameters
(see Sawitzki (1981); see also Runggaldier and Spizzichino (2001)).
Recently, new models where explicit computations are possible and which are not finite-
dimensional filters have been proposed (see Genon-Catalot (2003), and Genon-Catalot and
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Kessler (2004)). Moreover, in a previous paper (Chaleyat-Maurel and Genon-Catalot, 2006),
we have introduced the notion of computable filters for the problem of filtering and pre-
diction. Instead of considering a parametric class F , we consider an enlarged class built
using mixtures of parametric distributions. The conditional distributions are specified by
a finite number of parameters, but this number may vary according to n, l. Still, filters
are computable explicitly. We give sufficient conditions on the transition operator of (x(t))
and on the conditional distribution of y(ti) given x(ti) to obtain such kind of filters. In the
present paper, we show that these conditions are satisfied by the model above. Therefore,
the conditional distributions of filtering and prediction are computable and we give the ex-
act algorithm leading to these distributions. Moreover, we obtain the marginal smoothing
distributions which are also given by an explicit and exact algorithm.
The paper is organized as follows. In Section 2, we briefly recall some properties of the
Wright-Fisher diffusion. In Section 3, we recall the filtering-prediction algorithm and the
sufficient conditions of Chaleyat-Maurel and Genon-Catalot (2006) to obtain computable
filters. Section 4 contains our main results. We introduce the class F¯f composed of finite
mixtures of parametric distributions fitted to the model (see (16)). We prove that the
sufficient conditions hold for this class and give the explicit formulae for the up-dating
and the prediction operator (Proposition 4.1, Theorem 4.2, Proposition 4.5). The result
concerning the prediction operator is the most difficult part and requires several steps.
Then, we turn back in more details to the filtering-prediction algorithm (Proposition 4.6).
Moreover, we give the exact distribution of (y(ti), i = 1, . . . , n) which is also explicit. Hence,
if δ, δ′ are unknown and are to be estimated from the data set (y(ti), i = 1, . . . , n), the exact
maximum likelihood estimators of these parameters can be computed. At last, in Subsection
4.4, we study marginal smoothing. We recall some classical formulae for computing the
marginal smoothing distributions. These formulae involve the filtering distributions, that
we have obtained in the previous section, and complementary terms that can be computed
thanks to Theorem 4.2. In the Appendix, some technical proofs and auxiliary results are
gathered.
2 Properties of the Wright-Fisher diffusion model.
In order to exhibit the adequate class of distributions within which the filters evolve, we
need to recall some elementary properties of model (1). The scale density is given by:
s(x) = exp (−(1/2)
∫ x −δu+ δ′(1− u)
u(1− u)
du) = x−δ
′/2(1− x)−δ/2, x ∈ (0, 1).
It satifies
∫
0 s(x)dx = ∞ =
∫ 1
s(x)dx if and only if δ ≥ 2 and δ′ ≥ 2, conditions that we
assume from now on. The speed density is equal to m(x) = xδ
′/2−1(1− x)δ/2−1, x ∈ (0, 1).
Therefore, the unique stationary distribution of (1) is the Beta distribution with parameters
δ′/2, δ/2 which has density
pi(x) =
x
δ′
2
−1(1− x)
δ
2
−1
B( δ
′
2 ,
δ
2)
1(0,1)(x). (4)
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For simplicity, we assume that the instants of observations are equally spaced with sampling
interval ∆, i.e. tn = n∆, n ≥ 1. Hence, the process (Xn := x(tn)) is a time-homogeneous
Markov chain. We denote by p∆(x, x
′) its transition density and by P∆ its transition op-
erator. The transition density is not explicitly known. However, it has a precise spectral
expansion (see e.g. Karlin and Taylor, 1981, p.335-336: Note that 2x(t)−1 is a Jacobi diffu-
sion process). The results we obtain below are linked with this spectral expansion although
we do not use it directly (see the Appendix).
3 Sufficient conditions for computable filters.
First, we focus on filtering and prediction and we consider case (2) with N = 1 for the
conditional distributions of Yi := y(ti) given Xi = x(ti), i.e., we consider a Bernoulli condi-
tional distribution. The other cases can be easily deduced afterwards (see the Appendix).
Let us set
P (Yi = y|Xi = x) = fx(y) = x
y(1− x)1−y, y = 0, 1, x ∈ (0, 1). (5)
We consider, on the finite set {0, 1}, the dominating measure µ(y) = 1, y = 0, 1. Thus, fx(y)
is the density of L(Yi|Xi = x) with respect to µ.
3.1 Conditional distributions for filtering, prediction and statistical in-
ference.
Denote by
νl|n:1 = L(Xl | Yn, . . . , Y1), (6)
the conditional distribution of Xl given (Yn, Yn−1, . . . , Y1). For l = n, this distribution is
called the optimal or exact filter and is used to estimate the unobserved variable Xn in
an on-line way. For l = n + 1, the distribution is called the prediction filter and is used
to predict Xn+1 from past values of the Yi’s. For 1 ≤ l < n, it is a marginal smoothing
distribution and is used to estimate past data or to improve estimates obtained by exact
filters.
It is well known that the exact and prediction filters can be obtained recursively (see
e.g. Cappe´ et al. (2005)). First, starting with ν1|0:1 = L(X1), we have
νn|n:1(dx) ∝ νn|n−1:1(dx)fx(Yn). (7)
Hence,
νn|n:1 = ϕYn(νn|n−1:1) (8)
is obtained by the operator ϕy with y = Yn where, for ν a probability on (0, 1), ϕy(ν) is
defined by:
ϕy(ν)(dx) =
fx(y)ν(dx)
pν(y)
, with pν(y) =
∫
(0,1)
ν(dξ)fξ(y). (9)
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This step is the up-dating step which allows to take into account a new observation. Then,
we have the prediction step
νn+1|n:1(dx
′) =
∫
(0,1)
νn|n:1(dx)p∆(x, x
′)dx′ = νn|n:1P∆(dx
′), (10)
which consists in applying the transition operator: ν → νP∆. These proper-
ties are obtained using that the joint process (Xn, Yn) is Markov with transition
p∆(xn, xn+1)fxn+1(yn+1)dxn+1µ(dyn+1), and initial distribution ν1|0:1(dx1)fx1(y1)µ(dy1).
Moreover, the conditional distribution of Yn given (Yn−1, . . . , Y1) has a density with respect
to µ, given by
pn|n−1:1(yn) = pνn|n−1:1(yn) =
∫
(0,1)
νn|n−1:1(dx)fx(yn). (11)
Note that (Yn) is not Markov and that the above distribution effectively depends on all
previous variables. For statistical inference based on (Y1, . . . , Yn), the exact likelihood is
given by
pn(Y1, . . . , Yn) =
n∏
i=1
pνi|i−1:1(Yi). (12)
3.2 Sufficient conditions for computable filters.
Now, we recall the sufficient conditions of Chaleyat-Maurel and Genon-Catalot (2006). First,
consider a parametric class F = {νθ, θ ∈ Θ} of distributions on (0, 1), where Θ is a parameter
set included in Rp, such that:
• C1: For y = 0, 1, for all ν ∈ F , ϕy(ν) belongs to F , i.e. ϕy(νθ) = νTy(θ), for some
Ty(θ) ∈ Θ.
• C2: For all ν ∈ F , νP∆ =
∑
λ∈Λ αλνθλ is a finite mixture of elements of the class F , i.e.
Λ is a finite set, α = (αλ, λ ∈ Λ) is a mixture parameter such that, for all λ, αλ ≥ 0
and
∑
λ∈Λ αλ = 1, and θλ ∈ Θ, for all λ ∈ Λ.
Proposition 3.1. Consider now the extended class F¯f composed of finite mixtures of dis-
tributions of F . Then, under (C1)-(C2), the operators ϕy, y = 0, 1 and ν → νP∆ are from
F¯f into F¯f . Therefore, once starting with ν1|0:1 = L(X1) ∈ F¯f , all the distributions νn|n:1
(exact filters) and νn+1|n:1 (prediction filters) belong to F¯f .
For all n, these distributions are completely specified by their mixture parameter and the
finite set of distributions involved in the mixture. Of course, the number of components
may vary along the iterations, but still remains finite. Thus, these distributions are explicit
and we say that filters are computable.
The proof of Proposition 3.1 is elementary (see Theorem 2.1, p.1451, Chaleyat-Maurel
and Genon-Catalot, 2006, see also Proposition 4.6 below). Now, it has a true impact because
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the extended class is considerably larger than the initial parametric class. Evidently, the
difficulty is to find models satisfying these conditions. Examples are given in Chaleyat-
Maurel and Genon-Catalot (2006): The hidden Markov process (x(t)) is a radial Ornstein-
Uhlenbeck process and two cases of conditional distributions of y(ti) given x(ti) are proposed.
Other examples are given in Genon-Catalot (2003) and Genon-Catalot and Kessler (2004).
Here, we study a new and completely different model. It has the noteworthy feature that,
to compute filters, the explicit formula for the transition density of (x(t)) is not required,
contrary to the examples of the previous papers. (Details on the transition density are given
in the Appendix).
4 Main results.
Our main results consists in exhibiting the proper parametric class of distributions on (0, 1)
and in checking (C1)-(C2) for this class and the model specified by (1) and (5). The interest
of these conditions is that they can be checked separately. Condition (C1) only concerns
the conditional distributions of Yi given Xi and the class F . In the Appendix, we prove
condition (C1) for the model specified by (1) and (2) or (3). Condition (C2) concerns the
transition operator of (x(t)). It is the most difficult part. Let us define the following class
of distributions indexed by Θ = N× N:
F = {νi,j(dx) ∝ hi,j(x)pi(x)dx, (i, j) ∈ N× N}, (13)
where
hi,j(x) = x
i(1− x)j . (14)
Hence, each distribution in F is a Beta distribution with parameters (i+ δ
′
2 , j+
δ
2) and (see
(4))
νi,j(dx) =
xi+
δ′
2
−1(1− x)j+
δ
2
−1
B(i+ δ
′
2 , j +
δ
2)
1(0,1)(x)dx. (15)
Let us define the extended class:
F¯f = {
∑
(i,j)∈Λ
αi,jνi,j,Λ ⊂ N× N, |Λ| < +∞, α = (αi,j, (i, j) ∈ Λ) ∈ Sf}, (16)
where
Sf = {α = (αi,j , (i, j) ∈ Λ),Λ ⊂ N× N, |Λ| < +∞,∀(i, j), αi,j ≥ 0,
∑
(i,j)∈Λ
αi,j = 1} (17)
is the set of finite mixture parameters. It is worth noting that the stationary distribution
pi(x)dx = ν0,0(dx) belongs to F . Thus, in the important case where the initial distribution,
i.e. the distribution of η (see (1)), is the stationary distribution, the exact and optimal
filters have an explicit formula.
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4.1 Condition (C1): Conjugacy.
Proposition 4.1. Let νi,j ∈ F (see (13)).
1. For y = 0, 1, ϕy(νi,j) = νi+y,j+1−y. Hence, (C1) holds.
2. The marginal distribution is given by
pνi,j (y) =
(
i+ δ
′
2
i+ j + δ
′+δ
2
)y (
j + δ2
i+ j + δ
′+δ
2
)1−y
, y = 0, 1. (18)
Proof. The first point is obtained using that fx(y)νi,j(dx) ∝ x
i+y+ δ
′
2
−1(1−x)j+1−y+
δ
2
−1dx ∝
hi+y,j+1−y(x)pi(x)dx.
For the marginal distribution, we have
pνi,j(y) =
B(i+ y + δ
′
2 , j + 1− y +
δ
2)
B(i+ δ
′
2 , j +
δ
2)
.
To get (18), we use the classical relations B(a, b) = Γ(a)Γ(b)Γ(a+b) and Γ(a+ 1) = aΓ(a), a, b > 0
where Γ(.) is the standard Gamma function.
Proposition 4.1 is proved for the conditional distributions (2) and (3) in the Appendix.
Remark : Proposition 4.1 states that the class F is a conjugate class for the parametric
family of distributions on {0, 1}: y → fx(y)µ(dy) with respect to the parameter x ∈ (0, 1).
The property that Beta distributions are conjugate with respect to Bernoulli distributions
is well known in Bayesian statistics (see e.g. West and Harrison (1997)). Analogously, the
class F is also a conjugate class for the parametric family of distributions (2) and (3) with
respect to x ∈ (0, 1). ♦
4.2 Condition (C2): Introducing mixtures.
The class F is the natural class of distributions to consider for the conditional distributions
(5) because this class contains the stationary distribution pi(x)dx = ν0,0(dx) of (1). We do
have ν0,0P∆ = ν0,0. However, when (i, j) 6= (0, 0), νi,jP∆ no more belongs to F but belongs
to F¯f as we prove below. We need some preliminary properties.
Proposition 4.2. For all Borel positive function h defined on (0, 1), if ν(dx) = h(x)pi(x)dx,
then, νPt(dx
′) = Pth(x
′)pi(x′)dx′, where, for t ≥ 0,
Pth(x
′) =
∫ 1
0
h(x)pt(x
′, x)dx.
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Proof. It is well known that one-dimensional diffusion processes are reversible with respect
to their speed density: The transition pt(x, x
′) is reversible with respect to pi(x)dx, i.e.
satisfies for all (x, x′) ∈ (0, 1) × (0, 1):
pi(x)pt(x, x
′) = pi(x′)pt(x
′, x). (19)
This gives the result.
Proposition 4.3. Suppose that:
• (C3) For all (n, p) ∈ N × N, there exists a set Λn,p ⊂ N × N such that |Λn,p| < +∞
and for all t ≥ 0,
Pthn,p(.) =
∑
(i,j)∈Λn,p
Bi,j(t)hi,j(.), (20)
with, for all (i, j), and all t ≥ 0, Bi,j(t) ≥ 0.
Then, condition (C2) holds for Pt for all t ≥ 0. Moreover,
νn,pPt(dx) =
∑
(i,j)∈Λn,p
αi,j(t)νi,j(dx),
where α(t) = (αi,j(t), (i, j) ∈ Λn,p) belongs to Sf (see (17)) and
αi,j(t) = Bi,j(t)
B(i+ δ
′
2 , j +
δ
2)
B(n+ δ
′
2 , p+
δ
2)
. (21)
Proof. We have (see (15)), for all(n, p),
νn,pPt =
B( δ
′
2 ,
δ
2)
B(n+ δ
′
2 , p+
δ
2)
(hn,ppi)Pt.
Using Proposition 4.2, we get:
(hn,ppi)Pt(dx) = Pthn,p(x)pi(x)dx.
Now,
Pthn,p(.)pi(.) =
∑
(i,j)∈Λn,p
Bi,j(t)hi,j(.)pi(.),
and
hi,j(x)pi(x)dx = νi,j(dx)
B(i+ δ′/2, j + δ/2)
B(δ′/2, δ/2)
.
Joining all formulae, we get the result.
Therefore, it remains to prove condition (C3). We start with a classical lemma.
7
Lemma 4.1. Let h belong to the set C2b ((0, 1)) of bounded and twice continuously differen-
tiable functions on (0, 1). Then,
d
dt
(Pth(x)) = PtLh(x), P0h(x) = h(x), (22)
where Lh(x) = 2x(1− x)h′′(x) + [−δx+ δ′(1− x)]h′(x) is the infinitesimal generator of (1).
Proof. Let xx(t) be the solution of (1) with initial condition xx(0) = x. By the Ito formula,
h(xx(t)) = h(x) +
∫ t
0
Lh(xx(s))ds + 2
∫ t
0
h′(xx(s)) (xx(s)(1− xx(s)))
1/2 dWs.
By the assumption on h, taking expectations yields:
Pth(x) = h(x) +
∫ t
0
PsLh(x)ds,
which is the result.
Now, we start to compute Pthn,p(x) for all n, p ∈ N.
Proposition 4.4. Let mn,p(t, .) = Pthn,p(.) Then, for all n, p ∈ N,
d
dt
mn,p(t, .) = −an+pmn,p(t, .) + cn(δ
′)mn−1,p(t, .) + cp(δ)mn,p−1(t, .), m0,0(t, .) = 1, (23)
where, for all n ∈ N,
an = n[2(n − 1) + δ + δ
′], cn(δ) = n[2(n − 1) + δ]. (24)
(If p or n is equal to 0, then, cp(δ) = 0 or cn(δ
′) = 0, and formula (23) holds). Note that,
since the expression of an is symetric with respect to δ, δ
′, we do not mention the dependance
on these parameters. Note also that for all n, since both δ and δ′ are positive (actually ≥ 2),
the coefficients an and cn(δ), cn(δ
′) are non negative.
Proof. In view of (22), it is enough to prove that
Lhn,p = −an+phn,p + cn(δ
′)hn−1,p + cp(δ)hn,p−1, (25)
where L is defined in Lemma 4.1. To make the proof clear, let us start with computing
Lhn,0. We have immediately:
Lhn,0(x) = −anhn,0(x) + cn(δ
′)hn−1,0(x).
Now, since y(t) = 1− x(t) satifies
dy(t) = [−δ′y(t) + δ(1 − y(t))]dt + 2(y(t)(1 − y(t))1/2dWt, (26)
we obtain Lh0,p by simply interchanging δ and δ
′ and get
Lh0,p(x) = −aph0,p(x) + cp(δ)h0,p−1(x).
Finally, to compute Lhn,p, we use the following tricks: Each time x
n+1 appears, we write
xn+1 = −(1−x−1)xn = −(1−x)xn+xn; each time (1−x)p+1 appears, we write (1−x)p+1 =
(1− x)p(1− x) = (1− x)p − x(1− x)p. Grouping terms, we get (25).
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Our aim is now to prove that
mn,p(t, .) = exp (−an+pt)hn,p(.) +
∑
0≤k≤n,0≤l≤p,(k,l)6=(0,0)
Bn,pn−k,p−l(t)hn−k,p−l(.), (27)
where, for all (k, l), (n, p), Bn,pn−k,p−l(t) ≥ 0 for all t ≥ 0. Moreover, we give below the precise
formula for these coefficients. Hence, the set Λn,p of (C3) is equal to {(k, l), 0 ≤ k ≤ n, 0 ≤
l ≤ p}. The first term can also be denoted by
Bn,pn,p(t) = exp (−an+pt).
It has a special role because it is immediately obtained by (23).
4.2.1 Computation of mn,0(t, .) and m0,n(t, .).
Recall notation (14) and that mn,0(t, .) = Pthn,0(.). We prove now that (27) holds for all
(n, 0) and all (0, n).
Theorem 4.1. The following holds:
mn,0(t, .) = exp (−ant)hn,0(.) +
n∑
k=1
Bn,0n−k,0(t)hn−k,0(.), (28)
where, for all (k, n), with 1 ≤ k ≤ n, Bn,0n−k,0(t) ≥ 0 for all t ≥ 0. Moreover, for k = 1, . . . , n,
Bn,0n−k,0(t) = cn(δ
′)cn−1(δ
′) . . . cn−k+1(δ
′)Bt(an, an−1, . . . , an−k), (29)
where
Bt(an, an−1, . . . , an−k) = (−1)
k
k∑
j=0
exp (−an−jt)
(−1)j∏
0≤l≤k,l 6=j |an−j − an−l|
. (30)
We can also set
Bn,0n,0(t) = exp (−ant).
Analogously:
m0,n(t, .) = exp (−ant)h0,n(.) +
n∑
k=1
B0,n0,n−k(t)h0,n−k(.), (31)
where, for all (k, n), with 1 ≤ k ≤ n, B0,n0,n−k(t) ≥ 0 for all t ≥ 0. Moreover, for k = 1, . . . , n,
B0,n0,n−k(t) = cn(δ)cn−1(δ) . . . cn−k+1(δ)Bt(an, an−1, . . . , an−k),
We also set
B0,n0,n(t) = exp (−ant).
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Proof. For the proof, let us fix x and setmn,0(t, x) = mn(t). We also set B
n,0
n−k,0(t) = B
n
n−k(t)
during this proof. Solving m′n(t) = −anmn(t)+ cn(δ
′)mn−1(t),mn(0) = x
n = hn,0(x) yields
mn(t) = exp (−ant) x
n + exp (−ant)
∫ t
0
exp (ans)mn−1(s)ds. (32)
Let us first prove by induction that
mn(t) =
n∑
k=0
Bnn−k(t)x
n−k, (33)
where Bnn−k(t) ≥ 0 for all t ≥ 0 and all k = 0, . . . , n and B
n
n(t) = exp (−ant). For n = 0,
m0(t) = 1. For n = 1, we solve (32) and get
m1(t) = exp (−a1t)x+ c1(δ
′)
(1 − exp (−a1t))
a1
.
So, (33) holds for n = 1 with
B11(t) = exp (−a1t), B
1
0(t) = c1(δ
′)
(1− exp (−a1t))
a1
≥ 0. (34)
Suppose (33) holds for n − 1. We now apply (32). Identifying the coefficients of xn−k,
0 ≤ k ≤ n, we get:
Bnn(t) = exp (−ant),
and for k = 0, 1, . . . n− 1,
Bnn−(k+1)(t) = cn(δ
′) exp (−ant)
∫ t
0
exp (ans)B
n−1
n−1−k(s)ds. (35)
Hence, (33) holds for all n ≥ 0 with all coefficients non negative.
Now, we prove (29)-(30) by induction using (35). For n = 1, we look at (34) and see
that, since a0 = 0,
B10(t) = c1(δ
′)(−1)[
exp (−a1t)
a1 − a0
+
(−1) exp (−a0t)
|a0 − a1|
] = c1(δ
′)Bt(a1, a0).
Now, suppose we have formulae (29)-(30) for n − 1 and k = 0, 1, . . . , n − 1. We know that
Bnn(t) = exp (−ant). Let us compute, for k = 0, 1, . . . , n − 1, B
n
n−(k+1)(t) using (35). We
have:
Bnn−(k+1)(t) = cn(δ
′)cn−1(δ
′) . . . cn−k(δ
′)(−1)k ×B, (36)
with
B =
k∑
j=0
exp (−ant)
∫ t
0
exp ((an − an−1−j)s)ds
(−1)j∏
0≤l≤k,l 6=j |an−1−j − an−1−l|
. (37)
Integrating, we get:
B =
k∑
j=0
exp (−an−1−jt)
(−1)j
(an − an−1−j)
∏
0≤l≤k,l 6=j |an−1−j − an−1−l|
+ (− exp (−ant))A,
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with
A =
k∑
j=0
(−1)j
(an − an−1−j)
∏
0≤l≤k,l 6=j |an−1−j − an−1−l|
. (38)
Hence,
B =
k+1∑
j′=1
exp (−an−j′t)
(−1)j
′−1∏
0≤l′≤k+1,l′ 6=j′ |an−j′ − an−l′ |
+ (− exp (−ant))A. (39)
In view of (29)-(30)-(36)-(38)-(39), to complete the proof of (28), it remains to show the
following equality:
Lemma 4.2.
k∑
j=0
(−1)j
(an − an−1−j)
∏
0≤l≤k,l 6=j |an−1−j − an−1−l|
=
1
(an − an−1)(an − an−2) . . . (an − an−k−1)
.
This lemma requires some algebra and its proof is postponed to the Appendix. At last,
to get (31), we just interchange δ′ and δ in all formulae because of (26).
4.2.2 Computation of mn,p(t, .).
Recall that hn,p(x) = x
n(1− x)p and mn,p(t, .) = Pthn,p(.). Now, we focus on formula (23).
It is easy to see that, since we have computed mn,0(t, .) for all n and m0,p(t, .) for all p,
then, we deduce from (23) mn,p(t, .) for all (n, p). This is done as follows. Suppose we have
computed all terms mi,j−i(t, .) for 0 ≤ i ≤ j ≤ n, then, we obtain all terms mi,j−i(t, .) for
0 ≤ i ≤ j ≤ n+ 1. Indeed, the extra terms are:
• mn+1,0(t, .) that we know already,
• mi,n+1−i(t, .) for 0 < i < n+ 1 that is calculated from
d
dt
mi,n+1−i(t, .) = −an+1mi,n+1−i(t, .)+ci(δ
′)mi−1,n+1−i(t, .)+cn+1−i(δ)mi,n+1−i−1(t, .),
• at last, m0,n+1(t, .) that we know already.
This is exactly filling in a matrix composed of the terms mn,p(t, .). Having the first line
m0,n(t, .) and the first column mn,0(t, .), we get each new term mi,j(t, .) from the one above
(mi−1,j(t, .)) and the one on the left (mi,j−1(t, .)).
Now, we proceed to get formula (27).
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Theorem 4.2. For all (i, j) such that 0 ≤ i ≤ j ≤ n,
mi,j−i(t, .) = exp (−ajt)hi,j−i(.) +
∑
0≤k≤i,0≤l≤j−i,(k,l)6=(0,0)
Bi,j−ii−k,j−i−l(t)hi−k,j−i−l(.), (40)
with
Bi,j−ii−k,j−i−l(t) =
(
k + l
k
)
ci(δ
′) . . . ci−k+1(δ
′)cj−i(δ) . . . cj−i−l+1(δ)Bt(aj , aj−1, . . . , aj−(k+l)),
with the convention that, for k = 0, there is no term in c.(δ
′) and for l = 0, there is no term
in c.(δ)).
Proof. By (29)-(30)-(35), we have proved that
Bt(an+1, an, . . . , an−k) = exp (−an+1t)
∫ t
0
exp (an+1s)Bs(an, an−1, . . . , an−k)ds. (41)
Suppose (40) holds for 0 ≤ i ≤ j ≤ n. Let us compute the extra terms mi,n+1−i(t, .) for
0 < i < n+ 1 using their differential equations. We have
mi,n+1−i(t, .) = exp (−an+1t)hi,n+1−i(.) +Ai(δ
′) +Bi(δ), (42)
with
Ai(δ
′) = exp (−an+1t)
∫ t
0
exp (an+1s) ci(δ
′)mi−1,n+1−i(s, .)ds, (43)
Bi(δ) = exp (−an+1t)
∫ t
0
exp (an+1s) cn+1−i(δ)mi,n+1−i−1(s, .)ds. (44)
We apply the induction formula and replace mi−1,n+1−i(s, .),mi,n+1−i−1(s, .) by their devel-
opment. This yields:
mi−1,n+1−i(s, .) = exp (−ans)hi−1,n+1−i(.)
+
∑
0≤k′≤i−1,0≤l′≤n+1−i,(k′,l′)6=(0,0)
Bi−1,n+1−ii−1−k′,n+1−i−l′(s)hi−1−k′,n+1−i−l′(.),
mi,n+1−i−1(s, .) = exp (−ans)hi,n+1−i−1(.)
+
∑
0≤k′′≤i,0≤l′′≤n+1−i−1,(k′′,l′′)6=(0,0)
Bi,n+1−i−1i−k′′,n+1−i−1−l′′(s)hi−k′′,n+1−i−1−l′′(.).
In (42)-(43)-(44), the coefficient of hi−1,n+1−i(.) obtained by the above relations only comes
from:
ci(δ
′) exp (−an+1t)
∫ t
0
exp (an+1s) exp (−ans)ds.
By (41), this term is equal to:
ci(δ
′)Bt(an+1, an) = B
i,n+1−i
i−1,n+1−i−0 =
(
1
1
)
ci(δ
′)Bt(an+1, an). (45)
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Analogously, the coefficient of hi,n+1−i−1(.) comes from:
cn+1−i(δ) exp (−an+1t)
∫ t
0
exp (an+1s) exp (−ans)ds.
This term is equal to:
cn+1−i(δ)Bt(an+1, an) = B
i,n+1−i
i,n+1−i−1 =
(
1
0
)
cn+1−i(δ)Bt(an+1, an). (46)
Now, the coefficient of the current term hi−k,n+1−i−l(.) comes from the sum of the following
two terms:
b1 = ci(δ
′) exp (−an+1t)
∫ t
0
exp (an+1s)B
i−1,n+1−i
i−1−(k−1),n+1−i−l(s)ds, (47)
(i− 1− k′ = i− k, n + 1− i− l′ = n+ 1− i− l, thus k′ = k − 1, l′ = l) and
b2 = cn+1−i(δ) exp (−an+1t)
∫ t
0
exp (an+1s)B
i,n+1−i−1
i−k,n+1−i−l(s)ds, (48)
(i− k′′ = i− k, n+ 1− i− 1− l′′ = n+ 1− i− l, thus k′′ = k, l′′ = l − 1). Thus,
b1 = ci(δ
′) exp (−an+1t)
∫ t
0
exp (an+1s)
(
k + l − 1
k − 1
)
ci−1(δ
′) . . . ci−1−(k−1)+1(δ
′)×
cn+1−i(δ) . . . cn+1−i−l+1(δ)Bs(an, an−1, . . . , an−(k+l−1))ds
=
(
k + l − 1
k − 1
)
ci(δ
′)ci−1(δ
′) . . . ci−k+1(δ
′)cn+1−i(δ) . . . cn+1−i−l+1(δ)
×Bt(an+1, an, an−1, . . . , an+1−(k+l)).
And
b2 = cn+1−i(δ) exp (−an+1t)
∫ t
0
exp (an+1s)
(
k + l − 1
k
)
ci(δ
′) . . . ci−k+1(δ
′)×
cn+1−(i+1)(δ) . . . cn+1−i−l+1(δ)Bs(an, an−1, . . . , an−(k+l−1))ds
=
(
k + l − 1
k
)
ci(δ
′)ci−1(δ
′) . . . ci−k+1(δ
′)cn+1−i(δ) . . . cn+1−i−l+1(δ)
×Bt(an+1, an, an−1, . . . , an+1−(k+l)).
Now using that
(k+l−1
k−1
)
+
(k+l−1
k
)
=
(k+l
k
)
, we finally obtain that b1 + b2 is exactly equal to
the expected term Bi,n+1−ii−k,n+1−i−l(t).
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4.2.3 Back to the mixture coefficients.
Now, we use Proposition 4.3 and formula (21) to obtain the mixture coefficients for νi,j−iPt
We begin with a lemma.
Lemma 4.3. For 0 ≤ i ≤ n and 0 ≤ j ≤ p, we have
B(i+ δ
′
2 , j +
δ
2)
B(n+ δ
′
2 , p+
δ
2)
=
(i+j
j
)
an+pan+p−1 . . . ai+1+pai+pai+p−1 . . . ai+j+1(n+p
p
)
cn(δ′)cn−1(δ′) . . . ci+1(δ′)cp(δ)cp−1(δ) . . . cj+1(δ)
. (49)
In the trivial case (i, j) = (n, p), the quotient is equal to 1. In (49), for j = p, there is no
term in c.(δ), and for i = n, there is no term in c.(δ
′).
Proof. We use the relation
B(a+ 1, b + 1) =
ab
(a+ b+ 1)(a+ b)
B(a, b). (50)
Hence,
B(n+
δ′
2
, p+
δ
2
) =
(n− 1 + δ
′
2 )(p − 1 +
δ
2)
(n+ p− 1 + δ
′+δ
2 )(n + p− 2 +
δ′+δ
2 )
B(n− 1 +
δ′
2
, p− 1 +
δ
2
).
By (24), we have:
an
2n
= n− 1 +
δ′ + δ
2
,
cn(δ
′)
2n
= n− 1 +
δ′
2
,
cp(δ)
2p
= p− 1 +
δ
2
.
Hence,
B(n+
δ′
2
, p+
δ
2
) =
cn(δ
′)
2n
cp(δ)
2p
2(n + p)
an+p
2(n+ p− 1)
an+p−1
B(n− 1 +
δ′
2
, p − 1 +
δ
2
).
Iterating downwards yields:
B(i+ δ
′
2 , j +
δ
2)
B(n+ δ
′
2 , p+
δ
2)
=
(i+ j)!
(n+ p)!
n!
i!
p!
j!
an+jan+j−1 . . . ai+j+1
cn(δ′)cn−1(δ′) . . . ci+1(δ′)cp(δ)cp−1(δ) . . . cj+1(δ)
.
This gives (49).
Now, we have the complete formula for νi,j−iPt.
Proposition 4.5. For 0 ≤ i ≤ j, we have
νi,j−iPt =
∑
k=0,...,i,l=0,...,j−i
αi,j−ii−k,j−i−l(t) νi−k,j−i−l,
where, for (k, l) 6= (0, 0),
αi,j−ii−k,j−i−l(t) =
( i
k
)(j−i
l
)
( j
k+l
) ajaj−1 . . . aj−k−l+1Bt(aj , aj−1, . . . , aj−k−l). (51)
For (k, l) = (0, 0),
αi,j−ii,j−i(t) = exp (−ajt). (52)
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The proof is straightforward using Proposition 4.3, Theorem 4.2 and the lemma.
Let us now make some remarks concerning the above result. First, note that the mixture
coefficients are symetric with respect to δ′ and δ. The non symetric part appears in the
distributions νi−k,j−i−l. Another point is that, looking at νi,j−iPt, we see that very few
mixture coefficients will be significantly non nul. Indeed, they are all composed of sums of
rapidly decaying exponentials.
To illustrate our result, let us compute more precisely some terms, e.g. ν1,0, ν2,0. For
n = 1, α1,01,0(t) = exp (−a1t), α
1,0
0,0(t) = a1Bt(a1, a0) = 1− exp (−a1t) and a1 = δ
′ + δ, a0 = 0.
Hence:
ν1,0 = exp (−(δ
′ + δ)t)ν1,0 + (1− exp (−(δ
′ + δ)t))ν0,0.
For n = 2,
α2,02,0(t) = exp (−a2t),
α2,01,0(t) = a2Bt(a2, a1) =
a2
a2 − a1
(exp (−a1t)− exp (−a2t)),
α2,00,0(t) = a2a1Bt(a2, a1, a0) =
a1
a2 − a1
exp (−a2t)−
a2
a2 − a1
exp (−a1t) + 1,
with a2 = 2(2 + δ
′ + δ), a1 = δ
′ + δ, a0 = 0. And so on . . . .
Note also that Proposition 4.5 and result (40) can be explained by spectral properties
of the transition operator Pt. Indeed, considered as an operator on the space L
2(pi(x)dx), it
has a sequence of eigenvalues and an orthonormal basis of eigenfunctions. The eigenvalues
are exactly the (exp (−ant), n ≥ 0). The eigenfunction associated with exp (−ant) is a
polynomial of degree n, linked with the n-th Jacobi polynomial with indexes ( δ
′
2 − 1,
δ
2 − 1)
(see the Appendix). Thus, each polynomial hi,j has a finite expansion on this eigenfunctions
basis. Therefore, Pthi,j has also a finite expansion on the same basis. However, from these
spectral properties, it is not evident to guess the expansion obtained in (40) nor is it to
guess that the expansion contains only positive terms that lead to mixture coefficients.
Finally, Proposition 4.5 shows that, for all t ≥ 0,
∑
0≤k≤i,0≤l≤j−iα
i,j−i
i−k,j−i−l(t) = 1. This
can be checked directly by formulae (51)-(52) (see the Appendix).
4.3 Working the filtering-prediction algorithm and estimating unknown
parameters.
We must now illustrate how Proposition 3.1 allows to obtain explicitly the successive dis-
tributions of filtering νn|n:1 and of (one-step) prediction νn+1|n:1 (see (6)). Suppose that
the initial distribution is L(X1) = ν0,0, i.e. the stationary distribution of (x(t)). After
one observation Y1, we have the up-dated distribution ν1|1:1 = ϕY1(ν0,0) = νY1,1−Y1 . Then,
we apply the prediction step to get ν2|1:1 = νY1,1−Y1P∆. This distribution is obtained by
Proposition 4.5:
νY1,1−Y1P∆ =
∑
0≤k≤Y1,0≤l≤1−Y1
αY1,1−Y1Y1−k,1−Y1−l(∆)νY1−k,1−Y1−l. (53)
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Then, there is another up-dating for Y2, and another prediction, and so on. To be more
precise, let us state a proposition that explains the use of Proposition 3.1.
Proposition 4.6. Suppose ν =
∑
0≤k≤i,0≤l≤j αi−k,j−l νi−k,j−l is a distribution of F¯f .
1. Then, for y = 0, 1,
ϕy(ν) ∝
∑
0≤k≤i,0≤l≤j
αi−k,j−l pνi−k,j−l(y) νi+y−k,j+1−y−l,
where the marginal distribution pνi−k,j−l(y) is given in (18). Thus,
ϕy(ν) =
∑
0≤k≤i+y,0≤l≤j+1−y
αˆi+y−k,j+1−y−l νi+y−k,j+1−y−l,
where αˆi+y−k,j+1−y−l ∝ αi−k,j−l pνi−k,j−l(y) for k = 0, 1, . . . , i, l = 0, 1, . . . , j and
αˆi+y−k,j+1−y−l = 0 otherwise.
2. We have:
νP∆ =
∑
0≤κ≤i,0≤λ≤j

 ∑
0≤k≤κ,0≤l≤λ
αi−k,j−l α
i−k,j−l
i−κ,j−λ(∆)

 νi−κ,j−λ,
where the αi−k,j−li−κ,j−λ(∆) are given in Proposition 4.5.
3. The marginal distribution associated with ν is
pν(y) =
∑
0≤k≤i,0≤l≤j
αi−k,j−l pνi−k,j−l(y). (54)
It is therefore a mixture of Bernoulli distribution (see Proposition 4.1 and formula
(18)).
The first part is straightforward. The second part is an application of Proposition 4.5
with an interchange of sums. Thus, the number of components in the successive mixture
distributions grows. Indeed, let us compute the number of mixture components for the
filtering distributions. For ν1|1:1, we find (1 + Y1)(1 + 1− Y1); the prediction step preserves
the number of components. For νn|n:1 and νn+1|n:1, the number of components is (1 +∑n
i=1 Yi)(1 + n −
∑n
i=1 Yi). However, as noted above, very few mixture coefficients will be
significantly non nul. It was also the case for the model investigated in Genon-Catalot and
Kessler (2004).
Let us notice that the h-step ahead predictive distribution, νn+h|n:1 is obtained from
νn|n:1 by applying the operator P
h
∆, i.e. νn+h|n:1 = νn|n:1P
h
∆. Therefore, this distribution
stays in the class F¯f and has the same number of mixture components as νn|n:1.
Now, suppose that δ′, δ are unknown and that we wish to estimate these parameters using
the data set (Y1, . . . , Yn). The classical statistical approach is to compute the corresponding
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maximum likelihood estimators. This requires the computation of the exact joint density
of this data set which gives the likelihood function (see (12)). For general hidden Markov
models, the exact formula of this density is difficult to handle since the integrals giving the
conditional densities of Yi given (Yi−1, . . . , Y1) are not explicitly computable (see formula
(11)). On the contrary, in our model, these integrals are computable by formula (18).
Suppose that the initial distribution is the stationary distribution of (1), i.e. ν0,0. For
i = 1, the law of Y1 has density pν0,0(y1) given by (18): It is a Bernoulli distribution with
parameter δ
′
δ′+δ . Then, for i ≥ 2, the conditional distribution of Yi given Yi−1, . . . , Y1 has
density pνi|i−1:1(yi). It is now a mixture of Bernoulli distributions. The exact likelihood is
therefore a product of mixtures of Bernoulli distributions.
4.4 Marginal smoothing.
In this section, we compute νl|n:1 for l < n. To simplify notations, denote by p(xl|yn, . . . , y1)
the conditional density of Xl given Yn = yn, . . . , Y1 = y1, i.e. the density of νl|n:1 taken at
Yn = yn, . . . , Y1 = y1. Analogously, denote by p(yi|yi−1, . . . , y1) the conditional density of
Yi given Yi−1 = yi−1, . . . , Y1 = y1. We introduce the backward function:
pl,n(yl+1, . . . , yn;x), (55)
equal to the conditional density of (Yl+1, . . . , Yn) given Xl = x. By convention, we set
pn,n(∅;x) = 1. Then, the following forward-backward decomposition holds.
Proposition 4.7. For l ≤ n,
p(xl|yn, . . . , y1) =
p(xl|yl, . . . , y1)∏n
i=l+1 p(yi|yi−1, . . . , y1)
pl,n(yl+1, . . . , yn;xl) (56)
This result is classical and may be found e.g. in Cappe´ et al. (2005). Therefore, the
smoothing density is obtained using the filtering density that we have already computed.
The denominator in (56) is also available. It remains to have a more explicit expression
for the backward function (55). The following proposition gives a backward recursion from
l = n− 1 down to l = 1 for computing (55).
Proposition 4.8. First, for all n,
pn−1,n(yn;x) = P∆[f.(yn)](x). (57)
Then, for l + 1 < n,
pl,n(yl+1, . . . , yn;x) = P∆[f.(yl+1)pl+1,n(yl+2, . . . , yn; .)](x) (58)
Proof. We use the fact that (Xn, Yn) is Markov with transition p∆(xn, xn+1)fxn+1(yn+1).
Given Xn−1 = x, Xn has distribution p∆(x, xn)dxn. Hence,
pn−1,n(yn;x) =
∫ 1
0
p∆(x, xn)fxn(yn)dxn,
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which gives (57). Then, for n ≥ l + 2,
pl,n(yl+1, . . . , yn;x)
=
∫ 1
0
p∆(x, xl+1)fxl+1(yl+1)×
n∏
i=l+2
p∆(xi−1, xi)fxi(yi)dxl+1 . . . dxn
=
∫ 1
0
p∆(x, xl+1)fxl+1(yl+1)pl+1,n(yl+2, . . . , yn;xl+1)dxl+1,
which gives (58).
Let us now apply these formulae to our model. We will show briefly that backward
functions can be computed by simple application of Theorem 4.2. Indeed, since
fx(yn) = hyn,1−yn(x),
pn−1,n(yn;x) = P∆hyn,1−yn(x) = myn,1−yn(∆, x),
is obtained by Theorem 4.2. Next, we compute
myn,1−yn(∆, .)× hyn−1,1−yn−1(.),
which is a linear combination of hyn−1+yn−k,2−yn−1−yn−l with 0 ≤ k ≤ yn, 0 ≤ l ≤ 1−yn and
apply the transition operator P∆ to get pn−2,n(yn−1, yn;x). This is again given by Theorem
4.2. By elementary induction, we see that backward functions are explicit.
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5 Appendix
5.1 Proof of Lemma 4.2.
Let us write in more details expression (38). We have
A =
1
(an − an−1)
×
1
(an−1 − an−2)(an−1 − an−3) . . . (an−1 − an−1−k)
+
(−1)
(an − an−2)(an−1 − an−2)
×
1
(an−2 − an−3) . . . . . . (an−2 − an−1−k)
+ . . .
+
(−1)j−1
(an − an−j)(an−1 − an−j) . . . (an−j+1 − an−j)
×
1
(an−j − an−j−1) . . . (an−j − an−k−1)
+ . . .+
(−1)k
(an − an−1−k)(an−1 − an−1−k)(an−2 − an−1−k) . . . (an−k − an−1−k)
Now, we set
L0 = (an − an−1)(an − an−2)(an − an−3) . . . (an − an−k−1),
L1 = (an−1 − an−2)(an−1 − an−3) . . . . . . (an−1 − an−k−1),
L2 = (an−2 − an−3)(an−2 − an−4) . . . (an−2 − an−k−1),
...
...
Lk−1 = (an−k+1 − an−k)(an−k+1 − an−k−1),
Lk = (an−k − an−k−1).
We must prove that
A =
1
L0
. (59)
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For this, we introduce the product Tn = L0L1 . . . Lk. Now, we need to prove that ATn =
L1L2 . . . Lk. We start to compute ATn:
ATn =
L0
an − an−1
L2 . . . Lk
+
(−1)L0L1
(an − an−2)((an−1 − an−2)
L3 . . . Lk + . . .
+
(−1)j−1L0L1 . . . Lj−1
(an − an−j)(an−1 − an−j) . . . (an−j+1 − an−j)
Lj+1 . . . Lk + . . .
+
(−1)kL0L1 . . . Lk−1
(an − an−k−1)(an−1 − an−k−1) . . . (an−k+1 − an−k−1)
.
Now, we see that
ATn = P (an) (60)
where P (.) is a polynomial with degree k. Indeed, in ATn, the terms containing an come
only from the terms
L0
(an − an−j)
= Pj(an),
where
P1(x) = (x− an−2)(x− an−3) . . . (x− an−k−1),
Pj(x) = (x− an−1)(x− an−2) . . . (x− an−j+1)× (x− an−j−1) . . . (x− an−k−1),
Pk+1(x) = (x− an−1)(x− an−2) . . . (x− an−k),
are all products of k factors of degree 1. Notice that Pj(x) is nul for x =
an−1, an−2, . . . , an−j+1, an−j−1, . . . , an−k−1 and that P1(an−1) = L1,
Pj(an−j) = (an−j − an−1)(an−j − an−2) . . . (an−j − an−j+1)× Lj,
Pk+1(an−k−1) = (an−k−1 − an−1)(an−k−1 − an−2) . . . (an−k−1 − an−k).
Therefore (see (60))
P (x) = P1(x)L2L3 . . . Lk
−P2(x)
L1
an−1 − an−2
L3 . . . Lk + . . .
+(−1)j−1Pj(x)
L1L2 . . . Lj−1
(an−1 − an−j)(an−2 − an−j) . . . (an−j+1 − an−j)
Lj+1 . . . Lk + . . .
+(−1)kPk+1(x)
L1 . . . Lk−1
(an−1 − an−1−k)(an−2 − an−1−k) . . . (an−k+1 − an−1−k)
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Now,
P (an−1) = P1(an−1)L2L3 . . . Lk = L1L2L3 . . . Lk
P (an−2) = −P2(an−2)
L1
(an−1 − an−2)
L3 . . . Lk = −
(an−2 − an−1)
(an−1 − an−2)
L1L2 . . . Lk
= L1L2 . . . Lk
...
...
P (an−j) = (−1]
j−1Pj(an−j)
L1L2 . . . Lj−1
(an−1 − an−j)(an−2 − an−j) . . . (an−j+1 − an−j)
Lj+1 . . . Lk
= (−1)2(j−1)L1L2 . . . Lj−1LjLj+1 . . . Lk
...
...
P (an−k−1) = (−1)
kPk+1(an−k−1))
L1 . . . Lk−1
(an−1 − an−1−k)(an−2 − an−1−k) . . . (an−k+1 − an−1−k)
= (−1)2kL1L2 . . . Lk.
Therefore, P (x) = L1L2 . . . Lk for the k + 1 distinct values x = an−1, an−2, . . . , an−k−1.
Since P (x) is a polynomial of degree k, it is constant equal to L1L2 . . . Lk. In particular,
P (an) = L1L2 . . . Lk,
which is equivalent to A = 1/L0 (see (59)). So the proof of Lemma 4.2 is complete.
5.2 Binomial or negative binomial conditional distributions.
Proposition 4.1 holds for the other cases given in the introduction. Let νi,j belong to F .
• If fx(y) =
(N
y
)
xy(1−x)N−y, y = 0, . . . , N , then ϕy(νi,j) = νi+y,j+N−y and the marginal
distribution is equal to:
pνi,j(y) =
(
N
y
)
B(i+ y + (δ′/2), j +N − y + (δ/2))
B(i+ (δ′/2), j + (δ/2))
, y = 0, 1, . . . , N (61)
• If fx(y) =
(m+y−1
y
)
xm(1−x)y, y = 0, . . ., then ϕy(νi,j) = νi+m,j+y and for y = 0, 1, . . . ,
pνi,j(y) =
(
m+ y − 1
y
)
B(i+m+ (δ′/2), j + y + (δ/2))
B(i+ (δ′/2), j + (δ/2))
(62)
5.3 Mixture coefficients.
We now check using formula (51) that
∑
0≤k≤i,0≤l≤j−i α
i,j−i
i−k,j−i−l(t) = 1. By interchanging
sums and setting k′ = k, l′ = k + l, we first get
∑
0≤k≤i,0≤l≤j−i
αi,j−ii−k,j−i−l(t) =
j∑
l′=0
p(i, j − i)ajaj−1 . . . aj−l′+1Bt(aj , . . . , aj−l′),
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where
p(i, j − i) =
∑
0≤k′≤i,0≤l′−k′≤j−i
(
i
k′
)(
j−i
l′−k′
)
(
j
l′
) .
We recognize the sum of hypergeometric probabilities so that p(i, j − i) = 1. There remains
to prove that, for all i ≥ 0,
∑
0≤k≤i
αi,0i−k,0(t) =
i∑
k=0
aiai−1 . . . ai−k+1Bt(ai, . . . , ai−k) = 1.
We fix i. Looking at (30) and interchanging sums, we have to check that
i∑
j=0
Hi−j exp (−ai−jt) = 1,
where, for j = 0, 1, . . . , i,
Hi−j =
i∑
k=j
Ljk (63)
and
Ljk = (−1)
k+j aiai−1 . . . ai−k+1∏
0≤l≤k,l 6=j |ai−j − ai−l|
.
Since a0 = 0 and H0 = (−1)
2jai . . . a1/ai . . . a1 = 1, we have H0 exp (−a0t) = 1. So we must
prove that, for all j = 0, 1, . . . , i− 1, Hi−j = 0. Denote by D
j
k the denominator of L
j
k:
Djk = (ai − ai−j) . . . (ai−j+1 − ai−j)(ai−j − ai−j−1) . . . (ai−j − ai−k).
It is easy to prove by induction (on k) that, for k = i− 1, . . . , j + 1,
L′
j
k := L
j
i + L
j
i−1 + . . .+ L
j
k = (−1)
k+j ai . . . aˆi−j . . . ai−k+1
Djk−1
,
where the notation .ˆ means that the term is absent. The formula for k = j + 1 yields
L′
j
j+1 = (−1)
2j+1 ai . . . ai−j+1
Djj
= −Ljj .
This gives Hi−j = 0 (see (63)) for all j = 0, 1, . . . , i− 1..
5.4 Spectral approach.
The transition density pt(x, y) of (1) can be expressed using the spectral decomposition of
the operator Pt. Consider equation (1) and set z(t) = 2x(t)− 1. Then,
dz(t) = [−δ(1 + z(t)) + δ′(1− z(t)]dt + (1− z2(t))1/2dWt.
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This is a Jacobi diffusion process. Let us set
α =
δ
2
− 1, β =
δ′
2
− 1. (64)
Then, for n ≥ 0, u(z) = Pα,βn (z) with
Pα,βn (z) =
(−1)n
2nn!
(1− z)−α(1 + z)−β
dn
dzn
[(1− z)n+α(1 + z)n+β], (65)
is solution of
(1− z2)u′′ + [β − α− (α+ β + 2)z]u′ = −n(n+ α+ β + 1)u. (66)
The function (65) is the Jacobi polynomial of degree n with indexes (α, β). The sequence
(Pα,βn (z), n ≥ 0) is an orthogonal family with respect to the weight function ρ(z) = (1 −
z)α(1+z)β1(−1,+1)(z). After normalization, it constitutes an orthonormal basis of L
2(ρ(z)dz)
(see e.g. Lebedev (1972, p.96-97) or Nikiforov and Ouvarov (1983, p.37)). Now, we set
h(x) = u(2x− 1) in (66) and get:
2x(1 − x)h′′ + [β − α− (α+ β + 2)(2x − 1)]h′ = −2n(n+ α+ β + 1)h.
Using the relations (64), we obtain:
2x(1− x)h′′ + [−δx+ δ′(1− x)]h′ = −n(2(n− 1) + δ + δ′)h.
Hence, Lh == −anh where L is the infinitesimal generator of (1). For n ≥ 0, the sequence
Qn(x) = P
δ
2
−1, δ
′
2
−1
n (2x− 1)
is the sequence of eigenfunctions of L. The eigenvalue associated with Qn is −an. The
transition operator Pt has the same sequence of eigenfunctions, and the eigenvalues are
(exp (−ant)). We have:
Qn(x) =
(−1)n
n!
x−(
δ′
2
−1)(1− x)−(
δ
2
−1) d
n
dxn
[(1− x)n+
δ′
2
−1xn+
δ
2
−1].
Each polynomial Qn is of the form (see (14))
Qn(x) =
n∑
i=0
cni,n−ihi,n−i(x). (67)
And each hi,j−i can be developped as
hi,j−i =
j∑
k=0
di,j−ik Qk,
with di,j−ik = c
−1/2
k
∫ 1
0 hi,j−i(x)Qk(x)pi(x)dx and ck =
∫ 1
0 Q
2
k(x)pi(x)dx. Since PtQk =
exp (−akt)Qk,
Pthi,j−i =
j∑
k=0
exp (−akt)d
i,j−i
k Qk.
23
This approach requires the computation of the coordinates di,j−ik and of the coefficients c
k
i,k−i
of (67). Our method gives directly the expression of Pthi,j−i.
Let us notice that the transition density of (1) has the following expression:
pt(x, y) = pi(y)
+∞∑
n=0
exp (−ant)Qn(x)Qn(y)c
−1
n , (68)
as explained in Karlin and Taylor (1981). Therefore, by using the expression (67) and some
computations, it is possible to prove that this transition satisfies also condition (T1) of
Chaleyat-Maurel and Genon-Catalot (2006). More precisely, this transition can be expressed
as an infinite mixture of distributions of the class F .
This property has the following consequence. Suppose that the initial variable in (1) is
deterministic x(0) = x0. Then, x(t1) has distribution pt1(x0, x). This distribution belongs
to the extended class F¯ composed of infinite mixtures of distributions of F . We can apply
our results to the extended class: The filtering, prediction or smoothing distributions all
belong to F¯ .
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