In segment-based clustering, the paragraphs selection as a dataset in the clustering process has a very important role. This is because the paragraph used as the dataset can affect the clustering result. This research uses paragraph selection using feature-based method which aims to optimize the clustering process conducted in the previous research. Based on the evaluation results using Silhouette Coefficient and Sum Square Errors evaluation methods to find the proper k value, it is found that with the utilization of Feature-based method, better results can be acquire compared to the evaluation result from the previous research. 92
Introduction
Plagiarism is an act violating someone's copyright or work. It occurs in various fields. Plagiarism often occurs in scientific articles.
Several studies have been proposed to detect plagiarism. Brooke and Hirst in 2012 conducted a research on differentiating writing styles in one text document [1] . In addition, Brooke and Graeme (2012) conducted a study resulting of the effectiveness of n-Gram value showing a decrease to 30%. It is because the topic's data sets are not well regulated [2] . In 2013, Shrestha & Solorio proposed a method for detecting different types of plagiarism because the existing system was unable to recognize the type of plagiarism used. Hence, the application of variation of n-Gram method was proposed in order to detect the type of plagiarism [3] . Jiffriya, Jahan, Ragel, & Deegalla, in 2013, enacted the use of clustering to detect plagiarism because it can reduce detection time. According to the results, it led to four-time faster detection, but the clustering process only resulted in similarity values of the paired documents which are considered similar [4] .
From some of these studies, no one has noticed the variations of the topics contained in a document. The variation of topics in a document may affect the results of plagiarism in the detection time and the accuracy of the results of detection. In 2015, Rosyadi and Arini used segment-based clustering aiming on identifying multiple topics in a set of documents [5] . However, this study had been found to be not optimal because the method of selecting paragraphs in each document is based only on the length of the paragraph, regardless of the core topic of the paragraph in the document. Thus, it may be possible for paragraphs, which have a core topic but having an unsuitable length with a given threshold value, will not be included in the process of plagiarism indication.
Therefore, this study proposes the use of paragraph selection method using feature-based on segment-based clustering process. It aims to improve the clustering results in the previous research leading to the assumption of improving the accuracy of the results obtained.
Feature-based methods are used to find important sentences in the text [6] . The study by Luhn (1999) saw the frequency of occurrence of words as an important thing in a document; Luhn assumed the words that often appear in documents should indicate something important in a paragraph or document. One of the features used in Luhn's research is the length of the sentence [7] .
Meanwhile, this study utilizes feature-based method in the proximity of a paragraph to the title of the document. Moreover, it aims to select the appropriate paragraph for clustering. Figure 2 is a segment-based clustering process in a text document. This process begins by segmenting each document based on its own paragraph, generating segments on each document. Furthermore, the segments which have been generated are used in the clustering process using K-Means algorithm. The process yields clusters containing segments, each cluster called by a segment set. The process is called by paragraph clustering. The resulting segments are subsequently used as input to perform a segment-based clustering process using K-Means algorithm. This process is called by clustering paragraph process.
This research proposes improvements in the process stages of segment-based document clustering by adding a paragraph selection method using Feature Based which uses the proximity of the paragraph contents to the document. It is illustrated in Figure 3 .
In this study, the dataset used is the same dataset as the previous research's dataset, utilizing 170 journal documents downloaded randomly with various topics as source documents or comparative documents. Scenario testing is completed by comparing the system performance from previous research with research proposal. The process of testing the system carries out several tests including: 1. Testing the effect of the number of paragraphs of each source document on the use of Feature Based. 2. Testing clustering process evaluation using Silhouette Coefficient method [9] and Sum Squared Errors [10] , performed to obtain the appropriate k value in the process: a) Clustering paragraph. b) Clustering clustered paragraph.
Result and Discussion 3.1 Feature-Based Method
In the implementation of feature-based methods differences are identified in the number of paragraphs in each source document. The differences are given in Table 1 .
Based on Table 1 , it is discovered that the difference in the number of paragraphs obtained from the use of feature based and without using feature based has an average of 18.64 
Segmen-Based Clustering Process 3.2.1 Clustering Paragraph
Paragraph clustering process is the clustering process of each source document based on the paragraph. Clustering process on each document aims to identify the topic of the source document. The previous research has assumed that any document may have a main topic as well as several sub-topics.
In paragraph clustering process, the clustering process is based on the number of paragraphs contained in a single source document. Thus, the grouping of source documents, in this process, is implemented based on the number of paragraphs. The groupings are presented in Table 2 .
To evaluate segment-based clustering process, the evaluation method of Silhouette Coefficient and Sum Square Errors are employed to be able to determine the proper k value in clustering process. Each category of source document is evaluated against the value of Silhouette Coefficient and Sum Square Errors. The results of Silhouette Coefficient testing on short-length document can be seen in Table 3 . The results of Silhouette Coefficient testing on medium-length document can be seen in Table 4 and long-Document can be seen in Table 5 . Based on the evaluation of each document category, then the average of each category is given for comparison with the evaluating result from the previous research. The comparison is presented in Table 6 . The results of Sum Square Errors testing on short-length document are presented in Table 7 . 29238 Based on the evaluation of each document category, then the average of each category is given to be compared with the evaluation results from the previous research. The results of Sum Square Errors testing on medium-length document are presented in Table 8 . The results of Sum Square Errors testing on Long-Document can be seen in Table 9 . The comparison is presented in Table 10 . Clustering process of cluster paragraph is a clustering process which involves the output of paragraph clustering process, i.e. clusters derived from each document to be re-clustered to obtain a new cluster of all source documents. It is intended to group the same sub-topic of all source documents.
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Testing in this process is conducted ten times on each evaluation method. Table 11 and  Table 12 present test results obtained. The evaluation results are comparable with testing from previous studies. The comparison results are presented in Table 13 and Table 14 . 
.3.1 Feature-Based Method
The results of Feature-Based usage testing given in Figure 4 show that when using Feature Based, the number of paragraphs in the document during the selection process is reduced compared to that of the previous study. 
Cluster of Paragraph Process
The results of the test using the Silhouette Coefficient method in the previous research with the proposed research are shown in Figure 5 and Figure 6 . This suggests that the proposed research obtained higher average value of Silhouette Coefficient if compared with the previous research, where the obtained values of Silhouette Coefficient in the proposed research on the k value of 2, 3, 5, 7 and 10 are better.
In Figure 5 and Figure 6 , the peak value of Silhouette Coefficient is at the same k value. K value of short, medium, and long-length documents are 2, 3 and 3 respectively.
The results of the test using the Silhouette Coefficient method in the previous research with the proposed research are presented in Figure 7 and Figure 8 . It shows that the proposed research scores lower than the previous studies. Based on the graphs from Sum Square Error resulting from both researches, the two did not get the elbow shape in accordance with the theory of Sum Square Error method. However, based on the previous research related to this evaluation method, it often occurs in the process of testing using the Sum Square Error method due to the determination of early centroid on clustering process using K-means algorithm. Therefore, testing the k value on the process of clustered paragraph cluster uses Silhouette Coefficient testing results. Based on the test, it has been assumed that the appropriate k values to use in clustering process of clustered paragraph for short, medium, and long-length documents are 2, 3 and 3 respectively.
Clustering Process of Clustered Paragraph
In testing clustered paragraph cluster, the results obtained are presented in Figure 9 and Figure 10 . Figure 9 shows that in the previous research, the value of Silhouette Coefficient of clustered paragraph cluster was higher than the proposed research. This may occur due to early centroid determination in the clustering process being not optimal; thus, it leads to the formation of less precise clusters. Figure 10 shows that in the proposed research, the Sum Square Error score of clustered paragraph cluster is higher than that of the previous study. K value of 8 shows visible elbow point both in the previous research or the proposed one. At this point, there is a significant difference in the value of Sum Square Error between the k value of 5 and 8, compared to the difference of the k value of 8 and 10.
The test result uses Sum Square Error to determine the exact k value in clustering process of paragraph cluster. Based on Figure 10 , it can be assumed that the exact k value is 8.
The process of paragraph selection using Feature Based gets better results in the selection of paragraphs, considered important based on the proximity of the paragraph with the title of the document. 
Conclusion
The application of evaluation methods of Silhouette Coefficient and Sum Squared Errors indicates that the research proposal obtains better result from those of the previous research. It is shown by higher value of Silhouette Coefficient in paragraph clustering test scenario and the formation of elbow graph of the test on clustered paragraph cluster using Sum Square Errors evaluation method.
Meanwhile, elbow graph is not identified in the process of testing paragraph cluster using Sum Square Errors evaluation method. It can be caused by the early centroid determination on clustering using K-means.
