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Abstract. We show a quantitative version of the isoperimetric inequality for
a non local perimeter of Minkowski type. We also apply this result to study
isoperimetric problems with repulsive interaction terms, under volume and
convexity constraints. We prove existence of minimizers, and we describe their
shape as the volume tends to zero or to infinity.
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1. Introduction
In a recent series of papers, [2, 7, 8] a class of variational problems which in-
terpolate between the classical perimeter and the volume functionals have been
introduced and analyzed in details, also in anisotropic contexts and in view of
discretizations methods. Such nonlocal functionals are used in image processing to
keep fine details and irregularities of the image while denoising additive white noise.
These objects, which we call nonlocal perimeters of Minkowski type, are modeled
by an energy which resembles the usual perimeter at large scales, but presents a
predominant volume contribution at small scales, giving rise to a nonlocal behav-
ior, which may produce severe loss of regularity and compactness. A preliminary
study of the main properties of such perimeters and the related Dirichlet energies
has been developed recently in [5]. In that paper, the main features of sets with
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finite perimeter, in particular compactness properties, local and global isoperimetric
inequalities are discussed. Moreover, some properties of minimizers of such func-
tionals are proved, such as density properties and existence of plane-like minimizers
under periodic perturbations.
In this paper our aim is to push a bit further such analysis, obtaining a quan-
titative version of the isoperimetric inequality for these non local perimeters of
Minkowski type. The quantitative version of the isoperimetric inequality is based
on recent results on a quantitative Brunn-Minkowski inequality, obtained in [3, 12],
and for more general sets in [11].
We also study isoperimetric problems in presence of nonlocal repulsive interaction
terms under convexity constraints. In particular, we provide existence of minimizers
for every volume, we show that balls are minimizers for small volumes, and we
provide a description of the asymptotic shape of minimizers in the large volume
regime. Local and global minimality properties of balls with respect to the volume-
constrained minimization of a free energy consisting of a the classical perimeter
plus a non-local repulsive interaction term has been analyzed recently in [14, 15,
4]. In these papers existence and non-existence properties of the minimizers of
the considered variational problem were established, together with a more detailed
information about the shape of the minimizers in certain parameter regimes. In
particular, it is proved that balls are the unique minimizers for small volume. An
improvement of these results and the extension to the case of nonlocal perimeter of
fractional type has been given in [10] (see also [6]).
2. Notation and preliminary definitions
We let Br be the open ball of radius r centered at the origin, and by Br(x) the
open ball of radius r centered at x. Finally, we denote with B the ball centered at
the origin with volume 1.
We shall identify a measurable set E ⊆ Rn with its points of density one, and
we let ∂E be the boundary of E in the measure theoretic sense [1]. We will also
denote by |E| the n-dimensional Lebesgue measure of E and
E ⊕Br :=
⋃
x∈E
Br(x) = (∂E ⊕Br) ∪ E = (∂E ⊕Br) ∪ (E ⊖Br),
where E ⊖Br := E \
( ⋃
x∈∂E
Br(x)
)
= E \
(
∂E)⊕Br
)
.
(1)
Given r > 0, for any measurable set E ⊆ Rn we consider the functional
(2) Perr(E) :=
1
2r
|(∂E)⊕Br| =
1
2r
(|E ⊕Br| − |E ⊖Br|).
Notice that, since we identify a set with its points of density one, we have that
Perr(E) = min
|E′∆E|=0
Perr(E
′).
The definition of Perr is inspired by the classical Minkowski content. In partic-
ular, for sets with compact and (n− 1)-rectifiable boundaries, the functional in (2)
may be seen as a nonlocal approximation of the classical perimeter functional, in
the sense that
lim
rց0
Perr(E) = H
n−1(∂E).
3Hence, in some sense, Perr interpolates between the perimeter functional for small r,
and the volume for large r.
For a set E ⊆ Rn , we also introduce the Riesz energy
(3) Φα(E) =
∫
E
∫
E
1
|x− y|α
dxdy =
∫
E
VE,α(x)dx,
where α ∈ (0, n) and the potential VE,α is defined as
(4) VE,α(x) =
∫
E
1
|x− y|α
dy.
We recall that, by Riesz inequality [17], balls are the (unique) volume constrained
maximizers of Φα.
3. Quantitative isoperimetric inequality
First of all we point out that a consequence of the Brunn-Minkowski inequality
(see [3, 12, 11]) is that the balls are isoperimetric for the functional in (2). This has
been proved in [5, Lemma 2.1]:
Proposition 3.1. For any measurable set E ⊆ Rn it holds that
(5) Perr(E) ≥ Perr(BR),
where R is such that |E| = |BR|. Moreover, the equality holds iff E = BR(x), for
some x ∈ Rn.
In this section we provide a quantitative version of this result. From now on,
C(n) > 0 will denote a universal constant depending only on the space dimension
n.
Theorem 3.2 (Quantitative isoperimetric inequality). For any measurable set E ⊆
R
n it holds that
(6)
Perr(E)− Perr(BR)
Perr(BR)
≥ C(n)min
(
R
r
, 1
)(
inf
x∈RN
|E∆BR(x)|
|BR|
)2
.
To show this result we will use the following quantitative versions of the Brunn-
Minkowski inequality, proved in [3, Corollary 1] (see also [12, 11]).
Theorem 3.3. Let F,K be two bounded measurable sets with |F |, |K| < ∞, and
assume that K is convex. Then there holds
(7) |F ⊕K|
1
n − |F |
1
n − |K|
1
n ≥ C(n)min
(
|F |
1
n , |K|
1
n
)
α(F,K)2
where
(8) α(F,K) = inf
x∈Rn
|F∆(x+ λK)|
|F |
λn =
|F |
|K|
.
Using this result we can prove Theorem 3.2.
Proof of Theorem 3.2. Without loss of generality, we can suppose that ∂E is bounded
(otherwise it is easy to show that Perr(E) = +∞).
Observe that, since |E| = |BR|, we have |E|
1
n + |Br|
1
n = |BR+r |
1
n . Moreover, an
easy computation shows that, if R ≥ r, then
(9) Perr(BR) =
|BR+r| − |BR−r|
2r
≤ ωn
n−1∑
j=0
Rjrn−1−j ≤ nωnR
n−1.
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On the other hand, if R < r, then Perr(BR) ≤ Crn−1.
Recalling (8), we now compute
α(E,Br) = inf
x∈Rn
|E∆BR(x)|
|E|
= inf
x∈Rn
|E∆BR(x)|
|BR|
.
Therefore (7), with F = E and K = Br, reads
|E ⊕Br|
1
n − |BR+r|
1
n ≥ C(n)min(r, R)
(
inf
x∈RN
|E∆BR(x)|
|BR|
)2
.
From this formula, recalling that |E ⊕ Br| ≥ |BR+r| (again by the fomula above),
and (9), we obtain that
|E ⊕Br| − |BR+r| =
(
|E ⊕Br|
1
n − |BR+r |
1
n
) n−1∑
j=0
|E ⊕Br|
n−1−j
n |BR+r|
j
n
≥ n
(
|E ⊕Br|
1
n − |BR+r|
1
n
)
|BR+r|
n−1
n
≥ nC(n)(R + r)n−1min(r, R)
(
inf
x∈RN
|E∆BR(x)|
|BR|
)2
≥ C(n)rPerr(BR)min
(
1,
R
r
)(
inf
x∈RN
|E∆BR(x)|
|BR|
)2
.(10)
Note that if R < r, then BR−r = ∅ and E⊖BR = ∅, otherwise |BR| = |E| ≥ |Br|
in contradiction with the fact that R < r. So, if R < r, |E ⊖ Br| = 0 = |BR−r|.
Therefore, recalling the definition of Perr, we get
Perr(E)− Perr(BR) =
1
2r
(|E ⊕Br| − |BR+r|)
from which applying inequality (10) we obtain (6) for R < r.
Let us now assume that R ≥ r and take R˜ ∈ [0, R] such that |E ⊖ Br| = |BR˜|.
Also, recalling that
(
E ⊖Br
)
⊕Br ⊆ E, we have that
|(E ⊖Br)⊕Br| ≤ |E| = |BR|.
Accordingly, applying the Brunn-Minkowski inequality we get that
|BR|
1
n ≥ |(E ⊖Br)⊕Br|
1
n
≥ |E ⊖Br|
1
n + |Br|
1
n = |BR˜+r|
1
n ,
which implies that R˜ ≤ R− r.
From this, we obtain that
(11) |E ⊖Br| = |BR˜| ≤ |BR−r|.
Putting together (10) and (11), we finally obtain
Perr(E)− Perr(BR) =
1
2r
[|E ⊕Br| − |BR+r| − (|E ⊖Br| − |BR−r|)]
≥
1
2
C(n)Perr(BR)
(
inf
x∈RN
|E∆BR(x)|
|BR|
)2
.

5We conclude the section with an isodiametric estimate for convex sets. We first
recall a well known result for convex sets (see [13, Lemma 2.2]):
There exists a constant C = C(n) such that, up to translations and rotations, for
any convex set E ⊆ Rn there exists 0 ≤ λ1 ≤ · · · ≤ λn such that
(12) Πni=1[0, λi] ⊆ E ⊆ CΠ
n
i=1[0, λi].
Notice that
n−
1
n diam(E) ≤ λn ≤ diam(E).
Lemma 3.4. There exists C = C(n) > 0 such that
(13) diam(E) ≤ C Perr(E)
n−1|E|−n+2,
for any convex set E ⊆ Rn. Moreover, there exists C = C(n) > 0 such that
(14) diam(E) ≥ C |E|
2
αΦα(E)
− 1α
Finally, for every i < n, there holds
(15) λi ≤ CPerr(E)
n−2|E|3−n−
2
αΦα(E)
1
α .
Proof. The argument is similar to the one in [13, Lemma 2.1], in the case of the
classical perimeter.
We observe that by (12) we have
Πni=1λi ≤ |E| ≤ C
nΠni=1λi,
and there exist constants C1, C2 depending only on n such that
(16) C1Π
n
i=2max(λi, r) ≤ Perr(E) ≤ C2Π
n
i=2max(λi, r).
Therefore, taking the ratio between the terms above, we get
(17)
|E|
Perr(E)
≤
CnΠni=1λi
C1Πni=2max(λi, r)
≤ Cλ1.
Recalling that the λi are decreasing, we compute
(18) Perr(E) ≥ C1Π
n
i=2max(λi, r) ≥ C1max(λn, r)(max(λ1, r))
n−2 ≥ C1λnλ
n−2
1 .
By putting togheter (17) and (18) and we obtain the thesis (13).
We observe now that
Φα(E) ≥
|E|2
diam(E)α
,
which immediately gives (14).
Using now (16), (17), (14) and the fact that λj ≥ λ1 for every j, we get that
Perr(E) ≥ C1Π
n
i=2max(λi, r) ≥ C1λnΠ
n−1
i=2 λi
≥ C|E|2/αΦα(E)
−1/α(λ1)
n−3λi
≥ C|E|2/αΦα(E)
−1/α|E|n−3Perr(E)
−n+3λi,
for all i < n, from which we deduce (15). 
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4. Isoperimetric problems with repulsive interaction terms
Given m > 0, we consider the following problem:
(19) min
|E|=m, E convex
Perrm1/n(E) + Φα(E).
Note that the we consider the Minkowski perimeter at a scale rm1/n, depending on
the volume of the sets. This is a natural scale if we want to analyze the behavior of
minimizers for small volumes. Indeed, if Em is a minimizer for problem (19), then
it is easy to check that E˜m = m
−1/nEm is a minimizer for the rescaled problem
(20) min
|E|=1, E convex
Perr(E) +m
n+1−α
n Φα(E).
By minimizing (19), we observe a competition between the perimeter term, which
favors round shapes by the isoperimetric inequality, and the Riesz energy Φα, for
which balls are actually maximizers, due to the Riesz inequality [17].
We point out that the convexity constraint is quite restrictive and could be
removed, leading to the more general problem
(21) min
|E|=m
Perrm1/n(E) + Φα(E).
However, the known strategy to attack these problems is based on regularity theory
for (almost) minimizers of the perimeter functionals, and in the case of the r-
perimeter Perr such theory is currently not available.
Theorem 4.1. For every m > 0 there exists a minimizer Em of the problem (19).
Moreover, letting E˜m = m
− 1nEm, as m → 0 we have that, up to translations,
|E˜m∆B| → 0 and dH(E˜m, B)→ 0, where B is the ball with |B| = 1 and dH denotes
the Hausdorff distance.
Proof. First we prove existence of minimizers. Let R > 0 such that |BR| = ωnRn =
m. Let En be a minimizing sequence such that |En| = |BR| = m and we assume
that
Perr(En) ≤ Perr(En) + Φα(En) ≤ Perr(BR) + Φα(BR).
By the estimate (13), we conclude that there exists a constant C depending on m,n
such that diam(En) ≤ C. Therefore, up to a translation, using the compactness
in BV (see [1]), we can extract a sequence En which converges in L
1 to a convex
set E with volume m. Since diam(En) ≤ C, up to translation we can assume that
En ⊆ K, where K is a compact set. Then the sequence En is also precompact in
the Hausdorff topology, and so En → E also in Hausdorff sense, since the sets are
all convex.
Since the r-perimeter functional is lower semicontinuous with respect to the L1
convergence, and the Riesz potential is lower semicontinuous with respect to the
Hausdorff convergence, we conclude that E is a minimizer of (19).
We now rescale the problem as follows. We define
E˜ = m−
1
nE,
so that |E˜| = 1. An easy computation shows that
Φα(E˜) = m
α−2n
n Φα(E) Perr(E˜) = m
1−n
n Perrm1/n(E).
Therefore, as observed above, if Em is a minimizer of (19), then E˜m = m
− 1nEm is
a minimizer of (20).
7For all z ∈ Rn and s > 0, we denote with B(z) the ball B
ω
1/n
n
(z).
|Φα(B(z))− Φα(E˜m)| =
∣∣∣∣∣
∫
B(z)
∫
B(z)
1
|x− y|α
dxdy −
∫
E˜m
∫
E˜m
1
|x− y|α
dxdy
∣∣∣∣∣
≤ 2
∫
E˜m∆B(z)
∫
E˜m∩B(z)
1
|x− y|α
dxdy + 2
∫
E˜m∆B(z)
∫
E˜m∆B(z)
1
|x− y|α
dxdy
= 2
∫
E˜m∆B(z)
∫
E˜m∪B(z)
1
|x− y|α
dxdy ≤
∫
E˜m∆B(z)
∫
E˜m∪B(z)
sup
t∈Rn
1
|t− y|α
dxdy
≤ 2|E˜m∆B(z)| sup
t∈Rn
(∫
Bs(t)
1
|t− y|α
dy +
∫
(E˜m∪B(z))\Bs(t)
1
|t− y|α
dy
)
≤ 2|E˜m∆B(z)|
(
nωn
1
n− α
sn−α + 2s−α
)
.
The previous term is minimal when s =
(
2(n−α)
nωn
) 1
n
giving that there exists a
constant C(n, α) such that
(22) |Φα(B)− Φα(E˜m)| ≤ C(n, α) inf
x∈Rn
|E˜m∆B(x)|.
Using the minimality of E˜m, (6) and (22), and the invariance by translation of
the energy, we get
Perr(B)min
(
ω
1/n
n
r
, 1
)(
inf
x∈Rn
|E˜m∆B(x)|
|B|
)2
−m
n+1−α
n C(n, α) inf
x∈Rn
|E˜m∆B(x)| ≤ 0,
which implies
inf
x∈Rn
|E˜m∆B(x)| ≤ C(n,m, α)m
n+1−α
n .
So, letting m → 0, we conclude that the sets E˜m converge to B in L1, up to
translations. Finally, by Lemma 3.4 we have that diam(E˜m) ≤ C, so that E˜m → B
also in the Hausdorff distance. 
We now show that the rescaled minimizers E˜m given by Theorem 4.1 are indeed
balls for m small enough. An analogous result when Perr is replaced by the usual
perimeter has been proved in [14, 15] (see also [10] for a generalization to fractional
perimeters).
Theorem 4.2. Let α ∈ (0, n − 1) and let r ∈ (0, 1). Then there exists m0 =
m0(n, α) > 0 such that, up to translations, E˜m = B for all m ∈ (0,m0).
Proof. Since the sets E˜m are all convex, uniformly bounded, with volume 1, they
have uniformly Lipschitz boundaries. Moreover, by Theorem 4.1, up to suitable
translations we can write
∂E˜m = {(ω
1/n
n + um(x))x | x ∈ ∂B},
where um → 0 in W 1,∞(∂B) as m→ 0. This holds also in the case α ∈ [n− 1, n).
Using the fact that α < n − 1, recalling [15, Eq. (6.8)], for m sufficiently small
we have that
(23) Φα(B)− Φα(E˜m) ≤ C(n, α)‖um‖
2
L2(∂B) ≤ C
′(n, α)|E˜m∆B|
2.
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By the minimality of E˜m, (6) and (23) we then get
C(n)|E˜m∆B|
2 ≤ Perr(E˜m)− Perr(B)
≤ m
n+1−α
n (Φα(B)− Φα(E˜m)) ≤ m
n+1−α
n C′(n, α)|E˜m∆B|
2,
which implies that E˜m = B if m is small enough. 
Finally, we give a description of the asymptotic shape of minimizers of (19) as
m→ +∞.
Theorem 4.3. Let α ∈ (0, n − 1) and let Em be minimizers of (19). Then, as
m→ +∞,
(24) Êm = m
−(n−1n )(
n+1−α
α(n−1)+1 )−
1
nEm → [0, L̂]× {0}
n−1,
in the Haudorff distance, up to rotations, translations and subsequences.
Proof. We consider E˜m = m
−1/nEm, so that E˜m is a minimizer of (20). Let us
compute the energy of the cylinder CL = BR × [0, L] such that |CL| = 1, so that
(25) R =
(
1
ωn−1L
) 1
n−1
.
Eventually we will choose L in dependance on m, such that L→ +∞ as m→ +∞.
So, without loss of generality we may assume that L ≥ max(R, r, 1). Therefore
there exists a constant C = C(n) such that
(26) Perr(CL) ≤ CLmax(r, R)
n−2 + 2max(R, r)n−1 ≤ CLL
n−2
1−n = CL
1
n−1 .
Moreover, recalling also (25), there exists a constant C = C(n) such that
(27) Φα(CL) ≥
L
(
L−1∑
i=1
∫
BR×[0,1]
∫
BR×[i,i+1]
1
|x− y|α
dxdy +
∫
BR×[0,1]
∫
BR×[0,1]
1
|x− y|α
dxdy
)
≥ CL2−αR2(n−1) + CLR2(n−1) = CL−α,
where the second integral is bounded by L|BR×[0, 1]|2 due to the fact that α < n−1.
Using the minimality of E˜m together with (27) and (26), we get that there exists
a constant C = C(n) such that
Φα(E˜m) ≤ CL
−α +m−
n+1−α
n CL
1
n−1 ≤ CL−α.
From this we deduce, recalling the inequality (14), that there exists a constant
C = C(n)
(28) diam(E˜m) ≥ Φα(E˜m)
−1/α ≥ CL.
Using again the minimality of E˜m and the inequalities (13), (26) and (27), we
then obtain
(29) diam(E˜m) ≤ CPerr(E˜m)
n−1
≤ C
[
Perr(CL) +m
n+1−α
n Φα(CL)
]n−1
≤ C
[
L
1
n−1 +m
n+1−α
n L−α
]n−1
.
9The previous term is minimal for
(30) L = m(
n−1
n )(
n+1−α
α(n−1)+1 ).
For this choice of L, we get, putting together (28) and (29) we get that there exist
C = C(n) and C′ = C′(n) such that
(31) Cm(
n−1
n )(
n+1−α
α(n−1)+1 ) ≤ diam(E˜m) ≤ C
′m(
n−1
n )(
n+1−α
α(n−1)+1 ).
Let now λ˜1 ≤ . . . λ˜n such that (12) holds for E = E˜m. Then, using (15) and
proceeding as in the estimates (28) and (31), we obtain that
(32) λ˜i ≤ CPerr(E˜m)
n−2Φα(E˜m)
1/α ≤ CL
n−2
n−1L−1 ≤ Cm−(
1
n )(
n+1−α
α(n−1)+1 )
for every i < n. As a consequence, if we define Êm as in (24), from (31) we obtain
that there exist C,C′ depending only on n such that
C ≤ diam(Êm) ≤ C
′.
Moreover, if λˆi are such that (12) holds for Êm, then from (32) we get that, for all
i < n,
λˆi ≤ Cm
− n+1−αα(n−1)+1 .
Letting m → +∞, and eventually extracting a subsequence, we conclude that
λˆi → 0 for every i < n, whereas diam(Êm) → L̂, for some L̂ ∈ [C,C′], which gives
the thesis. 
References
[1] L. Ambrosio, N. Fusco, D. Pallara. Functions of Bounded Variation and Free Discontinuity
Problems Oxford Mathematical Monographs, 2000.
[2] M. Barchiesi, S. H. Kang, T. M. Le, M. Morini, M. Ponsiglione. A variational model for infinite
perimeter segmentations based on Lipschitz level set functions: denoising while keeping finely
oscillatory boundaries. Multiscale Model. Simul., 8 (2010), no 5, 1540-3459.
[3] M. Barchiesi, V. Julin. Robustness of the Gaussian concentration inequality and the Brunn-
Minkowski inequality. Calc. Var. Partial Differential Equations 56 (2017), no. 3, 12 pp.
[4] M. Bonacini, R. Cristoferi,. Local and global minimality results for a nonlocal isoperimetric
problem on RN . SIAM J. Math. Anal. 46 (2014), 2310–2349.
[5] A. Cesaroni, S. Dipierro, M. Novaga, E. Valdinoci. Minimizers for nonlocal perimeters of
Minkowski type. Arxiv Preprint (2017), https://arxiv.org/abs/1704.03195.
[6] A. Cesaroni, M. Novaga. The isoperimetric problem for nonlocal perimeters. Arxiv Preprint
(2017), https://arxiv.org/abs/1707.06504.
[7] A. Chambolle, M. Morini, M. Ponsiglione. Nonlocal curvature flows. Arch. Ration. Mech.
Anal., 218 (2015), no. 3, 1263–1329.
[8] A. Chambolle, M. Morini, M. Ponsiglione. A nonlocal mean curvature flow and its semi-
implicit time-discrete approximation. SIAM J. Math. Anal., 44 (2012), no. 6, 4048–4077.
[9] A. Di Castro, M. Novaga, B. Ruffini, E. Valdinoci. Nonlocal quantitative isoperimetric in-
equalities. Calc. Var. Partial Differential Equations, 54 (2015), no. 3, 2421–2464.
[10] A. Figalli, N. Fusco, F. Maggi, V. Millot, M. Morini. Isoperimetry and stability properties of
balls with respect to nonlocal energies. Comm. Math. Phys., 336 (2015), no. 1, 441–507.
[11] A. Figalli, D. Jerison Quantitative stability for the Brunn-Minkowski inequality. Adv. Math.
314 (2017), 1–47.
[12] A. Figalli, F. Maggi, C. Mooney. The sharp quantitative Euclidean concentration inequality.
Preprint (2016), https://arxiv.org/abs/1601.04100.
[13] M. Goldman, M. Novaga, B. Ruffini. On minimizers of an isoperimetric prob-
lem with long-range interactions under a convexity constraint. Arxiv Preprint (2016),
https://arxiv.org/abs/1603.01240.
[14] H. Knu¨pfer, C. B. Muratov. On an isoperimetric problem with a competing nonlocal term I:
The planar case. Comm. Pure Appl. Math. 66 (2013), no. 7, 1129–1162.
10 A. CESARONI, M. NOVAGA
[15] H. Knu¨pfer, C. B. Muratov. On an isoperimetric problem with a competing nonlocal term II:
The general case. Comm. Pure Appl. Math. 67 (2014), no. 12, 1974–1994.
[16] F. Maggi. Sets of finite perimeter and geometric variational problems. In: An introduction to
Geometric Measure Theory. Cambridge Studies in Adavanced Mathematics, vol. 135, Cam-
bridge University Press, Cambridge, 2012.
[17] F. Riesz. Sur une ine´galite´ inte´grale. Journ. London Math. Soc., 5 (1930),162–168.
[18] A. Visintin. Generalized coarea formula and fractal sets. Japan J. Indust. Appl. Math. 8
(1991), 175–201.
E-mail address: annalisa.cesaroni@unipd.it
E-mail address: matteo.novaga@unipi.it
