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Abstract
We prove a uniqueness theorem for meromorphic functions sharing three values, which answers a ques-
tion asked by K. Tohge.
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1. Introduction, definitions and results
Let f and g be two nonconstant meromorphic functions defined in the open complex plane C.
For a ∈ C ∪ {∞} we say that f , g share the value a CM (counting multiplicities) if f , g have
the same a-points with the same multiplicity and we say that f , g share the value a IM (ignoring
multiplicities) if we do not consider the multiplicities.
The number
ν(f ) = lim sup
r→∞
log logT (r, f )
log r
is called the hyper-order of f , where T (r, f ) is the Nevanlinna characteristic function of f .
Tohge [11] proved the following result.
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sharing 0, 1, ∞ CM and a (= 0) be a finite complex number. If f ′, g′ share a CM and
max{ν(f ), ν(g)} < 1 then f and g satisfy one of the following relations:
(i) fg ≡ 1;
(ii) (f − 1)(g − 1) ≡ 1;
(iii) [(c − 1)f + 1][(c − 1)g − c] + c ≡ 0,
where c (= 0,1,∞) is a constant.
Relating to Theorem A Tohge [11] asked the following two questions:
(i) Is it possible to relax the hypothesis on the hyper-orders of f and g?
(ii) Is it possible to weaken the restriction of CM sharing of values?
Recently the first question is answered by Li and Yi [10] in the following theorem.
Theorem B. (See [10].) Let f and g be two distinct transcendental meromorphic functions shar-
ing 0, 1, ∞ CM and a (= 0) be a finite complex number. If f ′, g′ share a CM then f and g
satisfy one of the following relations:
(i) f = Aeaωz and g = 1
A
e−aωz, where A (= 0), ω are constants with 1 + ω2 = 0;
(ii) f = 1 + Aeaωz and g = 1 + 1
A
e−aωz, where A (= 0), ω are constants with 1 + ω2 = 0;
(iii) f = 1
c−1 {Aea(c−1)ωz − 1} and g = cc−1 {1 − 1Ae−a(c−1)ωz}, where A (= 0), c (= 0,1) and ω
are constants with cω2 = 1.
In the paper we deal with the second question of Tohge. To this end we employ the idea of
weighted sharing of values which measures how close a shared value is to being shared IM or to
being shared CM. The notion is explained in the following definition.
Definition 1.1. (See [3,4].) Let k be a nonnegative integer or infinity. For a ∈C∪{∞} we denote
by Ek(a;f ) the set of all a-points of f where an a-point of multiplicity m is counted m times if
m k and k + 1 times if m > k. If Ek(a;f ) = Ek(a;g), we say that f , g share the value a with
weight k.
The definition implies that if f , g share a value a with weight k then z0 is a zero of f − a
with multiplicity m ( k) if and only if it is a zero of g − a with multiplicity m ( k) and z0 is
a zero of f − a with multiplicity m (> k) if and only if it is a zero of g − a with multiplicity n
(> k) where m is not necessarily equal to n.
We write f , g share (a, k) to mean that f, g share the value a with weight k. Clearly if f, g
share (a, k) then f, g share (a,p) for all integers p, 0 p < k. Also we note that f, g share a
value a IM or CM if and only if f, g share (a,0) or (a,∞), respectively.
We now state the main results of the paper.
Theorem 1.1. Let f , g be two distinct transcendental meromorphic functions sharing (0,1),
(1,m), (∞, k), where (m − 1)(mk − 1) > (1 + m)2. If f ′, g′ share (a,∞), where a (= 0) is a
finite complex number, then f , g share (0,∞), (1,∞) and (∞,∞).
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Corollary 1.2. Let f , g be two distinct transcendental meromorphic functions sharing (0,m),
(1,1), (∞, k), where (m − 1)(mk − 1) > (1 + m)2. If f ′, g′ share (a,∞), where a (= 0) is a
finite complex number, then f , g share (0,∞), (1,∞), (∞,∞).
Corollary 1.3. Under the hypotheses of Corollary 1.2, Theorem B holds.
Note 1.1. Since the condition (m−1)(mk−1) > (1+m)2 is equivalent to (m−1)(k−1) > 4, in
the above results m and k are interchangeable. Also the above results are valid for the following
pairs of least values of m and k: (i) m = 3, k = 4; (ii) m = 4, k = 3; (iii) m = 2, k = 6; (iv) m = 6,
k = 2.
Finally relating to the above results we pose the following problem:
(i) Is it possible to further reduce the weights of sharing the values 0, 1, ∞ by f and g?
(ii) Is it possible to reduce the weight of sharing the value a by f ′ and g′ from infinity to some
finite quantity?
Though for the standard notations and definitions of the value distribution theory we refer
to [2], we now explain some notations used in the paper.
Definition 1.2. We denote by N(r, a;f | 2) (N(r, a;f | 2)) the counting function of multiple
a-points of f , where each a-point is counted according to multiplicity (only once).
Definition 1.3. (See [6].) Let p be a positive integer or infinity. We denote by Np(r, a;f ) the
counting function of a-points of f , where an a-point of multiplicity m is counted m times if
m p and p times if m > p.
Definition 1.4. (See [6].) Let z be a common a-point of f and g with multiplicities pf (z) and
pg(z), respectively. We put
νf (z) =
{1 if pf (z) > pg(z),
0 if pf (z) pg(z),
and
μf (z) =
{1 if pf (z) < pg(z),
0 if pf (z) pg(z).
Let n(r, a;f > g) = ∑|z|r νf (z) and n(r, a;f < g) = ∑|z|r μf (z). We now denote by
N(r, a;f > g) and N(r, a;f < g) the integrated counting functions obtained from n(r, a;f > g)
and n(r, a;f < g), respectively.
In a similar manner we define N(r, a;f  g) and N(r, a;f  g).
Definition 1.5. We put for any a ∈C∪ {∞}
δk)(a;f ) = 1 − lim sup N(r, a;f | k) ,
r→∞ T (r, f )
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tiplicities) whose multiplicities do not exceed k.
Definition 1.6. Let f1 and f2 be two nonconstant meromorphic functions. We denote by
N(r,1;f1, f2) the reduced counting function of the common 1-points of f1 and f2.
Definition 1.7. For two meromorphic functions f , g sharing (0,0), (1,0) and (∞,0) we denote
by N(r) the counting function of those zeros of f − g (counted with multiplicities) which are
not the zeros of f (f − 1) and 1/f .
2. Lemmas
In this section we discuss some necessary lemmas. Henceforth we denote by α, h and β the
functions defined, respectively, by α = (f − 1)/(g − 1), h = g/f and β = (f ′ − a)/(g′ − a),
where a is a nonzero finite complex number.
Lemma 2.1. Let f and g be two distinct nonconstant meromorphic functions sharing (0,1),
(1,m), (∞, k), where k  0 and m 1. If for some nonzero finite number b, α′h′ ≡ b(αh − 1)2
then f and g share (0,∞), (1,∞), (∞,∞).
Proof. Let z0 be a pole of f with multiplicity p ( 1) and a pole of g with multiplicity q ( 1).
Let p > q . Then z0 is a pole of α with multiplicity p − q and z0 is a zero of h with multi-
plicity p − q . So z0 is a nonzero regular point of αh. On the other hand, z0 is a pole of α′ with
multiplicity p − q + 1 and z0 is a zero of h′ with multiplicity p − q − 1. Hence z0 is a pole of
α′h′ with multiplicity 2, which is a contradiction because α′h′ ≡ b(αh− 1)2. Similarly we arrive
at a contradiction if p < q . Therefore p = q and so f , g share (∞,∞).
Let z1 be a 1-point of f with multiplicity p ( 1) and a 1-point of g with multiplicity q ( 1).
Let p > q . Since f , g share (1,m), it follows that p  2 + m and q  1 + m. Then z1 is a
zero of α with multiplicity p − q and so it is a zero of α′ with multiplicity p − q − 1. Since
h′ = g
′f − gf ′
f 2
,
it follows that z1 is a zero of h′ with multiplicity s = q − 1 ( m). Hence z1 is a zero of α′h′
with multiplicity p − q + s − 1 1. On the other hand, z1 is a b-point of b(αh− 1)2, which is a
contradiction because b = 0.
Next let p < q . Then p  1 + m and q  2 + m. Also we see that z1 is a pole of α with
multiplicity q − p and so it is a pole of α′ with multiplicity q − p + 1. Again we see that z1 is a
zero of h′ with multiplicity s = p−1 (m). So z1 is a pole of α′h′ with multiplicity q−p+1−s
if s  q −p + 1 and it is a zero of α′h′ with multiplicity s − q +p − 1 if s > q −p + 1. On the
other hand, z1 is a pole of b(αh − 1)2 with multiplicity 2(q − p). Since α′h′ ≡ b(αh − 1)2, if
s > q − p + 1 we arrive at a contradiction and if s  q − p + 1 then q − p + 1 − s = 2(q − p),
which is again a contradiction. Therefore p = q and so f , g share (1,∞).
Let z2 be a zero of f with multiplicity p ( 1) and a zero of g with multiplicity q ( 1).
Let p > q . Since f , g share (0,1), it follows that p  3 and q  2. Then z2 is a pole of h with
multiplicity p − q and so it is a pole of h′ with multiplicity p − q + 1. Since
α′ = f
′(g − 1) − g′(f − 1)
2 ,(g − 1)
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multiplicity p−q +1− s if s  p−q +1 and z2 is a zero of α′h′ with multiplicity s −p+q −1
if s > p − q + 1. On the other hand, z2 is a pole of b(αh − 1)2 with multiplicity 2(p − q). If
s > p − q + 1 we arrive at a contradiction and if s  p − q + 1 then p − q + 1 − s = 2(p − q),
which is again a contradiction.
Let p < q . Then p  2 and q  3. Also we see that z2 is a zero of h with multiplicity q − p
and so it is a zero of h′ with multiplicity q − p − 1. Again z2 is a zero of α′ with multiplicity
s = p− 1 ( 1). So z2 is a zero of α′h′ with multiplicity q −p+ s − 1 ( 1). On the other hand,
z2 is a b-point of b(αh− 1)2, which is a contradiction because b = 0. Therefore p = q and so f ,
g share (0,∞). This proves the lemma. 
Following lemma follows immediately from the second fundamental theorem of Nevanlinna.
Lemma 2.2. (See [1,3].) If f and g are two nonconstant meromorphic functions sharing (0,0),
(1,0) and (∞,0) then
(i) T (r, f ) 3T (r, g) + S(r, f ) and
(ii) T (r, g) 3T (r, f ) + S(r, g).
This shows that S(r, f ) = S(r, g) and we denote them by S(r).
Lemma 2.3. (See [5, Lemma 2].) Let f and g be two distinct nonconstant meromorphic functions
sharing (0,1), (1,m), (∞, k), where (m− 1)(mk − 1) > (1 +m)2. Then N(r, b;f | 2) = S(r)
and N(r, b;g | 2) = S(r) for b = 0,1,∞.
Lemma 2.4. (See [7, Lemma 4].) Let f and g be two distinct nonconstant meromorphic functions
sharing (0,1), (1,m), (∞, k), where (m − 1)(mk − 1) > (1 + m)2. Then N(r, b;α) = S(r) and
N(r, b;h) = S(r) for b = 0,∞.
Lemma 2.5. (See [7, Lemma 5(d)].) Let f and g be two distinct nonconstant meromorphic
functions sharing (0,1), (1,m), (∞, k), where (m−1)(mk−1) > (1+m)2. If f is not a bilinear
transformation of g then N(r,0;f − g | 2) = S(r).
Lemma 2.6. (See [5, Theorem 1].) Let f and g be two nonconstant meromorphic functions
sharing (0,1), (1,m), (∞, k), where (m − 1)(mk − 1) > (1 + m)2. If
2δ1)(0;f ) + 2δ1)(∞;f ) + min
{ ∑
a =0,1,∞
δ2)(a;f ),
∑
a =0,1,∞
δ2)(a;g)
}
> 3
then either f ≡ g or fg ≡ 1.
Lemma 2.7. (See [8, Lemma 6].) Let f and g be two nonconstant meromorphic functions sharing
(0,0), (1,0), (∞,0). If f is a bilinear transformation of g then f and g satisfy one of the
following relations:
(i) f ≡ g;
(ii) fg ≡ 1;
(iii) (f − 1)(g − 1) ≡ 1;
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(v) f ≡ cg;
(vi) f − 1 ≡ c(g − 1);
(vii) [(c − 1)f + 1][(c − 1)g − c] + c ≡ 0, where c (= 0,1,∞) is a constant.
Lemma 2.8. (See [13, Lemma 6].) Let f1 and f2 be nonconstant meromorphic functions sat-
isfying N(r,0;fi) + N(r,∞;fi) = S0(r;f1, f2) for i = 1,2. Then either N(r,1;f1, f2) =
S0(r;f1, f2) or there exist two integers s and t (|s| + |t | > 0) such that f s1 f t2 ≡ 1, where
T (r) = T (r, f1) + T (r, f2) and S0(r;f1, f2) = o(T (r)) as r → ∞ possibly outside a set of
finite linear measure.
Lemma 2.9. (See [9, Lemma 2(2)].) Let f1, f2, . . . , fn, fn+1 be nonconstant meromorphic func-
tions such that f1 + f2 + · · · + fn+1 ≡ 1. If f1, f2, . . . , fn+1 are linearly independent then the
following hold:
T (r, fj )
n+1∑
i=1
Nn(r,0;fi) + n
n+1∑
i=1
(i =j)
N(r,∞;fi) + S⊕(r)
for j = 1,2, . . . , n+ 1, where S⊕(r) = o{T⊕(r)} as r → ∞ possibly outside a set of finite linear
measure and T⊕(r) = max{T (r, fi): 1 i  n + 1}.
Using Lemma 2.9 the following lemma can be proved in the line of [10, Lemma 6].
Lemma 2.10. Let f1, f2, . . . , fn be nonconstant meromorphic functions and fn+1 (≡ 0) be a
meromorphic function such that ∑n+1i=1 fi ≡ 1. If
n+1∑
i=1
Nn(r,0;fi) + n
n+1∑
i=1
(i =j)
N(r,∞;fi) <
{
λ + o(1)}T (r, fj )
for j = 1,2, . . . , n, and as r → ∞ possibly outside a set of finite linear measure, then fn+1 ≡ 1,
where λ is a constant satisfying 0 < λ < 1.
Lemma 2.11. Let f and g be two distinct transcendental meromorphic functions sharing (0,1),
(1,m), (∞, k), where (m − 1)(mk − 1) > (1 + m)2. If f ′ and g′ share (a,∞) for some value a
(= 0,∞) then N(r,∞;f ) = S(r).
Proof. First we suppose that β ≡ c, a constant. Then we get
f ′ − a = c(g′ − a) (2.1)
and so on integration we get
f − cg = a(1 − c)z + d, (2.2)
where d is a constant.
Let c = 1. Then from (2.2) we see that f (z) = g(z) = 0 only for z = −d/a(1 − c). Hence
N(r,0;f ) = S(r). Again from (2.2) we see that f (z) = g(z) = 1 only for z = (1 − c − d)/
a(1 − c). So N(r,1;f ) = S(r).
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δ1)(0;F) = δ1)(∞;F) = 1. Since F ≡ G and m and k are interchangeable in Lemma 2.6, we get
from Lemma 2.6 that FG ≡ 1 and so f + g ≡ 1. This shows that
f ′ + g′ ≡ 0. (2.3)
From (2.1) and (2.3) we get f ′ − a ≡ −c(f ′ + a). Since a = 0, it follows that c = −1 and so we
get f ′ = a(1 − c)/(1 + c), which shows that f is a polynomial of degree 1, a contradiction.
Next let c = 1. Then from (2.2) we get f ≡ g+d , where d = 0. Hence f and g do not assume
the values 0 and 1 so that F and G do not assume the values 0 and ∞. So by Lemma 2.6 we
get FG ≡ 1 and so f + g ≡ 1. Now f ≡ g + d and f + g ≡ 1 together imply that f and g are
constants, which is impossible. Therefore β is nonconstant.
Now by logarithmic differentiation we get
β ′
β
= f
′′
f ′ − a −
g′′
g′ − a . (2.4)
Since every simple pole of f is a zero of β ′/β , we get
N(r,∞;f | 1)N
(
r,0; β
′
β
)
N
(
r,∞; β
′
β
)
+ m
(
r,
β ′
β
)
+ O(1)
= N(r,0;β) + N(r,∞;β) + m
(
r,
β ′
β
)
+ O(1), (2.5)
where by N(r,∞;f | 1) we denote the counting function of the simple poles of f .
Since f ′, g′ share (a,∞) and f , g share (∞, k) and k  2, by Lemma 2.3 we get
N(r,0;β)N(r,∞;f ′ < g′) = N(r,∞;f < g)N(r,∞;g | 2) = S(r)
and
N(r,∞;β)N(r,∞;f ′ > g′) = N(r,∞;f > g)N(r,∞;f | 2) = S(r).
Again from (2.4) we see that
m
(
r,
β ′
β
)
m
(
r,
f ′′
f ′ − a
)
+ m
(
r,
g′′
g′ − a
)
= S(r, f ′) + S(r, g′) = S(r).
Therefore from (2.5) we get N(r,∞;f | 1) = S(r). Since by Lemma 2.3 we see that
N(r,∞;f | 2) = S(r), it follows that N(r,∞;f ) = S(r). This proves the lemma. 
Lemma 2.12. Let f and g be two distinct meromorphic functions sharing (0,1), (1,m), (∞, k),
where (m − 1)(mk − 1) > (1 + m)2. If f is not a bilinear transformation of g and N(r) = S(r)
then N(r,1;αh α) = S(r).
Proof. We have
α − 1 = f − g
g − 1 (2.6)
and
αh − 1 = f − g
f (g − 1) . (2.7)
Let z0 be a zero of α − 1 with multiplicity t and a zero of αh − 1 with multiplicity n, where
1 n t . Then in view of (2.6) and (2.7) following possibilities may arise:
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(ii) If z0 is not a zero of g(g − 1) or 1/g then z0 is a zero of f − g.
(iii) If z0 is a zero of g and so of f then z0 is a multiple zero of f − g.
(iv) If z0 is a pole of g and so of f with multiplicities p ( 1) and q ( 1), respectively, and it
is a regular point of f − g then p = q . So z0 is a zero of α − 1 with multiplicity t = p + s
and a zero of αh − 1 with multiplicity n = 2p + s > t , where s ( 0) is an integer.
(v) Let z0 be a pole of f and g with multiplicities p ( 1) and q ( 1), respectively. If p = q
then z0 is a pole of f − g with multiplicity max{p,q} and so z0 is not a zero of α − 1. If
p = q , let z0 be a pole of f − g with multiplicity s ( p). Then z0 is a zero of α − 1 with
multiplicity t = p − s and z0 is a zero of αh − 1 with multiplicity n = 2p − s > t .
Hence by Lemma 2.5 we get
N(r,1;αh α)N(r,0;f − g | 2) + N(r) = S(r).
This proves the lemma. 
Lemma 2.13. (See [12, Lemma 2].) Let f be a transcendental meromorphic function and aν ’s
be meromorphic functions such that T (r, aν) = S(r, f ) for ν = 0,1,2, . . . , n. Then
T
(
r, anf
n + an−1f n−1 + · · · + a1f + a0
)= nT (r, f ) + S(r, f ),
where an ≡ 0.
Note 2.1. If f is a rational function then obviously aν ’s are constants and in this case also the
conclusion of Lemma 2.13 holds.
3. Proofs of the main results
Proof of Theorem 1.1. We consider the following cases.
Case 1. Let f be not a bilinear transformation of g and N(r) = S(r).
By Lemma 2.4 we get N(r,∞;αh)  N(r,∞;α) + N(r,∞;h) = S(r) and N(r,0;αh) 
N(r,0;α) + N(r,0;h) = S(r).
Since f = (1 − α)/(1 − αh), it follows from Lemma 2.4 that
N(r,∞;f ) = N(r,1;αh) − N(r,1;αh α) + S(r)
and so by Lemmas 2.11 and 2.12 we get N(r,1;αh) = S(r). Therefore by the second fundamen-
tal theorem we obtain
T (r,αh)N(r,0;αh) + N(r,1;αh) + N(r,∞;αh) + S(r,αh)
= S(r) + S(r,αh)
and so
T (r,αh) = S(r). (3.1)
Since f = (α−1)/(αh−1) , h = αh/α and g = (αh−h)/(αh−1), it follows that T (r, f ) =
T (r,α) + S(r), T (r,h) = T (r,α) + S(r) and T (r, g) = T (r,h) + S(r) = T (r, f ) + S(r). This
implies that
S(r,α) = S(r,h) = S(r). (3.2)
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Aα + B ≡ β(Ch + D), (3.3)
where
A = α
′
α
(αh − 1) − (αh)′,
B = (αh)′ − a(αh − 1)2,
C = (αh)′ − h
′
h
(αh − 1)
and
D = −(αh)′ − a(αh − 1)2.
By Lemma 2.4 we see that
T
(
r,
α′
α
)
= N
(
r,∞; α
′
α
)
+ m
(
r,
α′
α
)
= N(r,0;α) + N(r,∞;α) + S(r,α) = S(r)
and
T
(
r,
h′
h
)
= N
(
r,∞; h
′
h
)
+ m
(
r,
h′
h
)
= N(r,0;h) + N(r,∞;h) + S(r,h) = S(r).
Therefore in view of (3.1) we obtain T (r,A) = S(r), T (r,B) = S(r), T (r,C) = S(r) and
T (r,D) = S(r). Also we note that A ≡ 0 and C ≡ 0 because otherwise α = c(αh − 1) or h =
d(αh − 1) for two constants c and d , which is impossible by (3.1) and (3.2).
From (3.3) we see that
β = Aα + B
Ch + D =
Aα2 + Bα
C1 + Dα ,
where C1 = Cαh and so T (r,C1) = S(r) = S(r,α). Since Aα2 +Bα = β(C1 +Cα), in view of
Lemma 2.13 and (3.2) we get
2T (r,α) + S(r,α) = T (r,Aα2 + Bα)= T (r, β(C1 + Cα))
 T (r,β) + T (r,α) + S(r,α)
and so T (r,β)  T (r,α) + S(r,α). Again since T (r,β)  T (r, f ′) + T (r, g′) + O(1) =
O(T (r, f )) = O(T (r,α)) + S(r,α), we see that S(r,β) = S(r,α) = S(r).
First we note that B and D cannot be together identically zero. For, otherwise we get (αh)′ ≡
a(αh − 1)2 and (αh)′ ≡ −a(αh − 1)2 so that (αh)′ ≡ 0 and so αh − 1 ≡ 0, which is impossible
because f is not a bilinear transformation of g.
Let B ≡ 0 and D ≡ 0. Then from (3.3) we get Aα = Cβh+Dβ and so A(α2/β)−Dα = C1.
Now since f ′ and g′ share (a,∞), by Nevanlinna’s three small functions theorem [2, p. 47] we
get in view of Lemmas 2.3 and 2.4
T (r,α)N(r,0;α) + N(r,∞;α) + N
(
r,−C1
D
;α
)
+ S(r,α)
= N
(
r,0; α
2
β
)
+ S(r,α)
N(r,0;α) + N(r,∞;β) + S(r,α)
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N(r,∞;f | 2) + S(r,α)
= S(r) + S(r,α)
= S(r,α),
which is a contradiction.
If D ≡ 0 and B ≡ 0 then from (3.3) we get Aα + B ≡ Cβh and so −Aα + C1(β/α) ≡ B . So
as above by Nevanlinna’s three small function theorem [2, p. 47], Lemmas 2.3 and 2.4 we get
T (r,α)N(r,0;α) + N(r,∞;α) + N
(
r,−B
A
;α
)
+ S(r,α)
= N
(
r,0; β
α
)
+ S(r,α)
N(r,0;β) + N(r,∞;α) + S(r,α)
N(r,∞;f < g) + S(r,α)
N(r,∞;g | 2) + S(r,α)
= S(r,α),
which is a contradiction. Therefore B ≡ 0 and D ≡ 0 and so from (3.3) we get
−A
B
α + D
B
β + C
B
βh ≡ 1. (3.4)
Now by Lemmas 2.3 and 2.4 and the fact that f ′, g′ share (a,∞) we get
N2(r,0;α) + N2(r,0;β) + N2(r,0;βh)
 2N(r,0;α) + 2N(r,0;β) + 2N(r,0;βh)
 2N(r,0;α) + 4N(r,0;β) + 2N(r,0;h)
= S(r) + 4N(r,∞;g > f )
 S(r) + 4N(r,∞;g | 2)
= S(r) = S(r,α) = S(r,β)
and
N(r,∞;α) + N(r,∞;β) + N(r,∞;βh)
N(r,∞;α) + 2N(r,∞;β) + N(r,∞;h)
= S(r) + 2N(r,∞;f > g)
 S(r) + 2N(r,∞;f | 2)
= S(r) = S(r,α) = S(r,β).
Since T (r,A) = S(r,α), T (r,B) = S(r,α) = S(r,β) and T (r,D) = S(r,β), we note that A
B
α
and D
B
β are nonconstant. Hence from (3.4) we obtain by Lemma 2.10 that (C/B)βh ≡ 1, which
implies
αhAC − BD ≡ 0,
i.e.,
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{
α′
α
(αh − 1) − (αh)′
}{
(αh)′ − h
′
h
(αh − 1)
}
+ {(αh)′ − a(αh − 1)2}{(αh)′ + a(αh − 1)2}≡ 0,
i.e., {
α′(αh − 1) − α(αh)′}{h(αh)′ − h′(αh − 1)}+ {(αh)′}2 − a2(αh − 1)4 ≡ 0,
i.e.,
−{(αh)′}2(αh − 1) + (α′h + αh′)(αh)′(αh − 1) − α′h′(αh − 1)2 − a2(αh − 1)4 ≡ 0,
i.e.,
−{(αh)′}2(αh − 1) + {(αh)′}2(αh − 1) − α′h′(αh − 1)2 − a2(αh − 1)4 ≡ 0.
Since f is not a bilinear transformation of g, we see that αh ≡ 1 and so from above we get
α′h′ ≡ −a2(αh − 1)2.
Therefore by Lemma 2.1 we see that f , g share (0,∞), (1,∞) and (∞,∞).
Case 2. Let f be not a bilinear transformation of g and N(r) = S(r). Since f = (1−α)/(1−αh)
and g = (h − αh)/(1 − αh), we get T (r, f ) = O{T (r,α) + T (r,h)} and T (r, g) = O{T (r,α) +
T (r,h)}. Also we see that T (r,α) = O{T (r, f ) + T (r, g)} and T (r,h) = O{T (r, f ) + T (r, g)}.
By Lemma 2.5 we see that N(r)N(r,1;α,h) + S(r) so that N(r,1;α,h) = S0(r;α,h). Also
in view of Lemma 2.4 we get N(r, b;α) = S0(r;α,h) and N(r, b;h) = S0(r;α,h) for b = 0,∞.
Therefore by Lemma 2.8 there exist two integers s and t (|s| + |t | > 0) such that αsht ≡ 1
and so
(f − 1)sgt ≡ (g − 1)sf t . (3.5)
Since f is not a bilinear transformation of g then from (3.5) we see that s = 0, t = 0 and
s − t = 0. Also since f and g share (0,1), (1,m), (∞, k), it follows from (3.5) that f and g
share (0,∞), (1,∞), (∞,∞).
Case 3. Let f be a bilinear transformation of g. Then f and g satisfy one of relations (ii)–(vii)
of Lemma 2.7.
If fg ≡ 1 then f , g do not assume the values 0 and ∞. Also f , g share (1,∞) so that f and
g share (0,∞), (1,∞), (∞,∞).
If (f −1)(g −1) ≡ 1 then f , g do not assume the values 1 and ∞. Also since f ≡ g/(g −1),
it follows that f , g share (0,∞). Hence f , g share (0,∞), (1,∞), (∞,∞).
If f + g ≡ 1 then f , g do not assume the values 0 and 1. Also f , g share (∞,∞). Hence f ,
g share (0,∞), (1,∞), (∞,∞).
If f ≡ cg then f , g do not assume the value 1. Also f , g share (0,∞) and (∞,∞). Hence
f , g share (0,∞), (1,∞), (∞,∞).
If f − 1 ≡ c(g − 1) then f , g do not assume the value 0. Also f , g share (1,∞), (∞,∞) so
that f , g share (0,∞), (1,∞), (∞,∞).
If [(c − 1)f + 1][(c − 1)g − c] + c ≡ 0 then f , g do not assume the value ∞. Also since
f [c − (c − 1)g] ≡ g and (f − 1)[c − (c − 1)g] ≡ c(g − 1), it follows that f , g share (0,∞) and
(1,∞). Hence f , g share (0,∞), (1,∞), (∞,∞). This proves the theorem. 
I. Lahiri, P. Sahoo / J. Math. Anal. Appl. 324 (2006) 1324–1335 1335Proof of Corollary 1.2. Let F = 1 − f and G = 1 − g. Then F , G share (0,1), (1,m), (∞, k)
and F ′, G′ share (−a,∞). So by Theorem 1.1 we see that F and G share (0,∞), (1,∞),
(∞,∞). Therefore f , g share (0,∞), (1,∞), (∞,∞). This proves the corollary. 
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