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A bstract
The luminosity function of galaxies, the measurement of the space density as a function of luminosity, is an important test of cosmology, galaxy formation and evolution. Unfortunately, there is a factor of two variation in recent measurements of the luminosity function. Most of this variation is due to systematic errors, caused by various selection effects. W ith two large new surveys, the Two degree Field Galaxy Redshift Survey and the Sloan Digital Sky Survey, underway it is important to recognise and eliminate these selection effects if we are going to improve our measurement of the luminosity function and fully utilise these surveys.
By measuring the space density of galaxies as a function of surface brightness as well as luminosity, a bivariate brightness distribution, we can comprehend many of the selection effects such as light loss, incompleteness and the visibility of galaxies. Since galaxies have a variety of shapes and sizes, a distribution in luminosity and surface brightness helps to separate out different types of galaxy. Correlations between the luminosity and surface brightness place extra constraints on models of galaxy formation and evolution.
When we analyse our results, we find that recent surveys that have not taken into account surface brightness selection effects underestimate the luminosity of the bright end by 5-10%. Using the bivariate brightness distribution, we can constrain the luminosity density to a range 
that varies by < 20% rather than by a factor of 2. We find that the luminosity function is flat over the range —19.5 <  M  < —17 and then rises sharply as late-type spiral galaxies begin to dominate. The space density does not vary with surface brightness with the result 
that low surface brightness galaxies are at least as common as normal galaxies. However, low surface brightness galaxies are also intrinsically faint, following the luininosity-surface brightness correlation for spirals, so they do not contribute significantly to the luminosity 
density.
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C hapter 1 
Introduction
1.1 In tro d u ctio n
Of paramount importance in determining the mechanism(s) and epoch(s) of galaxy formation 
(as well as the local luminosity density), is the accurate and detailed quantification of the 
local galaxy population. It represents the benchmark against which both environmental and 
evolutionary effects can be measured. Traditionally this research area originated with the 
all-sky photographic surveys coupled with a few handfuls of hard earned redshifts. Over 
the past decade this has been augmented by both CCD-based imaging surveys and multi­
slit/fibre-fed spectroscopic surveys. From these data, a number of perplexing problems have 
arisen, most notably: the faint blue galaxy problem (Koo & Kron 1992; Ellis 1997), where 
an excess of blue galaxies has been seen in deep images, the local normalisation problem 
(Maddox et al. 1990b; Shanks 1990; Driver, Windhorst & Criffiths 1995; Marzke et al. 1998), 
where the normalisations derived from local redshift surveys result in a severe underestimate 
of the observed counts at relatively low redshifts, the cosmological significance of low surface 
brightness galaxies (Disney 1976; McCaugh 1996; Sprayberry et al. 1996; Dalcanton et al. 
1997; Impey k  Bothun 1997) and dwarf galaxies (Babul k  Rees 1992; Phillipps k  Driver 1995; 
Loveday 1997; Babul k  Ferguson 1996). These issues largely remain unresolved and arguably 
await an improved definition of the local galaxy population (Driver 1999).
Recent advancements in technology now allow for wide field-of-view CCD imaging surveys 
and bulk redshift surveys through purpose built multi-fibre spectrographs such as the common- 
user two-degree field (2dF) facility at the Anglo Australian Telescope (Taylor, Cannon k  Parker 
1998). The Sloan Digital Sky Survey elegantly combines these two facets (Margon 1999, York 
et al. 2 0 0 0 ).
The quantity and quality of data that is becoming available allows not only the revision of 
earlier results but more fundamentally the opportunity to review and enhance the methodology 
with which the local galaxy population is represented. For instance some criticism that might 
be levied at the current methodology — the representation of the space density of galaxies 
using the Schechter Luminosity function (LF, Schechter 1976; Felten 1985; Binggeli, Sandage k  
Tammann 1988) — is that firstly, it assumes that galaxies are single parameter systems defined 
by their apparent magnitude alone, and secondly it describes the entire galaxy population by 
only three parameters; the characteristic luminosity L*, the normalisation of the characteristic 
luminosity (^ *, and the faint-end slope a , see Eqn 1.1. While it is desirable to represent the 
population with the minimum number of parameters, important information may be lost.
Chapter 1: Introduction
4>{L) =  r  (1 .1 )
In particular, two recent areas of research suggest a greater diversity in the galaxy popu­
lation than is allowed by the Schechter function form. Firstly, Marzke et al. (1994), Loveday 
(1997) and Zucca et al. (1997) report the indication of a change in the faint end slope at faint 
absolute magnitudes — a possible giant-dwarf transition — and this is also seen in a number 
of Abell clusters where it is easier to probe into the dwarf regime (e.g.. Driver et al. 1994; De 
Propris et al. 1995; Driver, Couch & Phillipps 1998; Trentham 1998). Secondly a number of 
studies have shown that the three Schechter parameters, in particular the faint-end slope, have 
a strong dependence upon: surface brightness limits (Sprayberry, Impey & Irwin 1996; Dal­
canton 1998a); colour (Lilly et al. 1996); spectral type (Folkes et al. 1999); optical morphology 
(Marzke et al. 1998), environment (Phillipps et al. 1998) and wavelength (Loveday 2000). It 
has been noted (Willmer 1997) that the choice of method for reconstructing the galaxy LF 
also contains some degree of bias.
More fundamentally, evidence that the current methodology might actually be flawed comes 
from comparing recent measurements of the galaxy luminosity function as shown in Fig. 1.1. 
The discrepancy between these surveys is significantly adrift from the quoted formal errors 
implying an unknown systematic error. The range of discrepancy can be quantified as a factor 
of 1.5 at the L* point (Mg ~  —19.5) rising to a factor of 10 at O.OIL* (Mg ~  —14.5). The 
impact of this variation is a factor of 2-3, for instance, in assessing the contribution of galaxies 
to the local baryon budget (e.g. Persic & Salucci 1992; Bristow & Phillipps 1994; and Fukugita, 
Hogan & Peebles 1998).
This uncertainty is in addition to that introduced from the unanswered question of the 
space density of low surface brightness galaxies. The most recent attem pt to quantify this is 
by O’Neil & Bothun (2000) — following on from McGaugh (1996), and in turn Disney (1976) 
— who conclude that the surface brightness function (SBF) of galaxies — the number density 
of galaxies in intervals of surface brightness — is of similar form to the luminosity function. 
Thus both the LF and SBF are described by a fiat distribution with a cutoff at bright absolute 
magnitudes or high surface brightnesses. Taking the O’Neil result at face value, this implies 
a further uncertainty of 2-3 in measures of the local luminosity density - i.e. the contribution 
to the luminosity- (and hence baryon-) density from galaxies is uncertain to a factor of ~  1 0 . 
However, the significance of low surface brightness galaxies depends upon their luminosity 
range and similarly the completeness of the LF relies on the surface brightness intervals over 
which each luminosity bin is valid. Both representations are incomplete unless the information 
is combined. This leads us to the conclusion that both the total flux and the manner in which 
this flux is distributed must be dealt with simultaneously.
This thesis attempts to bundle these complex issues onto a more intuitive platform by ex­
panding the current representation of the local galaxy population to allow for: surface bright­
ness detection effects, star-galaxy separation issues, surface brightness photometric corrections 
and clustering effects. This is achieved by expanding the mono-vai’iate luminosity function into 
a bivariate brightness distribution (BBD) where the additional dimension is surface brightness.
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Figure 1.1: The Schechter Function fits to Luminosity Functions from recent redshift surveys. 
There is a variation in the bright end by a factor of 2, and in the faint end by a factor of 10. 
This means that estimates on the star formation rate, and the mass density will be uncertain 
by at least a factor of 2 , and that rigorous tests of cosmology and evolution are impossible.
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The Two degree Field Galaxy Redshift Survey (2dFGRS) allows us to do this for the first time 
by having a large enough database to separate galaxies in both magnitude and surface bright­
ness without having too many problems with small number statistics.
Early measurements of the BBD include Choloniewski 1985; van der Kruit 1987; Sodre & 
Lahav 1993), These were for small samples of bright galaxies. Recently several more exten­
sive and independent measurements of the Bivariate Brightness Distribution have been made. 
Driver (1999) derived the BBD for a volume-limited sample drawn from the Hubble Deep 
Field, de Jong & Lacey (2000) studied a homogeneous sample of 1000 late-type spirals, Brown 
et al. (2001) have produced V and R band luminosity-surface brightness relationships of 1250 
galaxies from the Century Survey and Blanton et al. (2001) derived the BBD for a sample of 
11,275 galaxies from the Sloan Digital Sky Survey. These surveys all confirm the existence of 
the luminosity-surface brightness correlation, demonstrating that surface brightness selection 
biases are luminosity dependent. Given the luminosity-surface correlation it is hardly surpris­
ing if surveys with differing selection criterion recover widely ranging Schechter parameters. 
Andreon & Cuillandre (2001) have produced a cluster BBD, from the Coma cluster, which also 
shows a strong luminosity-surface brightness correlation. Bernardi et al. (2001) have produced 
a BBD for 9000 elliptical galaxies from the SDSS data. The largest published BBD is Cross 
et al. (2001), containing 45,000 galaxies. We will discuss this in Chapter 2 .
A useful next step is to produce an analytical function to fit to these derived BBDs. 
Choloniewski (1985) produced a function that incorporates the Schechter luminosity function 
with a Gaussian distribution in surface brightness and the luminosity-surface brightness cor­
relation. Similar functions have been used by Sodré & Lahav (1993) and de Jong & Lacey 
(2000). We use this function ourselves and we discuss our fitting procedure and compare it to 
the estimation made by de Jong & Lacey (2000).
In this Chapter, we will introduce the reader to the developments associated with measuring 
the space density of galaxies. We begin by discussing various types of galaxies, and their profiles 
and distributions, in § 1.2. We pay particular attention to extreme galaxies that are difficult 
to probe and may be particularly important for theories of galaxy formation and evolution.
In § 1.3, we discuss the measurement of the space density of galaxies. We review the 
measurement of the luminosity function, paying particular attention to recent large redshift 
surveys. We then consider the surface brightness distribution, paying attention to selection ef­
fects and low surface brightness galaxies before discussing the bivariate brightness distribution. 
We discuss some of the recent results and the correlations seen between absolute magnitude 
and surface brightness.
We describe the difficulties with measuring the space density in § 1.3.6 and the techniques 
used to measure it in § 1.3.7. In particular we review the problems of light loss, incompleteness 
and inhomogeneities.
Finally we examine the reasons for measuring the space density. We discuss the use of the 
luminosity density to trace the star formation history, the use of the luminosity function and 
number counts to constrain the cosmological model and evolutionary effects, the constraints 
on galaxy formation models from the bivariate brightness distribution. Lastly we examine 
constraints on the number density from the combination of the BBD and mass-to-light ratios.
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1.2 T y p es o f  G alaxy
Galaxies have been classified in many ways (van den Bergh 1998 and references therein), but 
the best known and used set of morphological classifications is the Hubble tuning fork, Hubble 
(1926). This describes galaxies as ellipticals, spirals or irregulars.
Ellipticals are galaxies, with an old stellar population, with little or no current star for­
mation, and have little or no gas or dust. Their 3-dimensional shape is a tri-axial ellipsoid. 
They are mainly supported by the motions of stars although they have some net rotation. The 
dynamics of ellipticals is reviewed by de Zeeuw & Franx (1991). Ellipticals are classified as 
EO, E l to E7, where the number describes the eccentricity of the galaxies: EOs are circular, 
E7s are extremely elongated. They are usually well described by de Vaucouleurs profiles (de 
Vaucouleurs 1948, see Eqn 2.11). They are most commonly found in the centres of clusters 
(Dressier 1980).
Spirals have a thin disk, which contains young, blue, star forming regions, and a bulge, 
which contains an old stellar population. The disk is supported by rotation, and contains 
large amounts of gas and dust, and spiral arms. The spiral arms can be highly symmetric and 
regular, with arms extending right around the galaxy for one to one and a half turns in the 
case of rare “grand-design” spirals, but usually they are short and fragmented. Spiral arms are 
thought to occur as a result of density waves which travel slowly (as compared to the stars) 
around the galaxy, triggering star formation (Lin & Shu 1964). They are characterised by 
young, bright blue stars which have short life times and so do not get far from the spiral arms 
before they run out of fuel and explode as supernovae. The bulge is supported by the random 
velocities of stars, as in elliptical galaxies. Spirals are split into two types, normal spirals 
(S) and barred spirals (SB). Barred spirals have a central bar, with spiral arms protracting 
from each end. Spirals (barred and unbarred) are described by an extra parameter, a to d, 
which describes the bulge-to-total ratio and tightness of the spiral arms. Sa (SBa) galaxies 
have large bulge-to-total ratios and tightly wound spiral arms, whereas Sd (SBd) galaxies have 
small bulge-to-total ratios and loosely wound spiral arms. Irregulars are disk galaxies which 
have no bulge, lots of gas, dust and star forming regions, but no obvious spiral arms. Spirals 
are found predominantly in the outer parts of galaxy clusters and small groups (Dressier 1980).
Ellipticals and bulges have a surface brightness profile that is well described by a de Vau­
couleurs profile (de Vaucouleurs 1948). Spiral disks and irregulars are well described by an 
exponential. These profiles are described in § 2.3.
In later publications, Hubble added an extra class, lenticular galaxies or SO galaxies, which 
were placed between spirals and ellipticals (Hubble 1936c). As van den Bergh (1998) points 
out, there is no clear definition of the SO class - they do not appear to contain much dust or 
gas, like ellipticals, but have disks with spiral arms and sometimes bars, like spiral galaxies. 
The bulge-to-total ratio is high, B / T  ^  0.65 (Kent 1985).
cD galaxies (Matthews, Morgan & Schmidt 1964, Morgan & Lesh 1965) are particularly 
luminous galaxies, generally found at the centres of rich clusters. They have an elliptical-like 
core, with an extensive power-law envelope.
Dwarf galaxies are faint galaxies M b > —16. The profiles of these galaxies are well fit 
by exponential profiles, even dwarf ellipticals (Ferguson & Binggeli 1994). There are many
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types of dwarfs, dwarf irregulars (dl), dwarf ellipticals (dE) and dwarf splieroidals (dSph), 
with absolute magnitudes as low as M b ~  — 8  seen in some local group dwarfs (Mateo 1998).
The most recently discovered type of galaxies are Low Surface Brightness Galaxies (LSBG). 
However, these are not consistently defined. Some authors choose a value of ~  1er from the 
Freeman Law (see § 1.3.4) as the limit for LSBGs: pq b^ ^  22 mag arcsec“ .^ Impey & Bothun 
(1997) define them as galaxies with /io,B > 23 mag arcsec"^, although this usually means the 
central surface brightness of the disk, not the whole galaxy. They tend to be faint, gas and dark 
m atter rich, giving them high mass-to-light ratios (de Blok, McGaugh & van der Hulst 1996). 
In § 1.3.4 we will discuss recent searches for LSBGs and the measurement of the space density 
of LSBGs. The Impey & Bothum (1997) review is a good introduction to their properties.
The different types of galaxies as well as the extreme galaxies in the next section are 
displayed in the absolute magnitude-surface brightness plane in Fig 1.2.
Galaxies have also been classified by spectral characteristics, such as specific features, e.g. 
line equivalent widths of Hydrogen a  (Bland-Hawthorn et al. 2001), which give information 
about star formation rates, or a more continuous parameterisation such as that employed by 
the 2dFGRS (Folkes et al. 1999, Madgwick et al. 2001). Madgwick et al. (2001) relate 
their parameter 77, which varies from ~  —5 for strong absorption systems to ~  10 for strong 
emission systems, to the Hubble type, using galaxies taken from the Kennicutt (1992) atlas. 
The T] parameter splits the galaxies into four classes: 77-type 1 galaxies are correlated with early 
type galaxies (ellipticals and lenticulars), 77-type 2  galaxies are correlated with Sa/Sb galaxies, 
77-type 3 galaxies are correlated with Sb/Scd galaxies, and 77-type 4 galaxies are correlated with 
Scd galaxies and later types.
1.2,1 Extrem e Galaxies
Many surveys have shown a luminosity-surface brightness correlation amongst galaxies, see 
§ 1.3.5. Galaxies which lie a long way from this relationship may be counted as extreme, and 
as Fig 1.2 demonstrates, these are the most difficult galaxies to detect in a survey. The high 
surface brightness dwarf galaxies are difficult to detect since they will have small angular sizes 
and will therefore become unresolved at a relatively small distance and be rejected as stars. 
Giant low surface brightness galaxies like Malin 1 are often missed because of the difficulty 
of detecting low surface brightness objects with a noisy background. If the sky subtraction 
is poor then these objects may be missed when smaller low surface brightness galaxies are 
detected.
H igh surface brightness dwarf Galaxies
The archetypal high surface brightness dwarf galaxy /  compact elliptical (cE) is M32 (Mateo 
1998), a local group member and satellite of M31. As Fig 1 .2  demonstrates, this is a very high 
surface brightness galaxy, particularly for its absolute magnitude. Disney (1976) pointed out 
that compact objects could be mistaken for stars. Surveys such as the APM (Maddox et al. 
1990a) have strict limits on the star-galaxy separation, excluding all objects with riso ^  3.6 
arcsec due to a combination of poor seeing and poor resolution (Pimbblet 2001). Even modern 
CCD catalogues cannot separate stars from galaxies beyond R ~  20 (Liske et al. 2002). To
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Figuie 1.2: This plot shows the approximate distribution in Mb  and pe of different galaxy 
types, described in the text. The black dotted lines show various selection functions for different 
surveys. The inner most selection function is approximately the Freeman Law with an isophotal 
limit jjLiim = 24 mag arcsec"^, a diameter limit of D 2A ~  20" and an apparent magnitude limit 
m =  16.0. The other two dotted lines approximate modern surveys. One has an isophotal 
limit jiiim — 24.7 mag arcsec“ ,^ an isophotal diameter limit of D24 =  7.2" and an apparent 
isophotal magnitude limit m =  19.0. The other has pum = 24.4 mag arcsec“ ,^ a half-light 
diameter limit of D 24 =  1.6" and an apparent total magnitude limit m  ~  19.0. The estimated 
luminosity functions calculated from each data set is shown above the distribution of galaxies, 
as dotted, dashed and solid lines respectively. The estimated surface brightness functions are 
shown on the right hand side. The extreme galaxies such as Malins and cEs are not accessible 
by these surveys. Neither are dwarf spheroidals nor the majority of the low surface brightness 
population.
Chapter 1: Introduction 8
measure the BBD of very small dwarf galaxies, either space based telescopes are required (e.g. 
Driver 1999), or it is necessary to measure the redshift of every object within a field. Since 
stars outnumber galaxies 3 to 1 at bright apparent magnitudes, low redshift surveys such as 
the 2dFGRS and SDSS would require four times as much telescope time as they currently 
require.
Drinkwater et al. (1999) have done a complete redshift survey of 14,000 objects in the 
direction of the Fornax cluster and found 13 unresolved galaxies with 18.5 <  B j  < 20.1 
and 0.05 < < 0.21. These all have absolute magnitudes —21.5 < M b < —18.0, making
them significantly brighter than M32. However, since they are unresolved it is not possible to 
measure their surface brightnesses. These galaxies would add 3.2 ±  1.2% more galaxies to the 
2dFGRS. Phillipps et al. (2001) found that 5 more of these galaxies were at the distance of 
the Fornax cluster and had Half W idth Half Maximum (HWHM) sizes < 1.1", corresponding 
to R  < lOOpc. These galaxies have —13 < M b < —10 and minimum surface brightness 
po ~  2 0  mag arcsec"^ which puts them several mag arcsec”  ^ brighter than the luminosity- 
surface brightness correlation, see Fig 1 of Phillipps et al. (2001). Phillipps et al. (2001) suggest 
several possibilities for these galaxies: They could be 1) a new type of galaxy, i.e. primordial 
high central density galaxies; 2) super massive globular clusters; 3) nuclei of extremely low 
surface brightness dE galaxies; 4) the tidally distorted remnants of normal dwarfs.
Bekki et al. (2001) have run N-body simulations that suggest that cE type galaxies were 
originally spiral galaxies that were tidally stripped by a larger companion, M31 in the case of 
M32. Their simulations suggest that cE galaxies are very rare since there is a narrow parameter 
space for the tidal interactions and the cE galaxies will shortly (< 10® yr) be swallowed by their 
neighbours.
1.2.2 Giant Low Surface Brightness Galaxies
The largest galaxy ever discovered, with a disk scale length, h =  55kpc, is Malin 1 (Bothun 
et al. 1987). It has a disk with /io,B =  26.6 mag arcsec"^ and a total absolute magnitude 
M b — —21.2. Even though it has a significant bulge, 72% of its total light is emitted from 
the disk. Since its disk is below many current survey limits, including our own survey, the 
Millennium Galaxy Catalogue (MGC), this galaxy will appear as a dwarf elliptical in many 
surveys (Cross et al. 2001). Since dwarf ellipticals are very common in clusters, being the 
most common type of galaxy in clusters with M b > —17, (Binggeli, Sandage & Tammann 
1988, Ferguson & Binggeli 1994) it is important to ask how many of these could be crouching 
giants. In the field these galaxies are less common, but the number density increases rapidly 
as the luminosity decreases for M b > —16.
Several surveys of very low surface brightness galaxies have been made over the last decade. 
These include Turner et al. (1993), Schwartzenberg et al. (1995), Dalcanton et al. (1997), 
O’Neil, Bothun & Impey (2000) and Bomans & Haberzettl (2001). While many LSBGs have 
been found, the difficulty of obtaining redshifts has meant that it is difficult to distinguish 
between a close by dwarf LSBG and a further away giant LSBG or a high redshift normal galaxy 
that has been cosmologically dimmed, see Fig 1.3. Schwartzenberg et al. (1995) compared the 
expected isophotal areas and magnitudes of cosmologically dimmed normal galaxies with those
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of their population and concluded that these are real LSBGs.
Sprayberry et al. (1997) characterised a sample of 8  LSBGs, with scale lengths greater 
than ordinary spirals. While none of these galaxies is as extreme as Malin 1 they found that 
like Malin 1 they all had high HI column densities.
O’Neil (2000) has discovered a red {{B — H) > 1 ) LSBG which appears to have a redshift, 
^ =  0.1035. If this velocity is correct, then this galaxy is even larger than Malin 1.
1.3 M easu rin g  th e  Space D en sity  o f  G alaxies
The space density of galaxies is usually defined as the mean number of galaxies in a IMpc 
volume, over some range of parameters as a function of some variable. The space density 
is most commonly described as a function of absolute magnitude (M); the galaxy luminosity 
function (GLF). The surface brightness distribution, the space density as a function of intrinsic 
surface brightness (p), has also been measured, as has the bivariate brightness distribution, 
the space density as a function of both M  and p. As the absolute magnitude, intrinsic surface 
brightness and the size of the galaxy {R) are simply related by Eqn 1.2, the bivariate brightness 
distribution is often described in terms of M  and R  or p and R,
M  = pe -  51ogio Re -  38.57, (1.2)
where M  is the total absolute magnitude, pe is the intrinsic effective surface brightness in 
mag arcsec"^ and Re is the half light radius in kpc. If the surface brightness and size are 
defined in different ways, then a similar expression with a different constant can be used. This 
is derived using m =  pf^^ — 2.51ogqo the definition of effective surface brightness and
Eqns 2.8 and 2.9 which relate the apparent magnitude and apparent surface brightness to 
absolute magnitude and absolute surface brightness.
1.3.1 Lum inosity Functions
The Galaxy Luminosity Function (GLF) is an important tool in cosmology. It describes the 
space density of galaxies as a function of absolute magnitude. It is used to test cosmological 
and evolutionary models by comparing the z =  0 LF to number counts (e.g. Metcalfe et al. 
1991, Metcalfe et al. 1995, Yasuda et al. 2001). Luminosity functions are also essential in 
producing mock catalogues (e.g. Cole et al. 1998, Cross & Driver 2001), which are then used 
to test which features are important in the power spectrum (Percival et al. 2001) or selection 
biases (Cross & Driver 2001).
In this thesis we concentrate on the overall space density, and not the space density in 
special environments such as clusters or groups or the field. The space density in clusters 
is a separate thesis in itself, with numerous papers over the years. We will mention a few 
of these where relevant, but instead direct the reader to the following articles, which discuss 
the cluster luminosity function and the relationship between the cluster and field luminosity 
functions: Binggeli, Sandage & Tammann (1988), Trentham (1998) and Paolillo et al. (2001). 
We concentrate on the optical space density and in particular the B-band space density.
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Figure 1.3: This plot shows the distribution of galaxies from several different surveys, including 
the Millennium Galaxy Catalogue (MGC), represented by dots, the Local Group (Mateo 1998), 
represented by stars, LSBGs (McGaugh 1996), represented by triangles, and Malin 1 (Bothun 
et al. 1987), represented by the solid circle. The line describes the locus of a low surface 
brightness galaxy {B = 21,/^“^  ^ =  26), with increasing redshift. The crosses along the line 
represent the redshifts z =  0.005, 2: =  0.1 and z =  1.0. Thus an apparently faint LSBG, may 
be a low redshift intrinsically faint LSBG, a medium redshift bright LSBG or a high redshift 
normal galaxy.
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E a rly  M easu rem en ts  of th e  G LF
The earliest measurement of the GLF was by Hubble (Hubble 1936a,b, henceforth H36a, H36b). 
In H36a, the distances were measured using the brightest stars in resolved galaxies as standard 
candles. In H36b, the distances were measured using Hubble’s well known velocity-distance 
relation:
V ~  Hq d. (1.3)
In H36a, Hubble measured a Gaussian-like luminosity function for nearby field galaxies, 
with mean M  =  —14.2 and width cjm =  0.85. A similar result was found for H36b. Sandage 
(1958) showed that most of these “brightest” stars were in fact HH regions and a value H q = 526 
kms“ ^Mpc“  ^ was used in H36b. The modern value is i?o =  72 ±  8  kms“ ^Mpc~^ (Freedman 
et al. 2 0 0 1 ).
Zwicky (1957) measured the luminosity function in clusters and found that the brightest 
members were well described by a cubic and fainter members by an exponential. Kiang (1961) 
discusses the differences between Hubble’s GLF (H36a) and Zwicky’s result. Kiang recalculated 
Hubble’s value M  using the correct magnitude of the brightest HII regions rather than the 
brightest stars. The shape of Hubble’s GLF remained the same. Kiang concluded that Zwicky’s 
function fits both the field and cluster environment and that Hubble had neglected selection 
effects. In H36b, the frequency distribution was directly equated to the luminosity function, 
without taking into account the varying volume over which a galaxy can be seen, which depends 
primarily on the apparent magnitude. This bias is usually referred to as Malmquist bias or 
Scott bias (Scott 1957). While it is not so obvious that H36a suffers from Malmquist bias, 
since it was the apparent magnitudes of the brightest “stars” that selected the sample, Hubble 
did see a correlation between the absolute magnitude of the brightest stars and the absolute 
magnitude of the galaxies. As we will demonstrate further on, selection effects are a problem 
in many measurements of the space density of galaxies. Since clusters are all at one distance, 
and cover the same volume, Malmquist bias does not affect the shape of the cluster luminosity 
function.
Zwicky’s fit, a combination of a cubic and an exponential, has been superseded by the 
Schechter (1976) analytic fit, shown in Eqn 1.4. The Schechter Function is a function with 
three parameters, the turn-over point L*, the faint end slope a  and the normalisation 0*. This 
is the expected distribution following non-linear collapse as calculated by Press & Schechter 
(1974), but also allowing a, the faint end slope to vary.
0(L)dL =  0 * (^ /7 :3 ''e x p (-(L /r ))d (L /L 3  (1.4)
or in terms of magnitudes:
0(M )dM  =  0.40X1:1 ^Q)iQ(o.4(M'-M))(a+i) (_io(® (1.5)
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The luminosity function can be integrated with the luminosity of the galaxy to give the total 
luminosity density of galaxies (Eqn 1.6). If a Schechter Function is used then the luminosity 
density is easily calculated from the parameters (Eqn 1.7).
£
;  =0*L*F((% +  2) (1.7)
While many surveys find a good fit to the Schechter function, e.g. Efstathiou, Ellis & 
Peterson (1988), Blanton et al. (2001), Norberg et al. (2002), others such as Driver et al. 
1994, Zucca et al. (1997), Andreon, Cuillandre & Pello (2000) and Madgwick et al. (2001) do 
not. We will discuss how well the Schechter function fits the LF in Chapters 4 and 5.
1.3.2 M odern M easurem ents of the GLF
To test the reliability of the luminosity function, a comparison of the GLF derived in 8  major 
surveys has been undertaken. The surveys compared are the Second Southern Sky Redshift 
Survey (SSRS2, Marzke et al. 1998), the Durham/UKST Galaxy Redshift Survey (Dur/UKST, 
Ratcliffe et al. 1998), the ESC Slice Project Galaxy Redshift Survey (ESP, Zucca et al. 1997), 
the Las Campanas Redshift Survey (LCRS, Lin et ah, 1996), a comparison of small surveys 
by Efstathiou, Ellis & Peterson (EEP, Efstathiou, Ellis & Peterson 1988), the Stromlo-APM 
Redshift Survey (APM, Loveday et al. 1992), the Autofib Redshift Survey (Autofib, Ellis et 
al. 1996), and the Centre for Astrophysics Redshift Survey (CfA, Marzke et al. 1994). More 
recent surveys such as the 2dFGRS (Cross et al. 2001, Norberg et al. 2002) and the Sloan 
Digital Sky Survey (SDSS, Blanton et al. 2001) will be discussed later on in this thesis, in 
Chapters 3,4 and 5.
These surveys measured the luminosity function for the whole galaxy population, rather 
than the luminosity function of clusters. The surveys varied in the selection criteria for spec­
troscopic targets, the number of objects observed, the completeness of the survey, the filter 
used, and the method for evaluating the luminosity function. Table 1.1 shows the depth and 
survey area of the eight surveys.
Most of the surveys were wide field, low redshift surveys. These include SSRS2 with a 
magnitude limit 15(0) =  15.5 and a solid angle of 1.69sr, CfA with a magnitude limit of 
m z  — 15.5 and a solid angle of 2.1sr, Dur/UKST, with a magnitude limit of bj =  17.0 and 
a solid angle of 1500 deg^ (0.457sr), LCRS with a solid angle of 720 deg^ (0.219sr) and a 
magnitude limit R  = 17.7, and the Stromlo-APM with a magnitude limit of bj = 17.15 and a 
solid angle of 4300deg^ (1.31sr).
The Autofib has a limiting magnitude of bj — 24.0, and a maximum redshift z =  1.1. 
The Autofib Redshift Survey uses 6  different sets of data, to probe as large an apparent mag­
nitude range as possible. It uses data from the Anglo- Australian Redshift Survey (AARS) 
(11.5 < bj < 17.0,s.a. =  70.84deg^). Autofib (AF)-bright (17.0 < bj < 20.0,s.a. =  5.52deg^), 
AF-faint (19.5 < bj < 22.0,s.a. =  4.67deg^), the Durham/Anglo-Australian Telescope faint
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Table 1.1: A comparison of the limiting magnitude and solid angle of 8  recent redshift surveys
Survey Filter miirn /  mag Survey area /  sr
SSRS2 B(0) 15.5 1.69
CfA m z 16.6 2 .1
Durham/UKST bj 17.0 0.457
LCRS R 17.7 0.219
Stromlo-APM bj 17.15 1.31
Autofib bj 24.0*1 2.9 X 10“  ^*1
ESP bj 19.4 7.1 X 10-^
EEP B t 14.5*1 0.84*1
These papers use data from a variety of surveys with different depths and areas. The full 
range of depths and areas are discussed in the text.
galaxy redshift survey (20.0 < bj < 21.5, s.a. =  0.499 deg^), the Low Dispersion Survey Spec­
trograph (LDSS)-l (21.0 < bj < 22.5,s.a. =  0.124deg^) and LDSS-2 (22.5 < bj < 24.0,s.a. =  
0.096 deg^).
The ESP attempts to fill the gap between the wide field and the evolution surveys, by 
looking down to a magnitude limit of bj =  19.4 and looking over a solid angle of 23.2 deg^ 
(7.07E-3sr). EEP consists of AARS data, {pf,. — 23.6mag arcsec“^,s.a. — 70.31 deg^), Kir- 
shner, Oemler & Schechter (1979, KOS) data {Jk o s  = 15,s.a. =  1 2 1 .8 deg^), Kirshner et al. 
(1983, KOSS) data {Fko s  =  16, s.a. — 1 2 deg^), the Revised Shapley Ames (RSA) catalogue 
{Bt  <  12.5, b > 30°) and Centre for Astrophysics (CfA) catalogue, {Bt  < 14.5,6 > 40° or 
B  < —30°). EEP developed the Stepwise Maximum Likelihood Estimator (SWML, see § 2.6.2) 
to analyse the data from each of these surveys. EEP converted all the magnitudes to the B t  
system.
Filters
It is necessary to convert all magnitudes to the same system, in this case the standard Johnson 
B filter. The following equations are used to convert from the other filters.
B  = bj + 0.28(B -  V) (1.8)
Eqn 1.8 is the filter conversion from photographic bj to Johnson-B, given in Blair & Gilmore 
(1982). A mean {B — V) (Eqn 1.9) for the low redshift galaxy population is given in Coleman, 
Wu & Weedman (1980).
{ B - V )  = 0. (1.9)
This gives an offset between B  and bj of B  ~  bj -f 0.224. Gaztanaga & Dalton (2000), 
find a scale error in the Zwicky magnitudes used in the CfA survey, see Eqn 1.10. They also 
show evidence of an observer bias effect; fainter galaxies are more likely to be picked up close 
to bright galaxies than in empty regions. The overall effects give the colour term in Eqn 1.11 
and a reduction in the normalisation by 60%.
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A (m z)  = (0.62 ±  0.05)A B  (1 .1 0 )
B  =■ m z  — 0.35 ±  0.15 (1.11)
EEP use B t  magnitudes from the ESO-LV system (Lauberts & Valentijn 1989). They use 
the conversion in Eqn 1.12 to convert between photographic bj and B t - Ei'om Eqn 1.8 we get 
the final offset B  = B t  +  0.514.
bj  — B T - \ - 0 . 2 9  ( 1 . 12 )
The SSRS2 uses the B(0)-Zwicky (Huchra 1976). The conversion in Felten (1985) is shown 
in Eqn 1.13. The final offset is B =  R(0) +  0.254.
B t  = B {0 )-0 .2 6  (1.13)
The LCRS is measured in the R-band. Lin et al. (1996) use a mean colour term from 
(Tucker 1994) given in Eqn 1.14. The final offset is B =  R 4-1.324.
{b j~ R )  = l . l  (1.14)
The SDSS is measured in the Sloan u*, g*, r*, i* and z* filters. Using the equations in 
Pukugita et al. (1996) we calculate the filter conversion to be:
B  = g* + 0.419(g* -  r*) + 0.216 (1.15)
These conversions are applied to the M* values given in the papers.
Surface Brightness Lim its
The input catalogues had various surface brightness limits, and total number of galaxies. The 
SSRS2 was selected from the non-stellar list of the HST Guide Star Catalogue (Lasker et 
al. 1990) and the photometry was calibrated by Alonso et al. (1993, 1994). There are 5404 
galaxies with photometry equivalent to isophotal magnitudes at =  25.3mag arcsec“ .^
The Durham/UKST and ESP surveys were based on UKST plates scanned on COSMOS as 
part of the Edinburgh-Durham Southern Sky Catalogue. The Stromlo/APM survey is based 
on APM scans of UKST plates. These plates have a limiting isophote 24.7 < iiB,Um < 25.2, 
but have Gaussian isophotal corrections (Maddox et al. 1990; Heydon-Dumbleton, Collins 
& MacCillivray 1989). These corrections are discussed in § A.I. The Stromlo/APM sur­
vey contains 1769 galaxies, the Durham/UKST contains ~  2500 and the BSP contains 3342
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Table 1.2: A comparison of the local luminosity density from recent magnitude-limited redshift 
surveys.
Survey M ^ -5 1 o g / i q^yiO-^h* a js/lO ^/iLeM pc"^
SSRS2
Durham/UKST
ESP
LCRS
EEP
Stromlo/APM
Autofib
CfA*
2dFGRS
SDSS
-19.18 ±0.06 
-19.46 ±0.10 
-19.39 ±0.08 
-18.97 ±0.02 
-19.17 ±0.10 
-19.28 ±0.13 
-18.98 ±0.30 
-19.15 ±0 .3  
-19.20 ±0.07 
-19.42 ±0.04
(1.28 ± 0 .0 2 ) 
(1.7 ±0.3) 
(2.0 ±  0.4) 
(1.9 ±0.1) 
(1.56 ±0.34) 
(1.40 ±0.17) 
(2 .6  ±  0 .8 ) 
(1.6 ±0.4) 
(2.15 ±0.09) 
(2.69 ±  0.34)
-1.12 ±0.05 
—1.04 ±  0.08 
- 1 .2 2  ±0.06 
-0.70 ±  0.05 
-1.07 ±0.05 
-0.97 ±0.15 
-1.09 ±0.10 
- 1 .0 0  ± 0 .2  
-1.18 ± 0 .0 2  
-1.22 ±0.05
(1 .0 2  ±0.08) 
(1.65 ±0.35) 
(2.11 ±0.47) 
(1 .0 2  ±0.08) 
(1.18 ±0.29) 
(1.10 ±0.25) 
(1.68 ±0.71) 
(1.14 ±0.48) 
(1.83 ±0.17) 
(1.83 ±0.17)
We have corrected the CfA luminosity function as suggested by Gaztanaga & Dalton (2000).
galaxies. The Autofib Redshift survey also uses UKST plates. The deep plates have limits of 
— 26.7, but some of the intermediate data had ~  25.2.
The CfA contained 9063 galaxies, but the surface brightness limits are hard to determine, 
because the objects are selected by eyeball classification (Zwicky et al. 1961-1968) as shown 
in Gaztanaga & Dalton (2000). The EEP contains ~  3000 galaxies, with various limits. The 
AARS data has fJ.um,B = 23.8, the KGS data has 23.1 < pum.B < 24.4, the KOSS data has 
P =  PS ICY +  1.9 Piim,B ~  24.
The LCRS is a R-band survey rather than a B-band survey and has an equivalent /is  =  
24.3, and contains 18678. The LCRS have also specified the spectroscopic limits, due to how 
much light can pass down the fibre (Schectman et al. 1996). This puts an additional surface 
brightness limit oî p s  ~  23.1, although this varies with apparent magnitude.
Other surveys suffer from these surface brightness problems, but only the LCRS is explicit 
about them. Their object selection is done by isophotal magnitudes, although they get 12" 
aperture magnitudes to correct to total magnitudes. A fixed aperture reduces the light loss if 
the objects are small, but can increase it if they are big. This correction suffers from many of 
the same problems as isophotal magnitudes - strong redshift and profile dependence, although 
it reduces the variation with seeing and sky background. Unfortunately, while they discuss the 
limits and correct for the magnitudes they do not correct for the volume over which they can 
see the galaxies.
Lum inosity Function Param eters
Table 1.2 shows the Schechter parameters and the luminosity density, for the surveys above. 
All M* values have been converted to the standard Johnson B  filter, and all values of M* and 
</;* have been converted to H q =  100kms“ ^Mpc“ ^ The luminosity density is calculated using 
Eqn 1.6.
The Luminosity Functions for these surveys are shown in Fig 1.1. There is a variation of 
a factor ~  1.5 at the bright end and a factor ~  10 at the faint end. The luminosity densities 
show a variation of a factor of ~  2 as well. Even though some of the quoted errors are 
large, they cannot fully explain the large variation in luminosity functions. If the luminosity
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function is going to be a reliable tool to test cosmological and evolution models and produce 
mock catalogues then the random errors must be significantly reduced and the systematic 
errors must be eliminated as far as possible. This work will concentrate on eliminating the 
systematic errors, but will include data from much larger catalogues and data with much better 
photometry, so the random errors will be reduced too.
1.3.3 W hy is there so much variation in the LF?
There are many possible reasons for the huge variation in the published values of the Luminosity 
Function. We will briefly consider the main contenders.
One source of variation is the filter. The LCRS, which shows the most shallow faint end 
slope, was measured in the R-band. Intrinsically faint galaxies tend to be bluer (Blanton et 
al. 2001; Brown et al. 2001) as are LSBGs (Brown et al. 2001), so it suggests that the R-band 
LF should be shallower. However all of the other surveys are measured through a hj filter, 
or similar filters, and the variation should be confined to M*, with a small change in a. (jf 
should be relatively unaffected by small variations in the filters, assuming that most of the 
variation comes from differences in the measured magnitude rather than the number of galaxies 
detected. However a large range in cjf is seen amongst the surveys. This cannot be explained 
by variations in the filter.
Another possible error comes from inhomogeneities in the density of galaxies. Some regions 
of space are heavily clustered, others have large voids. Galaxies which are seen over volumes of 
the same scale as the cluster scale may be biased towards a high number density in a heavily 
clustered region or a low number density in a void. To avoid this problem surveys such as the 
APM are sparsely sampled; taking 1 galaxy in 20 at random and thereby covering a greater 
area of sky. This reduces the chance that the area of sky sampled is significantly under dense or 
over dense. EEP developed the Step Wise Maximum Likelihood method which uses maximum 
likelihood techniques to use information on as many scale lengths as possible to reduce the 
problems of clustering. Clustering will tend to affect dwarf galaxies more because they are seen 
over smaller volumes due to Malmquist bias. Therefore it is likely that the greatest effects will 
be seen in the faint end slope, with little variation at the bright end.
Number or luminosity evolution will change the luminosity function parameters, but all 
of the LFs apart from the ESP, LCRS and Autofib have z < 0.05. At such a low redshift 
evolution should not be a factor, but there is still a variation of 50% at the bright end and a 
large variation in the faint end slope. ESP and LCRS both have z ~  0.1, but have radically 
different LFs. While Autofib is an evolutionary survey, and does show substantial variation 
for different redshift cuts, the parameters in Table 1.2 are for z < 0.1 galaxies.
Photometric errors such as those seen in the CfA by Gaztanaga & Dalton (2000) may be 
the source of some of the problems. These photometric errors may be caused by non-linearities 
in the photometric plates, or by light loss due to the surface brightness profiles of galaxies, see 
§ A.I.
Most of the surveys use some deep CCD data to test the calibration, and light loss after 
some corrections, such as a Gaussian correction (Maddox et al. 1990), a mean exponential 
correction (EEP) or a fixed aperture correction (Shectman et al. 1994). However, as we will
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show in § A .l there are no perfect methods to correct light loss; for LSBGs and late type 
galaxies these methods can miss a significant fraction of the light.
The extended surface brightness profiles of galaxies and the bright sky background not 
only lead to light loss, which causes photometric errors by underestimating the flux, but also 
leads to incompleteness as galaxies with underestimated fluxes drop below the survey limits, 
or in some cases are simply lost in the noise. At the other extreme small angular-scale galaxies 
can be missed if they cannot be distinguished from stars. Thus the completeness, and hence 
the reliability of the luminosity function, depends on the surface brightness limit and the 
seeing. The surveys have various surface brightness limits, the Autofib has the deepest limits; 
the LCRS and EEP have the brightest. Autofib has one of the highest luminosity densities, 
the LCRS, SSRS2, EEP and CfA have rather low luminosity densities. The SSRS2 , has 
photometry equivalent to isophotal magnitudes at p s  ~  25 — 26, but is selected from the 
Guide Star Catalogue (Lasker et al. 1990) which is only complete for stars to bj ~  2 0 , so the 
surface brightness limit for completeness is much shallower. However, the ESP with the highest 
luminosity density, and the APM with one of the lowest have very similar surface brightness 
limits and isophotal corrections.
In this work the variations in the luminosity functions will be explored. In particular sur­
face brightness selection issues will be thoroughly explored and removed from the Luminosity 
Function. While much of the photometric data will come from the same photographic Schmidt 
plates used in some of the previous surveys, CCD data from the Millennium Galaxy Catalogue 
and Sloan Digital Sky Survey will be used to test the photometry and remove any nonlinearities 
and losses due to surface brightness.
In addition, variations in the luminosity function with the Madgwick et al. (2001) spectral 
types, talcing into account surface brightness selection effects.
1.3.4 Surface Brightness D istributions
In the previous section we found a large variation in recent measurements of the luminosity 
function. It was speculated that surface brightness selection effects were a principal cause of 
this variation. In this section we will discuss the distribution of space density with surface 
brightness.
’N orm al’ Galaxies
Fish (1964), found a narrow distribution amongst elliptical galaxies with mean po = 14.80 
mag arcsec~^ and standard deviation a = 0.9 mag arcsec"^. This was calculated using a 
sample of nearby ellipticals, which had large angular size. Fish first confirmed that the light 
profiles corresponded to a de Vaucouleurs profile and then measured the surface brightness by 
fitting the best fit de Vaucouleurs to the distribution. Freeman (1970) measmnd the central 
surface brightness distribution of spiral galaxies to be a Gaussian with mean po = 21.65 mag 
arcsec~^ and standard deviation a = 0.3 mag arcsec“^, across a range in absolute magnitude 
of 5 magnitudes.
Disney (1976) challenged these results, and suggested that both could be explained by 
surface brightness selection effects. Due to the small dynamic range of photographic plates.
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galaxies were being selected principally by diameter rather than magnitude. When a surface 
brightness limit pum — 24.0mag arcsec"^ was applied, the peak of the apparent radius distri­
bution was at Po — 21.83 mag arcsec"^ for spirals and po — 15.31 mag arcsec"^ for ellipticals, 
close to the Freeman and Fish values. This suggests that the Fish and Freeman distributions 
are dominated by surface brightness selection effects.
Allen & Shu (1979) agree that selection effects dominate the low surface brightness edge 
of both the Fish and Freeman distributions, but the high surface brightness ends are real. 
They argue that Disney’s use of intrinsic scale size rather than apparent scale size leads to 
a miscalculation of when the star-galaxy separation will become a problem, van der Kruit 
(1987) applied diameter selection as suggested by Disney to the Uppsala General Catalogue 
(UGC) and found a distribution with peak po = 21.8 ±0.6 mag arcsec“ .^ When van der Kruit 
measured the distribution for Sc galaxies only, the result was, po ~  21.5 ±  0.4 mag arcsec“ ,^ 
close to the Freeman result.
LSB Galaxies
Bothun et al. (1987) discovered a giant LSBG (Malin 1) with a disk central surface brightness 
Pb — 26.6 mag arcsec“  ^ and total absolute magnitude M b = —21.2. The surface brightness of 
this disk is ~  15cr from the mean of the Freeman distribution and ~  8 n from the mean of the 
van der Kruit distribution. The fraction of objects expected to lie lOcr away from the mean of 
a normal distribution is ~  1 0 "^°, so in an observable universe of 1 0 °^ — 1 0 ^  galaxies we would 
not expect to seen any Malin Is if the Freeman Law is correct.
Binggeli, Sandage & Tammann (1988) noted that the luminosity-surface brightness rela­
tionship could explain much of the observations: low surface brightness galaxies are generally 
faint and therefore van der Kruit would miss these galaxies even when he used a carefully se­
lected sample. This still suggests that galaxies like Malin 1 are rare. They did suggest caution 
though until the relationship between Malin 1 and other galaxies is understood.
Davies et al. (1994) argued that the van der Kruit sample had hidden magnitude limits that 
lead to an overestimate of the sample volume for LSBGs and therefore an underestimate of the 
number density of these galaxies. In a diameter limited catalogue there will be a magnitude 
when the surface brightness of a galaxy is too low for a detection. Davies et al. (1994) find an 
effective magnitude limit m \  = 14.1 mag in van der Kruit’s sample. They select a sample from 
the ESO-LV catalogue (Lauberts & Valentijn 1989) with D 20 > 1 arcmin and m \  =  15.4 mag. 
They use the redshifts from the sample to define the median volume of each surface brightness 
bin. They find that the volumes agree well with those calculated using visibility theory (Davies 
1990). They find that the distribution of galaxies is well matched to the volume distribution 
implying a fiat distribution in surface brightness.
McGaugh, Bothun & Schombert (1995) and O’Neil & Bothun (2000) also find a flat dis­
tribution in surface brightness. McGaugh et al. (1995) criticise Disney & Phillipps (1983) 
and Davies (1990) for not applying the volume correction in absolute magnitude as well as 
surface brightness, instead just scaling the results at one magnitude to all. They argue that 
although their visibility functions are equivalent mathematically, size and surface brightness 
are more fundamental than absolute magnitude and surface brightness, suggesting that two
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galaxies with the same scale size but different surface brightnesses and therefore different ab­
solute magnitudes are more physically related than two galaxies with the same magnitude but 
different surface brightnesses and therefore different scale sizes. This would be a fair point if 
galaxies always remained the same size and just varied in surface brightness as the stellar pop­
ulation aged and star formation varied, but in reality this is just a statement of preference for 
scale size and surface brightness than a good scientific case for using these parameters. O’Neil 
& Bothun find a distribution that is flat from the Freeman value po — 21.65 to po =  25.0 mag 
arcsec“ .^
vLSB Galaxies
Dalcanton et al. (1997) looks specifically at the low surface brightness galaxies (23 <  //Q < 25 
mag arcsec"^. These are found to have the same or greater number density as “normal” 
( ^ 0  < 22 mag arcsec” )^ galaxies. Recent surveys of low surface brightness galaxies include 
Romans & Haberzettl (2001) in a small region of the Hubble Deep Field South and the Kambas 
et al. (2000) survey of NGC 1291, near the Fornax cluster. Romans & Haberzettl (2001) find 
a significant number density of very LSBGs (vLSBGs, po > 25 mag arcsec"^) with one galaxy 
in particular having po^s = 27.1 mag arcsec“ .^ Kambas et al. (2000) see a decrease in the 
numbers of galaxies away from the Fornax cluster, which then increase as they get close to 
NGC1291. Assuming that these galaxies are companions of NGC1291, they find a significant 
number of vLSBGs around NGC1291 and conclude that if most high surface brightness galaxies 
are surrounded by a population of vLSBGs, with high mass-to-light ratios, then vLSBGs may 
contribute more to the mass density of galaxies than bright high surface brightness galaxies. 
However, since it has not been possible to get redshifts for either of these samples, there is still 
a lot of uncertainty about the density of vLSBGs.
Beginning with the Fish and Fi'eeman results, the surface brightness distribution has been 
shown to be dominated by selection effects. Most modern measurements of the surface bright­
ness distribution appear flat to po =  25 mag arcsec“ ,^ with lai'ge numbers at even lower surface 
brightnesses. However, Binggeli, Sandage & Tammann (1988) have pointed out that there is 
a strong luminosity-surface brightness correlation, and so most of the low surface brightness 
galaxies are in fact dwarfs. Since Malin 1 was discovered only a couple of other giant LSBGs 
have been found suggesting that it is indeed rare and LSBGs only contribute significantly to 
the faint end of the luminosity function and contribute very little to the overall luminosity 
or matter density. To decide whether this is true, we must look at the bivariate brightness 
distribution.
1.3.5 The Bivariate Brightness D istribution
In the section on luminosity functions (§ 1.3.1) we showed that there is a great deal of variation 
among recent determinations of the luminosity function and speculated whether these could 
be due to surface brightness incompleteness caused by selection effects. In the section on 
surface brightness distributions we mentioned the problems with surface brightness selection 
effects and how they have dominated the early measurements. However correlations between 
luminosity and surface brightness that vary with type make it difficult to use the luminosity
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or surface brightness distributions by themselves.
To understand the selection effects and calculate the space density it is necessary to look 
at the distribution of galaxies in absolute magnitude and intrinsic surface brightness at the 
same time, p) and calculate the number density as a function of both parameters, i.e. a 
bivariate brightness distribution (BBD), see Fig 1.2.
Some earlier attempts have been made to measure the BBD (e.g. Choloniewski 1985; van 
der Kruit 1987; Sodre & Lahav 1993). The Choloniewski sample contained 248 E/SO galaxies 
with —22 < M b < —18; the van der Kruit sample contained 51 galaxies with isophotal 
diameters > 2' at 26.5 mag arcsec“  ^ (in the photographic Illa-J band) and the Sodre & Lahav 
sample contained 529 galaxies with isophotal diameters > 1' at 25.6-26.0 mag arcsec~^ in the B- 
band. These are very strict limits, and only intrinsically very bright and large galaxies were well 
sampled. The Choloniewski sample has isophotal magnitude ruest < 14 and diameter limits 
D{ESO)  =  1 arcmin. The isophotal magnitude ruast is roughly estimated by Sadler (1984) 
who reports that the diameter limit becomes important at mest =  14.5. van der K ruit’s sample 
was discussed in § 1.3.4 and was found to have missed the apparent magnitude limits. Sodre 
& Lahav (1993) took data from the ESO-LV catalogue (Lauberts & Valentijn 1989) and used 
the selection limits B25 < 14.5, > 1.9 arcmin and Vcorr > 500km s"\ While van der Kruit
did take account of the changes in the diameter of a galaxy with surface brightness (Disney & 
Phillipps 1983), Choloniewski and Sodre & Lahav did not; nor did they take into account the 
fraction of light lost from galaxies. Choloniewski and Sodre & Lahav both saw correlations 
between the diameters and absolute magnitudes of elliptical galaxies. Since the selection limits 
have not properly been taken into account we should be careful when interpreting this, van 
der Kruit (1987) produced a BBD for spirals in diameter and surface brightness. There was 
no significant correlation between diameter and surface brightness. However, given the Davies 
et al. (1994) argument that van der Kruit has missed selection effects, discussed in § 1.3.4, we 
must be wary of this result.
In recent, more extensive measurements of the Bivariate Brightness Distribution the exis­
tence of the luminosity-surface brightness correlation has be confirmed. The luminosity-surface 
brightness correlation for the overall galaxy population is measured to be Mi,. = {2A±.\'^)pe — 
(72.3±32;g) from Cross et al. (2001). This equates to pe ~  {^A2±^-^)Mi,. +  (30.2±^;}). From 
Hubble Deep Field data. Driver (1999) found a steeper gradient {MpAbm^ oc l.^Pc) as did Fer­
guson & Binggeli (1994) in the Virgo cluster {Mb oc lApo). The number density of galaxies is 
a maximum along this line, falling away at both higher and lower surface brightnesses. Given 
the M  ~  p correlation it is hardly surprising if surveys with differing selection criterion recover 
widely ranging Schechter parameters.
The de Jong & Lacey (2000) BBD uses a population of ~  1000 Sb-Sdm galaxies taken 
from the ESO-Uppsala Catalog of Galaxies (Lauberts 1982). The subsample was originally 
selected by Mathewson, Ford & Buchhorn (1992) to study peculiar motions of galaxies. They 
use galaxies where the ESO-Uppsala diameter 1.65' < Dmaj <  5.05', morphological type 
3 < T  < 8 and axis ratio 0.1736 < Dmin/Dmaj < 0.776. This sample is 81.2% complete for 
redshifts and surface photometry. Since they use large galaxies, it is possible to extrapolate 
the last few measured points of the surface brightness profile of each galaxy to infinity to
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recover total magnitudes. The average redshift was small z — 0.01 so cosmological effects 
are negligible. They fit the Choloniewski (1985) function, see Eqn 2.56, to their data and 
found that it fitted the data well. They find that the the local luminosity function is not 
significantly biased against low surface brightness galaxies, even when LSBGs are selected 
from photographic plates, but warn that this may not be true for high redshift observations 
such as those from the Hubble Deep Fields.
The Blanton et al. (2001) BBD is based on 11,275 galaxies from the Sloan Digital Sky 
Survey (SDSS). This will eventually measure the redshifts of ~  lO*’ galaxies over 10,000deg^ in 
5 colours. The magnitude limit is r* = 18.1, and this subsample has a surface brightness limit 
Pe = 23.5 mag arcsec"^. The survey uses Petrosian magnitudes which have no dependence 
on the isophote, see § A .l and recover 99% of the light for exponential profiles, although 
only 82% for ellipticals. They display a BBD (Fig. 9, Blanton et al. 2001), but do not fit 
a function. However, they find a strong luminosity-surface brightness correlation, a broader 
surface brightness distribution at lower luminosities and a steeper luminosity function at lower 
surface brightnesses. Our results match the SDSS results in the main. While our overall 
distribution does not show a strong luminosity- surface brightness correlation, we find that 
galaxies with moderate to strong emission lines (i.e. spirals and irregulars) do have a strong 
luminosity- surface brightness correlation.
1.3.6 Difficulties w ith M easuring the Space D ensity  
Selection Effects
As we have discussed above, many early measurements of the space density have been domi­
nated by selection effects. Even recent surveys have produced a wide range of measurements 
of the luminosity function. These effects have been mentioned in relation to the surface bright­
ness and bivariate brightness distributions. In Chapter 2 we discuss whether the variation in 
surface brightness limits could be responsible for the variation in the recent values of the LF.
The basic measure of selection efi'ects in the luminosity function is visibility, the volume 
over which a galaxy with certain parameters (e.g. M, pe) can be observed. We have used the 
visibility theory developed by Disney (1976), Disney & Phillipps (DP, 1983), Phillipps & Disney 
(1986), Davies (1990) and Phillipps, Davies & Disney (1990). In particular we have used the 
equations given in Phillipps, Disney & Davies (PDD 1990), in our calculations. Disney (1976) 
first suggested that the brightness of the background would affect the completeness of the 
observed galaxy distribution. In DP a quantitative approach to the visibility was developed, 
which took account of how the fraction of the total flux and the apparent scale length varied 
with surface brightness. In Phillipps & Disney (1986) this was applied to spiral clusters in the 
Virgo cluster selected from the RG2 catalogue. Phillipps and Disney found galaxies right up 
to the low surface brightness limits. In PDD, cosmological effects such as surface brightness 
dimming due to expansion (pq^^) and to the K-correction were incorporated. We discuss 
visibility theory in § 2.4 and demonstrate it in § A.2.1.
McGaugh et al. (1995) discuss selection limits in surveys and come to the conclusion that 
to adequately characterise the local galaxy population, it is necessary to perform a survey which
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• is complete to rigorously defined and applied limits,
• explicitly quantifies a uniform isophotal level at which fluxes or diameters are measured,
and
• actually characterises galaxy images with at least two parameters such as surface bright­
ness and scale length.
In Chapter 3 we quantify the completeness of our data and set limits in terms of magni­
tude, half-light radii, surface brightness and redshift. We characterise our galaxies in terms of 
absolute magnitude and effective surface brightness. Although our galaxies are extracted at a 
constant isophotal level pum = 26 mag arcsec"^, we use Kron magnitudes (see § A .l) rather 
than isophotal magnitudes, and we use the half-light radius rather than the radius at 26 mag 
arcsec“ .^
Dalcanton (1998a) discusses light loss when isophotal and other magnitude systems are 
applied and found that the standard < V/Vmax > tests do not diagnose incompleteness and 
unusual systematics. Dalcanton showed that the magnitudes can be well behaved to a certain 
redshift and then rapidly become in error by several magnitudes. The redshift at which this 
happens depends on the surface brightness of the galaxy and the seeing. It was shown that these 
effects can severely affect the luminosity function, even at the bright end. Fitting exponential 
or de Vaucouleur profiles can reduce the light loss, but can lead to biases when the profile is 
very different. A second paper (Dalcanton 1998b) which included bulges and disks convolved 
with a Moffat PSF shows that the seeing can lead to an overestimate of ffuxes if the underlying 
profile is close to the fitted profile.
In Dalcanton (1998a), Kron magnitudes were shown to give A M  > 0.3 w henpnm — po < 3, 
but this was not seen in Dalcanton (1998b). It was suggested that the conflict is due to slightly 
different definitions of the Kron radius. These papers submit that Petrosian magnitudes (see 
§ A .l) are the best magnitudes to use as they have no surface brightness dependence. In § A.l 
we do a thorough examination of the light loss as a function of redshift, disk surface brightness, 
isophotal limit, bulge to total ratio, seeing and absolute magnitude for isophotal, Gaussian 
corrected, exponentially corrected, Kron and Petrosian magnitudes. We conclude that both 
Kron and Petrosian magnitudes have very little isophotal, surface brightness, seeing, redshift 
or absolute magnitude dependence, but Petrosian magnitudes have a greater dependence on 
the bulge-to-total ratio and can sometimes give large deviations due to the small annulus that 
defines them. We have decided to use Kron magnitudes for the MGC.
1.3.7 Techniques used to measure the Space Density.
The measurement of the space density not only requires high quality data, and an under­
standing of the selection effects, it also needs an unbiased estimator to convert the number of 
galaxies seen at an absolute magnitude (M) and/or an effective surface brightness {p). Many 
different approaches have been used over the years. Here we will describe some of the ones 
used in recent surveys.
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The first of the modern estimators to be developed was the method (Schmidt 1968), 
which was first applied to quasi-stellar objects (QSOs) in the Revised 3C Catalogue of Radio 
Sources (Bennett 1962). In this method, each galaxy is given a weight, w = , where Vmax is
the maximum volume over which the object in question can be seen given the selection criteria. 
The luminosity function is then calculated by summing up the number weighted distribution, 
i.e. ÿ(M ) — J2^Î<m +a m  Schmidt also demonstrated the test for uniform density.
Lynden-Bell (1971) developed the C~ method, the first estimator to use maximum likeli­
hood methods. This calculates a function C~{Mi) which is the weighted sum of all the points 
brighter^ than M%, taking account of other selection criteria, where Mi is the absolute magni­
tude of the galaxy. The function C~ is used to calculate T(M ) =  Yli i 'c - {i!u)+wi^^  where 
Wi is the weight of the galaxy. The weighting is based on Schmidt’s l/Vmax-> but with 
evolutionary effects included. 4>{M) — —
The Lynden-Bell (1971) method is particularly useful for small samples, where it takes 
into account errors when C~ is small. The weight attached to a galaxy with L = L{ will be 
important if there are only a few galaxies. This method has lead to others based on it, such 
as the Turner (1979) and Choloniewski’s (1987) methods.
Another maximum likelihood method is the Sandage, Tammann & Yahil (STY 1979). This 
method fits the data to an analytic expression (generally the Schechter 1976 function). The 
stepwise maximum likelihood method (SWML, Efstathiou, Ellis & Peterson 1988) is based 
on the STY method, but uses a non-parametric form i.e. it calculates the relative number 
density in each bin, avoiding any assumptions of the form that the luminosity function should 
have. Like the STY method the result is not normalised. The SWML approach has been 
improved by Koranyi & Strauss (1997) who interpolated between bins. Springel & White (1998) 
have included evolution and developed a piecewise approach, where the selection function is 
parameterised as a series of stepwise power laws. This has an advantage over the SWML 
method since it does not require iterations.
The surface brightness distributions and bivariate brightness distributions have often used 
a method based on visibility theory (e.g. McGaugh, Bothun & Stromberg 1995, O’Neil 
& Bothun 2000). However Choloniewski (1987) used a bivariate estimator based on the 
Choloniewski (1985) approach, Sodre & Lahav (1993) developed a bivariate approach to the 
SWML method. Unfortunately neither of these methods used a rigorous approach to the se­
lection function, see § 2.4. Davies et al. (1994) used the data to define Vmedian-, which he 
found gave a good match to the result from a traditional Vmax defined from visibility theory. 
This approach has the advantage that any selection effects that have been overlooked will 
automatically be taken care of. However it does require large data sets.
In the last few years there have been several papers that have looked at bias in these 
estimators. Willmer (1997) concluded that the STY and C“ methods gave the best results, 
although they agreed with the EEP result that STY is slightly biased towards flat faint end 
slopes. Willmer also found that gave estimates of the luminosity function biased toward 
steeper faint end slopes even in homogeneous samples but found that the observed discrepancy
^In Lynden-Bell’s example, C (L,) is calculated as the weighted sum of the QSOs with a brighter optical to 
radio flux than Li.
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between local and distant galaxies cannot be attributed to different estimators. Takeuchi, 
Yoshikawa & Ishii (2000) found that was a good estimator if the distribution was spatially ^ ■' Vmax
uniform but the shape of the LF is severely affected if there is a large cluster or void. They 
found that when the sample size is small that there were large fluctuations in the Choloniewski 
method, but the Choloniewski method was fastest and therefore best for large samples. They 
show that the Choloniewski, SWML and a refined version of the C~ method, the Lynden-Bell- 
Choloniewski-Caditz-Petrosian method (LCCP) are all robust when large clusters and voids 
are added.
When we have produced BBDs and LFs, we have avoided making assumptions about the 
shape of the luminosity function, so we have not uses the STY method. Since the -çr^  method 
is biased when there is strong clustering, and depends on a good knowledge of the selection 
effects, we have avoided this method. We have used two methods, so that we can spot any 
bias due to the estimator. The first method uses the data as much as possible, so that subtle 
selection effects are automatically picked up. We also use a second, more theoretical estimator, 
which has been shown to be robust to clustering.
In Cross et al. (2001) we developed a modification of the Davies et al. (1994) method for 
the bivariate brightness distribution. As in Davies et al. (1994) we use the data to define the 
volume, although we use the 90^  ^percentile galaxy rather than the median in each bin. We also 
are careful to define the minimum redshift of each bin and correct for clustering and redshift 
incompleteness as a function of absolute magnitude and intrinsic effective surface brightness. 
Since we make these corrections, the criticisms above of a vA— do not apply. This method isVmax
described in § 2.6.1.
In § 2.6.2 we introduce a refinement to the Sodre & Lahav (1993) bivariate SWML by 
incorporating visibility theory. This gives an independent estimator to the Cross et al. (2001) 
method, which maires the same type of corrections but in a completely different way. These 
methods should give the same result if they are unbiased and the correct selection effects have 
been applied. In Chapter 4, we will demonstrate that they do give the same results. We use 
the SWML method because it is the most popular and it is simple to incorporate visibility 
theory.
1.4 U ses  o f  th e  B iv a r ia te  B r ig h tn e s s  D is tr ib u t io n  o f G a la x ie s
1.4.1 T h e  L um inosity  D ensity  an d  th e  S ta r  F o rm ation  R a te
Measurements of the star formation history can be made by comparing the luminosity density 
in the UV (where massive stars dominate) at different redshifts. At higher redshifts, the UV 
output will be detected at longer wavelengths, in the optical and eventually the near infra­
red. Observations from the Canada-France Redshift Survey (Lilly et al. 1996) for the range 
0.5 <  z < 1.0 and the Hubble Deep Field (Madau, Pozzetti &: Dickinson 1998) for the range 
2 < z < 6 combined with the z =  0 result from line emitting galaxies (Gallego et al. 1995) 
suggests that the star formation rate increases rapidly until from z =  0 t o z ~ 1 . 5  and then 
falls slowly. This is in line with the Pei & Fall (1995) model, although significantly lower at 
high redshifts.
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1.4.2 U sing the Lum inosity Function and Num ber Counts to  Constrain Cosm ol­
ogy and Evolution
Since measuring the spectrum of a galaxy to calculate its redshift requires many more photons 
than detecting a galaxy on a photographic plate or CCD, and each object targeted by a 
spectrometer requires its own slit or fibre, it is possible to measure number counts for much 
fainter galaxies than it is possible for luminosity functions or bivariate brightness distributions. 
One can use the luminosity function to predict number counts (e.g. Tyson 1988; Metcalfe et 
al. 1991, 1995; Hogg et al. 2000; McCracken et al. 2001; Liske et al. 2002).
Unfortunately the counts do not fit the models well and this has led to problems such as 
the faint blue galaxy problem (Koo & Kron 1992; Ellis 1997) and the normalisation problem 
(Maddox et al. 1990; Shanks 1990; Driver, Windhorst & Griffiths 1995; Marzke et al. 1998; 
Cross & Driver 2001; Liske et al. 2002).
The faint end of the number counts depends on the cosmology, the evolution of galaxies 
and of course the accurate measurement of the luminosity function. To measure any one, a 
degree of certainty in the other two is needed, although Driver (2002) demonstrates that in the 
range covered by the MGC, it is errors in the faint end slope a  that dominates the variation 
in the faint number counts
Nagashima et al. (2001) use semi analytical models to predict the number counts in the 
HDF, incorporating surface brightness selection effects. They find that when they do this that 
a low density universe {Hm  = 0.3) with or without a cosmological constant is preferred over 
the standard Einstein de-Sitter universe {Üm  =  1, Ha =  0).
1.4.3 Constraints on Galaxy Formation M odels from the B B D .
Various papers have related galaxy formation models to the bivariate galaxy distribution. Dal- 
canton Spergel & Summers (1997) used the Fall & Efstathiou (1980) disk formation model 
to predict the BBD. They linked mass and angular momentum with luminosity and surface 
brightness. Low angular momentum proto-galaxies form high surface brightness galaxies, since 
the same mass of gas is able to collapse further when the angular momentum is low. Their 
model predicts that po < 21 mag arcsec"^ disk galaxies will be unstable, forming bars, bulges 
or elliptical galaxies. This prediction is in line with the Freeman (1970) result and the inter­
pretation by Allen & Shu (1979). Dalcanton et al. (1997) predict galaxies with po > 27 mag 
arcsec"^, and find that their galaxies obey the Tully-Fisher law. They predict that current 
surveys are missing a significant fraction of the total number of galaxies and that the faint end 
of the luminosity function is severely underestimated.
de Jong & Lacey (2000) also use the Fall &; Efstathiou (1980) model to explain the BBD. 
They concentrate on the luminosity-scale size relation (this can be converted to the luminosity- 
surface brightness relation using Eqn 1.2) which is predicted from their models. They find a 
reasonable match to the gradient from using a sample of 1000 late type spirals, but find a 
significantly narrower width than the model.
Wyse & Jones (1984) found correlations between the surface brightness and the rotational 
parameter of elliptical galaxies. They also saw a looser correlation between absolute magnitude 
and the rotational parameter of elliptical galaxies. They suggest that the properties of elliptical
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galaxies depend on the amount of dissipation that has occurred. High surface brightness 
ellipticals have had more dissipation, and therefore have a larger ratio of rotational velocity 
to velocity dispersion. Low surface brightness ellipticals have had less dissipation, so have a 
smaller ratio of rotational velocity to velocity dispersion. High surface brightness ellipticals 
tend to be intrinsically fainter (Kormendy 1977; Thomsen & Prandsen 1983). This may be due 
to the time constraints necessary for dissipation, de Zeeuw & Pranx (1991) showed that since 
the dynamical time-scale in the outer parts of giant elliptical galaxies is similar to the Hubble 
time, only the centres will be in equilibrium. Smaller galaxies will be closer to equilibrium and 
therefore have undergone more dissipation.
Zhang &; Wyse (2000) use dynamical models to explain the Hubble sequence. They found 
that disk galaxies can be formed by either monolithic collapse of a dark halo or by quiescent 
merging of sub haloes onto a primary dark halo. This initial stage follows the Fall & Efstathiou 
(1980) model mentioned above. They discuss the formation of bulges from bar instabilities. 
This works well for smaller bulges, which follow an exponential profile, but larger bulges and 
elliptical galaxies are thought to be the result of mergers.
1.4.4 M ass to Light R atios and constraints on Q,m
Given the luminosity density as a function of M  and p it is possible to multiply by the mass- 
to-light ratio and calculate the mass-density.
=  (1.16)
M  U
In Cross et al. (2001) we applied a constant maximum mass-to-light ratio, based on the 
mass-to-light ratios of clusters (since clusters have the largest measured mass-to-light ratios) 
to put upper limits on the mass density Qrn- We found that the implied upper limit was 
Qrn = 0.24 ±0.05, consistent with the A-CDM universe, or a low density O =  0.3 universe, but 
not the standard Einstein-de Sitter model.
To calculate the actual mass density is more difficult as the variation in the mass-to-light 
ratio is not well known. Zwaan et al. (1995) and de Blok et al. (1996) have used HI observations 
of HI galaxies to calculate the mass-to-light ratios. They find that the observed masses are 
close to the expected masses from the Tully-Fisher relationship, and therefore ^  oc Sq for 
spiral galaxies. Thus a disk with po — 26 mag arcsec“  ^ will have a mass-to-light ratio 55 times 
that of a Freeman Law disk. Mateo (1998) noted that the mass-to-light ratio of dwarf galaxies 
also increased rapidly as they became fainter. He found that they fitted a model based on 
a disk with a stellar population with constant ma^s-to-light ratio (^^ =  2.5) contained in a 
dark m atter halo of constant mass (M =  10^M@). However the data for both LSBGs and 
dwarf galaxies is based on small samples with many outliers. New HI surveys, such as the HI 
Parkes All Sky Survey (HIPASS, Kilborn, Webster &; Stavely- Smith 1999) should place better 
constraints on the mass-to-light ratio.
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1.5 S u m m ary
In this chapter, we have reviewed the literature surrounding the measurement of the space 
density of galaxies. We have mentioned many of the various types of galaxy, and discussed 
some of their properties.
We then studied many recent surveys of galaxies and found that there is still significant 
variation in the measurement of the space density of intrinsically bright galaxies, and even 
more uncertainty in the space density of faint or low surface brightness galaxies.
We have examined the potential bias in the data and methods of measuring the space 
density and discussed the improvements that have been made over recent years. Finally, we 
have discussed the uses of the space density in constraining cosmology, as well as the testing 
models of the formation and evolution of galaxies.
In Chapter 2, we set out the tools that we will use to calculate the BBD. We introduce 
visibility theory which describes the volume over which a galaxy can be seen when many 
different selection effects are present, taking into account the surface brightness profile of the 
galaxy. We introduce two different estimators to reduce the chance that our results are biased 
by the estimator and we discuss the use of an analytical fit to the BBD, and demonstrate 
that surface brightness selection effects have lead to biased measurements of the luminosity 
function.
It is important throughout to understand the selection effects introduced by the survey 
and to have accurate photometric data and a complete sample to the specified limits. The 
Century Survey (Brown et al. 2001) estimates that they are > 98% redshift complete to 
their limits, which are relatively bright Vq < 16.7 and R q < 16.2. The 2dFGR.S has <-^91% 
redshift completeness. However, these numbers assume that the input catalogue is complete. 
In Chapter 3 we discuss the data sets we use and quantify the photometric accuracy and 
completeness of our data. We use 3 datasets, the 2dFGRS, the Sloan Digital Sky Survey Early 
Data Release (SDSS-EDR) and the MGC.
In Chapter 4 we use an almost complete dataset consisting of MGC photometry with 
redshifts from the 2dFGRS and the SDSS-EDR to measure the space density of galaxies, free 
from selection effects. We find that the 2dFGRS and SDSS-EDR have underestimated the 
bright end by ~  0.1 mag. However, the MGC is too small to accurately probe the faint end of 
the distribution M b > —16. We find a flat surface brightness distribution, confirming recent 
results.
In Chapter 5, we use the MGC photometric data to correct the 2dFGRS data on plates that 
overlap with the MGC, so that we can use a much larger sample of galaxies. We are able to 
measure the faint end to M  — —14.5, and find that the faint end slope rapidly steepens when 
M  > —17. We are also able to measure the bivariate brightness distributions as a function of 
the 2dFGRS spectral type (Madgwick et al. 2001). We find that type 1 galaxies (Ellipticals 
and 80s) do not have a strong correlation between luminosity and surface brightness, but types 
2-4 (Spirals/ Irregulars) do have a strong correlation. Type 1 galaxies have two populations, a 
bright population, tightly bound well within the selection boundaries, and a faint population 
that is rapidly increasing in space density at the selection boundaries. Types 2 to 4 all have 
similar luminosity-surface brightness correlations, in which both the gradient and width vary
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little between types. The typical luminosity gets fainter with increasing type and the faint end 
slope becomes steeper with increasing type.
At the bright end, the completeness is high, as the space density drops considerably before 
the selection limits are reached. However, at the faint end the space density is still high at the 
low surface brightness boundary, demonstrating that the luminosity functions are underesti­
mating the space density of faint galaxies.
C hapter 2 
The M ethodology U sed to  
Produce th e Bivariate  
B rightness D istribution.
This chapter lays out all the tools used throughout this thesis. We begin 
by writing down the cosmological equations and relationships between 
photometric parameters. Then we describe Visibility Theory, the two 
methodologies we use for calculating the Bivariate Brightness Distribution 
(BBD) and the analysis of a function fitted to the BBD.
The first method used to calculate the BBD is an empirical method which 
uses the data as much as possible. We utilize the distribution of galaxies 
to define the redshift limits of each bin. We correct for clustering and 
incompleteness in both magnitude and surface brightness. The second 
method is a bivariate Stepwise Maximum Likelihood method, incorporat­
ing Visibility Theory.
Finally an analytic function is fitted to the BBD and this is used to derive 
random catalogues to demonstrate the effects of different surface bright­
ness limits on the luminosity function. We find that all the variation at the 
bright end can be explained by the variation in surface brightness limits.
2.1  In tro d u ctio n
In this chapter we introduce the methodology that we will use throughout this thesis. First, 
we set down the cosmological equations in § 2.2 and the relationships between photometric .
variables that we will employ (§ 2.2). t
In § 2.4 we introduce visibility theory, derived by Phillipps, Davies & Disney (1990). This 
is used to calculate the maximum and minimum redshift that a galaxy can have and still be 
within the selection limits of the survey. When the measurements are isophotal parameters 
these redshift limits can become strong functions of the surface brightness.
In § 2.5, we describe the corrections that we used initially to determine the total magnitude 
and effective surface brightness. Then we discuss the methodologies that we use to calculate
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the space density of galaxies, one which we refer to as the empirical method, in § 2.6.1, and 
the other is a version of the Bivariate Stepwise Maximum Likelihood (SWML) method (Sodre 
& Lahav 1993), incorporating visibility theory in § 2.6.2.
The two methods, the Empirical and the SWML, are compared in § 2.6.3. They are found 
to agree well at the bright end, but the SWML gives a steeper faint end slope. However, 
the data used here, are preliminary data from the Two degree Field Galaxy Redshift Survey 
(2dFGRS, see § 3.2.1),which has since been recalibrated, so the plots presented in this chapter 
are not the final BBD plots.
We have used the preliminary 2dFGRS data to fit the Choloniewski (1985) analytic function 
(Eqn 2.56), which gives a good fit at the bright end, but a poor fit at the faint end. When 
selection limits with isophotal limits varying over the range (23 < pum < 26) are applied 
to random catalogues calculated from this function the variation in the luminosity functions 
produced matches the variation seen in Chapter 1, suggesting that surface brightness selection 
effects are the primary cause of the variation in the luminosity function.
2.2  C osm ology  E q u ation s
As one moves to higher redshifts the effects of cosmology and evolution become important. 
Below are the cosmological equations used throughout this thesis. These are derived from the 
Fi'iedmann equations and taken from Peacock (1999). The general formula for the co-moving 
(proper) distance and the redshift is given in Eqn 2.1.
c dz'
~  k f oJo ^ /(l — Q)(1 ±  z')^ +  Dy +  f^m(l ±  -2^ 0^  ±  (1 +  z')^
^  _C_ r _________ dz^ __________ (2.1)
Ho JO Y [(l +  z'), Q, Qy, Q,.]
where 0  =  12^  +  +  2^,., c is the speed of light and Ho is Hubble’s constant. Throughout
this thesis we use H q  — /i 100kms“ ^Mpc“ b Q is the total energy density of the Universe, Dm 
is the m atter density of the Universe, Ü,. is the radiation density of the Universe and Dy is the 
vacuum energy density of the Universe. The luminosity and angular diameter distances are 
related to the proper distance by Eqns 2.2 & 2.3
dh{z) =  (1 +  z)dp(z) (2.2)
d A ( ^  =  ^  (2.3)
To calculate the density of galaxies, it is essential to be able to compute the volume as a 
function of the redshift. The volume between two redshift limits is calculated using Eqn 2.4.
_  CO- d \  dz
"  ^0  A,,,,,, (i +  z)2%[(i +  z ) , n ,n „ n ^ ,n , ]
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where <j is the area on the sky in steradians. X  is defined in Eqn 2.1.
Cosmological dimming occurs because of the universal expansion. In a non-expanding 
Universe, the surface brightness of an object would remain constant, irrespective of distance. 
As the distance doubles, the luminosity is reduced by a factor of 4, but at the same time, the 
area is reduced by a factor of 4, keeping the surface brightness constant. In contrast, in an 
expanding Universe, the luminosity is reduced by a factor of [dp{l +  z)]^, see Eqn 2.2, due to 
the reduction of energy of each photon by (1  +  z) and the time dilation effect increasing the 
time between the emission of each photon by (1 +  z). The surface brightness on the other hand 
is reduced by [dp/{l +  z)]^; see Eqn 2.3.
; L [d,Ki + z ) f  L
TV 6“^ [dp(l+z)]^ Trr^ 7rr^(l +  z)"^
where S is the apparent surface brightness in lum arcsec“ .^ I is the apparent luminosity, 0 is 
the apparent radius, L  is the absolute luminosity and r  is the intrinsic radius.
Most of the analysis was done using an Einstein-de Sitter cosmology Dm =  1.0, Q =  1.0 
for reasons of efficiency. The Einstein-de Sitter equations can be solved analytically whereas 
more complicated cosmologies have to be solved numerically. However some analysis has been 
done using a A-CDM cosmology. Dm =  0.3, 12^  =  0.7, f2 =  1.0, the favoured cosmology today 
(Efstathiou et al. 1999; Tegmark, 1999).
As the redshift of a galaxy increases, two other effects, the K-correction and evolution 
become important. The K-correction comes from the change in wavelength of the emission with 
redshift. [For simplicity consider a perfect filter, which passes all photons with Ai < A < A2 
and none outside this range. Radiation emitted at Ai by a galaxy at redshift zi will be detected 
at A =  Ai(l +  Zi). This will no longer be at the short wavelength edge of the filter. Instead 
shorter wavelength emission from the galaxy (A =  Ai/(1 +  z%)) will be detected at Ai.] The 
difference in magnitude can be calculated using Eqn 2 .6 , Oke Sz Sandage (1968).
-|q0.4JC(z) _  I  T(A)/iog(A)dlnA
;T(A)/iog(A /[l +  z])dlnA
where /log(A) is the logarithmic fiux density of the galaxy and T(A) is the filter transmission 
function, i.e. the efficiency of the filter at each wavelength. Both are complicated functions. 
However,K(z) can be approximated by simple parametric equations such as:
K{z) = ki z + k2 Z  ^+ 0{z^) (2.7)
The K-correction can either dim or brighten a galaxy. In the B-band for instance it tends 
to dim galaxies because stars emit more light as 400nm photons than as 300nm photons. 
However, in the near infra-red, the situation is reversed because more photons are emitted at 
800nm than 900nm. K-corrections can vary widely between galaxy types.
The magnitude of a galaxy will evolve with time due to varying star formation rates, the 
aging of the stellar population or growth of the galaxy. When mergers trigger a starburst the
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change in magnitude can be extremely large and very rapid. Other galaxies such as elliptical 
galaxies evolve slowly as their stellar populations age.
We will use the (K+e) corrections determined by Norberg et al. (2002) based on the 
Bruzual &: Chariot (1993) stellar population synthesis code. These correct the magnitudes 
to a z =  0  magnitude, assuming purely luminosity evolution, and are not dependent on the 
cosmology. These have been calculated for each of the spectral types defined by Madgwick et 
al. (2 0 0 1 ).
Madgwick et al. (2001) use a Principal Components Analysis (PCA) to identify the com­
ponents of the spectral data that are the most discriminatory between each galaxy. They find 
that two thirds of the variance comes from the first two components. A combination of these 
two components, 77 — apc\ —peg (with a =  0.5T0.1) describes the average absorption/emission 
from each galaxy. A small value of 77 indicates a strongly absorbing spectrum and a high value 
of 77 denotes strong emission. Madgwick et al. (2001) split the distribution of 77 into four broad 
bins - the four spectral types used in Chapters 3, 4 and 5. The divisions are determined by the 
shape of the histogram of 77 values, shown in Fig. 4 of Madgwick et al. 2001. 77-type 1 galaxies 
include all galaxies within the strong peak in this histogram. 77-type 2  galaxies are all those 
along the flat part of the histogram, 77-type 3 galaxies are all those in the rapidly decreasing 
part of the histogram and 77-type 4 galaxies are all those along the tail of the histogram. 77-type 
1 galaxies are predominately ellipticals and lenticulars, 77-type 2 galaxies are mainly Sa and 8 b 
galaxies, with 77-type 3 and 77-type 4 galaxies being mainly late type spirals and irregulars.
The (K+e) corrections for each type are: Type 1, {K +  e)(z) =  (2z +  2.8z^)/(l +  3.8z^); 
Type 2, (R' +  e)(z) =  (0.6z +  2.8z:^)/(l +  19.6z3);Type 3, (AT +  e)(z) =  (z +  3.6z^)/(l +  16.6z3); 
Type 4, {K +  e)(z) =  (1.6z +  3.2z^)/(l +  14.6z^). For galaxies without a spectral classification 
the general correction is {K  +  e)(z) =  (z +  6 z^ )/(l +  20z^).
Using the equations above we can calculate the absolute magnitude M  and intrinsic surface 
brightness /lz at a given redshift z.
M  = m  — 5 log 1Q — 25. — {K  +  c) (z) (2.8)
p — p^^^ — 101og4o(l +  ^) — (R  +  s)(z) (2.9)
where m  and Papp are the apparent magnitude and surface brightness respectively.
2 .3  U se fu l R e la tio n s  B e tw een  P h o to m e tr ic  P ro p er tie s  o f  G alax ies
The surface brightness profiles of galaxies are usually well described by an exponential profile 
for the disk combined with a de Vaucouleurs’ profile for the bulge. Irregular galaxies are 
usually well fitted by an exponential profile only, whereas Ellipticals are well fitted by a de 
Vaucouleurs’ only. These profiles are described in the equations below. The exponential is 
described in Eqn 2.10
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E(r) =  So exp a
/i(r) — pq +  1.0857— a (2 .10)
where Sq and po are the central surface brightness in Wm“ ^Hz“ ^arcsec""^ and in magnitudes 
arcsec"^ respectively, a  is the exponential scale length. The de Vaucouleurs’ (1959) profile is 
described in Eqn 2.11.
S(r) =  Hre exp 7.669 
p{r) =  Pr  ^ +  8.327
1 / 4
-  1 - 1re
1 / 4 (2 .11)
where rg is the half-light radius, the radius which encloses half the fiux of the galaxy. Sr^ and 
Pr  ^ are the surface brightness at r^. The constants above, are calculated such that when the 
profile is integrated to the fraction of light is The equations needed to calculate this 
will be laid down shortly. Eqns 2.10 and 2.11 are the usual representations of the exponential 
and de Vaucouleurs’ profiles, although the exponential profile can be described in terms of the 
half-light properties and the de Vaucouleurs’ profile can be described in terms of the central 
surface brightness and scale length as described below.
Spiral galaxies contain a disk which is well described by an exponential profile and a bulge 
which is well described by a Sersic profile (Sersic 1968), given in Eqn 2.12.
E(r) =  Eg exp A; 
p{r) — pr^ +  1.0857A;
V /3
UP
-  1 (2 .12)
where k — 1.9992/? — 0.3271 (Capaccioli et al. 1989). ~  1 for Dwarf spirals and increases
to ~  4 for Giant spirals (de Jong 1996, Courteau et al. 1996 and Andredakis 1998). The 
exponential and de Vaucouleurs’ profiles above are just special cases of Eqn 2.12. For an 
exponential profile k — 1.678, /3 — 1 and for a de Vaucouleurs’ profile k = 7.669, (3 = 4:. To 
switch between half-light parameters (rg, p r j  and the central surface brightness (po) and scale 
length (a), use Eqns 2.13 and 2.14. Some typical galaxy profiles are shown in Fig A.l.
pTc =  A^o +  1.0857A;
k^a
(2.13)
(2.14)
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The fraction of light within a radius r  for a Sersic profile is determined by integrating the 
profile in a circle of radius, r.  ^27rS(r')r'dr'
 ^ Jo”  27rS(r'y dr'  ^’
The result of this calculation is given in Eqn 2.16 for a Sersic profile.
n
/  =  1 -  E  (2-16)
71=1
where g is a. function of the number of scale lengths at the isophotal limit, as shown in Eqn 2.17.
9 =  f c ( - j  (2.17)
g is also simply related to the difference between the isophote pum at which r is measured 
and the central surface brightness.
g =  0.4ln{10){piim ~ Po) (2.18)
When cosmology is taken into account pum must be modified according to Eqn 2.9. These 
relationships are important in visibility theory, as will be demonstrated in § 2.4
The isophotal magnitude is the total amount of light measured within the connected pixels 
brighter than the isophote. Parts of the galaxy where the surface brightness profile falls below 
the isophote will be missed. The relationship between the isophotal magnitude and the total 
magnitude is given in the following equation.
miot — rïiiso +  2.5 logqQ f  (2.19)
The simplest measurement of surface brightness is the mean surface brightness above the 
isophote.
P — rniso +  2.5 logjg ( A^ 5o) (2.20)
where Aiso is the isophotal area. However, the mean surface brightness will change with the 
depth of the survey and redshift. A more robust measurement of surface brightness is the 
effective surface brightness. This is the mean surface brightness above the half-light radius. 
One advantage of the effective surface brightness, is that its definition does not assume a 
particular profile shape and it can be calculated simply from images without having to fit a 
function to the light profile.
P e  = rntot-\-2.5 logiQ{27rrl) (2.21)
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Using Eqns 2.8 and 2.9 we can convert this to absolute parameters,
jUe =  Mfot +  2.5 logio(2?r +  36.57 (2.22)
where Rg is the half-light radius in kpc, pe is the intrinsic effective surface brightness and Mtot 
is the total absolute magnitude.
Sometimes the surface brightness at the half-light radius pr^ is referred to as the effective 
surface brightness or labeled pe- We have been careful to distinguish them. The subsequent 
work uses the effective surface brightness as described in Eqn 2.21. To convert from pr^ to pe, 
use the following equation.
Pe — Pi'e +  logjo ^ — 1.0857& — 2.5 log^ Q i -— (2.23)
For an exponential disk this equates to pe — Pre ~  0.698 and to pe — Pr  ^ — 1.393 for a 
de Vaucouleurs’ profile. The conversion from central surface brightness to effective surface 
brightness is given in Eqn 2.24
Pe — Po P bp logio k — 2.5 logj_o  ^ (2.24)
For an exponential disk the conversion is /fg =  /Uq +  1-124 and for a de Vaucouleurs’ profile 
it is Pe = po + 6.933.
2 .4  V is ib ility
In the Appendix we will discuss magnitude types, § A.l, and the detection of galaxies, § A.2, 
and give a demonstration of visibility theory, § A.2.1. These sections give a broader view of 
the topic and useful demonstrations of the problems. In this section we will lay down the basic 
equations of visibility theory, used to calculate the volume over which a galaxy can be seen. 
This framework makes it possible to incorporate many different limits at once.
To start with let us imagine what happens to our measurements when a galaxy of constant 
intrinsic luminosity and size is viewed at different redshifts. As the galaxy is moved further 
away it appears fainter, eventually approaching the faint magnitude limit. It also appears to 
be smaller, approaching the minimum diameter limit. In a static. Euclidean Universe, with no 
background light, it is very easy to calculate the maximum distance to which the galaxy can 
be seen to with these two limits.
d i  =  -  M -25)
dg =  206.3 Mpc (2.25)dmin
d>max ~  rnin{d\ , dg)
where M  and D are the absolute magnitude and intrinsic size of the galaxy (in kpc) and mfaint 
and Omin are faint magnitude limit and minimum angular diameter limit (in arcsec). The factor
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of 206.3 comes from converting the angular size to radians (2.063 x 10^) and converting kpc 
to Mpc,
However, there are extra complications such as the optical background, which has a similar 
surface brightness as the centres of disk galaxies. This causes the light loss problems discussed 
at length in § A .l, which are shown to be profile dependent. Also since the Universe is 
expanding there are important cosmological effects, such as surface brightness dimming (see 
Eqn. 2.5) and the effect of the K-correction (see Eqn. 2.6) and evolution. Thus the same galaxy 
will differ in the amount of light loss and ratio of apparent diameter to scale size if it is viewed 
at a different redshift.
This means that both di and dg are surface brightness dependent. They are functions of 
the surface brightness profile of the galaxy, which depends on morphological type and redshift, 
and also the detection isophote.
2.4.1 A Thorough Example; Exponential Profiles.
Below is the full visibility treatment of face-on disk galaxies with isophotal magnitudes. The 
equations below are reproduced from Disney & Phillipps (1983) and Phillipps, Davies and 
Disney (1990). These are used to calculate the volume over which a galaxy of absolute magni­
tude M , and central surface brightness po can be seen. The theory determines the maximum 
distance to which a galaxy can be seen, using two constraints: the apparent magnitude that 
the galaxy would have, and the apparent size that the galaxy would have. The first constraint 
sets a limit on the luminosity distance to the galaxy, which is the distance that a galaxy is at 
when it becomes too faint to be seen.
dl =  [fipiim -  Po)]^ içfp.2{mum-M-20-{KYe){z))] (2.26)
where f{pum — Po) is the fraction of light above the isophotal detection threshold and is profile 
dependent, see Eqn 2.16. Using /? =  1 and k = 1.678, the fraction of light seen is:
/(Miim - Ho )  =  l - [ i  +  0.41n(10)(/iH„ -  mo)] (2.27)
where pum is modified according to Eqn 2.9 to take into account cosmological dimming and 
the (K+e) correction.
Thus the maximum distance has a surface brightness dependence. The luminosity distance 
is a function of redshift and cosmological parameters, calculated from the proper distance, see 
§ 2 .2 .
The maximum distance can be found numerically by, for instance, a Newton- Raphson 
iteration using the fact that
cZi(;z)-(^i,(2:) =  0 (2.28)
at the maximum distance.
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The second constraint, the size limit is found by a similar method. The size limit is:
d2 = Ggitiiim -  Mo) Mpc (2.29)
where C is a profile dependent constant. g{pnm—Po) is related to the isophotal limit by Eqn 2.18 
and is equivalent to the isophotal radius in scale lengths, see Eqn 2.17 for an exponential disk. 
6iim is the minimum apparent diameter. For a spiral disk with an exponential profile:
C = (2.30)
In this case dg is an angular-diameter distance, not a luminosity distance. In the same 
way as for the magnitude limit, the maximum redshift can be found numerically by solving 
Eqn 2.31.
dg(zg) -  dA{z2) = 0 (2.31)
Once the redshifts zi and zg, which are the solutions of Eqn 2.28 and Eqn 2.31 , have been 
found, the maximum redshift is the minimum of zi and zg.
Zmax — min(zi,zg) (2.32)
The equations can also be used to find the minimum redshift.
Zmin — m a x ( z 3 , Z 4 )  (2.33)
where zg is calculated in the same way as zi, using the bright magnitude limit rather than the 
faint magnitude limit and Z4 is calculated in the same way as zg, using the maximum apparent 
diameter limit rather than the minimum apparent diameter limit.
Additional cuts for minimum or maximum redshift can be imposed at this stage. Many
surveys have a minimum redshift cut to avoid problems with peculiar velocities dwarfing the
Hubble flow velocity. Cuts are made at high redshift to avoid the worst photometric problems 
or evolutionary problems. Also cuts are made to produce luminosity functions or BBDs within 
a redshift range to test evolution.
The visibility V{M,po) is calculated using Eqn 2.4 and these limits. It represents the vol­
ume over which a spiral disk galaxy of absolute magnitude M  and central surface brightness po 
can be observed. The central surface brightness can be converted to effective surface brightness 
using Eqn 2.24.
As well as isophotal magnitude and diameter limits, there are similar limits used for total 
magnitudes, half-light diameters and apparent surface brightness limits. These are particularly 
useful if the magnitudes have been corrected to total magnitudes. In these cases, the isophotal 
limit only affects the completeness of the survey.
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The total magnitude limits are simple to calculate. For total magnitudes f{po — pum) in 
Eqn 2.26 is equal to 1. Thus;
dl = jyipc (2.34)
Similarly, the half-light diameter does not depend on the isophote, only on the central 
surface brightness. Thus Eqn 2.29 becomes:
dg =  1.678 C 1Q[0 2(A0-M)1 gg)
where g{po — pum), the number of scale lengths at the isophote is replaced by 1.678, the number 
of scale lengths at the half-light radius, see Eqn 2.14. di and dg can be related to the luminosity 
and angular-diameter distances as before and solved to get z (see Eqns 2.2 - 2.31).
In Chapters 4 and 5 we have also used apparent surface brightness limits pe^^, to avoid 
regions of low completeness. These are different from the isophotal limit. An isophotal limit is 
the surface brightness level that isophotal magnitudes and areas are measured at, whereas an 
apparent surface brightness limit is a simple cut removing some detected objects. The redshift 
can be found by solving Eqn 2.36 for z.
101ogjQ(l +  z) +  {K +  e)(z) 3- Pe — p ^ ^  = 0 (2.36)
2.5  T h e  Isop h ota l C orrection  and E ffective Surface B rig h tn ess
In Cross et al. (2001) we corrected the APM magnitudes for light loss below the isophotal 
threshold by fitting an exponential profile to the isophotal magnitude and radius. We use this 
dataset in this Chapter to demonstrate the techniques, but as we will discuss later, it is only 
a preliminary dataset.
The APM magnitudes have already been corrected for light loss assuming a Caussian 
profile (see Maddox et al. 1990b for full details). This was aimed primarily at recovering the 
light lost due to the seeing and is crucial for compact objects. It is known to significantly 
underestimate the isophotal correction required for low surface brightness disks. Such systems 
typically exhibit exponential profiles with disks which can extend a substantial distance beyond 
the isophote, the most famous example being Malin 1 (Bothun et al. 1987). Once thought 
of as a Virgo dwarf this system is actually a luminous field galaxy {Mb = —21.2) with an 
incredibly large (a =  55kpc), low surface brightness {po,B — 26.6mag arcsec"^) disk.
To complement the Gaussian correction (required for compact objects but ineff’ectual for 
extended sources) we introduce an additional correction (ineffectual for compact sources but 
suitable for extended disks). This correction assumes all objects can be represented by a pure 
exponential surface brightness profile extending from the core outwards as in Eqn 2.10.
Under this assumption, a galaxy’s observed isophotal luminosity is the integrated radial 
profile out to r s^o, and calculated using Eqn 2.16. For an exponential profile this becomes:
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m i s o  =  Mo “  2.51ogio{27r[o; -  a { a  r i s o )  e w { - n s o / a ) ] }  (2.37)
(here denotes the apparent surface brightness uncorrected for redshift.) MHm, the detec­
tion / photometry isophote, can be expressed as:
Miim =  mS”" +  1.086{n,„/a) (2.38)
As TUiso, Tiso and MHm are directly measurable quantities, equations ( 2.37 and 2.38 ) can 
be solved numerically to obtain and a. The total magnitude is then calculated using 
Eqn 2.39.
-  2.51ogio(27ro!^) (2.39)
Prom this description an extrapolated central surface brightness can be deduced numerically 
from the specified isophotal area and isophotal magnitude (after the seeing correction). Note 
that this prescription ignores the possible presence of a bulge, opacity, and inclination leading 
to an underestimate of the isophotal correction. This is unavoidable with the 2dFGRS as the 
data quality is insufficient to establish bulge-to-disk ratios. To verify the impact of this we 
explore the accuracy of the isophotal correction for a variety of galaxy types in § A.I. The tests 
show that the isophotal correction is a significant improvement over the isophotal magnitudes 
for all types - apart for ellipticals where the introduced error is negligible compared to the 
photometric error - and a dramatic improvement for low surface brightness systems. The final 
magnitudes, after isophotal correction, now lie well within the quoted uncertainty of ±0.2 mag 
for the 2dFGRS for both high- and low-surface brightness galaxies.
Most results cited in the literature use the central surface brightness, mo or the effective 
surface brightness. Me- The central surface brightness, as described above, is the extrapolated 
surface brightness at the core under the assumption of a perfect exponential disk. The effective 
surface brightness is the mean surface brightness within the half-light radius. The conversion 
between these measurements of surface brightness is described in § 2.3, in Eqn 2,24, for a Sersic 
light profile.
Hence from the isophotal magnitudes and isophotal areas we can derive the total mag­
nitude and effective surface brightness for each galaxy, quantities which are intrinsic to the 
galaxy, and are not dependent on the survey that measured the galaxy. We use the effective 
surface brightness as it can be compared directly to the effective surface brightness that we will 
calculate from the measured half-light radius in the Millennium Galaxy Catalogue (MGC); see 
§ 3.2.2.
2.6  T h e B iv a r ia te  B righ tn ess  D istr ib u tio n
In response to the Freeman (1970) result showing that spiral galaxies have a narrow range 
cr^  =  0.3 in surface brightness centred on Mo =  21.65, Disney (1976) showed that surface
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brightness selection effects alone could account for the distribution; i.e. Freeman was not 
seeing the intrinsic surface brightness distribution of galaxies. Disney & Phillipps (1983), 
Phillipps & Disney (1986), Phillipps, Davies & Disney (1990) and Davies (1990) have developed 
Visibility Theory (see § 2.4), to model these selection effects, which they claim also affect the 
measurement of the luminosity function. Many of the surveys discussed in § 1.3.2 have bright 
surface brightness limits, so low surface brightness galaxies within the magnitude limits will 
either be missed (if Mo > Tlim) or have their fluxes significantly underestimated. In addition 
one needs to worry about surface brightness dimming due to cosmological expansion and the 
K+e-correction (see § 2.2).
To take surface brightness selection effects into account, we will calculate the number 
density as a function of both absolute magnitude M  and intrinsic effective surface brightness 
Me, producing a Bivariate Brightness Distribution. We can take into account the effects of light 
loss using the apparent surface brightness of the galaxy and then take into account redshift 
incompleteness, the volume over which the galaxies are seen and clustering in terms of both 
M  and /Ue, thereby removing the surface brightness issue. In § 2.6.1 we describe an empirical 
method that uses the data to define the selection limits. In § 2.6.2 we present the SWML 
method of EBP, updated for the BED (Sodré & Lahav 1993) and to include visibility, and 
apply it to the same data.
Since the data used in this chapter were published in Cross et al. (2001), the 2dFGRS 
photometry has been recalibrated using a mixture of data from the ’Two Micron All Sky 
Survey’ (2MASS, Jarrett et al. 2000) and optical CCD surveys, see Colless et al. (2001). The 
spectroscopic dataset has also been expanded. In Chapter 3 we compare the updated dataset 
to a deep wide field CCD survey, the MGC. W ith a view to the changes and the results of 
Chapter 3, the BBDs in § 2.6.1 and § 2.6.2 must be viewed as preliminary. However, while the 
2dFCRS photometry has non-linearities and had calibration errors, the data is similar quality 
(in some cases significantly better quality) to the surveys presented in § 1.3.2.
2.6.1 An Empirical M ethod
Here we develop a method for calculating the luminosity density, j ,  which incorporates a 
number of corrections for surface brightness selection biases. In particular, a surface brightness 
dependent Malmquist correction, a surface brightness redshift completeness correction and an 
isophotal magnitude correction, see § 2.5. We also correct for clustering. What is not included 
here, and will be pursued in Chapter 3, is the photometric accuracy, star-galaxy separation 
accuracy and the photometric completeness of the 2dFCRS.
Implementing these corrections requires re-formulating the path to j .  Firstly, we replace 
the luminosity function representation of the local galaxy population by a BED. The bivariate 
brightness distribution is the galaxy number density, 0, as a function of absolute, total, 6^-band 
magnitude, and absolute, effective surface brightness. Me, %.e., </;(M,//). To construct a 
BED we need to convert the observed distribution to a number density distribution taking into 
account the Malmquist bias and the redshift incompleteness correction, ie ..
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where:
• 0{M,p,) is an array of bins containing the number of galaxies as a function of absolute 
magnitude, M, and absolute effective surface brightness, m, for galaxies with redshifts. 
Each bin has the range M ±  in absolute magnitude and m± ^  in surface brightness.
• J(M , m) is the array of the number of galaxies as a function of absolute magnitude, M , 
and absolute effective surface brightness, p, for those galaxies for which redshifts were 
not obtained.
• y (M , m) is the volume over which a galaxy with absolute magnitude, M, and absolute 
effective surface brightness, p, can be seen (see also Phillipps, Davies & Disney 1990).
• W (M, p) is the array that weights each bin to compensate for clustering.
Deriving these matrices is discussed in detail later. The luminosity density, j ,  is then defined 
as:
j  =  E  E  ;/) A M  Af. (2.41)
M  U
or in practice.
in units of T^Mpc"^ where M© is the absolute magnitude of the Sun. h is defined as the 
Hubble constant divided by 100kms“ ^Mpc“ \  see § 2.2. The Sun has {B ~ V )  =  0.65 and 
M q b  =  5.48. Converting to the APM and MCC filters this becomes M qi .^ = 5.30 and 
M© Bmgc — 5 39, using the filter conversions in § 1.3.2.
Our formalism has two key advantages over the traditional luminosity function: Firstly, 
it adds the additional dimension of surface brightness allowing for surface brightness specific 
corrections. Secondly, it represents the galaxy population by an empirical rather than an 
analytic distribution, thus requiring no fitting procedures or assumption of any underlying 
parametric form and it does not miss any subtle selection effects.
This method, however, does not use the data as efficiently as some other methods such as 
the stepwise maximum likelihood or Sandage, Tammann & Yahil (1979) methods, see § 1.3.7. 
This method, in common with many of the non-parametric methods, uses a binning scheme. 
This has the disadvantage that all galaxies within a bin are treated in the same way, even 
though some are brighter than others, and the choice of bins, is rather ad hoc.
C onstructing the B B D
We now develop the methodology outlined above. This requires constructing the four matrices, 
0 (M , m)j 7(M ,/i), V{M ,p)  and W {M ,p).
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D eriv ing  0 {M ,p )  For those galaxies with redshifts, we obtain their absolute magnitude 
and absolute effective surface brightness as calculated in Eqns 2.8 and 2.9, after isophotal 
corrections have been implemented. 0{M ,p )  is the number of galaxies which have absolute 
magnitude, X, such that M  — < X  < M  +  and absolute effective surface brightness,
Y, such that p — Y ^  M T
D eriv ing  I{Myp) Not all galaxies targeted by the 2dFGRS will have a measured redshift. 
This may be due to lack of spectral features, selection biases or misplaced/defunct fibres. One 
method to correct for these “missing” galaxies is to assume that they have the same observed 
BBD as those galaxies for which redshifts have been obtained. One can then simply scale up 
all bins by this known incompleteness, I{Myp) — ^  0{Myp).
However, the incompleteness is likely to be a function of both the apparent magnitude and 
the apparent surface brightness. There is no completely reliable way of converting these values 
to absolute values without redshifts and to obtain an incompleteness correction, I(M , p), some 
assumption must be made. Here we assume that a galaxy of unknown redshift with apparent 
magnitude, m, and apparent effective surface brightness. Me, has a range of possible BBD 
bins that can be statistically represented by the BBD distribution of galaxies with m  ±  
and Me =•= The underlying assumption is that galaxies with and without redshifts with
similar observed m  and p have similar redshift distributions. In other words, the detectability 
of a galaxy is primarily dependent on its apparent magnitude and apparent surface brightness. 
[While these factors are obviously crucial, one could also argue that additional factors, not 
incorporated here, such as the predominance of spectral features are also important. The true 
probability distribution for the missing galaxies could be somewhat skewed from that derived 
here.]
In the preliminary dataset, used in this chapter, we have taken into account neither the 
missing galaxies in the input catalogue, nor the contamination from stars. In Chapter 3, we 
discuss the input catalogue, or photometric incompleteness of the 2dFGRS and Sloan Digital 
Sky Survey Early Data Release (SDSS-EDR), and the stellar contamination of the 2dFGRS. In 
Chapter 4, we use the MGC as the input catalogue. Since we have shown (in Chapter 3) that 
we are not missing any galaxies from the 2dFGRS, which could not be accounted for because 
of nearby bright stars, CCD defects or other similar reasons. We have also made a careful 
eyeball classification of all objects originally classified as “non-stellar” in the MCC, and found 
that this gives a good match to spectroscopic results. Thus no extra incompleteness correction 
is necessary for Chapter 4.
However, in Chapter 5, we use the 2dFCRS as the input catalogue, over a much larger area 
of sky. We make additional corrections for the photometric incompleteness and stellar con­
tamination, using the same basic method as above. We also correct for varying incompleteness 
among different spectral types, when we split the data into subsamples of each type.
D eriv ing  V (M, p) To convert the number of observed galaxies to a number density per Mpc^ 
it is necessary to divide by the volume over which a galaxy with absolute magnitude, M  and 
effective surface brightness, pe can be observed, i.e., V{M,p).  One option is to use Visibility
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Theory as prescribed by Phillipps, Davies & Disney (1990), and discussed in § 2.4. While 
Visibility is clearly a step in the right direction, and preferable to applying a magnitude-only 
dependent correction, its limitation is that it assumes idealised galaxy profiles (i.e. it neglects 
the bulge component, seeing, star-galaxy separation and other complications). Ideally one 
would like to extract the volume information from the data themselves and this is possible by 
using a 1/kMax type prescription, i. e., within each 0(M , p) bin, the maximum redshift, at which 
a galaxy can be seen, is determined and the volume derived from this redshift. The advantage 
of using the dataset rather than theory is that this approach naturally incorporates all redshift- 
dependent selection biases. However the maximum redshift is susceptible to scattering from 
higher-visibility bins. An improved version is therefore to use the 90*^*' percentile redshift, zgg 
and to reduce 0 {M ,p )  and I{M ,p)  accordingly.
Although this requires rejecting 10% of the data, it has two distinct advantages. Firstly it 
ensures that the redshift distribution in each bin has a sharp cutoff (as opposed to distributions 
which “peter out”). Secondly it uses the entire dataset as opposed to the maximum redshift 
only. Using these redshifts the volume can be calculated independently for each bin using 
Eqn 2.4 and Zmax = zgo(M,M), ^mm =  Zmin{M,p). ZminiAiyp) IS calculated from Visibility 
Theory since there are too few galaxies at the typical minimum redshift to derive a reliable 
value from the data.
Clustering W (M, p) The effects of clustering on the measurement of the space density of 
galaxies can be summed up in Fig 2.1. The average space density, see Eqn 2.43, varies from 
=  0.0044 for 0.015 < z < 0.02 {M < -15), through 0 =  0.0031 for 0.015 < z < 0.054 
(M < —17) to 0 =  0.0055 for 0.015 < z < 0.12 (M < —19). These variations in space density 
are primarily caused by inhomogenieties along the line of sight. Thus a survey looking through 
a local void, will measure an underdensity of dwarf galaxies, whereas a survey looking through 
a local cluster will measure an overdensity of dwarf galaxies. The density of bright galaxies is 
likely to vary less, since they will distributed over a much larger volume and so they will be 
seen in both voids and clusters. Therefore the shape of the luminosity function or bivariate 
brightness distribution can be skewed by local inhomogenieties that either underestimate or 
overestimate the contribution of the dwarf population. The term W  (M, p) weights each bin 
to correct for local inhomogenieties.
'22 /-Mg /•/ignzi PIV12 riJ,2
0(zl,z2) =  /  /  /  (}){My p ,z)  dM  dpdz
J  z l  J  Ml  J  ui
rz2
=  / 0(z)dz
./2I
2 I ,^1
(2.43)
where M i, M2 , p\ and p2 define the range of absolute magnitudes and surface brightnesses in 
the volume limited sample, see Fig. 2.1.
To calculate the weighting in each bin, we simply average 0(z) in Fig 2.1 over the whole 
redshift range and divide by the average 0(z) in the redshift range of the bin in question, as 
shown in Eqn 2.44. If the average density in the redshift range of the bin is lower than the
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Figure 2.1: This figure shows the preliminary 2dFGRS data plotted as <p{z) vs z. The variation 
in density is calculated from a volume limited sample, described later in the text. The plot 
shows that there is a large variation in the space density of galaxies with redshift. Since faint 
galaxies can only be seen over a limited redshift range, the calculation of the number density 
can be biased due to the particular inhomogenieties along the line of sight of the survey.
overall average density, indicating a void, then the final space density will be increased, whereas 
if the average density in the redshift range of the bin is greater than the overall average density, 
indicating a cluster, then the final space density will be decreased.
(2.44)(j){zmin{M, p),zmax{M.^ p))
where Z M I N ,  Z M A X  are the redshift limits of the whole sample and zmin{M, p), zmax{M, p) 
are the redshift limits of the bin centred on (M, /.t).
Care must be taken to ensure that any galaxy viewed at a particular redshift, could be 
viewed at all redshifts, so that in a homogeneous universe the space density would not vary 
within the volume, except for statistical fluctuations. Therefore we must use a volume limited 
sample, i.e. a sample of galaxies seen over the same volume, rather than a magnitude limited 
sample, i.e. a sample of galaxies seen to a particular magnitude limit. Fig 2.1, is produced 
from a volume limited sample. As can be seen from Fig 2.2 (in the region marked by the lines 
with short dashes) this sample will only include bright galaxies with a small range in absolute 
magnitude and surface brightness. Since the surface brightness limits are dependent on the 
absolute magnitude (see § 2.4), the surface brightness limits displayed are for the point halfway 
between the absolute magnitude limits.
To increase the range in absolute magnitude and effective surface brightness covered, and 
thereby reduce the statistical fluctuations, we decrease the redshift range of the sample. This is 
demonstrated by the second volume limited sample, marked out by large dashes in Fig 2.2. In
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particular, by increasing the minimum redshift limit we have increased the range of M  covered 
by the volume limited sample. The redshift range can be chosen to maximise the number of 
galaxies within the volume limited sample, thereby improving the statistics in the clustering 
correction. This must be weighed up against decreasing the number of galaxies in the whole 
sample and reducing the range in absolute magnitude over which galaxies can be measured. 
In Fig 2.2, the sample with the larger range in redshift (short dashes) includes 20663 galaxies 
with M  > —14, whereas the other sample only includes 14643 galaxies with M  > —15.
The volume-limited sample is constructed from only the galaxies within bins that extend 
across the redshift range. At the high redshift end, galaxies are seen over a large volume, so 
there will be plenty of galaxies beyond the chosen value of Zmax- Therefore the data can be used 
to determine whether galaxies with absolute magnitude M  and effective surface brightness pe. 
are found at Zmax- At the low redshift end, the volume over which galaxies are seen can be 
very small, so statistical effects become important. There is a high probability that no galaxies 
with absolute magnitude M  and effective surface brightness pe will have < Zmin\ therefore 
we use visibility theory to determine whether the low redshift limit of the bin is less than or 
equal to the chosen value of Zmin-
Throughout the volume limited sample, each type of galaxy can be seen at all redshifts, so 
that any changes in density are due to clustering, evolution or statistical effects, rather than 
the average value of M  or pe. Evolutionary effects will be noticeable as a gradual change in 
density with redshift. Statistical effects can be reduced by increasing the size of the subsample 
and will be different if an independent subsample is selected. Clustering is recognisable as 
large variations over small redshift ranges (e.g. X z  0.003 — 0.01, equivalent to a typical 
clustering scale of 10 — 30 /iMpc, Colberg et al. 2000). These variations are much larger than 
the random errors expected from Poisson statistics. Since this dataset is from the 2dFGRS 
SGP region which covers hundreds of clusters and voids, individual clusters are difficult to 
discern. However, Fig 4.10 shows the variation of space density with redshift for galaxies in 
the Millennium Galaxy Gatalogue (see § 3.2.2). This shows strong peaks in the space density 
at the redshifts of some previously known clusters.
Once this volume limited sample has been produced, the weighting array W  (M, p) is calcu­
lated. We assume that all galaxies are clustered in the same way, i.e. if there is an overdensity 
by a factor of 2 at .z =  0.05 for M  =  —19 galaxies, then we assume that there will be an 
overdensity by a factor of 2 at % =  0.05 for M  =  —14 galaxies. While it is known that some 
galaxies, such as dwarf ellipticals are predominantly found in clusters, and others such as LS- 
BGs are predominantly found in the field, the first order effect will be an increase in all types 
of galaxy in a cluster. The weight W (M, p) of the bin at M , p  is the ratio of the mean density 
of galaxies along the whole redshift range to the density of galaxies within the redshift range 
for this bin, as shown in Eqn 2.44.
T h e B B D
Finally we combine the four matrices, 0 (M , p), I(M , p), V (M, p) and W (M, p,) (see Eqn 2.40), 
to generate the bivariate brightness distribution. By summing the BBD along the surface 
brightness axis we recover the luminosity distribution. By summing along the magnitude axis
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Figure 2.2: This figure shows the preliminary 2dFGRS data plotted as M  vs z and /ig vs z. 
The solid lines show some of the selection boundaries. On the first plot the two solid lines 
represent the bj = 19.45 and bj =  14.00 limits. The small gap between the bj = 19.45 and the 
data is due to the isophotal correction. The horizontal solid line on the second plot is the line 
3(7 brighter than the Freeman Law - demonstrating the Allen & Shu (1979) result that the 
Freeman limit represents the upper limit to surface brightness distribution. The lower limit is 
a surface brightness limit set at pum = 23.5 mag arcsec“ .^ Although the isophotal limit of the 
input catalogue is deeper (.lum — 24.67 mag arcsec"^, the redshift incompleteness suggests that 
there are additional spectroscopic limits. The vertical short dashed lines represent the redshift 
limits at z =  0.015 and z = 0.12, used in Cross et al. (2001). The horizontal short dashed lines 
in the upper plot represent the absolute magnitude limits for this volume limited sample. The 
horizontal short dashed lines in the lower plot represent the effective surface brightness limits 
at the point midway between the absolute magnitude limits for this volume limited sample. 
The long dashed lines are the equivalent of the short dashed lines for a sample with redshift 
limits at z =  0.02 and z =  0.1. This volume limited sample, although covering a smaller range 
in z, covers a larger range in M  and /(.
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we obtain the surface brightness distribution. The uncertainties were initially determined via 
Monte-Carlo simulations, assuming a Caussian error distribution of ±0.2 mag, in the APM 
magnitudes. This confirmed that the uncertainties were proportional to >/(ï7ÎV t^, where 
^tot = No  ±  Ni  is the total number of galaxies in the bin. Since y/{l/Ntot) is much faster to 
calculate, we used this throughout the calculations. These uncertainties were then combined 
in quadrature with the additional error in the volume estimate, assuming Poisson statistics in 
the number of galaxies with redshifts N q . The total error is given by:
2.6 .2  S tepw ise M axim um  L ikelihood
The Stepwise Maximum Likelihood (SWML) method (Efstathiou, Ellis & Peterson 1988, here­
after EBP) parameterises the Luminosity Function as a sequence of number densities, (f){Li), 
rather than as a Schechter Function, and then maximises the probability that these number 
densities fit the data. SL93 update this method to include diameter limits. Here we interchange 
diameter for surface brightness to get an analogous estimate for our Bivariate Brightness Distri­
bution. To start with we outline the basic SWML method for the simple case of the Luminosity 
Function. Discussion and comparisons of the standard SWML and other estimators can be 
found in e.g. EBP, Willmer (1997), Koranyi & Strauss (1997) and Takeuchi, Yoshikawa & Ishii 
(2000).
B asic  C on cepts
The Luminosity Function (f){M) can be cast into Np  magnitude bins Mk ±
1 pMiti+A Mi,/2
= X Y T  /  (f>{M)dM (2.46)
The probability that the galaxy, with magnitude Mi and redshift z% is seen in a magni­
tude limited catalogue is pi., «  (2.47)
where Wik = W{Mi — M^), with
_ /  1 i f - A M / 2  < æ < A M / 2
' 0 otherwise
and Hij = H[Mj -  Mmax(zi)], with
0 if æ >  A M /2  
H{x) = { (æ /A M  +  1/2) i f - A M / 2  < æ <  A M / 2
1 if æ <  - A M /2
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Mmax(zi) is calculated from the redshift of the galaxy and the magnitude limit of the 
survey, as shown in Eqn 2.48.
•^maæ(zi) “  '^lirn ~  25 — K{Zi) (2.48)
where dp i^ is the luminosity distance to the galaxy in the preferred cosmology.
The likelihood is the product of pi for every galaxy, Eqn 2.49. The set of Np  parameters 
that best fits the data gives the maximum value of the likelihood. This can be found by finding 
when the derivative is equal to zero.
C =  Pi
i
N  /  \  N  /  Np
^  ( X /  I "  ill X^ ^  Nij +  const (2.49)
When the derivative of Eqn 2.49 with respect to f/jfc is found and set to zero, the solution, 
Eqn 2.50, is determined.
where 4>\^ is the estimator.
While the values of calculated above can be used give good estimates of the M* point and 
a, they are not normalised, so they cannot be used to give (p*. £  can be increased indefinitely 
by increasing ^*, so maximising £  does not put constraints on </;*. The normalisation can be 
found using a variety of methods, e.g. EEP. We have chosen to use the luminosity function to 
produce number counts and to find the cjA that best fits CCD number count data measured in 
Liske et al. (2002). We calculate errors in the same way as § 2.6.1. We will use these methods 
in the modified SWML method outlined below.
T h e B ivariate  version  o f SW M L
In this section we have adapted the SL93 formalism to take into account visibility theory. We 
have also exchanged diameter bins for surface brightness bins. We have also added bright 
magnitude limits and maximum diameter limits. SL93 have included a redshift completeness 
function in their derivation, which will be particularly useful since in § 3.9.1 we will test the 
photometric and redshift completeness of the 2dFGRS and SDSS.
Visibility Theory is described in detail in Phillipps, Davies & Disney (1990) and in § 2.4. 
A visibility surface (see Fig 2.3) is a surface in M ,/i, z space describing the locus of the limits 
of the observable galaxy population for a particular survey. In Phillipps, Davies & Disney 
(1990), and § 2.4, z(M ,/i) is evaluated. However, in this case, we need to evaluate the limits 
at a particular redshift, i.e. either the effective surface brightness as a function of the absolute
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magnitude and the redshift, fj,{M,z), or the absolute magnitude as a function of the effective 
surface brightness and the redshift M {p, z ). Either function is simpler to evaluate than z(M, fi). 
However, there are two solutions for most values of )u(M, z) when diameter limits are applied. 
Moreover, M (/i, z) is the easiest to calculate, requiring no numerical iteration. Therefore we 
calculate the absolute magnitude limits in Eqn 2.51 for the bright and faint apparent magnitude 
limits and the absolute magnitude limits in Eqn 2.52 for the maximum and minimum diameter 
limits.
M  =  miim -  51ogio df, -  25 -  K{z) +  2.5 log^o /  (2.51)
where /  is the fraction of light above the isophote (see Eqn 2.16).
M  =  /xo -  5 logio (2.52)
where g is the number of scale lengths (a) at the isophote (see Eqn 2.17) and C is a constant 
converts the final result to Mpc and corrects for the shape of the galaxy. C  is given for a disk 
galaxy in Eqn 2.30.
The bright and faint limits are calculated for each surface brightness and redshift - M\,right{l^i z) 
and MfaintiP^^) from the apparent magnitude and diameter limits:
A tb i ' ig l i t  ~  m a x [ A f  ( /.t , Z , m ^ ) ,  M ( /^ , Z , d m a x )^
At faint — rnin[ilf (/i, z, 771j )^, ilf(/i, z, dnT,w)]
M /  =  M, +  ^
A n  (2.53)
M y(/^,z) =  mm{Mf,Mfaint, i)
M ^ (^ ,z )  =  , Mbright,i)
Wik and Hik have been converted to Wijk and Hijk to include the variation in surface 
brightness. We have modified the derivation of Hijk in SL93 to account for the above changes. 
Hijk is determined using Eqn 2.54.
Hijk — A ^  A I dfj. dMCz{M,fi)  (2.54)
These limits take into account the variation in /i, so there is no need for additional con­
straints in surface brightness. is the completeness as a function of M  and p  and is
equivalent to Cv  in Sodré & Lahav (1993). Since we have already calculated the incomplete­
ness as a function of M  and /ig for the Empirical method, we take the matrices I{M,fjte) and 
0{M,(ie)  and calculate Cz ~  [ 0 /(0  +  I)].
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Figure 2.3: This shows the visibility surface described in the text for the limits presented in 
Cross et al. (2001). The contours are at 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.10, 
0.11, 0.12. 2  — 0.12 was the limit placed on the data for reliability of the isophotal correction. 
While M  is the most important factor, there is a dependence on p too. If the space density 
is only calculated as a function of M  then this dependency is missed and the estimate of (f) is 
biased.
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Figure 2.4: This represents the limits used to calculate the Hijk using visibility. The curved 
line is and the left hand edge of the bin is The shaded region represents
the area of the bin in which a galaxy with z* =  0.10 could be detected. If the completeness is 
100% then this area is equal to H ijk A M  A /i, where A M  = M + — M ~  and A/j, = — ijl~' .
When the completeness is taken into account HijkA M  A  p is the integral of the completeness 
over this area.
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Fig. 2.4 represents the calculation of Hijk iu a particular bin (M =  —19.0, Pe = 23.12).
We calculate the parameters in exactly the same way as SL93, with the final estimators 
calculated in Eqn 2.55.
(4).. — ____________________________________________________  /n  55')
2.6.3 Comparing the Two M ethods
Fig. 2.5 shows the final 2dFGRS sample (i.e. after isophotal correction) for those galaxies with 
(upper panel) and without (lower panel) redshifts. The galaxies are plotted according to their 
apparent total magnitude and apparent effective surface brightness. The curved boundary at 
the faint end of both plots is due to the isophotal corrections which are strongly dependent 
on Pe for a constant m. As pe — 1.124 tends towards pumi the isophotal limit, the correction 
tends towards infinity, making it impossible to see galaxies close to pum- The average isophotal 
correction is 0.33 mag (for pum = 24.67 mag arcsec"^). The isophotal limits of the 2dFGRS 
are 14.0 < ruiso < 19.45 and 7.2" < diso < 200". The dataset also used a K-correction 
A7(;z) =  2.5z.
The observed mean magnitude and observed mean effective surface brightness for those 
galaxies with and without redshifts are: 18.06 ±  0 .0 1  mag and 2 2 .6 6  ±  0 .0 1  mag arcsec"^ 
and 18.54 ±  0.01 mag and 23.17 ±  0.01 mag arcsec” ,^ respectively. These figures imply that 
galaxies closer to the detection limits are preferentially under-sampled. When the upper panel 
is converted to absolute parameters using Eqns 2 .8  and 2.9, the distribution in Fig 2.6 is seen. 
Since these data are preliminary we will discuss the distribution galaxies in absolute magnitude 
and effective surface brightness in chapter 4.
Fig 2.7 shows the intermediate steps used to produce the BBD by the Empirical method. 
Of particular note is the fact that the array I{M.^p) contains a greater proportion of galaxies 
at the low surface brightness end than 0(M ,/^), as expected from the apparent distribution 
above. In Chapter 3 we show that the redshift incompleteness increases with increasing surface 
brightness, with little variation in absolute magnitude. The contours oîV{M.,p)  closely match 
the shape of the visibility curve, demonstrating the surface brightness selection effects.
The resultant BBDs produced using both methodologies are shown in Fig 2.8. The two 
BBDs are very similar, with the main difference being the gradient of the faint end slope. The 
SWML calculates a BBD with a steeper faint end slope, i.e. a greater space density of faint 
galaxies. While the SWML uses more of the data, especially for the clustering correction, it is 
dependent on a good understanding of the selection limits, whereas the empirical method will 
automatically take into account unknown selection limits in M, p  and z.
The BBD plots in Fig 2.8 can be summed in surface brightness to produce luminosity 
functions, Fig 2.9. The best fit Schechter parameters (Table 2.1) are M* — 5 log h — —19.90 ±  
0.04, (I)* = (1.67 ±  0.09) X 1 0 - 2 /7,3 galaxies Mpc“ 3 and a  =  -1.31 ±  0.02 for the SWML and 
M* — 5 log h = —19.844:0.04, (j)* =  (1.83±0.09) x lO-^/i^ galaxies Mpc~3 and a  =  —1.214:0.02, 
for the Empirical method. The SWML method gives a good fit with %2 — 1 3 ,6  for 7/ — 1 1 , 
however the Empirical method gives a poor fit with for 7/ =  1 1 . The errors in the
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Figure 2.5: Galaxies with (upper) and without (lower) redshifts for the current 2dFGRS sample 
plotted according to their apparent extinction corrected total magnitude and apparent effective 
surface brightness.
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Figure 2.6: This shows the intrinsic properties of galaxies in the 2dFGRS sample. The shaded 
region shows where the volume drops below V  =  10,000 Mpc^. The dotted lines show the 
constant volume lines V = 100,000 Mpc^ and V = 500,000 Mpc^. All the volumes are 
calculated from visibility theory, see § 2.4. There is a clear gap between the data and the 
constant volume limits at the bright, low surface brightness limit, suggesting that luminous 
low surface brightness galaxies are very rare.
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Figure 2.7: This set of figures demonstrates the steps used to produce the BBD using the 
Empirical method outlined in § 2.6.1. In the top left hand corner is the array 0 {M ,p ) ,  the 
number of galaxies with redshifts. In the top right hand corner is the array the
number of galaxies without redshifts. In the bottom left hand corner is the array V{M,fj,)., 
the volume over which 90% of the galaxies are seen. Finally in the bottom right is, the array 
W{M,p.),  the weight that each bin is given because of the clustering correction. The shaded 
region in each contour plot shows where the V < 10,000 Mpc^.
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Figure 2.8; This shows the BBD calculated using both the Empirical method (top left) and the 
SWML method of SL93, as modified in the text (bottom left). The error bars are shown in the 
top right and bottom right respectively.The contour lines for the BBDs are set at 1 .0  x 1 0 “ ,^
1.0 X 10-^, 2.5 X 1 0 - \  5.0 X 10-^  7.5 x 10"^ 1.0 x 10'^, 1.25 x 10“ ^  1 .5  x 10~2, 1 .7 5  x 10'^, 
2.0X10“^, and 2.25 x 10“  ^galaxies Mpc“ .^ The contour lines for the errors are set at 1 .0  x 10“ ,^
1.0 X 10-4, 5  X 10-4, po X 1 0 - 3  ^ p 5  X 10-3, 2.0 x 10'^, 2.5 x 10“ 3, 3.0 x 10-3, and 3.5 x lO'^ 
galaxies Mpc-^. The shading represents the regions where V < 10,000 Mpc^.
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Ta )le 2.1: A comparison of the fits found using both methods.
Method/Sample Slog h a z/ j/lO^^/iLoMpc-:^
BMP -19.84 ±0.04 (1.83 ±0.09) -1.21 ±0.02 61.5 11 (1.64 ±0.17)
SWML -19.90 ±0.04 (1.67 ±0.09) -1.31 ±0.02 13.6 11 (1.61 ±0.16)
0.1
:^o.oi
0.001
-20-22 -21 -19 -18 -17 -16 -15 -14Mg /  (mag)
Figure 2.9: This shows the luminosity function calculated using the SWML as a solid line, and 
calculated using the empirical method as a dashed line. The shaded region shows the region 
where the volume over which galaxies can be seen is too small for a statistically significant 
result. The dotted lines show the best fit Schechter functions.
M*, (f>* and a  are calculated from the A%  ^ =  1 ellipsoid (the projection of this onto the M*, a  
plane is shown in Fig 2.10). The SWML gives a very smooth curve, apart from at M  =  —16. 
This could be either real structure, or an underdensity too great in size for the SWML to deal 
with. However, since there are only a few galaxies at this magnitude, it is impossible to say 
for certain. The deviation from the best fit solution is only 2cr.
The two LFs are nearly identical at the bright end, but the SWML has a steeper faint end 
slope, predicting more faint galaxies. However Fig 2.9 makes it clear that there is a significant 
variation in the faint end slope that cannot be explained by the fit or lack of fit. This is where 
the difference in the assumptions used by the two methods becomes important. While both 
methods correct for light loss in the same way, they correct for surface brightness selection 
effects and clustering in different ways. While it is possible to separate these effects out in 
method 1, it is impossible to do this for method 2, so the reasons behind the difference are 
difficult to understand. When it comes to the surface brightness selection effects, the Empirical 
method uses the data to calculate the 90^ ‘^ percentile volume for each bin directly and finds that 
it fits visibility theory well (see Fig. 2.7) whereas the SWML uses visibility theory explicitly and 
fits the estimator to the data on a bin by bin basis. While these are very different approaches,
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Figure 2.10; This shows a comparison of the error ellipses in M*, a  for the two methods. While 
the ellipses show that the random errors in the parameters are ~  0.04 in M* and ~  0.02 in a, 
the systematic error is ~  0.1 in a.
they are based on similar assumptions, so it seems unlikely that the result will be very different. 
On the other hand the Empirical method assumes explicitly that bright galaxies are clustered 
in the same way as faint galaxies, and that the clustering is a function of redshift only. The 
SWML includes information across the range of magnitndes and surface brightnesses within 
the selection limits for each redshift for the clustering correction. This seems to be the most 
likely cause of the difference in the two methods.
The two results can be used to produce a mean value for each of the Schechter parameters. 
The mean values are M^. — 5 log h — —19.87 ±  0.03, r// =  (1.75 ±  0.08) x 10“ /^z^  galaxies 
Mpc~^ and a = —1.26 ±  0.05. This gives a value of ji^ j = 2.54 ±  0.18 x IO^IiL q Mpc~^. 
This is equivalent to Jb =  2.36 ±  0.17 x 10®hL© Mpc~®, using Eqn 1.8 and {B — V) — 1.0. 
M% =  -19.59.
2 .7  A n  A n a ly tica l F u n ction  for th e  B ivaria te  B rig h tn ess  D is tr ib u tio n
2 .7 .1  A  B ivariate  B righ tn ess F unction
The luminosity function is traditionally described by the Schechter Function (Schechter 1976), 
is shown in Eqn. 1.4.
This equation contains three parameters M*, (jf and a, which describe the “characteristic 
magnitude”, the “normalisation constant” and the “faint end slope” , respectively. Contain­
ing no surface brightness information, this function provides a good fit to the space density 
of field galaxies albeit over a fairly restricted range of luminosities (—22 < Mi,. < —16) in 
the field. However, the Schechter Function provides a poorer fit to the luminosity distri-
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bution in clusters (e.g. Driver et al. 1994, Andreon, Cuillandre & Pello 2000) and when 
the population is subdivided according to spectral type (Madgwick et al. 2001). Current 
estimates constrain the three Schechter parameters, for field galaxies, to lie in the range: 
— 19.75 < M* < —19.15; 0.013 < < 0.027; —1.22 < a < —0.7, resulting in a luminosity
density range of: 1.1 < jf,. < 3.2 x 10®hA© Mpc“®.
Empirically we find that the distribution of the galaxy population in surface brightness 
appears symmetrical about a ridge and can be approximated by a Gaussian distribution. The 
ridge is described hy p = P^M  +  (7, the luminosity-surface brightness correlation. Clearly 
a bivariate brightness function (BBF) needs to relate closely to the Schechter function in 
luminosity. Hence by multiplying the classical Schechter function with a Gaussian in surface 
brightness we can construct the following BBF :
4,{M,He) V27T
exp 2 V (J,
(2 .66)
where is the gradient of the luminosity-surface brightness correlation and is the dispersion 
in the surface brightness. This function is identical to that presented by Choloniewski (1985), 
and derived by Dalcanton, Spergel & Summers (1997) and de Jong &; Lacey (1999a,b 2000) 
using the Fall & Efstathiou (1980) disk-galaxy formation model. Note that the new term 
contains a normalisation coefficient ■ ensuring that (jf, M* and a  are identical to the 
traditional Schechter parameters.
2.7.2 F itting a Bivariate Brightness Function
We choose to fit the BBF to the BBDs described in § 2.6.3; this is the largest available 
dataset. This BBD was derived from a subset of 45,000 galaxies from the 2dFGRS, and is 
shown on Fig. 2.11 (thin contours). Also shown in Fig. 2.11 is the selection boundary derived 
from Visibility Theory (shaded region, see § 2.4). In the shaded region insufficient volume is 
surveyed to make any meaningful statement of the space-densities.
The BBF can be fitted to the BBD by minimising the of the model compared to the 
data. The BBF is a non-linear six parameter equation and to find the minimum, we use the 
Levenberg-Marquardt Method (see Press et al. 1986). We use the data in those bins with 25 
or more galaxies.
The best fit parameters we derive are: </»* =  (0.0206 ±  0.0009)h® Mpc"®, M* — 5 log h = 
(—19.72 ±  0.04) mag, a  = —1.05 ±  0.02, p^ = 0.281 ±  0.007, pi = (21.90 ±  0.01) mag arcsec"^ 
and =  0.5174:0.006. All errors are l a  errors. Fig. 2.11 shows the BBF for these parameters 
(thick lines) overlaid on the data (thin contour lines). The errors in the parameters were found 
using a Monte-Carlo simulation, that is the observed distribution was randomised within the 
quoted 1er errors and the BBF fit re-derived. The final BBF fit yields a value of 164, for 
u = 49, where v is the number of data points minus the number of parameters. This gives a
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Figure 2.11; The thick lines show the BBF computed for the best fit parameters. The thin 
lines depict the 2dFGRS BBD (Fig. 2,8). The contours are at 1,0 x 10“ ^, 1.0 x 10“ ,^ 2.5 x 10“ ,^ 
5.0 X  1 0 - \  7.5 X  10-^  1,0 X  10-2, 1.25 x 10"^, 1,5 x 10"^ 1,75 x 10“ ,^ 2.0 x 10“  ^ galaxies 
Mpc“  ^ mag-^ (mag arcsec-^)-^. The shaded area shows the selection boundary - see § 2,6.3 
for details.
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probability of 2,6 x 10“ ^^  that the differences between the data and the model are caused by 
statistical fluctuations alone.
Hence, although the BBF appears to describe the BBD, the fit is poor. It is important 
to understand where the differences are occurring. From Fig. 2.11 we see that the model 
fits the da ta well brightwards of M  =  —18, and less well in fainter bins. The errors become 
comparable to the space density faintwards of M  =  —16, so the main error in the fit occurs in 
the range: —16 > M  > —18. The data (Fig. 2.11) show an upturn towards the faint end in 
this range whereas the Schechter function gradually flattens towards the faint end. Thus it is 
the Schechter function part that does not describe the data well. Note that the BBF provides 
Schechter parameters comparable to the range from previous surveys.
The model fits the data well in the surface brightness direction, implying that a Gaussian 
distribution is a good description of the space density as a function of surface brightness, for 
a constant absolute magnitude.
2.7.3 Comparison w ith de Jong & Lacey and Blanton
Table 2,7.3 compares our BBF with the de Jong & Lacey (2000) BBF which was determined 
for Sb-Sdm galaxies only. As de Jong & Lacey use 95% confidence intervals for their errors, 
we have quoted 2a errors rather than la  errors for our values. We converted their half-light 
radius parameters to our effective surface brightness parameters. De Jong & Lacey fit disks 
and exponential bulges to their data, taking into account inclination and internal extinction. 
In Appendix A, we estimate the uncertainty in our results due to not taking this into account 
and find that the error is ~  0,1 mag in M* and ~  0.55 mag arcsec'^ in fj,*. We note that 
the de Jong & Lacey (2000) parameters are their total galaxy parameters, not their disk-only 
galaxy parameters. In each case, these have been converted to 6j-band magnitudes using 
B  — I  =  1.7 mag from de Jong & Lacey (2000), and bj — B  — 0.2S{B — V) (Maddox, Efstathiou 
& Sutherland 1990), using a value of {B — V) =  0,5 for a late type spiral (Coleman, Wu & 
Weedman, 1980, Driver et al. 1994), Finally we convert from H q = 65 km s“  ^ Mpc~^ to 
H q — 100 km s~^ Mpc“ .^ In addition, the de Jong & Lacey sample has tighter selection 
criteria and more accurate CCD photometry (±0.05 mag compared to ±0.2 mag), but it only 
includes late-type galaxies and has a redshift completeness of 80% compared to > 90% for the 
2dFCRS. In spite of this, we find a similar spread in p, {a^ = 0.52 q.v. 0.61) and we find that 
the a  values of the two surveys are equal within the errors. The 2dFCRS has a brighter M* 
by 0.05 mag, and a brighter by 0,85 mag arcsec“2. Taking into account the effects of bulges 
and inclination as mentioned above, the 2dFCRS distribution has become 0.15 mag brighter 
than the de Jong & Lacey distribution and has a brighter /u* by 0.4 mag arcsec~2. Considering 
that late-type galaxies tend to be fainter and lower surface brightness, these results appear 
fully consistent.
Our value of (3^  can be converted to a luminosity-scale size gradient (3^  ^ =  —0,360 ±  0.004. 
Although this differs from the de Jong &: Lacey (2000) value, it agrees more closely with their 
theoretical prediction of ^re = (see de Jong & Lacey 2000). One possible reason for the 
variation in may be a correlation between colour and absolute magnitude. Blanton et al. 
(2001) find a strong correlation between {g* —r*) colour and Mr*: brighter galaxies are redder.
Chapter 2: A Set of Useful Tools For Producing and Using the BBD. 62
Table 2.2: Bivariate Brightness Function Parameters
Parameter 2dFGRS dJ & L (2000)
M^. -  5 log /î /  mag -19.72 ±0.08 -19.67 ±0.17
a -1.05 ±0.04 -0.93 ±0.10
0.281 ±  0.014 0.494 ±  0.04
/  mag arcsec ^ 21.90 ±0.02 
(22.45 ±  0.02)
22.82 ±0.19
0.517 ±0.012 0.61 ±  0.04
fainter galaxies are bluer. Making estimates of the colour-magnitude correlation from Fig. 13 
of Blanton et al. (2001), we find that Mr* — —8.75 id* ~  7"*) ~  14.88±g. Using a mean 
hj — r* = 1.1 (calculated from Fukugita, Shimasaku & Ichikawa 1995 and Maddox, Efstathiou 
& Sutherland 1990), and assuming that the additional colour term A(5j — r*) =  A(g* — r*) we 
calculate that the expected =  0.36 ±  0.23. The value estimated from Fig. 10 of Blanton 
et al. (2001) is /3/^ ,r* =  0-50±o!i- Thus the r* band luminosity-surface brightness correlation 
appears steeper than the bj band luminosity-surface brightness correlation. A similar colour- 
magnitude correlation in {bj — I) could explain the discrepancy between our result and de Jong 
& Lacey (2000) result.
The generally good overall agreement between these substantially different surveys is an 
important vindication of both results. Our results extended the de Jong & Lacey conclusions 
to the full range of galaxy types with M  < —16. However, the different values obtained for the 
luminosity surface brightness correlation may reflect a colour or morphologically dependent 
luminosity-surface brightness correlation. Blanton et al. (2001) seem to have found similar 
results, but have not fitted a function or tabulated their results.
2.7.4 C alcu la ting  th e  L um inosity  D ensity
As for the Schechter function it is trivial to calculate the luminosity density, j ,  by integrating 
the product of the BBF and the luminosity over the complete range of surface brightness and 
absolute magnitude.
/oo poo
=  (f* L* F (a  +  2) =  2 )
The solution is the same as the solution to the integral obtained from the Schechter function. 
When calculated using the best fit parameters, the value of the luminosity density, jbj = 
(2.16 ±  0.14) X IO^HLq M pc-^
In Blanton et al. (2001), the Sloan team get a 40% higher value for the luminosity density 
in the bj filter than the 2dFGRS team. Does this mean that 2dFGRS is missing some galaxies, 
or a t least underestimating their fluxes? For a start the values of M* are consistent, suggesting 
that both surveys are correcting magnitudes properly. However the measurement of (f* is over 
30% higher in Blanton et al. (2001). A more recent paper (Yasuda et al. 2001) revises the 
SDSS luminosity density of Blanton et al., to =  (2.43 ±  0.21) x lO~2/iL0 Mpc~^. This
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revision is based on a fit to the galaxy number counts, suggesting that the Blanton et al. 
region was overdense by 30%. The revised (f)* value {(f)* = 2.05 ±  0.12lg]2g x 10“ ^/i  ^ Mpc~^) is 
now consistent with our measurement of <f* = (2.06 ±  0.09) x Mpc~^, in the bj band.
Given this revised value of <■/)*, the Blanton result is still 10% higher, but Blanton used a 
colour term bj = B  ~  0.35(5 — V), whereas the correct colour term for the APM, tested using 
EIS data, is bj = B  — 0.28(5 — V), Norberg et al. (2002). When these two factors are taken 
into account, the luminosity densities are entirely consistent.
As demonstrated in Cross et al. (2001) the peak of the luminosity density lies well inside 
the selection boundaries. When the function is integrated over the range —24 < M  < —15.5,
20.1 < Pe < 24.1, the value obtained is = 2.14 x IO^ Ji L q Mpc“  ^ as compared to the 
summed BBD which gives: j^. = (2.11 ±0.20) x 10®A© Mpc~®. These are the approximate 
selection boundaries, so the correspondence is excellent. Unless the distribution shows an 
up turn outside the selection boundary, the 2dFGRS data have uncovered over 98% of the local 
B-band luminosity density.
2.8 E xp lorin g  Surface B r ig h tn ess  S e lectio n  E ffects
In Chapter 1, Fig 1.1 showed the variation in the LF as measured from a number of recent 
redshift surveys. It was postulated that the large variation was due to surface brightness 
selection effects. In this section the variation of the luminosity function with the limiting 
detection isophote is explored and compared to the range of published luminosity functions. 
Throughout, an exponential surface brightness profile and an Einstein-de Sitter cosmology 
(Om =  l , f î  =  1) are assumed.
To calculate a derived luminosity function, we start with our fit to the BBF. We take into 
account the overestimate in pi  by 0.55 mag arcsec“ ,^ calculated in Appendix A of Cross &; 
Driver 2002, and use a value of pi = 22.45 mag arcsec”  ^ [Note that in Cross et al. (2001) we 
used a less sophisticated method to estimate the offset caused by the bulge and arrived a t a 
figure of 0.55 mag arcsec” ]^.
We multiply our updated BBF by a visibility volume § 2.4 to construct an apparent observed 
number in M  and p  (see Pig. 2.12). The parameters adopted to derive the visibility surface are: 
'^faint ~  20.0 mag, rnffright ~  14.0 mag, dmin — 2.0 , dmax — 250.0 , Zmax ~  0.5, Zmin ~  0. 
The solid angle used was 3000°. These parameters are typical of the observed ranges for the 
most recent surveys. The only parameter allowed to vary is the detection isophote which took 
the values 26, 25, 24, 23.5 and 23 mag arcsec” .^ Fig. 2.13 shows the complicated Malmquist 
bias for pum =  oo,26,24,23 mag arcsec"^ (top to bottom). The shaded region shows the 
approximate location of the galaxy population. The lines are contours of constant volume for 
that piim- As the limiting isophote becomes brighter, the surface brightness dependency of the 
Malmquist bias increases.
Given the observed distribution, each galaxy within each bin is then randomly assigned a 
volume out to the maximum derived from Visibility Theory. This volume is converted to a 
redshift assuming an Einstein-de Sitter cosmology and a standard K-correction. We assume 
that the number density does not vary within the bin as a function of redshift, i.e. there is 
no evolution and no clustering. The exact absolute magnitude and surface brightness value is
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Figure 2.12: This figure shows 3 contour plots. The thin lines show the contours of the visibility 
surface, in Mpc^. Each line is a decade apart. The five lines shown range from 10  ^ to 10^, from 
the bright end to the faint end respectively. This visibility surface has a detection threshold 
of 26.0 mag arcsec”  ^ and the limits are in isophotal magnitudes. The medium thickness lines 
show the BBF from Fig. 2.11, offset in surface brightness by 0,55 mag arcsec“^. The thick 
lines show the number of galaxies detected in each bin. The contours levels are at 1.0, 3.2, 10, 
32, 100, 320, 1000, 3200 and 10000 galaxies bin“ \  where each bin has A M  =  0.5 mag and 
A p  = 0.6 mag arcsec” .^
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Figure 2.13: This plot shows contours of equal volume for different selection functions. The 
top, left plot shows the selection function for fium — oo. The selection lines have no surface 
brightness dependence. The other plots show isophotal (thin lines) and total (thick lines) 
selection functions, for the detection thresholds 26, 24, and 23 mag arcsec"^. As one goes 
to brighter thresholds, the volume becomes a stronger function of surface brightness. Thus 
the mean volume at any M  decreases, and a volume correction or estimator which is only 
magnitude dependent becomes more biased. The shaded parallelograms represent the number 
density distribution, in terms of the luminosity-surface brightness correlation, and the width 
of the surface brightness distribution. Where the contour lines are vertical, an estimator with 
magnitude dependence only is unbiased, elsewhere it is biased. Where the contour line crosses 
the distribution, the luminosity function can be recovered using an estimator which takes into 
account surface brightness. Where the distribution is missed, there is input catalogue incom­
pleteness, and so there is not enough information to recover the luminosity function. When 
total magnitudes are used: at 26 mag arcsec” ,^ there is no surface brightness dependency 
within the shaded region for M  < —12, so a magnitude-only will give an unbiased luminosity 
function; at 24 mag arcsec~^, it will be unbiased for M  < —14.3, but an estimator with sur­
face brightness built in, such as the methods described in § 2.6.1 and 2.6.2, will be unbiased 
M  < —12; at 23 mag arcsec"^, the magnitude only estimator will be biased a t all magni­
tudes, but a surface brightness estimator will recover the luminosity function for M  < —16. 
Using isophotal magnitudes, all luminosity function estimators will be biased if they are only 
magnitude dependent.
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Table 2.3: Table of Schechter parameters for Fig 2.15
plim Magnitude -  5 log h Mpc-^ a jb./lO^HLQ Mpc ^
26.0
25.0 
2Ta 
2&5
23.0
Isophotal
Isophotal
Isophotal
Isophotal
Isophotal
-19.54 ±0.02 
-19.38 ±0.02 
-19.08 ±0.02 
-18.96 ±  0.02 
-18.68 ±  0.02
(1.99 ±  0.04) X10-^
(1.88 ±  0.04) X10-2 
(1.66 ±  0.04) X10-2 
(1.33 ±  0.04) X10-2 
(1.13 ±  0.04) X10-2
-1.052 ±0.01 
-1.052 ±0.01 
-1.057 ±0.01 
-1.106 ±0.01 
-1.098 ±0.01
1.77 ± 0 .05
1.45 ±  0.05 
0.972 ±  0.05 
0.723 ±  0.05 
0.471 ±  0.05
26.0
2&0
24.0
23,5
2&0
Corrected
Corrected
Corrected
Corrected
Corrected
-19.68 ±0.02 
-19.60 ±  0.02 
-19.42 ±  0.02 
-19.28 ±0.02 
-19.10 ±0.02
(1.89 ±  0.04) X10-2 
(1.85 ±  0.04) X10-2 
(1.74 ±  0.04) X10-2 
(1.61 ±  0.04) X10-2 
(1.38 ±  0.04) X10-2
-1 .064  ± 0 .01  
-1.071 ±0.01 
-1.074 ±0.01 
-1.068 ±0.01 
-1.049 ±0.01
1.93 ±0.05 
1.77 ±  0.05 
1.41 ±0.05 
1.14 ± 0 .05  
0.819 ± 0 .05
26.0
25.0
24.0 
23.5
23.0
Total
Total
Total
Total
Total
-19.74 ±0.02 
-19.74 ±0.02 
-19.74 ±0.02 
-19.68 ±0.02 
-19 .64  ± 0 .02
(2.00 ±  0.04) X10-2 
(2.00 ±  0.04) X10-2 
(1.97 ±  0.04) X10-2 
(1.85 ±  0.04) X10-2
( 1 . 1 6 ± 0 . 0 4 ) x 1 0 - 2
-1.066 ±0.01 
-1.066 ±0.01 
-1.071 ±0.01 
-1.045 ±0.01 
-0.995 ±  0.01
2.16 ±0.05
2.16 ± 0 .05  
2.14 ± 0 .05
1.87 ±  0.05 
1.09 ±0.05
then randomly assigned within each bin, (this assumes that the number density does not vary 
within the bin as a function of M  or pe)- Around the M* point particularly, this assumption 
fails, but a Monte Carlo simulation done at higher resolution finds no significant differences. 
The numbers in Table 2.3, and the plots in in Fig 2.12- 2.15 were produced from this Monte 
Carlo simulation.
The net result is a magnitude-limited sample with objects randomly distributed within their 
allowed volume. We now calculate each galaxy’s isophotal magnitude, a Gaussian^ corrected 
magnitude and their total magnitude and sum the final number distribution according to 
absolute magnitude. This is plotted in Fig 2.14 for total, corrected and isophotal absolute 
magnitudes.
We then reconstruct the luminosity function using a 1/Vmüx prescription (as our simulations 
contain no clustering this should be an optimal estimator). Fig. 2.15 shows the recovered 
luminosity functions. The LFs of Fig. 2.15 demonstrate the impact of surface brightness 
selection as they are all drawn from the same BBF; the only difference is the limiting isophote 
and the choice of magnitude measurement. The range of published values is shown as the 
shaded area (excluding the LCRS Lin et al. 1996). Also shown is the limit solution, for 
our model BBF. The left panel assumes isophotal magnitudes are measured, the central panel 
assumes Gaussian corrected magnitudes were used and the right panel assumes some procedure 
has been implemented to recover the total magnitudes. The results are also tabulated in 
Table 2.3.
^One simple and popular method to correct for light lost is the Gaussian correction employed by Maddox, 
Efstathiou & Sutherland (1990) on the APM, and used as a correction in the Source Extractor code (Bertin & 
Arnouts 1996). It works by fitting a Gaussian with central surface brightness, go, and standard deviation, cr, to 
the light profile of the galaxy, such that the isophotal radius of the Gaussian matches the isophotal radius of the 
galaxy and the isophotal magnitude of the Gaussian is equivalent to the isophotal magnitude of the galaxy. The 
Gaussian corrected magnitude is then the total flux under the Gaussian. This works well for compact objects 
such as stars and high surface brightness galaxies where the seeing dominates the profile.
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Figure 2.14: This is a plot of the number of galaxies detected as a function of absolute mag­
nitude, for a limiting isophote of 24.0 mag arcsec"^. The solid line shows the plot for total 
magnitude, the dashed line shows the corresponding corrected magnitudes and the the dot­
ted line shows the corresponding isophotal magnitude. The difference between each line is 
a combination of an offset in magnitude and fewer galaxies being detected going from total 
to isophotal magnitudes. The peak of the total magnitudes is ~  0.3 mag brighter than the 
peak in the corrected magnitudes which is ~  0.35 mag brighter than the peak in the isophotal 
magnitudes.
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Figure 2.15: The variation of LFs with pum for isophotal (left), corrected (middle) and total 
(right) magnitudes, pum varies from 26 mag arcsec”  ^ to 23 mag arcsec"^. The shaded region 
shows the variation of recent surveys from Sloan (with the new (p*) to APM. The LCRS is not 
shown as it has an additional surface brightness constraint that significantly reduces the faint 
end.
Isophotal m agnitudes
If isophotal magnitudes are adopted and the surface brightness limit is bright, the luminosities 
of galaxies are severely underestimated. Thus both the number density and the M* value 
are severely underestimated (see Table 2.3 and Fig 2.15). The variation in (/)* is up to 30% 
and in M* up to 0.8 mag. This tallies well with the range of Schechter parameter values 
recovered over the range tested (23 < pum < 26). To some extent is it surprising that cp* is 
not more drastically affected; this is because the observed distribution of galaxies is skewed 
towards the faint end, see Fig. 2.14. As a simple 1/Vmax correction or maximum likelihood 
estimator based on the isophotal magnitudes does not take into account surface brightness 
issues, especially light loss, it underestimates the volume over which the galaxy can be seen, 
leading to an overestimate of the number density, see Fig 2.13. This is tempered by a lower 
number density at brighter absolute magnitudes.
Perhaps most surprising is the robustness of the faint end slope, whose value is recovered 
correctly regardless of the isophote.
C orrected m agnitudes
Most surveys attempt to correct their isophotal magnitudes to total magnitudes. We used a 
Gaussian correction as described above. Fig. 2.15 and Table 2.3 demonstrate that corrected 
magnitudes recover 65% of the luminosity density at 24 mag arcsec“  ^ compared to the 45% that
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isophotal magnitudes recover and the 99% that total magnitudes recover. As with isophotal 
magnitudes, corrected magnitudes give a luminosity function biased at all values of M , although 
the bias has been significantly reduced.
Total m agnitudes
If some method is employed to correct the galaxies to total magnitudes (e.g. Kron magni­
tudes or Petrosian magnitudes) we find that the parameters are very robust for pbum > 24 
mag arcsec"^. However, at finm — 23 mag arcsec"^ the number density is underestimated 
throughout the distribution. Fig 2.13 illustrates why this occurs.
The volume has almost no surface brightness dependency for the thresholds 24 <  pum < 26 
provided M  < —14, but it has significant surface brightness dependency for —22 < M  < 
— 14 at piim = 23. The bright absolute magnitudes are affected because of cosmological 
dimming and the K-correction. Galaxies at the maximum redshift of z =  0.5 have an apparent 
surface brightness that is 3 mag arcsec"^ fainter than their intrinsic surface brightness (1.7 mag 
arcsec"^ due to cosmological dimming and 1.3 mag arcsec"^ due to the K-correction, where 
K{z) — 2.5z). Even galaxies at z =  0.25 will be fainter by 1.6 mag arcsec“ .^ Thus a galaxy 
with central surface brightness of 21.5 mag arcsec""^ {jie — 22.6 mag arcsec"^) and z =  0.25 
will not be detected with a threshold of 23 mag arcsec"^.
Recovering total magnitudes beforehand will give good estimators for the luminosity func­
tion, provided that significant numbers of galaxies are not missing. This is a particular problem 
if your maximum redshift is very high. However, if galaxies are missing because of cosmologi­
cal effects, rather than being too intrinsically dim even at z ~  0, the number density can be 
recovered using the methodologies discussed in § 2.6.1 and § 2.6.2.
Overall Effects
Overall the variations recovered in M*, (p* and a  between simulated surveys with limits of 
24 < ^  <  26 (i.e., comparable to existing surveys) are —19.74 < M* < —19.08, 0.020 < 
(p* < 0.017 and —1.07 < a  < —1.05. Fig. 2.15 shows that the observed variation in Schechter 
function parameters has been recovered at the bright end for 24 < finm < 26 when either 
isophotal or Gaussian corrected magnitudes are used. However, Fig. 2.15 demonstrates that 
the observed variation in the faint end slope has not been accounted for and is testament to 
the fact that surface brightness selection effects do not reproduce all the variation seen in the 
faint-end slope. This supports the suggestion in Cross et al. (2001) that the faint-end slope 
depends more critically on the clustering correction than surface brightness issues.
Blanton et al. (2001) find a 0.08 change in the faint end slope going from pe,r* — 23.5 
to pe^ r* =  24.5, with no change at the bright end. Using a {bj — r*) = 1.1, this leads to a 
5j-band isophote of pum = 23.5 for =  23.5. The change in the faint end can be compared 
to the changes seen in Table 2.3, for total magnitudes. For the faint end slope a  ~  —1.045 
for piim = 23.5 and ~  —1.07 for pum = 24.5; this gives a 0.025 change over a similar interval. 
This is lower than the Sloan result. However, Sloan has a red selected sample, which gives a 
steeper luminosity-surface brightness correlation. This could account for a greater change in 
a.
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In § 2.6.3 we took an isopliotally selected sample and apply corrections in surface brightness 
as well as absolute magnitude. These corrections imply that we will not underestimate M* or 
0*. SDSS calculated Petrosian magnitudes before selecting their sample. Petrosian magnitudes 
are aperture magnitudes and therefore do not show such a pronounced variation with redshift 
as isophotal magnitudes. Thus the sample is selected from pseudo-total limits.
For deep isophotes, the volume correction has virtually no surface brightness dependence, 
as shown in Fig 2.15, so the number density can be calculated at the bright end trivially and is 
only underestimated at the faint end where some galaxies have too low a surface brightness to 
gain admission to the sample. Using either of the techniques outlined in the previous paragraph 
(§ 2.6.3, Blanton et al. 2001) should give accurate values of M^. —5 log h and r/»*, —19.75±0.05 
mag, (2.02±0.02) x 10~^h^ M pc'^ for 2dFGRS and -19.70±0.04 mag, (2.05±0.12) x 
Mpc“  ^ for SDSS (Blanton et al. 2001, Yasuda et al. 2001). The caveat is that no correction 
to total magnitudes is perfect, and the corrected magnitudes will tend to have some surface 
brightness dependency as is demonstrated by the Gaussian corrected luminosity function. Even 
when isophotal magnitudes have been corrected to pseudo-total magnitudes it is better to use 
a l/Vmax or maximum likelihood estimator which is a function of both M  and p.
While a good understanding of Visibility Theory will account for galaxies within the surface 
brightness limits, galaxies with very low central surface brightness, but bright total magnitudes 
can be missed. These are one source of mismatches between the estimates of a  in different 
surveys. Another reason for different estimates is inhomogeneities in the space density of 
galaxies. Surveys looking at different parts of the sky will encounter variations in the Large 
Scale Structure. Dwarf galaxies are seen over a smaller volume, so they can have large clustering 
corrections. Differences in clustering corrections between different surveys will tend to bias a  
rather than (/)*.
2.9  S u m m ary
In this chapter we have laid out the tools that we will use in subsequent chapters to produce, 
understand and use the Bivariate Brightness Distribution. We started by listing the relevant 
cosmological equations and (K±e) corrections. We then discussed galaxy profiles and listed 
important relationships between photometric variables, such as surface brightness, the half- 
light radius, and the Sersic parameter before discussing Visibility Theory and our methodology 
to correct isophotal magnitudes and calculate effective surface brightnesses.
We adopt two methods to generate the BBD, one that uses the data directly to find 
the redshift limits as a function of {M,p).  It corrects for clustering by assuming that the 
inhomogeneities are independent of luminosity and surface brightness, and are just a function 
of redshift. Throughout, the analysis is transparent and it is very easy to see the relative 
contribution of each correction to the final result.
The second method is a modified version of the bivariate Stepwise Maximum Likelihood 
(SL93). This method does corrections for all the same problems as the Empirical method, 
and gets a similar result for the BBD at the bright end, but a steeper faint end slope. While 
there are corrections for the same type of problem, the method for each correction is totally 
different. SWML corrects for inhomogeneities, completeness and clustering a t the same time.
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and it is impossible to separate these effects.
We find good agreement at the bright end for the two methods, but differences at the high 
surface brightness end and the faint end slope. While the SWML uses the all the information 
available, it is dependent on a good understanding of the selection limits. The Empirical 
method takes into account all the selection limits automatically. As many issues such as stellar 
contamination, photometric accuracy and completeness have yet to be addressed, we will wait 
until later chapters for a thorough analysis of the results.
To analyse and use the BBD, we fit a simple analytic function first used by Choloniewski 
(1985). It combines the Schechter function in luminosity with a Gaussian in surface brightness, 
and incorporates the luminosity-surface brightness correlation observed in the BBD. It gives 
a good fit at the bright end, but a poor fit at the faint end. The analytic fit can be used 
in the same way as the Schechter Luminosity Function. We have used it to derive mock 
catalogues to test how the Luminosity Function varies with the surface brightness limit for 
isophotal magnitudes, corrected magnitudes and total magnitudes. We show that variations at 
the bright end can be explained by the variation in surface brightness limits of recent surveys. 
However, we cannot account for all the variation at the faint end with surface brightness 
selection effects only.
The methodology developed in this chapter is useful in determining the effects of surface 
brightness limits, redshift incompleteness and clustering. However, it has ignored photometric 
errors and photometric completeness. These issues will be discussed in Chapter 3.
Chapter 3
A D eep W ide Field R edsh ift 
Database: M atch ing th e M GC  
to  th e 2dFGRS and the  
SD SS-ED R .
The Millennium Galaxy Catalogue (MGC) provides a high quality database 
to study cosmology and galaxy evolution. It is a deep (~  26mag arcsec"^), 
wide field CCD imaging database, covering ~  35deg^, that overlaps with 
data from both the Two degree Field galaxy redshift survey (2dFGRS) 
and the Sloan Digital Sky Survey-early data release (SDSS-EDR).
In this chapter, we describe the construction of a catalogue containing data 
from these surveys and test the accuracy of the data. In particular we test 
the photometry and completeness of the 2dFGRS and the SDSS-EDR. 
We find that the 2dFGRS is fainter by 0.078mag than the MGC, with a 
scatter of 0.157mag. However, the 2dFGRS suflfers from a non-linearity 
which is apparent in the photometric variation with surface brightness. 
We also find that the 2dFGRS is 8.2 ±  0.5% incomplete at B m g c  <  19.0. 
The SDSS matches the MGC photometry with a mean difference A m =  
—0.009 ±  0.100. There are no major scale errors in magnitude or surface 
brightness. The incompleteness is much lower than the 2dPGRS at < 2% 
for B m g c  <  19.0.
The combined MGG-2dF-SDSS database provides deep CCD photometry, 
redshifts, colours and spectral types for ~  5500 galaxies. The photometry 
and colours are available for another ^  6000 galaxies. In the near future 
morphological types and structural parameters will be available for all 
^  12,000 bright galaxies in the MGC. We test the overall photometric and 
redshift completeness of this survey in the B m g c , Me plane to pull out a 
subsample with high completeness and well defined boundaries to produce
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Bivariate Brightness Distributions and Luminosity Functions. These will 
be produced in Chapters 4 & 5.
3.1 In tro d u ctio n
Over the past decade multi-fibre spectrographs have improved to the point where 100s of 
spectra can be taken in an hour and thousands of spectra in one night’s observing. This has 
resulted in redshift surveys increasing in size from a few thousand (e.g. APM, Loveday et al. 
1992, Durham/UKST, Ratclifie et al. 1998) to tens of thousand (e.g. LCRS, Lin et al. 1996) 
to hundreds of thousands (e.g. 2dFGRS, Colless et al. 1999, and SDSS, York et al. 2000).
However, the input catalogues that these surveys are drawn from are mainly photographic 
surveys. Until very recently all wide field cameras were photographic and wide format CCDs 
are a new technology. While it is possible to cover much larger areas with photographic plates, 
such as the 5.8 deg x5.8deg UK Schmidt Telescope plates, they have a smaller dynamic range 
than CCDs and suffer from a non-linear photometric response. Thus calibration is difficult 
and large scale errors are possible.
Many redshift surveys are designed to measure the Large Scale Structure (LSS) of the 
Universe (e.g. Peacock et al. 2001, Percival et al. 2001) where the structural properties 
of individual galaxies are not important. However, the robust measurement of the surface 
brightness (see Chapter 2), required to remove systematic errors in the Luminosity Function 
(see Chapter 2), and to add new dimensions to the parameter space of galaxies, needs a well 
defined photometric catalogue under good seeing conditions.
The Millennium Galaxy Catalogue (MGC, Liske et al. 2002) has been designed to provide 
high quality input catalogue for a portion of the 2dFGRS. It goes much deeper 1.3mag 
arcsec"^) and was taken under good seeing conditions ~  1.3”, so it should provide a good 
check on the photometry and completeness of the 2dFGRS.
The Sloan Digital Sky Survey (SDSS) is the latest large redshift survey. It combines wide 
field CCD imaging and multi-fibre spectroscopy. This will not only measure redshifts for ~  10® 
galaxies but will also provide 5 colour photometry for galaxies over 10,000 deg^. The SDSS 
Early Data Release includes the MGC strip. While it does not go as deep as the MGC, it 
provides colours and redshifts, although not as many redshifts as the 2dFGRS.
Combining the 3 data sets provides a wealth of information. The MGC provides the basic 
photometric data and classification for the galaxies in question. The 2dFGRS provides the 
bulk of the redshifts and spectroscopic classification (Madgwick et al. 2001) and the SDSS 
provides colours and additional redshifts.
3 .2  D a ta
3.2.1 The 2dFGRS  
Overview of the 2dFGRS
The “Two-degree Field Galaxy Redshift Survey” (2dFGRS, http://www.m so.anu.au/2dFGRS) 
is the largest redshift survey to date (Colless et al. 2001), covering 2000 deg^ to a limiting 
magnitude of bj = 19.45. The survey region is shown in Fig. 3.1. The 2dFGRS will contain
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Figure 3.1: This figure shows the 2dFGRS survey regions in equatorial coordinates. The MGC 
and SDSS-EDR cover the equatorial region of the North Galactic Cap strip. Figure courtesy 
of the 2dFGRS Team.
both photometric and spectroscopic data for 250,000 galaxies selected from the Automated 
Plate Measuring-machine galaxy catalogue (APM; Maddox et al. 1990a,b), see Fig. 3.2.
The 2dFGRS has a wide range of goals. These include measurements of the power spectrum 
of galaxy clustering (Percival et al. 2001), the measurement of the redshift space distortion 
pattern (Peacock et al. 2001), determination of variations in the spatial and velocity distribu­
tion of galaxies (Norberg et al. 2001), a study of groups and clusters (de Propris et al. 2001) 
the measurement of the Luminosity Function (Cross et al. 2001) and the Luminosity Function 
as a function of spectral type (Folkes et al. 1999, Madgwick et al. 2001). There have also been 
comparison between the 2dFGRS and catalogues at other wavelengths such as radio sources 
(Sadler et al. 2001, Magliocchetti et al. 2001) and 2MASS in the infrared (Cole et al. 2001).
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Figure 3.2: This figure shows the APM galaxy catalogue, the input catalogue for the 2dFGRS. 
The dark rectangles and grooves mark the positions of bright stars and satellite trails, which 
make the photometry unreliable in a small region. Figure courtesy of Steve Maddox and the 
2dFGRS Team.
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T h e  in p u t ca ta logue
The APM catalogue contains ~  5 million objects with hj < 22 mag over ~  10000 deg^. A 
bright catalogue was selected as the input catalogue for the 2dFGRS, with a dust-corrected 
limiting magnitude bj^um ~  19.45. The magnitudes were originally measured to have a random 
error ÙJ)j =  ±0.2 mag (Maddox 1990a, Colless 1999). The 2dFGRS covers two continuous 
regions, one around the Northern Galactic Pole (NGP) and one around the Southern Galactic 
Pole (SGP) plus random fields. The APM images come from photographic plates collected on 
the UK Schmidt Telescope over 10 years ago and digitised by the APM team. These images 
do not have the photometric accuracy of modern CCD cameras (the error in photographic 
magnitudes is typically 0.2mag compared to < 0.05mag for CCDs) and are also difficult to 
calibrate. Calibration errors have been found in the data, and in the last year it has been 
recalibrated (Colless et al. 2001) using a mixture of 2MASS and optical CCD data. The 
recalibration included the use of MGC data in the final stage, so to make a fair comparison 
we have used the penultimate magnitudes in any comparison, i.e the product of recalibration 
with 2MASS and other CCD magnitudes, but not the MGC.
To avoid stellar contamination, the APM galaxy catalogue has a strict star-galaxy separa­
tion (Maddox et al. 1990a). Fig 3.3 shows a histogram of isophotal area. There is a sharp drop 
at Aiso ~  40n'', indicating that the minimum isophotal radius riso ~  3.6". Merged objects are 
removed if they are star-star mergers or bright star-faint galaxy mergers, but galaxy-galaxy 
and bright galaxy-faint star mergers are kept.
The surface brightness limit is pbj ~  24.67 mag arcsec"^ (Cross et al. 2001). However, 
as we will show, this varies from plate-to-plate. The magnitudes have been corrected using a 
Gaussian profile (see Maddox, Efstathiou & Sutherland 1990 and § A .l for details). To further 
reduce the amount of light loss the corrected magnitudes are compared to corrected deep CCD 
images. The mean difference in the magnitudes between the 2dFGRS and CCD magnitudes 
is added on to the 2dFGRS. This is done in discrete magnitude intervals to correct for scale 
errors in magnitude.
T h e  Spec troscop ic D a ta
The spectroscopic data have been collected in dark time on the Anglo-Australian Telescope 
(AAT) from October 1997 and will continue to be collected until January 2002. As of August 
2001, ~  200,000 redshifts had been measured. The redshifts are measured by the “Two-degree 
Field” spectrograph. Fig. 3.4. The 2dF incorporates 2 fibre fed spectrographs. Each set of 
fibres runs from a plate to the spectrograph. As can be seen in Fig. 3.4, the two plates are 
either side of a tumbler, so that one plate can be configured while the other plate is observing. 
An Atmospheric Dispersion Corrector (ADC) prevents the spectrum spreading out too much 
away from the main axis. The 2dF facility is described in detail in Lewis et al. (2001).
The 2dF instrument sits at prime focus on the A AT, where it can have the maximum field 
of view. Each field is 2° across, and 400 objects can be measured a t once, although there are 
restrictions on the minimum separation of fibres, see Fig 3.5. Four fibres are used to target 
stars for accurate tracking and 20 are targeted at blank pieces of sky for sky subtraction.
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Figure 3.3; This figure shows the distribution of isophotal areas for the NGP (red) and SGP 
(blue). The NGC has a smaller isophotal area on average. The minimum area limit occurs in 
the range 30 < Aiso < 50 arcsec"^.
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Figure 3.4: This figure shows the top end of the 2dF spectrograph. The instrument has two 
separate spectrographs fed by two sets of fibres, attached to two plates. This means that one 
plate can be observed while the other is configured. The gripper is used to move the fibres to 
the correct configuration. The tumbler changes the plates over between observations. Figure 
courtesy of the 2dFGRS Team.
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Figure 3.5: This figure shows a configured 2dFGRS field. There are 400 fibres. 20 are used for 
sky subtraction and 4 are used for guiding. The field is 2° across, and the fibres must not get 
closer than ~  30". Configuring the survey is a tricky minimisation problem. Figure courtesy 
of the 2dFGRS Team.
Each field is configured by a robotic gripper which takes 60 — 65 minutes to configure one 
field. The exposure time is ~  60 minutes, separated into 3 exposures of ~  20 minutes, to 
minimise the effects of cosmic rays and other transient events.
The effects of clustering mean that some parts have more than 400 galaxies within the field 
and others have fewer than 400. Therefore many fields overlap each other. Deciding which 
galaxies to target in dense regions is very tricky because the magnetic buttons cannot be placed 
closer than 12" to each other. This is an absolute minimum, as the fibres also constrain the 
minimum separation. A good rule of thumb is not to place them closer than 30" to each other. 
The trick is to minimise the total number of observations. Broken fibres, poor seeing and thin 
cloud can all reduce the completeness of one particular field, which has an impact on future 
observations. The observing strategy is discussed in more detail in Colless et al. (2001).
Each fibre is ~  2" across, so that only a fraction of the light of the galaxy enters. The
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completeness of low surface brightness galaxies is thus poorer than normal galaxies (see Chapter 
4). The spectrum of a typical galaxy varies with distance from the centre of the galaxy, going 
from a bulge dominated spectrum to a disk dominated spectrum. There can also be problems 
with contamination of merged objects such as stars or other galaxies. Sky lines can also reduce 
the chance of picking up galaxies at certain redshifts. These problems are discussed in more 
detail in Colless et al. (2001), who also compare the redshift results with other surveys. Only 
1.6% of objects are “blunders” , i.e. with |A(cz)| > 600kms~^. The rms redshift error is found 
to be 76kms“  ^ (Colless et al. 2001).
Each redshift is quality controlled by observers with a quality flag 1 <  Q < 5. A spectrum 
with many easily distinguished, high S/N lines will have Q =  5, a spectrum with no distin­
guishable lines will have Q = 1. Q =  1,2 have unreliable redshifts, Q — 3 — 6 have reliable 
redshifts. The overall redshift completeness is ~  91%.
Spectral Types and K-corrections
Madgwick et al. (2001) have used principle components analysis (PGA) to define the parame­
ters that produce the greatest variation in the spectra. Using the two components that produce 
the most variation, they define a continuous parameter 97, which is a linear combination of the 
first principle component (pci) and the second principle component (pc2). Madgwick et al. 
(2001) have defined four spectral classes based on rj: Type 1 77 < —1.4; Type 2 —1.4 < rj < 1.1; 
Type 3 1.1 < 77 < 3.5; Type 4 77 > 3.5. Each of these types have different K-correction: Type 
1 K{z) = 2.6z +  4.3% ;^ Type 2 K{z) — 1.9z + 2.2z^; Type 3 K{z) — 1.3z +  2.0z^; Type 4 
K{z) = 0.9% -f 2.3% .^ The overall K-correction is found to be K{z) = 1.9% 4- 2.7% .^
A subsam ple w ith deep W ide Field CCD data
The large quantity of low resolution spectral data provided by the 2dFGRS will make a nice 
complement to wide-field CCD data. We have selected data from an equatorial (J2000) strip 
in the NGP coinciding with the CCD data set below. There are 7686 2dFGRS galaxies in this 
strip ranging from 9^58™ to 14^48”  ^ (J2000) and spanning the declinations —0°18' to -f0°18' 
(J2000).
3.2.2 The MGC.
Overview o f the MGC
The Millennium Galaxy Catalogue (Liske et al. 2002) is a ^  36deg^ deep CCD imaging 
survey of an equatorial strip between 9^ *'58” 2^8'® and 14^ M6”^45^  with a declination range from 
—0°17'15" to -f-0°17'15". The imaging was carried out using the Wide Field Camera on the 
Isaac Newton Telescope between March 1999 and April 2000. We took 144 images, each 0.5deg 
apart in R.A. starting from Field 1 where CCD 4 is centred at lOhOOm 0°0'. Each field contains 
4 CCDs, (see Liske et al. 2002 for details), although CCD 3 is heavily vignetted. Most of this 
vignetting is removed by fiat fielding and only affects the completeness and photometry of very 
faint objects.
The CCDs are arranged in a square with a corner missing (see Fig 3.6). Between each pair
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Figure 3.6: Plot of field, MGC077, showing the arrangement of the 4 CCDs, and the gaps 
between them. CCD 4, the central CCD is centred on 12h32m00s+00°00’00” (J2000). Features 
such as a large galaxy on CCD 3 and satellite trails can be seen.
of CCDs there are gaps (~  20 — 30") for the input and output. Galaxies lying within these 
gaps will be missed.
The MCC catalogue contains four measurements of magnitude, each before and after dust 
correction. The four measurements are isophotal (B26 ,MGc)? a Gaussian corrected magnitude 
{E g a u ,M G c)^  a Kron magnitude { B k r o n ,m g c ) and a “best” magnitude which is the Kron 
magnitude unless a nearby neighbour has interfered, and the magnitude is likely to be in error 
by > 10% in which case the Gaussian corrected magnitude is used.
Kron magnitudes have very little dependence on surface brightness, redshift or profile (see 
§ A.l) and so may be regarded as total magnitudes. The Gaussian corrected magnitudes show 
more variation, but only show extreme variation when the central surface brightness is close 
to the isophotal limit. Bertin & Arnouts (1996) show that SExtractor best magnitudes have 
an offset of ~  0.06 at 26 mag arcsec~^. Therefore “best” magnitudes should behave more like 
total magnitudes than isophotal magnitudes when Visibility Theory is used. We have used the 
dust corrected “best” magnitude B mgc throughout.
The half light radii are measured along the major axis of the ellipse that contains half 
of the flux of the galaxy. The effective surface brightness is calculated assuming a circular 
aperture. If the galaxy is an inclined optically thin disk galaxy, this will correct the effective 
surface brightness to the face on values. Not correcting spiral galaxies can produce a mean
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offset of A/ie =  0.48 mag arcsec”^, with a large scatter, see § A.1.2 for an optically thin 
galaxy. However, ellipticals will have the effective surface brightness underestimated slightly. 
Morphological classification will separate the ellipticals and spirals so that inclination and 
photometric corrections can be applied separately. However the most consistent way to treat 
galaxies with various bulge-total ratios and inclinations is to do a full bulge-disk decomposition.
Internal dust can affect both the magnitude and surface brightness through absorption 
and scattering (see de Jong & Lacey 2000, Matthews & Wood 2001). This problem will be 
discussed in future work.
Observations
The MGC images were taken through the KPNO-B filter on the Isaac Newton Telescope (INT) 
as part of the INT Wide Field Survey (INTWFS). The observations were taken over a period 
of 4 weeks, 1 in March 1999, 1 in June 1999, and 2 consecutive weeks in March/April 2000. 
However, due to the nature of the INTWFS only 2 weeks of these da ta were MGC data, the 
rest going to a variety of projects. The data were gathered in dark or grey time. The aim was 
to have good (< 1.5") seeing on each field, so some fields with poor seeing were re-observed. 
Each observation was 750s in duration, apart from a few longer exposures (see Liske et al. 
2002 for details). Only one image was taken of each field (apart from fields 1-8) because of the 
slow readout time of each CCD at the beginning of the survey. This has substantially speeded 
up, from ~  180s to 30s. Each field is 0.26 deg^ with 0.333" per pixel.
The field-to-field photometry was calibrated using the overlap regions and the Landolt 
standards, as described in Liske et al. (2002). The final mean offset between objects in the 
overlap regions between adjacent fields is —6.4 x 10“® ±  0.023 mag.
Bright and Faint Catalogues
The MGC has been split into a bright catalogue {Bmgc < 20.0) and a faint catalogue {Bmgc > 
20.0). The objects in the bright catalogue are easily classified by eye (see Liske et al. 2002) 
whereas the objects in the faint catalogue are generally too small for reliable classification. The 
bright catalogue has been classified and contains almost 70,000 objects, of which ~  12,000 are 
galaxies. In addition, the bright catalogue contains a quality fiag (MQ) and half-light radius 
for every galatxy, with M Q  < 2.  M Q  — I are “good” galaxies, M Q  = 2 are “compromised” 
galaxies and M Q  = 3 are “poor” galaxies. In practice, this means that the photometry 
of “compromised” galaxies is only useful for completeness statistics and the photometry of 
“poor” galaxies cannot be trusted at all. The half light radii are important for determining 
the effective surface brightness of the galaxies.
G alaxy Classification
We are currently classifying all the bright galaxies using software developed by Odewahn, 
Cohen & Windhorst (2000) and are also running GIM2D (Simard et al. 2001) to get structural 
parameters.
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Figure 3.7: This plot shows the positions of all SDSS-EDR galaxies (vertical crosses) along the 
MGC strip. Those with redshifts are marked by diagonal crosses. Most of the strip has been 
targeted photometrically, apart from a few holes (e.g. a = 215.5,5 =  0.1), but large parts still 
have to be targeted spectroscopically (e.g 168.5 < a  < 171).
3.2.3 The SDSS-ED R  
Overview of the SDSS-EDR
The Sloan Digital Sky Survey (SDSS, York et al. 2001, http://www.sdss.org) is the most 
ambitious redshift survey to date. When completed, it will cover ~  10,000 deg^, mainly around 
the North Galactic Cap, but with 3 strips close to the South Galactic Cap. It uses a dedicated 
3.5m telescope at Apache Point Observatory to collect the {)hotometric and spectroscopic data.
It will get 5 colour photometry (u*, g*, r*, i* and z*) for > 10  ^ objects with r* < 24.1 and 
~  10® spectra; 9 x 10® r* < 18.2 galaxies, 10® g* < 19.2 QSOs and 10® % < 0.4 luminous red 
galaxies. SDSS uses Petrosian magnitudes for galaxies (see Fukugita et al. 1996 and § A.l for 
details), which have no surface brightness dependence for a given profile shape.
The Early Data Release covers 462deg^, including the 36 deg^ of the MGC. The positions 
of bright B mgc < 20 galaxies within the MGC strip are shown in Fig 3.7. The diagonal crosses 
represent galaxies with SDSS redshifts.
P ho tom etry
Each image covers 7.5 deg^, with the images recorded on 30 CCDs, with 0.4" pixels. The 
SDSS uses a drift scanning to improve flat fielding. When a survey uses drift-scanning, the 
CCD columns are aligned in the east-west direction and the telescope tracking is stopped, so 
that the light of each object tracks across the CCDs at the siderial rate. The CCDs are read 
out continuously, taking an image of a strip of sky over time (see Kent, Ramella & Nonino 
1993). The magnitude system (Fukugita et al. 1996) is calibrated to AB magnitudes. The 
isophotal limits are Pg^um =  24.3 and = 24.1.
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S pec troscopy
SDSS is a multifibre spectrometer similar to 2dF. Unlike 2dF, it does not have a system 
to reconfigure each plate. Instead thousands of individual plates have been pre-drilled and 
the fibres have to be inserted the day before. Each plate holds 640 fibres with a minimum 
separation of 55".
3.3  M atch in g  th e  2d F G R S  o b jects  to  ob jects  in  th e  M G C .
The catalogue of 2dFGRS objects described in § 3.2.1 was compared to all the MGC objects 
Bmgc < 21.0. Although all the 2dFGRS objects have bj < 19.52, {Bmgc < 19.66, using a 
colour term of Bmgc = bj + 0.1353(B — V) and B — V  — 1.0) a few will fall outside the bright 
catalogue, especially faint 2dFGRS objects which are separated into two with the improved 
resolution of the MGC.
2dFGRS objects which were not matched were checked to see if they lay outside the bound­
ary of the MGC. Failing this, the appropriate MGC image was checked to determine why the 
2dFGRS object was missed, and the object was given a fiag to describe the problem. The 
results are in § 3.3.2.
Each 2dFGRS object was checked for multiple matches within an ellipse defined by its area, 
eccentricity and orientation. If an MGC object contributes to the fiux of the 2dFGRS object, 
its centre should lie within the area of the 2dFGRS object. The edge, s of the 2dFGRS object 
is defined below.
cos(6 l)y  I ^ sm(e)V (3.1)
where a is the length of the semi-major axis, b is the length of the semi-minor axis and 9 is the 
difference between the bearing from the 2dFGRS object to the MGC object and the orientation 
of the 2dFGRS object on the sky; e.g. if the 2dFGRS object is orientated with the major axis 
30° from North, and the bearing from the 2dFGRS object to the MGC object is 110° from 
North, then the angle 6 =  80°. a and b are defined from the area {A) and the eccentricity (e) 
below.
a =  —)(1
^ (3.2)
6 =
If the MGC object lies a t r  < s then it is a component of the 2dFGRS object. The 
main component is deemed to be the brightest component, unless the redshift is incompatible. 
Fig 3.8 shows that the stellar population has % < 1.0 x 10“ ®, at which redshift there are very 
few galaxies. If an object has 2 components, with the brightest being a star and the faintest 
a galaxy, and it has % =  0.23, then the main component is the galaxy. If the components are 
transitory or spurious objects such as satellite trails or CCD defects then they are removed. If 
the components have Bmgc > 20 or are galaxies/stars with poor photometry they are deemed
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Figure 3.8: Histograms of the redshift distributions of stars (solid line) and galaxies (dotted 
line) of 2dFGRS objects at low redshift. Stars have a narrow distribution with width 
1.0 X  10“ ® centred on % =  0.
unclassified. A component fiag of 1 is given for a galaxy, 10 for a star and 100 for unclassified. 
The total component fiag is the sum of all the components. The combined magnitude is the 
total fiux from the properly classified stars and galaxies only.
3.3.1 The number of m atches.
Out of the 7686 objects in the 2dFGRS subsample, 6281 had MGC counterparts. However this 
leaves 1405 galaxies with no counterpart. The galaxies selected from the 2dFGRS catalogue 
are in a rectangular area that is slightly larger than the region covered by the MGC. Each field 
in the MGC is a square 34.5’ in length, with a corner missing, and gaps between the 4 CCDs, 
see Fig 3.6. The rectangle is 36’ in width, and the corner represents one ninth of the field. Thus 
one would expect to lose ~  320 galaxies around the edges and ~  820 in the missing corners.
230 will lie within gaps between the CCDs. This should account for ~  1370 of the missing 
objects. However when the overlap between fields is taken into account, it is clear that some 
objects are counted twice in these estimates. Thus the total number of objects missing outside 
the MGC region reduces to ~  1150 missing objects. This leaves 250 objects unaccounted 
for. The actual numbers found are shown below. The missing objects are classified by error.
The number of multiple objects found was 526, with 1078 components. The different types 
of multiple objects will be dealt with below. Thus there are 6833 MGC objects matched to 
6281 2dFGRS objects. A cross check has established that no MGC object is the component of 
two or more 2dFGRS objects.
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Figure 3.9: This plot shows the DSS image of 2dFGRS object 307982, which was missed by 
the MGC. It appears to be a blank piece of sky.
3.3 .2  M ism atches
The 1405 galaxies without counterparts were checked to discover the reason why they had 
failed. 79.5 ±  3.2% lay outside the areas covered by the CCDs.
The other 20.5% of missing galaxies were carefully checked to see why they had failed. The 
majority of these, 52.4 ±  5.3% lay too close to bright stars, and thus had poor positions and 
photometry. 12.8 ±  2.2% were on CCD defects, 4.5 db 1.3% were satellite trails and 4.5 ±  1.3% 
were parts of large galaxies which the APM had broken up into more than one object. One 
2dFGRS object had B m g c  > 20 mag and was classified as a faint object. 23.8% of objects 
close to bright stars were classified as 2dFGRS eyeball rejects, and in many cases are stars. 
69 ±  30% of the large galaxies that the APM had broken up were classified as 2dFGRS eyeball 
rejects.
Of the remainder, 4.2 ±  1.2% were classified as diffraction spikes. These objects were all 
half on, half off the CCD. 3, 1.0 ±0.6%, were classified as “other” , 2 of these were on the edge 
of a CCD and one was in the strongly vignetted part of CCD 3.
There were 59 objects that were missing. Of these 42 were 2dFGRS eyeball rejects and 17 
were blank pieces of sky. The 17 blank pieces of sky were compared with the Digitised Sky 
Survey (DSS). 9 appeared blank on DSS (e.g. see 3.9) and 8 appeared to be odd objects such 
as asteroids (e.g. see 3.10). These were the same plates as used in the APM survey, so it 
appears as if there was a simple misclassification.
The numbers and percentages of missing 2dFGRS objects are shown in Table 3.1
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Figure 3.10: This plot shows the DSS image of 2dFGRS object 304594, which was missed by 
the MGC. It appears to be an asteroid.
Table 3.1: These table tallies up the reasons why 2dFGRS objects were missing from the 
MGC.The first column gives the reason, the second gives the total number of objects that 
failed for that reason. The third column converts this to a percentage of overall objects, and 
the fourth column gives the percentage of missing objects in terms of objects within the MGC 
CCDs. Objects in brackets give the breakdown for the nearest object above not in brackets.
Reason Number Percentage % of objects within MCC CCDs
Out of bounds 1117 79.5 0.
(Of which 2dFCRS reject) (30) (2.1) (0.)
Near to bright star 151 10.7 52.4
(Of which 2dFCRS reject) (36) (2.6) (12.5)
On CCD defect 36 2.6 12.5
Crossed by Satellite 13 0.9 4.5
Broken Up Large Galaxies 13 0.9 4.5
(Of which 2dFCRS reject) (9) (0.6) (3.1)
Faint Objects 1 0.1 0.3
Diffraction Spikes 12 0.9 4.2
Other 3 0.2 1.0
No MCC image 59 4.2 20.5
(Of which 2dFCRS reject) (42) (3.0) (14.6)
(Of which missing in DSS) (9) (0.6) (3.1)
(Of which odd in DSS) (8) (0.6) (2.8)
Total 1405 100.0 100.0
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3.3 .3  M u ltip le  2dFG R S m atches
There are 526 2dFGRS objects with 2 or more MGC matches. These can be categorised as 
galaxy-galaxy doubles, star-galaxy doubles, star-star doubles etc. 96.0±6.0% are doubles, 3.0± 
0.8% are triples, and 1.0±0.4% are quadruple systems. The doubles contain 22.64:2.3% galaxy- 
galaxy doubles, 20.04:2.2% galaxy-star doubles, 7.54:1.3% star-star doubles, 33.94:3.0% galaxy- 
unclassified, 10.9 4:1.5% star-unclassified and 5.1 ±  1.0% unclassified-unclassified systems. The 
triples contain 18.8 ±11.8% galaxy-galaxy-galaxy, 18.8 ±11.8% galaxy-galaxy-star, 12.5 ±9.4% 
galaxy-star-star, 18.8 ±  11.8% galaxy-galaxy-unclassified, 18.8 ±  11.8% galaxy-star-unclassified, 
6.3±6.4% star-unclassified-unclassified and 6.3±6.4% unclassified-unclassified-unclassified sys­
tems. The quadruples contain 1 galaxy-galaxy-galaxy-star, 1 galaxy-galaxy-galaxy-unclassified, 
1 galaxy-galaxy-star-unclassified and 2 galaxy-galaxy-unclassified-unclassified systems.
These systems seem to have been picked up eus doubles because of the relatively poor seeing 
of the 2dFCRS. A cross check has been performed to make sure that no MCC component is 
part of two 2dFCRS galaxies.
3 .3 .4  G alaxies, Stars and U nclassified  ob jects
Of all the matches, 5470 are classified as single galaxies, 252 as single stars and 33 as single 
unclassified objects. These 33 objects have B m g c  > 20.0. 233 of the galaxies are classified as 
having poor photometry, and one has B m g c  > 20.0 and does not have a quality fiag leaving 
5236 2dF-MCC galaxies with good photometry.
205 out of 526 multiple systems contain at least one star and 40 contain two. The fraction 
of single systems that are stars is at least 4.4%, and up to 5.0% if all the unclassified objects are 
stars. The total fraction of 2dFCRS objects containing stars is between 7.3% and 11.1%. The 
fraction of MCC components that are stars is between 7.3% and 12.1%. The fraction of main 
objects that are stars (single stars and multiples in which the star is the main component) is 
6.0%. This agrees with the measurement of stellar contamination in the spectroscopic data 
(Colless et al. 2001).
The fraction of single objects that are galaxies is between 95.0% and 95.6%. The fraction 
of 2dFCRS objects containing galaxies is between 93.5% and 95.4% and the fraction of MCC 
components that are galaxies is between 87.9% and 92.7%. Altogether 4.8% of MCC compo­
nents are unclassified, but only 0.6% of single objects are unclassified. 1.0% of all objects have 
no classified component.
3 .4  M a tc h in g  th e  S D S S -E D R  to  th e  M G C
The MCC was also matched to the Sloan Digital Sky Survey Early Data Release (SDSS-EDR) 
which covers the same area of sky. This provides photometric data in 5 colours, Cunn u*, g*, 
r*, i* and z*^ and also has redshifts for a number of objects. We selected objects classified as 
galaxies in the SDSS-EDR for matching purposes. These were then matched to objects in the 
MCC with B m g c  < 20.0. The objects that constitute the MCC bright catalogue are described 
in § 3.6.
^The final SDSS photometry will be labelled u', g', r', i! and z'. The Early Data Release data has been 
designated u*, g*, r*, i* and z* to distinguish it from the final catalogue.
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The matching was done as above for the 2dF-MGC matching, but because the data quality 
is similar for the MGC and SDSS-EDR it is not safe to assume that most doubles are caused 
by poor seeing in one catalogue. To avoid this problem, a nearest object routine was employed 
as well. Thus if a galaxy A in the MGC is the nearest object to galaxy B in the SDSS-EDR 
and galaxy B is the nearest object to galaxy A then they are a match. If galaxy C in the 
SDSS-EDR has A as the nearest object too, then it is a secondary component. Each matched 
MGC object will have a number of components from either method. Only components found 
using both methods are counted.
There are 13682 SDSS-EDR objects matched to MGC objects. Of these, 11495 are matched 
to galaxies, meaning that 97.6% of MGC galaxies are matched. When two large holes in the 
SDSS-EDR are taken into account this figure increases to 97.9%.
3 .5  P h o to m e tr ic  C o m p a r iso n .
3.5.1 P h o to m e tr ic  accuracy  o f 2dFG R S.
The photometry of the 2dFGRS can be compared to the MGC. As each catalogue is measured 
in a different filter, it is first necessary to calculate the filter conversion. The MGC was 
measured through a KPNO B band filter and the INT optics, which can be corrected to the 
Landolt system using:
B  — Bmgc + 0.1447(B — V) (3.3)
This conversion comes from Liske et al. (2002). The APM uses a photographic bj filter. 
The conversion to the Johnson-Cousins system is
B  = bj + 0.28(B -  V) (3.4)
This was measured in Maddox et al. (1990a) and has since been confirmed using ESQ 
Imaging Survey (EIS) data (Peacock, private communication). However, without colours for 
each of the objects, a mean colour for galaxies {B — V  — 1.00, Peacock, private communication) 
is used. This leads to a filter conversion:
Bmgc ~ bj = 0.1353(R — V) = 0.1353 (3.5)
Henceforth A m { M G C  — 2dF) = Bmgc — bj — 0.1353 
Selec ting  a  good p h o to m e tr ic  sam ple.
To test the 2dFGRS photometry, it is pointless to use MGC photometry that is known to be
poor. We have carefully checked all the galaxies for contamination with cosmic rays, CCD
defects and satellite trails amongst other problems (see Liske et al. 2002). 2dFGRS was 
targeted at galaxies, so any stars picked up are likely to have odd morphological or photometric 
properties in 2dF.
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Figure 3.11: Histograms of the difference between the MGC and 2dFGRS magnitudes, A m  = 
Emgc — bj^APM — 0.1353. The dotted histogram shows all the matched objects, while the solid 
histogram shows the population of good single galaxies. The Gaussian distribution shown by 
the solid line represents the 3 — cr clipped mean and standard deviation.
As we have shown above, many 2dFGRS objects have been resolved into multiple MGC 
components. In these cases the magnitude is likely to be closer to the combined magnitude 
of both objects. For the photometric comparison, we have selected only galaxies that have 1 
MGC component which is classified as a galaxy and has good photometry. There are 5236 
objects in this category.
Fig 3.11 shows the whole distribution of 2dFGRS matches as a dotted line compared to 
the photometrically selected objects shown as a solid line. The photometrically good objects 
are well fitted by a Gaussian, with mean -0.078 and standard deviation 0.157. The whole 
population contains many outliers.
O u tliers
Fig. 3.12 shows that the outliers are dominated by multiple objects at the faint end and by 
stars at the bright end. The poorer seeing for the APM has meant that a few 2dFGRS objects 
have been resolved into multiples. Fig. 3.13 shows the combined fluxes of these objects. The 
combined fluxes show a Gaussian of mean -0.078 and width 0.157, with a few outliers at the 
bright end.
The bright outliers from combining multiples may be systems where the APM had resolved 
both components and ignored one because it was too faint, or they could be saturated objects. 
To test this hypothesis, the combined fluxes of all components with stars are plotted. Fig. 3.13 
shows that they are responsible for the bright outliers. As stars are known to produce bright 
outliers amongst single objects, the evidence suggests that the majority of multiple systems 
picked up are seen as one galaxy in the APM implying that the APM suffers from poor
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Figure 3.12: Histograms of the difference between the MGC and 2dFGRS magnitudes, A m  ~  
E mgc  — bj^APM — 0.1353. The solid histograms show the population of stars, on the left 
and multiple 2dFGRS objects on the right. The dotted histogram represents the complete 
distribution and the Gaussian (solid line) represents the photometric sample as described 
above. The outliers on the right are dominated by multiples. The 2dFGRS magnitude is the 
composite of several MGC objects. The outliers at the bright end are dominated by stars and 
show a very broad distribution. Here, the 2dFGRS magnitude is an underestimate because of 
non-linearities in the photometric plates.
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Figure 3.13: Histograms of the difference between the MGC and 2dFGRS magnitudes, A m  — 
B mgc  — bj^APM — 0.1353. The dotted histogram shows the population of multiples. The solid 
histogram represents these galaxies when the flux of all the MGC components is combined; 
the distribution has the same mean and width as the photometric sample of single galaxies, 
given by the Gaussian. The long dashed histogram represents multiples where one or more 
component is a star. It is clear that the majority of multiples are true examples of unresolved 
objects in the 2dF, rather than nearby neighbours ignored by the 2dFGRS.
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Figure 3.14: This plot shows the 6j,apm magnitude as a function of the B m g c  magnitude for 
stars. The dashed line shows the expected variation, i.e. bj^APM — B m g c  ~  0.1353. The solid 
line shows the actual relationship, bj^APM — 0.544Bmgc + 8.836. The lines cross at bj = 19.54. 
The difference is likely to be due to non-linearities.
resolution.
The bright outliers are mainly stars. There is a broad distribution, with many objects 
several magnitudes brighter than the 2dFGRS object. Fig. 3.14 shows the bj^APM magnitude 
against the B m g c  magnitude for stars.
The photographic plates scanned by the APM have a dynamic range of ~  100 (i.e. they can 
reliably measure objects with central surface brightnesses differing by up to 5 mag arcsec”  ^
at the same time) and have a non-linear response (i.e. the density of silver grains produced 
is not directly proportional to the number of photons) whereas the CCDs used by the MCC 
have a dynamic range of ~  10  ^ (i.e. they can reliably measure objects with central surface 
brightnesses differing by up to 10 mag arcsec"^ at the same time) and a linear response (the 
number of electrons trapped in the potential well is proportional to the number of photons) so 
even though the MCC goes deeper, saturation is less of an issue. Even so the brightest stars 
shown here do saturate badly. Stars in the MCC saturate at B m g c  ^  15. To test whether 
the MCC magnitudes are reliable we tested the brighter ones against magnitudes in SIMBAD 
(while the brightest stars are not the best test since the MCC will have saturated, SIMBAD 
does not contain any fainter stars in this part of the sky).
Five stars with B m g c  < 13 appeared in SIMBAD. Table 3.2 lists their I.D.s, and B 
magnitudes for each survey. The MCC and APM magnitudes are converted to the Johnson- 
Cousins system.
Table 3.2 shows that 0.39 < B{MGC) — B  < 2.26 whereas 3.53 <  B{2dF) — B  < 4.99. Both 
sets of magnitudes are therefore unreliable, at this magnitude, but the 2dFCRS magnitudes are 
much worse. The stellaricity (a star-galaxy classification in SExtractor, based on an artificial
Chapter 3:The Data: The MGC, the 2dFGRS and the SDSS-EDR. 94
Table 3.2: Comparison of Stars in SIMBAD, MGC and 2d
I.D. MGC 2dFGRS name B V B(MGC) B(2dF)
HD102058
BD-t-002619
BD-H003023
HD107090
HD91513
24399
2987
41818
31712
8623
TGN377Z172
TGN355Z135
TGN328Z062
TGN319Z225
TGN360Z192
10.6
10.9
10.95
10.13
10.16
9.45
10.3
9.76
9.53
9^4
10.99
11.36
11.84
12.04
12.42
15.25
15.54
14.48
14.89
15.15
neural network, see Bertin & Arnouts 1996) plot (Fig. 10) in Liske et al. (2002) shows that 
stars saturate at B m g c  = 15. At that magnitude bj^APM — 17 for stars.
3.5.2 2dFG R S galaxies
After considering the problems above, we decided to use only single component galaxies with 
a quality (MQ) 1 flag to compare the 2dFGRS and MGC photometry. This gave a total of 
5236 objects. The mean and standard deviation were found using a sigma clipping method to 
remove any outliers beyond 3 standard deviations. All the results include the Alter correction. 
Using the MGC best magnitude, it was found that M G C  — 2dF ~  —0.078 ±  0.157, where the 
error is the error in an individual galaxy. The quoted error will be for an individual galaxy 
throughout this thesis, unless stated.
V aria tio n  w ith  P la te  no.
It is important to see how the the photometry varies across MGC fields and UKST plates, to 
check for inconsistencies. The variation in A m , the mean M G C  — 2dF, over the 144 MGC 
fields is shown in Fig. 3.15.
Fig. 3.15 shows that the largest field to field changes occur at UKST plate boundaries, e.g. 
46-47, 87-88 and 127-128. The variation between fields within a UKST plate is small (typically 
0.03 mag, which includes the 0.15 mag spread averaged over ~  30 galaxies), consistent with 
a field to field error of ~  0.01, for the first 80 fields. The MGC photometry is not as well 
constrained after field 80, where a systematic error of up to 0.05 mag is possible. Larger 
variations between MGC fields are seen for fields greater than 80, but the largest errors are 
still seen at UKST plate boundaries. The final 2dFGRS photometry has been recalibrated 
using these plate to plate offsets.
The variation over the 15 UKST plates is shown in Fig. 3.16. The UKST plate-to-plate 
variation is 0.0643mag. While the variation is greater than expected for a distribution with 
Gaussian errors of 0.16mag, as can be seen from the error bars (~  0.01 mag), it does not 
appear to suffer from systematic errors greater than ~  0.1 mag.
Scale E rro rs
To check for scale errors in the photometry, we looked at how A m  varies as a function of 
B m g c  for the UKST plates. Fig. 3.17 shows the plot of A m  vs B m g c  for each UKST plate.
There is very little scale error across each plate, apart from 864 and possibly 858. These do 
not show particularly large mean A m. The mean scale error over all the plates (see Fig 3.18) is
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Figure 3.15: The variation of the difference between the MGC and 2dFGRS magnitudes, 
A m  = B mgc  — bj^APM — 0.1353 with MGC field no. The solid lines show the UKST plate 
boundaries. The greatest changes appear to occur at UKST plate boundaries, suggesting 
that there are discrepancies between the plates. In Liske et al. (2002), it is shown that the 
MGC photometry is consistent to 0.05 mag, with the first 80 fields consistent to < O.Olmag. 
The worst variations within an UKST plate occur between fields 80 and 144, where there are 
changes of ~  0.2 mag at several plate boundaries.
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Figure 3.16: The variation of the difference between the MGC and 2dFGRS magnitudes. 
A m  — B m g c  — bj^APM — 0.1353 with UKST plate no. The solid vertical lines show the UKST 
plate boundaries. The solid horizontal line shows the mean and the dotted lines the 1er standard 
deviation of the mean A m  for each plate. The mean of the means is —0.0772 ±  0.0643.
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Figure 3.17: The variation of A m  =  B mgc ~  bj,APM — 0.1353 as a function of B mgc  for each 
UKST plate no. The dots show each object, the points with error bars show the mean A m  at 
each B mgc  and the line shows the best ht to the points.
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Figure 3.18: The variation of A m  =  B m g c  — hj^APM ~  0.1353 as a function of B m g c - The 
dots show each object, the points w ith error bars show the mean A m  at each B m g c  and the 
line shows the best fit to the points. As the last bin is obviously affected by the 2dFGRS 
magnitude limit, this bin is not included in the calculation of
fit by the equation A m  =  a+&(SMGC~19.45), where a = 0.0467 and b = 0.0221. The gradient, 
b, is rather shallow, giving a variation A (A m ) =  0.120 over the range 14 < B m g c  < 19.45.
The effective surface brightness, fie = -Sm gg+ 2.51ogio(27rrg), Fig 3.19 shows a significant 
scale error. The mean scale error over all the plates is shown in Fig 3.20. A m  is constant for 
22 < jj.e < 25 but decreases non-linearly w ith /ig for pe < 22 mag arcsec” .^ The most likely 
explanation is non-linearities or saturation of high surface brightness galaxies in the APM, as 
seen in § 3.5.1 for stars.
3.5.3 Comparison w ith the SDSS-EDR
We used the conversions from the Johnson-Cousins (UBVRI) system to the SDSS-EDR system 
given in Fukugita et al. (1996), Eqn 3.6 & 3.7, and the conversions from B m g c  to the Johnson- 
Cousins system, Eqn 3.3, to calculate the filter correction from SDSS-EDR to MGC, Eqn 3.8.
y  =  y  +  0 .5 6 ( R - y ) - 0 .1 2  
=  B -  0.44(g -  y )  -  0.12 (3.6)
y  -  r ' =  1.05(B -  y )  -  0.23 (3.7)
B m g c  — q ' 0.281(g^ — r ' )  4- 0.185 (3.8)
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Figure 3.19: The variation of A m  =  B mgc  ~  bj^APM ~  0.1353 as a function of fj,e for each 
UKST plate no. The points w ith error bars show the mean A m  at each pe-
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Figure 3.20: The variation of A m  =  B mgc — bj^APM — 0.1353 as a function of pe- The points 
w ith error bars show the mean A m  at each pe.
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Figure 3.21: Histograms of the difference between the MGC and SDSS-EDR magnitudes, 
A m  = B m g c {MGC — SDSS) .  The dotted line shows all the matched objects, while the solid 
line shows the population of good single galaxies. The Gaussian distribution shown represents 
the 3 “  cr clipped mean and standard deviation.
Again, we only used single component, 14 < B m g c  < 20 galaxies with M Q  = I to 
compare the SDSS-EDR and MGC photometry. This gave a total of 10871 objects. The 
mean and standard deviation were found as before. It was found that A m {M GC  — S D S S )  = 
—0.009 ±0.100. The histogram of the difference between the MGC and SDSS-EDR magnitudes 
is shown in Fig 3.21.
Variation w ith P late no.
The variation in the MGC-SDSS with MGC field number is shown in Fig 3.22. The field to 
field variation is much smaller than the field-to-field variation between the MGC and 2dFGRS. 
Even where there is larger variation, e.g. MGC 143 and 144, it appears to be systematic over 
a few fields and different to the variation with 2dFGRS, suggesting that at least some of the 
variation is due to errors in the SDSS-EDR. The first 80 fields show very little variation as 
expected, bu t then there appears to be a systematic increase in error until field 110, with an 
overall offset of ~  0.05 mag. Liske et al. (2002) showed that the field to field photometry is 
well constrained for the first 80 fields, but then may be prone to systematics of up to 0.05 mag 
for fields >  80 due to the lack of good photometric standard fields in this range.
Scale Errors
To check for scale errors in the photometry, we looked at how A m  varies as a function of B m g c  
over all fields, as shown in Fig. 3.23. The best fit line is A m  =  —0.0017+0.017(BmG'C —19.45). 
However, there is a small non-linearity at the bright end. If the distribution is capped so 
E m g c  > 16, A m  =  —0.0026 +  0 . 0 1 4 ( H m g c  — 19.45). The scale error is small, a 0.06 change
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Figure 3.22: The variation of the difference between the MGC and SDSS magnitudes, A m  
B m g c { M G C  -  SD SS)  with MGC field.
over the interval 16 < B m g c  < 20
The variation with /Xe is shown in Fig. 3.24. The scale error w ith pe seen in § 3.5.2 is 
not apparent in the comparison with SDSS-EDR, suggesting that this is a problem w ith the 
2dFGRS data.
3.5.4 Variations w ith Redsh ift
Fig 3.25 shows the clustering in the MGC region. These inhomogeneities must be taken 
into account when calculating the space density of galaxies. Several large clusters appear at 
z =  0.1. The reason that they appear at this redshift is a selection effect. At lower redshifts 
the volume sampled decreases, so the probability of a large cluster occurring within the survey 
diminishes. At high redshifts, the probability of a cluster occurring at that redshift increases, 
bu t only the very brightest members can be detected, so it will only be picked up as a large 
group at best.
Fig 3.26 shows the scale error of the 2dFGRS as a function of redshift. There is a strong 
scale error w ith the overall population having a best fit line. A m  ~  a + bz, with a=-0.0691 and 
b=1.096. A (A m ) =  0.20 over the range 0.02 < z < 0.2. The most likely explanation for this 
change is the saturation of high surface brightness galaxies. The low redshift population will 
contain galaxies of a variety of surface brightnesses, including many at low surface brightness. 
To test this out we have plotted the apparent surface brightness distribution of galaxies at 
z =  0.02 and z =  0.2 in Fig 3.27.
While there are more z =  0.02 galaxies with high surface brightness, the difference in 
magnitude due to the variation in the surface brightness is ~  0.05 mag. This only accounts 
for a quarter of the total change. Another factor could be the reddening of galaxies as a
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Figure 3.23: This plot shows the variation in A m { M G C  — SD SS)  with B m g c -  The distribu­
tion of A m is linear for B m g c  > 17.5, bu t has a small non-linearity for brighter galaxies.
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Figure 3.24: The variation of A m  =  B m g c {EIGC — SD SS)  as a function of He- The points 
w ith error bars show the mean A m  at each (Iq.
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Figure 3.25: Plot showing the distribution of galaxies in Right Ascension and redshift for the 
MGC-2dFGRS region. The dotted lines show the UKST plate boundaries. There is a lot of 
substructure: clusters and voids even on the scales of the MGC. A correction for inhomogeneity 
is therefore essential.
Chapter 3:The Data: The MGC, the 2dFGRS and the SDSS-EDR. 103
r--lOoo
CDLO
OO
LO
LO
OO
L O
OO
Cv2
CD
OO
CD
OO
o
CD
OO
03
LO
OO
CO
l O
OO
0.06 0.1 0.16 0 .Z
z
r-
CD
OO
CD
CD
CO
LO
CD
OO
CD
CO
OO
CD
OO
Figure 3.26: The variation of A m  =  B mgc  — bj^APM — 0.1353 as a function of z for each UKST 
plate no. The points w ith error bars show the mean A m at each z.
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Figure 3.27: This plot shows the distribution of at z =  0.02 (solid histogram) and z =  0.2 
(dotted histogram). Both have peaks at 23. < pe < 23.5, but the z =  0.02 distribution is much 
broader, including more saturated galaxies.
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Figure 3.28: This plot shows the distribution of g* — r* a.t z  = 0.02 (solid histogram) and 
% =  0.2 (dashed histogram). The 2: =  0.2 distribution is both redder and broader. The best fit 
Gaussians are shown with the mean and standard deviations in the text.
function of redshift. Eqn 3.5 shows that a difference in the mean colour of galaxies equivalent 
to A  {B — V) = 1.46 over the range 0.02 < z < 0.2 would explain the scale error seen in data. 
There are two effects which increase (B — V)  with redshift. The first is the reddening of light, 
so the spectrum increases in wavelength by a factor of 1,18 over the range 0.02 < z < 0.2. 
Coleman, Wu & Weedman (1980) plot the change in {B — V) for 5 types of spiral galaxy. The 
change in {B — F ) varies from 0.3 mag for an Im galaxy to 0.6 mag for a galaxy like M31 or 
M81.
The second effect is the change due to Malmquist bias. At z =  0.02, a wide range of 
galaxies is seen, with M b  < —14.5, assuming a limiting magnitude of B =  19.5. At z  — 0.2, a 
narrow range of galaxies is seen, with M b < —20.0. The latter range is dominated by ellipticals 
and 80s which are intrinsically red. Galaxies detected at z =  0.02 will contain more late-type 
spirals and irregulars. Blanton et al. (2001) show a strong correlation between Mr* and g* — r* 
colours.
Fig 3.28 shows the distribution of SDSS-EDR g* — r* colours a t z — 0.02 (solid line) and 
z =  0.2 (dotted line). There is a clear increase in g* — r* with redshift, from g* — r* — 0.427 
at z =  0.02 to g* — r* — 0.966 at z — 0.2 accompanied by a broadening of the distribution, 
from A( r^* — r*) = 0.185 at z =  0.02 to A{g* — r*) =  0.272 at z =  0.2. This gives A(^* — r*) =
0.54 ±  0.33. This gives A {B  — V) = 0.57 ±  0.35 over the corresponding redshift interval.
This can account for ~  0.08 mag of the variation seen in A m {M G C  — 2dF) w ith z. There 
is still an unaccounted A m  — 0.07. Fig 3.29 shows the variation between the MGC and 
SDSS-EDR magnitudes as a function of redshift. While there was no significant scale error 
w ith magnitude or surface brightness, there is with redshift. The best fit linear relationship 
is A m  =  0.51z — 0.05. Over the range 0.02 < z < 0.2 this adds up to A (Am ) =  0.09, which
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Figure 3.29: The variation of A m  =  B m g c {MGC — SD SS)  as a function of z. The points 
w ith error bars show the mean A m  at each z. The line is the best linear fit to these points.
accounts for the remainder of the difference between MGC and 2dF.
The differences could be due to differences in the magnitude types with redshift. This can be 
tested by comparing the Kron and Gaussian corrected MGC magnitudes to the SDSS-EDR and 
see if a different relationship is seen. The Kron magnitudes give a best fit A m  =  0.48z — 0.05 
and the Gaussian gives A m  — 0.67z — 0.09. Kron and Petrosian magnitudes are designed to 
have low redshift dependence and would be expected to vary by ~  0.03 mag over this redshift 
range. They will also vary in the roughly the same direction, so it seems unlikely that this will 
explain the 0.1 mag variation seen over the range 0.02 < z < 0.2.
A more likely explanation is a variation in the colour equation Eqn 3.7 with redshift. The 
magnitude of a galaxy is the spectrum of the galaxy convolved w ith the instrument efficiency 
in each filter. The colour equation is the best fit conversion for these filters. It is the average 
over all galaxy types and across the redshift range observed. At different redshifts, different 
parts of a galaxies spectrum will be observed through a filter.
Thus the variation between the 2dFGRS and MGC magnitudes with redshift is a combina­
tion of the surface brightness error in the 2dFGRS magnitudes, the error caused by assuming 
a mean {B — V) in the colour equation and the variation in the colour equation with redshift. 
The variation between the SDSS-EDR magnitudes and the MGC magnitudes with redshift is 
just due to the variation in the colour equation with redshift.
3.6  M G C  brigh t ca ta logu e
The MGC bright catalogue is described in Liske et al. (2002). After matching it to the 
2dFGRS we did the réverse process, by inverting the 2dFGRS matched catalogue and adding 
in the extra matches found. We then checked to see if any MGC object was matched to more
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Figure 3.30: The comparison of 2dFGRS and SDSS-EDR redshifts. The scatter is extremely 
small and there are only 32 blunders (1.3%).
than one 2dFGRS object and found four such objects. These 4 corresponded to 4 of the 13 
objects described in § 3.3.2, see Table 3.1, where a 2dFGRS object was missed because it was 
part of a large galaxy broken up by the APM. The other 9 objects of this type are eyeball 
rejects in the 2dF.
There are 6499 2dFGRS objects matched to MGC objects. Of these 80.5 ±  1.5% have good 
quality redshifts. 88.0 ±  1.6% are the only match to 2dFGRS objects, 7.4 ±  0.4% are the main 
component and 4.6 ±  0.3% are the secondary component to 2dFGRS objects.
3055 of the SDSS-EDR matches have redshifts and 5903 of all MGC objects have a 2dFGRS 
or SDSS-EDR redshift. Of these 5577 have SDSS-EDR colours and 5410 objects are galaxies 
with redshifts and colours. 2384 objects have redshifts from both 2dFGRS and SDSS-EDR. 
The comparison of redshifts is shown in Fig 3.30. à.z  = 4.25 x 10“ ® ±2.92 x 10“^. In terms of 
velocity this is equivalent to Aw =  1,27 x 10® ±8.76 x 10'^ms“ \  Colless et al. (2001) describe 
a blunder as any object w ith | A C2:| > 600kms~^. Thus there are 32 blunders, giving a blunder 
rate of 1.3%. These figures compare well with the comparisons in Colless et al. (2001).
In Chapter 4 we will use the combined catalogue to measure the BED and the relationship 
between different variables. The redshifts for each galaxy were measured from the 2dFGRS 
and SDSS-EDR. If there was only a measurement in one catalogue then it was selected. When 
there was a redshift measured in both catalogues, and it was not considered a blunder, then the 
2dFGRS redshift was selected. For the blunders, if one component had z < 0.002 then it was 
assumed that starlight or moonlight had contaminated the spectra, so the other redshift was 
used. This was the case for half of the blunders. The rest were checked carefully to see if there 
were two galaxies close to each other. In five cases there were. In one of them there was clear 
evidence of a merger event (i.e. tidal tails, see Fig 3.31). The 2dFGRS only targeted this as
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Figure 3.31: MGC11548 is an odd galaxy, with evidence of a merger taking place. The lower 
galaxy has two spiral arms, one going directly into the upper galaxy and the other forming a 
stream looping away in the opposite direction. There is other gas and stars surrounding the two 
galaxies. This is the pattern that you would expect if the upper galaxy was pulling material off 
the lower galaxy as they were merging. Unfortunately the redshifts from 2dFGRS and SDSS- 
EDR do not agree. While this would be expected if they were optical doubles (line of sight) 
rather than a true gravitational held system, the image seems to suggest that they are in the 
process of merging. The difference in redshift A z  — 0.068, equivalent to Aw ~  20000kms“ \  
much higher than infall velocities even within clusters.
one galaxy, and although SDSS-EDR targeted it as two, they had only obtained one redshift. 
Although these galaxies are clearly connected the two redshifts were different by A z =  0.068, 
thus it was decided that there was not enough information to decide which redshift was correct 
and this galaxy was classified as having no redshift. In the other 4 cases, there was not enough 
information either, but the redshifts were within 5% of each other so it was decided to take the 
mean value. For all the other blunders, there was not enough information to decide which value 
to take, so none were taken. All the secondary components of 2dFGRS objects without an 
SDSS-EDR redshift were checked for signs of merger events, to tie the redshift of the primary 
to that of the secondary. No evidence was found of mergers in any of these galaxies, so it is 
impossible to tie down the redshifts.
Chapter 3:The Data: The MGC, the 2dFGRS and the SDSS-EDR. 108
3 .7  In c o m p le te n e s s  o f  2 d F G R S
The photometry of objects in the 2dFGRS has been revised since the input catalogues were 
produced, so there is not a single magnitude limit. In the region of the MGC, the mag limit 
varies over the range 19.241 < < 19.52. The bright limit corresponds to B m g c  =
19.298 ±  0.157, see Fig. 3.20. The survey should be 95% complete at 2cr brighter than this,
i.e. a t B m g c  — 18.98. If we exclude all objects with a bj^nm brighter than bj — 19.3, then 
we can extend the limit to B m g c  =  19.05. If we exclude all objects w ith a bj^um brighter 
than bj = 19.35 , then we can extend the limit to B m g c  — 19.10 and if we exclude all objects 
w ith a bj i^im brighter than bj = 19.4 , then we can extend the limit to B m g c  — 19.15. bj^um 
varies plate by plate, but also varies by a small amount within each plate, because the dust 
correction has been updated since the original limits were defined. For each UKST plate we 
take the galaxy in the MGC region with the brightest bj^um as the bj^um for that region.
We first of all select all galaxies with M Q  < 2, i.e. those w ith “good” or “compromised” 
photometry, see § 3.2.2. We remove all galaxies in regions where there are holes in the 2dFGRS 
using a code supplied by Gavin Dalton. There are 5510 galaxies in regions defined to have 
bj,iim > 19.3, 3772 galaxies in regions defined to have bj^um > 19.35 and only 400 galaxies in 
regions defined to have bj^um > 19.4. We can therefore measure the completeness down to a 
limit of B m g c  — 19.10.
This gives a catalogue to test the completeness. This was separated into objects w ith 
a 2dFGRS match and objects without. Objects that are a member of a multiple system 
matched to a single 2dFGRS object were placed into the matched bin if they were the principle 
component and into the non-matched bin if they were a secondary component. The variation 
of incompleteness w ith magnitude is shown in Fig. 3.32.
The overall incompleteness to B m g c  — 19.0 was calculated for the two cases above. When 
bj l^im < 19.3, the incompleteness I C iq.q ~  0.0815 ±  0.0051 and when bj^um < 19.35, IC iq,q =  
0.0820 ±  0.0062. These two cases are consistent.
As can be seen, the incompleteness is worst at the bright and faint ends, reaching a minimum 
of ~  0.05 in the range 17.25 < B m g c  < 18.0. It increases linearly w ith magnitude in the range
18.0 < B m g c  < 19.0, as shown in Fig. 3.32. In Fig 3.32 the incompleteness appears to 
suddenly increase for B m g c  > 19.1. This is not the true incompleteness, since galaxies with 
B m g c  > 19.1 are within 2 standard deviations of the 2dFGRS magnitude limit, so a significant 
proportion will have measured APM magnitudes that are slightly too faint to get into the input 
catalogue for 2dFGRS. This is due to random errors in the measurement of the magnitudes. If 
the linear increase in incompleteness is extrapolated to B m g c  — bj A m  = 19.51, the original 
faint limit for the 2dFGRS, then the incompleteness will reach 14.0%. There are also some 
galaxies which have B m g c  > 19.51, again due to random errors in the measurement of the 
magnitudes.
The variation with effective surface brightness is shown in Fig. 3.33. For 22.25 < pe < 24.25 
the incompleteness is fairly constant I C  5%. The incompleteness of LSBG increases rapidly 
beyond fie — 24.25 and no 2dFGRS galaxies are seen with pe > 25.75, as expected w ith an 
isophotal limit jium — 24.67 (see Chapter 2). At the bright end, the incompleteness rises 
steadily.
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Figure 3.32: The variation of the incompleteness of the 2dFGRS w ith B m g c - The solid line 
uses all galaxies to bj^um ~  19.3 and the dotted line uses all galaxies to bj^um — 19.35. The 
vertical dashed lines show the limits at which the data can be believed for each case. The long 
dashed line represents the incompleteness. When extrapolated to the limit, the incompleteness 
at the limit is 14%.
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Figure 3.33: The variation of the incompleteness of the 2dFGRS w ith pe- The solid line uses 
all galaxies to B m g c  =  19.0. The vertical dashed line shows the effective surface brightness of 
an exponential galaxy when fiQ — p,nm ~  24.67 mag arcsec“ .^
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Figure 3.34: Plot of all galaxies B m g c  < 19.0 in the B m g C i I^b plane. The dots represent 
galaxies with 2dFGRS matches, the triangles represent those w ithout matches and the squares 
represent those w ithout matches which are the secondary components of 2dFGRS matches. 
The lower horizontal line represents the theoretical limit at which 2dFGRS galaxies can be 
seen. The upper horizontal line represents the limit at which a significant fraction of 2dFGRS 
galaxies are being missed. Objects below this line are probably missed because of their low 
surface brightness.
The curved line represents an exponential galaxy with a radius of 3.6” . More compact objects 
were excluded because they were classified as stars - see Cross et al. (2001).
3.7.1 Types o f Galaxy M issing from 2dFGRS
Fig. 3.34 shows all the galaxies B m g c  < 19.0 plotted in the B M C CitJ-e  plane.
The upper horizontal line represents the limit at which low surface brightness galaxies are 
being missed from the 2dFGRS and the lower horizontal line represents the limit at which 
they should theoretically be seen to. The percentage of missing galaxies that are LSBGs is
3.0 ±  1.0%. The curved line represents the rough star-galaxy separation line. The curve is 
the locus of disk galaxies with riso =  3.6” when — 24.67. The APM has a cut off in 
area corresponding to a radius of 3.6” . 24.0 ±  3.0% of missing galaxies were missed due to the 
strict star-galaxy separation. The squares represent objects which are secondary components 
of 2dFGRS galaxies. These make up 16.3 ±  2.4% of missing galaxies.
The APM catalogue contains many objects that did not make the final 2dFGRS catalogue. 
The excluded objects included blended objects, unresolved objects and some normal galaxies.
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After looking at these objects, it was discovered that 50.9 ±  4.8% of missing 2dFGRS objects 
were classed as blended, or were secondary objects matched to a 2dFGRS object, 24.7 ±  3.0% 
were unresolved, 21.1 ±  2.8% were normal galaxies and 3.0 ±  1.0% were LSBGs.
Pimbblet et al. (2001) have also looked at the completeness of the APM by matching it 
to Las Campanas /  AAT Rich Cluster Survey (LARGS) data for 4 Abell clusters. They found 
that 10-20% of galaxies were missing a t all magnitudes, bj < 18.85, with ~  20% missing for 
bj < 17.0. They find that 59 ±  7% of missing objects are blends, 23 ±  4% were unresolved 
galaxies, 11 ±  3% are normal galaxies and 7±  2% are LSBG. The Pimbblet et al. (2001) figures 
compare well with those presented here for unresolved galaxies and blended galaxies, bu t not 
so well for normal galaxies and LSBGs. The differences could be due to the environmental 
difference - a cluster environment is a much denser environment and is likely to have more 
blended objects compared to normal galaxies. The denser environment of clusters could also 
explain why a larger fraction of objects are missing in the LARGS data. However, Pimbblet 
et al. (2001) show that there is no increase in total fraction or blended fraction close to the 
cluster centres.
Pimbblet et al. (2001) also ascertained why these galaxies are missed. While the blended 
and unresolved objects, and LSBGs are easily understood, those classified as normal are more 
difiicult to understand. However, these objects have been classified as “stellar” , “merged” or 
“noise” on the R-band plates.
3.8  In co m p leten ess  o f  th e  S D S S -E D R
We have also made a preliminary test of the SDSS-EDR completeness. Unfortunately the masks 
for the SDSS-EDR which allow one to remove holes are not publicly available yet. Although 
we have removed obvious holes, the final incompleteness may be lower than the figures quoted 
below. However, the trends in magnitude and surface brightness should still be the same.
Fig 3.35 shows the photometric incompleteness of the SDSS-EDR as a function of B m g c - 
The incompleteness is never greater than 7% at any magnitude. It is ~  5% for B m g c  < 17, 
reaches a minimum of ~  1% at B m g c  =  18 and then steadily rises to ^  3% at B m g c  = 20.
Fig 3.36 shows the photometric incompleteness of the SDSS-EDR as a function of Pe- The 
incompleteness is ~  2% for 21.5 <  //g < 23.5. It rises quite steeply when //g <  21.5, due to 
unresolved galaxies and it rises rapidly when pe > 24.5 due to LSBGs.
The SDSS-EDR suffers from similar incompleteness problems to the 2dF, but to a much 
lower extend. Whereas the overall incompleteness of the 2dFGRS is ~  8% for B m g c  < 19.0, 
the overall incompleteness of the SDSS-EDR is < 2% over the same range.
3.9  P ro d u c in g  th e  M G C /2 d F G R S /S D S S -E D R  B E D .
3.9.1 The Photom etric and Redsh ift Com pleteness.
In § 3.7 we showed the incompleteness of the 2dFGRS as a function of B m g c  and pe separately. 
In this section we will look at both the photometric and redshift completeness of the SDSS- 
EDR and the overall photometric and redshift completeness of the final catalogue as a function 
of both B m g c  and fie-
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Figure 3.35: This figure shows the photometric incompleteness of the SDSS-EDR as a function 
of B m g c - The axes are the same as Fig 3.32, so that it is easy to make a direct comparison.
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Figure 3.36: This figure shows the photometric incompleteness of the SDSS-EDR as a function 
of fie- This is shown to the same scale as Fig 3.33. The vertical line shows the isophotal 
detection threshold of the SDSS-EDR.
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This is a necessary requirement to selecting a region of parameter space suitable for mea­
suring the BED. If a region has high photometric incompleteness, then many objects have been 
missed from the input catalogues, e.g. compact objects that are thought to be stars, LSBGs. 
We have no information about these objects and can only speculate on there importance to the 
overall luminosity and mass density. In regions where the photometric incompleteness is high, 
then the redshift incompleteness will also be high, but there can be additional regions where 
the photometric incompleteness is low, bu t the redshift incompleteness is high. This may be 
for a variety of reasons - low signal to noise in the spectrograph, or objects which are only 
found in clusters may be missed preferentially because of the minimum separation of fibres.
Thus a BED will only be robust in regions where both the photometric and the redshift 
incompleteness are low. In regions where the redshift incompleteness is high, the question is: 
have the missing objects got the same redshift distribution as those objects w ith redshifts? 
This may be a plausible assumption, but objects with spectral lines close to sky lines may be 
missed preferentially, or objects with weak emission or absorption may be missed in preference 
to those objects with strong lines. Objects with different spectra may have different redshift 
distributions. If the photometric incompleteness is high, not only do we have these problems, 
bu t we also have to wonder if there is redshift or other bias in the missing objects. As shown 
in § 3.7.1, there are many blended objects and compact objects missing from the 2dFGRS. 
These may be preferentially missed from cluster environments where a lot of galaxies have a 
similar redshift. Thus the redshift distribution seen in that region of parameter space may be 
less clustered than the true redshift distribution.
Fig 3.37 shows the photometric completeness of the 2dFGRS as a function of both magni­
tude and surface brightness. There is high incompleteness > 10% for galaxies in the range 
B m g c  < 16.5,21.5 < p,e < 23.5, in the range B m g c  > 18.6, in the range /ig > 25.0 
and fie < 21.8, Bm gc > 16.0. The statistically significant ranges are B m g c  > 18.8, fie < 
21.8, B m gc > 17.0 and fie > 25.3.
Fig 3.38 shows the photometric completeness of the SDSS-EDR as a function of both mag­
nitude and surface brightness. There is high incompleteness > 10% for galaxies in the range 
fie > 24.8 and fie > 23.0, B m g c  < 17.5. There are several other points where the incom­
pleteness rises above 10%, but the only place that the incompleteness is > 10% of statistically 
significance is fie > 25.0, B m g c  > 19.5.
Both surveys appear to suffer from significant photometric incompleteness for fie > 25. 
The surveys have pu t magnitude limits on the spectroscopic surveys. For the 2dFGRS the 
original limit was bj =  19.45, bu t this has now become a variable, w ith plate number and dust 
correction. The analysis above showed that the limit for high completeness is B m g c  ~  18.8. 
For the SDSS-EDR, the spectroscopic limit is r* =  18.2 for most galaxies, with a QSO limit 
r* = 19.2 and luminous red galaxy limit z — 0.4. The filter conversion equation is B =  
g* 4- 0.281(g* — r*) 4- 0.185 which converts to B m g c  = r* 1.281(g* — r*) 4- 0.185. Using a 
typical {g* — r*) = 0.7, B m gc Mm — 19.2 for the SDSS-EDR. However, the completeness may 
drop before this limit or after this limit due to the colours of objects and the higher limits of 
EROs and QSOs.
Therefore a sample has been selected covering the range 15 < B m g c  < 19.1 and fie < 25.0.
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Figure 3.37: This figure shows the photometric completeness of the 2dFGRS as a greyscale 
plot in Bmgc and /ig, where black is 0% complete and white is 100% complete. The contours 
represent the number of galaxies.
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Figure 3.38: This figure shows the photometric completeness of the SDSS-EDR as a greyscale 
plot in B mgc and /ig, where black is 0% complete and white is 100% complete. The contours 
represent the number of galaxies.
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Figure 3.39: This figure shows the distribution of galaxies as a function of B m gc  and pe- The 
blue represents the full distribution of MGC galaxies. The red represents the distribution within 
the initial selected region for the completeness test. The solid lines represent the boundaries of 
this region. W ithin this region, there is very high photometric completeness for the combined 
surveys. They are at B m g c  = 15.0, B m g c  — 19.1, Pe = 25.0 and fg =  0.75. The dotted curve 
represents the 90% redshift completeness boundary. The dotted horizontal and vertical lines 
define a region of high redshift completeness.
These limits are chosen to be slightly wider than the limits discussed above, as binning may 
be a problem. The B m g c  < 19.1 is just beyond the 2dFGRS limits discussed above, which 
constitute the majority of the redshifts. The B m g c  < 15.0 represents the saturation limit. 
Galaxies brighter than this do not have completely reliable magnitudes (see Liske et al. 2002). 
A further constraint is added: rg > 0.75” . This is roughly equal to the star galaxy separation 
criteria. Fig 3.39 demonstrates these constraints.
The combined photometric completeness is even better as is demonstrated in Fig 3.40 where 
most of the region is over 90% complete.
Fig 3.41 shows the redshift completeness of the 2dFGRS and Fig 3.42 shows the combined 
redshift completeness of the 2dFGRS and SDSS-EDR. The extra galaxies from the SDSS-EDR 
increase the redshift completeness significantly, so that rather than just being a few patches 
where the completeness is greater than 90%, we have a well defined region.
The 90% contour has a pronounced curvature, suggesting that it is dominated by isophotal 
detection limits. The star-galaxy separation for the 2dFGRS appears to occur at an isophotal 
radius, Riso = 3.6". While the spectroscopic target selection is carried out using corrected 
magnitudes for the 2dFGRS, the redshift completeness will depend on adequate signal-to-noise 
in the spectra. The difference between Fig 3.37 and Fig 3.41 suggests that the signal-to-noise 
for LSBGs is not adequate. Estimating the isophotal limits for the spectra is not a simple task.
The 80% contour is broader as the SDSS-EDR comes into play. The star galaxy separation
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Figure 3.40: This figure shows the photometric completeness of the combined 2dFGRS and 
SDSS-EDR as a greyscale plot in B m g c  and p e i  where black is 0% complete and white is 100% 
complete. The contours represent the number of galaxies.
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Figure 3.41: This figure shows the redshift completeness of the 2dFGRS as a greyscale plot 
in B m g c  and /ig, where black is 0% complete and white is 100% complete. The contours 
represent the number of galaxies.
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Figure 3.42; This figure shows the combined redshift completeness of the 2dFGRS and the 
SDSS-EDR as a greyscale plot in B m g c  and f i e ,  where black is 0% complete and white is 
100% complete. The contours represent the number of galaxies.
is not as tough for the SDSS-EDR, although the isophotal limit is shallower. It is possible to 
define some fairly square boundaries which contain most of the region with > 80% redshift 
completeness. These boundaries are 20.8 < /^ g < 24.5, B m g c  < 18.5, see Fig 3.39.
Beyond these boundaries it becomes increasingly difficult to determine the number density 
of galaxies.
3 .10  Sum m ary.
In this chapter we used a deep wide field CCD imaging survey, the MCC (Liske et al. 2002) 
to test the photometric accuracy and completeness of the 2dFCRS and SDSS-EDR. We then 
used a combined catalogue to define a region in B m g c , /^e parameter space where there is good 
photometric and redshift completeness.
The MCC is found to have a match for every 2dFCRS galaxy. When SExtractor could 
not find a match, as was the case for 4.4% of all 2dFCRS galaxies within the MCC CCDs, 
an object was observed on the images, and a good explanation was readily available. A small 
number of objects, 0.9%, were first thought to be missing, but were later discovered to be 
2dFCRS eyeball rejects, missing from the Digitised Sky Survey (DSS) too, or were seen to be 
asteroids or other odd objects in the DSS.
However, 8.0% of the 2dFCRS galaxies were matched to more than one MCC object. This 
was almost certainly due to poor seeing on the nights that the UKST plates were taken. The 
combined magnitudes of these galaxies are closer to the magnitude of the 2dFCRS galaxy than 
each component. 7.3% of objects in the 2dFCRS were found to be stars or contain a stellar 
component. The stars have very poor photometry which is probably due to a combination of
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poor dynamic range and non-linearities in photographic plates.
The overall photometry of the 2dFGRS was good, with B m g c  ~  =  —0.078 ±  0.157.
The plate-to-plate errors in the 2dFGRS were 0.0643mag, which showed evidence for systematic 
errors, although these were no greater than 0.1 mag. There is no significant scale error with 
magnitude, bu t there is a very significant scale error with surface brightness. High surface 
brightness objects have their fluxes significantly underestimated in the APM. This is the same 
problem that affects the stars.
The 2dFGRS has 8.2 ±  0.5% incompleteness to B m g c  = 19.0. When this is extrapolated 
to bj = 19.45, we expect there to be 14% incompleteness at the limit. The missing galaxies 
can be split into four classes: LSBGs 3.0%; unresolved objects, 25%; blended objects, 51%, of 
which 16% of the total is made up of secondary components of matches; normal galaxies 21%. 
This is in line with the findings of Pimbblet et al. (2001).
The SDSS-EDR has very good photometry, with a A m  =  —0.009 ±  0.100. There are no 
significant scale errors and the mean incompleteness is < 2%.
When combined together, the MGC, 2dFGRS and SDSS-EDR provide a catalogue with 
~  11800 galaxies and ~  5500 redshifts. While the photometric completeness of the combined 
2dFGRS and SDSS-EDR input catalogues is extremely high > 96% when B m g c  < 19.1, //g < 
25.0, the redshift completeness has a much stronger variation with surface brightness. How­
ever, a region with good (> 80%) redshift completeness and excellent (> 96%) photometric 
completeness can be defined for future work.
In Chapter 4 we will use the measurements of photometric and redshift completeness to 
derive regions of M, fie space where we can measure accurate BBDs using the MGC photometric 
catalogue combined with 2dFGRS and SDSS-EDR redshifts.
Chapter 4 
The M GC Bivariate 
B righ tness D istribution.
In this Chapter, we use the MGC photometry along with 2dFGRS and 
SDSS-EDR redshifts to produce a Bivariate Brightness Distribution (BBD).
In Chapter 3 we showed that the MGC photometry was excellent, and 
checked the completeness of the 2dFGRS and SDSS-EDR. In this chapter 
we select subsamples, taking into account completeness, star-galaxy sepa­
ration and the photometric accuracy of the data. W ith better photometry 
and a better understanding of all the selection biases, we find galaxies at 
all the selection boundaries, apart from the bright, high surface brightness 
region of the BBD. This was not the case in § 2.6.3.
It proved possible to get a fit to the BBD using the analytic function 
of Choloniewski (1985). This gave a fit to the distribution with Mg —
Slog h =  -1 9 .4 8 ± 0 .1 0 , =  (2 .34± 0.12) x lO'^h^ M pc'^  a  =  - 0 .9 6 ±
0.06, Pfj, =  0.168 ±  0.12, ( i l  =  22.03 ±  0.10 mag arcsec“  ^ and cr^  =
0.765 ±  0.005. This is a shallower and wider distribution than that found 
in Chapter 2. Good fits were found for the Schechter function to the lu­
minosity function. The bright end is 0.075 ±  0.025 mag brighter than the 
2dFGRS luminosity function (N orb erg et al. 2002). The surface bright­
ness function was found to be flat for f i g  >  21.5.
4.1  In tro d u ctio n
In this chapter we use the catalogue, prepared in § 3.6, to produce the BBD. This catalogue 
contains CCD imaging data from the Millennium Galaxy Catalogue (MGC), redshifts and 
spectral types from the Two-degree Galaxy Redshift Survey (2dFGRS) and colours and red­
shifts from the Sloan Digital Sky Survey Early Data Release (SDSS-EDR). It is important to 
take into account all the selection limits on the data, both imaging and spectroscopic. The 
imaging constraints come from the ability to detect objects, reliably determine their photo­
metric properties and to correctly classify objects as stars or galaxies. The volume over which
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a galaxy can be seen, and thus its detectability, is described by visibility theory (see Phillipps, 
Davies & Disney 1990 and § 2.4). In visibility theory one describes galaxies as a function of 
absolute magnitude M  and effective surface brightness /ig and places apparent magnitude and 
diameter constraints. The minimum half light radius and faint magnitude limits have tighter 
constraints from other factors such as star-galaxy separation and classification of morpholog­
ical types, see Liske et al. (2002). Spectroscopic limits are often the determining factor on 
the magnitude limit, since the efficiency of spectrographs is much lower than imaging devices. 
This reduced throughput in the spectrograph also puts strong limits on the surface brightness 
of galaxies for which one can get reliable redshifts (Shectman et al. 1994, and § 3.9.1).
By taking into account all these limiting factors and using high quality imaging and spec­
troscopic data we have produced Bivariate Brightness Distributions and Luminosity Functions 
with the smallest systematic errors to date, so that random errors should be the dominant 
error. However, these limits severely reduce the numbers of galaxies in our samples so that it 
is not practical to measure the BBD of subsamples.
4.2  P ro d u c in g  th e  M G C  B B D .
In § 3.6 we define the MGC bright catalogue, consisting of all MGC objects w ith 15 < B m g c  <  
20 mag. We have matched these objects to both the 2dFGRS and SDSS-EDR as described in 
Chapter 3. We now use the objects defined as galaxies in this catalogue to produce the BBD. 
The magnitudes, B m g c , half-light radii r^, redshifts z and spectral types are all defined in 
Chapter 3,
We begin by carefully defining the apparent limits of the data set using Fig 3.42 and the 
known limitations of the MGC data set. The MGC provides some hard limits: the isophotal 
limit piim,B ~  26.0 mag arcsec"^, and the minimum half light radius rg =  0.793^', defined by 
the average star-galaxy separation, and rg — 15.8'', defined by the size of the postage stamps 
(small 95 x 95 pixel images of each galaxy) used to calculate the half light radii.
However, only a very few galaxies (6) have maximum sizes which are greater than rg = 
15.8", so the postage stamp size does not affect the distribution significantly. The sky sub­
traction process used by SExtractor limits the maximum object size at ~  20" when a local 
background is used, which is probably why so few galaxies are seen with rg > 15.8", within 
the magnitude limits of the selected sample.
A local background helps to reduce the problem of gradients in the background due to the 
CCD or other objects such as a bright star, bu t the local background can be increased by a 
low surface brightness galaxy (LSBG) such that this galaxy is missed or at least significantly 
underestimated in size and magnitude. The MGC uses the largest mesh available in SExtractor 
to measure the local background, a 256 x 256 pixel mesh, with a 7 x 7 median filter. An object 
w ith y-g > 20" would have half of its light spread across ~  40", which is equivalent to ~  120 
pixels since the pixel size is 0.333". This means that ~  |  of the background is overestimated, a 
significant amount. While it could be argued that the effect of a LSBG on the background will 
be small, it only needs a small change in the background to significantly effect the magnitude 
of an LSBG. Fortunately Figs 3.20 & 3.24 show that the difference in magnitude between the 
2dFGRS and MGC and SDSS and MGC is negligible at the low surface brightness end. Both
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surveys have independent background estimates, so it would appear that the error caused by 
the background is negligible. However, a more careful analysis of the background will form 
part of the future work to be undertaken. For now we will use re,max = 15.8" as defined by 
the size of the postage stamps.
The other limits are defined by the completeness, as shown in Fig 3.42. We select two 
subsamples, one based roughly on the 80% completeness boundary, i.e all the bins have a 
completeness of 80% or higher and one based roughly on the 70% completeness boundary. 
The contours in Fig 3.42 have some dependence on the binning procedure and are only useful 
where there is a statistically significant result, so they are only used as a guide to where the 
completeness is high.
The first subsample is defined as objects with 15 < B m g c  < 18.5, 20.8 < < 24.5
and the second is defined as objects with 15 < B m g c  < 19.0, 21.0 < < 24.5. The first
catalogue includes 2100 objects, w ith an overall 95% completeness and the second contains 
3700 objects with an overall 92% completeness. The two catalogues are shown in Fig 4.1 with 
the corresponding selection limits. However, the redshift limits applied in § 4.2,1 reduce these 
numbers further.
As we discuss in § 3.2.2, MGC “best” magnitudes are closer to total magnitudes than 
isophotal magnitudes, and have only a small surface brightness dependence. The visibility 
calculations for total magnitudes, half-light radii and apparent surface brightness are outlined 
in § 2.4, see Eqns 2.34, 2.35 & 2.36.
4.2.1 The D istribution in the M, fie plane
Fig. 4.2 shows Fig. 4.1 with the axes converted to absolute parameter space using the conver­
sions given in § 2.2. Galaxies in diflferent regions of this figure are seen over differing volumes, 
because of Malmquist bias, hence it is not yet valid to compare the relative numbers in a 
magnitude limited catalogue. The perimeter of the shaded region is a constant volume line 
(V =  5000Mpc^) derived from visibility theory (Phillipps, Davies & Disney 1990, see § 2.4). 
The shading shows the region where the volume is less than 5000 Mpc^ and hence where we 
are insensitive to galaxy densities of < 8 x 10"^galaxies Mpc~^mag“ ^(mag arcsec"^)"^. The 
equations used to calculate the lines are laid out in § 2.4. The parameters used in the visibility 
calculations are: fium — 26.00 mag arcsec"^; re,min = 0.793", Ve^ max ~  15.8", mbright = 15.00 
mag; mfaint =  18.5 mag; Zmin — 0.04; and Zmax = 0.11, for the 1st subsample. The redshift 
limits are set so that Ncius Nz is maximised, where Ndus is the number of galaxies in the vol­
ume limited sample used to calculate the clustering correction, see § 2.6.1 and Nz is the total 
number of galaxies with redshifts.
One important difference between the subsamples selected here, and the subsample selected 
in Chapter 2 (and Cross et al. 2001) is the luminous, low surface brightness region of Fig 4.2 
cf. Fig 2.6. In Fig 2.6 there is a clear gap between the data and the selection limits, suggesting 
that there are very few luminous, low surface brightness galaxies. In Fig 4.2 there is data up 
to the selection limits, suggesting that luminous low surface brightness galaxies may be more 
common than appreciated, because of the difficulties involved in measuring the sizes of large 
galaxies.
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Figure 4.1: This figure shows the distribution of the 2 carefully selected subsamples of MGC 
galaxies in B m g c  and pe- The dotted lines represent the selection limits for subsample 1 
(upper plot) and subsample 2 (lower plot). The data, marked in red within these limits are 
the two subsamples. In subsample 1, the data is > 80% complete for all values of B m g c  and 
Pe- In subsample 2, the data is >  70% complete for all values of B m g c  and pe-
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Figure 4.2: This figure shows the distribution of the two carefully selected subsamples of MGC 
galaxies in M  and pe. The shaded region represents the region where the volume is less than 
5000 Mpc^. Notice that there is data right up to the selection boundaries, apart from at the 
bright end. The top plot highlights the selection boundaries for the first subsample, and the 
second plot shows the best fit line to the distribution of ellipticals seen in Kormendy (1977) 
and Thomsen & Frandsen (1983). The dashed line marking the edge of the data set in both 
cases is roughly parallel to the elliptical galaxy distribution, and is likely to be a real physical 
boundary rather than a missed selection effect. The galaxy in subsample 1 marked by the 
circle is MGC02897, an elliptical galaxy with faint streams of stars projecting from it. The 
authors speculate that this galaxy, well beyond the dashed line, has recently undergone a major 
merger resulting in massive star formation. However, follow up work will needed to support 
this speculation.
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The reasons for the difference between the data in these two figures and Fig 2.6 are an 
improved understanding of the selection boundaries and improved photometry. The 2dFGRS 
was not specifically designed for measuring the BBD, so the boundary conditions in Chapter 
2 could not be defined as well as these boundary conditions. The measurements of the total 
magnitude and effective surface brightness are also more robust. Instead of fitting a face-on 
exponential profile to the galaxy, § 2.5, which depends on knowing the isophotal limit (this 
varies slightly from plate to plate in the 2dFGRS and is therefore not well defined), the half 
light radii were measured directly from the data and are corrected for inclination (see § 3.2.2). 
Assuming a face on exponential profile is clearly wrong for elliptical galaxies, and can give 
errors in both the magnitude ~  0.1 mag and the effective surface brightness 0.55 mag 
arcsec"^, see Cross & Driver (2001).
Fig 4.2 shows that there is a straight edge to the galaxies at the bright high surface bright­
ness end of the distribution This line is described by Eqn 4.1.
M  =  (-0.73 ±  0.1)/ie -  (5.5 ±  1.5) (4.1)
This is similar to the relationship seen between pe and r^ for elliptical galaxies by (Kor­
mendy 1977) and Thomsen & Frandsen (1983). When converted to M  and pe their relation­
ships become:
M  =  —0.6Qpe — 5.4
M  — —0 .6 9 / i g  — 5.2 (4.2)
These lines are plotted on Fig 4.2 and have the same gradient, bu t are offset by 1.25 mag & 
1.75 mag respectively. The offset will depend primarily on the selection limits of the Kormendy 
and Thomsen & Frandsen datasets. Eqn 4.1 may describe an unknown selection line or some 
aspect of the physics of galaxy formation, such as the accretion time scale of galaxies. The 
top plot of Fig 4.2 shows a galaxy at M  =  —21.08, Pe = 20.35, ~  0.75 mag brighter than the 
line described by Eqn 4.1. This galaxy is marked by a circle. The models of Larson & Tinsley 
(1978) imply that galaxies should brighten by 0.75 mag when a starburst takes place after 
a major merger. On closer inspection it appears to be a bulge dominated galaxy w ith loops 
of gas or stars coming off the sides, see Fig 4.3. This galaxy has rj = —2.815 (Type 1) and 
g' — r' = 0.751 {{B — y ) — 0.93). The spectral type marks it as an elliptical galaxy and the 
u' — g' versus — r ' colours are typical of rj-type 1 galaxies or elliptical galaxies, see Fig 4.4, 
Although the image suggests that this is an odd galaxy, and the position in the M , Pe plane 
suggests this is a merger remnant, the spectral type and colours do not. More information is 
needed before this galaxy can be classified as unusual.
Considering the position and possible nature of MGC02897 and the fact that Kormendy 
(1977) and Thomsen & Frandsen (1983) both get similar results w ith independent datasets, 
w ith different selection limits, it seems unlikely that Eqn 4.1 is an unknown selection line. 
Instead it seems more likely that this line represents a real physical limit.
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Figure 4.3: MGC02897 is situated in an unusual position in the Bivariate Brightness Distri­
bution. It is extremely bright and high surface brightness. It was picked up because it was 
clearly beyond a line of bright high surface brightness galaxies which may indicate unknown 
selection effects, or some of the physics behind the BBD. This galaxy shows clear signs of a 
major merger, which would be likely to put it beyond the normal limits of passively evolving 
galaxies.
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Figure 4.4: This plot shows the colours of 7^ -type 1 galaxies in subsample 1, The position of 
MGC02897, M  =  —21.08, z =  0.0965 is marked by a blue circle. These galaxies were chosen 
to have a small redshift range (0.09 < z < 0.10), so that the colours could be compared. They 
were also selected to have B m g c  < 18, equivalent to M b^gc  < —19.5 at z =  0.095, so that 
only bright rj-tjpe Is - giant elliptical and lenticular galaxies would be compared. MGC02897 
has typical colours for an 77-type 1 at z =  0.0965, although it has a low value of g' — r' for the 
particular u' — g'.
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When we measure the BBD using the stepwise maximum likelihood (SWML) method, see 
§ 2.6.2, we use the same subsamples, except that we can widen the redshift limits. In the 
previous section, the redshift limits were very important in getting the best statistics for the 
clustering correction as well as the overall BBD. However the clustering correction in SWML 
does not need a volume limited subsample between the full limits of the dataset. Therefore 
we do not have to limit the redshift range, as we do when we use the empirical method. We 
use a minimum redshift limit of z =  0 .0 1  to avoid galaxies with significant peculiar velocities 
and a maximum redshift of % =  0.2 since there are no rj values beyond this redshift. Since 
random velocities of galaxies are of the order of 1 0 0 s kms~^, a limit of z =  0 .0 1  will only 
contain galaxies with a maximum 10% contribution from the peculiar velocity. This allows us 
to sample a larger region of parameter space, and more importantly get better statistics for 
bins where we already have numbers, especially at the faint end.
The distribution of galaxies with the new selection boundaries is shown in Fig 4.5. Again 
there is data right up to the selection boundary except at the bright, high surface brightness 
end. W hat is particularly interesting are the galaxies brightwards of the dashed line. Like 
MGC02897, they appear to be bright ellipticals. Several appear to have streams of stars or 
have very close companions, see Fig 4.6, suggesting that these may be undergoing mergers. At 
M  — —21,^e — 20.25, the centre of this distribution, the volume over which galaxies are seen 
using the redshift limits of the sample in Fig 4.2 defined by the needs of empirical method is 
V  = 33, GOOMpc .^ Using the redshift limits of the SWML method, V  ~  400, OOOMpc ,^ thus 
the increase in numbers of galaxies occupying this parameter space is due to a simple increase 
in volume. These galaxies are exceedingly rare, the number density p) ~  2.5 x 10~^h^ 
galaxies Mpc” .^
In Fig 4.7 we display a selection of galaxies from the MGC, positioned in the correct places 
in the M , pe plane. The brightest galaxies are ~  1500 times brighter than the faintest galaxies, 
and the effective surface brightnesses cover a dynamic range of 100. There is a big contrast 
in the morphologies of the galaxies across the BBD. Bright low surface brightness galaxies are 
predominantly spirals whereas the bright high surface brightness galaxies are predominantly 
ellipticals. At the faint end, this still appears to be true, but very little structure can be seen, 
due to the poor resolution.
4 .3  T h e  M G C  B B D
The methods outlined in § 2.6.1 and § 2.6.2 were used to calculate the BBD for the two datasets. 
The arrays 0{M , p), I{M, p), V (M, p) and W (M, /u), representing the distribution of observed 
galaxies with redshifts, the incompleteness distribution, the volume over which these galaxies 
can be seen and the weight of each bin due to inhomogeneities (see § 2 .6 .1 ), are calculated 
via the empirical method and displayed in Figs 4.8 & 4.9 for subsamples 1 and 2 , respectively. 
These arrays are displayed in the top left, top right, bottom left and bottom right as both 
surface and contour plots, respectively. Note that bins containing fewer than 10 galaxies are 
not shaded.
Compared to 0(M , 71), /(M , p) is biased towards both high surface brightness galaxies due 
to the strict star-galaxy separation in the 2dFGRS and low surface brightness galaxies due to
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Figure 4.5: This plot shows the data from dataset 1 (upper panel) and dataset 2 (lower panel) 
used to produce the BBDs via the SWML method. The only differences between these plots 
and those in Fig 4.2 are the redshift limits. The redshift limits in this diagram are Zmin — 0.01 
and Zmax — 0.2. These are applied to both the selection limits and the data.
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Figure 4.6: This plot shows 9 bright HSBGs which are thought to be undergoing mergers. 
Several have close companions (top left, top right, central, centre right), or tidal streams (top 
left, top centre, bottom left). However, the centre left, bottom centre and bottom right galaxies 
appear to be normal ellipticals.
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Figure 4.7: We demonstrate the BBD using 32 galaxies selected from the MGC. The top row 
of galaxies have M b ~  —14 mag, with each row increasing in brightness by 1.0 mag until the 
bottom row have M b ~  — 21 mag. The left hand column galaxies are high surface brightness 
galaxies pe ~  20.0 mag arcsec"^. Each column becomes fainter in surface brightness by 1.0 mag 
arcsec"^ until the right hand column which has pe ~  25.0 mag arcsec“^. Each galaxy is shown 
between the 22 mag arcsec"^ and 26 mag arcsec“  ^ isophote. Since no redshift range spans the 
whole distribution, we have selected galaxies in 4 redshift ranges. The faintest galaxies all have 
redshifts 0.017 < z < 0.023, the faint-medium galaxies have 0.027 < z < 0.033, the medium- 
bright galaxies have 0.047 < z < 0.053, and the brightest galaxies have 0.097 < z < 0.103. 
Therefore the brightest galaxies appear fainter in comparison to the faintest galaxies than 
they are in reality. There are gaps where we did not have any galaxy with the correct intrinsic 
parameters within these redshift ranges.
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Figure 4.8: The arrays 0{M,fj,), and W{M.,p) for subsample 1. These are
displayed in the top left, top right, bottom left and bottom right, respectively. The shading 
on the contour plots represents parameter space where V < 5000Mpc^.
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Figure 4.9: The arrays 0(M ,/z), I{M ,n),  and W {M,ii) for subsample 2. These are
displayed in the top left, top right, bottom left and bottom right, respectively. The shading 
on the contour plots represents parameter space where V  < 5000Mpc^.
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Figure 4.10: The clustering map. This shows the number density of giant galaxies as a function 
of redshift for the two subsamples. The points are spaced equally in volume at intervals of 
5000 h^ Mpc^ starting at 10000 h^ Mpc^. The solid line shows dataset 1, and the dashed line 
shows dataset 2. The volume limited subsample from dataset 1 used to produce this plot is at 
brighter absolute magnitudes than the volume limited subsample from dataset 2 and therefore 
has a lower average space density. Known clusters within the MGC region are marked with 
vertical dotted lines. The two largest show up well dX z = 0.082 (RXJ 13 20.3 +00 13 10) and 
z =  0.093 (Abell 0954), bu t [AT2 98] COlO [z = 0.063) and Abell 0912 {z =  0.0446) are not so 
obvious.
the detection limits of the spectrographs, particularly the 2dF (see § 3.9.1).
The j is flat-bottomed due to the cutoff at Zmax') although V (M, ji) is slightly reduced 
for the very brightest bins as the bright magnitude and maximum half light radius increase the 
value of Zmin- shows a strong dependency upon magnitude (i.e. classical Malmquist
bias as expected) bu t very little or no dependence on surface brightness. This indicates that the 
MGC magnitudes have very little surface brightness dependence, and that the completeness of 
the MGC is not signiflcantly effected by surface brightness. It is worth comparing these plots 
to Fig 2.7, where there was an obvious surface brightness dependence in V (M, /z) which had 
the same curvature as the visibility curve.
Fig 4.10 shows that clustering is severe with a factor of ~  5 variation in density between 
the low density and high density regions. For instance, there appears to be strong clustering 
a t z =  0.095. In Fig 3.25 there is a large cluster at 2: ~  0.093 and at R.A. 10hl3m; this is Abell 
0954. A reliable measure of the BBD needs to correct for this clustering-bias. Here we adopt
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a strategy which implicitly assumes, firstly, that clustering is independent of either M  or /x, 
and secondly, that evolutionary processes to z =  0.11 are negligible. Fig 4.10 does not have 
any overall gradient which would suggest evolution or an error in the cosmology. However, 
there is a sharp increase in TF(M,/Lt) when M  > —18.5 and M  > —18.0 for subsamples 1 
and 2 respectively. These absolute magnitudes correspond to galaxies at z =  0.08 and at 
the apparent limits of each subsample, so galaxies with an absolute magnitude brighter than 
M  > —18.5 0 1  M  > —18.0 are seen in the clusters at z =  0.082 and galaxies with an absolute 
magnitude brighter than M  > —18.5 or M  >  —18.0 are not.
Producing the Stepwise M axim um  Likelihood BBD .
It is important to fully understand the selection limits when using SWML, see § 2.6.2, because 
they are necessary to calculate Hijk at each point. In the empirical method the volumes 
are calculated using the data, so any selection limits are automatically taken into account. 
The lower value of Zmin lets us probe further into the faint end of the galaxy distribution, 
M  < —16.9 and M  < —16.4 in comparison to M  < —17.4 and M  < —16.8 for the empirical 
method.
Figs 4.11 shows the redshift incompleteness function, 1 — C^(M,/Ze) where is defined 
as the number of galaxies with redshifts divided by the total number of galaxies, see § 2.6.2, 
for each subsample. There is high incompleteness amongst both the high and low surface 
brightness galaxies, but little variation with absolute magnitude.
Norm alisation.
The BBDs are normalised by fitting the luminosity function found by summing the BBD in 
surface brightness to the number counts (Liske et al. 2002). The number counts are calculated 
using K  + e = 2.5a +  2.5 log(l +  which gives similar results to the Norberg et al. (2002)
(K+e) correction, bu t gives more realistic results beyond a =  0.3.
In Norberg et al. (2002) the SDSS-EDR, which overlaps with the MGC was shown to be 
overdense by ~  5%. In Liske et al. (2002), a similar comparison has shown that the MGC is 
indeed over dense by ~  5% compared to the overall 2dF number counts. This is taken into 
consideration when normalising the BBD.
4 .4  T h e  S p ace D en sity  o f  G alax ies
Finally we can combine the four arrays, 0(M ,/z), J(M,/z), F(M,/z) and PF(M,/z), to generate 
the 2dFGRS bivariate brightness distribution, 0(M,/z), see Eqn 2.40. This is shown in the top- 
left hand plot of Figs 4.12 & 4.13. This depicts the underlying local galaxy number-density 
distribution inclusive of surface brightness selection effects. Only those bins which contain 10 
or more galaxies are shown. The top right plots show the errors for this BBD as determined 
using Eqn 2.45.
The bottom left plots on Figs 4.12 & 4.13 are the number densities calculated using the 
SWML method. The bottom right plots show the errors for this BBD as determ ined in 
Eqn 2.45.
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Figure 4.11: This plot shows the array 1 — C%(M, for dataset 1 (upper panel) and dataset 
2 (lower panel) used to produce the SWML BBD.The contour lines are set at 0.01, 0.05, 0.10, 
0.15, 0.20 and 0.25. There is high incompleteness at high surface brightness ( due to the star- 
galaxy separation) and low surface brightness (due to the capabilities of the spectrograph). 
There is very little variation in incompleteness with absolute magnitude.
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Figure 4.12: The MGC Bivariate Brightness Distribution for subsarnple 1. The top left hand 
plot shows the BBD produced via the empirical method with the errors for this plot shown 
in the top right plot. The bottom left hand plot shows the BBD produced via the SWML 
method with the errors for this plot shown in the bottom right plot. The contour lines for 
the BBDs are set at 1.0 x 10“ ,^ 1.0 x 10“ ,^ 2.5 x 10“ ,^ 5.0 x 10“ ,^ 7.5 x 10“ ,^ 1.0 x 10“ ,^
1.25 X 10“^, 1.5 X 10~^, 1.75 x 10“ ,^ 2.0 x 10“ ,^ and 2.25 x 10“  ^ galaxies Mpc~'^. The contour 
lines for the errors are set at 1.0 x 10“ ,^ 1.0 x lO” '^ , 5 x 10“ "^ , 1.0 x 10~^, 1.5 x 10~^, 2.0 x 10~^,
2.5 X 10“ ,^ 3.0 X 10“ ^, and 3.5 x 10"^ galaxies Mpc“ .^ The shading represents the regions 
where V < 5000Mpc^.
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Figure 4.13: The MGC Bivariate Brightness Distribution for subsample 2. The top left hand 
plot shows the BBD produced via the empirical method with the errors for this plot shown 
in the top right plot. The bottom left hand plot shows the BBD produced via the SWML 
method with the errors for this plot shown in the bottom right plot. The contour lines for 
the BBDs are set at 1.0 x 10“ ,^ 1.0 x 10“ ,^ 2.5 x 10“ ,^ 5.0 x 10“ ,^ 7.5 x 10“ ,^ 1.0 x 10“ ,^
1.25 X 10“ ^, 1.5 X 10“ ,^ 1.75 x 10~^, 2.0 x 10“ ,^ and 2.25 x 10“  ^ galaxies Mpc~'^. The contour 
lines for the errors are set at 1.0 x 10“ ^, 1.0 x 10“^, 5 x 10“ ^^, 1.0 x 10“ ^, 1.5 x 10~^, 2.0 x 10“^,
2.5 X 10“^, 3.0 X 10"^, and 3.5 x 10“  ^ galaxies Mpc~^. The shading represents the regions 
where V  < 5000Mpc^.
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4.4.1 The Bivariate Brightness Function.
The first task is to fit a function to the BBD, as in § 2.7.1. We will use the Choloniewski 
(1985) function shown in § 2,7.1, Eqn 2.56.
The best fit parameters for subsample 1, using the BBD produced by empirical method 
are ^ B mgc “  Slog A =  —21.29mag, (f)* = 3.82 x 10“ ^A^  Mpc~^, a  — —1.10, ,0^  =  —0.479mag 
arcsec"^, /i* =  23.27 and =  1.34 with =  387 for jy =  26 degrees of freedom. The best 
fit parameters for subsample 2, using the BBD produced by empirical method are —
5 log h = —20.95mag, (j)* = 1.12 x 10~^A^Mpc“ ,^ a  • —0.831, (3^  — 0.136 mag arcsec"^,
/i* =  22.15 and cr^  =  1.43 with =  513 for /y =  35 degrees of freedom.
The fits are poor, and the best fit parameters are very different to previous estimates. 
Either Eqn 2.56 is not a good model, or there is not enough data to determine the parameters 
of the bivariate brightness function (BBF). As Figs 4.12 & 4.13 show, the errors are a significant 
(> 0.2) fraction of the data brightwards of M  ~  —20 and faintwards of M  ~  —18, and at the 
low surface brightness and high surface brightness extremes.
When the BBDs produced via SWML are fitted the likelihood of a good fit is higher. 
Subsample 1 has a best fit of M bmgc ~  ^ ~  —19.28mag, =  2.30 x 10“ ^A^Mpc“ ,^
a  =  —0.846, =  0.156mag arcsec"^, =  21.99 and cr^  =  0.766 with =  152 for z/ =  92
degrees of freedom. The best fit for subsample 2 is M* =  —19.24, — 2.47 x 10~^, a  =  —0.796,
(3jj_ =  0.180, fi% = 22.06 and cr^  =  0.765 with =  220 for zy =  101 degrees of freedom.
Comparing with the Cross & Driver (2001) result we find that pe has decreased by ~  0.55 
mag arcsec”  ^ (from fJ-eBuGo ~  22.58 to fJ^eBuGc ~  22.03. This is exactly the value found before 
corrections to take into account the variable profiles and inclinations were added. However the 
value of yUe* is dependent on the value of M*. The change in /ig with M  depends on the value of 
the luminosity-surface brightness gradient /3 .^ If j3^  does change significantly from ellipticals 
to spirals then it will be difficult to predict exactly how //g changes. We will examine this 
question in Chapter 5, when we deal with galaxies of different spectral type.
We also find that (3^  has reduced by a factor of 2 and has increased by 50%. The 
luminosity surface brightness gradient (3^  appears to get steeper changing from subsample 
1 to subsample 2 and from the empirical method to the SWML. In each case the effective 
limit of the survey (where the volume drops below V  ~  5000Mpc^), shown by the shaded 
region in Figs 4.12 & 4.13 moves to a fainter absolute magnitude (M ~  —17.5 to M  ~  —16.2). 
Many previous surveys have shown that the luminosity surface brightness correlation for bright 
elliptical galaxies has a negative value of (see e.g. Kormendy 1977, Thomsen & Frandsen 
1983, Choloniewski 1985, Sodre & Lahav 1993), whereas spirals have a positive value of 
(e.g. Driver 1999, de Jong & Lacey 2000). Ellipticals and 80s are found in equal numbers 
to spirals a t bright absolute magnitudes and spirals and irregulars become more dominant 
at the faint end (Marzke et al. 1998), thus (3^  increases with absolute magnitude. For the 
two samples calculated via the empirical method, the change in from negative to positive 
occurs where the errors are smallest, so that the BBF is fitted to a distribution which is 
composed of two very different distributions, neither dominating. The SWML samples probe 
a little fainter, and are dominated by the spirals. Cross et al. (2001) probed even fainter, into 
the regime dominated by spirals, and therefore saw a clearer correlation. Considering that
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Cross et al. (2001) modelled all their objects as exponential profile galaxies, so the surface 
brightnesses estimates of the ellipticals were poor, it is not surprising that a distribution close 
to that of spirals was measured. Unfortunately the subsamples are too small to break down 
into morphological or spectral types to measure the luminosity- surface brightness correlations 
per type. This will be addressed in Chapter 5.
There are several reasons why the width, cr^  of the BBF is significantly larger than the Cross 
et al. (2001) result. One reason is the bright absolute limits, and the significant contam ination 
by ellipticals. If the ellipticals follow the Kormendy (1977) result, w ith a negative then the 
width of the population, measured along a positive direction will be greater.
Another possible reason, is the improved measurement of surface brightness, see § 2.3. 
§ A. 1 .2  discusses the error caused by assuming that an optically th in disk galaxy is viewed face- 
on and § A .l discusses the errors in fie due to the assumption that the galaxy is an exponential 
and not taking into account seeing. While we have not taken seeing into account, the direct 
measurement of surface brightness is profile independent. The incorrect measurement not only 
causes a measurement error in /i* equal to ~  0.55 (Cross & Driver 2 0 0 1 ), it is also likely to 
affect the width.
We see data right up to the selection boundaries, see Fig 4.1, and we see a luminosity 
surface brightness correlation, but with a shallower gradient. The space density does fall away 
before the boundaries in Figs 4.12 & 4,13, and so the density of giant LSBGs is significantly 
lower than the density of normal giant galaxies.
4.4.2 The Lum inosity Function, Surface Brightness Function and Lum inosity  
Density.
Fig 4.14 shows the BBDs summed to produce luminosity functions (LFs). There is good 
agreement between the four MGC luminosity functions for M  < —17.5. Beyond that, the 
volume over which galaxies can be seen becomes tiny, see Figs 4.2 & 4.5. The dotted lines 
show the Schechter function fits to the data. While the bright end is well determined, there 
is a large variation in the faint end slope (—0.770 > ck > —1.00). The dashed line shows the 
Nor berg et al. (2002) line calculated using Einstein-de Sitter cosmology. The bright end is 
slightly fainter 0.075 ±  0.025 mag, and the faint end slope is much steeper. From Fig 2.15 we 
would expect the bright end to be slightly fainter, and there to be a slight steepening of the 
faint end slope, if the 2dF magnitudes used by Norberg are not as close to total magnitudes as 
the MGC magnitudes. Since the 2dFGRS uses Gaussian corrected magnitudes that are then 
calibrated to deeper CCD photometry, we expect that the offsets for corrected magnitudes at 
Tlim ~  26.0mag arcsec~^ in Table 2.3 will match the difference between our results and the 
Norberg results. Thus we predict a decrease in M* of 0.06 mag and a decrease in (j)* of 5.5% 
and no significant change in a. However, since the Norberg et al. (2002) LF is normalised to 
the number counts, their value of is reliable. This accounts for the small error in M*.
In Norberg et al. (2002), the luminosity function is shallower in the Northern Galactic 
Pole (NGP) region than the Southern Galactic Pole (SGP) region. For the A-CDM case 
the NGP has a faint end slope gradient a  =  —1.14 and the SGP has a  — —1.28 (Norberg, 
private communication). Since there is little variation between the values of a  in the different
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Figure 4.14: This plot shows 4 LFs produced using the MGC data. The blue lines show 
the LFs produced using the empirical method, with subsample 1 shown as a dotted line and 
subsample 2 as a solid line. The red lines show LFs produced using the SWML method. There 
is good agreement within the selection limits. The shaded regions show the limits for each 
subsample and method. Subsample 1, with the empirical method is valid for M  <  —17.5, and 
with SWML it is valid to M < —16.9. The equivalent limits for subsample 2 are M  < —16.85 
and M < —16.4. The Norberg et al. (2002) result is shown by the dashed line.
cosmologies, this difference is true for the Einstein-de Sitter cosmology. The MGC is located in 
the NGP, so this difference could explain some of the variation seen between the Norberg et al. 
(2002) results and the MGC LFs. Finally, the faint end slope is dominated by an apparent dip 
in the LF at M =  —17, which is very close to the limits of the survey. In Chapter 5 we will probe 
deeper into the faint end of the LF, so we will be able to test whether this is real substructure 
or not. This substructure may well have been missed by Norberg et al. (2002) because of the 
errors in magnitudes. While they corrected their magnitudes for the overall offset compared 
to the SDSS-EDR, they did not correct for the non-linearities in surface brightness. This will 
underestimate the magnitudes of high surface brightness galaxies, bu t will overestimate the 
magnitudes of low-surface brightness galaxies, or galaxies at high redshift.
The parameters and fits are detailed in Table 4.1. The fits are very good apart from 
subsample 2 calculated by the empirical method. The errors are a combination of the random 
errors and the errors in the K-t-e corrections listed in Norberg et al. (2002). The errors in our 
result are of the same order of magnitude as those quoted in Norberg et al. (2002). Their error
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Table 4.1: A comparison of the fits found both subsamples using both methods. All results are 
converted to Johnson B and are calculated for an Einstein-de Sitter cosmology, unless stated.
Method/Sample Slog h a X u j7 lO^^L©Mpc
EM P/Subl -19.30 0.07 (2 .0 2 ±  0.09) -0.940 ±  0.04 6.81 7 (1.64 ± 0.17)
EM P/Sub2 -19.08 ± 0.07 (2 .6 6 ±  0.09) -0.770 ±  0.04 16.25 8 (1.61 ± 0.16)
SW ML/Subl -19.24 i 0.07 (2.15 d= 0.09) -1.00 ±0.04 5.50 1 2 (1 .6 6 ± 0.19)
SWML/Sub2 -19.18 ± 0.07 (2.36 J: 0.09) -0.922 ±  0.04 5.63 15 (1 .6 6 ± 0.18)
2dF* -19.20 d=0.07 (2.15 ±  0.09) -1.18 ± 0 .0 2 (1.83 ± 0.17)e s p *2 -19.33 ih 0.08 (2 .0 0 ±  0.04) - 1 .2 2  ±0.06 (1.99 ± 0 .2 0 )
8DSS*3 -19.42 i 0.04 (2.69 ±  0.34) -1.22 ±0.05 (2.91 ± 0.40)
EM P/Sub2/i -18.98 0.07 (&84 ±  0.09) -0.72 ±0.02 1&76 8 (1.56 ± 0.17)
SW M L/8ub2/i -19.32 ± 0.07 (1.91 ±  0.09) -0.977 ±  0 .0 2 3.84 13 (1.56 ± 0.17)
Sim/Sub2/**'i -18.96 d=0.07 (2 .8 8 ±  0.09) -0.956 ±  0.02 25.8 15 (1 .6 8 ± 0.17)
2 dF*i -19.38 ± 0.07 (1 .6 8 ±0.09) - 1 .2 1  ± 0 .0 2 (1.74 ± 0.17)
SDSB^i -19.40 ± 0.07 (1.63 ±0.09) -1.26 ± 0 .0 2 (1.81 ± 0.40)
berg et al. (2002). ** In this case a luminosity function, without surface brightness corrections 
was calculated, using the SWML methodology.  ^ A-CDM cosmology. 0,^ =  0.3, =  0.7,
is dominated by errors in the zero point and the completeness whereas our error is dominated 
by random errors due to the sample size.
In Table 4.1 and Fig 4.15 we compare 3 recent LFs to the MGC LFs. We compare the 
2dFGRS LF (Norberg et al. 2002), the ESP LF (Zucca et al. 2001) and the SDSS LF (Blanton 
et al. 2001). As we discussed above the MGC does not penetrate far into the faint end of the 
LF, so we will concentrate on the bright end, where the deep CCD photometry using Kron 
magnitudes (see § A.l for a comparison of magnitude systems) will provide tight constraints. 
The ESP gives the best fit to the bright end of the MGC while the SDSS gives the worst fit. 
Only the ESP fits the MGC within the error bars at the bright end. It would be expected 
that the SDSS would give a close fit, as it is based on Petrosian CCD magnitudes in 5 colours, 
and gives an excellent match to the MGC magnitudes, see § 3.5.3. Norberg et al. (2002) 
have analysed the SDSS LF and conclude that when the correct colour equation is applied to 
the g' LF, the over-density in the LF within the SDSS region is taken into account and pure 
luminosity evolution is factored in, the 2dFGRS and SDSS LF are consistent. Norberg et al. 
(2 0 0 2 ) did the analysis of the two surveys using a A-CDM cosmology, and so we will compare 
the Norberg calibrated SDSS LF with a MGC LF generated assuming a A-CDM cosmology.
The luminosity density calculated for the MGC LFs is consistent compared to each other. 
There are no noticeable differences between the two subsamples. The mean value is j s  = 
(1.64 ±  0.17) X 10®/iL©Mpc~^ for the Einstein-de Sitter cosmology. This compares with the 
2dFGRS value Jb = (1.83 ±  0.17) x 10®hL©Mpc~^. The ESP which fits the MGC better at 
the bright end gives a higher value (1.99 ±  0.20) x 10®/iL©Mpc“ .^
The surface brightness functions are shown in Fig 4.16. While the new LFs are similar to the 
Cross et al. (2001) luminosity function, the surface brightness functions are significantly wider 
and flatter. This is likely to be due to the improved measurement of surface brightness, allowing 
for different profile shapes and inclination. In § A. 1.2 and Fig. A .6  we discuss the effects of 
inclination and profile type respectively. Fitting an exponential profile will underestimate the
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Figure 4.15: This plot shows 4 Schechter Function fits to the MGC subsamples in Fig 4.14 
compared to 3 recent surveys. The solid lines are the MGC LFs, the dotted line is the 2dFGRS 
LF (Norberg et al. 2002), the short dashed line is the ESP LF (Zucca et al. 1997) and the 
long dashed line is the SDSS LF (Blanton et al. 2001). While the MGC cannot probe the faint 
end due to the redshift incompleteness and small survey area, it gives excellent constraints on 
the bright end. The ESP LF fits the bright end best, and the SDSS fits it worst.
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Figure 4.16: This plot shows 4 SBFs produced using the MGC data. The blue lines show 
the LFs produced using the empirical method, with subsample 1 shown as a dotted line and 
subsample 2 as a solid line. The red lines show LFs produced using the SWML method. The 
higher values for the SWML reflect the fact that these contain more intrinsically faint galaxies. 
The green dashed lines show previous results. The green dashed line with points is the Cross 
et al. (2001) result, and the green dashed line without points is the O’Neil & Bothun (2000) 
result. The O’Neil & Bothun have been normalised so that 0(/ie =  21.65) =  0.04. The MGC 
seems to support the O’Neil & Bothun (2000) result. The black shaded regions are the limits 
where the volume falls below 5000Mpc^.
effective surface brightness of ellipticals while overestimating the effective surface brightness 
of early type spirals. Thus if both types of galaxy had the same surface brightness when 
measured using a fitted exponential profile, the elliptical would in reality have a higher surface 
brightness than the spiral. The surface brightness distribution can become wider or narrower 
when the surface brightness is calculated from the half-light radius measurement, rather than 
the method used in Chapter 2.
The inclination correction will reduce the surface brightness of highly inclined galaxies, since 
a highly inclined, optically thin spiral galaxy will appear to have a higher surface brightness 
than the same galaxy viewed face on.
The surface brightness distribution appears to be consistent with a flat distribution, as 
O’Neil & Bothun (2000) found. However brighter than the Freeman value (/ig < 21.65), where 
the space density is usually found to significantly decrease, is where the star galaxy separation 
line limits the volume over which these galaxies can be seen. The difference between the
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Figure 4.17: This plot shows 2 LFs produced using the MGC data and A-CDM cosmology. The 
blue line shows the LF produced using the empirical method, and the red lines shows the LF 
produced using the SWML method. There is good agreement within the selection limits. The 
cyan curve shows a LF calculated using the traditional SWML of Efstathiou, Ellis &; Peterson 
(1988). The shaded regions show the limits for each subsample and method. The solid curves 
are the Schechter function fits to the MGC LFs. The dotted line shows the best fit 2dFGRS 
LF (Norberg et al. 2002) and the dashed line shows the best fit SDSS LF, modified by Norberg 
et al. (2 0 0 2 ).
results from the empirical method and the SWML is due to the magnitude range that they 
sum galaxies over. The SWML BBDs are summed to M  = —13, whilst the empirical BBDs are 
only summed to M  = —IQ due to the different Zmin limits. The surface brightness distribution 
appears to get flatter as the magnitude range over which it is summed increases.
4 .4 .3  A-CD M  C osm ology.
For completeness we calculate the LF and j  for the standard A-CDM, using subsample 2 only. 
The relevant Schechter function parameters are in Table 4.1.
The modified SDSS LF is a good fit to the 2dFGRS, but underestimates the bright end 
compared to the MGC. When the LF is calculated from the MGC using a traditional SWML 
Luminosity function without any surface brightness information and therefore visibility, the 
bright end is underestimated, bu t the faint end is overestimated, and becomes comparable 
to the 2dFGRS LF. This suggests that a selection bias rather than a magnitude error is
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responsible. The most likely bias is either the incompleteness correction or the effects of 
the maximum half light radius limit at the bright end. Norberg et al. (2002) assume a 
constant incompleteness, as do we for this simple LF, but we have shown. Fig 4.11, that the 
incompleteness is a strong function of surface brightness. At the bright end, the volume over 
which low surface brightness galaxies can be seen is severely affected by the maximum half- 
light radius, see Fig 4.2. Since the maximum size of a galaxy has not been rigorously defined 
for the 2dFGRS or SDSS it is difficult to test whether this is the cause or not.
4.5  Sum m ary
In this chapter we have set out to reduce the systematic error in the BBD by using deep CCD 
data in our input catalogue rather than the APM catalogue. We have also carefully selected a 
sample for accurate magnitudes, surface brightnesses and high completeness.
We find that the data covers the parameter space right up to the selection limits except 
at the bright end, where a line of galaxies with the same slope as the absolute magnitude - 
effective surface brightness correlation of elliptical galaxies forms a boundary. However, there 
appear to be several extremely bright high surface brightness objects beyond this line. A large 
fraction of these have evidence of recent mergers and so the extreme nature of these galaxies 
is likely to be due to star burst activity.
The BBD was measured using two subsamples, one with an average 95% completeness and 
the other w ith 92% completeness. The BBDs produced using the empirical method could not 
be fitted well with the Choloniewski function, bu t the SWML BBDs could, giving a BBF that is 
significantly broader and shallower than the BBF in Cross et al. (2001). Since the limits in M  
are brighter than the Cross et al. (2001) sample this is most likely to be due to a distribution of 
elliptical galaxies, with a negative gradient luminosity- surface brightness relation at the bright 
end, distorting the spiral galaxy distribution. The BBD was summed to produce luminosity 
functions which were well fit by Schechter functions. The LFs are completely consistent for 
M  < —17.5, and give a mean value of Jb — 1.64 it 0.17 x lO^AZ/0 Mpc~^. When compared 
to recent LFs the MGC matched the ESP well at the bright end, bu t finds a much flatter 
distribution than the 2dFGRS, ESP or SDSS. The difference between the 2dFGRS and MGC 
LFs A  M b  =  0.075 ±  0.025 is consistent with a combination of magnitude errors and surface 
brightness selection effects in the 2dFGRS at the bright end. The initial SDSS LF overestimates 
the space density at every magnitude interval, but the modified version produced by Norberg 
et al. (2 0 0 2 ) closely matches the 2dFGRS and has the same discrepancies with the MGC. 
The surface brightness function calculated is fiat at faint absolute magnitudes and therefore 
consistent w ith the O’Neil & Bothun (2000) result. The surface brightness function appears to 
get flatter as the population is summed to fainter absolute magnitude limits. If it is summed 
to even fainter limits, the space density of galaxies may start to increase as one moves to lower 
surface brightnesses. The surface brightness distribution is significantly broader than the Cross 
et al. (2 0 0 1 ) surface brightness distribution implying a high density of low surface brightness 
galaxies.
The greatest limits on the subsamples selected above were the redshift incompleteness 
and the clustering correction. The clustering correction can be significantly improved by
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using brighter catalogues and the NASA Extragalactic Database (NED) to provide accurate 
magnitudes surface brightnesses and redshifts for galaxies with B m g c  < 1 5 , To improve the 
redshift completeness and therefore improve the random errors and probe intrinsically fainter 
regions of the MGC, we intend to measure redshifts for all objects to B m g c  =  2 0 . This will 
increase the sample size from 1500 — 2000 galaxies to ~  12000 galaxies, with good photometry. 
The small sample size at present means that it is impossible to look at the BBD/LF as a 
function of spectral type, morphological type colour, or redshift.
Using the information gained here about the selection criteria, and using the much larger 
2 dFGRS data base with magnitudes and surface brightnesses corrected using the MGC data, 
it should be possible to improve the numbers of galaxies significantly. Using just the data 
from the 15 UKST plates containing MGC data, on which corrections will be valid, will give 
a dataset of 60,000 galaxies. It will then be possible to measure the BBD for subsamples.
In Chapter 5, we will measure the BBD using 2dFGRS data from the 15 plates that overlap 
w ith the MGC. We will correct the 2dFGRS magnitudes so that they do not have the scale 
errors seen in Chapter 3. The sample size will increase by a factor of 10, so we will be able to 
measure the faint end more reliably and separate the BBD into spectral types. Since spectral 
type 1 galaxies are typically Ellipticals/SOs and Types 2-4 are typically spirals and irregulars, 
we will be able to crudely test the luminosity surface brightness relationship for ellipticals and 
spirals separately.
Chapter 5 
U sing the 2dFGRS to m easure 
the the B B D  as a Function of 
Spectral Type.
In this chapter, we use the much larger data set available on the 15 Two 
degree field galaxy redshift survey (2dFGRS) plates that overlap with the 
Millennium Galaxy Catalogue (MGC) to measure the faint end of the 
Bivariate Brightness Distribution (BBD) and to measure the BBD as a 
function of the spectral types defined by Madgwick et al. (2001).
To use these data, we must first make corrections for the discrepan­
cies between the 2 dFGRS magnitudes and the MGC magnitudes, dis­
cussed in Chapter 3. These are corrected (on a plate by plate basis) 
by fitting a model of the magnitude errors to the 2dFGRS magnitudes 
and mean surface brightnesses. The corrected magnitudes have an offset 
A m { M G C  — 2 d F )  =  —0.003 ±  0.124, an improvement on A m { M G C  — 
2 d F )  =  —0.078±0.157 for the uncorrected magnitudes, measured in Chap­
ter 3. New estimates of the effective surface brightness have also been ob­
tained by fitting a model of the differences between MGC effective surface 
brightness and 2dFCRS mean surface brightness to 2 dFCRS magnitudes 
and mean surface brightnesses. The comparison between the new 2dF- 
CRS (jLe and the MGC j i e  gives A^e(MGG — 2 d F )  =  0.005 ±  0.515mag
arcsec
When the faint end of the luminosity function is probed, we find that 
the faint end slope becomes significantly steeper fainter than M  =  —17, 
confirming the Abell cluster result (Driver et al. 1994) and the ESQ Slice 
Project (ESP) result for field galaxies (Zucca et al. 1997). The f ) - t y p e  
1 galaxies (strong absorption features, mainly elliptical and SO galaxies) 
BBD turns over at M =  —18.5 and does not have a clear luminosity-
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surface brightness correlation. The r7-type 2-4 galaxies (galaxies with 
increasingly strong emission features; Sa-Sd/Im galaxies) have a strong 
luminosity-surface brightness correlation that does not vary much in gra­
dient or width between types. However, the value of M*, and the faint end 
slope vary enormously between types; the faint end slope becomes rapidly 
steeper and the M* point becomes fainter as one moves from yy-type 2  to 
77-type 4.
5.1 In tro d u ctio n
In Chapter 4, we showed that the BBD produced using the MGC data was significantly broader 
in surface brightness and had a shallower luminosity-surface brightness relationship than the 
BBD produced using the 2dFGRS data, given in Chapter 2  and Cross et al. (2001). In Chapter 
3, we showed that the 2dFGRS data, which had already been recalibrated since Cross et al. 
(2001), has a small zeropoint error and considerable non-linearities at the bright end. The MGC 
allows a measurement of the effective surface brightness, the mean surface brightness within 
the half light radius, directly from the data, rather than a fit assuming a face on exponential 
profile, as in Cross et al. (2001).
The BBDs produced in Chapter 4 provided a good measurement of the bright end of the 
BBD and of the luminosity function. We demonstrated that the ESP gives the best fit of the 
previous surveys to the bright end, but that the 2dFGRS and the Sloan Digital Sky Survey 
(SDSS), modified by Norberg et al. (2002), are fainter by 0.075 ±  0.025 mag, probably because 
they do not take the selection limits into account properly.
However, the random errors in the MGC BBD are large since the careful selection of 
data meant that the subsamples chosen to meet our stringent criteria contained only 1 0 0 0 - 
2000 galaxies. Therefore it is impossible to subdivide further to measure the BBD of smaller 
subsamples, e.g. the 77-type 1 galaxies, with the present MGC dataset.
The 2dFGRS contains ~  200,000 galaxies with redshifts, more than enough to get good 
statistics. However, there are systematic errors in the photometry and poorly understood 
selection limits. To use this larger data set, we correct the 2dFGRS photometry on plates 
containing the MGC, significantly increasing the numbers of galaxies in each subsample. We 
can also use the MGC selection limits. Since the empirical and stepwise maximum likelihood 
(SWML) methods, defined in § 2.6.1 and 2.6.2 give the same result, the selection limits are 
well defined.
It is only possible to use the 15 2dFGRS plates containing the MGC galaxies, because the 
limiting isophote and therefore the corrections vary on a plate by plate basis, as can be seen by 
looking a t Fig. 13 of Colless et al. (2001). These plates contain 66705 objects in the 2dFGRS, 
although ~  6 % of these are stars.
In this chapter we will use the larger data set to probe the faint end M  > —17 and to look 
at the BBD for different 77-types separately. We will use the additional information gained 
from these separate 77-type BBDs to understand subtleties in the overall BBD.
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Figure 5.1: This plot shows the variation in the 2dF mean surface brightness jj, with the MGC 
effective surface brightness //g. The variation is linear.
5.1.1 P h o to m e tr ic  C orrec tions
Using a subsample of MGC galaxies which are single components of 2dFGRS galaxies with 
good photometry, as discussed in Chapter 3, we used the 2dFGRS magnitudes (bj) and mean 
surface brightness {p,) to calculate psuedo-MGC magnitudes [BMGC,psd) and effective surface 
brightnesses {He,psd)- We use the values of bj discussed in Chapter 3, i.e those derived from 
calibration with 2MASS and other CCD data, but not calibrated using the MGC.
The form of the correction can be estimated by looking at the variation in bj with B m gc  
and He and the variation in p  with B m g c  and He- A m  =  B m g c  ~  b j  ~~ 0.1353 vs B m g c  is 
shown in Fig 3.18 and Am, vs He is shown in Fig 3.20. The variation in bj with B m g c  has a 
small linear component, with gradient 0.0221 mag m a g "\ see § 3.5.2. The variation with He 
is flat at the low surface brightness end, but non-linear at the high surface brightness end.
Fig 5.1 shows the variation in f i  with He and Fig 5.2 shows the variation in p  with B m g c - 
In both cases the variation is very close to linear. Using the above information, a fit is given 
in Eqns 5.1 and 5.2.
B M G G , p s d  — bj a b{bj — 19.45) +  c(// — 25) +  d(/i — 25)" (5.1)
P-e,psd — // +  e + y  ( p ,  — 25) + (jibj — 19.45) (5.2)
where BMCC,psd and He,psd are p s e u d o - a n d  pseudo-/^g values respectively, a, b, ..., g are 
parameters which are fitted on a plate-to-plate basis. The best fit universal parameters are 
a = 0.428, b = -0.0271, c =  0.273, d = 0.0290, e =  0.738, /  =  0.672 and g = -0.124. The 
values of a to g for each plate are given in Table 5.1
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Figure 5.2: This plot shows the variation in the 2dF mean surface brightness p with the MGC 
^MGC-band magnitude B m g c - The variation is linear.
Table 5.1: A comparison of the solutions found to convert 
mean surface brightnesses to MGC magnitudes and effective
the 2dFGRS bj magnitudes and 
surface brightnesses.
UKST plate a b c d e / 9 X
853 1.243 -0.134 1 .1 1 1 0.157 251/272 1.53 1.52 -0.280 154/273
854 0.456 -0.043 -0.156 -0.083 395/399 1.96 2 .0 2 -0.372 214/400
855 0.358 -0.025 0.105 -0.037 288/383 3.03 2 .0 1 -0.406 146/384
856 1.053 -0.068 0.648 0.036 304/310 4.88 2 .8 8 -0.536 97/311
857 -0.443 -0.053 -0.760 -0.297 288/395 3.30 2.31 -0.454 118/396
858 -0.543 -0.006 -0.911 -0.303 200/244 4.60 2.64 -0.392 92/245
859 1.445 -0.165 1 .1 0 1 0.147 450/402 4.83 3.03 -0.805 146/403
860 0.645 -0.183 0.516 0.023 210/253 2.33 2.39 -0.880 126/254
861 0.855 -0.150 0.740 0.092 311/268 2 .6 6 2.39 -0.701 133/269
862 0.369 -0.168 -0.096 -0.147 212/286 4.31 2 .8 6 -0.844 112/287
863 1.168 -0.017 0.797 0 .1 2 0 386/322 3.73 2.43 -0.442 181/323
864 1.286 -0.185 1 .0 2 1 0.141 245/262 3.01 2.25 -0.766 95/262
865 -0.061 -0.0579 -0.473 -0.191 558/341 3.93 2.14 -0.416 104/342
8 6 6 0.584 -0.096 0.388 -0.014 306/290 2.96 2 .1 2 -0.546 126/291
867 1.234 -0.075 0.892 0 .1 2 1 169/165 4.53 2.81 -0.661 53/166
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Figure 5.3; This plot shows the histogram of A m  = B mgc ~ B mgc ,ps<i - The histogram is well 
fitted by a Gaussian with mean -0.005 mag and standard deviation 0.124 mag.
The minimum was calculated using the Levenberg-Marquardt method, using an error 
A hj =  0.145, calculated from the comparison of MGC with 2dFGRS, SDSS-EDR with 2dFGRS 
and MGC with SDSS-EDR. The error in fi does not vary with the varying isophotal limit 
because the fit is done plate by plate. However it will depend on the seeing, which will affect 
smaller galaxies but not larger galaxies, on sky subtraction and the presence of nearby objects 
which can affect the local background. The error in fi is calculated from the scatter about the 
best fit line between fi and /ig. This scatter is A/i ~  0.85 mag arcsec"^.
When minimised plate by plate the values for the fit to Eqn 5.1 were generally good, 
with typical values y^ = 387 for v =  345 degrees of freedom. When Bmgc,ps(1 is compared with 
Bmgc-, Am{BMCC — Bmgc,ps(1 = -0.005 ±  0.124, an improvement on A m {M G C  — 2dF) =  
—0.078 ±  0.157, measured in Chapter 3. The scatter varies from 0.110 to 0.151 across the 
plates. The overall distribution is shown in Fig 5.3.
The y^ values for the fit to Eqn 5.2 are also good with a typical == 100 for v = 300 degrees 
of freedom. These values seem too good, suggesting that the error in Pe,psd was overestimated. 
We can use the new values of p,e,psd to calculate the error in pe- A//g(/ie — f^e,psd) = —0.003 ±  
0.515. The scatter varies from 0.41 to 0.63 across the plates. Again the scatter is significantly 
reduced. The difference between pe and fie,psdi A/v,g is displayed in Fig 5.4.
The apparent distribution in BMCC,psd and /.ie,psd is shown in Fig 5.5. Henceforth BMCC,psd 
and Pe,psd will be referred to as Bmgc and //g, unless stated otherwise. We also show the 
apparent distribution for each spectral type. Since there was no significant difference between 
the BBDs produced using subsample 1 or 2 (defined in Chapter 4) we have decided to use the 
selection limits from subsample 2 , the larger of the two subsamples.
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Figure 5.4: This plot shows the histogram of A /Ug =  /ie “  fJ‘e,psd- The histogram is well fitted 
by a Gaussian with mean -0.003 mag a r c s e c a n d  standard deviation 0.515 mag arcsec” .^
5.1.2 Incom pleteness and Stellar Contam ination
In Chapter 4, we produced the BBD using the MGC which has high photometric completeness 
and has been carefully eyeball classified to remove unresolved objects. The 2dFGRS has ~  8 % 
photometric incompleteness to Bmgc =  19 and ~  6 .0 % of objects are stars. We can use the 
MGC to measure the stellar fraction and photometric incompleteness in the overlap regions 
and extrapolate over the rest of the survey.
The redshift completeness is corrected as before, but now photometric incompleteness and 
stellar contamination must be factored in. We measure the photometric incompleteness and 
stellar contamination as a function of (RmgCi A^ e), calculating the matrices fstiBMGC^t^e) and 
Cph{BMGC, l^e)-
Ng al { B M G C B ^e )  — N 2 d F { B M G C , 
Ngal{DMGCB^e) =  N2dF{BMGC, l e^)
N g a l , 2 d F { B M G C - ,  h'e) N g q i { B m G C ■> l^e)
N 2 d F { B M G C ,  / ^ e )  N ga l ,2 dF {B M G C , A ^ e )  
1 -  fst{BMGC-,l^e)
Cph{BMGCB^e) (5.3)
The photometric completeness correction should be applied to all galaxies whether they 
have a redshift or not, assuming that the population of galaxies missed in the input catalogue 
is not particularly biased in terms of the ease of measuring the redshift. Objects unresolved 
in the 2dFGRS, or normal galaxies that were missed for one reason or another (e.g. they 
overlapped with a satellite trail) are unlikely to have a biased redshift distribution. However, 
blended galaxies will be underrepresented because of the minimum separation of fibres, and 
the confusion between the two spectra. The minimum separation of fibres is ~  30", see § 3.2.1, 
which corresponds to ~  50kpc a,t z = 0.11, the median redshift. This is roughly the distance
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Figure 5.5: This figure shows the distribution of the galaxies in Bmgc and pLe- The top left 
plot contains all the galaxies, the top right contains only p-type 1 galaxies, the centre left 
shows ry-type 2 galaxies, the centre right only rj-type 3 galaxies an the bottom left contains 
only 77-type 4 galaxies. The dotted lines represent the selection limits.
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Figure 5.6: This shows the fraction of 2dF objects without redshifts that are stars. The contour 
lines represent the following fractions: 0.2, 0.4, 0.6, 0.8 and 1.0. There are no stars in the bright, 
low surface brightness region. The nonlinearities in the UKST plates are particularly bad for 
stars, so the measured magnitudes and surface brightness do not separate the stars and galaxies 
very well.
between the Milky Way and the Magellanic Clouds, i.e. a typical distance between satellite 
galaxies and the main galaxy. Low surface brightness galaxies have poor signal-to-noise, so will 
again be unrepresented. However, the amount of bias is difficult to estimate, and low surface 
brightness galaxies only represent 5% of all missing objects.
The fraction of stars correction should only be applied to galaxies without redshifts, as 
galaxies with redshifts are defined as ones with z > 0.002 and Q >= 3. Thus any stars 
with good quality spectra will be placed w ith objects without redshifts. The definition of the 
fraction of stars must be modified slightly.
Bfst,2dF{BMGC^fJ'e) (5.4)Nnz,2dF{BMGC^lJ‘e)
fst{BMGC,f^e) is shown in Fig 5.6. Cph{BMGCi fJ-e) is shown in Fig 3.37. fstiBMGC.f^e) is 
calculated from the 2dF data using the pseudo-MGC magnitudes calculated above. The stars 
are not separated from the galaxies in the apparent BBD partly because of poor seeing, but 
mainly because of non-linearities in the photometry. Since stars are point sources convolved 
with a point spread function, they will have higher surface brightnesses than galaxies at the 
same magnitude, so they are particularly badly affected by the non-linearities in the plates, 
see § 3.5.1 and in particular Fig 3.14.
The overall redshift incompleteness (24.4%) is higher for the 15 plates than for the MGC re­
gion (8 %) within the selection limits, because the survey ha^ not been completed yet. However, 
where fields have not been completed there should not be any bias in redshift, magnitude or 
surface brightness. The redshift incompleteness code will take care of any magnitude/ surface
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Figure 5.7: This plot shows the distribution in M, pe of 18180 2dFGRS galaxies covering the 15 
plates which overlap w ith the MGC data. These galaxies have been selected using the criteria 
for subsample 2 in Chapter 4.
brightness bias. Therefore there will not be any additional systematic eflFects in incompleteness 
and stellar contamination.
Finally, when we look at subsamples of different 77-type, it is necessary to correct for the 
fact that not all galaxies without redshifts are of the same type. As Fig 5.5 demonstrates, the 
fraction of each type varies in both Bmgc and pe- We multiply Eqn 5.3 by an extra factor 
• Like the stellar contamination correction, this is only applied to galaxies without 
redshifts.
5 .2  O verall B B D
Fig 5.7 shows the distribution of the 2dFGRS galaxies in the M, plane, for the redshift 
limits used in the empirical method. Faint low surface brightness galaxies can be seen right 
up to the limits, but for the rest of the galaxies, there is either a clear gap or a substantial
Chapter 5: The BBD as a Function of Spectral Type. 156
Table 5.2: A comparison of the fits found both subsamples using both methods. All results are
converter to Johnson B and are calcu ated for an Einstein-de Sitter cosmology, unless stated
Sample a /5m hi M^
EMP
All
Type 1 
Type 2 
Type 3 
Type 4
-18.93 ±0.1 
- 2 0 .2 0  ± 0 .1  
-18.63 ±0.1 
-19.27 ±0.1 
-18.28 ± 0 .1
(1 2 .6  ± 1 .2 ) 
(8.80 ±1.3) 
(6.46 ± 1.3) 
(0.690 ± 1.3) 
(2.89 ± 1.3)
-0.641 ± 0.03 
-0.45 ± 0.05 
-0.82 ± 0.05 
-1.47 ±0.05 
-1.25 ±0.05
-0.192 ±0.02 
-0.500 ±0.05 
0.304 ±0.05 
0.276 ± 0.05 
0.0857 ±0.05
22.55 ±0.1 
23.57 ±0.15 
22.70 ±0.15 
22.34 ±0.15 
22.72 ±0.15
0.431 ± 0.005 
0.592 ± 0.007 
0.797 ± 0.007 
0.688 ± 0.007 
0.615 ±0.005
SWML
All
Type 1 
Type 2 
Types
Type 4
-19.30 ±0.1 
-19.20 ±0.1 
-18.85 ±0.1 
-18.94 ±0.1 
-19.17 ±0.1
(19.3 ±1.2) 
(10.9 ± 1.3) 
(9.36 ± 1.3) 
(3.98 ± 1.3) 
(1.60 ±1.3)
-0.99 ±0.05 
-0.39 ±0.05 
-0.71 ±0.05 
-1.15 ±0.05 
-1.48 ±0.05
0.132 ±0.03 
0.012 ±0.05 
0.219 ±0.05 
0.265 ± 0.05 
0.215 ±0.05
22.00 ±0.15 
21.99 ±0.1 
22.22 ±0.15 
21.95 ±0.15 
21.67 ±0.15
0.565 ±  0.005 
0.498 ±  0.005 
0.570 ±  0.007 
0.565 ± 0.007 
0.549 ± 0.007
dJL*i
085*1
-19.39 ±0.17 
- 2 0 .2  ± 0 .2 —
-0.93 ±0.1 
-1.35 ±0.15
0.49 ± 0.04 
-0.080 ± 0.005
22.82 ±0.19 
20.8 ±0.15
0.61 ± 0.04 
0.725 ± 0.05
de Jong 
nosity and
& Lacey (2000) and Choloniewski (1985). These have been converted from lumi- 
diameter to luminosity and surface brightness, see text for details.
reduction in numbers before the limits are reached. The relationship (Eqn 4.1) seen a t the 
bright, high surface brightness edge of the distribution for MCC galaxies is not as well defined 
in this sample. However, this can be readily explained by the 0.5 mag arcsec"^ error in pig.
The BBD produced via the empirical method is shown in the top left hand corner of Fig 5.8. 
The BBD produced via the stepwise maximum likelihood method (SWML) is shown in the 
bottom left hand corner, and the errors for each BBD are shown in the corresponding corners 
on the right hand side.
The best fit parameters for the bivariate brightness function (BBF) are given in Table 5.2. 
The BBFs calculated for whole distribution of galaxies via the empirical method agrees with 
the BBF calculated via the SWML for the 3 Schechter parameters (M*, if* and a) and for 
the w idth of the Caussian distribution (cr^). However, the gradient of the luminosity surface 
brightness correlation (/?^) does not agree. As in Chapter 4, the gradient of the correlation is 
steeper for the sample w ith the faintest absolute magnitude limit.
When the whole distribution is summed to produce a luminosity function, the result is 
shown in Fig 5.9. The best fit Schechter parameters are given in Table 5.3. The luminosity 
function appears to rapidly steepen at M b  ~  —17, which means that the result derived via 
SWML has a steep faint end slope o; =  —1.13, whereas the empirical method which only has 
data to M  ~  —16 has a very flat faint end slope a  =  —0.994. The SWML value for a  tallies 
well with the 2dFCRS value for the NCP (a =  —1.136; Norberg, private communication). A 
steepening of the faint end slope was also observed in the ESP data (Zucca et al. 1997) and 
in Abell clusters (Driver et al. 1994). This would explain the discrepancy in the faint end of 
the luminosity function for surveys w ith bright limits such as Stromlo APM, EEP, CfA and 
Durham UKST which produce essentially flat LFs and the deeper surveys such as Autofib, 
ESP, 2dFCRS and SDSS which find a  —1 .2 , see Fig 1.1. Driver et al. (1994) and Zucca et 
al. (1997) suggested that the luminosity function would be better fitted by a combination of 
functions. Zucca et al. (1997) suggested that fainter than M  =  Mg, the function should be
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Figure 5.8: The 2dFGRS Bivariate Brightness Distribution, The top left hand plot shows the 
BBD produced via the empirical method with the errors for this plot shown in the top right 
plot. The bottom left hand plot shows the BBD produced via the SWML method w ith the 
errors for this plot shown in the bottom right plot. The contour lines for the BBDs are set at
1,0 X  10-^  1,0 X  10-^  2,5 X  10-^  5,0 x 10"^ 7.5 x 1 0 " \ 1,0 x 1 0 '^  1.25 x 10'^, 1.5 x 10"^, 
1,75 X  10“^, 2,0 X  10“ ^, and 2,25 x 10“  ^ galaxies Mpc“ .^ The contour lines for the errors are 
set at 1.0 X  1 0 - \  1,0 x 1 0 " \ 5 x 1 0 " \ 1,0 x 1 0 - \  1.5 x 1 0 " \ 2,0 x 10"^ 2.5 x 10"^ 3.0 x 10"^ 
and 3,5 x 10“  ^ galaxies Mpc“ .^ The shading represents the regions where V  < 5000Mpc^.
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Figure 5.9: This plot shows the luminosity function calculated using the empirical method 
(blue solid line) and the SWML method (red solid line) and the MGC calculated via the 
SWML (blue dashed line). The solid green lines represent Schecter Function fits to the two 
methods. The dotted green line represents the 2dFGRS (Norberg et al. 2002) and the short 
dashed line is the ESP LF (Zucca et al. 1997). The two methods give identical results at the 
bright end, and up to the point where the empirical method runs out of data. However, the 
faint end slope rapidly steepens for M  > —17. This explains why all the MGC LFs were flat. 
The dip a t M  ~  —17 seen in the MGC is not apparent when data from all 15 plates are used.
replaced by a power law w ith index /3. The best fit values are =  —16.71 and /3 =  —1.57, 
with a  — —1.16 and Mg =  —19.29. Driver et al. (1994) use a combination of 3 Schechter 
functions, one for ellipticals and spirals, a second for dwarf ellipticals and SOs and a third 
for dwarf irregulars. The Schechter functions for each group are: M* =  —19.49, </>* =  0.016, 
a  = —1.1 (ellipticals and spirals); M* == —16.49, = 0.032, a  =  —1.8 (dwarf ellipticals and
dwarf SOs); M* =  —16.49, =  0.064, a  — —1.8 (dwarf irregulars).
5.3 T h e  B B D  as a F u n ction  o f  S p ectra l T y p e
In Fig 5.10 we display the distribution of galaxies of each spectral type (see Madgwick et 
al. 2001) in the M^pe plane. In Fig. 4 of Madgwick et al. (2001), there is a comparison of 
2dFGRS spectral type and morphological types from the Kennicutt Atlas (Kennicutt 1992). 77- 
type 1 galaxies correlate with ellipticals and SO galaxies, 77-type 2  galaxies correlate w ith Sa/Sb 
galaxies, 77-type 3 galaxies correlate w ith Sb/Scd galaxies and 77-type 4 galaxies correlate w ith
Chapter 5: The BBD as a Function of Spectral Type. 159
Table 5.3: A comparison of the fits 
converted to Johnson B and are ca
found both subsamples using both methods. All results are 
culated for an Einstein-de Sitter cosmology, unless stated
Method/Sample 3 log h a z/ J / I O ^ / zL q M p c  ^
EM P/All -19.36 ± 0.06 (19.1 ± 0 .8 ) -0.994 0 .0 2 62.3 9 (1.64 ± 0 .1 2 )
EM P/Type 1 -19.18 ± 0.07 (1 1 .1 ± 0.9) -0.392 0.03 49.7 9 (0.73 ± 0.08)
EM P/Type 2 -19.14 ± 0.07 (7.07 ± 0.9) -0.827 0.03 10.75 8 (0.46 ± 0.05)
EM P/Type 3 -18.88 ± 0.07 (4.46 db 0.9) - 1 .1 2 0 ± 0.03 12.75 7 (0.27 d b 0.03)
EM P/Type 4 -18.72 0.07 (2 .0 2 =b0.9) -1.433 ± 0.03 13.7 7 (0.15 ± 0 .0 2 )
SWML/All -19.44 0.06 (16.7 ± 0 .8 ) -1.126 0 .0 2 30.7 16 (1.69 d r 0 .1 2 )
SWML/Type 1 -19.30 ± 0.07 (10.5 ± 0.9) -0.497 ± 0.03 18.0 14 (0.76 d b 0.08)
SWML/Type 2 -18.92 i 0.07 (9.01 ± 0.9) -0.830 ± 0.03 15.9 13 (0.48 ± 0.05)
SWML/Type 3 -18.98 ± 0.07 (3.96 ± 0.9) -1.215 ± 0.03 1 1 .2 13 (0.29 ± 0.03)
SWML/Type 4 -19.06 0.07 (1.97 i 0.9) -1.470 0.03 8 .0 13 (0 .2 2 d r 0 .0 2 )
Scd galaxies. As one moves from 77-type 1 to 77-type 4 galaxies, one moves from early to late 
type galaxies. Spectral type 1 galaxies are bounded within the selection limits and contain 
many bright, high surface brightness galaxies. In contrast types 2-4 show a strong luminosity- 
surface brightness correlation and are found right up to the boundaries at the faint, low surface 
brightness end.
When the distributions used to produce the BBD via the SWML methodology are displayed, 
many more outliers are seen amongst the type 1 galaxies. Pig 5.11. Types 2-4 show a very 
similar distribution as that in Fig 5.10.
The BBDs produced for each type are displayed in Fig 5.12 and Fig 5.13. The fitting param­
eters are shown in Table 5.2. The fit to 77-type 1 galaxies produces different parameters when 
the SWML method is used compared with the parameters derived via the empirical method. 
The empirical method finds a tightly bounded distribution, centred on M  =  —18.5,^e =  22.2 
w ith a high degree of circular symmetry. The best fit gives a luminosity-surface brightness cor­
relation with — —0.5, close to the gradient of the Kormendy relationship given in Eqn 4.2. 
However, the BBD produced via SWML has a double peaked distribution, with a second peak 
at M  =  —16,/ie — 23. Madgwick et al. (2001) also saw an increase in 4>{M) at the faint 
end for 77-type 1 galaxies. Since the Choloniewski function is not designed for double peaked 
distributions, the fit is poor and any correlations between M  and pe are lost since the main 
axis of the function is forced to fit along the direction between the two peaks. This second 
peak probably corresponds to dwarf elliptical galaxies.
77-types 2-4 all have a similar value of 0.215 < /?^  < 0.30 apart from the 77-type 4 BBD 
derived via the empirical method. However, in this case it is impossible to get a good fit since 
there are only 17 bins with which contain more than 10 galaxies, so the constraints are not 
very good. The w idth of the distribution cr^  varies over a small range too. 0.549 < < 0.570
via the SWML and 0.615 < ct^  < 0.797 via the empirical method. The gradients of the BBDs 
produced via the empirical method are also steeper. These parameters correlate, so variations 
in one will produce variations in the other. Again, the SWML is better constrained at the faint 
end, assuming that we have not missed any selection effects. If we just use the SWML fits, then 
types 2-4 have a w idth cr^  =  0.56 ±  0.01 and types 2 and 4 have the same luminosity surface 
brightness relationship Sfj. = 0.217 ±  0.002, bu t the type 3 BBD is steeper =  0.265. While,
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Figure 5.10: This figure shows the distribution of the 4 spectral types of galaxy defined by 
Madgwick et al. (2001) in M  and pe- This shows the subsamples used to calculate the BBD 
via the empirical method. The type 1 distribution is shown in the top left corner, the type 2 
distribution is shown in the top right, type 3s in the bottom left and type 4s in the bottom 
right. The shaded region represents the region where the volume is less than 5000Mpc^. 
The distribution of type 1 galaxies is well within the selection boundaries, and is centred on 
M  = —19,/Ug =  22. Types 2-4 all have a noticeable luminosity- surface brightness correlation, 
and reduce significantly in numbers before the bright, low surface brightness boundary.
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Figure 5.11: This figure shows the distribution of the 4 spectral types of galaxy defined by 
Madgwick et al. (2001) in M  and pe- This shows the subsamples used to calculate the BBD 
via the SWML method. The type 1 distribution is shown in the top left corner, the type 2 
distribution is shown in the top right, type 3s in the bottom left and type 4s in the bottom 
right. The shaded region represents the region where the volume is less than 5000Mpc^. 
The distribution of type 1 galaxies is well within the selection boundaries, and is centred on 
M  = — 19,/ie =  2 2 . Types 2-4 all have a noticeable luminosity- surface brightness correlation, 
and reduce significantly in numbers before the bright, low surface brightness boundary.
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Figure 5.12: The 2dFGRS Bivariate Brightness Distribution as a function of spectral type, 
all produced via the empirical method. The top left hand plot shows the BBD for 77-type 1 
galaxies, the top right plot shows the BBD for 77-type 2 galaxies, the bottom left hand plot 
shows the BBD for 77-type 3 galaxies and the bottom right hand plot shows the BBD for 77- 
type 4 galaxies. The contour lines for the BBDs are set at 1.0 x 10” ,^ 1 .0  x 10“ '^ , 2.5 x 10“ “^,
5.0 X 1 0 - \  7.5 X 1 0 - \  1.0 X 10-^  1.25 x 1 0 ' \  1.5 x 1 0 '^  1.75 x 1 0 " \ 2.0 x 1 0 '^  and 2.25 x 10'^ 
galaxies Mpc“ .^ The shading represents the regions where V < 5000Mpc^.
Chapter 5: The BBD as a Function of Spectral Type. 163
p I appears to get brighter as one moves from type 2 to type 4, it is important to be cautious, 
p I correlates w ith M*, and while the distributions get significantly fainter going from type 2 
to type 4, M* gets brighter. The 3 parameters pl^ (3^  and are similar to those found in 
Cross & Driver (2001) for the original 2dFGRS data, =  0.281 ±  0.007, pi = (21.90 ±  0.01) 
mag arcsec"^ and <7 ^ =  0.517 ±  0.006, see § 2 .7 .2 .
5.3.1 Comparison w ith  Theory
Since 77-type 1 galaxies correlate with early type galaxies, ellipticals and SOs, and 77-type 2-4 
galaxies correlate with late type galaxies, spirals and irregulars, the luminosity-surface bright­
ness correlation appears to relate to the morphology of the galaxy, de Jong & Lacey (2000) use 
the Fall & Efstathiou (1980) disk galaxy formation model to predict the BBD. This assumes a 
dissipational collapse of a gas cloud to form a disk, with angular momentum conserved. Disks 
are supported by the rotation of the disk. Disks have constant (complete) dissipation but a 
range of angular momenta. Faint, low surface brightness disks have high angular momentum, 
and bright, high surface brightness disks have low angular momentum.
Wyse & Jones (1984) discuss the relationships between the rotational parameter {vjor) to 
surface brightness and absolute magnitude. The rotational parameter is defined as the ratio 
of maximum rotational velocity to mean velocity dispersion within half the de Vaucouleurs 
radius. Brighter and lower surface brightness galaxies tend to have lower rotational parameters, 
although the correlation is stronger in surface brightness. They argue that dissipation is the 
key to understanding this correlation since dissipation increases both the surface brightness 
and the importance of rotational velocities, de Zeeuw & Franx (1991) discuss the dynamics 
of elliptical galaxies and point out that only the centres will have had time to come into 
dynamical equilibrium, since the dynamical timescale in the outer parts of elliptical galaxies 
is similar to the Hubble time (3 > 10  ^ yrs). Thus elliptical galaxies can be thought of as 
systems w ith constant angular momentum bu t different amounts of dissipation. Fainter, high 
surface brightness ellipticals have smaller dynamical time scales, since the dynamical time is 
proportional to (r^/^/M^/^), where r  is radius, and M  is the enclosed mass. Smaller ellipticals 
will have dissipated more, and be closer to equilibrium. Larger, lower surface brightness 
ellipticals have had much less dissipation and are further from equilibrium.
Zhang & Wyse (2000) have used these models to discuss the formation of the Hubble 
sequence for spiral galaxies. They suggest that disks form first, through the dissipational 
evolution discussed above. Bulges then form from bar instabilities. This gives the variety of 
bulge-to-disk ratios seen throughout spiral galaxies.
As one moves from 77-type 1 to 77-type 4, the faint end slope a  steepens significantly. 77-type 
Is represent a distribution that may be better represented by a double Gaussian for the bright 
population, 77-type 2s have a  ~  —0.8, 77-type 2s have a  ~  —1.2 whereas 77-type 4 galaxies have 
a faint end slope a  — —1.45. The population becomes intrinsically fainter with each 77-type 
too, although the shape of the functions is such that M* can actually get brighter. We will 
discuss the Schechter parameters more in the context of the luminosity function.
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Figure 5.13: The 2dFGRS Bivariate Brightness Distribution as a function of spectral type, all 
produced via the SWML method. The top left hand plot shows the BBD for ry-type 1 galaxies, 
the top right plot shows the BBD for r/-type 2 galaxies, the bottom left hand plot shows 
the BBD for 77-type 3 galaxies and the bottom right hand plot shows the BBD for 77-type 4 
galaxies. The contour lines for the BBDs are set at 1 .0  x 1 0 “ ,^ 1 .0  x 10“ '*, 2.5 x 10“ ,^ 5.0 x 10“ '*, 
7.5 X 10“ '*, 1.0 X 10“3, 1.25 X 10“ 3, 1.5 x 10“%, 1.75 x 10“^  2.0 x 10“ %, and 2.25 x 10“% galaxies 
Mpc“ .^ The shading represents the regions where V < 5000Mpc^.
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5.3.2 C om parison  w ith  o th e r  O bservers
In Table 5.2 we have also listed the parameters obtained by Choloniewski (1985) for elliptical 
and lenticular galaxies and de Jong & Lacey (2000) for Sb-Sdm spirals. The Choloniewski
(1985) data are a sample of 233 galaxies from Sadler (1984), with ruest < 14, D{ESO) > 1%
and can be compared to 77-type 1 BBD. ruest is the estimated total brightness and D{ESO)  is 
the maximal isophotal diameter. The data are in the B-band and the parameters have been 
converted to Hg =  100 kms“ *Mpc“ *. We have converted the absolute magnitude and half 
light radii values to the absolute magnitude and effective surface brightness parameters using 
Eqn 2.22. Choloniewski uses Eqn 5.5 to express the luminosity-scalesize correlation:
log r  =  aM  +  h (5.5)
The conversions from a, b and the w idth ar^ to pe and cr^  are given as:
f3^  — 1 5a
//* =  ( ! -  5a)M* -  5b 4- 38.567
cffji — 5<jj.g (5.6)
The Choloniewski (1985) BBF gives a j3^  value close to the SWML value; a fiat distribution. 
However the value of and //* are very dijfferent to either the empirical or the SWML values. 
The value of a  that Choloniewski finds is much steeper (a =  —1.35) although M* agrees well 
w ith the empirical method result.
The de Jong & Lacey sample was also converted to absolute magnitude and effective surface 
brightness parameters and has been converted from the I-band, see § 2.7.3. In Chapter 2, we 
compared it to the preliminary 2dFCRS BBD and found that while and p* corresponded, 
the gradient was significantly steeper. The increased gradient in the de Jong & Lacey 
sample could be due to contamination by ellipticals/SOs in the Cross et al. (2001) sample 
or the colour-luminosity correlation seen by e.g. Marzke et al. 1997, Blanton et al. (2001), 
Brown et al. (2001), and the colour-surface brightness correlation, Brown et al. (2001). This is 
discussed in § 2.7.3. However, we can now use the 77-type 3 BBD to test whether contamination 
by ellipticals is the reason for the discrepancy. The 77-type 3 sample is mainly composed of 
Sb-Scd galaxies (see Madgwick et al. 2001) and so it is a straight forward comparison to de 
Jong & Lacey. The only difference, apart from the selection boundaries which are dealt with 
by the methodology, is the colour. Again we find that the de Jong & Lacey (2000) sample has 
a much larger The values of /i* and lie between the values for the empirical method 
and the SWML method, so give a good match. However M* is significantly brighter and a  
significantly flatter. Blanton et al. (2001) finds no significant change in a  with filter for the 
SDSS luminosity function and finds a  = —1.25 in the Sloan i* filter. Since the de Jong & 
Lacey (2000) sample is quite bright, this effect could be due to a more complicated luminosity 
function, which starts off flat before rapidly steepening.
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Figure 5.14: The top left hand corner shows the LF for 77-type 1 galaxies, the top right shows 
the LF for 77-type 2 galaxies, the bottom left shows the LF for 77-type 3 galaxies and the bottom 
right 77-type 4 galaxies. In each the red lines show the LFs produced via the empirical method 
and the blue lines via the SWML method, with the Schechter function fits shown as the solid 
curves. The dotted curves show the Madgwick et al. (2001) Schecter function fits.
5.3.3 Lum inosity Functions of 77-types.
The Madgwick et al. (2001) LFs were produced using a type-dependent K-correction, bu t not 
the (K-fe) correction derived by Norberg et al. (2002) that we have been using. To compare 
the results that have a different sets of K-corrections we calculate the difference between the 
corrections at z =  0.1 for each type and apply this offset to the Madgwick LFs. The offset 
/S. M {N  or her g — Madgwick) — 0.076 mag for 77-type 1 galaxies, A M { N  — M)  = 0.126 mag for 
77-type 1 galaxies, A M { N  — M)  = 0.016 mag for 77-type 3 galaxies and A M { N  -~M)  =  —0.076 
mag for 77-type 4 galaxies.
The 77-type 2,3 and 4 luminosity functions calculated above agree well with the Madgwick 
et al. (2001) LFs. The 77-type 1 produced using the bivariate brightness distribution gives a 
distribution with a slightly brighter M *.
Since 77-type 1 galaxies are predominantly high surface brightness galaxies, they will be 
most affected by the non-linearities identified in Chapter 3. Thus the magnitudes of many of 
the 77-type Is will be underestimated, leading to a distribution with a slightly fainter M*, as 
observed.
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The 77-type 2 and 77-type 4 luminosity functions produced via the empirical and stepwise 
methods do not agree w ith each other. For 77-type 2 galaxies, the SWML method produces a 
luminosity function that is underdense compared to the empirical method at the bright end and 
overdense at the faint end. The converse is true for 77-type 4 galaxies. Fig 5.15 compares the 
luminosity functions produced by summing each type up with the overall luminosity function 
using the empirical method and the stepwise method. Using the empirical method, both 
luminosity functions agree, bu t using the SWML method, they do not agree. The luminosity 
function for galaxies without any 77-type is unbiased, i.e. it has the same shape as the overall 
BBD., when calculated via the empirical method, bu t is biased when calculated via SWML.
Norberg et al. (2002) find that their luminosity function gives similar parameters to Madg­
wick et al. (2001) if they adopt the Madgwick et al. (2001) mean K-correction. We find that 
the 77-type Is are underestimated, but 77-types 1, 2  and 3 are not. Therefore we expect the 
bright end of LF to be slightly fainter, and this is exactly what we see.
5 .4  M iss in g  G alax ies
So far when we have summed the BBD to get the LF we have only summed it over the 
range 21.0 < < 24.5, i.e. where the completeness is high. Unfortunately lack of redshifts
prevents us measuring the BBD at lower or higher surface brightnesses and thus measuring 
the LF properly.
Fig 5.13 demonstrates that the completeness is good for M  < —17, bu t there is a significant 
number density of faint low surface brightness galaxies, with M  > —17, particularly 77-type 2 
galaxies. Unfortunately, we cannot take these into account properly by just summing in surface 
brightness. We must extrapolate beyond the limits to estimate the missing contribution of low 
surface brightness galaxies.
However, the analytical functions can be extrapolated beyond the selection limits. When 
the Choloniewski function is summed across the whole range of surface brightness, the result 
is a Schechter function, with the same parameters M*, (/)* and a. Since we have shown 
that the Choloniewski function gives a very poor fit to the BBD for the whole data set, 
bu t gives better fits to each type, we will sum the distributions for each type to give the 
final luminosity function, which has been corrected for selection effects, includes photometric 
corrections, redshift incompleteness corrections and photometric incompleteness corrections.
Unfortunately the fits are still not good enough to extract a reliable LF by this method, see 
Fig 5.16. Separating galaxies into morphological types rather than spectral types and using 
better fitting functions will improve the results.
5.5  Sum m ary
In this chapter we have used the much larger data set of the 2dFGRS to help to constrain the 
faint end of the luminosity function and to look at the BBD of the spectral types identified by 
Madgwick et al. (2001). To be able to use this data set, we first had to correct the 2dFGRS 
magnitudes and surface brightnesses to the MGC values removing non-linearities. We find that 
the errors are significantly reduced and are Gaussian.
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Figure 5.15: Plot showing the LF for all the 77-types plotted together. The top plot shows the 
LFs produced via the empirical method and the bottom plot shows the LFs produced via the 
SWML method. The open triangles are the 77-type 1 LFs, the 3 pointed crosses are the 77-type
2 LFs, the open squares are the 77-type 3 LFs, and the 4 pointed crosses are the 77-type 4 LFs. 
The combined LFs are also shown. The solid line represents the LF produced from all the 
galaxies. The short dashed line represents the LF produced from galaxies without a spectral 
classification and the long dashed line is the sum of the LFs for the four spectral types. The
3 combined LFs agree well for the LFs via the empirical method, suggesting that there is no 
bias, bu t do not agree for the SWML, suggesting some bias in the incompleteness correction.
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Figure 5.16: This plot shows the final LF (triangles) when the Schechter parameters of the 4 
77-type BBFs, from the Empirical method are added up. The LF with squares is the LF found 
by summing the BBD within the limits. The LF with crosses is the 2dFGRS LF from Norberg 
et al. (2 0 0 2 ). At the bright end the number density increases by ~  10%, demonstrating the 
effects of galaxies beyond the selection boundaries. Poor fits to the BBF, particularly by the 
rj-type 1 galaxies leads to an underestimate at the faint end.
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When we use the whole 2dFGRS dataset on the 15 plates in common we find that the faint 
end slope steepens significantly for M  > —17, consistent with the ESP LF (Zucca et al. 1997) 
and the Abell cluster LF (Driver et al. 1994).
When we separate the data into the four spectral types we find that the î^-type 1 galaxies 
form a tight puddle of galaxies at the bright, high surface brightness end of the overall BBD, 
well inside the selection boundaries, with a separate group of galaxies at the faint end which 
increases up to the selection boundaries. The type 1 BBD is not well fit by the Choloniewski 
function and the two methods give very different fits. The empirical method gives a fit which 
has a luminosity surface brightness correlation close to that found by Kormendy (1977). The 
SWML result, which penetrates to fainter limits picks up this second group of galaxies and 
gives a flat relationship between luminosity and surface brightness.
The spectral types 2-4, which are closely related to spirals/ irregulars show a strong luminosity- 
surface brightness relationship which is lost in the whole data set by the type 1 / elliptical galax­
ies. The gradient and w idth do not vary w ith type, although there is great variation in the 
luminosity function with type.
Overall, the luminosity functions found by summing the BBDs in surface brightness repro­
duce the luminosity functions found by Madgwick et al. (2001).
By summing up the BBDs across the whole surface brightness range we can account for 
galaxies outside the surface brightness limits of the MGC/2dFGRS and get a better estimate 
of the luminosity function. Unfortunately the BBF is not well fit to the whole distribution. 
When we apply the BBFs for each type we increase the number density slightly at the bright 
end, bu t miss galaxies at the faint end. This is due to the poor fit that the Choloniewski LF 
has to the 7?-type 1 galaxies.
Chapter 6 
Conclusions
6.1 C onclu s ion s
The focus of this thesis has been two fold: to understand the variation seen in the published 
values of the luminosity function and the surface brightness distribution; to study the distribu­
tion of galaxies in absolute magnitude and effective surface brightness with a view to eventually 
constraining models of galaxy formation and evolution.
To solve both these problems we have used the bivariate brightness distribution to measure 
the number density in absolute magnitude (M) and effective surface brightness (//g). Using 
the BBD we test for and remove the surface brightness selection effects described in § 2.4 as 
well as assess completeness, photometric errors, clustering and the volume over which galaxies 
can be seen in both M  and (Iq. The BBD gives us additional constraints on the formation and 
evolution of galaxies, see e.g. Dalcanton, Spergel & Summers (1997), de Jong & Lacey (2000) 
and Zhang & Wyse (2000). In this thesis, we have not developed models, or thoroughly tested 
models w ith our data. We have concentrated on calculating the BBD free of surface brightness 
selection biases.
To calculate the BBDs we have used two methods. The first, published in Cross et al. 
(2 0 0 1 ) is an empirical method, which uses the data as much as possible, to define the selection 
limits and calculate the necessary corrections. The maximum redshift that a galaxy can be 
seen to at each M  and pe is determined from the distribution of galaxies within that bin 
and a volume limited sample is defined to calculate the amount of clustering as a function of 
redshift. The incompleteness is also calculated from the data. We describe this method in 
§ 2.6.1. The second method is a more theoretical method, based on the stepwise maximum 
likelihood method (SWML, Efstathiou, Ellis Sz Peterson 1988), updated to two dimensions to 
take into account surface brightness using Sodré & Lahav (1993) and then modified to take 
into account visibility theory (Phillipps, Davies & Disney 1990) in § 2.6.2.
We find that both methods give closely matching results for the BBDs calculated in Chapter 
4, and for most of the BBDs calculated in Chapter 5. Where there were differences, for ?7-type 
2 and 77-type 4 galaxies it appears that the incompleteness correction, which was applied in 
similar ways for both methods failed when the SWML method was used. Overall the two 
methods are consistent, demonstrating that our estimators are not causing any systematic 
errors.
We fitted the Choloniewski (1985) bivariate brightness function (BBF) to a preliminary Two 
degree Field Calaxy Redshift Survey (2dFCRS) data set, and show that all of the variation 
at the bright end can be accounted for by the variation in the isophotal detection threshold
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(23 < fiiim < 26). However, we find that there is greater variation in the faint end than we 
can account for by surface brightness selection effects alone.
In Chapter 3, we tested the reliability of the 2dFCRS and the Sloan Digital Sky Survey 
Early data Release (SDSS-EDR) photometry, using a deep wide field CCD survey that covers 
36deg^ of an equatorial strip coincident with both the 2dFCRS Northern Calactic Pole (NCP) 
region and the SDSS-EDR. This survey, the Millennium Calaxy catalogue (MCC) has a depth 
of 26 mag arcsec"^ and typical seeing of 1.3". The rms scatter between objects in the overlap 
regions is 0.023 mag (Liske et al. 2002),
We found that the 2dFCRS has 6.0% stellar contamination, which agrees well w ith the 
estimate of Maddox et al. (1990b) of 5%, and the measured spectral contam ination 6% (Colless 
et al. 2001). Fig 3.8 shows that there is good agreement between the MCC classification and 
the spectral classification. We found that 8.4% of 2dFCRS objects had two or more MCC 
counterparts. As Fig 3.13 demonstrates, the flux of the 2dFCRS object matches the combined 
flux of these objects, suggesting that these objects were blended on the Schmidt plates, or by 
the Automated Plate Measuring (APM) machine, rather than one object being too faint or 
too small to get into the catalogue.
When the photometry of the 2dFCRS was compared to the MCC photometry, we find 
A m { M G C —2dF) = —0.078db0.157. However, we find that there are significant non-linearities 
in the magnitudes at the high surface brightness end, which increase with increasing surface 
brightness. When we do a similar comparison to the SDSS-EDR we find that A m { M G C  — 
S D S S )  = —0.009±0.100, and we do not see any scale error in magnitude or surface brightness. 
Therefore it appears that it is the 2dPCRS which has the scale errors. Photographic plates, 
such as the Schmidt plates that the 2dFCRS magnitudes are measured from are non-linear in 
their response. These are very difficult to correct properly, especially when the flux of photons 
is high. Modern CCDs, which the MCC and SDSS are based on have a linear response, but 
have additional problems with readout noise, bleeding and defects. More importantly, CCDs 
cannot cover such a wide area, and it is only recently that improving sizes have made wide 
field CCD surveys possible.
We have tested the photometric completeness of the 2dFCRS and SDSS-EDR. We find 
that while the SDSS < 2% incomplete at B m g c  = 19, rising to <  3% at B m g c  =  20, the 
2dFCRS is ~  8.2% incomplete up to B m g c  — 19, with an extrapolated incompleteness of 
~  14% at the 2dFCRS limiting magnitude {hj  =  19.45, B m g c  =  19.51). We find that both 
the SDSS-EDR and the 2dFCRS are missing low surface brightness galaxies (due to the surface 
brightness limits) and small angular size galaxies (due to star-galaxy separation). However, 
the 2dFCRS also misses a significant number of blended objects and normal galaxies. Since 
the brightest component of blended objects was taken to be the match, the missing secondary 
objects were biased towards the faint end. Only ~  5% of missing 2dPCRS galaxies are low 
surface brightness galaxies (LSBGs). However, the MGC misses objects with rg > 16", so we 
are incomplete for some bright low surface brightness galaxies. The combined photometric 
completeness of the 2dFGRS and SDSS is high, see Fig 3.40, with the incompleteness only 
rising above 10% for the faint, low surface brightness objects.
We also test the redshift incompleteness of 2dFGRS and SDSS and find that the redshift
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incompleteness has a strong surface brightness dependence, particularly in the 2dFGRS. This 
problem was highlighted by Schectman et al. (1994) and Lin et al. (1996) for the Las Campanas 
Redshift Survey (LCRS). Fig 3.42 demonstrates the redshift completeness in the BMGC^t^e 
plane of the combined MGC, 2dFGRS and SDSS-EDR data set that we have produced.
This data set with MGC photometric parameters, 2dFGRS redshifts and spectral types and 
SDSS-EDR redshifts is used to measure the BBD accurately in Chapter 4. It contains accurate 
photometry which has been tested against the 2dFGRS and SDSS, and a deep isophote, so it 
is complete beyond the limits of the 2dFGRS and SDSS. Every B mgc  < 20 object has been 
eyeballed for careful star-galaxy separation, which is consistent w ith spectroscopic estimates. 
The selection limits are well defined for this data set and the greatest limitations are found to 
be the redshift incompleteness of the 2dFGRS and SDSS-EDR.
We find that the distribution of galaxies in the M, /ig plane is seen right up to the selection 
boundaries, except at the bright high surface brightness end. Some limits were imposed to 
produce a high completeness sample, w ith well defined selection limits, and these are not 
strictly detection limits. However, some limits, such as the maximum half-light radius are 
detection limits but are not taken into account in most surveys. The problems associated with 
background estimation and subtraction are potentially the greatest hindrance to finding giant 
low surface brightness galaxies.
The bright, high surface brightness edge of the galaxy distribution is a fitted by Eqn 4.1. 
This has the same gradient as the Kormendy (1977) relationship for elliptical galaxies. How­
ever, the Kormendy (1977) and similar Thomsen Sz Prandsen (1983) relation are fainter than 
this edge by 1.25 mag and 1.75 mag respectively. If the population of elliptical galaxies was 
bracketed between this edge and bright selection limits, then these relationships will be seen, 
whether these are true relationships or not.
A few (~  10) galaxies are seen beyond this edge. The brightest, lowest redshift of these is 
MGC02897, displayed in Fig 4.3, which has the colours and spectral type of a typical elliptical 
galaxy. The image reveals that MGC02897 looks like an elliptical, but has some additional 
disk structure or possibly tidal tails. The simplest explanation is that MGC02897 underwent a 
merger in the recent past, and the starburst resulting from it significantly increased the mag­
nitude/surface brightness of MGG02897. The Larson & Tinsley (1978) models showed that a 
typical burst of star-formation typically doubles a galaxies luminosity (the magnitude becomes 
0.75 mag brighter - corresponding to the position of MGC02897 and the other candidates) and 
the objects often (but not always) have anomalous {U — B) and {B — V) colours. Schweizer 
(1982) demonstrated that the well known merging galaxy NGC 7252 is quite well fitted by 
a de Vaucouleurs’ profile, suggesting that the central parts have relaxed to an equilibrium 
configuration even though it is clearly irregular at large radii with prominent tidal tails.
One would expect MGC02897 to be much bluer, as the result of a starburst. While hot 
blue stars do not last long (~  10  ^ yrs), the stellar population can take a long time 10^  ^
yrs, Larson & Tinsley (1978), to reach the colours of MGC02897 {{B — F)=0.93), in a single 
star-burst model. Since two colliding galaxies each with magnitudes M b ~  —20 will already 
have undergone significant star formation and will therefore have lost a significant fraction 
of their original gas, the effects of a starburst will be small, by dynamical effects such as
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tidal tails will still be seen. Features such as tidal tails take ~  5 x 10® yrs, Toomre (1977) to 
disappear. If MGC02897 is really a merger remnant, then it is likely to be ~  10® years old. This 
illustrates the usefulness of the BBD when it comes to selecting interesting objects for further 
study, and may eventually lead to an understanding of how galaxies evolve, in the same way 
as the Hertzsprung-Russell diagram lead to an understanding of stellar evolution. However, 
a trivariate distribution involving intrinsic colours or other parameters may be needed before 
this is possible.
The BBDs produced by the MGC data are not well fit by the Choloniewski function. The 
gradient of the luminosity surface brightness correlation appears to get steeper as the selection 
boundaries move to fainter absolute magnitudes. As we show in Chapter 5, this is because 
the population of galaxies is made up of many types, each w ith a different BBD. The width 
in surface brightness of the overall MGC BBD is 50% higher than that found in Cross et al. 
(2001). This is due to the improved measurements of absolute magnitude, and particularly, 
of surface brightness. The improvements have included using Kron magnitudes rather than 
fitting exponential profiles, using a direct measurement of the half-light radius to calculate 
the effective surface brightness rather than extrapolating the profile to get a central surface 
brightness and finally, taking into account the inclination of galaxies. The fit to the BBF does 
not appear to depend significantly on the redshift completeness since both subsamples used 
(subsample 1 w ith > 80% completeness in all bins and subsample 2 w ith > 70% completeness 
in all bins) give the same BBF parameters except for the gradient of the luminosity-surface 
brightness correlation, when measured via the SWML method. When the empirical method 
is used, neither subsample gives a good fit. This is due to the smaller subsamples used by 
this method combined with the difficulty in measuring the BBD when it is changing from an 
elliptical dominated regime to a spiral dominated regime.
When the BBDs are summed to produce the luminosity function, they give equivalent 
space densities right up to the selection boundaries. However, while the luminosity functions 
are equal the fitting function parameters are very different, and diverge rapidly beyond the 
selection limits. The MGC LFs are brighter than the 2dFGRS LF, Norberg et al. (2002), by 
~  0.1 magnitude, bu t have a much flatter faint end slope a. This is consistent w ith the results 
of Chapter 2, when it was shown that not taking into account surface brightness selection effects 
would make the M* value fainter, and reduce the value of 0*, but would only steepen the faint 
end slope a  slightly. Since the 2dFGRS uses corrected magnitudes that are then calibrated 
to deeper CCD photometry, we expect to see the offset for Gaussian corrected magnitudes 
at piim = 26.0mag arcsec“ .^ This gives a decrease in M* of 0.06 mag and a decrease in (jf 
of 5.5% and no significant change in a. In reality we see a decrease in M* of 0.075 ±  0.025 
mag, no change in 0* and a steepening of a  by A a  ~  0.2. The change in M* is as we expect 
and since the Norberg et al. (2002) LF is normalised to the number counts, their value of 0* 
should not differ from ours, as seen. The change in a  though is unexpected. In Chapter 5, 
we demonstrated that this difference can be accounted for by a rapid increase in the number 
density of faint M b  > —17 galaxies. The lower value of a. measured in the Northern Galactic 
Pole (NGP) region, a  ~  —1.14, compared to the SGP, a  ~  —1.28 by Norberg et al. (2002) is 
also a contributing factor, since the MGC is in the NGP region. This difference is likely to be
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due to local inhomogeneities since the dwarf population can only be observed in small, nearby 
volumes.
We also compare a few other recent LFs - the ESO Slice Project (ESP, Zucca et al. 1997) 
and the Sloan Digital Sky Survey (SDSS, Blanton et al. 2001). We find that the SDSS LF 
is brighter by 0.1 mag and has a significantly higher number density (40% at all magnitudes) 
than either 2dFGRS or ESP. Norberg et al. (2002) compare overlapping 2dFGRS and SDSS- 
EDR da ta and find that the discrepancy is due to a combination of Blanton using the wrong 
colour equation when converting to bj, the effects of evolution and a higher number density in 
the region of sky that Blanton used. We have been careful to take these factors into account 
when calculating our BBDs and LFs. When these are taken into account the SDSS LF closely 
matches the 2dFGRS LF. The ESP gives the best fit to the MGC at the bright end, although 
it is fainter by ~  0.05 mag.
When the BBD is summed along the luminosity direction to produce the surface bright­
ness function, we find a flat distribution similar to O’Neil & Bothun (2000). We find that 
the distribution becomes flatter as the magnitude range over which it is summed increases. 
This is due to the gradient of the luminosity-surface brightness correlation. The distribution 
is flatter than the Freeman (1970) result and the Cross et al. (2001) result. The number 
density of galaxies appears to be constant over a wide range of surface brightness, which is an 
important constraint on galaxy formation models. However, care must be taken, since there 
are correlations between luminosity and surface brightness, and we are only probing the most 
luminous galaxies.
The BBD shows a decrease in number density before it reaches the selection boundaries, 
except at the faint, low surface brightness region. This demonstrates that giant low surface 
brightness galaxies, such as Malin 1, or faint high surface brightness galaxies, such as M32, do 
not contribute much to the space density of galaxies. These galaxies are nevertheless important 
since a model of galaxy formation and evolution that could not account for these objects would 
be incomplete. The rising population at the faint end demonstrates that we may still not be 
seeing the majority of galaxies, even though, as we demonstrated in Chapter 2, we account for 
~  98% of the luminosity density, unless the faint end becomes significantly steeper. The faint 
end slope would have to have a  ~  —2.0 for dwarf galaxies to contribute significantly to the 
luminosity density. Zucca et al. (1997) found a faint end slope a  =  —1.57 and Driver et al. 
(1994) found a faint end slope a  =  —1.8 for dwarfs. This suggests that there are not enough 
dwarf galaxies for them to dominate the luminosity density of the universe.
We measure the luminosity density of the universe to be j  g =  (1,64±0.17) x 10®/iLq Mpc“ ® 
using an Einstein-de Sitter cosmology and Jb — (1.56 ±0.17) x 10® hL© Mpc“ ® using a A-CDM 
cosmology. The 2dFGRS results (Norberg et al. 2002) are Jb — (1.83 ±0.17) x 10®/iL©Mpc~® 
and jB = (1.74 ±  0.17) x 10®/iL©Mpc“ ® for the two cosmologies. The ESP result (Zucca 
et al. 1997) is jg  =  (1.99 ±  0.20) x 10®h.L© Mpc“® for the Einstein-de Sitter cosmology. 
Liske et al. (2002) use the MGC number counts to constrain jg  and find that (1.59 < jg  < 
1.77) X 10®/iL©Mpc~®. The ESP, and 2dFGRS are overestimating the medium to faint end of 
the luminosity function, as well as underestimating the very bright end.
Very recent luminosity functions, from the ESP (Zucca et al. 1997), the 2dFGRS (Norberg
Conclusions 176
et al. 2002) and the MGC agree to within ~  0.1 mag at the bright end with no difference in the 
normalisation. While our estimates of a  are significantly shallower, the results from Chapter
5 demonstrate that this is caused by a steepening of the LF at Mg =  —17. The estimates of 
the luminosity density agree within 20%. This is a significant improvement from Fig 1.1 and 
Table 1.2.
Given the high redshift incompleteness in many regions of the M, fie plane, we are only able 
to use ~  3000 of the ~  6000 MGC galaxies with redshifts. Therefore it has been impossible to 
break the MGC BBD into subsamples. The 2dFGRS contains many more galaxies, ~  200,000 
with redshifts at the time of writing (November 2001), but has biases in the photometry. On the 
15 plates that overlap with the MGC, we have calibrated the 2 dFGRS magnitudes and mean 
surface brightnesses to the MGC magnitudes and effective surface brightnesses, correcting for 
non-linearities. This gives us a data set of 66,000 galaxies, which after the application of the 
selection limits used in Chapter 4 becomes 31000 galaxies with redshifts, an order of magnitude 
increase.
Using this much larger data set, we are able to probe the faint end of the BBD and look 
at the separate distributions for each 77-type. When we look at the faint end, we find that it 
steepens significantly beyond M  =  —17, as seen in the ESP (Zucca et al. 1997) and Abell 
cluster data (Driver et al. 1994). When we look at Fig 1.1 we see that the shallow surveys 
find flat LFs (a ~  —1.0) whereas the deeper surveys find a steeper LF (a ~  —1.2). This 
demonstrates that a change is occurring in the LF between the limits of the bright surveys 
and the deep surveys and therefore the Schechter function is not a good description of the 
luminosity function. The Schechter function fits to the deeper surveys lead to an overestimate 
of the space density in the range —19 < M b < —17, which explains the discrepancy between 
the estimates of Jb from deeper surveys such as ESP and 2dFGRS compared to the estimates 
from the number counts, Liske et al. (2001).
When we split the population up into the four spectral types identified by Madgwick et al. 
(2001) we find that three of these types, 77-types 2-4, have similar luminosity surface brightness 
gradients (/?  ^ ~  0.23) and widths (<r^  =  0.56). This should be a strong constraint on theories 
of the formation of spiral galaxies. These 3 spectral types are well correlated with spirals 
and irregulars, de Jong & Lacey (2000) predict that bu t our results suggests that a
theory that predicts jdp, — fits the B-band BBD better. Spectral type 1 galaxies are well 
correlated w ith E/SO galaxies and have a flat or negative value. Hence a combination of all 
these types is not well fit by a BBF. The width of the 77-type 2-4 distributions is significantly 
less than that derived from the MGC fit, bu t close to the de Jong & Lacey result, suggesting 
that it was the combination of types rather than the improved values of surface brightness 
that increased the width, since the surface brightness measurements used in Chapter 5 are 
equivalent to the MGC within random errors. The 77-type 1 BBD does not give a good match 
to the Choloniewski (1987) BBD for E/SO galaxies. When the 77-type 3 BBD and the de Jong
6  Lacey BBD are compared, we find a similar width to the surface brightness distribution, 
and a similar fi% point, bu t we get a shallower gradient /3^  to the luminosity-surface brightness 
correlation, and we get a fainter, steeper luminosity function. The difference in is probably 
due to the variation in the filter, H-band for the MGC, and I-band, for the de Jong & Lacey
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sample. The variation in M* and a  could be due to a difference in galaxy types, if 77-type 3s 
correspond to later types than Madgwick et al. (2001) suggest, or it could be that de Jong & 
Lacey are only sampling intrinsically bright galaxies, where the faint end slope is not as steep.
The luminosity functions produced for each 77-type match the Madgwick et al. (2001) LFs, 
apart from 77 type 1, galaxies which are brighter by 0.075 ±  0.025 mag. However, there are 
differences between the luminosity functions derived via the empirical method and SWML 
method for 77-types 2 and 4. These differences appear to be caused by incorrect completeness 
estimates for different types calculated for the SWML method.
In principle the BBFs can be used to account for galaxies missing beyond the selection 
limits of the survey. In practice, though, the fits to the BBFs were not good enough to give 
a sensible result, except at the very bright end. 77-type 1 galaxies in particular are poorly fit, 
and the rising population of dwarf ellipticals is fit by a steadily falling function.
6.2  S um m ary and F u ture W ork.
We have shown that surveys over the last 10 years have produced a range of luminosity functions 
which vary by a factor of 2  at the bright end, and a factor of 10 at the faint end. Given 
the importance of the luminosity functions in testing evolutionary models, this is extremely 
worrying.
We have shown that the variation at the bright end can be accounted for by surface bright­
ness selection effects. At the faint end, a combination of a steepening faint end slope which is 
poorly fitted by Schechter functions, uncertainty in the clustering correction as well as surface 
brightness selection effects give rise to the variation. When we compare very recent surveys 
w ith our results, we find that the variance between the luminosity functions has significantly 
reduced. While there is still an offset in magnitude < 0.1 mag, due to light loss and incom­
pleteness, there is no variation in the normalisation since the results are normalised by the 
number counts. The bright end of the luminosity function and the luminosity density are 
now determined to within the random errors of the survey, rather than being dominated by 
unknown systematics.
The steepening faint end slope comes about from a combination of many different galaxy 
types. These also present problems when it comes to fitting functions to the bivariate brightness 
distribution, as different types have different correlations between M  and fie- The Schechter 
and Choloniewski functions need to be updated to fit more complicated distributions which 
show interesting substructure.
When the distribution of galaxies is plotted in M  and pe we find that spiral galaxies have 
a strong correlation between M  and /ig, M  oc 0.23/ig. This does not change significantly from 
early type spirals to late type spirals. Elliptical galaxies do not have a strong correlation, but 
have a sharp edge at the bright, high surface brightness end. This edge has the same gradient 
as the Kormendy (1977) relation. A few galaxies are found beyond this edge and show tentative 
signs of recent mergers, demonstrating the possible future use of the BBD to test models of 
galaxy evolution.
In the future we intend to look at the variation of the BBD w ith colour to see if the 
luminosity-surface brightness relation amongst spirals does indeed steepen as one moves to
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redder wavelengths. We are also getting morphological classifications for all MGC galaxies with 
B m g c  < 20, using code developed by Odewahn et al. (2000). We will produce morphological 
BBDs and compare them to the spectral type BBDs and improve the comparison between 
spectral and morphological types, which was done on a few galaxies in both the 2dFGRS and 
Kennicutt (1992) sample. We intend to use functional forms that give better fits to the BBD, 
such as Gaussians (Bernardi et al. 2001) in the luminosity direction for 77-type 1 galaxies, a 
combination of Schechter functions and power laws in the luminosity direction for later types 
(Zucca et al. 1997).
W ith complete bulge-disk decomposition using GIM2D (Simard et al. 2001) we will be 
able to get even more reliable magnitudes and surface brightnesses. We will be able to look 
at the variation in disk parameters only or bulge parameters only which will lead to a greater 
understanding of how these objects are formed. We will be able to do tests of models such as 
the Zhang & Wyse (2000) model of how the Hubble sequence formed, especially by doing a 
similar comparison at high redshift.
The main problem w ith the MGC bright catalogue is the redshift incompleteness. We 
intend to measure all the redshifts of galaxies to B m g c  = 20. This will not only increase the 
numbers in our subsamples bu t will also target new types of galaxy missed by the 2dFGRS 
and SDSS - very low surface brightness galaxies (/ig > 25 mag arcsec"^) and compact galaxies 
which are misclassified as stars. Using the MGC to select targets for future spectroscopic 
observations, combined with using the full SDSS database with the techniques developed in 
this thesis, will significantly increase the parameter space of the low redshift BBD that can be 
reliably measured. The MGC will be able to probe 1.5 mag arcsec”  ^ deeper than the SDSS, 
and will therefore be able to measure the low surface brightness population. The size of the 
SDSS means that it will give the most reliable measurements of the faint end of the BBD.
As one moves to higher redshifts, cosmology and evolution become important. Measuring 
the BBD ai z = 1, using e.g. the Advanced Camera for Surveys on the Hubble Space Telescope, 
would pu t important constraints on the models of formation and evolution. Fortunately, we 
have time on this instrument. Driver (1999) found evidence for a luminosity-surface brightness 
correlation a.t z = 0.4, but the sample of 50 galaxies was too small to measure the number 
density or measure more than the gradient. Does the z =  1.0 BBD have the same gradient and 
w idth as the z =  0 BBD among spirals? Driver (2000) looked at the evolution of ellipticals, 
spirals and irregulars in the Hubble Deep Field and concluded that there are strong selection 
biases in the data. When these were removed the sample was too small to get a statistically 
significant result. In the next few years we would like to address this issue. The techniques 
developed here will be essential, because cosmological dimming will be a major factor. At 
z =  1, the cosmological dimming reduces the surface brightness by a factor of 16 - 3 mag 
arcsec~^. On top of this there are poorly understood K-corrections.
Lastly, we have briefly discussed odd objects, such as MGC02897 and the use of the BBD 
as the equivalent of the Hertzsprung-Russell diagram, with possible additional axes, such 
as intrinsic colour. The most important task first is choice of axes. Principle Components 
Analysis (PGA) or other multivariate methods can be used to find the axes which give the 
most information. Whitmore (1984) found that 85% of the variation amongst 60 spirals can be
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attribu ted to two components, one the ‘scale’, a combination of absolute magnitude and radius, 
and the other ‘form’, a combination of the blue-infrared colour index and the bulge-to-total 
ratio. For these methods to work, a wide range of parameters is necessary. The MGC bright 
catalogue will have magnitudes, surface brightnesses, colours, spectral types, morphological 
types and the bulge-disk decomposition parameters from GIM2D. These can be converted to 
intrinsic parameters for the 12000 galaxies. It should be clear which parameters are the most 
important for a much wider range of galaxies.
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A . l  M a g n i tu d e s .
Unlike a star, which is essentially a point source and therefore appears as a point-spread 
function (PSF) unless it is saturated, galaxies are extended sources, with complex surface- 
brightness profiles, which are then convolved with a point spread function, as shown in Fig. A.I. 
The sky is not completely dark and the lowest surface-brightness detectable is limited by the 
isophotal detection threshold.
Measuring the magnitudes of galaxies in a robust and reliable way is difficult, especially 
when the method must be automated to cope w ith the massive volumes of data produced by 
modern surveys. The Sloan Digital Sky Survey (SDSS) intends to get magnitudes and other 
photometric data for ~  10® galaxies in five different filters.
In this section we have tested five different magnitude systems and compare the reliability. 
The systems are, the isophotal magnitude, fitting a Gaussian profile to the isophotal parame­
ters, fitting an exponential profile to the isophotal parameters, the Kron aperture system and 
the Petrosian aperture system.
We test these systems on eight different galaxies, from early types to late types. The eight 
galaxies in question have properties as described in Table A.I. They are placed at redshifts 
z =  0.05,0.10,0.15,0.20,0.25 & 0.3. These are typical of galaxies that we expect to find in a 
survey like the Two degree Field Galaxy Redshift Survey (2dFGRS) or the SDSS.
The simplest definition of magnitude is the total magnitude. This is simply the total amount 
of light that could be detected from the galaxy by the instrument if there was no background 
noise. However, because the sky is bright, there is background noise, and the outer parts of 
the galaxy get lost in this noise. The noise can be reduced by taking longer exposures, thus 
lowering the threshold, bu t this is a t the expense of the total number of galaxies that can be
Table A.l: A summary of the Properties of the Simulated Galaxies.
Hubble Type Mtrue B / T
E -18.50 0.999 20.4 21.7
SO -18.50 0.650 19.2 21.7
Sa -18.50 0.500 19.6 21.7
Sb -18.50 0.300 20.4 21.7
Sc -18.50 0.150 21.0 21.7
Sd -18.50 0.100 21.2 21.7
LSBG -18.50 0.120 27.7 23.0
Irr -18.50 0.001 21.5 22.7
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Figure A.l: This plot shows 8 profiles of typical galaxies (blue), with parameters from Ta­
ble A.I. The profiles in red show the effects of convolving these profiles with a Gaussian point 
spread function of full width half maximum (FWHM=1.25” ). The horizontal line demonstrates 
the isophotal detection threshold of the Millennium Galaxy Catalogue.
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imaged within the limited observing time available.
Another simple definition of magnitude is isophotal magnitude. This is simply the total 
amount of light that is emitted by connected parts of the galaxy above the threshold. This is 
the easiest magnitude to measure and has often been used. However, the isophotal magnitude 
is a meaningless measurement (in terms of the intrinsic properties of the galaxy) that can differ 
from the total magnitude by large and difficult to calculate factors. It is dependent on the 
apparent profile of the galaxy and the threshold that this profile is measured at. The apparent 
profile of the galaxy depends on the intrinsic profile and the redshift.
Consider for example a simple disk galaxy. A galaxy with the Freeman surface brightness of 
21.65mag arcsec“  ^ (Freeman 1970), has an isophotal magnitude that depends on the threshold 
of the survey. The isophotal magnitude is related to the total magnitude by:
2.5 log%Q f  {plim: (A.l)
f{mm:fJ>o) =  1 -  [1 +0.41n(10)(//(^m “  Mo)] exp[-Q.4 In(lQ) (jU/im “  i^ o)] (A.2)
where pum is the isophotal threshold, and po is the central surface brightness of the disk. 
f{piim->Po) is the fraction of light above the isophote.
Consider a medium depth survey that has a threshold of 25 mag arcsec“ .^ The fraction 
of light above the isophote is 0.813 and the difference between total and isophotal magnitudes 
is 0.224 mag. If you have a shallower survey, say to 24 mag arcsec” ,^ the difference becomes 
much greater, 0.49 mag, whereas a deeper survey, e.g. 26 mag arcsec"^ has a small difference, 
of only 0.10 mag.
The profile can make a big difference too. Considering only disk galaxies at first, with 
varying surface brightnesses. Eqn A.2 still works, but po varies rather than pum- A high 
surface brightness galaxy w ith po — 20.0 will lose only 5.6% of its luminosity - fainter by 
0.06mag, at a threshold of 25 mag arcsec"^. However a low surface brightness galaxy w ith 
Po — 23.0 will lose 45% of its ffux and will be fainter by 0.65mag.
Galaxies are more complicated than simple disks. The Milky Way has a bulge and halo 
too, and the disk is a composite, made up of a thick disk, and a th in disk. The disk can 
have various inclinations, and the bulge may have various ellipticities. There are a variety of 
additional problems, such as internal dust, bars, spiral arms, HH regions which can change 
both the profile and optical thickness of the galaxy. Fortunately, to first order, the overall 
photometry can usually be fitted well by a two profile system, a bulge with a Sersic (1968, see 
Eqn 2.12) profile and a disk with an exponential profile, all convolved with a PSF. For bright 
galaxies, the Sersic profile usually has /? =  4, becoming equivalent to a de Vaucouleurs profile. 
Our simulated galaxies use a simple bulge and disk model, with a de Vaucouleurs profile for 
the bulge and a Gaussian PSF. All our objects are face on, although we brieffy consider the 
effects of inclination.
Before considering these more complicated profiles, it is worth considering the effect of 
redshift on isophotal magnitudes. Consider a disk galaxy with a central surface brightness
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of 21.65 mag arcsec”  ^ as before. If this galaxy is moved away to a redshift of 0.1, a typical 
redshift for todays large redshift surveys, its surface brightness will change. First there is a 
cosmological dimming, by a factor of (1 +  and then there is a K-correction term, which 
depends on the filter and the galaxy type as well as the redshift, see § 2.2.
Isophotal magnitudes are not very useful, but are simple to measure. Total magnitudes, on 
the other hand are useful, bu t are difficult, if not impossible to measure. Are there simple ways 
of estimating total magnitudes from the image data? There are two main methods. The first 
is to fit a profile to the image data. The second is to measure all the light within an aperture, 
which depends on the image data. Both methods have their strong points and weak points.
There are many profiles that can be fitted to objects. The complexity of the fit that can be 
achieved will depend on the quality of data available. However, fitting functions to the data 
can take a lot of computational time. Simple profiles include a Gaussian profile (Maddox et 
al. 1990b) and an exponential profile (Cross et al. 2001). The Gaussian profile fits a PSP 
well, and so is ideal for stars. Small angular size galaxies, close to the seeing limit will also 
be well fitted by a Gaussian. An exponential profile fits disk galaxies, much larger than the 
seeing disk, well. An exponential profile gives better magnitudes for galaxies with bulges too, 
apart from ellipticals, in the absence of seeing (see Table A.2). However, the effective surface 
brightness of galaxies is overestimated by both fits. The exponential fit gives the best estimate 
of pe for very low bulge-to-total ratios bu t is very poor for high values. The surface brightness 
measurements come from the central surface brightness of each fitted profile and are then 
converted to effective surface brightness using the following formulae.
^  P ~  To,G "h 0.355 (A.3)= po^ e +  1.124
Both these fits can be done with the bare minimum of data. They only require the isophotal 
magnitude, the isophotal area and the isophotal detection threshold. The isophotal area can 
be converted to an isophotal radius, assuming that the object is circular.
For the Gaussian profile.
E(r) =  S o e x p ( - ^ )  (A.4)
rriiso = Po~ 2.5 logio[27r (1 -  e 3'= )]
(A.5)^  2.5 r?.Tlim — To T In(lO) 2(j2
Eqn A.5 can be solved to get po and cr. These can be used to get the corrected magnitude 
TTlcor'
rricor =  Mo -  2.5 log^o[27t a^] (A.6)
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Table A.2: Comparison of Gaussian and Exponential Profiles in the Absence of Seeing.
Type B /T z ^ M ,G a u s—Tot ^ M ,E x p —Tot ^•jj,,Gcius—T  ot E xp—Tot
Ell 0.999 0.05 -0.023 -0.040 1.430 0.870
Ell 0.999 0.15 -0.028 -0.050 1.014 0.499
Ell 0.999 0.25 -0.034 -0.059 0^38 0.112
SO 0.650 0.05 &031 0.019 -0.037 -0.669
SO 0.650 0.15 0.052 0.036 -0.309 -0.871
SO 0.650 Oj# 0.086 0.064 -0.644 -1.151
Sa 0.500 0.05 0.041 0.021 0.107 -0.424
Sa 0.500 0.15 0.070 0.041 -0.135 -0.583
Sa 0.500 0.25 0.118 0.077 -0.433 -0.811
Sb 0.300 0.05 0.053 0.019 0.271 -0.149
Sb 0.300 0.15 0.090 0.037 0.069 -0.249
Sb 0.300 0.25 0.151 0.075 -0.173 -0.398
Sc 0.150 0.05 0.059 0.012 0.381 0.034
Sc 0.150 0.15 0.100 0^85 0.211 -0.017
Sc 0.150 0.25 0.167 0.053 0.017 -0.096
Sd 0.100 0.05 0.061 0.009 0.393 0.069
Sd 0.100 0,15 0.102 0.018 0.234 0.034
Sd 0.100 0.25 0.170 0.039 0.057 -0.019
LSBG 0.120 OT# 0.176 0.048 -0.268 -0.351
LSBG 0.120 0.15 0.313 0.119 -0.518 -0.478
LSBG 0.120 0.25 0.577 0.318 -0.867 -0.738
Irr 0.001 0.05 0.138 0.002 0.066 0.003
Irr 0.001 0.15 0^32 0.002 -0.091 0.002
Irr 0.001 O j^ 0.388 0.002 -0.253 0.000
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Similarly for the exponential profile.
S(r) =  S „ e x p (-^ )  (A.7)
— Mo “  2.5 logio[27T (1 — (1 H— — « )]
2.5 TisoTlim — To I
(A.8)
In(lO) a
Eqn A.8 can be solved to get po and a. These can be used to get the corrected magnitude
rrhnor •
^cor =  Mo — 2.51ogio[27rcK ]^ . (A.9)
Table A.2 shows how well the Gaussian and exponential fits do for a variety of galaxies at 
different redshifts.
Aperture magnitudes can be calculated by summing up all the light within an aperture. 
The radius of the aperture is defined by the parameters of each galaxy. We discuss two types 
of aperture magnitudes, Kron and Petrosian.
Kron magnitudes are defined as the sum of all the light within a radius kr\, where r\ is 
the first moment and is a constant, usually set at 2.5. The first moment is calculated below.
'-1 =  ■ (A-10)
rg(r)dr  
ff(r)dr
where g(r) is the amount of flux emitted from an annulus of constant width. g(r) = 27rr S (r), 
where E(r) is the surface brightness profile. The range 1 pixel to kri, but integrating from 0 
to GO will give much the same result (Kron 1980, Infante 1987).
The solution to this is ~  2a for an exponential profile, E(r) =  Jo exp(—r /a ) ,  where 
a  is the scale-length of the galaxy. Thus the Kron radius is equal to 5a if the galaxy has an 
exponential profile. 96% of the flux is within this radius, regardless of redshift. For elliptical 
galaxies, the result is 91%.
Petrosian magnitudes are defined using the following equation.
where a/o and ahi define an annulus at distance r. The Petrosian radius rp  is defined as the 
radius when Rp{rp) is equal to some specified limit. For instance Blanton et al. (2001) use 
the values alo =  0.8, ahi — 1.25 and Rp{rp) = 0.2. The Petrosian magnitude is then defined 
as the flux within Nprp,  where Np  is an integer number. Np  =  2 in Blanton et al. (2001).
Now is a good time to consider more complicated profiles. Codes have been written, such 
as GIM2D, Simard et al. (2001), which model more complicated profiles for galaxies. GIM2D
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fits a combined Sersic and exponential profile, convolved with a PSF measured from stars on 
the same CCD and gives 17 parameters associated with the best fit. It uses a Metropolis 
algorithm to find the best fit in a complicated parameter space. While the Metropolis routine 
will find the best fit, it can take a long time to do so. Unfortunately it takes several minutes 
for an average galaxy on a fairly fast computer. For a small survey of 1000 galaxies this would 
take a week to calculate. For a large redshift survey such as the 2dFGRS (250,000 galaxies) or 
SDSS (1,000,000 galaxies) it could take more than a year to compute the best profiles on an 
equivalent computer, SDSS also contains ~  10® galaxies fainter than the redshift survey limits 
and has five colours for each galaxy, so the task is enormous. While there are faster computers 
and more than one computer can be employed to run through the data set, these codes are 
extremely expensive computationally.
The main concern is the effect of the seeing disk. The simplest PSF is a Gaussian. To 
compare different magnitude types, we have calculated the magnitudes for a set of galaxies, 
with different Bulge to total ratios and surface brightnesses, representing typical galaxies: an
Elliptical, an SO, an Sa, Sb, Sc, Sd, Irregular and an LSBG, see Table A.l. These have been
placed at a variety of redshifts and convolved with a seeing disk. They are detected at an
isophote. This is an extension of the work carried out in Appendix A of Cross et al. 2001
and Appendix A of Cross & Driver (2001). The bulge is represented using a de Vaucouleur’s 
profile (de Vaucouleurs 1948).
f i im iaeir)  =  Ms +  1.40 +  8.327[{r/r,)i/« -  1] (A.12)
where rg is the half-light radius of the bulge, /ig is the effective surface brightness of the bulge. 
Here we define it as the mean surface brightness within rff.
The disk is represented by an exponential profile.
Tdiskir)  =  Mo +  1.086(r/a) (A.13)
The magnitude of a galaxy and the bulge-disk ratio can be found in terms of the above 
parameters, by:
M  =  --2.51ogio[10~°-^^ 4- 10-°-^^]
B / T  =  ^  = ----Î—^
B  +  D  l  +  l / ( # )  (A.14)
B  = pe + 1.40 -  2.51ogio[7.215?r r^]
D = Po -  2.51ogio[7ra^]
where B  is the magnitude of the bulge and D  is the magnitude of the disk. B / T  is the bulge-to- 
total ratio. Given the parameters M, B /T ,  pe and po, a galaxy’s light profile is fully defined. 
First all the properties were converted from intrinsic to apparent, using the redshift.
^Note that the term “effective surface brightness” is sometimes defined as the surface brightness at Ve] for 
Ellipticals the correction between the surface brightness at Ve and the effective surface brightness definitions is 
1.40.
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m =  M  -f- 5 logio c^ L +  25 +  K (z) (A.15)
Tapp =  M + 101ogio(l z) A- K{z)
where dp is the luminosity distance.
Next the galaxy profile is convolved with a Gaussian PSF:
where /« (r,0) is the apparent profile after convolution, and lacti^'-,^') is the actual profile 
before seeing.
Now that both Jg(r, 0) and are known, it is possible to calculate the magnitude
determ ined by each system above, before and after seeing, and the surface brightnesses.
To calculate the Gaussian and Exponential corrections it is necessary to find the isophotal 
magnitude and radius, see Eqn A.5 and Eqn A.8. The isophotal radius is the point when the 
/i(r) =  Tiini' The isophotal radius is slightly larger for the galaxy profile convolved with the 
PSF. The isophotal magnitude is calculated by integrating the profile out to riso- Table A.3 
shows isophotal magnitudes and radii for different galaxies. The Kron and Petrosian are 
calculated straight from the profiles, see Eqn A. 10 and Eqn A. 11.
Fig. A.2 demonstrates diflferences between Kron and Petrosian magnitudes, for pum — 26.0 
and a seeing of 1.25". They both show a similar dependency on the bulge-to-total ratio, 
although the Kron magnitudes have a smaller dependence. They both have a very weak 
redshift dependency. The Petrosian magnitudes are closer to total for small bulge-to-total 
ratios.
A .1.1 Comparison of M agn itude System s.
Figs A.3- A.14 show how the different magnitude systems behave as functions of z, FWHM, 
Tiim and Af.
The error in magnitude as a function of redshift is shown in Fig. A.3 for galaxies with no 
seeing effects, and in Fig. A.4 for galaxies measured with a seeing of 1.25". When there is no 
seeing, all magnitudes get worse as the redshift increases. There is also a tendency for those 
which are worst at low redshift to get worse fastest. The errors in aperture magnitudes have 
an almost linear dependence on redshift for all profile types, whereas the errors in isophotal, 
Gaussian corrected and exponentially corrected magnitudes have a much stronger redshift 
dependence. For late types, in particular, isophotal and Gaussian corrected magnitudes are 
poor fits to the profile and miss a great deal of the light. The exponential profile does much 
better than either the isophotal or the Gaussian corrected magnitude for all galaxy types apart 
from ellipticals. When seeing is taken into the exponential profile is actually better than either 
the isophotal or Gaussian corrected for all galaxy types. However, at higher redshifts, when the 
isophotal radius of the galaxy is much smaller than the FWHM, then the Gaussian correction 
should give a perfect fit. It should give a good fit to faint compact galaxies.
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Table A.3: Isophotal Magnitudes and Radii of Galaxies.
Type B /T z a f'iso ITliso f'iso,s f ^ i S O y S
Ell 0.999 0.05 1.25 8.03 17.53 8.08 17.68
Ell 0.999 0.10 1.25 3.91 19.19 3.98 19.36
Ell 0.999 0.15 1.25 2.53 20.22 2.63 20.41
Ell 0.999 0.20 1.25 1.83 20.99 2.03 21.21
Ell 0.999 0.25 1.25 1.41 21.62 1.68 21.87
Ell 0.999 0.30 1.25 1.13 22.16 1.43 22.45
SO 0.001 0.05 1.25 13.73 17.83 13.73 17.83
SO 0.001 0.10 1.25 6.63 19.58 6.63 19.58
SO 0.001 0.15 1.25 4.20 20.72 4.23 20.72
SO 0.001 0.20 1.25 2.94 21.63 2.98 21.64
SO 0.001 0.25 1.25 2.15 22.45 2.18 22.47
SO 0.001 0.30 1.25 1.59 23.23 1.58 23.31
Sa 0.120 0.05 1.25 13.30 17.86 13.68 17.95
Sa 0.120 0.10 1.25 6.33 19.61 6.53 19.71
Sa 0.120 0.15 1.25 3.94 20.76 4.08 20.88
Sa 0.120 0.20 1.25 2.70 21.68 2.83 21.83
Sa 0.120 0.25 1.25 1.91 22.50 1.98 22.73
Sa 0.120 0.30 1.25 1.35 23.28 1.43 23.60
Sb 0.650 0.05 1.25 6.86 17.58 7.68 17.59
Sb 0.650 0.10 1.25 3.41 19.25 3.88 19.26
Sb 0.650 0.15 1.25 2.25 20.29 2.68 20.31
Sb 0.650 0.20 1.25 1.65 21.08 2.03 21.11
Sb 0.650 0.25 1.25 1.27 21.73 1.68 21.77
Sb 0.650 0.30 1.25 1.01 22.30 1.48 22.34
Sc 0.500 0.05 1.25 8.20 17.60 8.68 17.61
Sc 0.500 0.10 1.25 4.08 19.27 4.38 19.28
Sc 0.500 0.15 1.25 2.68 20.32 2.93 20.34
Sc 0.500 0.20 1.25 1.97 21.12 2.23 21.14
Sc 0.500 0.25 1.25 1.52 21.79 1.83 21.81
Sc 0.500 0.30 1.25 1.21 22.37 1.53 22.40
Sd 0.300 0.05 1.25 9.70 17.63 9.93 17.63
Sd 0.300 0.10 1.25 4.83 19.31 4.98 19.32
Sd 0.300 0.15 1.25 3.18 20.37 3.33 20.38
Sd 0.300 0.20 1.25 2.33 21.18 2.48 21.20
Sd 0.300 0.25 1.25 1.80 21.86 1.98 21.89
Sd 0.300 0.30 1.25 1.43 22.46 1.63 22.50
LSBG 0.150 0.05 1.25 10.69 17.65 10.78 17.65
LSBG 0.150 0.10 1.25 5.32 19.34 5.43 19.34
LSBG 0.150 0.15 1.25 3.50 20.41 3.58 20.42
LSBG 0.150 0.20 1.25 2.56 21.23 2.68 21.24
LSBG 0.150 0.25 1.25 1.98 21.92 2.08 21.95
LSBG 0.150 0.30 1.25 1.58 22.54 1.68 22.59
Irr 0.100 0.05 1.25 11.00 17.66 11.03 17.66
Irr 0.100 0.10 1.25 5.47 19.35 5.53 19.35
Irr 0.100 0.15 1.25 3.60 20.42 3.68 20.43
Irr 0.100 0.20 1.25 2.64 21.25 2.73 21.26
Irr 0.100 0.25 1.25 2.04 21.95 2.13 21.97
Irr 0.100 0.30 1.25 1.62 22.57 1.73 22.61
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Figure A.2: This plot shows the bias in absolute magnitude for Kron and Petrosian magnitudes 
as a function of bulge-to-total ratio. The triangles represent Kron magnitudes and the squares 
represent Petrosian magnitudes. The blue points are z =  0.05, the red are z =  0.15 and the 
green are z =  0.25 galaxies. There is a weak dependence on redshift. The top plot is with a 
seeing correction, the bottom plot is without a seeing correction.
Appendix.'The Effects of Surface Brightness on Magnitudes, and the Detectability of Galaxies.xi
0.5
u 0.4
0.1 0.4
Sd
OJ OLO0.9
i
Out
D
0.1 Al 0 8 0.0
Figure A.3: This plot shows the bias in total magnitude as a function of redshift for each type 
of galaxy in the absence of seeing. The black line represents the isophotal magnitude, the 
red line represents the Gaussian corrected magnitude, the green represents the exponentially 
corrected magnitude, the blue represents the Kron magnitude and the magenta represents the 
Petrosian magnitude. The cyan line is simply the sum of the profile out to the limits of the 
array used, minus the total magnitude. This should always have a value of zero. If it does not 
then the bias in this line will be present in all the other magnitude estimates. The profiles are 
derived from the numbers in Table A.l. The isophotal limit is 26 mag arcsec"^. The redshift 
varied from z = 0.05 io z = 0.3 in intervals of 0.05.
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Figure A.4: This plot shows the bias in total magnitude as a function of redshift for each type 
of galaxy in the presence of seeing. The black line represents the isophotal magnitude, the 
red line represents the Gaussian corrected magnitude, the green represents the exponentially 
corrected magnitude, the blue represents the Kron magnitude and the magenta represents the 
Petrosian magnitude. The profiles were derived from the numbers in Table A.l. The isophotal 
limit was 26 mag arcsec“  ^ and the FWHM of the seeing profile was 1.25". The redshift varied 
from z =  0.05 io z = 0.3 in intervals of 0.05.
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Figure A.5: This plot shows the bias in effective surface brightness as a function of redshift for 
each type of galaxy in the absence of seeing. The red line represents the Gaussian correction, 
the green represents exponential correction. The profiles are derived from the numbers in 
Table A.l. The isophotal limit is 26 mag arcsec“ .^ The redshift varied from z =  0.05 to 
z =  0.3 in intervals of 0.05.
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Figure A.6: This plot shows the bias in effective surface brightness as a function of redshift 
for each type of galaxy in the presence of seeing. The red line represents the Gaussian cor­
rection and the green represents exponential correction compared to the true effective surface 
brightness of the galaxy. The cyan and magenta lines represent the Gaussian and exponential 
corrections compared to the seeing corrected effective surface brightness of the galaxy. The 
profiles are derived from the numbers in Table A.l. The isophotal limit is 26 mag arcsec"^ 
and the FWHM is 1.25". The redshift varied from z =  0.05 to z =  0.3 in intervals of 0.05.
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Figure A.7: This plot shows the bias in total magnitude as a function of seeing for each 
type of galaxy. The black line represents the isophotal magnitude, the red line represents the 
Gaussian corrected magnitude, the green represents the exponentially corrected magnitude, 
the blue represents the Kron magnitude and the magenta represents the Petrosian magnitude. 
The profiles are derived from the numbers in Table A.l. The isophotal limit is 26 mag arcsec"^ 
and z =  0.10. The FWHM varied from 1.0" to 2.0" in intervals of 0.25"
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Figure A.8: This plot shows the bias in total magnitude as a function of seeing for each 
type of galaxy. The black line represents the isophotal magnitude, the red line represents the 
Gaussian corrected magnitude, the green represents the exponentially corrected magnitude, 
the blue represents the Kron magnitude and the magenta represents the Petrosian magnitude. 
The profiles are derived from the numbers in Table A.l. The isophotal limit is 26 mag arcsec”  ^
and z =  0.25. The FWHM varied from 1.0" to 2.0" in intervals of 0.25"
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Figure A.9: This plot shows the bias in total magnitude as a function of disk central surface 
brightness for each type of galaxy in the absence of seeing. The black line represents the 
isophotal magnitude, the red line represents the Gaussian corrected magnitude, the green 
represents the exponentially corrected magnitude, the blue represents the Kron magnitude and 
the magenta represents the Petrosian magnitude. The profiles are derived from the numbers 
in Table A.l. The isophotal limit is 26 mag arcsec~^ and z =  0.1. The disk central surface 
brightness varied from 21.30 mag arcsec”  ^ to 22.30 mag arcsec“  ^ in intervals of 0.2 mag 
arcsec"^. The disk central surface brightness changed by a corresponding amount in the case 
of the LSBG (22.60 — 23.60 mag arcsec“ )^ and Irregular (22.30 — 23.30 mag arcsec"^) galaxies.
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Figure A.10: This plot shows the bias in total magnitude as a function of disk central surface 
brightness for each type of galaxy in the presence of seeing. The black line represents the 
isophotal magnitude, the red line represents the Gaussian corrected magnitude, the green 
represents the exponentially corrected magnitude, the blue represents the Kron magnitude and 
the magenta represents the Petrosian magnitude. The profiles are derived from the numbers in 
Table A.l. The isophotal limit is 26 mag arcsec” ,^ the FWHM is 1.25" and z =  0.1. The disk 
central surface brightness varied from 21.30 mag arcsec“  ^ to 22.30 mag arcsec~^ in intervals of 
0.2 mag arcsec” ^. The disk central surface brightness changed by a corresponding amount in 
the case of the LSBG (22.60 — 23.60 mag arcsec” ^) and Irregular (22.30 — 23.30 mag arcsec~^) 
galaxies.
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Figure A.11: This plot shows the bias in total magnitude as a function of isophotal limit for each 
type of galaxy in the absence of seeing. The black line represents the isophotal magnitude, the 
red line represents the Gaussian corrected magnitude, the green represents the exponentially 
corrected magnitude, the blue represents the Kron magnitude and the magenta represents the 
Petrosian magnitude. The profiles are derived from the numbers in Table A.l. z =  0.1. The 
isophotal limit varied from 24 mag arcsec"^ to 27 mag arcsec"^ in intervals of 1.0 mag arcsec~^.
Appendix'.The Effects of Surf ace Brightness on Magnitudes, and the Detectability of Galaxies.xx
a*
a«
as
*
Mml
0
87 S4 SS 2«
0
34 SO » 87
a t
a*
aa
84 88 rr
Figure A.12: This plot shows the bias in total magnitude as a function of isophotal limit 
for each type of galaxy in the presence of seeing. The black line represents the isophotal 
magnitude, the red line represents the Gaussian corrected magnitude, the green represents the 
exponentially corrected magnitude, the blue represents the Kron magnitude and the magenta 
represents the Petrosian magnitude. The profiles are derived from the numbers in Table A.l. 
The FWHM is 1.25" and z = 0.1. The isophotal limit varied from 24 mag arcsec”  ^ to 27 mag 
arcsec“  ^ in intervals of 1.0 mag arcsec“ .^
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Figure A, 13; This plot shows the bias in total magnitude as a function of absolute magnitude 
for each type of galaxy in the absence of seeing. The black line represents the isophotal 
magnitude, the red line represents the Gaussian corrected magnitude, the green represents the 
exponentially corrected magnitude, the blue represents the Kron magnitude and the magenta 
represents the Petrosian magnitude. The profiles are derived from the numbers in Table A.l. 
The isophotal limit is 26 mag arcsec~^ and z =  0.1. The absolute magnitude varied from -20.5 
mag to -16.5 mag in intervals of 1.0 mag.
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Figure A.14: This plot shows the bias in total magnitude as a function of absolute magnitude 
for each type of galaxy in the presence of seeing. The black line represents the isophotal 
magnitude, the red line represents the Gaussian corrected magnitude, the green represents the 
exponentially corrected magnitude, the blue represents the Kron magnitude and the magenta 
represents the Petrosian magnitude. The profiles are derived from the numbers in Table A.l. 
The isophotal limit is 26 mag arcsec~^, the FWHM is 1.25" and z =  0.1. The absolute 
magnitude varied from -20.5 mag to -16.5 mag in intervals of 1.0 mag.
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The Kron and Petrosian magnitudes are worst for galaxies with large B /T  ratios.When 
there is no seeing the magnitudes get worse with redshift, although the redshift dependence is 
negligible for late-types. Kron magnitudes measure 91% of the flux for ellipticals, compared to 
only 81.5% measured by Petrosian magnitudes. However, Petrosian magnitudes will measure 
99.3% of the flux for a purely exponential galaxy compared to 96% measured using Kron 
magnitudes. Thus Petrosian magnitudes have a stronger dependence on B /T .
When seeing is added in, Kron and Petrosian magnitudes actually do better at higher 
redshift. A pure Gaussian PSF will have 95% of its flux measured using Petrosian magnitudes 
and 99% using Kron magnitudes, so galaxies with large B /T  ratios will benefit immediately. 
However, galaxies which are close to exponential should get worse. Fortunately, these galaxies 
are much larger than the seeing disk, and so seeing has only a negligible effect at these redshifts.
Pig. A.5 and Fig. A.6 show the difference in measured surface brightness for different 
magnitude systems in the absence and presence of seeing respectively. When there is no seeing, 
both Gaussian and exponential corrections produce surface brightnesses which become fainter 
w ith redshift There is a strong profile dependency, with a 1 mag arcsec~^ change in estimated 
surface brightness going from z =  0.05 to z — 0.30 for elliptical galaxies for both filters, but 
very little variation seen in late- types when the magnitude is corrected by an exponential 
profile. The surface brightness of elliptical galaxies is overestimated, for both corrections, 
bu t the surface brightness of spirals with large B /T  is underestimated. As the spiral galaxy 
moves from early to late type, the error is reduced for the exponential profile and becomes 
overestimated for the Gaussian correction.
When seeing is taken into account, the situation becomes more complicated. The variation 
with redshift is not as strong, and indeed the effective surface brightness can increase with 
redshift. Galaxies at low redshift are larger, and less affected by seeing than galaxies a t high 
redshift. Thus one would expect the z — 0.05 case to be similar in both Fig. A.5 and Fig. A.6, 
and any differences to increase with redshift. This is broadly the case. Table A.3 shows that 
the isophotal radii, before seeing, are very similar to the FWHM in the range 0.25 <  z < 0.3, 
leading to the complicated variation seen at the high redshift end of Fig. A.5.
Fig. A.7 shows the dependence of magnitude error on seeing. The FWHM varies between 1" 
and 2" for an isophote of 26 mag arcsec“  ^ and z =  0.1. As can be seen, the seeing dependence 
is extremely small for all profiles and all magnitude types, apart from high B /T  Petrosian 
magnitudes, and to a smaller extent Kron magnitudes. However, at z =  0.25 (see Fig. A.8) 
the seeing dependence increases significantly, as the galaxies appear smaller. In particular the 
exponential correction begins to overcompensate for late-type galaxies.
The disk central surface brightness, Hd-, dependence is shown in Fig. A.9 for no seeing and 
Fig. A. 10 with seeing. Here the bulge is kept constant. The aperture magnitudes show no 
dependence on fid whereas the isophotal, Gaussian and exponential magnitudes all show a 
strong dependence.
The isophotal fium dependence is shown in Fig. A.11 for no seeing and Fig. A.12 w ith seeing. 
The aperture profiles show almost no dependence on finm whereas the isophotal, Gaussian and 
exponential magnitudes all show a very strong dependence. The Kron magnitude varies slightly 
for large B /T  because the steep profiles of these galaxies hit noise limits for bright values oifium-
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The variation of A m  w ith M  is shown in Fig. A. 13 for no seeing and Fig. A.14 w ith 
seeing. There is no dependence on M  for either the isophotal, the Gaussian corrected or 
the exponentially corrected magnitudes. However there is a M  dependence for the Kron and 
Petrosian magnitudes especially for bulge dominated galaxies. In Fig. A.14 seeing effects 
dominate as both the Kron and Petrosian magnitudes improve at fainter absolute magnitudes 
when they are bulge dominated.
A. 1.2 Problem s o f Inclination
However late types will be more effected by inclination. To model this, we have assumed that 
a disk galaxy is optically thin and has no internal extinction. We look a t the problem of using 
the mean isophotal radius to calculate the effective surface brightness as in Cross et al. (2 0 0 1 ).
A galaxy of area Aiso, was assumed to have an isophotal radius riso, given by:
Aiso = 7rrl„ (A. 17)
The isophotal magnitude and radius were used to calculate the total magnitude and the 
effective surface brightness pe as described in Cross et al. 2001.
However a disk galaxy, inclined at an angle, i with major axis a and minor axis b has an 
area
Aiso = 7rab (A. 18)
where
b = acos{i) (A.19)
The surface brightness has increased at each point by a factor 35^ ,  increasing the semi­
major axis until /i(a) =  fium-
a = a0.41n(10)[/^(%m. ~  Mo ~ 2.5 logjo cos(î)] (A.20)
where a; is the disk scale length. This increases the isophotal ffux of the galaxy, as well as 
the isophotal radius.
Tic (A.21)
ruiso =  rntot ~  2.5 log^g /
An exponential profile is fitted to these parameters as in Cross et al. (2001). The central 
surface brightness and total magnitude are calculated for this galaxy assuming that the galaxy
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is face on. The error in the central surface surface brightness is the difference between the
true central surface brightness and the calculated central surface brightness. The error in the
effective surface brightness is exactly the same, as the difference between central and effective 
surface brightness is a constant for an exponential profile. The total magnitude calculated 
above is the same as the true total magnitude.
A Mo — MO,meaa MO,trtie (A.23)
The probability of a galaxy of inclination 9 lying between i and i A- di is:
P{i < 9 < i + di) = ^  sm{i)di (A.24)
Therefore the mean difference in measured and face-on effective surface brightness is:
'•tt/2
I f  Ayuo sin(«)di = -0 .4 7 7  (A.25)2 Jo
Thus the calculated effective surface brightnesses of late-type galaxies may be 0.48 mag too 
bright. However more complicated effects such as seeing, the thickness of the disk and internal 
extinction will all tend to reduce the measured surface brightness of edge on disks to a greater 
degree than face-on disks, reducing the mean offset.
The overall effects of bulge-disk decomposition and inclination appear to be to make M* 
brighter by 0.1 mag and /i* fainter by 0.55 mag arcsec” ,^ 0.5 mag arcsec"^ for Sas due to the 
bulge and 0.1 mag arcsec~^ for Sds due to the bulge and 0.5 mag arcsec"^ due to inclination. 
It is difficult to be precise about this as the morphological mix of galaxies in the 2dFGRS is 
not known.
A .1.3 Sum mary and D iscussion of M agn itude System s.
Dalcanton (1998) showed that there isophotal magnitudes suffer from strong surface bright­
ness and redshift dependence for both exponential and elliptical profiles. She found that the 
variation is almost constant until the redshift brings the central surface brightness close to 
the isophote and then A M  rises “precipitously”. Fig. A.3 & A.4 show this rise for the LSBG 
and Irregular galaxy. Dalcanton also showed that magnitudes could be better estimated in 
good seeing. At low redshifts there is little or no seeing effect with any magnitude system, as 
the isophotal radius is much larger than the FWHM, but at high redshifts (see Fig. A.8) the 
isophotal magnitudes get significantly worse with seeing. However, other systems such as the 
Gaussian correction and exponential correction increase the amount of flux detected w ith in­
creased seeing. A Gaussian correction, of course, would be perfect when the seeing completely 
dominates the profile. In the case of a galaxy which is fitted well by an exponential profile, an 
exponential correction under poor seeing will overestimate the ffux.
Dalcanton (1998) also looked at aperture magnitudes and found that Kron magnitudes give 
a A M  > 0.3 when iium, — po < -^ Neither Pig. A.9 & A.10 show this, and indeed show that
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Kron magnitudes show little variation with pd- The conflict may be due to the slightly different 
definitions of Kron radius used. Here vk =  2.5ri, whereas Dalcanton used =  2.On. Driver 
(1998) argues for r/< =  3.5ri based on the smallest radius at which the photometric error 
had reduced to less than the zero-point. Bershady et al. (1994) point out that increasing the 
radius can reduce the signal to noise ratio, as you pick up a lot more noise for little extra signal. 
Increasing the aperture also increases the chance of contamination by nearby neighbours and 
this leads to deblending problems.
Petrosian magnitudes can also be improved by increasing the magnification factor for the 
radius, bu t this suffers from the same problems as above. The main advantage is the surface 
brightness independence. Galaxies of with the same profile will have the same magnitude 
regardless of the isophote (see Fig. A. 11 & A.12). The definition of the Petrosian radius, 
Eqn A. 11 depends on the flux in a small annulus. In a real, pixelated system, the value of Rp  
can vary enormously, particularly at small radii, hence the abrupt changes in magnitude in 
Figs A.3 & A.4.
While surface brightnesses are determined from the fitted profiles for Gaussian and ex­
ponential profiles, there is no similar treatment available for Kron or Petrosian magnitudes. 
However half-light radii can be measured by growing apertures until half the flux of the Kron 
or Petrosian is found. If the error in the flux is small then the error in the half-light radius and 
effective surface brightness is small. The surface brightnesses obtained from the fitted profiles 
are poor, often out by 1 mag at low redshift and can lead to errors later when calculating the 
bivariate brightness distribution.
When all these effects are considered, Kron magnitudes are the most dependable. They 
have the least redshift and profile dependence. Petrosian magnitudes also have a low redshift 
dependence and no surface brightness dependence but unfortunately have a stronger depen­
dence on B /T .
A .2  D e te c tin g  G alax ies and S ep aratin g  th em  from  Stars
If an object is going to be detected, it must have several connected pixels with a flux greater 
than the isophotal limit. For the MGC we set the isophotal limit at 26 mag arcsec"^, and have 
a minimum of 10 pixels. This is done to limit the number of spurious noise and cosmic ray 
detections. If the limiting isophote is the level of 2a variations in noise, then there is a 4.6% 
chance that any particular pixel is due to noise. Thus the chance that all 10 pixels are noise 
is 4 X 10“ '^*'. W ith 0.333 arcsec wide pixels, the faintest detectable objects have m =  25.89.
Galaxies which have an even lower surface brightness, so that they have less than 10 
connected pixels brighter than 26 mag arcsec"^ will be missed. This will include 19*^  ^ mag 
galaxies with a central surface brightness of 26.5 mag arcsec” ,^ which is a problem if the 
survey is supposed to be complete to 20^  ^ mag. It will also miss a 25.5 mag arcsec”  ^ galaxy 
w ith scale length smaller than 1 arcsec. Happily this galaxy would have a total magnitude of 
23 and be well below the limit of most redshift surveys. Fig A.15 shows a plot of apparent 
total magnitude against central surface brightness for 3 profiles, an elliptical, an exponential 
and a spiral, with the criterion =  0.564", the radius encircling an area of 10 pix^. The 
Gaussian is the most important, because all objects of this size will be seeing dominated. The
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lowest magnitude achievable is 25.08 mag.
Other detection problems include the dynamic range of the detector, the size of the detector 
and scale errors in the detection threshold. Detectors saturate at a certain flux level which will 
depend on the exposure time. As exposure times increase to go for deep objects to increase 
the completeness of the catalogue, high surface brightness objects such as stars and ellipticals 
will flood the CCDs or photographic plates. CCDs have a dynamic range of ~  10^, whereas 
photographic plates have a much lower dynamic range of ~  10^. The saturation level puts 
limits on the accurate measurement of high surface brightness objects. This can be remedied 
by taking multiple exposures to reduce saturation and adding them together to get to lower 
flux limits. This has another advantage as cosmic rays, satellite trails and noise can be more 
easily removed if 3 or more exposures are taken. These objects would be expected to appear 
on one image, so taking the mode or clipped mean of each pixel will remove these objects. 
However, the additional overhead in terms of CCD readout times puts limits on the number 
of exposures it is worth taking.
The maximum size of an object is limited by the boundaries of the detector for high 
surface brightness objects and the flatness of the isophote and the reliability of the background 
estimation for low surface brightness objects. The size of the detector is limited by technology. 
CCDs are smaller than photographic plates, bu t have increased in size dramatically over the 
past few years. The flatness of the isophote depends on how well the flat-fielding reduced pixel- 
to-pixel variations over the CCD. The software /  hardware used to detect objects can also put 
constraints on the maximum size, e.g. the sky subtraction process in the APM (Maddox et al. 
1990a) and the local background estimator used in SExtractor (Bertin & Arnouts 1996).
A minimum size can also be placed on galaxies, either due to the minimum number of con­
nected pixels from signal-to-noise constraints, or due to star-galaxy separation. The star-galaxy 
separation is usually the stricter constraint, so it will override the signal-to-noise constraint.
A star is essentially a point source, and a galaxy is an extended object. However, atmospheric 
turbulence (or just diffraction in the case of space based telescopes) produces a Point Spread 
Function which means that galaxies with isophotal radii smaller than the seeing may be mis­
taken for stars. In fact 5 un-resolved compact dwarf galaxies have been found in the Fornax 
cluster (Drinkwater et al. 1999) by taking the spectra of every object. However, unlike pho­
tometry which can be done for every object in the field of view, spectroscopy has to be targeted. 
The best multi-fibre spectrometers can do a few hundred redshifts in an hour (e.g. 2dFGRS 
Colless et al. 1999, SDSS, York et al. 2000), so large redshift surveys (> 100,000 z’s) are very 
time consuming. Therefore it is not sensible to take redshifts of every object to increase the 
completeness of your catalogue as you will flood it with stars which outnumber galaxies by 3 
to 1 at the magnitude limit of todays large surveys, even at high galactic latitudes.
This minimum size is seeing and magnitude dependent and can be reduced slightly by 
careful profiling of objects. To get around this problem, some galaxy catalogues (e.g. van der 
Kruit 1987, O’Neil & Bothun 2000, de Jong & Lacey 2000) have imposed a strict diameter 
limit (1-2 arcmin), much larger than the seeing. These galaxies are also much easier to profile, 
with accurate bulge and disk parameters. However, the samples are bright and small, and 
limited to a small region of the total parameter space of the BBD.
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Figure A.15: This plot shows the lowest central surface brightness possible for different profile 
types as a function of apparent magnitude, when the isophote is 26 mag arcsec"^ and the 
minimum size is 10 pixels, with a pixel size equal to 0.333", giving a minimum radius riso = 
0.564" . The upper curve shows the variation for a de Vaucouleurs profile, the middle curve 
shows the variation for an exponential profile and the lower curve shows the variation for 
a Gaussian profile. The two vertical lines represent the apparent magnitude limits for each 
object. Both the de Vaucouleurs profile and exponential profile objects have a faintest apparent 
magnitude m  = 24.6 mag. The Gaussian profile objects are limited at m =  25.08 mag. Since 
real objects of this size will be dominated by the seeing, this represents the faintest magnitude 
for all objects.
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It is important to understand these detection limits when calculating the number counts or 
luminosity function. The detection limits can be reasonably well described by five numbers, the 
isophotal detection threshold pLumi the faint magnitude limit rnfaint-i the bright magnitude limit 
'iTT-brighti the maximum diameter dmax: and the minimum diameter dmin- The faint magnitude 
limit is usually determined by the limit at which a redshift survey can maximise its science 
goals within a reasonably amount of time, rather than the limit to which objects can be 
detected (which tends to be several magnitudes fainter). The minimum diameter limit will be 
determ ined by the star-galaxy separation, the maximum diameter limit will be determined by 
flat-fielding/sky subtraction problems. The bright magnitude limit removes a few very large 
galaxies which will be either large or very high surface brightness. These tend to be partly 
outside the field of view (or at least the CCD) because of there large size. They are difficult 
objects for detection programs as they are likely to be merged w ith other objects or defects 
and are likely to be saturated at the centre. The contribution of large normal or high surface 
brightness to the overall number of galaxies is extremely small, and they can be easily picked 
out by eye, but the contribution of large low surface brightness galaxies is unknown.
A .2.1 D e m o n s tra tin g  V isib ility
In § 2.4 we discussed visibility theory. In this section, we will demonstrate how the volume 
over which a galaxy can be seen varies with the different limits. Below are various plots 
demonstrating the problems associated with surface brightness, using the method developed 
above. All the plots below use exponential profiles and an Einstein-de-Sitter Universe. Fig. 2.13 
shows how the visibility surface varies with surface brightness. The isophotal magnitudes as 
discussed above are shown as th in lines.
Fig. A. 16 shows the complex Malmquist bias for fj,um = 24,24.5,25.0,25.5,26.0,26.5and27.0 
mag arcsec"^ (top left to bottom right). The lines are contours of constant volume for that 
piim- As the limiting isophote becomes brighter, the surface brightness dependency of the 
Malmquist bias increases. Luminosity functions constructed using a 1/Vmax or an estimator 
which depend on the absolute magnitude of the galaxy but not the surface brightness, are 
implicitly assuming an infinite isophote as shown in the top left figure of Fig. A.16. However, 
even if total magnitudes are used, the visibility of galaxies does have a surface brightness 
component, due to the minimum isophotal size of an object. This can be very severe by 23 
mag arcsec"^, galaxies at all magnitudes are biased.
Davies (1990) showed that there was a noticeable decrease in visibility as the bulge-to-total 
ratio increases, implying that morphological mixes are biased towards the most visible later 
types. However LSBs have their visibilities improved by bulges. These two statements can |
be understood by considering the most important criteria, namely isophotal magnitude and |iisophotal diameter. For a given magnitude, an increased bulge-to-total ratio will decrease the j
scale length of the galaxy. If this galaxy is placed at increasing redshift then although it can I
be seen out further before its central surface brightness reaches the isophotal limit, a typical j
galaxy will reach the diameter limit more quickly. However, a LSBC, which is limited by the j
surface brightness limit rather than the diameter limit will be seen out further now that its |
central surface brightness has increased. Davies points out that two galaxies with extremely |
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Figure A. 16: This plot shows contours of equal volume for selection functions with differ­
ent isophotal detection limits. The top, left plot shows the selection function for a limit 
of 24.0 mag arcsec~^. The other plots show isophotal selection functions, for the limits 
24.5,25.0,25.5,26.0, 26.5&:27.0 mag arcsec“ .^ As one goes to brighter thresholds, the volume 
becomes a stronger function of surface brightness, and a narrow peak in surface brightness is 
seen.
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LSB disks have been found with prominent bulges (Malin 1, Bothun et al. 1987 and GP 1444a,
Davies, Phillipps & disney 1988). Davies shows that the surface brightness distribution has a 
narrow peak, bu t this is mainly due to a large value of dmm? as can be seen in Fig. A. 17
In Davies (1990), the author looks at visibility for data with strict limits, dmin == 10 — 15'', 
so a narrow peak in surface brightness is expected. The advantages of having a large value 
of dmin are that the data will not be contaminated with stars and they will only be galaxies 
with well defined magnitudes and surface brightnesses and have minimal seeing effects. The 
disadvantages are clear: a very limited parameter space and horrendous surface brightness 
effects to take into account when estimating the luminosity function.
Fig A. 18 demonstrates the visibility function produced from a combination of minimum 
isophotal diameter limits and total magnitude limits. For dmin > 10", Fig A.18 is identical to 
Fig A. 17 as the diameter limit dominates throughout the parameter space. At lower limits, 
the changeover between the two regimes is obvious.
Fig. A. 19 and Fig. A.20 demonstrate the effects of a maximum diameter limit on observa­
tions. There appear to be no effects for maximum diameters above 50", and there are no strong 
effects at the 20" limit but there are strong effects for large low surface brightness galaxies be­
low this limit. The limits due to the sizes of CCDs will generally be > 100". Flat-fielding and 
sky-subtraction problems may occur on smaller scales, so these need to be monitored carefully.
It seems unlikely that there will be serious problems on a scale of < 20", so the maximum 
diameter is not a major issue.
In the previous sections the effects of visibility have discussed with regard to sampling the 
parameter space of galaxies. It is clear that the effect of some selection criteria is negligible up 
to a point and then it can dominate, as is clear from Fig A. 17 for example. Some criteria such 
as the isophotal detection threshold are fairly clear cut and simple to understand. Either the 
galaxy has 10 connected pixels above the threshold or it does not - for all intents and purposes 
either its central surface brightness is higher or lower than this limit. However isophotal 
magnitude and diameter limits are sensitive functions of the apparent profile and the detection |
Iisophote. Even “corrected” magnitudes have at least a profile dependence, and with seeing i
included a redshift dependence. This means that the visibility function is a complex function |
of M  and p  and will be different for each different type of galaxy. When seeing is added in it |
is incredible complicated to calculate how far out a galaxy can be seen. j
A better method of calculating the luminosity function or a bivariate brightness distribution j
would be to limit the population of each type at a lower redshift than the furthest seen. To do I
this, first select your sample, with well understood selection boundaries and measure redshifts j
of all the galaxies over that range. Then take a sample selected from within these boundaries j
over a certain range in M  and p. For example, take the case of p,nm = 26 mag arcsec"^ |
and diim = 3.0" and mtot =  20. mag, shown in Fig A. 18, If one took a box over the range |
—22 < M  < —16.5 and 21 < M  < 24.5, then any galaxy in this range could be seen out to at |
least % — 0.05. By restricting the galaxies to a small range in parameter space and redshift, a 
100% complete sample that is free from selection biases is created. From the same data many 
of these volume limited cuts can be drawn, to probe different parts of parameter space, or 
to look at evolution, so very little data is wasted. Inevitable some data will be thrown away.
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Figure A. 17: This plot shows contours of equal volume for selection functions with different 
minimum diameter limits. The top, left plot shows the selection function for a diameter 
limit of 1.0". The other plots show isophotal selection functions, for the diameter limits
2.0,3.0,4.0,5.0,10.0&20.0". The threshold is 26 mag arcsec""^. As one goes to larger minimum 
diameters, the volume becomes a stronger function of surface brightness, and a narrow peak 
in surface brightness is seen.
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Figure A. 18: This plot shows contours of equal volume for selection functions with differ­
ent minimum diameter limits. The top, left plot shows the selection function for a diam­
eter limit of l.G'4 The other plots show total selection functions, for the diameter limits
2.0,3.0,4.0,5.0,10.0&20.0". The threshold is 26 mag arcsec"^. As one goes to larger minimum 
diameters, the volume becomes a stronger function of surface brightness, and a narrow peak 
in surface brightness is seen.
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Figure A. 19: This plot shows contours of equal volume for selection functions with differ­
ent maximum diameter limits. The top, left plot shows the selection function for a diam­
eter limit of 1.0". The other plots show total selection functions, for the diameter limits
2.0,3.0,4.0,5.0,10.0&20.0". The threshold is 26 mag arcsec"^. As one goes to larger minimum 
diameters, the volume becomes a stronger function of surface brightness, and a narrow peak 
in surface brightness is seen.
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Figure A.20: This plot shows contours of equal volume for selection functions with differ­
ent maximum diameter limits. The top, left plot shows the selection function for a diam­
eter limit of 1.0". The other plots show total selection functions, for the diameter limits 
2.0, 3.0,4.0,5.0,10.0&20.0". The threshold is 26 mag arcsec” .^ As one goes to larger minimum 
diameters, the volume becomes a stronger function of surface brightness, and a narrow peak 
in surface brightness is seen.
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bu t it will only be the data at the edge of the visibility surface, where photometric errors are 
greatest, even under the best magnitude systems. The information content of this data is poor, 
and the likely bias is too great for it to be worth using.
