ABSTRACT With the continuous development of the Chinese economy and the gradual acceleration of urbanization, it has caused tremendous damage to the environment. The bad air environment seriously damages the physical and mental health of the people. The change in smog concentration will be affected by many realistic factors and exhibit nonlinear characteristics. The method proposed in this paper is to use the Internet of Things (IoT) technology to monitor the acquired data, process the data, and predict the next data using a neural network. The existing prediction models have limitations. They don't accurately capture the law between the concentration of haze and the factors affecting reality. It is difficult to accurately predict the nonlinear smog data. One algorithm proposed in this paper is a two-layer model prediction algorithm based on Long Short Term Memory Neural Network and Gated Recurrent Unit (LSTM&GRU). We set a doublelayer Recurrent Neural Network to predict the PM2.5 value. This model is an improvement and enhancement of the existing prediction method Long Short Term Memory (LSTM). The experiment integrates data monitored by the IoT node and information released by the national environmental protection department. First, the data of 96 consecutive hours in four cities were selected as the experimental samples. The experimental results are close to the true value. Then, we selected daily smog data from 2014/1/1 to 2018/1/1 as a train and test dataset. It contains smog data for 74 city sites. The first 70% of the data was used for training and the rest for testing. The results of this experiment show that our model can play a better prediction.
I. INTRODUCTION
In recent years, with the rapid development of scientific information technology, IoT [1] technology has been widely used in various fields in China. With the in-depth study of relevant personnel, the IoT technology has been continuously improved and gradually matured [2] . The practical application of the IoT technology in the current stage of
The associate editor coordinating the review of this manuscript and approving it for publication was Tie Qiu. environmental monitoring has played an important role in the ecological environmental protection work and has a broad development prospect.
Air quality has become a topic of common concern to the whole society. Air pollution seriously affects the health of Chinese residents. Seriously, it increases the incidence of lung diseases and cancer [9] . It can cause abnormal development of infants. It is harmful to humans after inhaling people's respiratory tract. Long-term inhalation can lead to death. The bad air environment seriously damages the physical and mental health of people. This has a great impact on improving the living conditions and quality of life of our people. Therefore, it is very important to predict that smog will become very important.
At present, the problem of atmospheric environmental pollution has become an important issue that restricts China s economic and social development. If this problem is not resolved in timely effective manner, it will seriously threaten the health of people and the development of China's economy and society. High-quality air pollution prediction can accurately grasp the level of the environment in the future and form complete and accurate prediction information. Therefore, it provides a scientific basis for the national prevention of air pollution and makes the flood prevention work more targeted and effective. In this context, an effective way to solve the problem of air pollution in China is to improve the accuracy of air pollution prediction.
The smog problem is serious [9] . It is still a difficult problem to accurately predict PM2.5 in the face of smog. The final result is not satisfactory. There are limitations in the monitoring and prediction of smog. The Municipal Air Quality Index is published daily by the Bureau of Meteorology. This index can only generally describe the overall air quality of a city. However, the air quality in urban and suburban areas and in different areas of the same city is different. Because of the fluidity of haze, the PM2.5 values in different regions of the same city are also different. Even indoor and outdoor values are different. During the implementation of environmental monitoring, the high cost of the base station and the difficulty of power supply affect the data acquisition.
Because of the many factors involved, the final result is unpredictable. With the demand for scientific research becomes higher and higher, more accurate monitoring quality is required. At present, China's largest IoT is the environmental pollution monitoring system. China's various provinces and cities have gradually established a pollution protection system. Relevant monitoring centers have been established in various places. China has gradually formed a smog management strategy integrating monitoring, information adoption, and data prediction. These measures have led to an overall improvement in the quality of environmental protection management.
The method proposed in this paper is based on the air quality monitoring and prediction system of the IoT [28] . It monitors air quality in real time and even gives the user a value every minute. This value reflects the air quality status in real time. The future air quality is predicted based on the monitored values. Therefore, through the IoT technology, wireless networking and other technologies to obtain node data to achieve national air quality detection, analysis and prediction. Some low-power air quality monitoring modules are installed in different areas. These monitoring modules are safe and energy efficient and can detect PM2.5 metrics. It can greatly improve the efficiency of environmental regulation and protection.
The rest of this article is organized as follows. The second section introduces the work related to IoT monitoring and data forecasting. The third section introduces the principles of IoT monitoring and data prediction. The fourth section introduces the experimental process and implementation steps and gives a predictive evaluation of the experimental results. Finally, we give concluding observations and future work.
II. RELATED WORK
Environmental monitoring technology is a monitoring and early warning technology. It promotes the development of ecological society. It has been in the development of our society for decades. Environmental monitoring technology has developed a relatively mature development in western developed countries and has been widely used. The specific application of environmental monitoring technology in China is to better promote environmental protection. The ecological environment forms a good monitoring and governance system.
During the 2008 Beijing Olympics, 11 prefecture-level cities under the jurisdiction of Beijing, Tianjin and Hebei Province established the joint control mechanism for air pollution joint defense for the first time [3] , [27] . 13 urban areas implement unified standards, unified deployment, unified management, and unified decision-making. At this time, the monitoring and control of atmospheric environmental quality achieved very good results. It provides valuable experience for subsequent nationwide air pollution control. The state has increased its strength and depth in management. However, it is not mature in the technology of flood control and treatment. Excessive monitoring data makes it difficult to distinguish between spammers and regular users. To solve this problem.
The existing state-controlled environmental air monitoring points in the Beijing-Tianjin-Hebei region mainly include 80 national control city evaluation points and 11 regional points in 13 prefecture-level and above cities. The number of national control monitoring points in each city is 3 to 13 Three of the regional locations are located in Beijing, three in Tianjin and four in Hebei Province. In addition to the national control monitoring points, each city has also set up a certain number of provincial control points. They are mainly distributed in the built-up areas at the district and county levels to jointly reflect the urban ambient air quality.
There are many researches related to the Internet of Things [18] , [23] , [29] . Minoli et al. [28] introduced the concept and current status of the IoT and discussed the shortcomings of the traditional environmental online monitoring system. Internet of Things monitoring data can cause network congestion problems. To solve this problem, Qiu et al. [12] proposed an event scheduling scheme EABS for EIOT. Wireless sensor networks (WSNs) have been used to build intelligent meteorological observation networks. Wang et al. [7] proposed an air temperature error correction scheme (STCS). After preprocessing such as interpolation and time conversion, the trained neural network is applied to temperature VOLUME 7, 2019 correction. Wang et al. [16] propose an effective dual-chaining watermark scheme, called DCW, for data integrity protection in smart campus IoT applications. Shi et al. [17] propose IoT device identification via Radio Frequency Fingerprinting (RFF) extracting from radio signals which is physical-layer method for IoT security which solve security problems in this paper. Therefore, IoT technology is mature in environmental monitoring technology.
The method proposed in this paper is to use the IoT technology to monitor the acquired data and process the data. The obtained data is predicted using a neural network. One algorithm proposed in this paper is a two-layer model prediction algorithm based on LSTM&GRU of recurrent neural network (RNN). This algorithm is an improvement and enhancement of the existing prediction method LSTM [4] - [6] . This twolayer recursive neural network model replicates the first loop layer in the network. The input sequence provides input for the first layer. The reverse copy of the input sequence is passed to the second layer GRU [8] . To overcome the limitations of traditional RNN [10] , [26] , [27] , we propose a twolayer recurrent neural network. It can be trained using past smog data. The model can predict future data more accurately based on past smoke data.
There are many methods to predict air pollution [19] - [22] , [24] . Yang et al. [10] used discrete wavelet analysis to decompose sulfur dioxide and soot emissions into high frequency channels and low frequency channels. These two channels establish a periodic function and fit the periodic characteristics of the Fourier curve. Finally, a higher prediction effect was obtained. Fu et al. [11] updated the prediction method online by multiple linear regression models. The model is continually updated based on the test results of the day. In the absence of a large amount of forecast data, changes in smoke conditions are reflected in a timely manner.
Ordieresa et al. [13] used three neural network models to predict PM2.5. They are Multilayer Perceptron (MLP), Radial Basis Function (RBF), Square Multilayer Perceptron (SMLP). All of these models are based on BP neural networks. The results show that RBF networks can better predict PM2.5 results than other networks. Barai et al. [14] investigated some air quality prediction methods. He detected the sequential network construction model (SNCM), the RNM variable point modeling model (CPDM), the cyclic network model (RNM), and the self-organizing feature map(SOFM). It showed that the SOFM has better forecasting performance and neural networks have sufficient capabilities for air quality forecasting to handle noise and error data. Corani et al. [15] find that Ozone and PM10 have a great correlation with PM2.5. In some cases, lazy learning can provides better performances on samples and PNNs are superior to the other approaches in detecting of the exceedances of alarm and attention thresholds. Zhao et al. [25] established a Long shortterm memory -Fully connected (LSTM-FC) neural network to predict PM2.5 of a specific air quality monitoring station over 48 hours using historical air quality data. Compared with ANN and LSTM, the result shows that our proposed 
III. THE SMOG MONITORING AND FORECASTING SCHEME A. OVERVIEW OF THE MONITORING SYSTEM MODEL
First, we obtain data through the IoT node. The IoT monitoring system consists of a perception layer, a network layer, and an application layer. The structure of the IoT is shown in Fig. 1 .
1) PERCEPTION LAYER
The main function of the perception layer is to obtain information about environmental monitoring through sensing devices such as sensor nodes. The wireless sensor network technology forms an autonomous network and adopts a collaborative work mode. It extracts useful information and enables resource sharing and communication with other devices on the Internet through access devices. The perception layer is the base layer and core layer of the IoT technology.
2) NETWORK LAYER
The main function of the network layer is to transfer information from the sensing layer to the Internet. It is an Internet platform built on the core of IPV6/IPV4. It manages and controls the massive amount of information acquired by environmental monitoring within the network through a large central computer platform and provides a good user interface for upper-layer applications. The network layer is mainly responsible for transmitting the information collected by the sensing layer and finally outputting it to the application layer. It can also be said to be the brain of the IoT. There may be a delay in the data transfer process.
3) APPLICATION LAYER
The main function of the application layer is to summarize and convert data. It has the functions of the underlying system and builds practical applications for the environmental monitoring industry to achieve real-time monitoring and early warning. Data processing is performed by supporting sublayers of the platform. Various environmental indicators are monitored in real time and a large amount of data is obtained.
B. MONITORING SYSTEM MODEL COMPOSITION
The IoT monitoring data is transmitted to the server through a wireless transceiver module packaged inside the processor. This achieves real-time detection of environmental pollution. Its monitoring system mainly includes three parts: monitoring node, server side, and user side. The wireless router connects them. The router connects the node to the server. The PM2.5 information can be obtained through the node to access the environmental data collected from the distributed monitoring points.
1) DISTRIBUTED MONITORING NODE
The function of the monitoring node is to read the data of the current environment from various sensors and send the data to the local server. It monitors PM2.5 through the useaŕs remote control node and automatically records PM2.5 concentration data. The monitoring side uses the sensor to process the data collected by PM2.5 to further determine the air quality. It makes corresponding decisions and estimates based on the description and assessment of integrated air quality.
2) SERVICE-TERMINAL
The main function of the local server is to process and forward data. It is the hub for data transmission and processing throughout the system. The server processes the information collected by the sensor and saves the results to the server.
3) USER TERMINAL
The data monitored by the IoT is integrated through the processing of the server to obtain complete data. The user processes, analyzes, and stores various data and parameters collected by each monitoring node in the area. The client implements real-time detection of the air quality in the area and transmits the monitoring result to the user's client.
C. DATA PREDICTION MODEL
The algorithm used in this paper is a multi-layer RNN structure.The first layer uses LSTM and the second layer uses GRU.
In our model, we divide the architecture into two RNN layers so that the model can improve the accuracy with little increase of complexity. The air quality data is continuous and applies to the RNN model. This is also the reason for choosing LSTM&GRU.
1) LONG SHORT TERM MEMORY NETWORK
The first layer uses LSTM because the cells in the LSTM will judge the information as they enter the model. Information that conforms to the rules will be retained and information that does not meet the requirements will be forgotten. Using this principle, the problem of long sequence dependence in neural networks can be solved. LSTM is an excellent variant of RNN. It inherits the advantages of the RNN model and solves the problem of the disappearing gradient caused by the gradual decrease of the gradient back propagation process.
As shown in Fig. 2 , there is a circular chain in all circulating neural networks. Each unit of the chain structure processes the input information and outputs it. The unit of the chain structure in the conventional recurrent neural network contains only one nonlinear function to nonlinearly transform the data, such as the tanh function. In the recurrent neural network of RNN variants such as LSTM, each unit adds different nonlinear functions at different locations to achieve different functions and solve different problems.
LSTM adds three sigmoid functions to each small unit. They are forget gate, input gate and output gate. These three functions are used to implement the gating function to control the inflow and outflow of data. The first gate in LSTM architectuer is the forget gate, which is shown as Fig. 4 . The function of the forget gate is to determine the information to be discarded in the memory cells. It determines how much information in the memory cell C t−1 from the previous moment can continue to be passed to the memory cell C t at the current moment. The mathematics of memory cells is formulated as (1) .
where σ is the logistic sigmoid function, which is often used as a threshold function for neural networks, mapping variables between 0 and 1. f t means the forget gate at the time t, h t means the hidden vector which is the same size as f t , the W terms denote weight matrices(e.g. W xf is the forget-hidden weight matrix), the b f terms denote bias vectors in the forget gate,
(1) shows when we see a new subject through the Cell C t , we want C t to forget the old subject. The second gate is the input gate, which is shown as Fig. 5 . Its main function determines how much new input information can enter the memory cell C t at the current moment. The mathematics of memory cells is formulated as (2) .
where i t means the input gate at the time t, the b i terms denote bias vectors in the input gate, the W terms still denote weight matrices. Then we need update the old Cell C t−1 , the details will be discussed below. The third gate is the output gate, which is shown as Fig. 6 . Its main function is to determine whether the information in the memory cell C t at the current moment can enter the hidden layer state h t . The mathematics of memory cells is formulated as (3) .
where o t means the input gate at the time t, the b o terms denote bias vectors in the output gate. Then the LSTM architecture need to update the memory cell. Updating memory cells need use forget gates and input gates according to the structure of LSTM. The candidate memory cell C t is generated using the tanh function as information to enter the input gate. The mathematics of memory cells is formulated as (4).
where C t means the cell state at the time t. The b c terms denote bias vectors in the cell state. The output of the forget gate is multiplied by the old state to determine how much old state information can enter the new memory cell. The output of the input gate is multiplied by the candidate memory cells to determine how much information is to be updated. They are linearly added to obtain memory cells that have been updated at the current time. The process of accumulating historical information is shown as (5).
where i t means the input gate, i t means the forget gate.
At last the model will output the information. The data is processed by the tanh function (tanh(C t )) and normalized to the interval [-1, 1]. The result of the output gate is then multiplied by the normalized data to control the amount of data output to the hidden layer. This process is formulated as (6) .
Among the many models available for time series prediction, traditional prediction models such as the autoregressive model (AR) and its upgraded differential autoregressive moving average model (ARIMA) have a good theoretical basis. They are better at capturing the dynamics of systems with linear relationships. However, for nonlinear systems, deep learning-based RNN performs better than its variant LSTM. RNN is a neural network with a feedback structure whose output is related not only to the current input and the weight of the network, but also to the input of the previous network. LSTM is an excellent variant of RNN that inherits the features of most RNN models. It can train long-term dependency information and can solve the vanishing gradient problem caused by the gradual reduction of the gradient backpropagation process. LSTM is ideal for dealing with issues that are highly correlated with time series. Therefore, the data prediction in this system uses the LSTM neural network to solve the first layer of the smog concentration problem.
2) GATED RECURRENT UNIT
In this paper, the second layer of the two-layer model uses GRU. Compared to LSTM, the construction of GRU is simpler because it reduces one gate and matrix multiplication is less strained. Therefore, the GRU can save a lot of time when the training data is large. Because GRU has fewer parameters, it is faster to train and requires fewer samples. While LSTM has more parameters, it may get a better model. Therefore, LSTM is more suitable for situations with a large number of samples. As a variant of LSTM, GRU combines the forget gate and the input gate into a single update gate. The cell state and the hidden state are also mixed and some other changes are added. GRU made two major changes on the basis of LSTM. First is the decrease of the number of gates. GRU combines the input gate and the forget gate in the LSTM into an update gate. The other is reset gate. The role of the reset gate is to control how much information is forgotten. The first gate is update gate. The main function of the update gate determines how much past information can continue to be passed to the future. The information of the previous moment and the current moment are linearly transformed by the right multiplication weight matrix. The added data is sent to the update gate and multiplied by the sigmoid function. The resulting value is between [0, 1]. This process is formulated as (7) .
where z t means the update gate and the b z terms denote bias vectors in the update gate. The update gate determines whether to update the hidden state to the new state, which has the same function as the output gate in the LSTM. The second gate is the reset gate. The main function of the reset gate is to determine how much historical information cannot be passed to the next moment. As with the data processing of the update gate, the information of the previous 
where r t means the reset gate and the b r terms denote bias vectors in the reset gate.
The second difference between GRU and LSTM is that GRU cancels the linear self-renewing memory unit. It directly performs linear self-updating using gating directly in the hidden unit. The logic diagram of the GRU is shown as Fig. 7 .
GRU no longer uses separate memory cells to store memory information. It directly records the historical state using hidden units. The amount of data of the current information and the memory information is controlled by the reset gate. Generating new memory information continue to pass forward.
As shown in (9) . When the reset gate is 0, the memory information is completely cleared. Conversely, when the reset gate is 1, it means that the memory information is all passed. In summary, GRU is better at convergence time. Doublelayer prediction is determined by several inputs before and after. The double-layered recurrent neural network predicts data more accurately.
IV. EXPERIMENT A. DATA PREPROCESSING
The experiment integrates data monitored by the IoT node and information released by the national environmental protection department. It contains smog data for 74 city sites. For the accuracy of the experiment, all the samples were selected as the research object in this experiment. We selected daily smog data from 2014/1/1 to 2018/1/1 as a train and test data set. The first 70% of the data was used for training and the rest for testing. We use the average to replace the missing data if some data is missing. First, the data is subjected to minimum-maximum normalization to process the data so that VOLUME 7, 2019 each data can range from 0 to 1. Then, the smog data is regularized so that the data falls within a certain interval of the statistics. In the experiment, we used the PM2.5 value of the first 5 days as a training unit to predict the PM2.5 of the next day and established a training model. After training the model, we used the same method to test the rest data. Both the training and testing indicators use RMSE to measure accuracy. Obviously the smaller the RMSE value, the more precise the model. All the experiments were run in CPU Ryzen 7 2700X, memory 8G and GPU-free environment. In order to prevent over-fitting, we set epoch as 200, learning rate as 0.15.
1) NORMALIZE
In order to eliminate the dimensional impact between indicators, data standardization is required to resolve the comparability between data indicators. After the original smog data is processed by data standardization, each indicator is in the same order of magnitude. The processed data is suitable for comprehensive comparative evaluation. The normalized method used in this experiment is min-max standardization. It also known as dispersion standardization.
It is a linear transformation of the raw data so that the resulting value is between [0, 1]. The conversion function is shown as (10) . where max is the maximum value of the sample data and min is the minimum value of the sample data.
2) STANDARDIZATION
The normalization of data is to scale the data down to a specific interval. Data standardization is often used in the processing of certain comparison and evaluation indicators. The unit limit of the smog data is removed and converted to a dimensionless, pure value. It is convenient for indicators of different units or magnitudes to be compared and weighted. The steps for data standardization are shown as below: a.Find the average value x i and standard deviation s i of each variable.
b.Standardize the data:
where z ij is the normalized variable value, x ij is the actual variable value. c.Reverse the sign before the inverse indicator. The normalized variable values fluctuate around zero. Greater than 0 indicates above average and less than 0 indicates below average. Normalization is the scaling of a feature rather than the feature vector of a sample.
B. EXPERIENCE RESULT 1) THE PREDICTION OF 74 CITIES
In order to predict whether the LSTM&GRU architecture is correct or not, we use the PM2.5 values of 74 cities for training and testing. The experimental indicators use the RMSE value. If the architecture is correct, the RMSE of the test dataset should be less than the one of the train dataset.
In Fig. 9 we can find it is not clearly whether the train RMSE is larger or the test RMSE, but we can easily find that most of cities has a less test RMSE than train RMSE, which can prove that the LSTM&GRU architecture is effective. 
2) THE PREDICTION OF FOUR CITIES IN CONTINUOUS 96 HOURS
We selected Beijing, Shanghai, Hangzhou and Nanjing four cities, arranged nodes in these cities, and successfully collected 4days, 96 hours of data in the period of 2019/1/1-2019/1/4. Then we use our model to predict the value of PM2.5 in each cities and compare the deviation of the prediction value of each city. In the experiment, we divide the first 70% data as our training dataset and the remaining 30% as our test dataset. The data every 5 hours is used as a training unit to get the PM2.5 predicted value of the next hour and compare with the real value. The method of measuring the contrast error is still measured by RMSE. The experimental results are shown in Fig.8 . We can find the three lines basically match which means our model has a better performance to predict future data. In the four cities above, the models obtained good prediction results.So we can almost assume that our model can accurately predict the change of PM2.5.
3) COMPARING WITH LSTM
In this paper, we use the PM2.5 values of 74 cities for training and testing. The experimental indicators use the RMSE value. Since the LSTM predictions of some cities are too close to the RMSE values predicted by the methods in this paper, we use a completely new method to judge the pros and cons of the two models. In the original experiment, we find there is little difference of the two model in each city. To describe the difference between the two model rapidly, we accumulate the RMSE values trained in 74 different cities in two different models. Through continuous accumulation, we can find that the sum of the RMSE values of the method is gradually smaller than the sum of the RMSE values of LSTM, so that the method is superior to the overall method. Fig. 11 and Fig. 12 show that with the increase of the number of cities, the gap between the two becomes bigger and VOLUME 7, 2019 FIGURE 12. Sum of train RMSE, the blue line indicates LSTM and the orange one indicates ours. bigger, especially in the sum of train RMSE. There is a small difference in each city between LSTM&GRU architecture and LSTM architecture and a significant differences between the two model, therefore we choose the sum of RMSE instead single city RMSE. RMSE will have a large value due to the large change in PM2.5. The reason why the difference of the test is smaller than the train probably is that the training is locally optimal, leading to more stable on test results. Fig. 11 and Fig. 12 proof that LSTM&GRU architecture is widely better than LSTM architecture, with the improve of the model we can get a more accuracy result.
4) THE IMPACT OF SAMPLE SIZE ON THE MODEL
By enlarging the size of the sample, we find that an increase in the sample size will reduce the RMSE of both training and testing. Fig. 13 and Fig. 14 show the change in the RMSE value of the model after the sample size change. Fig. 13 and Fig. 14 show that with the increase of length of data, the RMSE will decrease rapidly. And no matter how the length of data, the accuracy of ours is better than LSTM. It also shows that the size of sample can significantly affect the accuracy of the model. However, enlarging the size of sample is not a wise action because it will increase the training time of the model so that we cannot get the result timely.
V. CONCLUSION
This paper analyzes and predicts the smog model of Internet of Things monitoring. This model gives full play to the IoT monitoring information. It realizes smog pollution prediction and early warning and decision analysis. Through the Internet of Things monitoring and data prediction, the technical architecture of smog dynamic monitoring integrating information collection, transmission, processing and prediction is constructed. Then we use LSTM&GRU double-recursive neural networks to use historical data to predict future air pollution data. The results of this experiment show that our model can play a better prediction.
The advantages of IoT technology in environmental monitoring are fully utilized. This model can achieve a comprehensive perception of environmental pollution. It can provide new technical means for the prevention and control of sudden smog pollution and improve the intelligence level of early warning and emergency prevention. In the experiment, we found that not all the prediction results of our model were better than those of LSTM. This may be that the data characteristics were not obvious, or the data fluctuated so much that there is no suitable model could be trained.
In the future work, the advantages of IoT integrated sensing technology, communication technology and information technology will be used to solve the uncertainty problems in the smog monitoring work. More accurate haze prediction data is obtained by gradually reducing the error. We will extract more functional values for our models and improved models for training. At the same time, we will also compare the advantages and disadvantages of different neural networks. The smog data prediction model looks for a better model to improve prediction accuracy. As a typical information technology, the IoT technology fully integrates environmental protection work and can better promote the efficiency of environmental monitoring. WEIWEN KONG was born in Xuzhou, Jiangsu, China, in 1994. She received the B.S. degree in software engineering from the School of Computer and Software, Nanjing University of Information Science and Technology, Nanjing, China, in 2018, where she is currently pursuing the M.S. degree. Her research interests include wireless sensor networks, machine learning, and data security. She is a member of the ACM. VOLUME 7, 2019 
