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Abstract
There are a variety of approaches to obtain a vast re-
ceptive field with convolutional neural networks (CNNs),
such as pooling or striding convolutions. Most of these
approaches were initially designed for image classification
and later adapted to dense prediction tasks, such as se-
mantic segmentation. However, the major drawback of this
adaptation is the loss of spatial information. Even the popu-
lar dilated convolution approach, which in theory is able to
operate with full spatial resolution, needs to subsample fea-
tures for large image sizes in order to make the training and
inference tractable. In this work, we introduce Split-Merge
pooling to fully preserve the spatial information without any
subsampling. By applying Split-Merge pooling to deep net-
works, we achieve, at the same time, a very large receptive
field. We evaluate our approach for dense semantic seg-
mentation of large image sizes taken from the Cityscapes
and GTA-5 datasets. We demonstrate that by replacing
max-pooling and striding convolutions with our split-merge
pooling, we are able to improve the accuracy of different
variations of ResNet significantly.
1. Introduction
Convolutional neural networks (CNNs) are the method
of choice for image classification [14, 11, 18, 8, 4]. CNNs
capture multi-scale contextual information in an image via
subsampling the intermediate features through the network
layers [14, 17]. This approach is successful due to the ex-
pansion of the receptive fields, which are large enough to
capture the context of the image for classification.
In this work, we consider dense prediction tasks, which
are popular in computer vision [23]. One desideratum of
dense prediction tasks is to have pixel-accurate predictions,
for example in semantic segmentation [8, 12, 13, 16, 7] or
depth estimation [6, 5]. Even small inaccuracies, such as
missing a small object lying on the street, may lead to an
accident of an autonomous vehicle.
Most state-of-the-art approaches for dense prediction
adapt existing CNNs which were originally designed for
image classification. However, these adapted CNNs lose
a vast amount of spatial information due to subsampling.
As a result this reduces the prediction performance, mostly
because of missing small objects or predicting coarse and
inaccurate object boundaries. In order to mitigate this
problem, other methods are proposed, such as progres-
sive upsampling [6, 5, 12], deconvolution (or transpose
convolutions) [13], skip connections [16, 7, 1], utilizing
multiple scales of features [9, 24], and attention mecha-
nism [25]. Another line of work preserves the resolution
by replacing subsampling layers with dilated convolution
layers [2, 21, 22] and widely used in other approaches
[24, 25, 19, 20]. In theory, it is possible to design a di-
lated convolution network without using any subsampling
operation to obtain an output with the same size as the in-
put. Unfortunately, for large input sizes the training and
inference of the resulting CNN is extremely slow or even
sometimes intractable due to limited amount of memory on
a GPU, hence subsampling is still needed in practice.
In this work, we propose novel pooling layers called
Split-Merge Pooling (SMP). The split pooling layer splits
(re-arranges) a feature tensor along its spatial dimension
and treats the resulting splits as individual batches (see
Fig. 1). The split pooling reduces the spatial size with
a fixed scaling factor, related to the size of the non-
overlapping pooling window. The merge layer acts as the
reverse of split pooling operation, i.e., it receives the split
batches and re-arranges the elements of the batches to their
original locations. In our experiments, we replace all sub-
sampling layers of standard ResNet networks by our split
pooling. Finally, we merge the resulting split batches using
merge pooling layers to output full resolution prediction. In
this way, we do not lose any spatial information since it is
preserved in the split batches. The batches are processed
independently after the split, which has the major advan-
tage that after the split each batch can be processed on a
different GPU. This enables us to perform dense prediction
tasks with very large networks on large images, while al-
ways preserving the spatial information. Furthermore, to
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Figure 1. Split and Merge Pooling. The illustration of split and merge pooling layers with a window size of 2 × 2. The advantage of
splitting the input into batches is to make it possible to process each part of the input (i.e. each split batch) independently. In this example,
after splitting A into batches in B, we can send each batch B(i,j) to a different GPU and continue the forward pass from this point onward
on multiple GPUs, or process one batch at a time on a single GPU. This enables us to execute dense prediction tasks with very deep
networks and for large images, while always preserving the spatial information.
increase training speed, we introduced the Shrink and Ex-
pand pooling layers as a batch-subsampling of the split and
merge pooling.
In summary, our contributions are as follows:
• We propose a novel pooling method called Split-Merge
Pooling (SMP) which enables the unique mapping of
each input element to one output element, without los-
ing any spatial information.
• We propose a batch-subsampling variant of SMP,
termed Shrink-Expand Pooling, to make the training
efficient and tractable for very deep networks.
• To show the effectiveness of SMP on dense predic-
tion tasks, we choose semantic segmentation and ap-
ply SMP to ResNet networks with varying depths. We
chose ResNet as our baseline since it is used as the
backbone in state-of-the-art approaches. For seman-
tic segmentation of large images from Cityscapes [3]
and GTA-5 [15] datasets, our SMP networks outper-
form the corresponding ResNet networks by a signifi-
cant margin, with up to 6.8% in IoU score.
• We even observe that a SMP version of a shal-
low ResNet (ResNet18) outperforms the original
ResNet101 by 2.8% in IoU score, although ResNet101
is 3.8 times deeper than ResNet18.
2. Related Work
Utilizing CNNs for image classification became very
popular with the introduction of the Imagenet challenge
[4] and after some popular network architectures such as
Alexnet [11], VGG [18] and ResNet [8] emerged. Pooling
layers in CNNs were originally introduced for image clas-
sification tasks on MNIST dataset [14]. The aim of pooling
layers is to summarize the information over a spatial neigh-
borhood.
Dense prediction tasks. Most of the dense prediction
models are based on adapted versions of image classifica-
tion networks. Eigen et al. [6, 5] adapt the Alexnet [11]
for single image depth estimation. Since the output of such
networks is very coarse, they upsample the output progres-
sively and combine it with local features from the input im-
age. Long et al. [12] introduce the first fully covolutional
network (FCN) for semantic image segmentation by adapt-
ing VGG network [18] for this task. They map intermediate
features with higher resolution to label space and combine
them with the coarse prediction of the network in order to
recover the missing spatial information. Noh et al. [13] in-
troduce more parameters in a decoder consisting of trans-
pose convolutions (Deconvolution layers) to upsample the
coarse output of the encoder. However, it is still difficult to
recover the missing information from the coarse output with
this approach. Furthermore, other approaches [16, 7, 1] use
skip connections between encoder and decoder to obtain
more detailed information from lower level features.
Yu et al. introduced the concept of dilated convolutions
[21] and later developed the dilated residual network (DRN)
[22], which uses dilated convolutions to preserve the spa-
tial information. However, they still use three subsampeling
layers to reduce the spatial resolution to make training feasi-
ble, i.e. to fit the model into memory. Therefore, DRNs lose
spatial information and need upsampling to obtain the full
size output prediction. In contrast, our approach does not
lose any spatial information. The batch-based design of our
split pooling gives us the flexibility of distributed process-
ing of batches on multiple GPUs or sequential processing
of batches on one GPU during inference time (see Sec 3.1).
Furthermore, for training, we learn our network weights us-
ing only one subsampled split batch to make the training
faster and tractable (see Sec 3.2).
3. Method
The goal of this work is to design a set of pooling layers
that preserve spatial information, in contrast to subsampling
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Figure 2. Shrink and Expand Pooling example. The illustration of two pairs of shrink and expand pooling layers with window size of
2× 2 and sampling location of (1, 0) and (1, 1). During training the expand pooling layers back-propagate the error of sparse elements.
operations such as max-pooling and striding convolutions.
Additionally, the new pooling layers have to be applicable
to very deep networks. Losing spatial information caused
by subsampling is a prevalent problem for dense prediction
tasks, such as object detection, semantic segmentation, in-
stance segmentation, or depth estimation. Small objects in
the input image can get lost completely with subsampling.
Moreover, recovering precise object boundaries in an im-
age becomes challenging due to missing spatial informa-
tion. These problems, caused by losing spatial information,
obviously reduced prediction accuracy. However, simply
storing all the information with the original spatial resolu-
tion is not a practical option since it causes storage issues,
in particular for training on large image datasets.
Our idea is to preserve all the spatial information by
splitting the feature tensor into multiple downsampled
batches (see Fig. 1) instead of preserving it inside the origi-
nal spatial resolution. In this way, we have both advantages
of large receptive fields due to standard downsampling, as
well as keeping all the available spatial information for ob-
taining precise dense predictions.
3.1. Split-Merge Pooling
The split pooling layer splits an input feature tensor
along spatial dimensions and outputs each split as a batch.
The number of output batches depends on the window size
of split pooling, e.g. a split pooling with a window size of
2 × 2 splits the input into 4 batches (see Fig. 1). The pur-
pose of the split pooling is to downsample the input while
preserving the whole information. Hence, the pooling win-
dow covers each element of the input once, without any gap
or overlap.
The merge pooling layer acts as the inverse of split pool-
ing, i.e., it takes the split batches and merges them into one
batch. For dense prediction tasks, we apply the same num-
ber of merge pooling layers on the final output of network as
the number of split pooling layers in a network. The result
will be a one-to-one mapping between the input and output
pixels of the network.
Formally, given an input AW×H , a split pooling with
window size of w × h splits A into w ∗ h batches
B = {B(k,l) | 0 ≤ k < w ∧ 0 ≤ l < h }.
The elements of A are assigned to batch B(k,l) as follows
b
(k,l)
i,j = ai∗w+k,j∗h+l (1)
for all 0 ≤ i < W/w and 0 ≤ j < H/h. The spatial size
of each batch will be W/w ×H/h. If the input to the split
pooling consist of multiple batches, the split pooling splits
each input batch separately and returns all resulting splits as
a set of batches.
The merge pooling performs the inverse of Eq. 1, i.e., if
B is the input and A is the output, the elements of B are
assigned to A as follows
ai∗w+k,j∗h+l = b
(k,l)
i,j (2)
for all 0 ≤ k < w, 0 ≤ l < h, 0 ≤ i < W/w and
0 ≤ j < H/h.
Although preserving the spatial information is beneficial,
it increases the number of elements to store during the for-
ward pass.
The advantage of splitting the inputs into batches is that
we can distribute the computation of batches on multiple
GPUs or processing them sequentially on one GPU. This is
ideal for inference. However, in contrast to inference, train-
ing phase additionally requires to compute and store the
gradients. This makes the training of very deep networks
intractable for large batches of inputs with high resolution
images. We handle this issue by introducing Shrink-Expand
pooling layers.
3.2. Shrink-Expand Pooling
The batch-based design of the split pooling layer makes
the forward process of each part (split batch) of the input
independent of the other parts (split batches). Furthermore,
the one-to-one mapping between the elements of input and
output gives a clear path between these elements in both
forward and backward direction. Giving these two proper-
ties, it is possible to train a network using a subset of split
batches produced by each split pooling layer. If we reduce
the size of the batch subset to one, the space complexity will
be the same as the space complexity of the max pooling and
striding convolutions. Also, the training time complexity
stays the same.
Giving this reasoning, we introduce the shrink and ex-
pand pooling layers, which are the batch-subsampled ver-
sions of the split and merge pooling layers. The shrink pool-
ing samples one element at a fixed location within the pool-
ing window, and the corresponding expand pooling uses
the same fixed location to perform the reverse of the shrink
pooling (see Fig. 2). Hence, the output of expand pooling
is sparse. In other words, the shrink pooling is the same as
split pooling except it samples only one of the split batches
and returns it.
The sampling location (i, j) is set randomly in each for-
ward pass during training to avoid overfitting to part of the
training data. For each pair of shrink and expand pooling
in the network, we sample only two numbers (i, j). Fig. 2
shows an example of using a sequence of shrink and ex-
pand pooling layers. During training, the expand layers
only backpropagate the error of sparse valid elements.
4. Experiments
We evaluate the effectiveness of our approach for the se-
mantic segmentation task. To examine the impact of our
pooling layer, we modify the ResNet and then compare the
performance of the modified version and the original one.
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Figure 3. Applying split pooling to ResNet. For applying split
pooling to ResNet, we replace the max pooling layer with split
pooling (top). Furthermore, we add a split pooling layer after batch
normalization layer of convolutional blocks with the stride of 2×2
and set the stride to 1× 1 (bottom).
4.1. Experimental Setup
Baseline FCN32s. Our experimental models are based on
FCN32s [12] with a variant of ResNet [8] as backbone. We
adapt the ResNet for semantic segmentation task by remov-
ing the average pooling and fully connected layer and re-
placing them by a 1×1 convolutional layer which maps the
output channels of last layer (layer4) to the number of se-
mantic classes. We refer to this model as FCN32s and use it
as baseline. FCN32s predictions are 32 times smaller than
the input image to the network; thus, the coarse predictions
are upsampled to full resolution using bilinear interpolation.
(a) Image (b) Ground-truth
(c) FCN8s (d) Ours
Figure 4. An example of a slightly inaccurate annotation in
Cityscapes dataset. Although the trunk of the tree in the image (a)
is visible through bicycles, it is labeled as bicycle in ground truth
(b). Our method can obtain detailed boundaries (d) while FCN8s
with max pooling cannot (c). Hence, to fully validate the full po-
tential of our method we need a pixel-accurate ground-truth, such
as GTA-5.
SMP-{18, 34, 101}. As illustrated in Fig. 3, in order to
apply SMP to ResNet backbone of FCN32s, we simply re-
place the max pooling layer with a split pooling layer and
add a split pooling layer after the batch normalization layer
of convolutional blocks (Conv-BN-ReLU) with a stride of
2× 2 and set their strides to 1× 1. In our experiments, the
window size of split pooling layers is 2× 2. We call the re-
sulting model, according to the type of backbone ResNet,
SMP-18, SMP-34 and SMP-101. The output of SMP-X
consist of 1024 batches, since we always have 5 SMP layers
each giving 4 batches. We merge the output split batches by
performing merge pooling five times. The final result has
the same resolution as the input. During training phase, we
replace split and merge pooling layer by shrink and expand
layers.
FCN8s. Furthermore, we compare our models to the
FCN8s model with original ResNet backbone. The main
difference between FCN32s and FCN8s is that FCN8s has
two extra 1×1 convolution layers to map the features chan-
nel of layer2 and layer3 outputs of ResNet to the number of
semantic classes. Then, the output of the network and these
new convolutions are resized to the same size and are added
together. The final output of FCN8s is 8 times smaller than
the input image and should be upsampled to full resolution
using bilinear interpolation.
4.2. Implementation Details
Data Augmentation. For all the models we used random
crop of size 512 × 512 and horizontal flip data augmenta-
tion. We used a fixed seed for data augmentation for all the
experiments.
Training. We initialize the ResNet backbones with pre-
trained models from Imagenet. We optimize the parameters
using Adam solver [10] with learning rate of 1e − 5 and
weight decay of 5e − 4. We use the batch size of 10 for all
the experiments.
Backbone Pooling IoU Size
FCN32s ResNet34 MP 64.5 21.29M
FCN8s ResNet34 MP 67.8 21.30M
SMP-34 (ours) ResNet34 SMP 68.8 21.29M
FCN32s ResNet101 MP 65.5 42.54M
FCN8s ResNet101 MP 69.1 42.56M
SMP-101 (ours) ResNet101 SMP 69.2 42.54M
Table 1. Cityscapes quantitative results. Please note that the ar-
chitecture of SMP-X networks is the same as the FCN32s. The
FCN8s architecture has two extra 1× 1 convolutions.
4.3. Cityscapes
The Cityscapes dataset [3] consists of images with the
size of 2048× 1024. The images are annotated with 19 se-
mantic classes. We evaluate the performance of our SMP-
34 and SMP-101 on Cityascapes validation set and compare
it with FCN32s and FCN8s with ResNet34 and ResNet101
backbone networks. The full size images are used for eval-
uation, i.e. without downsampling or cropping.
Backbone Pooling IoU Size
FCN32s ResNet18 MP 71.1 11.186M
FCN8s ResNet18 MP 74.2 11.193M
SMP-18 (ours) ResNet18 SMP 77.5 11.186M
FCN32s ResNet34 MP 73.1 21.29M
FCN8s ResNet34 MP 76.7 21.30M
SMP-34 (ours) ResNet34 SMP 80.2 21.29M
FCN32s ResNet101 MP 74.6 42.54M
FCN8s ResNet101 MP 76.7 42.56M
SMP-101 (ours) ResNet101 SMP 80.3 42.54M
Table 2. Quantitative results for GTA-5. Please note that the
architecture of SMP-X networks is the same as the FCN32s, while
the FCN8s has two extra 1× 1 convolutions.
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FCN32s-Res34 35.4 51.5 63.0 70.4 50.3 51.8 68.4 55.8
FCN8s-Res34 53.5 57.6 69.9 77.1 53.6 51.0 72.2 62.1
SMP-34(ours) 60.5 63.7 74.5 78.8 54.1 52.9 73.9 65.5
FCN32s-Res101 39.2 58.1 66.9 71.9 51.4 53.9 70.6 58.9
FCN8s-Res101 56.1 63.1 72.2 78.2 55.4 52.8 74.7 64.6
SMP-101(ours) 63.3 68.7 75.8 79.9 56.1 52.9 76.6 67.6
Table 3. Performance on Cityscapes for small and thin objects.
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FCN32s-Res18 44.6 45.3 60.7 69.3 64.5 59.8 38.5 54.7
FCN8s-Res18 54.0 52.7 63.8 74.4 70.4 66.5 40.3 60.3
SMP-18(ours) 72.7 69.2 73.6 76.8 67.8 69.3 46.5 68.0
FCN32s-Res34 46.0 47.7 63.0 70.0 67.9 63.9 49.5 58.3
FCN8s-Res34 55.6 57.2 68.3 76.3 74.0 65.8 51.3 64.1
SMP-34(ours) 74.3 71.4 73.7 81.0 70.5 73.7 58.5 71.9
FCN32s-Res101 47.3 50.3 68.7 70.3 63.9 66.2 58.1 60.7
FCN8s-Res101 57.1 59.0 70.8 75.5 67.1 70.6 62.4 66.1
SMP-101(ours) 76.8 74.9 78.9 79.0 69.2 69.6 67.8 73.7
Table 4. Performance on GTA-5 for small and thin objects
Table 1 summarizes the comparison of different methods
with respect to their setups, performances and number of
parameters (size). Each SMP model outperforms the corre-
sponding FCN32s and FCN8s with the same ResNet back-
bone significantly. SMP-34 even outperforms FCN32s-
ResNet101 by 3.3%, although the latter is almost 2 times
larger. The performance of our approach on objects from
small and thin classes is reported in Table 6. As we can see
in the table, SMP models outperforms their corresponding
original models on small and thin objects. Both SMP mod-
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Figure 5. Cityscapes qualitative results. In each block, the top row is related to models with ResNet34 backbone and the bottom row to
ResNet101. The last column of each block shows the input image (top) and the ground-truth (bottom). To enhance the visual comparison
of the results, we have cropped the output labelling. Further results, also in full resolution, can be found in supplementary material.
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Figure 6. GTA-5 qualitative results. In each block, the top row is related to ResNet18 backbone, middle row to ResNet34, and bottom row
to ResNet101. The last column of each block shows the input image (top) and the ground-truth (bottom). To enhance the visual comparison
of the results, we have cropped the output labelling. Further results, also in full resolution, can be found in supplementary material.
els outperform their corresponding FCN32s models for pole
by 24%, for traffic light by more than 10%, for traffic sign
by more than 9%, and for person by 8%. As it is shown
in Fig. 5, the improvement of these classes can be noticed
visually as well. The performance for the remaining objects
is mostly better, or sometimes slightly worse.
Qualitative results are shown in Fig. 5. For the sake of
improved visibility we have cropped the results. The full
size output images can be found in supplementary material.
4.4. GTA-5
Cityscapes is one of the most accurately annotated se-
mantic segmentation datasets, however it is still not pixel-
accurate (see Fig. 4). Obtaining pixel-accurate annota-
tions from real data is extremely challenging and expensive.
Therefore, for analysing the full potential of our method, we
evaluate our method on GTA-5 [15], which is a synthetic
dataset with the same semantic classes as Cityscapes. Since
GTA-5 is a synthetic, the annotations are pixel-accurate
and ideal for our purpose. The GTA-5 dataset [15] con-
sist of 24,999 realistic synthetic images with pixel-accurate
semantic annotations. We randomly select 500 images as
validation set, which we did not use for training.
Table 1 summarizes the comparison of different methods
with respect to their setups, performances and number of
parameters (size). As we can see, due to the pixel-accurate
annotations of GTA-5 dataset, the improvement of our pro-
posed models, over their baselines, is more significant com-
pared to Cityscapes. Each SMP model outperforms the
corresponding FCN32s and FCN8s with the same ResNet
backbone significantly. Particularly, our SMP-18 even out-
performs its FCN32s-ResNet101 and FCN8s-ResNet101
counterparts, although it has 4 times fewer parameters. The
performance of our approach on objects from small and thin
classes is reported in Table 7. As we can see, similarly to
Cityscapes, SMP models outperforms their corresponding
original models on small and thin objects. Compared to
FCN32s models, our corresponding SMP models improve
the categories pole by more than 28%, traffic light by more
than 23%, traffic sign by more than 10%, and person by
more than 7%. The improvement over these classes is also
visually significant (see Fig. 6).
4.5. Run-time Analysis
For analyzing the time complexity of the Split-Merge
pooling, we designed small networks to just focus on the
proposed pooling layers instead of analyzing the time com-
plexity of them on a particular task with specific network
architecture. As it is shown in Fig. 7, we consider three net-
works with (a) max pooling, (b) dilated convolution, and (c)
Split pooling. We choose to compare our proposed pool-
ing setup (c) with dilated convolutions (b) due to the suc-
cess of the dilated convolution in dense prediction tasks.
Almost all state-of-the-art approaches in dense prediction
tasks (such as semantic segmentation, depth estimation, op-
tical flow estimation) are using dilated convolutions in their
architectures to achieve a detailed output.
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Figure 7. Architectures used for runtime analysis. conv2 in (c) is
identical to conv2 in (a) while conv2 in (c) is dilated convolution
with padding 2.
In Table 5, we show the Giga floating-point operation
(GFLOP) of each component of each setup for an input ten-
sor of size 1 × 3 × 256 × 256. As we can see, the dilated
convolution setup and split pooling setup have the same
GFLOPs which means dilated convolution layers can be re-
placed with our proposed pooling layers in an arbitrary ar-
chitecture without changing the complexity of the network.
However, our split pooling layer has two advantages:
1. faster training time using shrink-expand layers
2. faster inference time by parallelizing the forward-
computation of split layer output batches (in this ex-
ample setup computation of conv2, see Table 5)
batches conv1 pooling batches conv2 total
(a) Max Pooling 1 0.23 0 1 2.42 2.65
(b) Dilated Conv. 1 0.23 - 1 9.68 9.92
(c) Split Pooling 1 0.23 0 4 9.68 9.92
Table 5. GFLOPs of the models calculated on the input size of
1× 3× 256× 256. Note that the number of batches are increased
after split pooling.
5. Conclusion
We proposed a novel pooling method SMP with the goal
of preserving the spatial information throughout the entire
network. SMP can be used instead of any subsampling op-
erations in a network architecture. We show that by re-
placing subsampling operations with SMP in ResNet, we
achieved two important properties for any dense prediction
task at the same time: i) the network has a large receptive
field, ii) the network provides a unique mapping from input
pixels to output pixels. Furthermore, the computation of a
network with SMP can be distributed to multiple GPUs due
to batch-based design of SMP. We show experimentally that
the resulting network outperforms the original one signifi-
cantly.
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Appendix A: Detailed Qualitative Results
Table 6 and Table 7 show the detailed quantitative results
of our proposed models on Cityscapes and GTA-5 datasets
respectively.
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FCN32s-Res34 97.2 78.5 88.5 40.1 48.5 35.4 51.5 63.0 88.9 56.5 89.3 70.4 50.3 91.2 48.3 64.9 43.5 51.8 68.4 64.5
FCN8s-Res34 97.3 80.0 89.6 37.2 49.5 53.5 57.6 69.9 90.9 57.7 92.4 77.1 53.6 92.5 49.9 69.4 46.6 51.0 72.2 67.8
SMP-34(ours) 97.3 80.6 90.5 42.2 50.6 60.5 63.7 74.5 91.4 58.7 92.8 78.8 54.1 92.9 48.5 70.6 32.3 52.9 73.9 68.8
FCN32s-Res101 97.3 79.6 88.9 38.3 51.3 39.2 58.1 66.9 89.4 55.4 91.3 71.9 51.4 91.8 43.0 65.1 41.3 53.9 70.6 65.5
FCN8s-Res101 97.5 81.2 90.3 41.0 49.9 56.1 63.1 72.2 91.4 59.8 92.8 78.2 55.4 92.9 49.9 68.6 44.7 52.8 74.7 69.1
SMP-101(ours) 97.5 82.7 90.6 39.6 48.4 63.3 68.7 75.8 91.9 61.0 93.4 79.9 56.1 93.2 41.5 61.2 40.0 52.9 76.6 69.2
Table 6. Cityscapes - detailed. SMP models outperforms their corresponding original models on small and thin objects. Both SMP models
outperform their corresponding FCN32s models for pole by 24%, for traffic light by more than 10%, for traffic sign by more than 10%,
and for person by 8%.
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FCN32s-Res18 95.4 81.8 87.3 62.9 54.8 44.6 45.3 60.7 79.9 70.0 93.3 69.3 64.5 88.3 83.9 87.8 82.6 59.8 38.5 71.1
FCN8s-Res18 96.1 84.6 88.6 66.6 56.4 54.0 52.7 63.8 83.3 72.5 94.8 74.4 70.4 89.5 80.7 90.4 85.1 66.5 40.3 74.2
SMP-18(ours) 96.5 85.6 89.6 67.2 55.7 72.7 69.2 73.6 88.4 75.0 97.9 76.8 67.8 90.6 82.3 80.8 86.1 69.3 46.5 77.5
FCN32s-Res34 96.5 85.2 88.0 64.2 55.4 46.0 47.7 63.0 80.9 72.4 93.5 70.0 67.9 89.2 86.2 85.1 84.2 63.9 49.5 73.1
FCN8s-Res34 97.0 87.6 89.5 68.9 59.4 55.6 57.2 68.3 83.9 74.4 94.9 76.3 74.0 90.5 86.8 90.4 84.9 65.8 51.3 76.7
SMP-34(ours) 97.3 88.1 91.4 69.6 58.3 74.3 71.4 73.7 89.1 77.1 98.2 81.0 70.5 92.6 88.3 83.7 87.6 73.7 58.5 80.2
FCN32s-Res101 96.6 86.0 89.2 70.4 59.3 47.3 50.3 68.7 81.6 72.6 93.7 70.3 63.9 89.6 88.2 89.1 77.1 66.2 58.1 74.6
FCN8s-Res101 96.6 86.6 89.2 61.7 60.6 57.1 59.0 70.8 84.5 73.9 95.1 75.5 67.1 90.0 88.6 86.0 81.9 70.6 62.4 76.7
SMP-101(ours) 97.3 88.7 91.7 71.0 62.2 76.8 74.9 78.9 89.6 79.0 97.8 79.0 69.2 90.6 86.0 71.9 84.3 69.6 67.8 80.3
Table 7. GTA-5 - detailed. SMP models outperforms their corresponding original models on small and thin objects for GTA-5 as well.
Compare to FCN32s models, our corresponding SMP models improve the categories pole by more than 28%, traffic light by more than
23%, traffic sign by more than 10%, and person by more than 7%.
