Abstract. Let X and Y be compact Hausdorff spaces and let ε ≥ 0. A linear mapping Φ :
Introduction and statement of the results
In the last few years stability problems for homomorphisms and isometries have attracted the attention of many mathematicians. Among the deepest achievements in this area are Johnson's results on linear maps between Banach algebras that are approximately multiplicative [4] , [5] (see also [3] ). Specializing to the case of function algebras, we treat the more general problem of stability of linear mappings that preserve only zero products. Following the terminology from Banach lattices we say that a linear mapping Φ between C(X) and C(Y ) is disjointness preserving if f g = 0 implies that Φ(f )Φ(g) = 0, where f, g ∈ C(X). Here and throughout the paper C(X) and C(Y ) are algebras of F-valued continuous functions defined on compact Hausdorff spaces X and Y , respectively, and F is either the field of complex numbers C or the field of real numbers R. Suppose a mapping Φ satisfies the disjointness preserving property only approximately. Our purpose is to determine whether there exists a disjointness preserving mapping close to it.
Let ε ≥ 0. A linear mapping Φ : C(X) → C(Y ) is called ε-disjointness preserving if Φ(f )Φ(g) ≤ ε f g for any f, g ∈ C(X) satisfying f g = 0.
In our first theorem we show that the disjointness preserving property is stable for continuous linear functionals on C(X).
Theorem 1. Let X be a compact Hausdorff space and ε ≥ 0. Then for every continuous ε-disjointness preserving linear functional Φ on C(X) there exists a continuous disjointness preserving linear functional Ψ on C(X) satisfying
If Φ is a linear mapping from C(X) to C(Y ), then for every y ∈ Y we define a linear functional Φ y = δ y • Φ, where δ y is evaluation at the point y. We will use the fact that Φ y is ε-disjointness preserving if Φ is ε-disjointness preserving to obtain the following extension of Theorem 1. 
Corollary. Let
For unbounded ε-disjointness preserving linear functionals we have a superstability phenomenon.
Theorem 2. Let X be a compact Hausdorff space and Φ an unbounded linear functional on C(X). If there exists an
Having this result, it is tempting to conjecture that the same superstability phenomenon occurs also for unbounded ε-disjointness preserving mappings between C(X) and C(Y ). The following example shows that this is not the case. So, we face a completely different situation compared to Theorem 1 and its Corollary.
Example. Let X = βN be the Stone-Čech compactification of the set of all positive integers and let Y = [0, 1] with the usual topology. Further, let G be the linear functional on C(X), defined by G(f ) = f (1) + f (2), and F any unbounded disjointness preserving linear functional on C(X) (the existence of such functionals will be proved in Lemma 3 in the next section). Then the linear mapping Φ :
, is unbounded and ε-disjointness preserving (when checking this property one has to use the fact that |G(f )G(g)| ≤ f g whenever f g = 0) but it is not disjointness preserving.
In particular, it follows from Theorem 1 and Theorem 2 that the ε-disjointness property is stable for all linear functionals on C(X). Is this true also for linear mappings between C(X) and C(Y )? More precisely, can we omit the continuity assumption in the Corollary? Our last theorem gives an affirmative answer under the additional assumption of surjectivity, which is automatically satisfied in the case of nonzero functionals. 
Proofs
In order to prove Theorem 1 we will need the following lemma. For the sake of completeness we will present its proof which goes through in the same way as the proof of Theorem 4.1 in [4] . 
Proof of Lemma 1. Let us denote
Since Φ 1 is a positive linear functional, there exists by the Riesz theorem a unique positive regular measure µ such that
and µ(X) = Φ 1 (1 X ) = Φ 1 = 1. So µ is a probability measure. Let
First, we will show that α ≥ 
. Because the measure µ is regular, there exists a compact set
Since F 1 and F 2 are disjoint closed sets and X is a compact Hausdorff space, there exist disjoint open sets U 1 ⊃ F 1 , U 2 ⊃ F 2 and, by Urysohn's lemma, functions
which is a contradiction. So α ≥ 
And since
Let f ∈ C(X) be such that f ≤ 1. Then (1) is true also in this case.
Since α > 1 2 and µ is a probability measure, there is only one
Proof of Theorem 1. Let Φ be a nontrivial bounded functional. Then there exists a positive linear functional |Φ| on C(X) called the modulus of Φ and defined by
for every nonnegative real f ∈ C(X) (see the proof of Theorem 6.19 in [6] and also [7] ). By the Riesz theorem there exists a unique measure µ such that
and, by the argument given in the proof of Theorem 6.19 in [6] , it follows that also
where w ∈ L 1 (|µ|) with |w| = 1 a.e.
[|µ|]. Let us prove that |Φ| is an ε-disjointness preserving functional if Φ is ε-disjointness preserving. If f, g ≥ 0 and f g = 0, then note that for any u, v ∈ C(X) satisfying |u| ≤ f , |v| ≤ g also uv = 0, and so
if f and g are continuous functions with f g = 0.
Since |Φ| is a positive linear functional, we have
then Φ is near the zero functional. It remains to consider the case Φ > 3 √ ε. This will be done in the following lemma, which will also be used later on. 
where |w(x 0 )| = 1.
Proof of Lemma 2.
Since |Φ| is a positive continuous ε-disjointness preserving linear functional, it follows by Lemma 1 and (4) that there exists a unique x 0 ∈ X such that
Let us prove that w(x 0 ) Φ δ x0 is near the linear functional Φ. It follows by (2), (3), (6) and Lemma 1 that
for f ∈ C(X) satisfying f ≤ 1, and so the proof is completed.
Proof of the Corollary. Let ε > 0 and let Φ be a continuous ε-disjointness preserving linear mapping from C(X) to C(Y ). Clearly, for every y ∈ Y the linear functional Φ y is ε-disjointness preserving. For any K ≥ 0 we define the set 
Because |w y (φ(y))| = 1 and Φ y > 6 √ ε,
Let U ⊂ Y 6 √ ε be a neighborhood of y and let z ∈ U be such that φ(z) / ∈ V . Then by Lemma 2
which is a contradiction since Φ(f ) ∈ C(Y ). So, φ is continuous. (9) is obviously linear and disjointness preserving and it is also continuous because for any f ∈ C(X)
It remains to prove that Ψ is near Φ. In order to do that take f ∈ C(X) with
So,
Proof of Theorem 2. Let ε > 0 and let Φ be ε-disjointness preserving. First, we will show that Φ(f )Φ(g) = 0 whenever supp f ∩ supp g = ∅. Suppose this is false. Then we can find f, g ∈ C(X) satisfying f , g ≤ 1 and supp f ∩ supp g = ∅, for which Φ(f ) = 0 and Φ(g) = 0. If we define
, and h 1 + h 2 = 1 X . Because Φ is an unbounded functional, there exists a function k ∈ C(X) with k ≤ 1 and
Since f kh 2 = 0, we have
Also, because gkh 1 = 0, it follows that
} and F 2 = supp g are disjoint closed sets, so there exists
Since supp hf ∩ supp g = ∅, it follows that Φ(hf ) = 0 and |Φ(f − hf )| = |Φ(f )|. We also know that (f − hf )g = 0 and f − hf <
which contradicts the assumption that Φ is ε-disjointness preserving.
It should be mentioned that the idea of the proof of the following lemma is similar to the one used by Abramovich [1, Example 1] (see also Jarosz [2, Example] ).
Lemma 3. There exists an unbounded disjointness preserving linear functional on C(X).
Proof of Lemma 3. Let N be the space of all positive integers with the discrete topology and let βN be the Stone-Čech compactification of N. We will show that there exists an unbounded linear functional on C(βN) which is disjointness preserving. It is sufficient to define this functional on a Hamel basis. So, take an arbitrary element x 0 from βN \ N and let {e λ : λ ∈ Λ} be a Hamel basis of the subspace of all functions f ∈ C(βN) having the property that x 0 / ∈ supp f . If the function h is given by h(n) = 1 n , n ∈ N, and if βh is its extension to the βN, then x 0 ∈ supp βh, since N is a dense subset in βN. It follows that {βh} ∪ {e λ : λ ∈ Λ} is a linearly independent subset of C(βN), so it can be completed to the Hamel basis {βh} ∪ {e λ : λ ∈ Λ} ∪ {f π : π ∈ Π} of the vector space C(βN). On this basis we define the linear functional Φ to be Φ(βh) = 1, Φ(e λ ) = 0, λ ∈ Λ, and Φ(f π ) = 0, π ∈ Π. Let us prove that it is also disjointness preserving. Suppose f g = 0, where
Note that f (x) = 0 for every x ∈ βN \ N 1 and g(x) = 0 for every x ∈ βN \ N 2 . We define a function k on N by k(n) = 0 if n ∈ N 1 ∪ N 3 and k(n) = 1 if n ∈ N 2 , and then extend it to a continuous function βk on βN. Since βk −1 (0) ⊃ N 1 and βk −1 (1) ⊃ N 2 , at most one of the sets N 1 or N 2 contains x 0 , so at least one of Φ(f ) and Φ(g) equals zero, meaning that Φ is disjointness preserving.
We will need the following lemma in the proof of the last theorem. To deduce that D is closed, take f, g ∈ C(X) satisfying f g = 0. Then
and D is closed.
In the proof of Theorem 3 we will use a result of Jarosz [2, Theorem] .
Proof of Theorem 3. Let Φ be a surjective ε-disjointness preserving linear mapping from C(X) onto C(Y ) and let B and D be the closed subsets of Y defined in Lemma 4. Then B C is a subset of D by Theorem 2. We will assume that B C = ∅ and D C = ∅ since these special cases follow easily from previous results. Let Φ B : C(X) → C(B) be given by
Since {|δ y • Φ B (f )| : y ∈ B} is bounded for every f ∈ C(X), it follows by the principle of uniform boundedness that Φ B is bounded. It is clear that Φ B is also ε-disjointness preserving, so we can define a continuous mapping φ B : B 6 √ ε → X by (7), where
In a similar way we define
where f ∈ C(X). Then Φ D is a disjointness preserving linear mapping. So, by [2, Theorem] , the set D is a disjoint union of three sets D 1 , D 2 and D 3 , where
Because every function f ∈ C(D) can be extended to a function f 1 ∈ C(Y ) and because the mapping Φ is surjective, it follows that Φ D is also surjective. So, the set D 3 is empty and φ D is defined on the whole set D. Then φ for every f ∈ C(X). Because φ is continuous on B ∩ ( i∈I0 U i ) and supp i∈I0 h i ⊂ i∈I0 U i , we see that Ψ(f ) is continuous on B. And because φ D (y) = φ(y) and i∈I0 h i (y) = 1 for every y ∈ D 2 ∩B, it follows that Φ(f )(y) = Ψ(f )(y), y ∈ D 2 ∩B. So, Ψ(f ) ∈ C(Y ) for every f ∈ C(X). Since Ψ y is a disjointness preserving functional for every y ∈ B and also for every y ∈ D 2 , Ψ is also a disjointness preserving map. Finally, by (9), (10) and (11) Φ(f ) − Ψ(f ) ≤ 20 √ ε f for all f ∈ C(X).
