Abstract. This paper studies the approximation of the solution of nonlinear ordinary differential equations by (discontinuous) piecewise polynomials of degree K and traces at the nodes of discretization. A mesh-dependent variational framework underlying this discontinuous approximation is derived. Several families of one-step, hybrid and multistep schemes are obtained. It is shown that the convergence rate in the ¿2-norm is K + 1. The nodal-convergence rate can go up to 2 K + 2, depending on the particular scheme under consideration. The mesh-dependent variational framework introduced here is of special interest in the approximation of the solution of optimal control problems governed by differential equations.
1. Introduction. The object of this paper is the study of (discontinuous) piecewise polynomial approximations to the solution of systems of nonlinear ordinary differential equations defined on a fixed interval [0, T], T > 0. The type of approximation we shall use can be briefly described in the following way. The interval [0, T] is first partitioned into TV intervals by specifying a sequence {t"}^0, 0 = t0 < tx < ■ ■ ■ < tN = T, of real numbers. On each interval /" = [t"_x, t"], n = 1,..., TV, we construct a polynomial u" in PK(In), the space of polynomials of degree at most K > 0 defined on the interval /". At each node t", we specify a trace (or a point) U", n = 0,..., TV. So the approximation problem consists in finding the TV polynomials {un}"=x and the TV + 1 traces (or points) {[7"}^=0. We shall see that this kind of approximation leads to a global //-convergence rate of K + 1 and a nodal-convergence rate (for the traces {t/"}'s) of 2K + 2.
In this paper we adopt a more general formulation, of which the above-described approximation is a special case. On each interval /" we allow L, 0 < L < K + 1, additional conditions on each polynomial un in PK(In). For instance, when L = 2 and «"('"_i)= U"_x and u"(t") = U", we obtain the continuous piecewise-polynomial approximation of B. L. Hulme [22] , [23] . For that method, the global L2-convergence rate is K + 1 and the convergence rate at the nodes is 2K. This framework encompasses the a-method of Delfour, Hager and Trochu [14] for L = 1, and a"un(t") + (1 -an)u"+x(t") = X", n = 0,...,TV, where {a"}N=0 is an a priori specified family of real numbers in the interval ]-oo, ¿[ (resp. ]{-, oo[) for a0 = 0 (resp. aN = 1). For the a-method, the respective global L2-convergence and nodalconvergence rates are K + 1 and 2K + 1. A detailed study of this particular type of approximation can be found in [14] and will therefore not be repeated here.
We shall concentrate on families of approximation schemes which are complementary to the a-schemes. On each interval /" we shall introduce L conditions of the form (1.1) ""('J = Umi, l=\,...,L, where (1.2) «,G {«-M,n-M+ 1,...,«} c {0,1,..., TV-1,7V}
for some a priori fixed integer M > 0 which is independent of both n and TV. When L = 1, and nt = n -1 or n, we obtain most of the one-step methods of the Runge-Kutta type. This situation also coincides with the a-schemes for an = 0 and a" = 1, respectively. When L = K + 1, we obtain multistep methods. For instance, the case (1.3) u"(tmi)-UH." l=l,...,K+l, leads to the the Adams-Bashforth scheme; the case (1.4) «"(/",) = U"_l+l, l=l,...,K+l, leads to the Adams-Moulton scheme. When 0 < L < K + I, we obtain hybrid methods. Although we shall not consider them in this paper, the present framework is also suitable for methods where on each interval /" the polynomial un can be required to go through points ahead of tn,
(1-5) «"(*",) = Un/, l=\,...,L, (1.6) «,e {/i -M,...,n,...,n + M).
It seems that convergence rates will be the same as those predicted by the theory under the more restrictive condition (1.2). The case L = 0 first appeared in Delfour and Dubeau [13] , and all the other cases are studied in F. Dubeau [17] from a slightly different point of view.
In Section 2 we shall derive the mesh-dependent variational framework underlying the discontinuous polynomial approximation schemes. In Section 3 we shall formulate the Galerkin approximation problem and prove that it always has a unique solution provided that the size of the partition (1.7) h = msx{t"-ttt_1:n = l,...,N} is small enough and that the family of partitions is regular as h goes to zero; that is, there exists c > 0 (independent of h ) such that (1.8) hn = tn-tn_x>ch, n = \,...,N.
In Subsection 3.3 we shall give a numerical implementation of the previously mentioned methods by introducing an appropriate interpolatory quadrature formula to evaluate the integral of the nonlinear terms. In Section 4 we shall show that the respective L2-and nodal-convergence rates are K + 1 and 2K + 2 -L. The general numerical scheme will be specialized to completely discontinuous methods (L = 0)
in Appendix 4, to multistep methods (L = K + 1) in Appendix 5, to continuous methods (L = 2, K > 1) in Appendix 6 and some hybrid methods (L = 1, tx = 1 or 0) in Appendix 7. All appendices appear in the supplements section at the end of this issue. Many of these numerical schemes have been studied by different methods (cf. J. C. Butcher [4] [5] [6] [7] [8] and M. Crouzeix [11] ).
The mesh-dependent variational framework underlying our discontinuous formulation can be found elsewhere for partial differential equations and boundary value problems (Babuska and Osborn [1] , Babuska, Osborn and Pitkaranta [2] , F. Brezzi [3] , M. Fortin [18] , Lesaint and Raviart [25] , Oden and Wellford [28] , Raviart and Thomas [29] , J. M. Thomas [31] , [32] , Wellford and Oden [33] [34] ).
This formulation is also of the highest interest in the approximation of the solution of optimal control problems governed by differential equations. Indeed, the Galerkin approximation of the differential equation makes it possible to obtain general convergence results and to carry out the error analysis for the optimal control of the approximated problem. So the work is done only once for large families of numerical schemes. This approach can also be used to study the convergence and to do the error analysis of the matrix Riccati differential equation associated with a linear-quadratic optimal control problem (cf. J. C. Nédelec [27] , M. C. Delfour [12] , Delfour and Trochu [15] , [16] ).
Notations. R will denote the field of real numbers and E the finite-dimensional space Rd for some integer d > 1. The product space in E will be defined as where (, )" denotes the inner product in L2(I"; E). We also define the norms 2 N 2 ll-lloo = max{|H|00,": n = 1,...,7V} and ||-1| = £ ||-1|^". «=i
The topological dual of a real Banach space B will always be written B*.
Weak Forms of the Differential Equation.
The object of this section is to show how a system of ordinary differential equations can be transformed into a mesh-dependent variational equation with a weak solution. This equivalent " weak formulation" provides an adequate framework for the approximation of the solution by discontinuous piecewise polynomials. 
\f(x1(t),t)-f(x2(t),t)\^q(t)\xx(t)-x2(t)\, (iii) the map t -» /(0, t) belongs to L2(0, T; E).
Then there exists a unique solution in Hr(0, T; E) to system (2.1).
Proof. Adaptation of the original proof of C. Caratheodory [9] . D Remark 2.2. In the next subsection we shall give a proof of this theorem. 
where f(x) denotes the function t -» f(x(t), t): [0, T] -* E. Then sum up over all n equations (2.5) and the second equation (2.1) multiplied by an arbitrary V0 in E. We obtain the following variational equation:
The space y will be endowed with the norm n-l such that
or all ü in "f". Locally, this problem is completely equivalent to finding u" in /./(/"; E) and C7" in E such that |c/0 = x°,
for all v" in H\ln; E), and all « = 1,..., TV. To solve (2.10), consider an elementary application of the transposition technique (Lions and Magenes [26] ). This leads to the following basic result.
Lemma 2.5. (i) For each n, the map v -(-v,v(tn)):
H\ln; E) -L2(I"; E) X E is an isomorphism.
(ii) Let b be an arbitrary element of Hi(In; E)*. The variational problem "to find
for all v in H1(In; £)", has a unique solution.
Proof, (i) Obvious, (ii) By transposition. D We can now directly solve (2.10) and in this way obtain a solution of (2.1). Proof, (i) (Existence and uniqueness). Notice that U0 = x°. We first show that (2.10) has a unique solution if h is small enough. On each interval /" suppose that U"_1 is given. We then have to find (u", Un) in L2(In, E) X E such that
If we assume that w" is fixed, the right-hand side of (2.13) defines an element of Hl(I"; E)*. Indeed, under the hypotheses of Theorem 2.1, and from the original work of C. Caratheodory [9] , the map / -» f(u"(t), t): In -» E belongs to L\l"; E) for all «"in L2(I"; E). Now define the sequence {u'"}fL0 as follows: uQ" is chosen arbitrarily in L2(In; E), and for i ^ 0, u'n+1 is the solution of (2.14)
for all vn in H1(In; E). This solution is uniquely determined by Lemma 2.5. In order to show that {w¡,}*L0 is a Cauchy sequence in L2(In; E), subtract Eq. (2.14)
from itself with u'n+l and u'n, to obtain
Substitute into (2.15) the solution v of the following system of equations
In view of the hypotheses of Theorem 2.1, this yields
Then, if h is small enough, we have a contraction. Thus, {u'n}f=0 is a Cauchy sequence in L2(In; E) which converges to a limit un in L2(In; E). Moreover, by continuity, we obtain -f u"-i>ttdt= V"_x • vn(t"_x) + f f(u") ■ vndt for all vn in Hl(In; E) such that vn(tn) = 0. This solution is unique, as can be shown by contradiction. Finally, the vector Un is given by
for all V in E, and it is clear that the pair (U , un) is the unique solution of (2.13).
We proceed in this way to the next interval and so on in a finite number of steps.
To remove the dependence on h, it is easy to show that the variational problem (2.10) is equivalent to "find (u, U) in L2(0, T; E) X E such that 
E). From this fact, and hypotheses (ii) and (iii) of Theorem 2.1, we further show that the map t -* f(u(t), t): [0, T] -> E belongs to 7_/(0, T; E). Therefore u belongs to H\0, T; E).
If we integrate by parts the integral term on the left-hand side of (2.17), we obtain
for all v in Hl(0, T; E). Then m(0) = x° and u(T) = U. It is now easy to show that Un = u(tn) for all n, and this proves the result. D Remark 2.7. This theorem can be generalized to solve the following variational problem: "To find ü in <% such that In this section we use a Galerkin method to construct the approximation problem from the mesh-dependent variational equation (2.11) . We then show that this approximation problem always has a unique solution for a small enough partition size h. Finally, the integrals of the terms containing the nonlinear function / are evaluated by a specially constructed quadrature formula. This yields the general form of the numerical scheme which is ready for numerical implementation.
3.1. Galerkin Approximation Problem. Our starting point is the variational equation (2.11) defined on the spaces V and <2c. We seek a solution ûh to (2.11) in a finite-dimensional subspace %h of ^ by requiring that (2.11) be verified for all elements vh of a finite-dimensional subspace fh of Y. This is an approximation of the Galerkin type.
Define the subspaces cUh and Yh of <% and Y as follows: 
With the above choices, the approximation schemes obtained from (2.11) reduce to the following problem: "To find üh in <%h such that U0 = x° and
for all vn in PK+l~L(I"; E) and n = 1,...,7V". We shall study the following families of approximation schemes: (i) for L = 0 we obtain new Galerkin methods that will be referred to as "completely discontinuous";
(ii) for 0 < L < K + 1, and on each interval /", the L conditions are of the form
where n,e (0, ...,7V}. These Galerkin methods will be referred to as "nodal methods". To obtain existence and convergence results, we impose the following condition on the sets {nt}f=x: there exists an integer M> 0 such that for all n = 1.TV and all/= 1.....L, (3.5) «,e {n-M,n-M+ 1.«}.
Remark 3.1. The situation (ii) contains the "discontinuous Galerkin method" of Lesaint and Raviart [25] for un(tn)=Un, n = 1,...,TV, and the "continuous Galerkin methods" of B. L. Hulme [22] , [23] for u"(t"_x) = U"_x and u"(t") = U".
We also obtain multistep methods for L = K + 1 and hybrid methods (cf. J. C. Butcher [4] , C. W. Gear [19] , Gragg and Stetter [20] and others) for L < K + 1. In view of the regularity of the partitions and hypothesis (3.5) we can prove the following useful lemma. In order to show that {u'"}fL0 is a Cauchy sequence in PK(I"; £), subtract Eq. (3.12) from itself with u'n+l and u'" and set vn equal to the solution of the equation
This yields (3.14) KK+1 -«0 IL < ^iMUk -cío,«-From (3.6), (3.7), (3.8) and (3.14) we have )»ill«"+1-«ñllo."<A1/2lkllo,"¡«"-«r1IL for all V in £. It is easy to show that Uj -» t/" as i -» oo and («", {/") is a solution of (3.3). The uniqueness follows by contradiction. D 3.3. Numerical Implementation. We now turn to the problem of computing the solution of (3.3), and approximating the integral of the term which contains the nonlinear function /. Several examples will be given in Appendices 4-7. In order to simplify the discussion, we shall assume that £ = R (in this section only). We shall also write PK(I") and PK(0,1) for PK(I"; E) and PK(0,1; £).
We first introduce a (K + l)-point quadrature formula which will be used in the construction of basis functions for the sets %h and Yh. We already know that on each interval /" the polynomial un in PK(I") goes through the points (3.16) u"{tni) = Uni, /=1,...,L; moreover, we would like that the term un • vn (which is a polynomial of degree 2K -L) be integrated exactly. For each n = 1,..., TV such that 0 < n¡ < n, I = 1,..., L, define the following sequence { r"} f= x of points:
(3.17) r," = (tni -tn.y)/hn, /=1,...,L.
In view of hypothesis (3.5) on the «,'s, the points {t"}^! all lie outside the open interval (0,1).
For simplicity, we shall assume that the sequence {t"}^x is independent of n and denote it by {t/}/■_,. However, everything that follows is true in the general case.
Consider a (K + l)-point quadrature formula of the form it is readily seen that the new family of polynomials {ypk:k = L,..., K + 1} is a basis of PK+1~ L(0,1). The set of polynomials (3.24) *"*(<)-** will be the desired basis for PK+X~L(I").
•n-l <'<'".
We now derive an equivalent set of equations for system (3.3). First, set v"(t) = xpnL(t)= 1 in (3.3). We obtain (3.25) U"=Un_1+ ( f(un) dt.
Then set vn = \pnk, k = L + 1,..., K + 1 in Eq. (3.3) and use the quadrature (3.18) to integrate exactly the polynomial u" • v" with u" given by (3.21) . We obtain kdt (3.26) unk = Un_x + --E (Í4-1 -Uni)a,ek(r,) + -"/ /(«") ■ *"°k /=1
akJI"
for k = L + l,...,K + 1. This leads to the following theorem. Proof. Cf. Appendix 3 with L and K replaced by L -1 and K -1 and the set {rk: k = \,...,L} replaced by the set {t¿: k = 1,..., L, k * /}. D Remark 3.12. We shall see in Section 4 that the predicted L2-and nodal-convergence rates are K + 1 and 2K + 2 -L, respectively. The use of a quadrature formula which integrates exactly polynomials of degree 2K + 1 -L will not affect those rates (cf. F. Dubeau [17] ).
The integral of the term containing the nonlinear function / can also be evaluated by an arbitrary /-point quadrature formula of the form Moreover, Eq. (3.26) becomes (3.37) unk = U"_x + J-E (£4-1 -UjaM-r,) + ^ E "jf(Vnj)*k(tj),
.., K + 1, and w" z's determined by (3.21). D Remark 3.14. Again, if formula (3.34) integrates exactly polynomials of degree 2K + 1 -L, the convergence rates of (3.29) are preserved for (3.36) (cf. F. Dubeau [17] ). 4 . Error Estimates. This section contains the main two theorems which establish the convergence and provide asymptotic error estimates. The first theorem shows that if the solution of (2.1) belongs to HK+l(0, T; E), the L2 and nodal errors are proportional to hK+l. The second theorem shows that under appropriate hypotheses on the function / there is an asymptotic superconvergence at the nodes proportional to h2K+2~L (recall thatO < L < K+ 1).
Throughout this section we assume that / satisfies the hypotheses of Theorem 2.1, that the family of partitions is regular as its size h goes to zero, and that h is sufficiently small for the existence of a unique solution ti to (3.3) . The letter c will denote a generic constant independent of h. In some situations, this might be useful to obtain simple convergence. We now show that the two constants ß, and ß~ can be made independent of the set {t^=1.
The hypothesis of regularity of the partition and hypothesis 
