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Abstract
A one-parameter deformation of the measure of orthogonality for orthogonal polynomials on the unit circle is considered.
The corresponding dynamics of the Schur parameters of the orthogonal polynomials is shown to be characterized by the
complex semi-discrete modi5ed KdV equation, namely, the Schur %ow. A discrete analogue of the Miura transformation
is found. An integrable discretization of the Schur %ow enables us to compute a Pad:e approximation of the Carath:eodory
functions, or equivalently, to compute a Perron–Carath:eodory continued fraction in a polynomial time. c© 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Let T = {z ∈ C | |z|= 1} be the unit circle, where z = ei for 06 6 2. Obviously, Bz = 1=z if
z ∈ T. Let () be a 5nite positive Borel measure on the unit circle T with an in5nite spectrum.
There exists an in5nite dimensional Hilbert space L2 which consists of bounded functions f(z) on
T having 5nite norm ||f||=(∫ 20 |f(z)|2 d())1=2¡∞, where the inner product on T is de5ned by
〈f|d|g〉:=
∫ 2
0
g(z)f(z) d(); z = ei: (1)
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By applying the Gram–Schmidt orthogonalization to the linearly independent system of power
{1; z; : : : ; zk ; : : :} and a normalization, we can introduce monic orthogonal polynomials on the unit
circle {0(z); 1(z); : : : ; k(z); : : :}, degk(z) = k, such that
〈k |d|l〉= hkk; l; k; l= 0; 1; : : : ;
hk :=
k+1
k
;
k :=
∣∣∣∣∣∣∣∣∣∣∣
s0 s1 · · · sk−1
s−1 s0 · · · sk−2
...
...
. . .
...
s1−k s2−k · · · s0
∣∣∣∣∣∣∣∣∣∣∣
; k = 1; 2; : : : ; 0:=1;
sj:=
∫ 2
0
zj d(); j = 0;±1; : : : : (2)
The polynomials k(z) are said to be the Szeg:o polynomials [27]. Let us write
k :=k(0); k = 1; 2; : : : : (3)
Then the polynomials k(z) and the supplementary polynomials ∗k (z):=z
kk(1=z) satisfy the recur-
sion relation [2, p. 183](
k+1
∗k+1
)
=
(
z k+1
k+1z 1
)(
k
∗k
)
; k = 0; 1; : : : (4)
with 0 = 1 and ∗0 = 1. The coeOcients k are called the Schur parameters of the orthogonal
polynomials k(z) on the unit circle. The Schur parameters also have the Toeplitz determinant
representation
k =
ˆk
k
; ˆk :=
∣∣∣∣∣∣∣∣∣∣∣
s1 s2 · · · sk
s0 s1 · · · sk−1
...
...
. . .
...
s2−k s3−k · · · s1
∣∣∣∣∣∣∣∣∣∣∣
; k = 1; 2; : : : : (5)
If we change the de5nition of sj to sj:=
∫ 
− z
j d(), then k is expressed in the standard form
k = (−1)k ˆk=k .
The 5rst purpose of this paper is to present an explicit form of one-parameter, say t, deformation
of the Schur parameters k which is induced by a linear evolution of the measure (). It is proved in
Section 2 that the deformation of k is described by the complex version of the semi-discrete modi5ed
KdV (mKdV) equation found by Ablowitz–Ladik [1]. It is well-known [21,16,18,6,26,24,4,17] that
some class of linear evolutions of the measure for the orthogonal polynomials on the real axis,
the classical orthogonal polynomials, is characterized by the Toda equation and its higher order
analogues. This correspondence enables us to integrate the Toda-type equations under a suitable
boundary condition.
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The notion of the Schur parameters is fundamental not only in the theory of orthogonal polynomials
but in interpolation problems in the theory of analytic functions. We can show the following fact
by using a theorem in [2, p. 103]. For a given set of moments sj, where s0 is real and sj = s−j, the
function
F() = s0 + 2s−1+ 2s−22 + · · ·
belongs in the Carath:eodory class, if and only if all the Schur parameters hold (i) 0¡ |k |¡ 1 for
k =1; 2; : : : ; or (ii) 0¡ |k |¡ 1 for k =1; : : : ; l− 1 and |l|=1 for some l. In Case (i) the function
F() allows the positive Perron–Carath:eodory continued fraction expansion
F() =
s0
1− 21
1 + 1+
2
1
(1− |1|2)
1− 2
1
+
3
2
(1− |2|2)
1− 3
2
+ ...
(6)
for ||6 r ¡ 1, where F() is sometimes called the Carath:eodory function. A remark in [5, p. 96]
is also helpful to derive (6). In Case (ii) the continued fraction is truncated to be an expression
of a rational function. Hence the Carath:eodory interpolation problem is reduced to a computation
of the Schur parameters from moments. The second purpose of the present paper is to design a
new algorithm by which we can avoid a direct calculation of the determinants in (5). Our central
idea is an integrable discretization of the complex semi-discrete mKdV equation with respect to
the deformation parameter t. See [14,22,23] for integrable discretization of integrable systems. A
discretization procedure and the resulting algorithm are discussed in Sections 3 and 4, respectively.
2. Linear evolution of the measure and the Schur ow
Let us consider the linear evolution of the measure
d(; t) = exp
{(
z +
1
z
)
t
}
d(; 0); z = ei; t ∈ R; (7)
where () = (; 0). Let k(z; t) be the orthogonal polynomials corresponding to (; t). Then
one-parameter deformations of variables, hk(t), k(t), sj(t), k(t), are induced. In this section we
derive a system of diRerential equations which the Schur parameters k(t) satisfy. We here write
k = k(z; t), k = k(t) and so on, for simplicity.
First we write the recursion relation (4) in an operator form. Let e±@ be shift operators such that
e±@fk = fk±1; k = 0;±1;±2; : : : : (8)
The second of (4) is expressed as ∗k+1 = z(1 − e−@)−1k+1k . Inserting this into the 5rst of (4),
k+1 = zk + k+1e−@∗k+1, we obtain
Lkk = zk;
Lk :=(1 + k+1e−@(1− e−@)−1k+1)−1e@; k = 0; 1; : : : : (9)
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The recursion relation of orthogonal polynomials gives rise to the linear operator Lk in Lax formalism.
This setting is very similar to that in the orthogonal polynomials on the real axis (cf. [4]). Acting
by e@ to (1 + k+1e−@(1− e−@)−1k+1)−1k+1 = zk we derive another expression
Lkk = zk;
Lk :=e@(1 + ke−@(1− e−@)−1k)−1; k = 1; 2; : : : : (10)
De5ne k :=1−|k |2. Using the expansion (1−e−@)−1=1+e−@+e−2@+ · · ·, we see that the operator
Lk in (10) admits
Lk = e@ − k+1k − k+1k−1ke−@ − k+1k−2kk−1e−2@ − · · · : (11)
On the other hand we derive the expansion of L−1k in (9)
L−1k = ke
−@ − kk+1 − kk+2e@ − kk+3e2@ − · · · (12)
with the help of (1− e@)−1 = 1 + e@ + e2@ + · · ·.
Now we proceed to diRerentiation of the orthogonality relation 〈k |d|l〉 = hkk; l with respect
to the parameter t
〈@tk |d|l〉+ 〈k |@td|l〉+ 〈k |d|@tl〉= @thkk; l; (13)
where @t:=@=@t. Note that @t d(; t) = (z + 1=z) d(; t). The second term of the left-hand side of
(13) is then
〈k |@t d|l〉=
∫ 2
0
(
z +
1
z
)
lk d =
∫ 2
0
(Ll + L−1l )lk d
= 〈k |(Ll + L−1l ) d|l〉: (14)
Since k is a monic polynomial of degree k with 0 = 1, we can set
@tk = k;k−1k−1 + k;k−2k−2 + · · ·+ k;11 + k;0: (15)
Let us substitute (14) and (15) into (13).
(i) When k ¿ l, it follows from orthogonality that 〈@tk |d|l〉= 0. Set k − l=m¿ 1. Then we
obtain
〈l|(Lk + L−1k ) d|k〉+ k;l〈l|d|l〉= 0 (16)
which gives an expression of the derivative of the orthogonal polynomials
@tk =−
k∑
m=1
1
hk−m
〈k−m|(Lk + L−1k ) d|k〉k−m: (17)
(ii) When k ¡ l, we derive from (13)
l;k〈k |d|k〉+ 〈l|(Lk + L−1k ) d|k〉= 0
by a manner similar to that in (i). This is the complex conjugate to (16), since hk=〈k |d|k〉
are real.
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(iii) When k = l, (13) leads to
@thk = 〈k |(Lk + L−1k ) d|k〉: (18)
Next we consider the diRerentiation of
〈l|Lk d|k〉=
∫ 2
0
Lkkl d
=
∫ 2
0
zkl d: (19)
Since deg(zk) = k + 1, 〈l|Lk d|k〉 = 0 if and only if k + 1¿ l. In this case it is easy to see
@t〈l|Lk d|k〉= 〈@tl|Lk d|k〉+ 〈l|Lk@t d|k〉+ 〈l|Lk d|@tk〉
= 〈@tl|Lk d|k〉+ 〈l|Lk(Lk + L−1k ) d|k〉+ 〈l|Lk d|@tk〉:
Inserting (17) into @t〈l|Lk d|k〉 we derive
@t〈l|Lk d|k〉=−
l∑
m=1
1
hl−m
〈l−m|(Ll + L−1l ) d|l〉〈l−m|Lk d|k〉
+ 〈l|Lk(Lk + L−1k ) d|k〉
−
k∑
m=1
1
hk−m
〈k−m|(Lk + L−1k ) d|k〉〈l|Lk−m d|k−m〉: (20)
The 5rst term in the right-hand side of (20) reads
−
l∑
m=1
1
hl−m
〈l|(Ll−m + L−1l−m) d|l−m〉〈l−m|Lk d|k〉:
The second term is
〈l|Lk(Lk + L−1k ) d|k〉=
∫ 2
0
z
(
z +
1
z
)
kl d
=
∫ 2
0
(
z +
1
z
)
k
1
z
l d
=
∫ 2
0
(
z +
1
z
)
kL−1l l d:
Setting
L−1l l =
(
1
z
l;−1 + l;0
)
0 + l;11 + l;22 + · · · ; 0 = 1
we obtain
〈l|Lk(Lk + L−1k ) d|k〉=
∞∑
m=0
l;m〈m|(Lk + L−1k ) d|k〉: (21)
80 A. Mukaihira, Y. Nakamura / Journal of Computational and Applied Mathematics 139 (2002) 75–94
The l;−1 term vanishes in the right-hand side, since 〈0|(Lk + L−1k ) d|zk〉 = 0. While it follows
from (19) that
〈l|Lk d|k〉=
∞∑
m=0
l;m
∫ 2
0
km d
= l;khk : (22)
The second term of the right-hand side of (20) is then
〈l|Lk(Lk + L−1k ) d|k〉=
∞∑
m=0
1
hm
〈l|Lm d|m〉〈m|(Lk + L−1k ) d|k〉: (23)
Consequently, @t〈l|Lk d|k〉 in (20) is expressed as
@t〈l|Lk d|k〉=−
l∑
m=1
1
hl−m
〈l|(Ll−m + L−1l−m) d|l−m〉〈l−m|Lk d|k〉
+
∞∑
m=k
1
hm
〈l|Lm d|m〉〈m|(Lk + L−1k ) d|k〉
=−
l∑
m=0
1
hl−m
〈l|(Ll−m + L−1l−m) d|l−m〉〈l−m|Lk d|k〉
+
∞∑
m=k
1
hm
〈l|Lm d|m〉〈m|(Lk + L−1k ) d|k〉
+
@thl
hl
〈l|Lk d|k〉; (24)
where we use (18).
Let (Lk)¡0 and (L−1k )¡0 be negative parts of the operators Lk and L
−1
k , respectively. By de5nition
(Lk + L−1k )¡0 = (k − k+1k−1k)e−@ − k+1k−2kk−1e−2@ − · · · :
Let (Lk)¿0:=Lk−(Lk)¡0 and (L−1k )¿0:=L−1k −(L−1k )¡0. Since (Lk+L−1k )¡0k is a linear combination
of k−1; k−2; : : : ; it follows that 〈l|(Lk + L−1k )¡0 d|k〉= 0 for l¿ k.
Observing this property, orthogonality and (23), we see that the 5rst term of (24) becomes
−
l∑
m=0
1
hl−m
〈l|(Ll−m + L−1l−m) d|l−m〉〈l−m|Lk d|k〉
=−
l∑
j=0
1
hj
〈l|(Lj + L−1j )¿0 d|j〉〈j|Lk d|k〉
=−
∞∑
j=0
1
hj
〈l|(Lj + L−1j )¿0 d|j〉〈j|Lk d|k〉
=− 〈l|(Lk + L−1k )¿0Lk d|k〉: (25)
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Similarly we derive
∞∑
m=k
1
hm
〈l|Lm d|m〉〈m|(Lk + L−1k ) d|k〉
=
∞∑
m=k
1
hm
〈l|Lm d|m〉〈m|(Lk + L−1k )¿0 d|k〉
=
∞∑
m=0
1
hm
〈l|Lm d|m〉〈m|(Lk + L−1k )¿0 d|k〉
=〈l|Lk(Lk + L−1k )¿0 d|k〉: (26)
Let us denote Lk in (11) as
Lk =
∞∑
m=−1
Lk;k−me−m@:
By de5nition and orthogonality we have
〈l|Lk d|k〉=
∫ 2
0
∞∑
m=−1
Lk;k−me−m@kl d
=
∞∑
m=−1
Lk;k−m
∫ 2
0
k−ml d
= Lk;lhl:
Thus,
@t〈l|Lk d|k〉= @tLk; lhl + @thlhl 〈l|Lk d|k〉: (27)
Inserting (25)–(27) into (24) we have
@tLk; lhl = 〈l|[Lk; (Lk + L−1k )¿0] d|k〉
= 〈l|[(Lk + L−1k )¡0; Lk] d|k〉
= [(Lk + L−1k )¡0; Lk]lhl; (28)
where [A; B]:=AB − BA and [A; B]l indicates the coeOcient of e−l@ of power series expansion of
[A; B] with respect to e−@. We have proved the main theorem of this section.
Theorem 1. The linear evolution (7) of the measure (); which de;nes orthogonal polynomials
on the unit circle; induces the Lax-type di>erential equation
@tLk = [(Lk + L−1k )¡0; Lk]; k = 1; 2; : : : (29)
of operator form.
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Using the expansions (11) and (12) we 5nd that (29) is a new Lax representation of the complex
semi-discrete mKdV equation
@tk = k(k−1 − k+1); k :=1− |k |2; k = 1; 2; : : : ; 0 = 1: (30)
The proof is given by a straightforward calculation
@tLk =−@tk+1k − k+1@tk + · · · ;
[(Lk + L−1k )¡0; Lk] = k+1(k+2 − k)k + k+1k(k+1 − k−1) + · · · :
Let us call (30) the Schur @ow. If we consider the linear evolution
d(; tj) = exp
{(
z +
1
z
)j
tj
}
d(; 0); tj ∈ R (31)
instead of (7) for some positive integer j, then the Lax-type equation
@tjLk = [(Lk + L
−1
k )
j
¡0; Lk]; k = 1; 2; : : : (32)
results by a manner similar to that in Theorem 1. The calculation is performed by simply replacing
(z + 1=z) by (z + 1=z)j and (Lk + L−1k ) by (Lk + L
−1
k )
j and so on. When j = 2, for example, we
obtain the second order generalization of the Schur %ow
@t2k = k(k−2k−1 − k+2k+1 − 2k−1k + 2k+1k
+ k(k−1k+1 − k−1k+1)); k = 1; 2; : : : : (33)
Let us brie%y consider a symmetric measure such that () = (−). Clearly, s−j = sj. This
implies the reality of the moments sj, the determinants ˆk as well as k , and consequently, the Schur
parameters k . Hence it is concluded that the real Schur @ow is induced from the linear evolution
(4) of a symmetric measure. The resulting real Schur %ow and its second order generalization are
@t1k = k(k−1 − k+1); k :=1− 2k ;
@t2k = k(k−2k−1 − k+2k+1 − 2k−1k + 2k+1k); k = 1; 2; : : : : (34)
The 5rst equation was 5rst found in Ablowitz–Ladik [1] as the semi-discrete mKdV equation. In
the theory of unitary matrix models, Eqs. (34) were derived in [7] from a parametric measure and
the corresponding orthogonal polynomials. An asymptotic property of the real Schur parameter is
essential in a computation of multicritical points [25]. It is obvious that (32) is a new generalization
of the known equations in mathematical physics.
In this section we have given a new derivation of the Lax equation (29) of the Schur %ow only
from the recursion relation (4) of orthogonal polynomials on the unit circle and the linear evolution
(7). As a consequence we see that the Schur %ow describes a spectral preserving deformation of
the operator Lk . Other type of Lax equations appears in articles [9,8,3] on the Schur %ows. In [8]
Common derived a Hankel determinant solution, where elements of the Hankel matrices are moments
de5ned by the normalized measure
∫ 2
0 z
j d(; t)=
∫ 2
0 d(; t). He made use of a Lax pair, namely,
a recursion relation and a linear diRerential equation, of the Schur %ow given in [1]. A matrix Lax
equation of the real 5nite Schur %ow played an important role to solve an initial value problem. See
a paper by Ammar–Gragg [3] on this subject. It is to be noted that the characteristic polynomial
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det(zI−Hk) of a unitary Hessenberg matrix Hk which emerges in the matrix Lax equation [3] is just
an orthogonal polynomial k(z) on the unit circle. Hence the zeros of the orthogonal polynomial
are invariant under the time evolution of the 5nite Schur %ow.
Let #(x) be a measure which de5nes orthogonal polynomials on the real axis. It has been
shown by many authors [16,18,6,26,24,4,17] that the linear one-parameter deformation d#(x; t) =
exp(xt) d#(x; 0) of the measure is corresponding to the time evolution of the Toda-type diRerential
equation
@tJk = [(Jk)¡0; Jk];
where coeOcients of the operator Jk may be expressed as ratios of Hankel determinants. The Hermite
polynomial is an example of such a orthogonal polynomial associated with a symmetric measure. The
second order linear evolution d#(x; t) = exp(x2t) d#(x; 0) of symmetric measures is described by a
generalized Lotka–Volterra equation [4]. Kato and Aomoto [18] obtained generalized Lax equations
from spectral densities satisfying @t d#(x; t) = f(x; t) d#(x; t), where #(x; t) de5nes one-parameter
family of certain integrals, such as Pochhammer integrals.
3. Integrable discretization of the Schur ow
In this section we 5rst prove that the one-parameter deformation (2) of the moments sj gives a
Toeplitz determinant solution of the Schur %ow through (5). Set sj(t):=
∫ 2
0 z
j d(; t) where (; t)
is de5ned in (7). Obviously,
@tsj = sj−1 + sj+1; s0 : real; sj = s−j: (35)
Let us introduce
k(t):=
ˆk(t)
k(t)
;
k(t):=
∣∣∣∣∣∣∣∣∣∣∣
s0 s1 · · · sk−1
s−1 s0 · · · sk−2
...
...
. . .
...
s1−k s2−k · · · s0
∣∣∣∣∣∣∣∣∣∣∣
(t); ˆk(t):=
∣∣∣∣∣∣∣∣∣∣∣
s1 s2 · · · sk
s0 s1 · · · sk−1
...
...
. . .
...
s2−k s3−k · · · s1
∣∣∣∣∣∣∣∣∣∣∣
(t): (36)
It should be noted that k are real. Substituting (36) into the Schur %ow (30) we have
@tˆkk − ˆk@tk = 
2
k − |ˆk |2
k+1Sk−1
(k+1ˆk−1 − k−1ˆk+1):
Sylvester’s determinant identity [12, p. 31] leads to
k+1k−1 = 2k − ˆkˆk :
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Using (35) and Sylvester’s identity again we see
@tˆkk − ˆk@tk =


∣∣∣∣∣∣∣∣∣∣∣
s0 s2 · · · sk
s−1 s1 · · · sk−1
...
...
...
s1−k s3−k · · · s1
∣∣∣∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣∣∣∣
s1 · · · sk−1 sk+1
s0 · · · sk−2 sk
...
...
...
s2−k · · · s0 s2
∣∣∣∣∣∣∣∣∣∣∣

k
+ˆk


∣∣∣∣∣∣∣∣∣∣∣
s−1 s1 · · · sk−1
s−2 s0 · · · sk−2
...
...
...
s−k s2−k · · · s0
∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣
s0 · · · sk−2 sk
s−1 · · · sk−3 sk−1
...
...
...
s1−k · · · s−1 s1
∣∣∣∣∣∣∣∣∣∣∣


=k+1ˆk−1 − k−1ˆk+1:
It is proved that
Lemma 1. The ratios of Toeplitz determinants k(t) solve the Schur @ow (30).
Example 1. We here give a simple but important class of explicit solution of the real Schur %ow.
Let Ij(t) be the modi5ed Bessel functions de5ned by
Ij(t):=tj
∞∑
m=0
t2m
m!&(j + m+ 1)
; t ¿ 0:
It follows from the de5nition that @tIj = Ij−1 + Ij+1 and Ij−1 − Ij+1 = jIj=t for t ¿ 0. The second
recursion relation implies I−j = Ij. Hence the functions k(t) with sj(t) = Ij(t) are real and satisfy
the real Schur %ow @tk = (1− 2k)(k−1 − k+1). It is conjectured that k ¿ 0; −1¡k(t)¡ 1 for
k = 1; 2 : : : :
Next we discuss a relationship to orthogonal polynomials on the real axis and its application. The
Carath:eodory function (6) has the following integral representation [2, p. 179]
F() =
∫ 
−
z + 
z −  d(); z = e
i:
Note that the 5rst and the second terms of the right-hand side of
z + 
z −  =
z − 1=z
z + 1=z − − 1= −
− 1=
+ 1=− z − 1=z
are odd and even functions of , respectively. Thus
F() =−2
(
− 1

)∫ 
0
d()
+ 1=− z − 1=z :
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Let us set x:=+1=; ':=z+1=z=2cos  and #('):=()=|2 sin |. Then the Carath:eodory function
is converted into an integral over real axis
F() = 2
(
− 1

)∫ 2
−2
d#(')
x − ' : (37)
We restrict ourselves to the case of symmetric measure () = (−). It is known [2, p. 23] that
the Stieltjes integral
∫ 2
−2 d#(')=(x − ') admits the Chebyshev continued fraction expansion∫ 2
−2
d#(')
x − ' =
1
x − b1 − a1
x − b2 − a2x − b3−. . .
: (38)
If we replace the measure #(') to #('; t)=exp(−'t)#('; 0), then we arrive to the semi-in5nite Toda
equation
@tak = ak(bk+1 − bk); @tbk = ak − ak−1: (39)
Comparing coeOcients of two representations of the Carath:eodory function (6) and (37) with (38)
we have after a calculation
Theorem 2. If k satisfy the real Schur @ow; then ak , bk de;ned by
ak = (1 + 2k−2)(1− 22k−1)(1− 2k);
bk = 2k−3(1− 2k−2)− 2k−1(1 + 2k−2); k = 1; 2; : : : : (40)
satisfy the semi-in;nite Toda equation (39) and vice versa.
Let us show how to check (40). Setting, for example, 4 = 1 and a2 = 0 we obtain
1
1 +
21
1− 1−
2
1
(1− 21)
1 +
2
1
−
3
2
(1− 22)
1 +
3
2
−
1
3
(1− 23)
1 +
1
3

=
−
(
− 1

)
+
1

− b1 − a1
+
1

− b2
:
It follows that
a1 = 2(1− 21)(1− 2);
b1 =−21; b2 = 1(1− 2)− 3(1 + 2):
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We are interested in the case where the Schur parameters with even index 2k hold the real Schur
%ow
@t2k = (1− 22k)(2k−2 − 2k+2); k = 1; 2; : : : :
Then the variables ak de5ned by the correspondence
ak = (1 + 2k−2)(1− 2k); k = 1; 2; : : : (41)
satisfy
@tak = ak(ak−1 − ak+1); k = 1; 2; : : : :
This system is exactly the semi-in5nite Lotka–Volterra equation, or the semi-discrete KdV equation
[19]. Thus the mapping (41) is a discrete analogue of the famous Miura transformation [20] between
the KdV equation and the mKdV equation. Recently, Faybusovich and Gekhtman [10] found a
transformation similar to (40) by using a notion of canonical moments.
Now we proceed to an integrable discretization of the Schur %ow. Integrable discretization is
a discretization scheme of integrable systems in a linear level. An integrable discretization, if it
is possible, is useful (i) to integrate the dynamical systems numerically with a higher accuracy,
(ii) to design an eOcient algorithm, (iii) to 5nd a soliton cellular automata, and so on. Indeed, it
is possible to regard that the %ow is linearized to (35) through the determinants k and ˆk . See
[14,22,23] for integrable discretizations of soliton equations, semi-in5nite systems, gradient systems,
respectively.
We 5rst introduce a discrete analogue
sn+1j = s
n
j−1 + s
n
j+1 + s
n
j ; j = 0;±1; : : : (42)
of the linear diRerential equation (35), where the superscript n indicates a discrete time variable
such that n= 0; 1; 2; : : : : De5ne the Toeplitz determinants
+nk :=
∣∣∣∣∣∣∣∣∣∣∣∣∣
sn0 s
n
1 · · · snk−1
sn−1 s
n
0 · · · snk−2
...
...
. . .
...
sn1−k s
n
2−k · · · sn0
∣∣∣∣∣∣∣∣∣∣∣∣∣
; +ˆnk :=
∣∣∣∣∣∣∣∣∣∣∣∣∣
sn1 s
n
2 · · · snk
sn0 s
n
1 · · · snk−1
...
...
. . .
...
sn2−k s
n
3−k · · · sn1
∣∣∣∣∣∣∣∣∣∣∣∣∣
; k = 1; 2; : : : ;
+n0:=1; +ˆ
n
0:=1: (43)
Let us suppose that sn−j = snj to guarantee the reality of +nk . We have the following lemma.
Lemma 2. If snj satisfy the linear di>erence equation (42); then
+nk +ˆ
n+1
k − +n+1k +ˆnk = +nk+1+ˆn+1k−1 − +n+1k−1+ˆnk+1;
+nk−1+
n
k+1 = (+
n
k)
2 − |+ˆnk |2: (44)
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To prove Lemma 2, we prepare the identity
k+1∑
j=1
(−1)k+j−1Aj+nk+1
(
k + 1
j
)
= 0; Aj:=
∣∣∣∣∣∣∣∣∣∣∣∣∣
sn+10 s
n+1
1 · · · sn+1k−2 sn+1k−1
sn+1−1 s
n+1
0 · · · sn+1k−3 sn+1k−2
...
...
...
...
sn+12−k s
n+1
3−k · · · sn+10 sn+11
snj−k+1 s
n+1
j−k+1 · · · sn+1j−2 snj−2
∣∣∣∣∣∣∣∣∣∣∣∣∣
; (45)
where +nk+1(
k+1
j ) is a minor determinant of +
n
k+1 given by extracting the (k + 1)th row and the jth
column. The identity (45) follows from∣∣∣∣∣∣∣∣∣∣∣∣∣
sn0 s
n
1 · · · snk−1 snk
sn−1 s
n
0 · · · snk−2 snk−1
...
...
...
...
sn1−k s
n
2−k · · · sn0 sn1
0 0 · · · 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
sn0 s
n
1 · · · snk−1 snk
sn−1 s
n
0 · · · snk−2 snk−1
...
...
...
...
sn1−k s
n
2−k · · · sn0 sn1
A1 A2 · · · Ak Ak+1
∣∣∣∣∣∣∣∣∣∣∣∣∣
(46)
by expanding the right-hand side of (46) with respect to the (k + 1)th row. We here derive the
identity (46) with the help of the expansion of Aj with respect to the kth row and the linear
diRerence equation (42).
The determinants Aj satisfy
Aj =
∣∣∣∣∣∣∣∣∣∣∣∣∣
sn+10 s
n+1
1 · · · sn+1k−2 sn+1k−1
sn+1−1 s
n+1
0 · · · sn+1k−3 sn+1k−2
...
...
...
...
sn+12−k s
n+1
3−k · · · sn+10 sn+11
snj−k+1 − sn+1j−k 0 · · · 0 snj−2 − sn+1j−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)k(snj−k−1 + snj−k)+n+1k
(
k
1
)
− (snj + snj−1)+n+1k
(
k
k
)
:
It follows from the identity (45) that
(−1)k+1A1+nk+1
(
k + 1
1
)
− Ak+1+nk+1
(
k + 1
k + 1
)
=
k∑
j=2
(
(−1)j−1(snj−k−1 + snj−k)+nk+1
(
k + 1
j
)
+n+1k
(
k
1
)
+(−1)k+j (snj + snj−1)+nk+1
(
k + 1
j
)
+n+1k
(
k
k
))
: (47)
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Let us set
B :=
(
(sn−k + s
n
1−k)+
n+1
k
(
k
1
)
+ (−1)k+1(sn1 + sn0)+n+1k
(
k
k
))
+nk+1
(
k + 1
1
)
−
(
(−1)k+1(sn0 + sn1)+n+1k
(
k
1
)
+ (snk+1 + s
n
k)+
n+1
k
(
k
k
))
+nk+1
(
k + 1
k + 1
)
:
Adding B to the right-hand side of (47) and using +n+1k (
k
1 ) = +ˆ
n+1
k−1 and +
n+1
k (
k
k ) = +
n+1
k−1 we obtain
(−1)k(+nk+1+ˆn+1k−1 − +n+1k−1+ˆnk+1):
It is not hard to see
B= (−1)k+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sn+10 s
n+1
1 · · · sn+1k−2 sn+1k−1
sn+1−1 s
n+1
0 · · · sn+1k−3 sn+1k−2
...
...
...
...
sn+12−k s
n+1
3−k · · · sn+10 sn+11
sn−k + s
n
1−k 0 · · · 0 sn1 + sn0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+nk+1
(
k + 1
1
)
−
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sn+10 s
n+1
1 · · · sn+1k−2 sn+1k−1
sn+1−1 s
n+1
0 · · · sn+1k−3 sn+1k−2
...
...
...
...
sn+12−k s
n+1
3−k · · · sn+10 sn+11
sn0 + s
n
1 0 · · · 0 snk+1 + snk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+nk+1
(
k + 1
k + 1
)
: (48)
Adding B in (48) to the left-hand side of (47) and using (42), +nk+1(
k+1
1 ) = +ˆ
n
k and +
n
k+1(
k+1
k+1) = +
n
k ,
we derive
(−1)k(+nk +ˆn+1k − +n+1k +ˆnk):
Therefore the 5rst equation of (44) is checked. The second equation is just Sylvester’s (or Jacobi’s)
determinant identity. This completes the proof of Lemma 2. It should be remarked that the same is
true for the case where
sn+1j = s
n
j−1 + s
n
j+1 + ,
nsnj ; j = 0;±1; : : : ; n= 0; 1; : : : (49)
for arbitrary constant ,n. For simplicity, we can set ,n = 0. The linear evolution sn+1j = s
n
j−1 + snj+1
induces
d(; n+ 1) =
(
z +
1
z
)
d(; n) (50)
which is a discrete analogue of (7).
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Let us introduce
nk :=
+ˆnk
+nk
; k = 1; 2; : : : ; n0:=1;
-nk :=
+nk−1
+nk
; k = 1; 2; : : : : (51)
The second equation of (44) reads
-nk
-nk+1
= 1− |nk |2: (52)
On the other hand it follows from the 5rst of (44) that
n+1k − nk =
-n+1k
-nk+1
(n+1k−1 − nk+1) (53)
or equivalently,
n+1k − nk =
-n+1k
-nk
(1− |nk |2)(n+1k−1 − nk+1): (54)
By taking a continuous time limit, Eq. (54) goes to the Schur %ow
@tk = (1− |k |2)(k−1 − k+1); t ¿ 0:
It is concluded that
Theorem 3. If nk and -
n
k are de;ned as in (51); then for any k = 1; 2; : : : ; n = 0; 1; : : : 
n
k and -
n
k
satisfy (52) and (54). The di>erence equation (54) with (52) is an integable discretization of the
Schur @ow (30).
Let us name nk ; -
n
k discrete Schur parameters, auxiliary discrete Schur parameters, respectively,
and (54) with (52) as a discrete Schur @ow. Here n0=1 is a boundary condition. A time discretization
of the mKdV equation under a diRerent boundary condition
wn+1k − wnk = (wnkwnk−1 − wn+1k+1wn+1k )− wnkwn+1k (wnk−1 − wn+1k+1)
was given in Tsujimoto–Hirota [28]. In sharp contrast with (54) this discrete mKdV equation has
soliton solutions taking a form of ratios of Casorati determinants.
4. Pad$e approximation algorithm of the Carath$eodory function
As was discussed in Section 1, a Pad:e approximation of the Carath:eodory function can be cal-
culated with the help of Schur parameters, where the Schur parameters are expressed as ratios of
Toeplitz determinants. To avoid the diOculty of computation of determinants we consider an appli-
cation of the discrete Schur %ow found in the previous section.
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Let s0−j be coeOcients of a Laurent expansion at  = 0 of a given Carath:eodory function F()
such that
F() = s00 + 2s
0
−1+ 2s
0
−2
2 + 2s0−3
3 + · · · : (55)
Therefore, sn0 and s
n
1 are recursively determined by using
sn+1j = s
n
j−1 + s
n
j+1; s
0
j = s
0−j: (56)
Let us assume that sn0 = 0; n = 0; 1; : : : : To describe the algorithm, initial conditions are needed,
namely,
n0 = 1; 
n
1 =
sn1
sn0
; -n1 =
1
sn0
; n= 0; 1; : : : : (57)
Values of -n0 have no need. We de5ne numbers 
n
k and -
n
k by the recursion relations
nk+1:=
n+1
k−1 −
-nk
-n+1k
n+1k − nk
1− |nk |2
; k = 1; 2 : : : ; n= 0; 1; : : :
-nk+1:=
-nk
1− |nk |2
; k = 1; 2 : : : ; n= 0; 1; : : : : (58)
This system is exactly the discrete Schur %ow (54) with (52). The relations are visualized if the
numbers are arranged as in the following table.
n= 0 n= 1 n= 2 n= 3 n= 4 · · ·
k = 0 10 
2
0 
3
0 
4
0 · · ·
k = 1 01 
1
1 
2
1 
3
1 
4
1 · · ·
-01 -
1
1 -
2
1 -
3
1 -
4
1 · · ·
k = 2 02 
1
2 
2
2 
3
2 
4
2 · · ·
-02 -
1
2 -
2
2 -
3
2 -
4
2 · · ·
k = 3 03 
1
3 
2
3 
3
3 
5
2 · · ·
-03 -
1
3 -
2
3 -
3
3 -
4
3 · · ·
...
...
...
...
...
...
The scheme is built up working downward, starting from the 5rst three rows given in (57).
The algorithm will recursively de5ne the table allowing us to go from the moments s00; s
0−1; : : :
to the values of 01; 
0
2; : : : : Thus, the recursion relations (58) allow a simple calculation for the
A. Mukaihira, Y. Nakamura / Journal of Computational and Applied Mathematics 139 (2002) 75–94 91
coeOcients of the continued fraction (6). A Pad:e approximation
F() ≈ s
0
0
1− 2
0
1
1 + 01+
02
01
(1− |01|2)
1− 
0
2
01
+
03
02
(1− |02|2)
1− 
0
3
02
+ ...
(59)
of the given function F() is obtained. Here the Pad:e approximation implies that the Laurent expan-
sion at  = 0 of the N th convergent of (59) agrees with (56) up to the term involving s0−N . When
|0K |= 1 happens for some K , the continued fraction is truncated in order K .
Let us consider the case where a 5nite number of data, s0−j; j = 0; 1; : : : ; N , is given. The ra-
tios of Toeplitz determinants 0k ; k = 1; 2; : : : ; N can be computed in a polynomial time O(N
2) of
multiplications and divisions by the algorithm. Setting 0N+1 = 1, we arrive at a continued fraction
approximation
s00
1− 2
0
1
1 + 01+
02
01
(1− |01|2)
1− 
0
2
01
+
.. .
+
1
0N
(1− |0N |2)
1− 1
0N

(60)
of the given F()=s00+2s
0−1+ · · ·+2s0−NN which is generically a rational function of order N +1.
Example 2. Let
F() = 1 + (−1 + i)+ −1− 2i
3
2 +
5− i
12
3
be a given data, where i:=
√−1. After a calculation we derive
01 =−
1 + i
2
; 02 =
1 + i
3
; 03 =−
1 + i
4
:
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Set 04 = 1. The continued fraction (60) is a rational function of order 4. The Pad:e approximation
of F() is then
1
1 +
(1− i)
1− 1− i
2
−
2
3
· 1
2

1 +
2
3
−
3
4
· 7
9

1 +
3
4
−
4
1− i ·
7
8

1 +
4
1− i
=
12 + (3 + 9i)+ 10i2 + (−3 + 9i)3 − 124
12 + (15− 3i)+ 162 + (15 + 3i)3 + 124
=1 + (−1 + i)+ −1− 2i
3
2 +
5− i
12
3 +
−40 + 7i
72
4
+
394− 67i
288
5 +
−1967 + 2020i
1728
6 + · · ·
=F() + O(4):
Here we present a new algorithm for computing a Pad:e approximation of the Carath:eodory func-
tions. The coeOcients of the positive Perron–Carath:eodory continued fraction (6) are shown to be
calculated by using the discrete Schur %ow (54) with (52). Allow us to conclude with some remarks.
It is well known that a Pad:e approximation of the Stieltjes functions, or equivalently, the Chebyshev
continued fraction of the Nevanlinna class functions (cf. [2, p. 113]), can be calculated by the qd
(quotient diRerence) algorithm (cf. [13, p. 518]). Though the convergence of the qd algorithm for
complex numbers is not guaranteed, the qd algorithm has many applications to various problems in
applied mathematics. See recent papers [11,22] and references therein. It is also known that general
Perron–Carath:eodory fractions are computed by the FG algorithm (cf. [15]). The recursion relations
of the FG algorithm are somewhat similar to those of the qd algorithm and are rather diRerent
from the discrete Schur %ow. To prove the fact that certain ratios of Hankel determinants satisfy
the recursion relations of the FG algorithm we need both Sylvester’s identity and a PlVucker relation.
On the other hand, we check (44) by using Sylvester’s identity only. In spite of a diRerence in the
resulting continued fractions of Perron–Carath:eodory type, they actually give Pad:e approximations
of a given data. Indeed, Pad:e approximation is not unique.
It is possible [22] to regard the qd algorithm as an integrable discretization of the semi-in5nite
Toda equation (39). Hence the discrete Schur %ow is the second algorithm for computing a Pad:e
approximation which can be regarded as a discrete time integrable system. Note that positive Perron–
Carath:eodory fractions have an intimate connection not only to the SzegVo polynomials but to Gaus-
sian quadrature on the unit circle, the trigonometric moments problem, Wiener 5lters in digital signal
processing [15 and references therein] and an eigenvalue problem of unitary Hessenberg matrices
[3]. We hope that the discrete Schur %ow will see fruitful applications.
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