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Abstract: This paper proposes an approach to improve robot assisted physical training subject to human uncertainties.
This approach is based on impedance control which is used to regulate the dynamic relationship between the robot’s
position and contact force. Repetitive exercise is considered and impedance parameters are adapted in accordance with
the human user to provide physical training as needed. Different from the existing approaches, the proposed one has the
capacity to deal with time-length-varying cycles, which is a critical issue in physical training of human’s upper limbs.
By theoretical analysis and experimental results, we show that the approach can effectively learn the required robot’s
impedance parameters and improve the performance of physical training.
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1 INTRODUCTION
Among the causes of disability, stroke is a leading one in
the world. The most common approach to address stroke is
one to one guided exercise through physiotherapy. Howev-
er, this conventional approach is no more considered to be
advantageous due to reasons like labour-intense and train-
ing sessions often shorter than required. In addition to this,
therapy differs from one therapist to another based on the
therapist’s experience and expertise [1]. Therefore, in the
past few decades, many researchers have studied robotic
rehabilitation [2].
Robotic applications in rehabilitation therapy can provide
interactive training tasks that improve therapy performance
and recovery. Inclusively, the availability of intensive and
repetitive physical training/therapy significantly diminish-
es the burden of physiotherapists [3, 4]. Proportional and
derivative control is the conventional technique used for the
rehabilitation devices [5]. Linear control techniques are not
really the solution due to the difficulty in obtaining the re-
quired results even if these approaches are used with non-
linear disturbances accounted [6]. Computed torque con-
troller is used to control rehabilitation robots, with degrad-
ed performance in uncertain environment dynamics. To
resolve these problems, many other techniques are intro-
duced, such as adaptive control [6], fuzzy control [7] and
sliding mode control [8].
Adaptability is a major concern for both interactive parties
during upper-limb rehabilitation training [9]. Therefore, an
adaptable control system is a key requirement in rehabil-
itation robot design. Impedance control is one of the re-
liable and effective control technologies, which regulates
interaction force through settling down the dynamic rela-
tion between patient and end-effector [10, 11, 12]. In addi-
tion to this, rehabilitation robots must be capable of guiding
the patient gently towards a target, and they must show es-
sentially adaptive impedance during task completion [13].
As compared to other control algorithms based on position,
force and hybrid force/position control, impedance control
has three advantages. First, its main objective is to con-
trol the dynamics between contact force and motion, in-
stead of controlling different variables separately. Second,
in constrained motion, free motion and even in transient
progression, impedance control is useful without any mod-
e switching. Lastly, impedance control integrated with it-
erative learning has a novel ability to provide an optimal
robotic behaviour through repetitive human-robot interac-
tion, which will be discussed in detail in the following sec-
tions.
One feature in robot rehabilitation training applications is
repeatability, where a reference trajectory can repeat over a
given operating time. A repetitive motion control method
is proposed for robot manipulators, where the key objec-
tive is to track a desired periodic trajectory through re-
peated learning cycles [14]. Another research proposes
a hybrid method which consists of iterative learning and
model-based control to attain better quality motion control
for repetitive tasks [15]. There have been research works
in which iterative learning and impedance control are com-
bined. An iterative learning method for impedance control
is studied in [16]. Impedance control with neural network
based learning is investigated in [17]. The convergence
of the robot’s dynamics to a desired impedance model is
achieved through an iterative learning method [18]. Differ-
ent from these works, one issue in robot assisted upper limb
rehabilitation is that a human patient cannot guarantee the
same time duration to complete a task through interaction
with the robot, which violates the periodicity condition that
is critical for many iterative learning methods. In this pa-
per, we will resolve this problem by incorporating a recent
research on iterative learning control (ILC) with a varying
time length [19, 20]. We will validate the impedance learn-
ing for upper limb rehabilitation even for a human patient
completing each cycle with an indeterminate period. We
will also demonstrate how the robot adapts to human sub-
jects’ impedance parameters with different capabilities to
complete a reaching task. The mathematical derivation and
proof of concept by simulations have been reported in our
previous work [21] and this paper will investigate its im-
plementation on a physical robotic platform.
The remainder of this paper is organized as follows. In
Section II, the research problem of time-length-varying it-
erative learning is explained and the proposed approach is
outlined. In Section III, the experimental setup and graphic
user interface (GUI) are introduced. In section IV, various
human behaviours in physical training are considered and
the proposed approach is verified through experimental re-
sults. In Section V, future study and conclusions of the
proposed work are discussed.
2 Problem Formulation and Proposed Approach
In this paper, robot assisted physical training for upper-
limbs is studied. The proposed algorithm will be imple-
mented on a robotic platform as shown in Fig. 1. A healthy
human subject practices a predefined movement by holding
the robot’s handle, emulating a patient’s various behaviours
as will be discussed in the experiment section. The robot is
controlled by an impedance controller to be also introduced
later. While the human performance changes during the ex-
ercise in different cycles, the robot is expected to learn that
change and adapt its assistance when repeating the training
process with respect to different behaviours (e.g. active,
passive).
Figure 1: Robot assisted physical training scenario. A hu-
man user holds the handle mounted on a H-shaped robotic
platform, while the movement of that handle is determined
by the force exerted by the human hand and also the torques
by internally embedded motors to reach a desired position
through a specified trajectory.
In the rest of this section, we will first mathematically de-
scribe the robot dynamics. Then, the learning control prob-
lem will be formulated on the basis of the human model’s
unknown parameters. At last, the proposed learning ap-
proach is outlined and elaborated.
2.1 Problem Statement
The robot dynamics for rehabilitation can be described as
Mj(q)q̈ + Cj(q, q̇)q̇ +Gj(q) = τ + J
T (q)uh (1)
where q is the robot’s coordinate in the joint space,
Cj(q, q̇)q̇ is the Coriolis and centrifugal torque, Gj(q) is
the gravitational torque, Mj(q) is the inertia matrix, τ is
the joint torque supplied by the actuators, uh is the force
applied by the human and J(q) is the Jacobian matrix. T
stands for matrix transpose. In the task space, robot’s dy-
namics can be obtained through kinematic transformation
as
M(q) ẍa + C(q, q̇) ẋa +G(q) = ur + uh (2)
where xa is the robot handle’s actual position, and M(q),
C(q, q̇), G(q) and ur are respectively obtained as
M(q) = J−T (q)Mj(q)J
−1(q)
C(q, q̇) = J−T (q)(Cj(q, q̇)
−M(q)J−1(q)J̇(q))J−1(q)
G(q) = J−T (q)Gj(q), ur = J
−T (q)τ
(3)
From Eq. (2), it is clearly seen that the robot’s movements
are determined by both human’s and robot’s control inputs
uh and ur. For a rehabilitation system where the human
subject is expected to actively anticipate training tasks, the
robot needs to learn about human strength and provide as-
sistance as necessary. Therefore, designing the robot con-
troller ur is directly dependent on the human’s control in-
put uh, whose model needs to be studied.
As physical rehabilitation training typically involves a tra-
jectory tracking task, the human’s control input is con-
structed as follows:
uh = −Kxh(xa − xt)−Kbhẋa (4)
where the human’s stiffness parameters and damping pa-
rameters are Kxh and Kbh respectively and the desired tra-
jectory is xt which is predefined for a task. The above e-
quation explains how a human can accomplish the desired
task to some extent, and human performance can be deter-
mined by the parameters Kbh and Kxh that are unknown
to the training robot. As physical rehabilitation training is
usually based on a repetitive procedure with multiple cy-









where j is the cycle number and t ∈ [0, Tm] with Tm as a
time duration. For convenience, j is not used in the remain-
ing part of paper.
In conventional works of iterative learning control (ILC)
[22, 23], Tm is assumed to be a fixed time duration. D-
ifferent from those works, here we assume that each task
cycle has a different time length T j . This assumption is
necessary in robot assisted rehabilitation, since a human
patient typically cannot repeat a movement with the same
time duration in every cycle. This uncertain behaviour of
completing movements in different time durations makes
the robot controller design challenging. In particular, if T j
is smaller than Tm, there are no data between T j and Tm
that can be used in the next cycle; if T j is larger than Tm,
how to use data after Tm for learning control needs to be
addressed. These problems will be studied in this paper so
that the robot can effectively learn from the previous cycles
for improvement of the human’s physical exercise.
2.2 Proposed Approach
In this subsection, we introduce the robot’s controller that
assists the human partner in tracking a desired trajectory,
while it evaluates the human partner’s performance by it-
erative learning subject to the human’s uncertainty. The
mathematical derivation of the proposed approach with
simulation results has already been discussed in [21], and
the proposed approach is outlined to make this paper self-
contained.
The robot’s controller is designed as
ur = K̂hxe+ K̂bhẋa (6)
where K̂hx and K̂bh are the robot’s impedance parameters,
and e = xa − xt is the tracking error. Stiffness K̂hx is the
major parameter that is considered to improve the track-
ing performance in this proposed research. Damping K̂bh
is an important factor to make smooth movements during
exercise.
First of all, without loss of generality, we assume Tm is
large enough so that T j ≤ Tm always holds. Then, we
define ε = ė + α e which will be used to verify the con-
vergence of impedance parameters. Then, for t ≤ T j , the










These learning laws are developed using iterative learning,
in which impedance parameters are updated based on their
values in the previous cycle. Position and velocity errors (e,
ė) are used in the learning so that optimal values of stiffness
Khx and damping Kbh will be obtained when the tracking
task is achieved. β1 and β2 are two constant learning rates.
In this case of t ≤ T j , the proposed learning laws work
with the movement uncertainty, on the basis of when the
human finishes each exercise cycle. In particular, the up-
date of impedance will be terminated with the completion
of the human’s movement.








which indicate that the impedance parameters keep the
same after T j . Because there are no data between T j and
Tm that can be used in the next cycle, β1 and β2 in Eq. (7)
are set as zero for this case, leading to the learning laws in
Eq. (8).
The controller design for this approach is shown using the
block diagram in Fig. 2. The robot’s control input is ur
mentioned above in Eq. (6). Its impedance parameters are
updated based on iterative learning for two cases due to
varying-length time durations. The learning laws are based
on position and velocity errors, indicating that the learn-
ing convergence will be obtained when the tracking task is
achieved.
Figure 2: The proposed controller.
3 Experimental Setup
To verify the profits of proposed controller, it is implement-
ed on a 2 degrees of freedom (DOF) rehabilitation robot
H-MAN as shown in Fig. 1. Primary advantages of this
robotic platform include its lightweight mechanics, simple
characteristics and basic shaped workspace that can easily
be used for different applications [24]. Movement of the
mounted handle is achieved by a simple kinematic topol-
ogy in which two actuators drive respecting perpendicular
linear sliders. The torque from actuators is transmitted to
the handle through a H-shaped cable driven transmission
system.
Interfacing of H-MAN is done by using C sharp windows
application, which is connected to the hardware through
RJ45 connection. Coordinate settings and initial position
calibration can be specified by this interface, while the pro-
posed algorithm will automatically update the impedance
parameters according to the training human and required
rehabilitation exercise. Data such as position and velocity
of the handle can be stored to evaluate the performance of
the proposed controller, as shown in the next section.
The robot’s reference trajectory for the exercises is given
by
xd = A sin(ωt) (9)
whereA = 150mm, ω = π/3rad/s and t ∈ [0, 3]s. This de-
sired trajectory represents a complete cycle including for-
ward and backward movements of the handle in x axis.
The initial stiffness and damping parameters in the first
cycle are K̂hx = 200N/m, K̂bh = 50Nm/s, respectively.
These values are set to ensure moderate tracking perfor-
mance with smooth movements, as will be shown in the
results section. The stiffness parameter is updated on the
basis of previous cycle value, but the damping parameter
is deliberately kept constant to ensure a smooth movemen-
t. Therefore, the robot’s control parameters are Γ = 0.5 ,
α = 100 and in Eq. (7) β1 = 800, β2 = 0.
4 Results and Discussion
4.1 Experimental Results
This paper evaluates a new algorithm to provide rehabilita-
tion training to patients with different conditions. When a
patient and a physiotherapist are in physical contact with
each other, the physiotherapist determines the required
force or assistance according to the patient’s performance.
The same principle is used in this proposed research, with
training automatically adapted to different patient condi-
tions.
4.1.1 No Interaction
In this condition, without human user the robot moves to
track a desired trajectory and attain the final target. This is
a condition that is used to check the difference from other
interaction types and validate the learning process. Results
in this condition are shown in Figs. 3, 4 and 5 which il-
lustrate that the actual trajectory can track the desired one
with errors decreasing over cycles, and the robot’s stiffness
shows convergence after a few cycles. In Fig. 5, a drop
is found just before 2 seconds, which is when the first tar-
get is reached so after that the stiffness increases till the
achievement of the second target.

























Figure 3: Desired trajectory followed by the robot without
interaction. Improvement of the actual trajectory is shown
by the color bar, which changes from blue (cycle number
j = 1) to red (j = 20).


















Figure 4: Tracking error between desired and actual trajec-
tories in the condition of no interaction. The reduction in
error is shown by the color bar, which changes from blue
(cycle number j = 1) to red (j = 20).























Figure 5: Stiffness during target reaching task in the condi-
tion of no interaction. The learning process is shown by the
color bar, which changes from blue (cycle number j = 1)
to red (j = 20).
4.1.2 Passive Interaction
This condition requires the therapist or robotic device to
perform exercise without any contribution from the patien-
t, i.e. the patient’s hand is physically connected to the robot
handle and does not intentionally apply any force. In Figs.
6 and 7, it is found that actual trajectory and error show
the same trend as in the no-interaction condition. How-
ever, Fig. 8 shows stiffness increase because of affecting
mass of the human arm. In other words, the robot need-
s more stiffness to track the trajectory as compared to the
no-interaction condition.

























Figure 6: Desired trajectory followed by the robot with
passive interaction. Improvement of the actual trajectory
is shown by the color bar, which changes from blue (cycle
number j = 1) to red (j = 20).


















Figure 7: Tracking error between desired and actual trajec-
tories in the condition of passive interaction. The reduction
in error is shown by the color bar, which changes from blue
(cycle number j = 1) to red (j = 20).























Figure 8: Stiffness during target reaching task in the condi-
tion of passive interaction. The learning process is shown
by the color bar, which changes from blue (cycle number
j = 1) to red (j = 20).
4.1.3 Active Interaction (Assistance)
Active interaction indicates a condition where the patien-
t has little strength but still requires assistance. The robot
should provide a minimum possible force to produce the
specified motion as not to assist more than needed. The al-
gorithm needs to deal with varying time lengths as the hu-
man patient introduces the uncertainty. With the proposed
learning algorithm, if the patient completes his exercise cy-
cle in a shorter time, impedance control parameters will be
changed with the new updated values till t. In the next cy-
cle, the algorithm uses the learned values till time t and the
old values after t will be maintained for the remaining cy-
cle. The results in Figs. 10 and 11 show that every cycle
is completed with a different time duration. In addition to
this, as compared to conditions of passive interaction and
no interaction, the robot’s stiffness converges to a smaller
value showing less assistance to the human user so it en-
courages the human user to contribute more.





















Figure 9: Desired trajectory followed by the robot with ac-
tive interaction. Improvement of the actual trajectory is
shown by the color bar, which changes from blue (cycle
number j = 1) to red (j = 20).
4.1.4 Active Interaction (Less Assistance)
This condition tests a case when the patient has more active
motor function, so the robot should provide less assistance
to improve the patient’s training performance. In this con-
dition, usually the patient can complete a training cycle in
a shorter time as compared to the above conditions. There-
fore, this uncertainty needs to be handled by the proposed
learning method. The robot should provide assistance as

















Figure 10: Tracking error between desired and actual tra-
jectories in the condition of active interaction. The reduc-
tion in error is shown by the color bar, which changes from
blue (cycle number j = 1) to red (j = 20).




















Figure 11: Stiffness during target reaching task in the con-
dition of active interaction. The learning process is shown
by the color bar, which changes from blue (cycle number
j = 1) to red (j = 20).
little as possible to achieve a specified motion by the pa-
tient him-/herself. Results in Figs. 12 and 13 show that the
robot allows the human user to complete an cycle earlier
than predefined. In particular, if the human user completes
a cycle in time then impedance parameters are recorded
for the next cycle but do not change for the remaining of
the current cycle. However, in the next cycle the recorded
impedance parameters may be required if the human us-
er takes more time to complete the cycle. As compared to
passive interaction and active interaction (more assistance),
this condition achieves further decreasing stiffness indicat-
ing less assistance to the human user, as shown in Fig. 14.


























Figure 12: Desired trajectory followed by the robot with
active interaction (less assistance). Improvement of the ac-
tual trajectory is shown by the color bar, which changes
from blue (cycle number j = 1) to red (j = 20).


















Figure 13: Tracking error between desired and actual tra-
jectories in the condition of active interaction (less assis-
tance). The reduction in error is shown by the color bar,
which changes from blue (cycle number j = 1) to red
(j = 20).























Figure 14: Stiffness during target reaching task in the con-
dition of active interaction (less assistance). The learning
process is shown by the color bar, which changes from blue
(cycle number j = 1) to red (j = 20).
4.2 Convergence of Stiffness
In this experiment, we test the convergence of stiffness with
a different initial value 1200N/m in the same condition of
active interaction (less assistance). Results in Figs. 15 and
16 show that the stiffness decreases to a level similar to that
in the previous experiment with an initial value 200N/m
smaller than the converging one. These results demonstrate
that the proposed learning method can automatically find
an optimal impedance that helps the human user’s training,
which converges to the same level regardless of its initial
value.


















Figure 15: Tracking error between desired and actual tra-
jectories in the condition of active interaction (less assis-
tance) with initial stiffness of 1200. The reduction in error
is shown by the color bar, which changes from blue (cycle
number j = 1) to red (j = 20).























Figure 16: Stiffness during target reaching task in the con-
dition of active interaction (less assistance) with initial s-
tiffness of 1200. The learning process is shown by the col-
or bar, which changes from blue (cycle number j = 1) to
red (j = 20).
5 Conclusion
In this proposed research, impedance learning for rehabili-
tation training has been studied. Considering the complex-
ity of human dynamics and repetitive natures of rehabilita-
tion, model-free iterative learning control (ILC) is adopted
to develop an impedance learning algorithm. A novel issue
of human variance in repetitive movements during phys-
ical exercises is addressed by using varying length ILC.
Preliminary experimental results show the validity of the
proposed method in terms of dealing with uncertain cycle
lengths, adapting to different human behaviours and ensur-
ing learning convergence. One of our future works will
be implementation of this method for upper-limb rehabil-
itation of real patients, and evaluation of its capability in
assisting the patients’ recovery.
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