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Abstract
Component repository support for application updates
The aim of my work is to extend the Component Repository supporting
Compatibility Evaluation (CRCE). CRCE repository is focused on describing
components with metadata. It is modularized using the technology of OSGi
components, which makes it extensible and enables creation of modules with
additional functionality. The goal of this master thesis is to create a CRCE
API for interaction with its clients.
The theoretical part contains information about Component-based soft-
ware engineering, an overview of Java component repositories, a chapter
about CRCE and the analysis of possibilities for the realisation of client-
server communication between the repository and its clients. It was chosen
to create REST API, so the last theoretical chapter places an emphasis on
the REST software architecture style.
The practical part contains a chapter about the CRCE REST module that
was created as part of this thesis. The chapter contains the aim of the module,
usage scenarios, REST API design, module architecture and implementation.
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Na Katedre informatiky ZCU jiz dels dobu probha vyvoj uloziste kompo-
nent s nazvem Component Repository supporting Compatibility Evaluation
(CRCE). Uloziste slouz primarne k ukladan OSGi komponent, neomezuje se
ale jen na ne, obecne do nej lze vlozit jakykoliv artefakt. Uloziste klade duraz
na moznost popisu ulozenych artefaktu pomoc metadat a vlastn rozsiritel-
nost prostrednictvm modulu. Rozsiritelnost umoznuje integrovan nastroju
pro kontrolu kompatibility komponent, generovan komponent a dalsch mod-
ulu.
Poslanm teto diplomove prace je rozsren uloziste CRCE. Hlavnm u-
kolem je umoznit ulozisti interakci s klientskymi aplikacemi, ktere potrebuj
vyuzt jeho moznosti poskytovan informac o kompatibilite komponent. Pro
realizaci interakce bylo vybrano pouzit REST API, coz je modern technolo-
gie umoznujc snadny prstup k ulozisti pomoc protokolu HTTP. Modul
klientovi umozn zskavat informace o komponentach v ulozisti, distribucn
balky vlastnch komponent a pouzvat dals funkce, ktere klientovi usnadn
aktualizaci jeho komponent.
Dalsm ukolem bylo zaclenit do uloziste CRCE jiz existujc nastroje, ktere
umoznuj kontrolu kompatibility komponent a automaticke rozhodovan o
verzi komponent na zaklade rozsahu zmeny oproti predchoz verzi kompo-
nenty.
Clenen teto diplomove prace do kapitol bylo vytvoreno podle zadan.
Kapitoly 2 - 5 jsou teoreticke. Druha kapitola slouz k predstaven kom-
ponentove orientovaneho programovan a OSGi. Tret kapitola se venuje
ulozistm softwarovych komponent pro programovac jazyk Java. Na tret
kapitolu navazuje kapitola ctvrta, ktera popisuje uloziste CRCE. Pata kapi-
tola rozebra moznosti komunikace mezi klientem a serverem. Nejvets jej
cast se zameruje na styl softwarove architektury REST.
Nasleduj dve prakticke kapitoly o vytvoren dvou modulu do CRCE.
Kapitola 6 popisuje modul poskytujc ulozisti CRCE REST API. Kapitola
obsahuje predstaven ucelu API, predpokladane scenare pouzit i navrh jed-
notlivych REST API metod. Ve sve druhe polovine kapitola zahrnuje infor-
mace o architekture modulu a jeho implementaci. Sedma kapitola se venuje




Program je podle komponentove orientovaneho programovan [8, 32] slozeny
z komponent, coz jsou nezavisle funkcn jednotky. Zakladnm kamenem to-
hoto systemu je tedy softwarova komponenta.
"Softwarova komponenta je jednotka urcena pro skladan do vetsch celku se
specikovanymi rozhranmi a pouze vnejsm kontextem zavislost.
Softwarova komponenta muze byt rozmstena nezavisle a muze byt vyuzita
tret stanou." [29]
Tato denice komponenty byla zformulovana na Evropske konferenci o ob-
jektove orientovanem programovan v roce 1996. Komponenta by mela mt
svoji vnitrn strukturu od vnejsho sveta pevne oddelenou urcitym rozhranm,
ktere urcuje, co komponenta od okol pozaduje a jakou funkcionalitu posky-
tuje. Tento model se nazyva cerna skrnka (black-box). Z vnejsho pohledu
by nemela byt videt implementace komponenty. Mel by byt znam pouze jej
popis a hlavne jej rozhran, pomoc ktereho probha veskera interakce kom-
ponenty s okolm.
Velkou vyhodou komponentove orientovaneho programovan je znovupo-
uzitelnost komponent, ktere by mely byt tvoreny univerzalne. Znovupouzitel-
nost prinas dals odvozene vyhody. Casteji pouzvana komponenta je vcekrat
testovana, da se tedy predpokladat, ze je pri tom odhaleno vce chyb. Testova-
n jednoho systemu, ktery komponentu obsahuje, muze pomoci i ostatnm
systemum, ktere ji pouzvaj. Casto pouzvanou komponentu se take vyplat
vce optimalizovat, coz zvysuje kvalitu celeho programu.
Existuj samozrejme i nevyhody, ktere se projevuj ve vlastnch narocch
komponenty na jej tvorbu a beh. Tvorba komponenty je narocnejs nez
tvorba odpovdajcho jednouceloveho kodu, protoze mus byt, s ohledem na
znovupouzitelnost, psana obecneji. K nakladum na vyvoj komponent je nutne
pricst i naklady na navrhnut komponentoveho modelu, pokud nen pouzity
nektery stavajc. I to ale vyzaduje prostredky, zejmena cas na seznamen
programatoru s tmto modelem.
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2.1 Komponentovy model
Pokud bychom komponenty a jejich rozhran tvorili zcela nahodile, jen tezko
bychom je nasledne skladali do jednoho funkcnho celku. Je treba sada pravi-
del, ktera urcuje, co to komponenta je a jak ji vytvorit. Tato sada pravidel
se nazyva komponentovy model [15]. Komponentovy model denuje, jaka
jsou pravidla pro tvorbu rozhran komponent, jak spolu komponenty komu-
nikuj, jak se skladaj, jake mohou vyzadovat sluzby, atd.
Komponentovy framework [15, 8] je implementac komponentoveho mo-
delu. Je tvoren sluzbami, jejichz hlavnm ukolem je zajist'ovat beh a komu-
nikaci komponent. K jednomu modelu muze byt vytvoreno vce frameworku a
framework muze dokonce implementovat vce modelu, pokud maj slucitelne
vlastnosti.
Nektere prklady komponentovych modelu ci frameworku:
 Enterprise JavaBeans (EJB) - Komponentova architektura pro tvor-
bu modularnch systemu. EJB Java API je soucast platformy Java EE.
 Component Object Model (COM) - COM je standard, denu-
jc binarn rozhran pro softwarove komponenty. Je produktem rmy
Microsoft. Umoznuje interakci komponent v ruznych programovacch
jazycch. Vce o jeho rozsren pro komunikaci softwarovych komponent
DCOM najdete v sekci 5.1.2 na strane 26.
 CORBA Component Model (CCM) - Komponentovy model u-
moznujc interakci komponent za vyuzit systemu CORBA. Vce o sys-
temu CORBA najdete v sekci 5.1.1 na strane 24.
 Universal Network Objects (UNO) - Prklad specializovaneho kom-
ponentoveho modelu, ktery vyuzvaj aplikacn balky OpenOce.org a
LibreOce. Umoznuje tvorbu rozsren pro tyto aplikace v ruznych pro-
gramovacch jazycch.
 OSGi framework - Je specikac modularnho systemu v programova-
cm jazyce Java. Je popsan v sekci 2.1.1 na strane 4.
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2.1.1 OSGi framework
OSGI [20, 8] je specikac modularnho systemu v programovacm jazyce
Java. OSGi je vyvjeno sdruzenm OSGi Alliance, ktere vzniklo v roce 1999.
Ucelem OSGi je pridat do Javy dynamicky komponentovy model, ktery
umozn aplikaci instalovat, startovat a zastavovat jednotlive moduly za behu.
Zakladn komponenty se v OSGi nazyvaj bundle. Z pohledu Javy jde
o bezne JAR soubory. Bundle obsahuje manifest, ktery denuje zakladn
parametry komponenty. Zatmco v ciste Jave je veskery obsah JAR souboru
dostupny uzivatelum, bundle povazuje obsah za privatn a na povrch vy-
stavuje pouze to, co si v manifestu denuje jako verejny obsah.
Architektura OSGi je zobrazena na obrazku 4.1. Framework se del na
nasledujc vrstvy:
Obrazek 2.1: OSGi - architektura frameworku (a vrstev pod nm)
 Aplikace/bundle - Vlastn aplikace se sklada z komponent (bundle).
 Services (Sluzby) - Vrstva sluzeb zajist'uje interakci mezi komponen-
tami. Teto vrstve se venuje podsekce Sluzby umstena na strane 6.
 Life-Cycle (Zivotn cyklus) - API umoznujc zivotn cyklus komponent.
Tato vrstva je podrobneji probrana v podsekci Zivotn cyklus na strane
5.
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 Modules (Moduly) - Vrstva denujc, jak mohou komponenty impor-
tovat a exportovat kod. Vce o teto vrstve najdete v podsekci Moduly
nze.
 Security (Bezpecnost) - Vrstva zajist'ujc bezpecnostn aspekty.
Moduly
Vrstva modulu (Module layer) denuje komponenty OSGi (bundle) a je-
jich moznosti zverejnovat cast sveho kodu. Kazdy bundle muze deklarovat,
ktere jeho balcky (package) budou viditelne navenek. Tyto balcky jsou oz-
nacovany pojmem exportovane balcky (v manifestu je najdete jako Export-
Package). Je to vlastne rozsren standardnho prstupoveho mechanizmu
Javy (modikatory public, protected, private).
Druhou stanou tohoto mechanizmu je schopnost komponenty (bundle)
deklarovat, na jakych exportovanych balccch zavis. Tyto balcky se nazyvaj
importovane balcky (v manifestu Import-Package).
OSGi pote pri procesu vyhodnocovan zavislost muze jeste pred spustenm
urcit, zda jsou zavislosti splneny. To vyrazne omezuje problemy, kdy nektera
potrebna trda nen nalezena (ClassNotFoundException).
Zivotn cyklus
Obrazek 2.2: OSGi - zivotn cyklus komponent(bundle)
Vrstva zivotnho cyklu urcuje, jak jsou komponenty dynamicky instalovany
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a rzeny OSGi frameworkem. Zivotn cyklus komponent je zobrazen na obrazku
2.2. Komponenta prochaz nasledujcmi stavy:
 Instalovany (Installed) - Pokud je komponenta v tomto stavu, byl jiz
vykonan krok instalace. Nebyla jeste provedena analyza zavislost ani
nactan trd. Byly provedeny pouze zakladn kroky, jako je urcen vlast-
nost komponenty z jejho manifestu.
 Vyreseny (Resolved) - Stav, kdy jiz byly vyreseny zavislosti komponent.
 Startujc (Starting) - Bundle je v tomto stavu, pokud byla spustena
metoda start jeho aktivatoru a jej cinnost jeste neskoncila .
 Aktivn (Active) - Bundle byl uspesne nastartovan a funguje ve frame-
worku.
 Zastavujc (Stopping) - Bundle je v tomto stavu, pokud byla spustena
metoda stop jeho aktivatoru a jej cinnost jeste neskoncila.
 Odinstalovan (Uninstalled) - Bundle byl odstranen ze systemu. Z to-
hoto stavu nen navratu. Pokud bychom chteli komponentu znovu po-
uzt, musme ji znovu nainstalovat.
BundleActivator (aktivator) je rozhran, ktere umoznuje tvurci kompo-
nenty urcit akce, ktere probehnou pri startu a zastaven komponenty. Jeho
poloha je specikovana v manifestu, pro kazdou komponentu muze existo-
vat pouze jeden. Je jednou ze zakladnch moznost, jak v OSGi spustit kod
komponentu.
Sluzby
Princip sluzeb OSGi odpovda konceptu servisne orientovane architektury
(SOA - zmnena v uvodu kapitoly 5). Je treba rci, ze OSGi pouzva tento
koncept dele, nez se SOA stala popularnm a casto pouzvanym termnem.
Zakladem tohoto konceptu jsou vztahy mezi poskytovatelem, registrem a
uzivatelem sluzeb. Poskytovatel si muze sluzbu zaregistrovat v registru. Os-
tatn komponenty pote mohou zskat seznam registrovanych sluzeb a vybrat
si sluzbu k pouzit. Zatmco dnes je pojem SOA vetsinou pouzvan v souvis-
losti s webovymi sluzbami, v OSGi jsou sluzby lokaln na jedne JVM.
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Tato vrstva podporuje praktiku oddelen implementace sluzby od jejho
rozhran. OSGi sluzby jsou tedy v praxi Java rozhranmi. Sluzby podporuj
exibilitu komponent, mohou se objevovat a mizet behem zivotnho cyklu
komponent.
Implementace OSGi
OSGi je standard, ktery naplnuje nekolik implementac:
 Apache Felix - implementace standardu OSGi od Apache Software
Foundation. Pomerne mala implementace, kterou lze snadno pouzt.
 Equinox - vyvjena tymem Eclipse, s cmz souvis snadna integrace s
tmto IDE. Pravdepodobne nejrozsrenejs implementace.
 Knopersh - implementace vyvjena Makewave.
 Concierge - velmi kompaktn implementace. Vhodna pro beh na mobil-
nch zarzench a vestavenych systemech.
2.2 Vyvoj na ZCU
V oblasti komponentoveho programovan probha na katedre informatiky
a vypocetn techniky Zapadoceske university pomerne rozsahly vyzkum a
vyvoj. Vzhledem k tomu, ze tato prace se prmo ci neprmo nekolika techto
projektu dotyka, projdu zde nektere tyto projekty, ktere jsou vyvjeny na
ZCU.
CoSi (Components Simplied) [11] - Komponentovy model, jehoz clem
je plne naplnovat zakladn principy komponentove orientovaneho programo-
van. Duraz je kladen na dodrzen black-boxu. Podporuje komponenty ve
stylu OSGi.
OBCC (OSGi Bundle Compatibility Checking) [13] - Sada nastroju,
ktera se zabyva nahraditelnost komponent a kontrolou jejich kompatibility.
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Zakladem je OSGi Bundle Compatibility Checker (nastroj pro kontrolu
kompatibility), ktery zkouma, zda je bezpecne mozne nahradit komponentu
jinou (novejs verz). Pri nahrazovan by se mohlo stat, ze poskytovatel nek-
tere sluzby zmen svoje rozhran, na coz nebude pripraven uzivatel sluzby.
Tm by se system mohl dostat do nefunkcnho stavu.
Navazujcm nastrojem je OSGi Version Generator, ktery umoznuje auto-
maticke urcen verze komponenty. Nastroj zjist rozsah zmen oproti predchoz
verzi (zda se menilo nektere vnejs rozhran, nebo jsou zmeny jen vnitrn) a
podle toho urc nove cslo verze.
CRCE (Component Repository supporting Compatibility Evalua-
tion) [12] - Uloziste komponent, kteremu je venovana sekce 4 na strane
14.
EFFCC (Extra Functional Property Featured Compatibility Checks)
[21] - Je mnozina modulu, ktere umoznuj obohatit existujc komponentove
frameworky zalozene na programovacm jazyce Java o mimo-funkcn charak-
teristiky a jejich kontrolu kompatibility.
Integrace projektu - vsechny zde zmnene projekty do jiste mry souvis
s ulozistem CRCE. Do tohoto uloziste je mozne vkladat komponenty CoSi.
Pluginy uloziste vyuzvaj OBCC (vce v sekci 7 na strane 69). Uloziste take
podporuje komponenty s mimo-funkcnmi charakteristikami (EFFCC).
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Tato kapitola nabz prehled moznost pro ukladan softwarovych komponent,
tedy softwarovych ulozist'. Omezuje se pouze na uloziste komponent v pro-
gramovacm jazyce Java. Podrobne je zde popsano uloziste Apache Mavenu
a uloziste OBR, ktere je denovane v OSGi.
3.1 Apache Maven
Apache Maven [1, 23] je nastroj pro spravu softwarovych projektu. Mezi
zakladn cle Mavenu patr:
 zjednodusit proces sestavovan (build) projektu - Prinas moznost se-
stavit projekt bez nutnosti znat detaily o vlastnm prubehu sestavovan.
 poskytnout jednotny sestavovac system - Pokud se nekdo seznam se
sestavovanm jednoho Maven projektu, mel by se snadno v jakemkoliv
jinem Maven projektu.
 poskytovat kvalitn informace o projektu
 vest ke spravnym programovacm praktikam
 umoznit snadne prijman novych vlastnost - Maven muze byt rozsirovan
pomoc pluginu.
U Mavenu se nabz srovnan se starsm systemem pro sestavovan pro-
jektu, kterym jeAnt. Ant je proceduraln povahy, urcuje tedy postup, pomoc
ktereho se ma projekt sestavit ci spustit. Maven je oproti tomu deklarativn.
Uzivatele odstinuje od presneho postupu a sam provede pozadovanou akci,
kterou muze byt napr. kompilace zdrojovych kodu ci vytvoren JAR souboru.
K denici a popisu projektu Maven pouzva POM (Project Object
Model). Tento model se zapisuje do XML souboru (pom.xml) a lze si v nem
denovat veskere potrebne informace o projektu. Mezi zakladn informace,
ktere obsahuje tento soubor patr identikace projektu (groupId, artefactId,
version), zavislosti na ostatnch knihovnach a seznam pouzitych Maven plug-
inu a jejich kongurace. Minimaln soubor pom.xml, obsahujc pouze nutne
informace, vypada nasledovne:
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Sprava zavislost na knihovnach je jednou z nejdulezitejsch funkc Mavenu pri
sestavovacm procesu. Pri beznem sestavovan projektu pomoc IDE ci jineho
nastroje se knihovny obvykle pridavaj do nektere slozky projektu. Pokud vce
projektu pouzva stejnou knihovnu, je v adresari kazdeho z nich. Maven oproti
tomu vsechny knihovny ci sestavene projekty uklada do vlastnho uloziste.
Vsechny objekty v tomto ulozisti se nazyvaj artefakty (artefact). V tomto
ulozisti jsou artefakty dostupne vsem projektum a kazdy artefakt v nem
existuje pouze jednou.
Lokaln uloziste je vyse zmnene uloziste, kam jsou na jednom poctaci
ukladany veskere artefakty. Aby se nemusel uzivatel o toto uloziste rucne
starat, artefakty jsou do nej automaticky stahovany ze vzdaleneho uloziste.
Pokud je potreba nektery artefakt, Maven nejprve zkontroluje, zda je dos-
tupny v lokalnm ulozisti. Pokud tomu tak nen, Maven prohleda vzdalena
uloziste (jejichz lokace lze urcit v POM souboru projektu) a artefakt stahne
do lokalnho uloziste.
Vzdalena uloziste jsou umstena na jinem poctaci v sti. Jednm ze vzda-
lenych ulozist' je centraln repositar (http://repo.maven.apache.org/ ), ve kte-
rem jsou artefakty predstavujc nejznamejs programy a pluginy pro Maven.
Adresu centralnho repositare nen treba v POMu denovat.
Struktura Maven uloziste
Jak lokaln uloziste, tak vzdalene uloziste maj stejnou strukturu. Ta vychaz
z identikatoru maven artefaktu:
 groupId - nazev pracovn skupiny nebo organizace
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 artefactId - nazev artefaktu
 version - verze artefaktu
Konkretn artefakt lze najt v ulozisti na nasledujc lokaci:
/$groupId[0]/../$groupId[n]/$artifactId/$version/$artifactId-$version.$extension
Kde groupId[] je pole retezcu, ktere vzniklo rozdelenm nazvu skupiny
podle tecek. Extension je prpona artefaktu.
3.2 OBR
OBR [3, 2, 23] je zkratkou zastupujc vyraz OSGi Bundle Repository. Jde o
navrh specikace od OSGi aliance pro sluzbu, ktera umozn prstup do ulozist'
OSGi komponent. Kazde takove uloziste mus nabzet zakladn funkce, jako
je poskytnut seznamu dostupnych komponent ke stazen s informacemi o
nich. Puvodn navrh OBR vznikl ve forme OSGi RFC-0112[3].
Logicky model OBR je zalozen na artefaktu, jehoz reprezentace je naz-
vana resource. Resource maj sve schopnosti (capability) a mohou take poza-
dovat urcite schopnosti od sveho okol. Schopnost je pojmenovana mnozina
vlastnost (property) a jej vyuzit je tedy znacne rozsahle. Prakticky kazda
vlastnost artefaktu se da ulozit jako schopnost. Pozadavek artefaktu na schop-
nost (requirement) je pojmenovany ltr, ktery urcuje, zda urcita schopnost
splnuje zadany pozadavek. Pro format ltru jsou vyuzity OSGi ltry, coz jsou
LDAP ltry. Filtr urcuje hodnotu vlastnost (property), ktere pozadovana
schopnost mus obsahovat. LDAP ltry umoznuj vyrokovou logiku, pomoc
nz lze skladat dohromady slozitejs pozadavky.
3.2.1 OSGi 5 Repository Service
V OSGi verze 5 [2] byla Repository Service pridana do ocialn specikace.
Navrh z RFC-0112 je zde trochu zmenen a stal se ocialn soucast OSGi
specikace. Tato specikace denuje API pro prstup do repositare, ktery
muze byt vzdaleny. Specikace Repository Service uzce souvis se specikac
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Resolver service, ktera je urcena pro vyhodnocovan zavislost komponent.
Specikace klade duraz na vyhledavan komponent a moznost prirazen meta-
dat ke komponentam.
Entity
Specikace denuje nasledujc entity:
 Repository - fasada pro vzdaleny prstup k mnozine artefaktu (resource)
 Resource - artefakt
 Capability - schopnost artefaktu
 Requirement - pozadavek artefaktu na schopnosti, ktere mu maj byt
poskytnuty
 Resource Content - poskytuje prstup k binarn forme artefaktu ve stan-
dardnm formatu (Input Stream na vlastn artefakt)
XML format
Nepovinnou cast specikace je navrh XML formatu pro metadata uloziste.
Tento format muze byt naprklad vyuzit pro vymenu dat mezi ulozisti. Struk-
tura XML je videt na obrazku 3.1. Elementy tohoto XML formatu maj
nasledujc vyznamy:
 repository - korenovy element pro uloziste
 referral - odkaz na jiny repositar. Podporuje vcenasobne repositare se
stromovou strukturou.
 resource - artefakt v ulozisti
 capability - schopnost artefaktu
 requirement - pozadavek artefaktu na schopnosti, ktere mu maj byt
poskytnuty
 attribute - vlastnost schopnosti nebo pozadavku. Tvor ji primitivn
elementy name, value a type.
12
Ukladan softwarovych komponent OBR
Obrazek 3.1: OSGi Repository Service - struktura XML
 directive - pokyn pro Resolver
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4 Uloziste CRCE
Uloziste CRCE (Component Repository supporting Compatibility Evalua-
tion) [12, 23] je obecne uloziste komponent. Prestoze je zamerene na OSGi
komponenty, obecne do nej lze vkladat jakekoliv artefakty (ruzne druhy
komponent, obrazky, atd). Jak jiz jeho nazev napovda, CRCE je zamereno
na moznost overovan kompatibility komponent v ulozisti. Zatmco ostatn
uloziste se zameruj na ukladan komponent a overovan kompatibility necha-
vaj na strane klienta, CRCE prenas tyto vypocetne narocne operace na
uloziste.
4.1 Poslan uloziste
Hlavnm poslanm uloziste je moznost skladovan komponent se zabudovanou
kontrolou jejich kompatibility. Pri praci s obecnym ulozistem je treba pri
pozadavku klienta o komponentu (naprklad pri updatu urcite komponenty
na strane klienta) vykonat nasledujc kroky:
1. Klient si vybere komponentu z uloziste
2. Klient si over, zda komponenta vyhovuje aplikaci (pln vsechny zavis-
losti, atd..)
3. V prpade ze overen selze, klient zkus jinou komponentu
Uloziste CRCE prenas proces kontroly kompatibility na stranu uloziste. Pri
vlozen komponenty je pomoc nastroje OBCC vyhodnocena kompatibilita
s ostatnmi komponentami tehoz jmena. Klient nasledne pomoc REST API
zska informace o kompatibilite a muze se rozhodnout, zda spust aktualizaci.
Zakladnmi vlastnostmi CRCE jsou:
 Rozsiritelnost - Rozsiritelnost umoznuje rozsirovat funkcnost uloziste
pomoc pluginu.




Uzivatelum uloziste poskytuje nasledujc zakladn funkce:
 vlozen artefaktu do uloziste
 zskan seznamu artefaktu z uloziste
 stazen artefaktu z uloziste
 zskan metadat artefaktu z uloziste
 zpracovan artefaktu behem jeho zivotnho cyklu v ulozisti (vyhodno-
cen kompatibility, testy, ...)
4.2 Architektura
Obrazek 4.1: CRCE - architektura uloziste (Zdroj: CRCE prezentace pro
EuroMicro, Premek Brada)
CRCE je modularnm projektem s podporou vytvaren novych modulu.
Zakladn oblasti maj sve API denovane v oddelenych modulech:
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 Metadata API - denice entit, jejichz zakladn struktura je prevzata z
OBR
 Plugin API - podpora rozsiritelnosti
 Repository API - samotne uloziste
 Result API - vysledky testu
 Metadata DAO API - nactan a ukladan metadat
Pro jednotliva API existuj implementace, ktere jsou umsteny v samostat-
nych modulech. Nektere zakladn moduly jako jsou Metadata API, Plugin
API, Repository API a Web UI budou v nasledujcch sekcch popsany po-
drobneji.
4.2.1 Metadata API
Tento modul denuje rozhran, ktere reprezentuj entity metadat OBR. Zak-
ladnmi rozhranmi jsou:
 Repository - reprezentuje uloziste artefaktu
 Resource - reprezentuje artefakt a jeho popisna metadata
 Capability - reprezentuje schopnost artefaktu
 Requirement - reprezentuje pozadavek na schopnost artefaktu
 PropertyProvider - reprezentuje entity, ktere mohou mt vlastnosti (Prop-
erty)
 Property - reprezentuje vlastnost urcite entity
 Type - urcuje typ vlastnosti (Property)
 Reason - paruje Requirement a Resource. Indikuje duvod, proc je Re-
source vybrana Resolverem
 Resolver - vyhodnocuje zavislosti mezi pridanymi Resource.
UML diagram rozhran a jejich vztahu je zobrazen na obrazku 4.2.
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Obrazek 4.2: CRCE - UML diagram rozhran z Metadata API
4.2.2 Plugin API
Plugin API umoznuje tvorbu novych modulu a spravu existujcch modu-
lu. Zakladem je rozhran Plugin, ktere mus kazdy modul implementovat.
Tvurce modulu muze rovnez vyuzt abstraktn trdu AbstractPlugin, ktera
implementuje metody rozhran Plugin, aby vraceli vychoz hodnoty. Dals
dulezite rozhran jePluginManager, coz je spravce pluginu, ktery umoznuje
zskavat vsechny nainstalovane pluginy (moduly). Tvorba novych modulu je




Repository API denuje dve zakladn uloziste, kterymi jsou Buer a Store.
Pokud by existovalo jen jedno uloziste, byly by artefakty hned po nahran
verejne dostupne. Vstupn uloziste Buer naopak umozn, aby artefakty mohly
byt pred vlozenm do hlavnho uloziste Store testovany, prpadne upravovany.
Proces pruchodu artefaktu ulozisti je zobrazen na obrazku 4.3. Repository
Obrazek 4.3: CRCE - zivotn cyklus komponent
API umoznuje prirazen pluginu na jednotlive udalosti zivotnho cyklu arte-
faktu.
4.2.4 Repository DAO API
Repository DAO API slouz k ukladan a nactan metadat o artefaktech
v ulozisti. Toto API se orientuje pouze na metadata, neslouz k ukladan
samotnych artefaktu. Clem API je odstnit artefakty a komponenty pracujc
s jejich metadaty od fyzickeho umsten souboru s metadaty artefaktu. Pro
identikaci artefaktu a jeho metadat se pouzva z duvodu obecnosti URI.





Tento modul tvor webove uzivatelske rozhran, ktere umoznuje provadet
zakladn funkce uloziste. Tento modul obsahuje zapouzdreny webovy server,
ktery vytvar webove stranky, pomoc nichz lze uloziste ovladat. Mezi zak-
ladn moznosti weboveho rozhran patr:
 zobrazovan artefaktu v ulozisti (v obou ulozistch, Store i Buer)
 moznost zobrazit metadata artefaktu
 moznost editovat metadata artefaktu
 vkladan artefaktu do uloziste (jak do docasneho Buer, tak nasledne
do Store)
 zskavan artefaktu z uloziste
 mazan artefaktu z uloziste
 spousten testu kompatibility
 zobrazen seznamu nainstalovanych pluginu (modulu)
4.3 Implementace
V predchoz sekci byla nastnena architektura uloziste OSGi. Tato sekce
pojednava o tom, jak a pomoc jakych technologi, byla architektura real-
izovana.
Uloziste CRCE je postaveno na OSGi. Jednotlive moduly se bal do OSGi
komponent (bundle) a jsou pote spusteny v OSGi frameworku. Pro balen
modulu do OSGi komponent a dals zalezitosti jsou pouzity nastroje z pro-
jektu Pax (https://ops4j1.jira.com/wiki/display/ops4j/Pax ). Pax runner je
jednm z techto nastroju a zajist'uje spusten modulu ve forme OSGi kom-
ponent ve frameworku Apache Felix.
Samotne moduly i cely projekt dohromady je sestavovan pomoc Mavenu.
Strukturu projektu a jeho modulu je mozne najt na adrese:
https://www.assembla.com/spaces/crce/wiki/Project_structure
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Apache Felix Dependency Manager je vyuzit pro zajisten zavislost
mezi moduly. Umoznuje deklarativne specikovat zavislosti pomoc jednodu-
cheho Java API a odstinuje tm programatora o nutnost starat se o registraci
a pouzvan OSGi sluzeb.
4.4 Tvorba modulu
Kazdy modul CRCE je OSGi komponentou, ktera je sestavovana pomoc
nastroje Maven.
Novy modul je treba vytvorit jako projekt s Maven strukturou. V souboru







Rodicem je Maven artefakt compiled-bundle-settings, ktery je spolecnym
predkem pro vsechny casti CRCE, ktere jsou kompilovane ze zdrojovych
kodu.
Zakladn trdou modulu je jeho aktivator (Activator), ktery je treba umstit
do internho balku pluginu (cz.zcu.kiv.crce.packageName.internal). V teto
trde je pouzit Apache Felix Dependency Manager, ktery se stara o spravu
OSGi sluzeb. Aby aktivator mohl vyuzvat sluzeb Dependency Managera,
mus byt potomkem abstraktn trdy DependencyActivatorBase. Tato ab-
straktn trda predepisuje implementaci metody init(), ve ktere jsou vytvoreny
nove komponenty a vyreseny zavislosti jejich sluzeb. Tato metoda typicky ob-






Dependency Manager zde vytvar novou komponentu, v tomto prpade se
jedna o plugin, jehoz rozhran Plugin bylo denovano v Plugin API. Imple-
mentace je ve trde ExamplePlugin a nejsnazs moznost je tuto trdu vytvorit
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jako potomka abstraktn trdy AbstractPlugin z Plugin API. Nova kompo-
nenta zde rovnez denuje svou zavislost na sluzbe, ktera j poskytne trdu
Service.
Nove vytvoreny modul je treba zabalit do OSGi komponenty. K tomu
je vyuzit Maven plugin maven-bundle-plugin, jehoz spolecne nastaven je u
Maven predka modulu (compiled-bundle-settings). Toto vychoz nastaven lze
pro kazdy modul upravit v souboru osgi.bnd, ktery by mel byt v korenovem
adresari pluginu (spolu se souborem pom.xml).
Pak uz stac jen pridat nove vytvoreny modul do korenoveho pom.xml
celeho CRCE. Ten obsahuje seznam modulu uvnitr sveho tagu s nazvem
<modules>. Do nej se novy modul prida pod svym Maven artefactId:
<module>artefactId</module>
4.5 Planovany budouc rozvoj
Uloziste CRCE je v neustalem vyvoji, jehoz cast je i tato diplomova prace.
Vzhledem k pouzit specikace OBR z OSGi je treba reagovat na zmeny v
teto specikaci. O tom se zminuje nasledujc podsekce o CRCE 2.
Planovane vylepsen uloziste:
 plne integrovat do CRCE podporu mimo-funkcnch charakteristik, ktere
jsou vyvjeny v projektu EFFCC[21].
 vyhodnocovan kompatibility komponent pri jejich vkladan do uloziste
 integrace s Maven repository
 rozsren metadat. V planu je pridan metadat o kompatibilite, nebo
prave metadat o mimo-funkcnch charakteristikach.
4.5.1 CRCE verze 2
V soucasnosti probha vyvoj nove verze CRCE, v ktere je zmeneno nekolik
dulezitych vec. V prvn rade je to zmena Metadata API, aby odpovdalo
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Uloziste CRCE Planovany budouc rozvoj
specikaci Repository service v OSGi 5 (popsana v sekci 3.2.1 na strane
11). Puvodn navrh Metadata API vychazel ze starsho navrhu OBR (OSGi
RFC-0112). V planu pro tuto verzi jsou i dals novinky, jako je implementace
databazoveho Metadata DAO nebo vytvoren noveho Resolveru, ktery by
odpovdal specikaci Resolver service z OSGi 5.
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5 Moznosti komunikace klient-server
Ukolem teto diplomove prace je rozsren uloziste CRCE o moznost komu-
nikace s klienty uloziste. Tato kapitola obsahuje porovnan technologi pro re-
alizaci teto komunikace. Jde tedy obecne o technologie s architekturou Klient-
server, ktere umoznuj prenos zprav. U technologi pouzvajcch zpravy v
XML jsou uvedeny ukazky techto zprav, aby je bylo mozne porovnat mezi
sebou. Duraz je kladen predevsm na REST (viz podsekce 5.2 na strane 34),
coz je vybrany zpusob komunikace realizovany v CRCE REST modulu.
Nektere casto pouzvane pojmy:
Klient-server je nejcastejs prstup, s kterym se setkavame v architek-
tonickych stylech pro st'ove aplikace [17]. Server je cast celku, ktera nabz
urcite sluzby a ceka na zadosti o pouzit techto sluzeb. Klient je dals cast,
ktere chce tyto sluzby vyuzvat. Klient odesle serveru zadost o pouzit sluzby.
Server pote sluzbu vykona nebo odmtne vykonat a posle klientovi odpoved'
s vysledky.
SOA - Service-oriented architecture je architektonicky princip pro budovan
rozsahlych softwarovych systemu zalozenych na sluzbach. Pod pojmem sluzba
je myslena cast systemu, ktera poskytuje urcitou funkcnost a poskytuje urcite
rozhran pro komunikaci s ostatnmi sluzbami. Jde v posledn dobe o modn a
hojne pouzvany pojem, ktery nen nijak presne denovany [27]. Casto se po-
moc tohoto pojmu oznacuj systemy, ktere jsou propojene pomoc webovych
sluzeb.
RPC - Vzdalene volan procedur je popsano v uvodu nasledujc podsekce
(5.1)
Webova sluzba - Pod pojmem webova sluzba (Web service) zde budou
oznaceny sluzby, ktere je mozno vyuzvat prostrednictvmWorld Wide Webu.
V knize RESTful Web Services [27] autor rozdeluje webove sluzby do tr
skupin:
 RESTful sluzby, ktere popisuje sekce 5.2 na strane 34
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 sluzby, jejichz architektury jsou zalozeny na RPC (sekce (5.1))
 hybridn REST-RPC sluzby, coz jsou formalne REST sluzby, ktere ale
nedodrzuj principy spravneho navrhu RESTful sluzeb. O zasadach
spravneho navrhu REST API pojednavaj sekce 5.3 (na strane 38) a
5.4 (na strane 42)
5.1 Moznosti komunikace zalozene na RPC
Vzdalene volan procedur (Remote procedure call) [25] umoznuje poctacovemu
programu zavolat proceduru (funkci), ktera se muze vykonat v jinem mste
adresnho prostotu (na jinem mste v sti).
Volan vzdalene procedury z hlediska volajcho probha stejne, jako volan
lokaln procedury. Veskere zalezitosti prenosu zajist'uje implementace pro-
tokolu RPC.
Volajc proces vyvola lokaln proceduru, ktera se nazyva spojka (stub).
Parametry jsou j predany stejnym zpusobem, jako lokaln procedure. Spojka
na strane klienta zabal proceduru vcetne parametru do zpravy pro partner-
skou spojku na strane serveru. Proces balen parametru procedury se nazyva
marshalling. Spojka serveru zpravu prijme a rozbal (unmarshalling). Spojka
serveru pote na serveru proceduru vykona jako beznou lokaln proceduru.
Vystup je stejnym zpusobem pomoc spojek odeslan zpatky na klienta, kde
klientska spojka vrat vysledky a skonc, pricemz preda rzen puvodnmu
procesu.
Tato sekce popisuje moznosti vyuzit principu RPC k realizaci Klient-
server komunikace
5.1.1 CORBA
Common Object Request Broker Architecture [19, 16, 24, 26] je standard
pro tvorbu distribuovanych objektove orientovanych aplikac. Vznikl uz v
roce 1991 a je spravovan konsorciem OMG (Object Management Group).
Zakladem CORBA jsou distribuovane objekty, ktere jsou jazykove nezavisle.
Klient muze pouzt objekt bez ohledu na programovac jazyk, v kterem je
naprogramovan i bez ohledu na jeho umsten v sti.
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Obrazek 5.1: CORBA - Pozadavek z klienta k implementaci objektu
IDL - Interface description language je jazyk vyuzvany pro popis rozhran,
ktere objekty poskytuj. Vychaz z jazyka C++. Mapovan z IDL existuje
pro mnoho programovacch jazyku, mimo jine pro jazyky C, C++, Java,




float calculate_tax ( in float taxable_amount );
}
ORB - Object Request Broker zajist'uje komunikaci mezi objekty. V pu-
vodn verzi nebyl format prenosu dat denovan, coz bylo problematicke.
Resen (pro ste TCP/IP) prinesla az CORBA 2 vydan v roce 1996, kde
je denovan protokol IIOP (Internet Inter-ORB Protocol), ktery je imple-
mentac obecneho protokolu GIOP (General InterORB Protocol).
Pouzit architektury CORBA spocva v tom, ze programator popse
rozhran vytvareneho objektu v IDL a pomoc mapovan do sveho programo-
vacho jazyka si necha vygenerovat IDL spojku a rozhran. Pote stac pro-
gramatorovi dopsat implementaci objektu. Ukazka poslan pozadavku vzda-
lene umstene implementaci objektu je znazornena na obrazku 5.1.
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Vyhody:
 Mnoho podporovanych programovacch jazyku
 IDL a s nm spojene oddelen rozhran od implementace
 Vhodny pro spojovan ruznych (a ruznorodych) objektu a systemu
 CORBA systemy mohou nabdnout velky vykon
Nevyhody:
 Nutnost naucit se dals jazyk (IDL)
 Nepodporuje prenos objektu
 Slozitejs pouzit
5.1.2 DCOM
Distributed Component Object Model [24] je proprietarn obdobou stan-
dardu CORBA urcenou pro vzdalenou komunikaci komponent standardu
COM (Component Object Model). Ten byl vytvoren v roce 1993 spolecnost
Microsoft. Na rozdl od CORBA se zameruje spse na stoln poctace, nez na
prumyslove vyuzit. Jeho protokol pro prenos dat se nazyva ORPC (Object
Remote Procedure Call).
Vyhody a nevyhody:
DCOM je obdobny standardu CORBA s nevyhodami, vyplyvajcmi z omezen
na jednu platformu a jednoho vyrobce. Vyhodou je relativn rozsrenost,
vznikla dominanc produktu rmy Microsoft na desktopech.
5.1.3 Java RMI
Java Remote Method Invocation [6, 26] je implementace RPC v Jave. U-
moznuje z jednoho virtualnho stroje (JVM) volat metody objektu na jinem
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virtualnm stroji. Dulezita je vlastnost RMI, umoznujc prenos nejen primi-
tivnch datovych typu, ale i celych Java objektu. Klientovi muze byt tmto
zpusobem zaslan novy kod, ktery muze nasledne dynamicky spoustet.
Remote Object (vzdaleny objekt) je objekt, jehoz metody mohou byt
vyvolany objektem z jineho virtualnho stroje (JVM). Tento objekt mus im-
plementovat rozhran java.rmi.Remote. Pri prenosu vzdaleneho objektu je na
clovou JVM predana spojka (stub), ktera se chova jako lokaln reprezentace
objektu
Prenos obecnych objektu - Obecnym objektem jsou mysleny ostatn ob-
jekty, ktere nejsou vzdalene. Prenos obecnych objektu jako parametru je take
mozny. Na clovou JVM jsou predany jako kopie. Objekt je pred prenosem
serializovan (Serialization), pri cemz dojde k premene objektu na serazeny
proud bytu, ktere jsou nasledne preneseny po sti.
RMIregistry je jmenna sluzba slouzc k registraci vzdalenych RMI ob-
jektu. Na kazde JVM muze byt spusten pouze jeden RMIregistry. Server si
v registru registruje svoji sluzbu pomoc JNDI a klient pote muze z registru
zskat spojku (stub), ktera mu umozn tuto sluzbu pouzvat. JNDI (Java
Naming and Directory Interface) je API umoznujc svazan (bind) objektu
se jmenem a nasledne klientum umoznuje vyhledavat objekty podle jmena.
Security manager je objekt denujc bezpecnostn omezen, ktere jsou
individualn pro kazdou aplikaci. Muze omezovat akce spojky (stub).
Vyhody:
 Podpora ruznych platforem
 Moznost zaslan objektu. Klientovi muze byt zaslan novy kod a pote
na jeho JVM dynamicky spusten. To prinas velkou exibilitu.
 Prtomen v Jave od JDK1.02, velke mnozstv vyvojaru ma s touto
technologi zkusenosti
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Nevyhody:
 Vazany na platformy, ktere podporuje Java
 Muze pracovat jen s Java systemy. Silna vazba na jeden programovac
jazyk.
 Bezpecnostn hrozby spojene se vzdalenym vykonavanm kodu. Omezen
vynucena bezpecnostnmi opatrenmi.
Poznamka - pro odstranen zavislosti na Jave vznikl i RMI-IIOP, coz je
implementace RMI na CORBA zakladu.
5.1.4 XML-RPC
XML-RPC [30] je implementac RPC pouzvajc XML a HTTP transportn
mechanismus (vce o HTTP v sekci 5.2.1 na strane 35). Je to prmy pred-
chudce SOAP(5.1.5). Pozadavek je odeslan jako HTTP metoda POST. V
pozadavku je identikace metody a jej parametry. Pro parametry ma pro-
tokol denovane vlastn datove typy. Odpoved' je vracena ve forme HTTP


































Vyhody a nevyhody do znacne mry odpovdaj jeho nastupci, protokolu
SOAP.
Vyhody:
 Prvn protokol vyuzvajc HTTP
 Jednoducha struktura, pomerne snadne pouzit
Nevyhody:
 SOAP je mnohem mocnejs, umoznuje vce moznost
 Oproti RESTu obsahuje zbytecnou vrstvu abstrakce
 XML zprava je velka v pomeru k datum, ktere obsahuje.
 Je pomalejs nez CORBA
5.1.5 Webove sluzby - SOAP/WSDL
Tato sekce je venuje jedne skupine webovych sluzeb, ktere vyuzvaj pro-
tokoly SOAP a WSDL [28, 22, 14, 31]. V teto sekci bude tento konkretn typ
webovych sluzeb oznacovan jen pod pojmem webove sluzby. Princip techto
webovych sluzeb je zalozen na kooperaci trech navzajem nezavislych tech-
nologi. Tyto technologie maj samostatne denovane protokoly, ale jejich
funkcnost se doplnuje.
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Princip webovych sluzeb je zalozen na trech hlavnch technologich:
 UDDI (Universal Description, Discovery and Integration) - registr u-
moznujc vyhledavan webovych sluzeb
 WSDL (Web Services Description Language) - Prostredek pro popis
rozhran webove sluzby
 SOAP (Simple Object Access Protocol) - protokol pro komunikaci
Obrazek 5.2: Vyvolan webove sluzby
Prklad pouzit technologi je znazornen na obrazku 5.2:
1. Server poskytujc sluzbu se registruje v UDDI registru.
2. Klient hleda webovou sluzbu, ktera splnuje jeho pozadavky. Posle tedy
dotaz UDDI registru. UDDI ma denovane API [5], ktere umoznuje
ruzne druhy dotazu a denuje odpovedi. UDDI registr pracuje take
jako webova sluzba. Pozadavky a odpovedi jsou obvykle ve forme SOAP
zprav.
3. UDDI registr odpov, ktery server poskytuje prslusnou sluzbu. Odpoved'
typicky obsahuje adresu serveru ve forme URI.
4. Klient se zepta weboveho serveru, jak ma sluzbu pouzt. Dotaz je ve
forme HTTP GET dotazu(vce o HTTP v sekci 5.2.1 na strane 35) na
URI serveru. Tento a nasledujc krok nekdy neprobehnou, pokud klient
zska z UDDI serveru prmo popis sluzby v jazyce WSDL.
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5. Server popse sluzbu v jazyce WSDL
6. Klient vyvola sluzbu (prklad SOAP zadosti na na strane 33).
7. Server odesle SOAP odpoved' s pozadovanym vysledkem nebo s chy-
bovou zpravou. (prklad SOAP odpovedi na na strane 33)
WSDL je protokol, ktery denuje popis webovych sluzeb ve formatu XML.
Klient se pomoc popisu sluzby naprklad dozv, jake RPC metody muze
pouzt, jake argumenty tyto metody ocekavaj a jake datove typy vracej.
WSDL XML se sklada z nasledujcch elementu:
 Types { obsahuje denice datovych typu. Obvykle jsou zapsane v XSD
formatu, i kdyz muze byt pouzit i jiny format.
 Message { popisuje format zpravy pomoc drve denovanych datovych
typu (v elementu Types)
 Operation { abstraktn popis akc, ktere sluzba vykonava.
 Port Type { mnozina podporovanych operac
 Binding { prirazuje portu konkretn protokol a format prenosu zprav.
 Port { koncovy bod, denovany jako kombinace elementu Binding a
st'ove adresy.





























































SOAP je protokolem pro vymenu zprav ve formatu XML. Obecne neden-
uje, jake zpravy bude obsahovat. Jeho typicke pouzit je pro realizaci we-
bovych sluzeb, kdy nese zadost o pouzit sluzby a vysledek volan sluzby.
SOAP ve verzi 1.0 vznikl v roce 1999. V soucasnosti je aktualn verze 1.2
z roku 2007. Prenos zprav je obecne umoznuje pres HTTP(S), SMTP nebo
i jine transportn protokoly. Korenovym elementem SOAP zpravy je vzdy
32
Moznosti komunikace klient-server Moznosti komunikace zalozene na RPC
SOAP Envelope (soap:Envelope). Ta obsahuje vyjma jmennych prostoru je-
den nebo dva dals elementy. Prvnm je nepovinny element Header a druhym
je povinny element Body. Tento element Body obsahuje jmenny prostor a
neurceny pocet elementu nebo atributu v tomto jmennem prostoru. Prave
tyto atributy jsou nositeli informace.
Prklad SOAP zadosti [4]:
Tato zadost je pozadavkem na vykonan metody GetStockPrice. Metoda ma















Prklad SOAP odpovedi [4]:
Odpoved' na predchoz zadost o vracen ceny akci. Obsahem SOAP Body
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 Podpora ruznych transportnch protokolu (nejrozsrenejs je HTTP)
 Pokud vyuzije HTTP, nen obvykle ltrovana rewally a prochaz proxy
servery. Tm se lis oproti technologim jako CORBA a DCOM.
 Je pomerne rozsren v komercnm vyuzit
Nevyhody:
 XML zprava je velka v pomeru k datum, ktere obsahuje. Nen moc
lidsky citelna.
 Je pomalejs nez CORBA
 Oproti RESTu obsahuje zbytecnou vrstvu abstrakce
5.2 Zakladn koncepty RESTu
REST Representational State Transfer (REST) [10, 27] je styl softwarove
architektury vyuzitelny v distribuovanych systemech. REST byl navrhnut
v roce 2000 Royem Fleldingem v jeho disertacn praci [17]. Roy Fielding je
jeden z autoru specikace HTTP. S tm take souvis zakladn myslenka REST,
kterym je sirs vyuzit HTTP protokolu, nejen pro prenos HTML stranek.
Pro vetsinu ucelu je snazs a elegantnejs pouzt proste HTTP metody, nez
pouzvat slozitejs mechanizmy, jako je CORBA, RPC nebo SOAP.
World Wide Web stoj na trech zakladnch technologich:
 URI (Uniform Resource Identier) - prostredek k unikatn identikaci
zdroju na sti
 HTTP (HyperText Transfer Protocol) - protokol slouzc k vyzadan
zdroje z URI a odpovedi na tuto zadost
 HTML (HyperText Markup Language) - jazyk, ktery je vlastne for-
matem vracene odpovedi od zdroje
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REST nabz moznost pouzit prvnch dvou jiz zavedenych technologi k
prenosu jineho obsahu, nez jsou stranky v HTML.
Zakladem je tedy denovat si zdroje, oznacit je pomoc URI a pote s nimi
pracovat pomoc HTTP. Prave tm se REST prstup lis od SOAP a jeho
predchudce RPC-XML. Ti take vyuzvaj HTTP, ale pod nej si pridavaj
dals vrstvu abstrakce. SOAP je navrzen k cinnosti pod jednou URI, kdy
jsou jednotlive metody rozliseny v textu XML SOAP zpravy. REST prstup
rka, ze HTTP je treba vyuzt tak, jak bylo navrzeno. Dals vrstva pod nm
prinas jen zvysene mnozstv zbytecne prenesenych dat.
Terminologie: REST je styl softwarove architektury. Architektury we-
bovych sluzeb, ktere tento styl pouzvaj, jsou oznacovany jako RESTful.
5.2.1 HTTP
Hyper Text Transfer Protocol (HTTP)[18] je protokol aplikacn vrstvy, ktery
se ve World Wide Webu vyuzva od roku 1990. Pouzva model Klient-server
se dvema zakladnmi typy zprav: zadost (Request) a dopoved (Response).
Klient pozada o urcity zdroj a server mu v odpovedi vrat vysledek zadosti.
Rest prstup se snaz o co nejsirs vyuzit protokolu HTTP.
HTTP metody
Existuj 4 HTTPmetody, ktere odpovdaj zakladnm CRUDmetodam. CRUD
(Create/Read/Update/Delete) je akronym pro zakladn funkce trvaleho uloziste
dat. Prave tyto metody jsou nejcasteji vyuzvany v REST architekturach.
 POST - vytvoren (create) zdroje
 GET - zskan (read) zdroje
 PUT - zmena (update) zdroje
 DELETE - smazan (delete) zdroje
Ostatn HTTP metody jako HEAD, TRACE, OPTIONS a CONNECT
nejsou v RESTful systemech tak casto vyuzvane.
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Stavove kody HTTP
Stavovy kod je soucast hlavicky HTTP odpovedi. Stavovy kod je odpoved
na to, jak byla zadost vyrzena (kladne, chyba serveru ..). Stavove kody jsou
rozdeleny do 5 kategori (v kazde kategorii jsou ze uvedeny jen nektere prk-
lady stavovych kodu):
Informacn 1xx
 100 Continue - Server obdrzel hlavicky zadosti a ceka na klienta, az
posle telo zpravy.
Uspech 2xx
 200 OK - Standardn odpoved' na pozadavek, ktery byl uspesne vyrzen.
Presmerovan 3xx
 301 Moved Permanently - Tato a vsechny budouc zadosti by mely
byt smerovany na dane URI.
Chyba klienta 4xx
 400 Bad Request - Pozadavek byl podan nespravne.
 404 Not Found - Pozadovany zdroj nebyl nalezen.
Chyba serveru 5xx
 500 Internal Server Error - Obecna zprava o chybe na serveru.
 501 Not Implemented - Nebyla rozpoznana metoda v pozadavku,
nebo server tuto metodu neovlada.
 503 Service Unavailable - Sluzba je docasne nedostupna
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5.2.2 Pozadavky na REST architektury
Pozadavky na architektury, ktere je mozno povazovat za architektury REST
stylu, denoval R.Fielding ve sve praci [17] takto:
1. Klient-server - Oddelen klienta a serveru.
2. Beze-stavovost - Zadost od klienta mus obsahovat vsechny potrebne in-
formace. Server si nepotrebuje udrzovat zadny stav komunikace s klien-
tem.
3. Moznost pouzit mezipameti (cache) - Princip snizujc zatez ste. Klient
ci mezilehly uzel si muze uchovavat odpoved' a pouzt ji v prpade dals
zadosti. Nevyhodou je, ze obsah mezipameti nemus odpovdat obsahu
odpovedi, kterou by v tom okamziku zskal klient ze serveru.
4. Jednotne rozhran - pozadavek, ktery nejvce odlisuje REST architek-
tury od ostatnch st'ovych architektur. Rest architektury by meli mt
spolecne rysy vznikle dodrzovanm zakladnch principu navrhu. Prk-
ladem jsou identikace zdroju a vhodne pouzit HTTP metod. Vce o
jednotnem rozhran najdete v sekci 5.3 na strane 38.
5. Vrstveny system - Klient nemuze rci, zda komunikuje prmo s konecnym
serverem nebo nekterym jinym zarzenm. Mezilehle servery mohou
snizovat zatez ste (skalovatelnost).
6. Kod na vyzadan (nepovinny pozadavek) - Moznost, pri ktere si klient
stahne ze serveru vykonavatelny kod, ktery rozsr jeho funkcnost.
Tyto pozadavky jsou znacne obecne a s vetsinou z nich nemus tvurce
REST architektury moc zapolit. Jiz samotne pouzit protokolu HTTP prak-
ticky zajist'uje splnen pozadavku 1,2,3 i 5. Protokol HTTP je zalozen na
principu klient-server, je beze-stavovy, podporuje pouzit mezipameti a jeho
viditelna hlavicka pln pozadavek na vrstveny system. Je treba se tedy za-
merit na ctvrty pozadavek, kterym je vyuzvan jednotneho rozhran. Tmto
pozadavkem se zabyva nasledujc sekce 5.3. Samotnemu navrhu REST ar-
chitektur se venuje sekce 5.4 na strane 42.
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5.3 Jednotne rozhran
Jednotne rozhran (Uniform interface) oznacuje spolecne rysy, ktere by meli
mt systemy zalozene na REST stylu architektury. Jednotne rozhran velmi
zjednodusuje praci s potencialne neznamym systemem. Naprklad vzdy, kdyz
mame k dispozici URI odkazujc na zdroj, muzeme tusit, ze muzeme zskat
reprezentaci tohoto zdroje pomoc metody GET. V teto sekci postupne pro-
jdeme dulezite principy, ktere je treba dodrzovat pro udrzen jednotneho
rozhran pri navrhu RESTful API. Obsah teto sekce je z podstatne casti
zalozen na knihach RESTful Web Services Cookbook [10] a RESTful Web
Services [27].
5.3.1 Identikace zdroju
Zakladem abstrakce informace v RESTu je zdroj (resource). Kazda infor-
mace, ktera muze byt pojmenovana, je zdroj. Zdrojem muze byt dokument,
obrazek, sluzba vracejc kurz meny, kolekce dalsch zdroju nebo i nevirtualn
objekt (naprklad osoba). Zdroj je jednoznacne identikovan URI. Server
nevrac zdroje, ale jejich reprezentaci, ktera odraz soucasny nebo zamysleny
stav zdroje. Naprklad pokud je zdroj osobou, muze byt jeho reprezentac
XML s jeho jmenem, adresou, datem narozenm, atd. Jak uz bylo naznaceno,
kazdy zdroj je pevne svazan s jednou URI. Pravidla:
 Vyznam mapovan zdroje na URI by se nemel menit. Obsah exam-
ple.com/users se tedy menit muze, ale skutecnost, ze tato URI odkazuje
na seznam uzivatelu by se menit nemela.
 Identita zdroje nen zavisla na jeho hodnote. Dva zdroje mohou ob-
sahovat (odkazovat na) stejnou hodnotu, ale nejsou jednm zdrojem.
Identita zdroje je tedy denovana jeho URI.
Z techto duvodu je velmi dulezity navrh URI pro zdroje, ktery by se uz nemel
menit. Zasady pro navrh URI najdete v sekci 5.4.3 na strane 44.
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5.3.2 Viditelnost
Viditelnost je denovana jako schopnost prostrednka monitorovat nebo za-
sahovat do komunikace jinych dvou komponent [17]. Viditelnost muze zlepsit
vykon systemu (pouzit mezipameti - cache), skalovatelnost (vrstveny sys-
tem), spolehlivost (umoznen sledovan systemu) i bezpecnost (umoznen
prace rewallum). Navrh se tedy mus snazit, aby prostrednk mohl ze zpravy
zskat co nejvce informac bez znalosti konkretnch informac specickych pro
danou sluzbu. Podstatne je co nejsirs vyuzit HTTP hlavicky. Dale je nutne
pouzvat vhodne operace. Metody GET, PUT a DELETE je vhodne pouz-
vat k ucelu, ke kteremu byli vytvoreny (popsano v sekci 5.3.4 na strane 40).
Metoda POST je obecne vyuzitelna nejen k vytvoren zdroje, ale k vykonan
vsech potencialne nebezpecnych a neidempotentnch operac (o tech vce v
sekci 5.3.3 na strane 39).
Viditelnost je nekdy nutne obetovat, pokud je potreba menit vce zdroju.
Nebo existuje vce zdroju, ktere sdlej data.
5.3.3 Bezpecnost a idempotentnost
Bezpecnost a idempotentnost jsou vlastnosti HTTP metod, ktere je bezpod-
mnecne nutne pri vyuzit metod zachovat.
 Bezpecne (safe) metody - nezpusobuj zmenu stavu serveru. Jde tedy
pouze o cten urcitych dat.
 Idempotentn (idempotent) metody - opakovan zadosti ma stejny efekt,
jako kdyz je odeslana poprve. Prkladem je zadost o zmenu urcite hod-
noty na X za pouzit metody put. At' uz byla hodnota jakakoliv, po
pouzit teto metody bude vzdy stejna.
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5.3.4 Pouzit jednotlivych metod
Tato sekce obsahuje doporucene pouzit HTTP metod v RESTful systemech.
GET
Metoda GET je vhodna pro bezpecne a idempotentn zskan informace. Je-
jm ukolem je zskat reprezentaci stavu zdroje. Tato metoda je ze sve pod-
staty obvykle pouzita spravne. Jen je si treba dat pozor, aby metoda nebyla
pouzita pro nebezpecne a neidempotentn operace.
Prklady nespravneho pouzit teto metody GET:
 Pridan stanky do zalozek:
GET /bookmark/add_bookmark?www.example.org%2Fpage.html HTTP/1.1
Host: www.example.org
Tato operace nen bezpecna. Pro tento ucel by tedy nemela byt pouzita




Ani tato operace nen bezpecna. Ukazku spravne pouzite metody DELETE
pro tento prklad najdete v sekci 5.3.4 na strane 41.
POST
Vhodne pouzit metody POST:
 vytvoren noveho zdroje
 uprava jednoho nebo vce zdroju prostrednictvm kontrolujcho zdroje
(vce v 5.4.2 na strane 44 )
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 operace, pro ktere by URI obsahovala prlis dlouhou nehierarchickou
cast. Nehierarchickou cast je myslen predevsm dotaz (query). I kdyz
protokol HTTP neurcuje zadne omezen delky URI, prohlzece a webove
servery mohou v zpracovavat pouze omezene dlouhou URI (Apache web
server ve vychozm nastaven omezuje delku URI na 8190 bytu).
 vykonan jakekoliv nebezpecne a neidempotentn operace, pro ktere se
nezda vhodna jina HTTP metoda
Chybne pouzit metody POST vetsinou spocva v jejm pouzit pro operaci,
kterou by mohla uskutecnit jina HTTP metoda.
PUT
Operace se pouzva pro zmenu nektereho zdroje. V urcitych prpadech je
mozne tuto metodu pouzt i k vytvaren noveho zdroje. K tomu je ale nutne,
aby klient mohl rozhodnout o URI tohoto zdroje. Prkladem muze byt server,
ktery vyhrad klientovi urcitou korenovou URI pro kazdeho klienta a alokuje
si pro ne msto na svem pevnem disku. V tomto prpade je vytvaren idem-
potentn. Ve vetsine prpadu je ale pri vytvaren vhodne, aby tento proces i
navrh URI kontroloval server. Proto je pro vytvaren zdroje casteji pouzvana
metoda POST
DELETE
Vyuzva se k mazan zdroje. Prkladem muze byt spravne smazan poznamky





Probehlo nekolik pokusu o rozsren mnozstv HTTP metod. Nejznamejs
je projekt WebDAV, ktery navrhl pouzit dalsch HTTP metod, jako jsou
PROPFIND, COPY, MOVE, LOCK a dals. Je doporucovano vyhnout se
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pouzit techto metod, jelikoz se nejde spolehnout na to, ze je budou pod-
porovat vsechny servery a prostrednci na ceste k nim. Pokud by se ale staly v
budoucnu standardem, mohly by tyto metody prispet ke snazsmu zachovan
viditelnosti a jednotnosti rozhran REST architektur.
5.4 Navrh REST architektury
Tato sekce obsahuje postupy, ktere je mozne a vhodne pouzt pri navrhu
REST architektury. Obsah teto sekce je z podstatne casti zalozen na knihach
RESTful Web Services Cookbook [10] a RESTful Web Services [27].
5.4.1 HTTP hlavicka
V hlavicce HTTP zadost (request) a odpoved (response) je vhodne pouzt
co nejvce hlavicek, jelikoz to pomaha zachovavat viditelnost. Prklady nek-
terych, ktere by mely byt pokud mozno uzity:
 Content-Type - Popisuje typ reprezentace pomoc MIME typu (text/html,
image/png, ...). U textovych typu je doporuceno pridat za MIME typ i
pouzite kodovan:
Content-Type: application/xml;charset=UTF-8
 Content-Length - velikost tela reprezentace v bytech. Zbytecne v HTML
1.1, ktere pouzva chunked transfer encoding.
 Content-Language - dvoupsmenna zkratka jazyka (podle RFC 5646).
 Content-MD5 - md5 hash tela pro kontrolu
 Content-Encoding - pouzva se v odpovedi, pokud je treba jej telo
dekodovat.
 Last-Modied - casova znamka, kdy server naposledy zmenil reprezentaci
nebo zdroj
U GET zadost muze byt dulezita hlavicka Cache-Control, pomoc ktere lze
nastavit, zda muze byt odpoved' ulozena do mezipameti. To je dulezite ze-
jmena u dotazu na promenne zdroje.
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5.4.2 Prace se zdroji
V teto sekci jsou uvedena doporucena resen situac, ktere mohou nastat pri
navrhu metod a systemu zdroju.
Kolekce - Collection
Kolekce [10] je spojen zdroju, na ktere se lze hromadne dotazat. Zdroj
muze byt zaroven ve vce kolekcch. U vetsch kolekc je vhodne podporit
strankovan, kdy se v odpovedi vrac urceny pouze pocet prvku kolekce,
soucasne s URI odkazy na soucasnou, predchoz a nasledujc stranku.
Reprezentace kolekce by mela obsahovat:
 odkaz na sebe sama
<link rel="self" href="http://www.example.org/users"/>
 odkaz na dals stranku, pokud je kolekce strankovana
 odkaz na predchoz stranku, pokud je kolekce strankovana
 indikator velikosti kolekce
Komposity - Composite
Pokud mame vce zdroju ruznych druhu, ktere bychom casto vraceli za se-
bou (maj spolecny logicky vyznam), je mozne je spojit dohromady do kom-
positu [10]. Prkladem budiz aplikace, ktera zobrazuje k zakaznkovi jeho 10
poslednch objednavek a jeho 10 poslednch reklamac. Aby nebylo vzdy po
zobrazen zakaznka nutne poslat postupne GET zadosti na zakaznka, na
jeho objednavky a na jeho reklamace, je vhodne navrhnout zdroj spojujc
tyto udaje dohromady. Tento komposit je dotazan jednou GET zadost a
vracen jako jeden zdroj, ktery je slozen ze 3 dalsch zdroju (zakaznk, kolekce
objednavek, kolekce reklamac).
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Kontroler - Controller
Pouzit kontroleru je vhodne v operacch, ktere atomicky men vce nez jeden
zdroj. Pro kazdou takovou operaci je treba vytvorit kontrolujc zdroj [10]
(contoller resource), ktery operaci obstara. Klient pozada o spusten kon-
troleru metodou POST. Nektera typicka pouzit tohoto vzoru:
 Ucelem operace je vytvorit novy objekt. V odpovedi je vracen stavove
kod 201 (Created) a hlavicka Location s URI nove vznikleho objektu.
 Operace men jeden nebo vce objektu. V odpovedi je vracen stavove
kod 303 (See Other) s URI, kterou klient muze pouzt k zobrazen
zmenenych objektu (URI kolekce, viz sekce 5.4.2).
 Vysledek operace nen mozno vratit jako URI. Je tedy vracen kod 200
(OK) a v tele odpovedi je reprezentace, ktera klientovi umozn dostat
se na zmenene objekty.
Praktickym prkladem budiz situace, kdy uzivatel ma v mobilnm telefonu
adresar, ktery potrebuje synchronizovat s adresarem na serveru. Klient posle
POST s vypisem sveho adresare. Server zpracuje synchronizaci (adresare po-
dle urcitych pravidel spoj) a vrat kod 303 (See Other) s URI v hlavicce
Location, ktera odkazuje na kolekci adres tvorc vysledny adresar.
5.4.3 Navrh URI
Pri navrhovan URI je vhodne zachovavat ustalene zvyklosti [10], ktere pod-
poruj jednotnost rozhran. Mezi ne patr:
 pouzit domen a subdomen k logickemu seskupen nebo rozdelen zdroju
za ucelem lokalizace, sren, nebo z bezpecnostnch ci jinych duvodu.
Prkladem je nabzen lokalizace podle subdomeny:
http://en.example.org/book/1234
http://cz.example.org/book/1234




Moznosti komunikace klient-server Navrh REST architektury
 uzit dopredneho lomtka (/) v URI k vyjadren hierarchickeho vztahu
zdroju
 uzit carky (,), strednku (;) k vyjadren nehierarchickych prvku
http://www.example.org/axis;x=0,y=2
 pouzit pomlcky (-) a podtrztka ( ) k zlepsen citelnosti dlouhych
nazvu.
 uzit ampresandu (&) k oddelen parametru v dotazove (query) casti
URI
http://www.example.org/search?word=Antarctica&limit=30
 vyhnut se prponam souboru v URI
Velka psmena mohou v URI obcas zpusobit problem, podle RFC 3986
URI rozlisuje velka a mala psmena, krome cast schematu a jmena poctace
(host). Nasledujc URI jsou tedy shodne:
http://www.example.org/doc.txt
http://WWW.EXAMPLE.org/doc.txt
Ale odlisna je uz URI:
http://www.example.org/Doc.txt
Mezera je validn znak a podle RFC 3986 by se mela v URI kodovat jako
%20. Ve formularch podle MIME typu application/x-www-form-urlencoded
se vsak msto mezery pouzva znak '+'. Je treba tedy dat pozor, aby nedoslo
k zamene.
URI v reprezentaci zdroje - Kdykoliv je to mozne, je vhodne vratit
klientovi URI jakou soucast tela HTTP odpovedi. Pri pouzit xml se do-
porucuje tag
<link href=URI rel="self"/>
Nepovinny parametr rel urcuje vztah odkazovaneho objektu s vracenym.
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5.4.4 Reprezentace zdroje
Reprezentace zdroje nen v REST nijak omezena a muze byt prakticky li-
bovolna. Nejjednoduss moznost je prosty text. Druh reprezentace by mel
byt vzdy zapsan v hlavicce HTML jako MIME typ. Prklad odpovedi s ozna-
cenym typem reprezentace zdroje:
HTTP/1.1 200 OK
Content-Type: application/xml;charset=UTF-8
Nejcasteji se ale pro popis zdroje pouzvaj nasledujc prostredky.
XML
Extensible Markup Language je znackovac jazyk, ktery klade duraz na za-
chovan logicke struktury dokumentu. Je urcen predevsm pro vymenu dat
mezi aplikacemi a uchovavan dat. XML znacky (tagy) popisuj vyznam jed-
notlivych cast dat. Je tedy vhodny pro popis prakticky jakehokoliv zdroje.
Pro popis jeho konkretn struktury pro urcite zdroje je mozne vyuzt XML
schemata (XSD).
JSON
JavaScript Object Notation je textovy format dat, ktery se zameruje na
jednoduchost a snadnou citelnost lidmi. Vznikl z JavaScriptu, ale jako tex-
tovy format je na konkretnm jazyce zcela nezavisly. Vyhodou je jeho jednodu-
chost. Informace v nem zapsane vetsinou zabraj mene msta nez odpovda-




{ "firstName":"John" , "lastName":"Doe" },
{ "firstName":"Anna" , "lastName":"Smith" },
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Reprezentace smsenych dat
K reprezentaci smsenych dat je mozne pouzt MIME typy multipart/mixed,
multipart/related nebo multipart/alternative. Tyto typy umoznuj denovat
si oddelovac (v prkladu je nastavena jako abcd), ktery casti dat ruznych typu
oddeluje. Pokud je nektera cast dat binarnm, je pro tuto cast treba nastavit
kodovan na Base64, aby se neposlala textove.
Prklad:
{






...... zde je binarn video .........
--abce--
5.5 REST a Java
RESTful API je v Jave samozrejme mozne vytvorit pomoc Java Servletu,
jako jine webove servery. Aby ale byla tvorba REST API v Jave co nej-
jednoduss, vzniklo prostrednictvm JCP (Java Community Process) specialn
API specikace pro tvorbu RESTful Webovych sluzeb - JAX-RS. Pri tvorbe
RESTful webovych sluzeb je tedy mozne vyuzt nekterou implementaci teto
specikace nebo i jine technologie, ktere tvorbu usnadnuj.
5.5.1 JAX-RS
Java API for RESTful Web Services [9] je Java API , ktere poskytuje podporu
pro vytvaren webovych sluzeb pouzvajcch REST. Pouzva anotace, ktere
usnadnuj mapovan Java objektu (POJO) na webovy zdroj.
Zakladnmi anotacemi jsou:
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 @Path umoznuje nastaven relativn cesty ke zdroji (cast URI)
 @GET, @PUT, @POST, @DELETE a @HEAD urcuj pouzit HTTP
metod
 @Produces urcuje MIME typ, ktery metoda produkuje
 @Consumes urcuje MIME typ, ktery metoda um prijmout
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6 CRCE modul pro REST API
Hlavnm ukolem teto prace bylo vytvoren CRCE modulu, ktery by pridal
CRCE ulozisti REST API a umoznil tak jeho interakci s klienty. Klienti potre-
buj mt moznost zskavat komponenty (obecne artefakty) z uloziste a take
zskavat metadata artefaktu, ktere jim umozn spravne si vybrat potrebne
komponenty. V teto kapitole je modul popsan od jeho ukolu a specikace, po
vlastn implementaci.
6.1 Ucel - specikace
Zakladnm ukolem REST API je umoznen komunikace s klienty uloziste.
Moznosti komunikace jsou probrany v nasledujcch scenarch pouzit REST
API.
6.1.1 Scenare pouzit
Pro komunikaci CRCE s klientem bylo navrzeno nekolik scenaru pouzit.
Tyto scenare jsou pojmenovany zkratkami ve formatu SG-SN, kde SG urcuje
skupinu scenaru a SN vlastn jmeno scenare. Prkladem budiz scenar BO-SM,
jehoz zkratka je slozena ze skupiny BO (zakladn operace - basic operations)
a jmena SM (jedna komponenta - single bundle).
Navrzene scenare vcetne dulezitosti jejich implementace jsou zobrazeny v
nasledujc tabulce:
Zkratka Anglicky nazev implementace
BO-SB Obtain a single bundle mus byt
BO-SM Obtain a single bundle metadata mus byt
BO-AM Obtain metadata about all available bundles mus byt
BO-OM Obtain metadata about "other"bundles mela by byt
SM-RS Which bundle versions can replace this single one? mus byt
SM-RA Which bundle versions can replace this one within an application? mela by byt
SM-OS Which other bundles could replace this one? nemus byt
SM-OA Which other bundles can replace this one within an application? nemus byt
SM-FP Find bundles, that are providers of given capability mela by byt
SM-FC Determine transitive closure satisfying requirements nemus byt
SM-UA Metadata for Application Update mela by byt
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Zakladn operace
Zakladn operace jsou operace umoznujc zskan komponenty a jejch meta-
dat.
Scenar BO-SB: Obtain a single bundle - zskan komponenty Scenar,
kdy klient zada CRCE, aby mu uloziste poskytlo konkretn komponentu.
Klient mus v zadosti urcit, kterou komponentu zada. Provede to pomoc
identikacnho csla (id) komponenty nebo pomoc jej jmena a verze.
CRCE v odpovedi bud' posle komponentu nebo odpov, ze pozadovana
komponenta nebyla nalezena.
Scenar BO-SM: Obtain a single bundle metadata - zskan meta-
dat jedne komponenty Klient zada CRCE o poskytnut metadat jedne
komponenty. Komponentu urc podle identikacnho csla nebo podle jmena
a verze. Muze rovnez pridat kriterium, ktere urc, o ktere skupiny metadat
ma zajem.
CRCE nazpatek posle vyzadana metadata komponenty (v XML nebo
JSON formatu) nebo odpov, ze neobsahuje pozadovanou komponentu.
Scenar BO-AM: Obtain metadata about all available bundles -
zskan metadat o vsech komponentach Klient pozada CRCE o poskyt-
nut metadat vsech komponent dostupnych v ulozisti. Muze rovnez pridat
kriterium, ktere urc, o ktere skupiny metadat ma zajem.
CRCE klientovi posle vyzadana metadata komponent (v XML nebo JSON
formatu).
Scenar BO-OM: Obtain metadata about "other"bundles (repo con-
tents di) - zskan metadat o ostatn komponentach Scenar slouz
k zskan metadat komponent, o kterych klient nev. Klient posle CRCE sez-
nam identikatoru komponent, ktere zna.
CRCE v odpovedi zasle seznam nasledujcch komponent:
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 nove komponenty - seznam komponent v jeho ulozisti, ktere nejsou na
seznamu klienta
 smazane komponenty - komponenty, ktere jsou v seznamu komponent
klienta a byly smazany z uloziste. (Tento seznam obsahuje pouze iden-
tikatory smazanych komponent, ne ostatn metadata)
 nezname komponenty - komponenty, ktere jsou v seznamu zaslanem
klientem, ale nejsou v ulozisti (neexistuje zaznam, ze byly smazany). U
techto komponent bude hodnota atributu crce.status "unknown".
Metadata pro nahradu
Tato skupina scenaru popisuje situace, kdy klient chce nahradit jeden nebo
vce svych komponent. Pomoc nasledujcch scenaru zska potrebne infor-
mace ve forme metadat o vzajemne kompatibilite, aby vedel, jake kompo-
nenty si ma vyzadat
Scenar SM-RS: Which bundle versions can replace this single one?
- Jaka komponenta muze nahradit tuto komponentu? Klient chce
nahradit jednu ze svych komponent, kterou v zadosti popse identikacnm
cslem. Muze rovnez popsat, o jakou operaci nahrady zada.
CRCE nazpatek posle metadata (core cast) o komponentach, ktere jsou
kompatibiln s komponentou urcenou v zadosti a jejichz verze splnuje zadanou
operaci nahrady.
Operace nahrady jsou nasledujc:
 upgrade [vychoz] = nahrada za vyss verzi
 lowest = nahrada za nejnizs moznou verzi
 highest = nahrada za nejvyss moznou verzi
 downgrade = nahrada za nizs verzi
 any = nahrada za jinou verzi
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Scenar SM-RA: Which bundle versions can replace this one within
an application? Jaka komponenta muze nahradit tuto komponentu
v ramci aplikace? Scenar je obdobny predchozmu scenari SM-RS, pouze
klient do zadosti prida kontext aplikace, coz jsou metadata o vsech kompo-
nentach v aplikaci.
CRCE pri vyhodnocovan mus brat v uvahu, zda komponenta v odpovedi
bude vhodna do aplikace (zavislosti mus byt splneny).
Scenar SM-OS: Which other bundles could replace this one? -
Ktera jina komponenta muze nahradit tuto komponentu? Scenar je
obdobny scenari SM-RS, pouze CRCE hleda pouze kompatibiln komponenty
s jinym jmenem nebo poskytovatelem.
Scenar SM-OA: Which other bundles can replace this one within
an application? - Ktera jina komponenta muze nahradit tuto kom-
ponentu v ramci aplikace? Scenar je obdobny scenari SM-OA, pouze
CRCE mis vzt v uvahu kontext aplikace stejne jako ve scenari SM-RA.
Scenar SM-FP: Find bundles, that are providers of given capa-
bility - Najdi komponenty, ktere poskytuj schopnost Situace, kdy
klient ma komponentu s pozadavkem na schopnost (requirement), ktery chce
uspokojit. Zepta se tedy uloziste, zda mu muze poskytnout komponenty s
touto schopnost. Zadost od klienta je tedy pozadavek na schopnost. Uloziste
CRCE pote v odpovedi posle seznam komponent, ktere tuto schopnost maj.
Scenar SM-FP: SM-FC: Determine transitive closure satisfying re-
quirements - Urci tranzitivn uzaver splnujc pozadavky Klient
zada CRCE o mnozinu komponent, ktere uspokoj mnozinu pozadavku (re-
quirement). Klient v zadosti poskytne metadata pozadavku a muze rovnez
pridat hodnotu kriteria, ktera urc, jaky tranzitivn uzaver hledat.
Uloziste CRCE vrat mnozinu metadat komponent, ktere dohromady maj
vlastnosti splnujc pozadavky v zadosti a zaroven jsou interne konzistentn
(nemaj sami zadne nesplnene pozadavky).
Hodnota kriteria muze byt:
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 fastest [vychoz] = najde tranzitivn uzaver co nejrychleji
 minimum = najde takovy tranzitivn uzaver, ktery obsahuje nejmene
komponent
Scenar SM-UA: Metadata for Application Update - Metadata pro
aktualizaci aplikace Situace, kdy klient ma nainstalovanou konzistentn
aplikaci slozenou z komponent reviz b 1; b 2; :::; b N a chce tuto aplikaci ak-
tualizovat.
Klient v zadosti posle CRCE kompletn popis aplikace, ktery tvor meta-
data vsech komponent aplikace.
Uloziste CRCE nasledne vrat mnozinu metadat komponent o revizch
b 10; b 20; :::; b N 0, kde b i0 > b i, tedy konzistentn aplikaci, kde jsou jed-
notlive komponenty aktualizovany na vyss verzi.
6.1.2 Format metadat
Pro vymenu informac pomoc REST API byl jako vychoz format vybran
XML. Zvazovan byl i JSON, ale prevazne z duvodu castecne kompatibility s
formatem OBR byl zvolen XML, i prestoze jsou v nem ekvivalentn zpravy
vets. Navrh formatu metadat vychaz ze specikace OSGi 5 Repository Ser-
vice, ktera je popsana v sekci 3.2.1 na strane 12. Format ale nen prebran beze
zbytku, jelikoz CRCE ma nektere jine pozadavky. Ukazku tohoto formatu je
mozno najt v prloze A na strane 79.
Zakladn struktura vychaz z OSGi 5, korenovym elementem je reposi-
tory, reprezentujc mnozinu artefaktu z uloziste. Pro artefakty jsou zde ele-
menty resource. Element referral z OSGi 5 specikace byl vynechan, jelikoz
CRCE zatm nepodporuje vcevrstve uloziste. Element resource obsahuje e-
lementy tr druhu:
 capability - schopnost komponenty, prevzata z OSGi 5.
 requirement - pozadavek komponenty na schopnost, prevzaty z OSGi
5.
 property - pouze popisny udaj (vlastnost), ktery se nepouzva ve vy-
hodnocovan zavislost
53
CRCE modul pro REST API Ucel - specikace
Elementy capability, requirement a property mohou obsahovat nasledujc
elementy:
 attribute - atribut, ktery je tvoren az ctveric hodnot (name, value, type
a op). Hodnota type urcuje Java typ hodnoty ulozene v elementu value.
Hodnota op byla pridana oproti specikaci OSGi 5 je to jmeno opera-
toru. Pouzva se naprklad u atributu version pozadavku (requirement),
kde urcuje operator pozadavek na verzi komponenty (nabyva hodnoty
porovnavacch operatoru, naprklad greater-than (vets nez)).
 directive - pokyn pro Resolver
 link - odkaz (obvykle odkaz na jinou cast metadat)
 jiny element s namespace crce - Obecne jsou povoleny elementy s jinym
namespace. CRCE bude vyuzvat naprklad elementy crce:lter pro
pokrocile vyhodnocovan pozadavku nebo crce:dierence pro vysledky
vyhodnocovan kompatibility.
Casti metadat
Metadata jsou rozdelena do jednotlivych cast. Toho vyuzva REST API, kdy
klient muze pri urcitem dotazu zadat pouze urcita metadata.
Jednotlive skupiny metadat jsou:
 core = zakladn metadata o komponente, tvoreny jsou schopnostmi s
nazvy konccmi retezcem .identity nebo .content
 cap = vsechny elementy schopnost (capability)
 req = vsechny elementy pozadavku (requirement)
 prop = vsechny elementy vlastnost (property)
Zakladn (core) metadata - Zakladn metadata se v soucasnosti skladaj
ze 3 elementu: osgi.identity, osgi.content a crce.identity. Schopnost osgi.identity
obsahuje zakladn identikacn udaje komponenty v OSGi, kterymi jsou jmeno
a verze:
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<capability namespace='osgi.identity'>
<attribute name="name" value="obcc.parking.gate" />
<attribute name="version" type="Version" value="2.0.0.build-3622" />
</capability>
Schopnost osgi.content obsahuje zakladn informace o souboru s kompo-
nentou. Atribut url udava URL na komponentu, kterou lze zskat pomoc
REST API. Nasleduje ukazka osgi.content :
<capability namespace='osgi.content'>
<attribute name="hash" value="---the-SHA-256-hex-encoded-digest-for-this-resource---" />
<attribute name="url"
value="http://crce.kiv.zcu.cz/cz/zcu/kiv/obcc/parking/gate/2.0.0" />
<attribute name="size" type="Long" value="12345" /><!-- in bytes -->
<attribute name="mime" value="application/vnd.osgi.bundle" />
<attribute name="crce.original-file-name" value="obcc-parking-example.gate.jar" />
</capability>
Schopnost crce.identity obsahuje zakladn identikaci komponenty v CRCE.
Atribut version.original obsahuje puvodn verzi komponenty pri vlozen do
CRCE. Tato verze mohla byt nasledne zmenena pomoc automatickeho ver-
zovacho modulu, ktery urcuje cslo verze na zaklade rozsahu zmen oproti
puvodn verzi. Atribut crce.categories obsahuje kategorie, do kterych arte-
fakt zaradil CRCE Indexer. Atribut crce.status udava, v jakem ulozisti je
artefakt ulozen. Trvale ulozene artefakty ve Store budou mt tento atribut
nastaven na "stored". Dalsmi moznymi hodnotami jsou: "buer", "deleted",
"unknown". Nasleduje ukazka crce.identity :
<capability namespace='crce.identity'>
<attribute name="name" value="obcc-parking-example.gate-2.0.0" />
<attribute name="resource.type" value="osgi" />
<attribute name="provider" value="cz.zcu.kiv" />
<attribute name="version.original" type="Version" value="2.0.0.build-3622" />
<attribute name="crce.categories" value="initial-version,versioned,osgi"
type="List<String>" />
<attribute name="crce.status" value="stored" />
</capability>
6.2 Navrh REST API
Navrh REST API byl proveden tak, aby REST API umoznovalo resen vsech
scenaru pouzit. Jednotlive metody maj vzdy uvedeno, jaky scenar pouzit
res a jak u nich vypada zadost a nasledna odpoved' CRCE serveru. U vsech
nasledujcch metod plat, ze predpokladaj praci s OSGi komponentami,
ktere jsou ulozeny v trvalem ulozisti Store (Viz sekce 4.2.3 na strane 18).
Vsechny metody vyuzvaj HTTP kody a vrac je pri chybach (400 - intern
chyba serveru, 300 - chybne formulovana zadost, atd.). Metody si vymenuj
zpravy v XML formatu, ktery je popsan v sekci 6.1.2 na strane 53. Tento
format je v dotazech a odpovedch uveden jako:
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+ XML metadata format
6.2.1 Get Bundle
Metoda vrat OSGi komponentu ulozenou v ulozisti.
Res Scenar: BO-SB
Zadost: Komponenta je urcena identikacnm cslem. Alternativne muze





Odpoved': Vracen je binarn soubor s komponentou. Pokud nebyl nalezen,





Metoda vrat metadata o OSGi komponentach.
Res Scenar: BO-SM a BO-AM
Zadost: Metoda bez urcen vrat metadata vsech komponent. V prpade
URL vedouc prmo na id komponenty jsou vracena metadata teto kompo-
nenty. Dals moznost je urcit komponenty LDAP ltrem. V tom prpade se
vrat metadata techto komponent.
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Nepovinnymi parametry lze urcit, jake skupiny metadat (viz 6.1.2 na
strane 54) maj byt vraceny.
 core [vychoz] - zakladn metadata
 cap - vsechny schopnosti
 cap=name - schopnosti urciteho jmena (cap=osgi.wiring.package vrat
metadata se vsemi pozadavky OSGi zavislost)
 req - vsechny pozadavky
 req=name - pozadavky urciteho jmena
 prop - vsechny vlastnosti
 prop=name - vlastnosti urciteho jmena
Tyto parametry lze kombinovat, tudz muzeme zadat vracen metadat vsech








Odpoved': Vracen je soubor s metadaty komponent:
HTTP/1.1 200 OK
Content-Type: application/xml;charset=UTF-8
+ XML metadata format
6.2.3 Other Bundles Metadata
Vrac rozdl stavu repositare od stavu predaneho v zadosti.
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Res Scenar: BO-OM
Zadost: Zadost obsahuje seznam komponent, ktere klient zna. Muze tez
obsahovat parametry urcujc, ktere casti metadat ma server vratit (stejne




+ XML metadata format
Odpoved': CRCE v odpovedi zasle seznam nasledujcch komponent:
 nove komponenty - seznam komponent v jeho ulozisti, ktere nejsou na
seznamu klienta
 nezname komponenty - komponenty, ktere jsou v seznamu zaslanem
klientem, ale nejsou v ulozisti (neexistuje zaznam ze byli smazane). U
techto komponent bude hodnota atributu crce.status "unknown".
V budoucnu bude vracet i informace o smazanych komponentach, v soucas-
nosti si ale CRCE neudrzuje zaznamy o komponentach, ktere byly smazany.
HTTP/1.1 200 OK
Content-Type: application/xml;charset=UTF-8
+ XML metadata format
6.2.4 Replace Bundle
Nabdne klientovi nahradu za jeho komponentu
Res Scenar: SM-RS
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Zadost: Zadost obsahuje identikaci komponenty a zadany zpusob nahrady
(parametr op). Hodnoty parametru op mohou byt nasledujc:
 upgrade [vychoz] = nahrada za vyss verzi
 lowest = nahrada za nejnizs moznou verzi
 highest = nahrada za nejvyss moznou verzi
 downgrade = nahrada za nizs verzi
 any = nahrada za jinou verzi
GET replace-bundle?id=id(&op=upgrade OR downgrade
OR lowest OR highest OR any)
Odpoved': CRCE zasle metadata o komponente, ktera muze klientovu
komponentu nahradit. V prpade ze komponenta, kterou klient chce nahradit
nen na serveru nalezena, je vracen kod 404. V prpade ze neexistuje kom-
ponenta, ktera vyhovuje pozadovane operaci (naprklad pri operaci highest
neexistuje na serveru komponenta s vyss verz nez ta v zadosti), jsou navra-
ceny metadata komponenty identikovane v zadosti.
HTTP/1.1 200 OK
Content-Type: application/xml;charset=UTF-8
+ XML metadata format
6.2.5 Replace Bundle within Application
Nabdne klientovi nahradu za jeho komponentu kompatibiln v kontextu ap-
likace.
Res Scenar: SM-RA
Zadost: Zadost je obdobna zadosti metody Replace Bundle, pouze je
pouzita metoda POST, aby mohl byt prenesen i kontext aplikace v XML
formatu.
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POST replace-bundle-context?id=id(&op=upgrade OR downgrade
OR lowest OR highest OR any) HTTP/1.1
Host: www.crce-repository.kiv.zcu.cz
Content-Type: application/xml;charset=UTF-8
+ XML metadata obsahujc kontext aplikace
Odpoved': Odpoved' ma stejnou formu jako u metody Replace Bundle.
Pokud nen nalezena na serveru nejaka komponenta predana v zadosti, je
vracen kod 404.
6.2.6 Compatible Bundles
Nabdne klientovi kompatibiln nahradu za jeho komponentu, ktera ma jine




Odpoved': Odpoved' ma stejnou formu jako u metody Replace Bundle.
6.2.7 Compatible Bundles within Application
Nabdne klientovi kompatibiln nahradu za jeho komponentu v ramci ap-
likace, ktera ma jine jmeno ci jineho poskytovatele.
Res Scenar: SM-OA
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+ XML metadata obsahujc kontext aplikace
Odpoved' Odpoved' ma stejnou formu jako u metody Replace Bundle.
6.2.8 Providers of a Capability
Najde schopnost vyhovujc pozadavku.
Res Scenar: SM-FP




+ XML metadata pozadavku
Ukazka XML metadat pozadavku:
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Vrat mnozinu komponent, ktera uspokoj mnozinu pozadavku a jejz kom-
ponenty nemaj zadne dals nevyhodnocene pozadavky. Navracena mnozina
komponent se nazyva tranzitivn uzaver.
Res Scenar: SM-FC
Zadost: Zadost obsahuje mnozinu pozadavku a muze obsahovat kriterium,
jaky tranzitivn uzaver zvolit (viz scenar SM-FC).
POST transitive-closure/(criterium=fastest OR minimum) HTTP/1.1
Host: www.crce-repository.kiv.zcu.cz
Content-Type: application/xml;charset=UTF-8
+ XML metadata pozadavku
Odpoved': Odpoved je seznam komponent tranzitivnho uzaveru nebo




6.2.10 Metadata for Application Update
Klient chce aktualizovat aplikaci a zada server o seznam komponent, ktere
budou touto aktualizac.
62
CRCE modul pro REST API Technologie
Res Scenar: SM-UA











Po navrhu metod a pred samotnou implementac bylo treba ucinit rozhod-
nut, jake technologie budou v modulu pouzity. Bylo potreba vybrat frame-
work, ktery usnadnuje vytvoren REST API. Dale bylo treba vybrat knihovnu
pro prevod udaju do a z XML formatu, ktery byl vybran jako vychoz format
pro komunikaci.
6.3.1 Frameworky pro REST API
Pro realizaci REST API bylo na vyber nekolik frameworku, nektere z nich
byly implementac JAX-RS (viz sekce 5.5.1 na strane 47), jine ne. Prklady
nekterych frameworku pro tvorbu REST API:
 Apache CXF - implementace JAX-RS od Apache. Krome REST API ji
lze vyuzt i k tvorbe SOAP webovych sluzeb, nebo i jinych protokolu.
 Jersey - referencn implementace JAX-RS
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 RESTeasy - jBoss implementace JAX-RS
 Restlet - prvn REST framework, ktery existoval jeste pred JAX-RS.
Prace s nm je tedy odlisna. V soucasnosti ma rozsren, pomoc ktereho
implementuje JAX-RS.
Vzhledem k tomu, ze tyto frameworky implementuj stejne API, je prace s
nimi takrka totozna. Pro vytvoren REST API modulu CRCE bylo zvoleno
pouzit referencn implementace Jersey. Duvodem byla existence prehledne
dokumentace na internetovych strankach frameworku.
6.3.2 Prevod do XML
Pro vytvoren metadat v XML formatu bylo nutne prevadet informace ob-
sazene v trdach Javy do XML a opacne. Porovnan moznost provadel ve
sve diplomove praci zamerene na REST klienta CRCE David Svamberk a
vysledkem bylo, ze nejvhodnejs je pouzit Java Architecture for XML Bind-
ing (JAXB). Prednosti teto knihovny se projevily predevsm pri vytvaren
velkych XML, kde mela JAXB nejleps vysledky. JAXB umoznuje mapovan
Java trd do XML reprezentace. Nasledne umoznuje obousmerny prevod mezi
reprezentac dat v Java trdach a reprezentac XML.
6.4 Implementace
Tato sekce obsahuje informace o implementaci REST API CRCE modulu,
zameruje se zejmena na jeho architekturu.
Nasledujc tabulka nabz prehled scenaru pouzit, REST API metod
ktere tyto scenare res, zakladnch URI techto metod a zda metody jsou
v soucasne dobe implementovane:
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Scenar REST API Metoda URI implem.
BO-SB Get Bundle GET bundle/id ano
BO-SB Get Bundle GET bundle/id ano
BO-SM Get Metadata GET metadata/id ano
BO-AM Get Metadata GET metadata ano
BO-OM Other Bundles Metadata POST other-bundles-metadata ano
SM-RS Replace Bundle GET replace-bundle?id=id ano
SM-RA Replace Bundle within Application POST replace-bundle-context?id=id ne
SM-OS Compatible Bundles GET compatible-bundles?id=id ne
SM-OA Compatible Bundles within Application POST compatible-bundles-context?id=id ne
SM-FP Providers of a Capability POST provider-of-capability ano
SM-FC Transitive Closure POST transitive-closure ne
SM-FP Metadata for Application Update POST update-application ne
6.4.1 Architektura
Tato sekce popisuje architekturu CRCE REST API modulu.
Prehled balku
Zde nasleduje prehled funkc jednotlivych balku, do nichz se aplikace clen.
Jejich struktura zachycuje zakladn architekturu modulu.
cz.zcu.kiv.crce.rest.internal.rest Ve vychozm balku modulu se nachazej
rozhran denujc jednotlive REST API metody. Nazev techto rozhran vzdy






cz.zcu.kiv.crce.rest.internal.rest.convertor Balk obsahujc trdy pro
prevod dat v reprezentaci Java trd CRCE do JAXB reprezentace, kterou je
nasledne mozne pomoc JAXB mapovat na XML format.
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cz.zcu.kiv.crce.rest.internal.rest.generated Balk obsahuje JAXB trdy
reprezentujc data, ktere je mozne prevadet do XML. Tyto trdy byli auto-
maticky vygenerovany z XML Schema souboru, ktery denuje format XML
popsany v sekci 6.1.2 na strane 53.
cz.zcu.kiv.crce.rest.internal.rest.structures Balk obsahujc pomocne
struktury, ktere jsou vyuzity v ostatnch balcch.
cz.zcu.kiv.crce.rest.internal.rest.xml Balk obsahujc implementaci roz-
hran REST API metod vyuzvajc pro prenos XML format.
Implementace metod
Obrazek 6.1: CRCE REST modul - architektura metod REST API
Kazda REST API metoda tedy ma sve rozhran a nasledne i imple-
mentaci. Implementace REST API metod v balku cz.zcu.kiv.crce.rest.inter-
nal.rest.xml jsou vzdy potomky trdy ResourceParent, ktera jim predava
spolecne metody. Ukazka teto architekturu pro dve vybrane REST API
metody je na obrazku 6.1. Zde je ukazano, jak metody implementuj sve
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rozhran a ded od predka ResourceParent. Trda ResourceParent jim ve
skutecnosti poskytuje vce metod, nez zde zobrazene 2 ukazkove metody
(prevod JAXB reprezentace do XML a vyhledavan komponent v ulozisti
podle ltru).
URI - vysledna URI jednotlivych REST API metod je slozena ze jmena
stroje kde CRCE bez, portu na kterem je pusteny prslusny webovy server a
prpony rest/ pred vsemi URI metod, jak byly navrzeny v sekci 6.2 na strane
55. Prkladem budiz URI metody pro zskan metadat vsech komponent v




Predpokladanym rozsrenm modulu do budoucna je predevsm implementace
zbylych navrzenych REST API metod. Tyto metody umozn klientum vets
komfort pri pouzvan uloziste.
Modul je tez pripraven o rozsren poctu podporovanych formatu pro
prenos dat. I kdyz format XML pln veskere potreby CRCE a umoznuje kom-
patibilitu s OSGi Repository Service XML formatem, je mozne, ze budouc
naroky na provoz budou vyzadovat zmensen velikosti prenasenych zprav. V
tom prpade by bylo vhodne, doplnit pro prenos i podporu formatu JSON.
6.6 Overen funkcnosti
Po implementaci REST API modulu probehlo nutne overen funkcnosti jed-
notlivych metod.
Jednoduche je overen metod funkcnosti GET metod. U nich stac zadat
URI do prohlzece. Pomoc tohoto zpusoby byla overena funkcnost vsech
implementovanych GET REST API metod.
Pro overen POST metod je nutne vyuzt nektereho klienta. Klienta pro
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CRCE vytvar v soucasnosti David Svamberk v soubezne diplomove praci. V
dobe psan tohoto textu vsak ocialn klient nen hotovy. Proto bylo overen
uskutecneno pomoc jednoducheho jednouceloveho klienta, ktery umoznuje
sestaven pozadovaneho dotazu a zobraz odpoved'. Pro leps moznost overen
funkcnosti jsou v soucasne dobe vytvareny automaticke testy, ktere budou
funkcnost REST API metod kontrolovat.
Overen POST metod lze rovnez provest pomoc univerzalnho REST
klienta, kterym je rozsren pro Mozzila Firefox Poster. Tohoto klienta lze
stahnout z nasledujc adresy:
https://addons.mozilla.org/en-US/firefox/addon/poster/
Ukazku pouzit REST API metod a odpoved na ne najdete v prloze B
na strane 87.
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kompatibilite
Vytvaren informac o kompatibilite v ulozisti CRCE probha pomoc jiz e-
xistujcch nastroju OBCC (OSGi Bundle Compatibility Checking).
Zakladem OBCC je OSGi Bundle Compatibility Checker (nastroj pro
kontrolu kompatibility), ktery zkouma, zda je bezpecne mozne nahradit kom-
ponentu jinou (novejs verz). Pri nahrazovan by se mohlo stat, ze poskyto-
vatel nektere sluzby zmen svoje rozhran, na coz nebude pripraven uzivatel
sluzby. Tm by se system mohl dostat do nefunkcnho stavu.
Dalsm nastrojem OBCC OSGi Version Generator, ktery umoznuje auto-
maticke urcen verze komponenty. Nastroj zjist rozsah zmen oproti predchoz
verzi (zda se menilo nektere vnejs rozhran nebo jsou zmeny jen vnitrn) a
podle toho urc nove cslo verze.
Soucast teto diplomove prace bylo zprovoznen modulu, ktery urcuje verzi
u komponent vkladanych do uloziste.
7.1 Versioning Action Handler
Version Action Handler je CRCE modul, ktery ma na starost urcen verze
vkladane komponenty. Je umsten v adresari crce-handler-versioning. Ma na
starost urcen verze komponenty, ktera je vkladana do repositare. K tomu
mu slouz dve implementace rozhran ActionHandler :
 IncreaseVersionActionHandler - inkrementace verze
 VersioningActionHandler - urcen verze
Rozhran ActionHandler z CRCE Plugin API slouz k realizaci pluginu, ktere
zareaguj na nekterou akci z zivotnho cyklu komponenty v ulozisti. Tyto
pluginy se mohou naprklad spustit vzdy pred tm, nez je komponenta vlozena
do trvaleho uloziste Store. Obe implementace rozhran ActionHandler budou
popsany v nasledujcch sekcch.
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7.1.1 Prerekvizity modulu
Modul vyuzva casti projektu CRCE, ktery zase vyuzva projektu JACC
(Java Class Comparator - nastroj pro porovnavan Java trd). Pro spusten
modulu mus byt tyto zavislosti splneny.
Jelikoz v soucasnosti nejsou projekty OBCC a JACC dostupne v zadnem
Maven repositari, mus pred spustenm dojt k jejich sestaven ze zdrojovych
kodu do lokalnho Maven repositare. Je treba si tedy stahnout pomoc SVN





Projekty je nutno v uvedenem porad postupne sestavit pomoc prkazu
maven install spustenem vzdy v korenovem adresari projektu (kde je umsten
soubor pom.xml).
7.1.2 IncreaseVersionActionHandler
Tato implementace rozhran ActionHandler slouz k upraven verze u arte-
faktu, ktery je vkladan do uloziste, ve kterem jiz existuje artefakt se ste-
jnym jmenem a verz. Pokud tato situace nastane, je pripojena na konec
kvalikatoru verze vkladaneho artefaktu prpona 2. V prpade, ze jiz exis-
tuje artefakt se stejnym jmenem i verz i s touto prponou, je prpona pos-
tupne zvysovana, dokud nema artefakt unikatn verzi mezi artefakty stejneho
jmena. Tato funkce tedy umoznuje, aby byl do uloziste znovu vkladan stejny
artefakt.
IncreaseVersionActionHandler je spousten pro obe uloziste (Store i Buer),
vzdy kdyz je nejaky artefakt vkladan do prslusneho uloziste. Pokud tedy pri
vkladan artefaktu se jmenem exempleArt a verz 1.0.0 do uloziste Buer jiz
v ulozisti artefakt s prslusnym jmenem a verz existuje, je verze zmenena na
(1.0.0 2 - predpokladejme, ze nyn je v ulozisti Buer v ramci artefaktu se
stejnym jmenem verze unikatn). Pri naslednem vkladan do trvaleho uloziste
Store vsak muze nastat konikt jmena a verze znovu a verze artefaktu muze
byt zmenena naprklad na 1.0.0 4.
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7.1.3 VersioningActionHandler
Tento nastroj se poprve aktivuje pred vlozenm artefaktu do docasneho uloziste
Buer, kdy uloz puvodn jmeno a verzi artefaktu do jeho metadat. Pred
vlozenm do staleho uloziste Store pak nastroj provede urcen verze kompo-
nenty na zaklade rozdlu od zakladn komponenty. Zakladn komponentou je
komponenta se stejnym jmenem, ktera je jiz ulozena v ulozisti (pokud zadna
takova neexistuje, urcen verze nen provedeno). Pokud je v ulozisti vce kom-
ponent se stejnym jmenem, je zvolena ta z nejvyss verz jako zakladn.
Nastroj Version generator urc verzi na zaklade zmen od zakladn kom-
ponenty. Pri urcen verze jsou dodrzovana pravidla OSGi SemanticVersion-
ing [7], kde je verze rozdelena na casti major(hlavn), minor(vedlejs), mi-
cro(mikro) a qualier(kvalikator). Zapis verze vypada nasledovne:
version ::= <major> [ `.' <minor> [ `.' <micro> [ `.' <qualifier> ]]]
Jednotlive casti odpovdaj nasledujcm zmenam:
 major - balky s odlisnou hlavn (major) verz, jsou z hlediska poskyto-
vatele i uzivatele nekompatibiln
 minor - API uzivatele (consumer) je kompatibiln s komponentami,
ktere exportuj sluzbu s stejnou major verzi a stejnou nebo vyss minor
verzi. API poskytovatele (provider) je kompatibiln s komponentami,
ktere maj stejnou major i micro verzi. Naprklad verze 1.2 je zpetne
kompatibiln s verz 1.1 pro uzivatele, ale nekompatibiln pro poskyto-
vatele.
 micro - Rozdl v micro casti verze nesignalizuje zadne problemy se zpet-
nou kompatibilitou. Pouzva se k oprave chyb nebo pro vnitrn zmeny,
ktere nepostihuj API.
 qualier - Rozdl v qualier casti verze nesignalizuje zadne problemy se
zpetnou kompatibilitou. Obvykle se pouzva u stejnych balku, ktere se
lis naprklad jen jinou casovou znamkou sestaven.
Realizace - Realizace urcen verze probehla za pomoci jez existujcho
nastroje Version Generator z OBCC. Po spusten VersioningActionHandler je
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nejprve zkontrolovano, zda jiz nebyla verze komponenty urcovana (o cemz e-
xistuje zapis v metadatech komponenty). Pokud verze jeste nebyla urcovana,
je vyhledana zakladn komponenta a pokud tato komponenta existuje, je
provedeno volan sluzby, kterou poskytuje Version Generator.
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8 Zaver
Hlavnm clem prace bylo vytvoren rozsren uloziste CRCE, ktere umozn
interakci uloziste s jeho klienty. Toto rozsren melo umoznit zskavan arte-
faktu z uloziste a zskavan metadat o artefaktech v ulozisti, vcetne metadat
kontrol kompatibility komponent.
V teoreticke casti prace jsem se seznamil s ulozisti komponent vcetne
CRCE. Pote jsem zjist'oval moznosti realizace komunikace uloziste s jeho
klienty. Pro uskutecnen vzdaleneho prstupu bylo zvoleno vytvoren REST
API. Jeho vyhodou je vyuzvan protokolu HTTP, coz umoznuje ovladan
uloziste prostrednictvm webu. Jako klienta je mozne pro zakladn metody
(vyuzvajc HTTP metodu GET) pouzt jakykoliv webovy prohlzec. Pata
kapitola teto diplomove prace se pomerne rozsahle venuje REST stylu ar-
chitektury a poskytuje navod pro navrh RESTful API.
Scenare pro komunikaci uloziste CRCE s klienty mi poskytl zadavatel
prace Premek Brada. Na zaklade techto scenaru a nastudovane literatury
jsem vytvoril navrh REST API pro CRCE. Dulezite metody navrzeneho
REST API jsem pote implementoval v nove vytvorenem REST modulu pro
CRCE. Jelikoz klient, ktery byl vytvaren v ramci soubezne diplomove prace
nebyl dokoncen vcas, byla funkcnost tohoto uloziste otestovana pomoc pro-
hlzece a univerzalnho REST klienta Poster. Nasledne jsem zprovoznoval
dals CRCE modul, ktery provad automaticke urcovan verz komponent
pomoc nastroje OBCC.
Prestoze se cl teto prace v prubehu trochu vzdalil puvodnmu zadan,
prace alespon castecne pln vsechny body zadan. V ramci prace nakonec
nebylo uskutecneno doplnen weboveho rozhran uloziste o moznost rzen
kontrol kompatibility komponent. Podle informac od zadavatele prace bude v




CRCE - Component Repository supporting Compatibility Evaluation
OBCC - OSGi Bundle Compatibility Checking
OBR - OSGi Bundle Repository
REST - Representational State Transfer
HTTP - Hypertext Transfer Protocol
URI - Uniform resource identier
XML - Extensible Markup Language
CORBA - Common Object Request Broker Architecture
RPC - Remote procedure call
RMI - Remote method invocation
JVM - Java Virtual Machine
SOAP - Simple Object Access Protocol
XSD - XML Schema Denition
SMTP - Simple Mail Transfer Protocol
RFC - Request for Comments
MIME - Multipurpose Internet Mail Extensions
JSON - JavaScript Object Notation
API - Application programming interface
JAXB - Java Architecture for XML Binding
JaCC - Java Class Comparator
SOA - Service Oriented Architecture
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Prloha A - XML format
metadat
Tato prloha obsahuje ukazku metadat komponent v XML formatu. Tento
format je pouzit k vymene zprav pomoc REST API. Format XML je stale
ve vyvoji, REST API v soucasnosti pouzva jeden jeho stav. Predpoklada se,
ze se bude pri dalsm vyvoji uloziste jeste menit. Pro denici formatu jsem











<!-- It is non-deterministic, per W3C XML Schema 1.0:
http://www.w3.org/TR/xmlschema-1/#cos-nonambig
to use name space="##any" below. -->














An indication of when the repository was last changed. Client's can
check if a
















<element name="requirement" type="crce:Trequirement" minOccurs="0"
maxOccurs="unbounded"/>
<element name="capability" type="crce:Tcapability" minOccurs="1"
maxOccurs="unbounded"/>
<element name="property" type="crce:Tproperty" minOccurs="0"
maxOccurs="unbounded"/>
<!-- It is non-deterministic, per W3C XML Schema 1.0:
http://www.w3.org/TR/xmlschema-1/#cos-nonambig
to use name space="##any" below. -->
<any namespace="##other" processContents="lax" minOccurs="0"
maxOccurs="unbounded"/>
</sequence>
<attribute name="id" type="string" form="qualified">
<annotation>
<documentation xml:lang="en">








A named set of type attributes and directives. A capability can be









<!-- It is non-deterministic, per W3C XML Schema 1.0:
http://www.w3.org/TR/xmlschema-1/#cos-nonambig
to use name space="##any" below. -->






Name space of the capability. Only requirements with the




















<!-- It is non-deterministic, per W3C XML Schema 1.0:
http://www.w3.org/TR/xmlschema-1/#cos-nonambig
to use name space="##any" below. -->






Name space of the requirement. Only capabilities within the



















<!-- It is non-deterministic, per W3C XML Schema 1.0:
http://www.w3.org/TR/xmlschema-1/#cos-nonambig
to use name space="##any" below. -->
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<documentation xml:lang="en">
A named value with an optional type that decorates








































A named value of type string that instructs a resolver

















The value of the directive.
82








































Nasledujc ukazka obsahuje predpokladana plna data o jedne kompo-
nente. Je to ukazka, jak by format mohl vypadat, az bude jeho vyvoj dokoncen.
Vytvorena byla zadavatelem prace Premkem Bradou:
<repository name='CRCE Repository' increment='13582741' xmlns="TBD-CRCE-METADATA-XSD-URI">
<resource crce:id='obcc-parking-example.gate-2.0.0' >
<!-- this is the primary identification of the resource in CRCE -->
<capability namespace='crce.identity'>
<attribute name="name" value="obcc-parking-example.gate-2.0.0" />
<attribute name="resource.type" value="osgi" />
<link rel="detail" type="capability" name="osgi.identity" />
<attribute name="provider" value="cz.zcu.kiv" />
<attribute name="version.original" type="Version" value="2.0.0.build-3622" />
<!-- CRCE classification put here as they can be resolved-against -->
<attribute name="crce.categories" value="initial-version,versioned,osgi"
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type="List<String>" />
<attribute name="crce.status" value="stored" />
<!-- buffer / stored / removed (or similar, according to lifecycle) -->
</capability>
<!-- component type-dependent information -->
<capability namespace='osgi.identity'>
<!-- 'name' attribute is used instead of OSGi R5 repetition of namespace -->
<!-- 'type' attribute denotes the language type name, e.g. Java class name;
is used by resolver to interpret the cap/req data,
only primitive types + typed collections are allowed for
capabilities/reqts (as in OSGi) -->
<!-- the 'name' and 'type' attribute names are "well known" -->
<attribute name="name" value="obcc.parking.gate" />
<attribute name="version" type="Version" value="2.0.0.build-3622" />
</capability>
<capability namespace='osgi.content'> <!-- (from original CRCE "capability: file")
<attribute name="hash" value="---the-SHA-256-hex-encoded-digest--" />
<!-- name='osgi.content' for OBR -->
<attribute name="url"
value="http://crce.kiv.zcu.cz/cz/zcu/kiv/obcc/parking/gate/2.0.0" />
<attribute name="size" type="Long" value="12345" /><!-- in bytes -->
<attribute name="mime" value="application/vnd.osgi.bundle" />





<attribute name='name' value='cz.zcu.kiv.obcc.parking.gate.stats' />
<attribute name='version' type='Version' value='2.0.0' />
<directive name='uses' value='cz.zcu.kiv.obcc.parking.gate.base' />
</capability>
<!-- how component-wide extra functional properties
according to EFFCC schema are declared -->
<capability namespace='effcc.efp'>
<attribute name='name' value='GR.memory.allocation' />
<attribute name='value' value='LR.desktop.low' type="cz.zcu.kiv.effcc.types.Long" />
</capability>
<!-- recursive capability declaration for hierarchical structures -->
<capability namespace='osgi.runtime.service'>
<attribute name='name' value='base-stats-1' />
<attribute name='type' value='cz.zcu.kiv.obcc.parking.gate.stats.BaseStatistics' />
<capability namespace='effcc.efp' >
<attribute name='name' value='GR.throughput.cars' />
<attribute name='value' value="=LR.carpark.high" type="cz.zcu.kiv.effcc.types.Int" />
</capability>
<capability namespace='effcc.efp' >
<attribute name='name' value="GR.throughput.trucks" />
<attribute name='value' value="LR.carpark.low" type="cz.zcu.kiv.effcc.types.Int" />
</capability>
</capability>
<!-- requirements ie dependencies of the current resource -->
<requirement namespace='osgi.wiring.package'>
<attribute name='name' value='cz.zcu.kiv.obcc.example.carpark.arrivals' />
<attribute name='version' value='1.0.0' op='greater-than' />
<!-- ^^^ "op"s are: greater-than, less-than, greater-equal,
less-equal, equal, not-equal -->
<!-- the OSGi representation of the above via LDAP filter,
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<!-- referencing hierarchical structures, declared by recursive capability elements -->
<requirement namespace='xyz.service'>
<attribute name='xyz.service' value='bundleA::cz.zcu....stats::svc1' />
<!-- unambiguous -->
<attribute name='xyz.service' value='svcXyz' /> <!-- ambiguous, more candidates -->
<!-- override of default 'and'-ing of attributes in the requirement -->
<directive name='operator' value='or' />
</requirement>
<!-- requirements with attribute filters (keeping attributes as first-class citizens) -->
<requirement namespace='osgi.wiring.package'>
<attribute name='name' value="cz.zcu.kiv.obcc.example.carpark.arrivals" />
<crce:filter op='or'>
<!-- this filter says "version in <1.0.0, 2.0.0) or equal to 0.2.1" -->
<crce:filter op='and'>
<attribute name='version' value='1.0.0' crce:op='greater-equal'/>
<attribute name='version' value='2.0.0' crce:op='less-than'/>
</crce:filter>
<attribute name='version' value='0.2.1' /> <!-- default 'op' is "equal" -->
</crce:filter>
</requirement>
<!-- nested requirements, i.e. we want a given component
which has 1.2.13 version and contains a given bean -->
<requirement namespace='sofa.component'>
<attribute name='name' value="daoComponent" />
<crce:filter> <!-- op='and' by default -->
<attribute name='version' value='1.2.13.build1299' />
<requirement namespace='sofa.component.bean'>




<!-- descriptive properties -->
<property namespace='crce.description'>
<attribute name="crce.description"
value="An example bundle from the Parking Place app." />
</property>
<!-- results modeled as crce properties referencing the related capabilities/requirements,
which corresponds to the Results meta-model -->
<property namespace='crce.result'>
<attribute name="name" value="obcc-parking--2.0.0--loadtest" />
<!-- refers to crce.identity -->
<attribute name="uri" value=
"http://crce.kiv.zcu.cz/rest/obcc-parking--2.0.0--loadtest.log" type="java.net.Url" />
<!-- CRCE properties allow structured types, unlike caps/reqts -->
<attribute name="creator" value="cz.zcu.kiv.crce.plugin.simco.runner" />
<attribute name="creator-version" value="1.5.0" />
<link rel="reason" type="capability" name="1.memory.allocation" />
<link rel="reason" type="capability" name="base-stats-1::GR.throughput.cars" />
<!-- references sub-capability -->
</property>
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<property namespace="crce.compatibility" >
<attribute name="predecessor-version" value="1.2.6" />
<!-- below, 'base' refers to osgi.identity:version / crce.identity:version capability
of the resource with the same osgi.identity / crce.identity value;
the difference/diff 'value' is computed as the change from
that base to the current resource -->
<crce:difference base="1.2.6" contract="extra-func" syntax="EFFCC" value="SPEC" />
<!-- TODO supply detailed diff example for EFFCC -->
<crce:difference base="1.2.6" contract="signature" syntax="java" value="MUT" >
<crce:result>
<attribute name="name" value="obcc-parking--1.2.6-vs-2.0.0--diff" />
<!-- refers to crce.identity -->
<attribute name="uri" value=
"http://crce.kiv.zcu.cz/data/results/obcc-parking--1.2.6-vs-2.0.0--diff.log" />
<attribute name="creator" value="cz.zcu.kiv.crce.plugin.obcc.crce-comparator" />
<attribute name="creator-version" value="1.0.1" />
</crce:result>
<!-- the generic tree structure of 'diff's is used because
it fits any contract syntax comparison result.
"capability"/"requirement" references the given element on the resource "surface".





<attribute name='version' value='2.6.0' />
<!-- if we need to reference a concrete variant of the capability -->
<crce:diff part="class" name="SomeClass" value="GEN">








<crce:difference base="1.2.0" contract="signature" syntax="java" value="SPEC" >
<crce:diff part="osgi.wiring.package" name="cz.zcu.kiv.obcc.parking.gate.stats"
type="capability" value="SPEC" >
<crce:diff part="class" name="OtherClass" value="SPEC">








Prloha B - Ukazka pouzit
REST modulu CRCE
Tato prloha obsahuje ukazky pouzit REST modulu CRCE. V ulozisti bylo
v dobe pouzvan 5 komponent.
Get Metadata
Prvn pouzit metody zskame zakladn OSGi identikace komponent v ulozisti.
Metoda se aktivuje GET http dotazem na URI:
http://localhost:8080/rest/metadata?cap=osgi.identity
Vysledkem je vracene XML:
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<capability namespace="osgi.identity">
<attribute name="name" value="ParkovisteOsgiParkoviste"/>










Kompletn metadata o jedne komponente vcetne URI pro jej stazen lze
zskat metodou s URI:
http://localhost:8080/rest/metadata/ParkovisteOsgiParkoviste-0.9.0
Vysledkem nasledne je:



































<attribute name="crce.categories" value="zip,osgi" type="List&lt;String&gt;"/>
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Metodu pro nahrazen komponenty lze aktivovat naprklad prkazem:
http://localhost:8080/rest/replace-bundle?id=ParkovisteOsgiParkoviste-1.0.0.1&op=highest
V tomto prpade zadame o nahrazen komponenty se jmenem
ParkovisteOsgiParkoviste a verz 1.0.0.1 komponentou s nejvyss dostupnou
verz. Vysledkem je XML s metadaty teto komponenty:
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<capability namespace="crce.identity">
<attribute name="name" value="ParkovisteOsgiParkoviste-2.0.1.1"/>










Metodu otestujeme odeslanm zadosti HTTP metodou POST na adresu:
http://localhost:8080/rest/other_bundles_metadata
Zadost obsahuje XML:




Odpoved je XML, ktere ukazuje rozdl uloziste oproti stavu uloziste uve-
deneho v zadosti:























Prloha B - Ukazka pouzit REST modulu CRCE





























































































































<attribute name="version" value="2.0.1.1" type="Version"/>
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Metodu otestujeme odeslanm zadosti HTTP metodou POST na adresu:
http://localhost:8080/rest/provider-of-capability
Zadost obsahuje XML:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<requirement namespace='osgi.wiring.package'>
<attribute name='name' value='cz.zcu.kiv.cosi.parkoviste.parkoviste' />




Odpoved je XML, ktere obsahuje metadata komponent, ktere nabz
schopnost:







<attribute name="version" value="1.2.0" op="greater-equal"/>
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<attribute name="version" value="1.2.0" op="greater-equal"/>
</requirement>
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<attribute name="version" value="0.0.0" type="Version"/>
</capability>
</resource>
</ns2:repository>
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