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Abstract
From the Weyl–Heisenberg (WH) density theorem, it follows that a WH-frame (gmα,nβ)m,n∈Z for L2(R) has a
unique WH-dual if and only if αβ = 1. However, the same argument does not apply to the subspace WH-frame
case and it is not clear how to use standard methods of Fourier analysis to deal with this situation. In this paper, we
apply operator algebra theory to obtain a very simple necessary and sufficient condition for a given frame (induced
by a projective unitary representation of a discrete group) to admit a unique dual (induced by the same system).
As a special case, we obtain a characterization for the subspace WH-frames that have unique WH-duals (within
the subspace). Using this characterization and the Zak transform, we are able to prove that if (gmα,nβ)m,n∈Z is a
WH-frame for a subspace M of L2(R), then, (i) (gmα,nβ)m,n∈Z has a unique WH-dual in M when αβ is an integer;
(ii) if αβ is irrational, then (gmα,nβ)m,n∈Z has a unique WH-dual in M if and only if (gmα,nβ)m,n∈Z is a Riesz
sequence; (iii) if αβ < 1, then the WH-dual for (gmα,nβ)m,n∈Z in M is not unique.
 2004 Elsevier Inc. All rights reserved.
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1. Preliminaries and the main results
Gabor theory is concerned with expanding signals as linear combinations of elementary signals that
are obtained from a single (window) function by shifting it in time and frequency over certain lattices.
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J.-P. Gabardo, D. Han / Appl. Comput. Harmon. Anal. 17 (2004) 226–240 227More specifically, let g ∈ L2(R) be a fixed function and let α, β be fixed positive numbers. The family
(gmα,nβ) obtained by translating and modulating g,
gmα,nβ(x) = e2πimαxg(x − nβ), m,n ∈ Z,
is called a Weyl–Heisenberg family or a Gabor family. This family was first introduced by Gabor [13] in
1946, with the Gaussian window g and αβ = 1, for the purpose of constructing efficient, time–frequency
localized, nonredundant expansions of finite-energy signals. However, later it was observed that the
Gabor system with a Gaussian window function and αβ = 1 yields unstable expansions. To obtain stable
expansions, it is required that the Weyl–Heisenberg family forms a frame. Frames for a Hilbert space
were formally defined by Duffin and Schaeffer [10] (see also [29]) in 1952 to study some deep problems
in nonharmonic Fourier series: Let H be a separable Hilbert space. A family of vectors {xi}i∈N is called
a frame for H if there are two positive constants A and B such that
A‖x‖2 
∑
i∈N
∣∣〈x, xi〉∣∣2  B‖x‖2 (1.1)
holds for all x ∈ H . The two optimal constants in (1.1) are called the frame bounds. When A = B = 1,
the frame is called a normalized tight frame. A family {xi} is called Bessel if we only require the right-
hand inequality in (1.1) to hold. Let {xn}n∈N be a frame for H . A frame {x′n} for H is similar to {xn} if
there exist a bounded invertible operator T on H such that T xn = x′n for all n ∈ N. A Bessel sequence{yn} is called a dual for {xn} if
x =
∑
n∈N
〈x, yn〉xn (1.2)
holds for all x ∈ H . It is easy to check that {yn} is also a frame for H and that the sum (1.2) converges
unconditionally. A special dual can be associated with any frame {xn} in the following way: Let S denote
the frame operator, defined by
Sx =
∑
n∈N
〈x, xn〉xn, x ∈ H. (1.3)
Then, S is an invertible positive bounded linear operator and {S−1xn} is a dual of {xn}. This dual is
referred to as the standard dual of {xn}. Besides this standard dual, a frame which is not a Riesz basis
can have many other duals (these other duals are also called pseudo-duals by Li [23,24] or alternate dual
by Han and Larson [18]). However, if we are only interested in frames with a particular structure, it is
still possible that there is only one dual of the same kind even in the case where the frame is not a Riesz
basis. Here is a simple example: Let f be defined by f (x) = ∫ exp(2πixξ)χ[0,1/2)(ξ )dξ for each x ∈ R,
and let H be the closed subspace of L2(R) generated by the integer translates Tkf := f (x − k). Then
{Tkf : k ∈ Z} is a frame for H . It is not hard to check (by considering the Fourier transform of H ) that
there is a unique function h ∈ H such that {Tkh: k ∈ Z} is the dual of {Tkf : k ∈ Z}. Weyl–Heisenberg
subspace frames have been recently studied by a number of researchers (cf. [4,5,15]). The main purpose
of this paper is to investigate this kind of unique dual property for Weyl–Heisenberg subspace frames
(we refer to [7] for a discussion on the uniqueness of wavelet dual frames).
To state our main results, we need a few more notations and definitions. The translation and
modulation operators are the unitary operators acting on L2(R) defined by
Tβf (x) = f (x − β), β ∈ R,
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(Eαf )(x) = e2πiαxf (x), α ∈ R,
for all f ∈ L2(R). The collection Uα,β := {Emα T nβ : n,m ∈ Z} of unitary operators is called a Gabor
or Weyl–Heisenberg unitary system with parameters α, β. We write gmα,nβ = Emα T nβ g and (g,α,β) ={gmα,nβ : m,n ∈ Z}.
The well-known density result (cf. [1,9,25]) for Weyl–Heisenberg frames states that if αβ > 1, then,
for any g ∈ L2(R), the family (g,α,β) is not a frame for L2(R), and, in fact, it is not even complete in
L2(R). Also, if αβ = 1, this family is a frame if and only if it is a Riesz basis for L2(R). If (g,α,β) is a
frame for L2(R), then (g,α,β) is called a WH-frame for L2(R). In the case that (g,α,β) is just a frame
for the closed subspace span{gmα,nβ}, then (g,α,β) is called a subspace WH-frame. We also say that g
is a (α,β)-Bessel atom if (g,α,β) is Bessel.
Let (g,α,β) be a subspace WH-frame for M . If there exists h ∈ M such that (h,α,β) is a dual for
(g,α,β), then (h,α,β) is called a WH-dual of (g,α,β) in M . One of our main objectives of this paper
is to characterize when a subspace WH-frame (g,α,β) has the unique WH-dual property, i.e., when it
has a unique WH-dual in M . Let S be defined as in (1.3), where {xn} is replaced by {gmα,nβ} and H by
the closed linear span of {gmα,nβ}. Then it is easy to check that S commutes with both Tβ and Eα . Thus,
(S−1g,α,β) is a dual of (g,α,β), which is called the standard WH-dual (cf. [2–4,11,12,15,19–21,26]
and the references therein for recent developments on WH-frames and subspace WH-frames).
In the case when (g,α,β) is a WH-frame for the whole space L2(R) with αβ < 1, then, by using
the characterization of WH-dual pairs (cf. [4]), it is not hard to see that (g,α,β) has many WH-duals.
However, the situation is different when the same problem is considered for subspace WH-frames. In
this paper we will develop an operator-theoretic method to characterize the frames induced by unitary
systems which are the images of projective unitary representations for a discrete group (see definition
below) and also admit a unique dual frame vector, and then apply that method to the subspace WH-frame
case. The following Theorem 1.1 is the complete characterization for a subspace WH-frame (g,α,β) to
have a unique WH-dual in span{gmα,nβ}. It seems hard to get these characterization (for WH-systems) by
using solely Fourier analysis methods, especially when αβ is irrational.
Theorem 1.1. Suppose that (g,α,β) is a normalized tight WH-frame for the subspace M = span{gmα,nβ}.
(i) Assume that αβ = p/q, where p, q are positive integers such that gcd(p, q) = 1. Then (g,α,β) has
a unique WH-dual in M if and only if
〈g, gmα,nβ〉 = 0 for all (m,n) /∈ qZ × qZ. (1.4)
(ii) Assume that αβ is irrational. Then, (g,α,β) has a unique WH-dual in M if and only if
〈g, gmα,nβ〉 = 0 for all (m,n) = (0,0). (1.5)
We note that, if (g,α,β) is a Riesz sequence, then it obviously has a unique WH-dual in M . However,
the converse fails in general. In fact, by using Theorem 1.1 and the Zak transform, we will prove:
Theorem 1.2. Let (g,α,β) be a frame for M = span{gmα,nβ} and g = 0.
(i) If αβ < 1, then (g,α,β) has more than one WH-dual in M .
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(iii) If αβ is irrational, then g has a unique WH-dual in M if and only if (g,α,β) is a Riesz basis for M .
Remark. (1) Theorem 1.2 tells us that, if a subspace WH-frame (g,α,β) has the unique dual property
and it is not a Riesz sequence, then αβ must be rational and larger than or equal to 1. Obviously, there
are many such subspace WH-frames. For instance, let g = χ[0,a) with a < 1. Then, (g,1,1) has a unique
WH-dual in M = span{gm,n} and it is not a Riesz sequence.
(2) If (g,α,β) is a Riesz sequence, then, by the Ron and Shen duality theorem [26], (g,1/β,1/α) is a
frame for L2(R), and, thus, αβ  1 by the density theorem we mentioned before. Therefore, part (i) and
part (iii) are not contradictory to each other.
We will prove Theorem 1.1 by considering the following more general setting: Frames induced by
projective unitary representations. Recall that a projective unitary representation π for a countable
discrete (not necessarily Abelian) group G is a mapping g → Ug from G into the set of unitary operators
on a Hilbert space H such that UgUh = µ(g,h)Ugh for all g,h ∈ G, where µ(g,h) belongs to the
circle group T (cf. [28]). For convenience, we will use the term group-like unitary system for a unitary
system U which is the image of a projective unitary representation for some discrete group and is also an
independent set (this independence condition can be removed when the projective unitary representation
becomes a unitary representation). Obviously, for such a system, we have
group(U) ⊂ TU := {λU : λ ∈ T, U ∈ U},
where group(U) denotes the group generated by U and T = {λ ∈ C: |λ| = 1}.
For a unitary system U , a vector ξ ∈ H is called a frame vector (respectively, normalized tight frame
vector or Bessel) for U if Uξ = {Uξ }U∈U is a frame (respectively, normalized tight frame or Bessel
family) for [Uξ ], the closed linear span of Uξ . When [Uξ ] = H , the frame vector is said to be complete.
In case that {Uξ : U ∈ U} is an orthonormal basis (respectively, Riesz basis) for H , ξ is said to be a
complete wandering vector (respectively, complete Riesz vector) for U . A Bessel vector ξ is called a dual
frame vector for η if Uξ is a dual for Uη. The following is the general characterization for a frame vector
associated with a group-like unitary system to have a unique dual frame vector.
Theorem 1.3. Assume that η is a complete normalized tight frame vector for a group-like unitary
system U . Then, η has a unique dual frame vector if and only if
〈η,Uη〉 = 0 for all U ∈ U \Ucomm,
where Ucomm = U ∩ U ′ = {U ∈ U : UV = VU for all V ∈ U}.
Proof of Theorem 1.1. Let Λ = {(mα,nβ): m,n ∈ Z} and let π(λ) = Emα T nβ for λ = (mα,nβ) ∈ Λ.
Then, U = Uα,β is a group-like unitary system. Moreover,
Ucomm =
{
π(λ): λ ∈ Λcomm
}
,
where Λcomm = Λ ∩ Λ◦ and Λ◦ is the adjoint lattice of Λ (cf. Def. 7.4.1 in [17]). It is well known that
Λ◦ = {(m/β,n/α): m,n ∈ Z}. Thus,
Λcomm =
{
qΛ, when αβ = p/q, gcd(p, q) = 1,
{(0,0)}, when αβ irrational.
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The rest of this paper will be organized as follows: We will prove Theorem 1.2 in the next section. In
Section 3, we will prove Theorem 1.3, and discuss some of its consequences. We also remark that the
main results of this paper were announced in the recent survey paper [16].
2. Proof of Theorem 1.2
We assume Theorem 1.1 in this section. In order to prove Theorem 1.2, we need to use the Zak trans-
form:
Definition. The Zak transform of a function f ∈ L2(R) is the function
(Zf )(t, ν) =
∑
k∈Z
f (t − k)e2πikν a.e. t, ν ∈ R,
where the right-hand side has to be interpreted in L2loc(R2)-sense.
The following are some basic properties of the Zak transform (cf. [21]) where f,h ∈ L2(R):
f (t) =
1∫
0
(Zf )(t, ν)dν a.e. t ∈ R, (2.1)
(Z(e2πixf ))(t, ν) = e2πit (Zf )(t, ν) a.e. (t, ν) ∈ R2, (2.2)(Z(f (x − 1)))= e−2πiν(Zf )(t, ν) a.e. (t, ν) ∈ R2, (2.3)
∞∫
−∞
f (t)h(t)dt =
1∫
0
1∫
0
(Zf )(t, ν)(Zh)(t, ν)dt dν. (2.4)
The Zak transform of a function is completely determined by its values in the unit square Q =
[0,1) × [0,1). Moreover, the Zak transform is, in fact, a unitary map of L2(R) onto L2(Q).
Let p and q be two positive integers such that gcd(p, q) = 1.
We are now ready for the proof of Theorem 1.2.
Proof of Theorem 1.2. Let (g,α,β) be a WH-frame for M := span{hmα,nβ} and let T :M → l2(Z × Z)
be defined by
Tf = (〈f,gmα,nβ〉)(m,n)∈Z2 .
Since T ∗T commutes with both Eα and Tβ , it follows from the spectral theorem for normal operators
(see [6]) that (T ∗T )−1/2 also commutes with these operators. Then, a simple calculation shows that,
if h = (T ∗T )−1/2g, then (h,α,β) is a normalized tight WH-frame for [Uα,βg] and (T ∗T )−1/2gmα,nβ =
hmα,nβ . It is also obvious that (g,α,β) has a unique WH-dual in M if and only if (h,α,β) has a unique
WH-dual in span{gmα,nβ}. Thus, we only need to prove Theorem 1.2 for the case when (g,α,β) is a
normalized tight WH-frame for M .
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a unique WH-dual in M in that case.
For (iii), let αβ be irrational. Then, the condition (1.5) in part (ii) of Theorem 1.1 holds if and only if
(g,α,β) is an orthogonal sequence. Thus, (iii) follows.
Now suppose that αβ = p/q < 1, where p,q > 0 are integers with gcd(p, q) = 1. Note that
Uα,β = W ∗U1,αβW , where W is a unitary operator on L2(R) defined by
(Wf )(s) = 1√
α
f
(
1
α
s
)
, f ∈ L2(R).
So we can assume that α = 1 and β = p/q. We argue by contradiction and suppose that (g,α,β)
has a unique WH-dual frame in [Uα,βg]. By Theorem 1.1(i), we have that 〈g,Emα T kβ g〉 = 0 for all
(m, k) /∈ qZ × qZ, or equivalently, that∫
R
e2πim1xg
(
x − (n1q + r1)p/q
)
e−2πim2xg
(
x − (n2q + r2)p/q
)
dx = 0
for all integers m1,m2, n1, n2, r1, r2 with 0 r1, r2  q − 1 whenever m2 −m1 does not belong to qZ or
r1 = r2. Applying the Zak transform and using the identities (2.2)–(2.4), we obtain thus that
1∫
0
1∫
0
e2πi(m1−m2)te−2πi(n1−n2)pν(Zg)(t − r1p/q, ν)(Zg)(t − r2p/q, ν)dν dt = 0
for each such set of integers. Introducing the matrix-valued function G(t, ν) (with range in the space of
q × p matrices) defined for (t, ν) ∈ R2 by
Gr,l(t, ν) = (Zg)(t − rp/q, ν + l/p), 0 r  q − 1, 0 l  p − 1,
we can rewrite the previous equality as
1∫
0
1/p∫
0
e2πimte−2πinpν
p−1∑
l=0
Gr1,l(t, ν)Gr2,l(t, ν)dν dt
=
1∫
0
1/p∫
0
e2πimte−2πinpν(GG∗)r1,r2(t, ν)dν dt = 0 (2.5)
for all integers m,n, r1, r2 with 0  r1, r2  q − 1, whenever m /∈ qZ or r1 = r2. If r1 = r2, it follows
easily from (2.5) that
(GG∗)r1,r2 = 0 (2.6)
almost everywhere on [0,1) × [0,1/p). On the other hand, if r1 = r2, it follows from (2.5) that, for
m /∈ qZ and 0 r1  q − 1,
1/p∫
e−2πinpν
{ 1∫
e2πimt (GG∗)r1,r1(t, ν)dt
}
dν = 0, n ∈ Z.0 0
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1∫
0
e2πimt (GG∗)r1,r1(t, ν)dt = 0, m /∈ qZ
for a.e. ν ∈ [0,1/p) or, as it can be easily seen, to the fact that
(GG∗)r1,r1(t + 1/q, ν) = (GG∗)r1,r1(t, ν)
for a.e. (t, ν) ∈ [0,1 − 1/q) × [0,1/p). Now, since
(Zf )(t + 1, ν) = e2πiν(Zf )(t, ν), f ∈ L2(R)
it follows easily that
(GG∗)(t, ν) = (GG∗)(t + 1, ν), (t, ν) ∈ R2.
We conclude, therefore, that
(GG∗)r1,r1(t + 1/q, ν) = (GG∗)r1,r1(t, ν)
for a.e. (t, ν) ∈ R2 and, in particular,
(GG∗)r1,r1(t, ν) = (GG∗)r2,r2(t, ν), 0 r1, r2  q − 1
for a.e. (t, ν) ∈ R2. This fact together with (2.6) shows the existence of a measurable function w(t, ν) 0
such that
(GG∗)(t, ν) = w(t, ν)I, (2.7)
where I denotes the q × q identity matrix. If p < q, the rank of GG∗, which is the same as that of G,
is at most p and, thus, (2.7) cannot hold unless w = 0 a.e., which in turn implies that g = 0. Therefore,
(i) holds for the rational case.
Finally, we need to verify (i) for the irrational case. As we mentioned at the beginning of the proof,
we only need to consider the case where (g,α,β) is a normalized tight frame for M . Since αβ < 1, it
follows that, if h = √αχ[0,β), then (h,α,β) is a normalized tight WH-frame for L2(R). Hence,
‖g‖2 =
∑
m,n∈Z
∣∣〈g,hmα,nβ〉∣∣2 = ∑
m,n∈Z
∣∣〈g−mα,−nβ, h〉∣∣2 = ‖Ph‖2  ‖h‖2 = αβ < 1,
where P is the orthogonal projection from L2(R) onto span{gmα,nβ}. Thus, it follows that {gmα,nβ} cannot
be an orthonormal sequence. Hence, by (iii), {gmα,nβ} has more than one WH-dual. 
3. Proof of Theorem 1.3
We need to introduce some more notations. Given a group-like unitary system U , we will denote by
l2(U) the Hilbert space of square-summable sequences indexed by U and by BU the set of all the Bessel
vectors for U . It is clear that BU is invariant under the commutant U ′ = {T ∈ B(H): TU = UT , U ∈ U},
i.e., T x ∈ BU if x ∈ BU and T ∈ U ′.
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Txy =
∑
U∈U
〈y,Ux〉χU ,
for all y ∈ H such that {〈y,Ux〉}U∈U is in l2(U), where χU denotes the element in l2(U) which takes
value 1 at U and 0 everywhere else. Clearly, x ∈ BU if and only if Tx is a bounded linear operator from
H into l2(U).
In general, if BU is dense in H , then Tx is a densely defined and closed operator for each x ∈ H . Two
Bessel vectors ξ and η are said to be strongly disjoint (cf. [18]) if Range(Tξ ) is orthogonal to Range(Tη).
If ξ1 is a dual frame vector for η, then it is obvious that a Bessel vector ξ2 is a dual frame vector for η
if and only if ξ1 − ξ2 is strongly disjoint with η. So, studying the dual frame vectors for a given frame
vector η is equivalent to investigating all the Bessel vectors that are strongly disjoint with η.
A von Neumann algebra M is a *-subalgebra of B(H) such that I ∈M and M is closed in the weak
operator (or strong operator) topology. By the double commutant theorem, a *-subalgebra M of B(H) is
a von Neumann algebra if and only if M=M′′, where M′ is the commutant of M. If M∩M′ = CI ,
then M is called a factor. A von Neumann algebra is said to be finite if every isometry in the algebra is
unitary. Two projections P and Q in a von Neumann algebra M are said to be equivalent if there is an
operator T ∈M such that T T ∗ = P and T ∗T = Q. So M is finite if there is no proper subprojection
of I in M which is equivalent to I . We refer to [22] for more information about the von Neumann
algebra theory. For a subset X of H and a subset A of B(H), we use [X] and w∗(A) to denote the closed
subspace generated by X and the von Neumann algebra generated by A, respectively.
Let U be a group-like unitary system on H . By definition, there exists a function (which is associated
with the multiplier of the corresponding projective unitary representation) f : group(U) → T and a
mapping σ : group(U) → U such that W = f (W)σ (W) for all W ∈ group(U). To see that f and σ
are well defined, let W = λ1U1 = λ2U2 with U1,U2 ∈ U and λ1, λ2 ∈ T. Then, U1 = U2 and λ1 = λ2
since U is an independent set (by the definition of group-like unitary systems). Hence both f and σ are
well defined. Using this we can define the left (respectively, right) regular representation as in the group
case.
Let {χU : U ∈ U} be the standard orthonormal basis for l2(U), i.e., χU(V ) = 0 when U = V , and
χU(V ) = 1 when U = V . For each fixed U ∈ U , we define LU ∈ B(l2(U)) by the formula
LUχV = f (UV )χσ(UV ), V ∈ U .
Then, L is a unitary representation of U onto l2(U) with the properties that LULV = f (UV )Lσ(UV ) and
L−1U = f (U−1)Lσ(U−1) for all U,V ∈ U . In the group case, this is exactly the left regular representation
for the group. Thus, we also call L the left regular representation for the group-like unitary system U .
For the right regular representation of U , we define Ru by
RUχV = f
(
VU−1
)
χσ(VU−1), V ∈ U .
In what follows we always use M to denote the von Neumann algebra generated by {LU : U ∈ U}. As
in the group case, the commutant M′ is exactly the von Neumann algebra generated by the right regular
representation (cf. [14]). There is a natural conjugate linear isomorphism (which can be found in any
standard operator algebra text book) π from M onto M′ defined by
π(A)BχI = BA∗χI , A,B ∈M. (3.1)
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orthogonal projection P in M′, we use L|P to denote the subrepresentation of L restricted to the range
of P .
Lemma 3.1 [14,15]. Let U be a group-like unitary system on H .
(i) If η is a complete normalized tight frame vector for U , then Tη induces a unitary equivalence between
U and L|P in the sense that TηUT ∗η = LU |P , where P is the projection from l2(U) onto Range(Tη).
Moreover Tηη = PχI .
(ii) If ξ ∈ BU , then there is a vector η ∈ [Uξ ] such that Uη is a normalized tight frame for [Uξ ].
The following is a parametrization for the set of all Bessel vectors by operators in the von Neumann
algebra generated by U .
Proposition 3.2. Let U be a group-like unitary system on H such that η is a complete normalized tight
frame vector for U . Then,
BU =
{
Aη: A ∈ w∗(U)}.
Proof. By Lemma 3.1, we can assume that U = {LU |P : U ∈ U} and η = PχI , where P is an
orthogonal projection in M′. Let π be the conjugate linear isomorphism from M onto M′ defined
before Lemma 3.1.
First assume that A ∈ w∗(U). Then, A = PT P for some T ∈M. Thus, Aη = PT Pη = PT η = PT χI
since T commutes with P , and so∑
U∈U
∣∣〈x,LUAη〉∣∣2 = ∑
U∈U
∣∣〈x,LUPT χI 〉∣∣2 = ∑
U∈U
∣∣〈x,PLUπ(T ∗)χI 〉∣∣2 = ∑
U∈U
∣∣〈x,Pπ(T ∗)LUχI 〉∣∣2
=
∑
U∈U
∣∣〈π(T )Px,LUχI 〉∣∣2 = ∥∥π(T )Px∥∥2  ‖T ‖2‖x‖2.
Therefore, Aη is Bessel for U .
Conversely, let ξ ∈ Range(P ) be a Bessel vector for U . Then, T χU = LUξ (U ∈ U) defines a bounded
linear operator T inM′. In particular, T χI = ξ . Let A = Pπ−1(T ∗)P ∈ w∗(U). Note that π−1(T ∗) ∈M
and, by (3. 1), π−1(T ∗)χI = π(π−1(T ))χI = T χI . Thus, we have
Aη = Pπ−1(T ∗)Pη = Pπ−1(T ∗)PχI = Pπ−1(T ∗)χI = PT χI = Pξ = ξ.
Hence BU = {Aη: A ∈ W ∗(U)}. 
Corollary 3.3. Let U be a group-like unitary system on H . Then,
(i) BU is invariant under both w∗(U) and U ′;
(ii) If M is an invariant subspace either for U or for U ′, then BU ∩ M = PMBU , where PM is the
orthogonal projection onto M .
Proof. (ii) follows from (i). For (i), let ξ ∈ BU and η ∈ [Uξ ] such that Uη is a normalized tight frame for
[Uξ ] (by Lemma 3.1(ii)). Thus, by Proposition 3.2, there is A ∈ w∗(U |Q) such that Aη = ξ , where Q is
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any T ∈ w∗(U), QTQ ∈ w∗(U |Q) and
T ξ = TQξ = QTQξ = QTQAη.
Since QTQA ∈ w∗(U |Q), it follows from Proposition 3.2 that QTQAη is Bessel for U . So T ξ ∈ BU ,
which implies that BU is invariant under w∗(U). It is obvious that BU is invariant under U ′. 
Recall from [8] that the local commutant Cx(U) of a unitary system U at x ∈ H is defined by
Cx(U) =
{
T ∈ B(H): T Ux = UT x, U ∈ U}.
It is always a weakly closed subspace of B(H) and contains the commutant of U . In the case that U is
a group-like unitary system and x is a cyclic vector for U (i.e., [Ux] = H ), then Cx(U) = U ′, which is a
von Neumann algebra. For a subset S of B(H), we write S∗ = {T ∗: T ∈ S}.
Lemma 3.4. Let U be a unitary system on H . Assume that U∗ has a complete frame vector ξ . If η and y
are strongly disjoint Bessel vectors for U , then
y ∈ [Cξ(U∗)∗η]⊥.
In particular, if [Cξ(U∗)∗η] = H , then η has a unique dual frame vector.
Proof. Since y and η are strongly disjoint, it follows that∑
U∈U
〈x,Uy〉 〈Uη, z〉 = 0
for all x, z ∈ H . In particular,
0 =
∑
U∈U
〈ξ,Uy〉 〈Uη,Aη〉 =
∑
U∈U
〈U ∗ξ, y〉 〈η,U ∗Aξ 〉
=
∑
U∈U
〈U ∗ξ, y〉 〈η,AU ∗ξ 〉 =
∑
U∈U
〈A∗η,U ∗ξ 〉 〈U ∗ξ, y〉 = 〈A∗η, y〉
for all A ∈ Cξ(U∗), where for the third equality we use the identity AU ∗ξ = U ∗Aξ , and for the last
equality we use the assumption that U∗ξ is a normalized tight frame for H . Thus, y ⊥ [Cξ(U∗)∗η], as
claimed. 
Remark. Note that if U is a group-like unitary system on H which has a complete normalized tight frame
vector η, then η is also a complete normalized tight frame vector for U∗ and Cη(U∗)∗ = U ′. Moreover, if
[U ′η] = H and y1, y2 are duals for η, then y1 − y2 is strongly disjoint with η and hence is orthogonal to
[U ′η] by the previous lemma. Thus, y1 = y2, which implies that η has a unique dual frame vector.
The following Lemma 3.5 was proved in the group case in [18], but the proof works for the general
group-like unitary system case.
Let U be a group-like unitary system with a complete normalized tight frame vector. Then, by
Lemma 3.1(i), there is a (unique) projection P ∈ M′ such that U is unitarily equivalent to L|P via
the unitary transform Tη from H onto the range of P . Moreover, PχI = Tηη, where χI (U) = 0 when
U = I , and χI (I ) = 1.
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projection from l2(U) onto Range(Tη). Then, the following are equivalent:
(i) For every complete normalized tight frame vector ξ of U , there exists a (unique) unitary operator
V in U ′ such that V η = ξ ;
(ii) For every complete frame vector ξ of U , there exists a (unique) invertible operator T in U ′ such
that T η = ξ ;
(iii) P ∈M∩M′.
Theorem 3.6. Let η be a complete frame vector for a group-like unitary system U and let P be the
projection from l2(U) onto Range(Tη). Then, the conditions in Lemma 3.5 are equivalent to any one of
the following:
(iv) η has a unique dual frame vector;
(v) [U ′η] = H .
Proof. (v) ⇒ (iv). Let Tη be the analysis operator associated with η defined by
Tηy =
∑
U∈U
〈y,Uη〉χU . (3.2)
Then, T ∗η Tη is an invertible and positive operator on H . Since U is group-like, it follows that Tη ∈ U ′.
Thus, from (3.2), we have
x =
∑
U∈U
〈
x,U(T ∗η Tη)
−1/2η
〉
(T ∗η Tη)
−1/2η,
which implies that ξ := (T ∗η Tη)−1/2η is a complete normalized tight frame vector for U . So, from the
remark following Lemma 3.4, we have that η has a unique dual frame vector.
(iv) ⇒ (iii). Assume, to the contrary, that P is not in the center ofM. Then, we claim that PM′P⊥ =
{0}. Indeed, if PM′P⊥ = {0}, then PAP⊥ = 0 for all A ∈M′, which implies that PA = PAP and
PA∗ = PA∗P for all A ∈M′ since A∗ ∈M when A ∈M. Taking the adjoint for the second identity
we have AP = PAP for all A ∈M. Therefore, we have PA = AP for all A ∈M′, which means that
P ∈M′′ =M. Since P is also in M′, it follows that P ∈M ∩M′, which contradicts our assumption.
By a standard operator algebra result (cf. Lemma 1.7 of Ch. 5 in [27]), there is a non-zero V ∈ M′
such that V ∗V is a subprojection of P and VV ∗ is a subprojection of P⊥. Let y = T ∗η V ∗χI . Note that
VV ∗LUχI = LUVV ∗χI for all U ∈ U and {LUχI : u ∈ U} is an orthonormal basis for l2(U). Thus,
V ∗χI = 0. Since V ∗χI ∈ Range(P )(= Range(Tη)), it follows that y = 0. We show that y and η are
strongly disjoint. In fact, for any x ∈ H , we have
∑
U∈U
〈x,Uy〉Uη =
∑
U∈U
〈x,UT ∗η V ∗χI 〉UT ∗η χI =
∑
U∈U
〈x,T ∗η LUV ∗χI 〉T ∗η LUχI
= T ∗η
∑
〈V Tηx,χU 〉χU = T ∗η V Tηx,
U∈U
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range of P⊥. It follows that∑
U∈U
〈x,Uy〉Uη = T ∗η V Tηx = 0
for all x ∈ H . Thus, y and η are strongly disjoint, which implies that η has a dual frame vector
(T ∗η Tη)−1η+y, which is different from its canonical dual frame vector (T ∗η Tη)−1η. This is a contradiction.
Hence P ∈M∩M′.
(iii) ⇒ (v). Let S = T ∗η Tη and ξ = S−1/2η. Then, ξ is a normalized tight frame such that TξT ∗ξ = P ,
Tη = TξS1/2 and S ∈ U ′. Also note that U ′ = T ∗ξ M′Tξ , M′P = PM′, T ∗ξ P = T ∗ξ , and U ′S1/2 = U ′. It
follows that
U ′η = U ′T ∗η χI = U ′S1/2T ∗ξ χI = U ′T ∗ξ χI = (T ∗ξ M′Tξ )T ∗ξ χI
= T ∗ξ M′PχI = T ∗ξ PM′χI = T ∗ξ M′χI .
Since χI is a cyclic vector for M′ (note that RU ∈M′ and {RUχI } is an orthonormal basis for l2(U))
and Range(T ∗ξ ) = H , we have that
[U ′η] = T ∗ξ [M′χI ] = T ∗ξ l2(U) = H,
as claimed. 
Theorem 3.7. Assume that η is a complete normalized tight frame vector for a group-like unitary
system U . Then, η has a unique dual frame vector if and only if
〈η,UV η〉 = 〈η,VUη〉 for all U,V ∈ U .
Proof. Let P = T ∗η Tη. Then P is the orthogonal projection from l2(U) onto Range(Tη) and P ∈M.
Thus, by Theorem 3.6, η has a unique dual frame vector if and only if TηT ∗η ∈M(=M′′). Since M′ is
the von Neumann algebra generated by the right regular representation {RU : U ∈ U}, it follows that an
operator A ∈M(=M′′) if and only ARU = RUA. To check this, it suffices to check the equality
ARUχI = RUAχI
for all U ∈ U . For simplicity, let us verify this for the group case (for the general group-like unitary system
case, the associated mappings σ and f are involved). In fact, if this is true, then, for any U,V ∈ U , we
have
ARUχV = ARUV −1χI = RUV−1AχIRURV−1AχI = RUARV −1χI = RUAχV .
Hence ARU = RUA since {χV : V ∈ U} is an orthonormal basis for l2(U). Therefore, A ∈M′′(=M).
Now let A = P = TηT ∗η . We compute ARUχI and RUχI . Let f and σ be the mappings associated
with U . Then,
PRUχI = TηT ∗η RUχI = f
(
U−1
)
TηT
∗
η χσ(U−1) = f
(
U−1
)
Tησ
(
U−1
)
η
= f (U−1)∑
V∈U
〈
σ
(
U−1
)
η,V η
〉
χV =
∑
V∈U
〈
f
(
U−1
)
σ
(
U−1
)
η,V η
〉
χV
=
∑〈
U−1η,V η
〉
χV =
∑
〈η,UV η〉χVV∈U V∈U
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RUPχI = RUTηT ∗η χI = RUTηη = RU
∑
V∈U
〈η,V η〉χV
=
∑
V∈U
f
(
VU−1
)〈η,V η〉χσ(VU−1) = ∑
V∈U
〈
η,f
(
VU−1
)
VU−1Uη
〉
χσ(VU−1)
=
∑
V∈U
〈
η,σ
(
VU−1
)
Uη
〉
χσ(VU−1) =
∑
V∈U
〈η,VUη〉χV ,
where in the last equality we replace σ (VU−1) by V .
Note that {χV : V ∈ U} is an orthonormal basis for l2(U). Thus, PRUχI = RUPχI if and only if
〈η,VUη〉 = 〈η,UV η〉 for all V ∈ U , which completes the proof. 
Proof of Theorem 1.3. Recall that
Ucomm = U ∩ U ′ = {U ∈ U : UV = VU for all V ∈ U}.
Let σ is the induced mapping from group(U) to U .
From Theorem 3.7, we have that η has a unique dual frame vector if and only if〈
g, (UV − VU)g〉= 0
holds for all U,V ∈ U .
First assume that
〈g,Wg〉 = 0 for all W ∈ U \Ucomm.
If UV − VU = 0 for some U,V ∈ U , then (UV )V = V (UV ). Note that UV = λσ(UV ) for some
|λ| = 1. Therefore W := σ (UV ) ∈ U \ Ucomm. But UV − VU = cUV = cλW . Therefore〈
g, (UV − VU)g〉= 〈g, cλWg〉 = 0
by the assumption. Hence η has a unique dual frame vector.
Conversely, assume that η has a unique dual frame vector and let W belong to U \ Ucomm. Then, there
exists U ∈ U such that UW = WU . Let V = σ (U−1W) and write σ (U−1W) = λU−1W . Then,
UV − VU = λU−1(UW −WU) = λcU−1UW = λcW
for some complex number c = 0. Therefore,
〈g,Wg〉 =
〈
g,
1
λc
(UV − VU)g
〉
= 0,
as expected. 
Corollary 3.8. Let η be a complete frame vector for a group-like unitary system U . Then, η has a unique
dual frame vector if and only if〈
S−1η,UV η
〉= 〈S−1η,VUη〉
for all U,V ∈ U , where S = T ∗η Tη.
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Theorem 3.6, η has a unique dual frame vector if and only if S−1/2η has a unique dual frame vector.
Thus, by Theorem 1.3, η has a unique dual if and only if〈
S−1/2η,UV S−1/2η
〉= 〈S−1/2η,VUS−1/2η〉
for all U,V ∈ U . This is equivalent to〈
S−1η,UV η
〉= 〈S−1η,VUη〉
for all U,V ∈ U . 
Besides Theorem 1.3, there are several other important consequences of Theorem 3.6. The first
corollary says that all the equivalent conditions are independent of the choices of each individual
complete frame vector η.
Corollary 3.9. If there is a unique dual frame vector for one of the complete frame vectors of U , then the
same holds for any complete frame vector of U . Therefore, if one of the complete frame vectors satisfies
any of the equivalent conditions in Theorem 3.6 and Lemma 3.5, then all the complete frame vectors
satisfy the equivalent conditions.
Proof. Assume that η is a complete frame vector for U such that it has a unique dual frame vector. Let ξ
be any other complete frame vector for U . Then, by Theorem 3.6, there is an invertible operator A ∈M′
such that Aη = ξ . Thus, [U ′ξ ] = [U ′Aη] = [U ′η] = H since U ′A = U ′. Therefore, again by Theorem 3.6,
ξ also has a unique dual frame vector, as claimed. 
If U satisfies the conditions in Theorem 3.6, we say that it has the unique dual property. Lemma 3.5
or Theorem 3.6 also tell us that a complete frame vector for a group-like unitary system U has a unique
dual frame vector if and only if all the complete frame vectors are similar (two complete frame vectors ξ
and η for U are said to be similar if there is an invertible operator A ∈ U ′ such that Aξ = η). However,
two frames are similar if and only if their frame transforms have the same range. Thus, we have:
Corollary 3.10. A complete frame vector η has a unique dual frame vector for a group-like unitary
system U if and only if Range(Tη) = Range(Tξ ) for any complete frame vector ξ .
The following is immediate from Theorem 1.3.
Corollary 3.11. If U is an Abelian group unitary system, then, for each complete frame vector, there is a
unique dual frame vector.
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