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Quantum computers are known to provide algorithmic speed ups over their classical counterparts1.
In recent years, approaches based on various physical systems—superconducting qubits2, ion-trap sys-
tems3, and photonic systems4,5—have been extensively explored. However, constructing devices at scale
required for real-world applications is no trivial task. Among the various approaches, measurement-
based quantum computation6,7 (MBQC) multiplexed in time domain8 is currently a promising method
for addressing the need for scalability. MBQC requires two components: cluster states and pro-
grammable measurements. With time-domain multiplexing, the former has been realized on an ultra-
large-scale9–12. The latter, however, has remained unrealized, leaving the large-scale cluster states un-
used. In this work, we make such a measurement system and use it to demonstrate basic quantum
operations multiplexed in the time-domain with 25 MHz clock frequency. This programmable mea-
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surement system is a key piece for MBQC in time domain. We directly verify transformations of the
input states and their nonclassicalities for single-step quantum operations and also observe multi-step
quantum operations up to one hundred steps—the largest number ever observed in CV systems. Fur-
thermore, with sufficient squeezing and bosonic qubits, cluster state and programmable measurement
system in this work serve as the central components of universal fault-tolerant MBQC13–16. Our work
establishes a prototype for scalable quantum computation based on CV optical systems and demon-
strates a new and promising road toward full-fledged quantum computation.
The promise of quantum computing technology stems from a wide range of potential applications, and
has spawned many alternative realizations based on different physical systems2–5. Quantum supremacy using
superconducting qubits17 and Boson sampling18 has recently been realized. While these achievements mark
important milestones in the journey towards quantum computation, these experiments are still a far cry from
useful quantum computations. A fault-tolerant quantum computer that can handle arbitrary large-scale multi-
input and multi-step computation is essential. With matter-based qubits, achieving quantum computation
on a useful scale involves preparing and interfacing a large number of qubits, a task that would require a
technological leap to reach the scale necessary for real-world applications.
MBQC using optical modes multiplexed in the time domain8 can overcome these obtacles. In MBQC, the
requirements of qubit preparation and interfacing are replaced with a multi-qubit entangled resource, known
as a cluster state19. After the cluster state is prepared, quantum operations are implemented via local (single)
qubit measurements and feedforward operations based on the measurement results (Fig. 1a). These features
make MBQC an appealing experimental candidate as state preparations and measurements tend to be simpler
than direct implementations of quantum gates. Generation of cluster states9–12,20–25 and the demonstration
of small-scale MBQC21,23,25–28 in various systems have both already been achieved. To move from small-
scale MBQC to large-scale MBQC, large-scale cluster states are required. In most approaches, however, the
number of the experimental components scales directly with the size of the cluster states, making scaling-
up difficult. In CV optical systems, by multiplexing temporally localized optical wave packet modes (CV
equivalence to qubits) on the same beam, large-scale cluster states—10,000-mode9 and 1,000,000-mode10
one-dimensional cluster states and universal resources for multi-input MBQC called two-dimensional cluster
states11,12—have been deterministically generated. These experimental results demonstrate the capability of
time-domain-multiplexing (TDM) architecture in implementing a large-scale quantum computer.
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With large-scale cluster states generated, a few additional ingredients are required to achieve a full-fledged
quantum computer multiplexed in time domain: a programmable homodyne measurement system, a non-
Gaussian element, and fault-tolerance. Cluster states form the backbone of this architecture. How we measure
them, i.e. the choices of the measurement basis, determines the computation. Since modes are localized wave
packets in the TDM method, high-speed switching and synchronicity, in addition to the programmability,
are also necessary. Without the development of such systems, MBQC using TDM cluster states cannot be
realized. Quantum computation with only CV cluster states and homodyne measurements are known to be
classically simulatable29; to achieve useful quantum computation, non-Gaussian elements must be added.
There are various theoretical approaches to achieve this13,30–32 and non-Gaussian ancillary states with up to
three photons have also been experimentally demonstrated33. Finally, to achieve fault-tolerant MBQC, we
require the combination of sufficiently high quality cluster states and bosonic codes, of which the Gottesman-
Kitaev-Preskill (GKP) qubit13 is currently the most promising candidate14–16. GKP qubits have been realized
in microwave34 and ion-trapped systems35, and various generation methods are being explored in optical
systems36–38.
In this work, we develop a programmable homodyne measurement system and demonstrate a prototype
of a CV optical quantum computer using MBQC multiplexed in the time domain. Combining this system
with our one-dimensional cluster state setup, we implement various quantum operations. We verify that
quantum gates can be correctly programmed by the appropriate choice of measurement basis. Next, we also
demonstrate the nonclassicality of the quantum operations by verifying that pre-shared entanglement persists
between different mode even after quantum operations are applied to them. We verify that our system can
implement arbitrary single-mode Gaussian operations (analogous to Clifford operations in qubits) and that
the nonclassical features of the quantum states are preserved. Finally, we implement multi-step quantum
operations and observe that our system has the stability and is capable of implementing MBQC up to at least
one hundred steps. Not only is this the largest number of operations ever observed in CV systems, our work
also demonstrates a working scalable and programmable CV optical quantum computer prototype.
CV optical systems utilize electric fields—quadratures—as physical quantities in the quantum computa-
tion. The quadrature operators xˆ and pˆ associated with each temporal mode wave packet satisfy the following
commutation relations: [xˆk, pˆl] = ih¯δkl, where k and l are temporal indices of the wave packets. The basic
measurement in CV optical systems is a homodyne measurement, which measures a linear combination of xˆ
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and pˆ for a given mode, i.e. (cos θ)xˆ+(sin θ)pˆ. We can express CV quantum computation as a transformation
of the quadrature operators by using the Heisenberg picture. Gaussian operations form an important subset
of these, as they act linearly on the quadrature operators in the following sense:
qˆout = Sqˆin + c, (1)
where qˆ = (xˆ1 xˆ2 · · · xˆn pˆ1 pˆ2 · · · pˆn)T, and the Heisenberg evolution under the Gaussian op-
eration is represented by S, a 2n×2n symplectic matrix, and c a vector of real numbers. Arbitrary operations
of this type can be realized via homodyne measurements on CV cluster states that possess an appropriate
graph structure7,11,12. The commonly used single-mode Gaussian operations are displacement (contributes a
non-zero c vector), phase rotation R(φ) =
(
cosφ sinφ
− sinφ cosφ
)
, squeezing S(φ) =
(
1/ tanφ 0
0 tanφ
)
, and
shear P(φ) =
(
1 0
2 tanφ 1
)
. To implement universal MBQC, in addition to multi-mode Gaussian oper-
ations, non-Gaussian operations are also necessary39. Non-Gaussian operations can be realized simply by
combining non-Gaussian ancillary states with Gaussian operations13,30–32.
MBQC using local homodyne measurements on TDM cluster states (Fig. 1a) is equivalent to quantum
computation using non-local measurements on two-mode quantum entangled states (Fig. 1b) called two-
mode-squeezed states (which become EPR states in the limit of infinite squeezing). In the latter represen-
tation, the non-local measurement consists of a 50:50 beamsplitter and two homodyne measurements. The
choice of the measurement bases determines which quantum operations are applied. Recall that non-local
measurements on two-mode-squeezed states are equivalent to CV gate teleportation, and thus, Fig. 1b can
also be interpreted as sequential teleportation.
Figure 1c shows the experimental setup. TDM consists of using temporal wave packets that propagate
along a common light beam and terminate at a fixed detector at different times. The clock frequency of
the computation is determined by the time width of the wave packet ∆t. In our current setup, ∆t = 40
ns, corresponding to 25 MHz clock frequency. By dynamically changing the measurement bases, we can
easily address each mode in a scalable fashion without having to spatially separate them. The homodyne
measurement basis is specified by the relative phase between a local oscillator (LO) and an input wave packet.
Our programmable homodyne detectors consist of an electro-optic modulator (EOM) and a homemade 2-CH
signal generator circuit. By applying the appropriate voltage to the EOM, the circuit can modify the relative
phase, thus changing the homodyne measurement basis. To have an independent measurement for each
temporal mode, the change in basis must be fast and synchronized. It must also be performed with sufficient
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precision to ensure high quality quantum gates. Figure 1d shows an example of the electric signals that our
measurement system can generate and use for multi-step MBQC. The technical details of the circuitry can be
found in Method.
To evaluate our measurement system and its potential for TDM MBQC, we demonstrate two things: first,
we implement various single-step single-mode Gaussian operations in the time domain and demonstrate the
programmability of our measurement system. Second, we evaluate its stability for multi-step MBQC of our
system via multi-step quantum teleportation. Figure 1e shows our experimental verification procedure. We
consider one mode of the two-mode-squeezed state in the system as the input to time-domain MBQC and
the other mode is used as a reference. Quadrature measurement results of the reference mode will be highly
correlated with those of the input mode due to entanglement, while the results of each alone will be randomly
distributed. Therefore, by calculating correlations between the reference and the output mode, the elements
of the symplectic matrix S in Eq. (1) and the nonclassicality of the quantum operations can be verified.
In the single-step operations, we implement R(φ), P(φ), and R(pi/2)S(φ) gates, for various parameters
φ. The parameters φ are determined by the bases of the homodyne measurement θA and θB (see Method for
more details). Note that even for single-step operations, we have to switch between the measurement basis for
the reference mode (θref), the operation (θA and θB), and the output mode (θout) in real time. Figure 2 shows
each element of the S matrices. In each case, we obtain values for the corresponding symplectic matrices
from the experimental data (specifically, the correlations between the quadrature of the reference mode and
the output mode). The experimental results are in good agreement with the theoretical predictions. These
results indicate that we succeed in the implementations of a variety of single-mode Gaussian operations
by programming the measurement bases appropriately. Arbitrary single-mode Gaussian operations can be
implemented via combinations of these single-step Gaussian operations.
Next, we verify the nonclassicality of these single-step quantum operations. In this work, we use quantum
entanglement as our notion of nonclassicality. Table 1 shows the measurement results of the variances of the
nullifiers and verification of quantum entanglement. Prior to MBQC, the reference and output modes are
in a two-mode-squeezed state. The infinite squeezing limit of these states are in the zero-eigenspaces of the
operators xˆref+xˆin and pˆref−pˆin, which are known as nullifiers40. Hence, they are correlated in momentum and
anti-correlated in position. The evolution of the state and corresponding correlations can be efficiently tracked
by evolving the nullifiers—the post-evolution nullifiers are denoted by δˆ1 and δˆ2. Furthermore, measurement
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of δˆ1 and δˆ2 can be used to verify the nonclassicality of the output. The quantum entanglement between the
output mode and the reference mode can be established when the sum of the variances of the nullifiers is
below a certain threshold (see Method for derivation). We observe that, for all three operations, the variances
of the nullifiers are small (below the vacuum variances), and the successes of the verifications of the quantum
entanglement are also shown in Table 1. Note that the criteria used in this work are sufficient criteria, not
necessary and sufficient criteria, meaning that the failures to satisfy the criteria leave the test inconclusive.
A few quantum operations that do not satisfy the criteria are those involving large squeezing. See Method
for more discussions on this. The non-zero variances are the results of the imperfections in the quantum
correlations of the EPR states. We observe that the sum of the variances after the quantum operations are on
the order of 1.50 to 1.60 units of vacuum variance for all operations. For single-step operations, theoretically,
these values are determined only by the strength of the initial quantum correlations and are independent of
the choices of operations.
Results in Fig. 2 and Table 1 indicate the successful implementation of single-step Gaussian operations.
Our measurement system can also be used to implement multi-step quantum operations, given that the whole
system is sufficiently stable. To demonstrate the stability, we implement n-step quantum teleportation (iden-
tity operation) for various values of n. Then, we calculate the final symplectic matrices S and the variances
of the nullifiers similar to that of Fig. 2 and Table 1. The experimental results are shown in Fig. 3. First,
we observe that the S matrices remain close to an identity matrix for up to n = 100. On the other hand, the
variances of the nullifiers increase as n increases, which is due to the finite squeezing of the system. We plot
the theoretical prediction based the variance of the single-step quantum teleportation (n = 1) and observe
that they agree well with the experimental results. This indicates our system is stable, at least up to n = 100,
and there are no other notable imperfections during continuous operation, besides the finite squeezing.
In the verification of the multi-step operation, we select the identity operation for its simplicity in the eval-
uations. Ideally, the S matrix remains an identity matrix for all n and the variances of the nullifiers increase
linearly with n. For arbitrary multi-step operations, the variances of the nullifiers will be highly dependent
on how we actually implement the operations, even when the resultant S matrices are the same41,42. This
makes the evaluations based on the variances non-trivial for other operations besides repeated identity oper-
ation. Note that for qubit systems, one of the standard procedures for evaluation of the multi-step operations
is randomized benchmarking43, which has also been formulated for qubit-based MBQC44. For CV systems,
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however, such experimental procedures are relatively underdeveloped, in addition to the fact that there were
no platform capable of large-scale MBQC. We believe that our work will also stimulate developments of an
experiment-friendly CV-MBQC version of the randomized benchmarking and might even provide a testbed
for it.
In summary, we have developed a programmable homodyne measurement system and used it to demon-
strate a prototype of a CV quantum computer based on MBQC multiplexed in time domain with 25 MHz
clock frequency. The programmable measurement system made in this work is an essential component for
multi-input MBQC, in addition to the previously demonstrated 2D cluster states11,12. The clock frequency is
anticipated to reach at least GHz-order with our recently developed THz-bandwidth squeezed light source45.
The number of computation steps and the quality of the operations are limited via two factors: the stability
of the experimental system and the finite squeezing. Regarding the former, we have explicitly demonstrated
that the stability of our system is adequate for at least one hundred steps MBQC and, based on the previous
experimental result9, the system should be stable for at least 10,000 steps of MBQC. Regarding the latter,
it is imperative that we increase the squeezing level and add GKP qubits, so that fault-tolerant universal
MBQC can be reached32. Current state-of-the-art squeezed light sources46 already admit performance close
to the demands set by theoretical predictions for the fault-tolerance threshold14–16. Though technologically
challenging, increasing the squeezing level is a relatively straightforward task. Our work is the first working
prototype quantum computer based on CV optical systems and it will be interesting to explore the immediate
applications of our system in the context of noisy intermediate-scale quantum computation.
Method
Experimental setup, data acquisition, and data analysis
The cluster state generation system consists of two optical parametric oscillators (OPOs) as the squeezed
light sources, 50:50 beam splitters, an optical delay line, and homodyne detectors. The normalized pump
amplitudes are set to about 0.7 and the variances of the initial EPR states measured at the homodyne detec-
tors are on average −4.0 dB compared to the variance of the vacuum state for both xˆ and pˆ. For detailed
specifications of each component, see Ref. [11]. The optical delay line is a free-space optical delay line of
length 12 m (equivalent to a wave packet size ∆t = 40 ns). To modify the phase of the homodyne mea-
surement, we use an electro-optical modulator (EOM, Photline, NIR-MPX800-LN-05) and a home-made
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2-CH signal generator circuit. The modulators are attached to the local oscillators of the homodyne measure-
ments and their half-wave voltages were measured to be ∼4 V. Extended data figure 1 shows the schematic
of the home-made 2-CH signal generator circuit. This circuit consists of a field-programmable gate array
(FPGA; Xilinx, Artix-7), Schmitt triggers (Texas Instruments, SN74LVC1G17), analog adder circuits, and
amplifiers (Analog Devices, HMC994APM5E). The FPGA generates synchronized digital signals, necessary
for synchronized homodyne basis changes. The signals produced by this FPGA, however, allow switching
between only two bases when used as they are. Moreover, the sums of the rise time and the fall time of
the signals generated by the FPGA are about 5 ns, which is long compared to the size of the wave packet.
Long rise and fall times introduce inaccuracies into the measurement process, thereby degrading the quality
of the measurement-based quantum operations. To overcome these issues, we first put the signals from the
FPGA into the Schmitt triggers. The sums of the rise and fall times of the outputs of the Schmitt triggers are
approximately 700 ps. We then combine outputs of the Schmitt triggers by using the analog adders. The ana-
log adder is composed of inverted amplifiers made from high-speed op-amps (Texas Instruments, OPA855).
For each homodyne detector, we combined outputs from seven Schmitt triggers using the analog adders and
made a signal generator that can generate 7-bit signals. The signals can be easily changed by programming
the FPGA —the number of the bits directly reflects the phase precision. Note that the phase precision can
be simply increased by increasing the number of the Schmitt triggers and is limited only by the circuit noise.
With the current number of bits, the phase precision is expected to be between 1◦ to 2◦, which is adequate
for current squeezing levels. The sums of the rise and fall times of the output signals of the analog adder
are about 2 ns. The signal of the analog adder is then amplified by the analog amplifier before it is sent to
the EOM. Bandwidth of the amplifier (28 GHz) is much broader than that of the op-amp used in the analog
adder (8 GHz gain bandwidth product). No noticeable overshoot or ringing effects are observed in the output
signals and the jitter of the signals are observed to be below 1 ns. Fig. 1d shows an example of the signals
that can be generated with this signal generator. Note that n-step quantum teleportation in Fig. 3 involves
keeping DC voltages constant for a long time. However, as the current amplifier cannot handle such constant
DC signals with long duration, we directly use the signals of the Schmitt triggers for the measurements in
Fig. 3. In the future, this can be resolved simply by replacing the amplifiers or utilizing EOMs with lower
half-wave voltages, so that amplifiers can be removed.
Similar to our recent experiment11, we injected phase reference beams into each OPO and used the in-
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terference signals between these beams for feedback control and stabilization of the optical system. In that
experiment, the phase reference beams and the feedback control were on all the time. Their signals were cut
off by electrical low-pass filters as they have low frequency components that are outside the frequency range
of the temporal wave packets used. The present experiment introduces additional complications due to the
need to change the measurement basis. When the measurement basis is changed, if the phase reference beams
also enter the homodyne detectors, the result is high frequency noise that interferes with the measurement
results. To prevent this, we use sample & hold method9. In the sampling phase, the feedback control and
the phase reference beams are on. In the hold phase, they are turned off and the voltage of the electrical
components in the feedback systems are held at the values used in the sampling phase. Measurements and
changes to the measurement bases are performed during the hold phase. The electrical signals for controlling
the timing of the sample & hold are generated from the same FPGA used in homodyne measurement basis
changing, so that all the processes are synchronized. For every measurement, the phase of the homodyne
measurements are initially locked in the xˆ basis before changing.
The electrical signals from the homodyne detectors are recorded with an oscilloscope (Tektronix, DP07054).
We use a sampling rate of 1 GS/s and a single frame is 10 µs long, corresponding to 250 wave packets. In
each frame, we implement and verify the maximum possible number of operations set by the frame length.
For each operation, 38,600 events are used in the estimations of each element of the S matrix. In order to
verify the nonclassicality, we also make use of 38,600 events for each linear combination of the quadrature
operators for each operation. The quadrature values of the wave packets with index k are calculated by nu-
merically integrating the electrical signals with the mode function fk(t). The mode function we use has the
form of
fk(t) =
{
(t− k∆t) exp
[
− (t−k∆t)2
2τ2
]
|t− k∆t| ≤ ∆t
2
,
0 |t− k∆t| > ∆t
2
,
(2)
with τ = 5 ns. This form is similar to the one in Ref. [11], but with a different parameter to ensure that
the wave packet is contained in the time window ∆t = 40 ns, even when the effects of the electrical filters
are considered (see Ref. [10] for a more detailed discussion). This is necessary especially when we consider
switching of the measurement basis. The error bars for all data are calculated using a bootstrapping method.
Feedforward operations (displacements) can be implemented by postprocessing the homodyne measure-
ment data47. For the explicit formulae for these feedforward operations, see the supplementary information
of Ref. [9].
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When homodyne detectors HD-A and HD-B are set to measure the same basis at the same time bin
(blue detectors in Fig. 1d), the result is a logical measurement of the input encoded at that time step (rather
than the implementation of a measurement-based gate, which occurs when the homodyne bases at A and
B differ)47. We perform this measurement on both the reference mode, and the output mode. If we let
xˆ(θ) = (cos θ)xˆ+ (sin θ)pˆ, then the quadratures of the reference mode and the input mode are
xˆref(θ) =
1√
2
[
xˆA(θ)− xˆB(θ)] , (3)
xˆout(θ) =
1√
2
[
xˆA(θ) + xˆB(θ)
]
. (4)
Quantum teleportation, Gaussian operations, and actual noise
In the limit of large squeezing, selecting measurement bases xˆA(θA) = (cos θA)xˆA +(sin θA)pˆA and xˆB(θB) =
(cos θB)xˆB + (sin θB)pˆB implements the following Heisenberg-picture map47
qˆout = V(θ
A, θB)qˆin, (5)
where qˆ = (xˆ pˆ)T and
V(θA, θB) = R(θ+ − pi/2)S(θ−)R(θ+), (6)
with θ± = (θB ± θA)/2, R(·) and S(·) defined the same way as in the main text, and θA 6= θB. The identity
operation, i.e. quantum teleportation, corresponds to the case where θA = 0 and θB = pi/2. Phase rotations
R(φ) can be implemented by setting θA = φ/2 and θB = φ/2+pi/2. Squeezing operations (with an additional
pi/2 phase rotation) R(pi/2)S(φ) correspond to the case where θA = φ and θB = −φ. Shear operations P(φ)
correspond to the case where θA = 0 and θB = pi/2− φ.
In the case of a finitely squeezed resource and in the absence of optical losses, Eq. (5) must be modified:
qˆout = V(θ
A, θB)qˆin +
(
xˆanc,1e
−rx
pˆanc,2e
−rp
)
. (7)
The above includes a second term that captures the noise due to finite squeezing. This contains xˆanc,1 and
pˆanc,2, which are quadrature operators of ancillary vacuum states with squeezing parameters rx and rp. The
unitary partV(θA, θB) is identical to the infinite squeezing case. Since the unitary part is not affected by finite
squeezing effects, we can verify it separately. Note that in the actual experiment, there are optical losses in
various components, which makes the actual relations more complicated. However, the fact that V(θA, θB)
depends mainly on the choice of measurement basis and the noise of the operations are determined by the
amount of the squeezing in the system does not change.
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Estimation of S matrix
The general form of a single-mode Gaussian operation (without displacements) including Gaussian noise is(
xˆout
pˆout
)
=
(
S11 S12
S21 S22
)(
xˆin
pˆin
)
+ Nˆ, (8)
where Nˆ is a noise term and S is no longer restricted to a symplectic matrix. We remove this assumption
because it no longer holds when noise is involved. For example, if the input mode were entirely lost, then
S = 0 and the contributions to the output quadratures come entirely from noise. As the quadrature values
of the input mode and the output mode cannot be simultaneously measured, we use a method that does not
involve such measurement.
In this work, we measure the values of each element of S by using quantum entanglement. EPR correla-
tion between the input and reference modes is given by(
xˆref
pˆref
)
=
(−xˆin
pˆin
)
+ Nˆ′, (9)
where Nˆ′ is a noise term due to the finite squeezing which satisfies
〈
Nˆ′
〉
= 0. Thus, by measuring the
reference modes, we can infer the quadrature values of the input modes. Using the fact that 〈xˆrefpˆin〉 =
〈xˆinpˆref〉 = 0 for the EPR states, we can directly obtain the elements of S from the quadrature values by
calculating
Sij =
〈
ξˆ
(i)
outξˆ
(j)
ref
〉
〈
ξˆ
(j)
in ξˆ
(j)
ref
〉 , (10)
where ξˆ(1) = xˆ and ξˆ(2) = pˆ.
Verification of nonclassicality and criteria for quantum inseparability
The van Loock-Furusawa criteria48 are often used to verify genuine multi-partite inseparability in CV cluster
state experiments9–12,24. These criteria are formulated in terms of variances of observables that consist of
linear combinations of only either xˆ or pˆ across different modes. In the current experiment, however, the rela-
tionships between the output mode and the input mode as indicated by Eq. (1) are not limited to relationships
containing only xˆ or pˆ.
Here we use a more general form of inseparability criteria that is applicable to our experiment49. First, let
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us consider two subsystems A and B. Then, let us consider operators δˆ1, δˆ2 which have the following form
δˆ1 = ζˆ
A + ζˆB, (11)
δˆ2 = ξˆ
A + ξˆB, (12)
where the superscripts A, B are used to denote which subsystem the operators belongs to, and ζˆ and ξˆ are
arbitrary linear combinations of both xˆ and pˆ type operators. Then, similar to the proof of van Loock-
Furusawa criteria48, we can show the following: if the subsystems are separable, i.e. the density matrix is in
the form ρˆ =
∑
i ηiρˆ
A
i ⊗ ρˆBi with
∑
i ηi = 1, then, the following relation holds:〈
∆2δˆ1
〉
+
〈
∆2δˆ2
〉
≥ |〈[ζˆA, ξˆA]〉|+ |〈[ζˆB, ξˆB]〉|, (13)
where 〈·〉 denotes the mean and 〈∆2·〉 denotes the variance. For the linear combination of the quadrature
operators, the right hand side of Eq. (13) evaluates to a constant, thus does not depend on ρˆ. Therefore,
violation of the above inequalities provide sufficient criteria for two-mode quantum inseparability. Note that
this derivation does not tell us the best choices of linear combinations to use for any given state. It might seem
natural to use the nullifiers since their variances (i.e. left side of Eq. (13)) tend to 0 in the infinite squeezing
limit. When we consider the finite squeezing case, however, this is not necessarily an optimal choice. We
leave the exploration of such a possibility to future work and use the nullifiers for our verification procedure.
From Eq. (13) it is clear that the thresholds for establishing quantum inseparability depend on the quantum
operations we perform. As an example, let us consider the variance of the nullifiers as they evolve under
squeezing operations: (sinφ)pˆout − (cosφ)xˆref and (cosφ)xˆout − (sinφ)pˆref. Theoretically, the variances of
these operators are determined by the squeezing level in the system and have the same values for all φ (i.e.
same for all squeezing parameters of the squeezing operations). On the other hand, the right hand side of Eq.
(13) is h¯| sin 2φ|, which means that the larger the squeezing factor is (i.e. the closer φ is to 0 or pi/2) the more
severe the threshold becomes. Therefore, if we want to implement a gate that involves high squeezing and
still observe quantum entanglement using this criteria, we would expect that the initial resource state must be
highly squeezed.
12
Theoretical prediction of the variances in Fig. 3b
When we implement n-step identity operations, theoretically, the variances will increase linearly with the
number of steps. If we measure the nullifiers after a single-step, then the variances become〈
∆2
[
1√
2
(xˆout + xˆref)
]〉
= 2× h¯
2
e−2rx , (14)〈
∆2
[
1√
2
(pˆout − pˆref)
]〉
= 2× h¯
2
e−2rp , (15)
where we assume that the two-mode-squeezed states used as both the input and the quantum teleportation(s)
have the same level of squeezing. Hence, we can infer increases in variances after n steps and draw a
theoretical plot. After n steps, the variances of the nullifiers become〈
∆2
[
1√
2
(xˆout + xˆref)
]〉
n
= (n+ 1)× h¯
2
e−2rx , (16)〈
∆2
[
1√
2
(pˆout − pˆref)
]〉
n
= (n+ 1)× h¯
2
e−2rp . (17)
The above equations are used in the theoretical plots of Fig. 3b.
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Figure 1: MBQC in time domain and its verification. MBQC using a, local measurements on 1D clus-
ter states and b, non-local measurements on two-mode-squeezed states. The term “non-local” measurement
here refers to local homodyne measurements on each mode after a beamsplitter interaction. c, Experimental
system for MBQC multiplexed in time domain. TMS, two-mode-squeezed state; OPO, optical parametric
oscillator; BS, beamsplitter; ODL, optical delay line; ∆t, time width of the wave packet; HD, homodyne
detector; LO, local oscillator; EOM, electro-optic modulator. The phases of each LO (θA and θB) are pro-
portional to V A(t) and V B(t), respectively. d, An example of the electric signals we can generate and use
for switching measurement bases. The details of the circuitry are discussed in Method. e, Verification of
n-step quantum operations using quantum entanglement. Measurement bases of the non-local measurements
are determined by the bases θA and θB at HD-A and HD-B. Feedforward operations can be delayed and im-
plemented numerically at the end for Gaussian operations. The blue detectors show the measurements of the
reference mode and the output mode at bases θref and θout (see Method for more details on this).
17
aΦ (deg)
b
Φ (deg) Φ (deg)
c
S11 S12 S21 S22S11 S12 S21 S22S11 S12 S21 S22
-90 -60 -30 0 30 60 90
-1
-0.5
0
0.5
1
-60 -30 0 30 60
-4
-2
0
2
4
15 30 45 60 75
-5
-2.5
0
2.5
5
Figure 2: Verification of single-step quantum operations. The input–output relations are of the form(
xˆout
pˆout
)
=
(
S11 S12
S21 S22
)(
xˆin
pˆin
)
. Each subfigure shows plots of Sij of a, phase rotation R(φ), b, shear P(φ),
and c, squeezing with 90◦ rotation R(pi/2)S(φ). Each point is obtained using 38,600 correlation measure-
ments (see method). The error bars are also plotted. The dashed lines are ideal theoretical plots.
Table 1: Variances and entanglement threshold of various quantum operations.
Nullifiers Variances of the nullifiers
Operation Relation
δˆ1 δˆ2
φ (◦)
δˆ1 δˆ2 Sum
Threshold !
0 0.80± 0.01 0.83± 0.01 1.63± 0.02 !
22.5 0.81± 0.01 0.68± 0.01 1.49± 0.02 !
−22.5 0.81± 0.01 0.68± 0.01 1.49± 0.02 !
45 0.80± 0.01 0.68± 0.01 1.48± 0.02 !
−45 0.80± 0.01 0.69± 0.01 1.49± 0.02 !
67.5 0.78± 0.01 0.72± 0.01 1.50± 0.02 !
−67.5 0.81± 0.01 0.70± 0.01 1.51± 0.02 !
90 0.77± 0.01 0.73± 0.01 1.50± 0.02 !
Phase rotation
(
xˆout
pˆout
)
=
(− cosφ sinφ
sinφ cosφ
)(
xˆref
pˆref
)
1√
2
[xˆout(−φ/2) + xˆref(−φ/2)] 1√2 [pˆout(−φ/2)− pˆref(−φ/2)]
−90 0.77± 0.01 0.72± 0.01 1.49± 0.02
2.00
!
15 0.81± 0.01 0.78± 0.01 1.59± 0.02 1.00
20 0.82± 0.01 0.81± 0.01 1.63± 0.02 1.29
25 0.82± 0.01 0.78± 0.01 1.60± 0.02 1.53
30 0.83± 0.01 0.77± 0.01 1.60± 0.02 1.73 !
35 0.84± 0.01 0.80± 0.01 1.64± 0.02 1.87 !
40 0.81± 0.01 0.77± 0.01 1.58± 0.02 1.96 !
45 0.80± 0.01 0.79± 0.01 1.59± 0.02 2.00 !
50 0.82± 0.01 0.77± 0.01 1.59± 0.02 1.96 !
55 0.81± 0.01 0.77± 0.01 1.58± 0.02 1.87 !
60 0.80± 0.01 0.77± 0.01 1.57± 0.02 1.73 !
65 0.84± 0.01 0.78± 0.01 1.62± 0.02 1.53
70 0.84± 0.01 0.76± 0.01 1.60± 0.02 1.29
Squeezing
(
xˆout
pˆout
)
=
(
0 tanφ
1
tanφ
0
)(
xˆref
pˆref
)
(cosφ)xˆout − (sinφ)pˆref (sinφ)pˆout − (cosφ)xˆref
75 0.81± 0.01 0.76± 0.01 1.57± 0.02 1.00
Shear
(
xˆout
pˆout
)
=
( −1 0
−2 tanφ 1
)(
xˆref
pˆref
)
1√
2
(xˆout + xˆref)
1√
2
[pˆout(φ)− pˆref(φ)]
0 0.82± 0.01 0.89± 0.01 1.71± 0.02 2.00 !
10 0.82± 0.01 0.70± 0.01 1.54± 0.02 1.96 !
−10 0.85± 0.01 0.72± 0.01 1.57± 0.02 1.96 !
20 0.82± 0.01 0.71± 0.01 1.53± 0.02 1.87 !
−20 0.85± 0.01 0.72± 0.01 1.57± 0.02 1.87 !
30 0.85± 0.01 0.74± 0.01 1.59± 0.02 1.73 !
−30 0.83± 0.01 0.73± 0.01 1.56± 0.02 1.73 !
45 0.83± 0.01 0.75± 0.01 1.58± 0.02 1.41
−45 0.83± 0.01 0.75± 0.01 1.58± 0.02 1.41
60 0.81± 0.01 0.77± 0.01 1.58± 0.02 1.00
−60 0.83± 0.01 0.78± 0.01 1.61± 0.02 1.00
Note that xˆ(φ) = (cosφ)xˆ+ (sinφ)pˆ and pˆ(φ) = (cosφ)pˆ− (sinφ)xˆ.
The checkmarks!indicate whether the sums of the variances are below the inseparability threshold or not.
Variances are shown in vacuum variances unit (i.e. multiples of h¯/2).
18
100 101 102
-1
-0.5
0
0.5
1
100 101 102
-2
0
2
4
6
8
10
12
14
16
18a b
N
oi
se
 p
ow
er
 (d
B)
Number of quantum teleportations (n) Number of quantum teleportations (n)
S11 S12 S21 S22
Figure 3: Multi-step quantum operations. Identity operations are repeatedly implemented and evaluated.
a, Elements of the symplectic matrix S. b, Variances of the nullifiers. 0 dB is the vacuum variance. Each
point in both figures are calculated using 38,600 events. Dashed lines: theoretical predictions. Predictions of
the variances are based on the results of the single-step identity operation. Errors of the elements of S matrix
are plotted and the errors of the variances are about ±0.03 dB for all points.
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Extended data figure 1: Schematic diagram of our home-made 2-CH signal generator circuit.
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