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The aim of this thesis is to highlight applications of quantum optics in two very distinct 
fields: space-based quantum communication and the Hawking effect in analogue gravity. 
Regarding the former: We simulate and analyze a constellation of satellites, equipped 
with entangled photon-pair sources, which provide on-demand entanglement distribution ser- 
vices to terrestrial receiver stations. Satellite services are especially relevant for long-distance 
quantum-communication scenarios, as the loss in satellite-based schemes scales more favor- 
ably with distance than in optical fibers or in atmospheric links, though establishing quantum 
resources in the space-domain is expensive. We thus develop an optimization technique which 
balances both the number of satellites in the constellation and the entanglement-distribution 
rates that they provide. Comparisons to ground-based quantum-repeater rates are also made. 
Overall, our results suggest that satellite-based quantum networks are a viable option for 
establishing the backbone of future quantum internet. 
Regarding the latter: The Hawking effect was discussed in the astrophysical context of the 
spontaneous decay of black holes into blackbody radiation, i.e. Hawking radiation. However, 
this effect seems to be universal, appearing anywhere that an event horizon (a region which 
restricts the flow of information to one direction) forms. Here, we analyze the Hawking effect 
in an optical-analogue gravity system, building on prior theoretical results regarding this 
effect in dielectric media. We provide a simplification of the process via the Bloch-Messiah 
reduction, which allows us to decompose the Hawking effect into a discrete set of elementary 
processes. With this simplification and leveraging the positivity of partial transpose (PPT) 
criteria, we examine the quantum correlations of the stimulated Hawking effect, explicitly 
showing that an environmental background temperature, along with backscattering, can 
lead to entanglement “sudden-death", even when the number of entangled Hawking-pairs is 
comparatively large. We also discuss the prospect of enhancing and “reviving" entanglement 
pre-mortem using single-mode, non-classical resources at the input. Though much of the 
discussion is phrased in terms of an optical-analogue model, the methods used and results 
obtained apply just as well to a variety of other systems supporting this effect. Finally, we 
provide Bloch-Messiah reductions of more exotic scenarios consisting of e.g. a white-hole– 
black-hole pair which share an interior region.
v
 
CHAPTER 1. INTRODUCTION 
I think it is not too uncommon (pardon the double negative) in physics to constrain oneself to 
a particular (sub-)field, along with its (sub-)set of principles and its technical machinery, and 
explore the surrounding world (or universe) through this lens, contributing valuable research 
to one’s field along the way. However, this is not the route I have taken. I have chosen to 
focus, up to this point, on one particular system instead – the quantum electromagnetic field, 
photons, flying quantum oscillators, whatever one wants to call them(!) – and asked, "What 
can one say about various fields or sub-fields in the language of photons? And how do the 
principles of such fields translate?" This has taken me down various exploratory paths – from 
space-based quantum communication (see [1] and Section 3) to linear-optical simulation of 
quantum gravity [2] to Hawking radiation in optical analogue-gravity systems (see Section 
4). Perhaps this winding path of mine is due in part to the wandering history and modern 
meandering of light itself. 
For instance, it was experiments with light in the early 20th century which e.g. (i) resolved 
the "ultra-violet catastrophe" (the classical prediction that black-bodies are unstable at high 
frequencies) and sparked the quantum revolution through the postulated existence of photons 
by Einstein (following Planck’s lead) [3], (ii) refuted the existence of the luminiferous aether, 
providing implicit support for Einstein’s special theory of relativity [4],1 and (iii) provided 
initial support for Einstein’s theory of general relativity through early observations of the 
bending of light by the gravitational field of the sun [5, 6].2 In the latter half of the 20th 
century (and very early 21st century), experiments with photons have, as examples, provided 
the first experimental support for the intrinsic non-locality of quantum mechanics [7, 8] 
as well as aspects of wave-particle duality at the level of individual quanta [9]. In more 
modern times, optical interferometers are measuring distortions in space-time induced by 
gravitational waves (a prediction of the general theory of relativity), even utilizing quantum 
states of light to enhance the sensitivity of detection events [10]; networks of linear-optical 
components, together with single-photon sources and detectors, are actively being developed 
to work as quantum simulators and even universal quantum computers [11, 12]; and photons 
serve as an essential ingredient for long-distance quantum communication and are crucial for 
building large-scale, inter-connected quantum networks [13, 14, 15, 16]. 
This meandering of light through time, subsequently translating into my own research 
endeavors, has made writing a coherent and comprehensible thesis a bit challenging. In order 
to facilitate some order of coherency, I have structured this thesis into a few digestible parts: 
• The first part, Chapter 2, lays out the mathematical formalism used to describe photons 
and their dynamics, in general terms and in a simplified fashion, and serves as the basis 
for later chapters. 
• The second part, Chapter 3, is (with a few additional intricacies) an application of 
the formalism introduced in Chapter 2, to the domain of space-based entanglement- 
distribution. It is based on my published work [1].
1It was Einstein’s theoretical investigations of light which brought him to the special theory of relativity. 
Indeed, one of the postulates has to do with the invariance of the speed of light under changes of reference. 
2There is a lot of "Einstein" here, but of course, he was not the only one! 
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• The third and final part, Chapter 4, is another application of the formalism introduced 
in Chapter 2, now applied in the context of Hawking radiation in optical analogue- 
gravity systems. This work is still in development, though nearing its completion, with 
many of the main results appearing in this chapter for the first time. 
In this thesis, one should view Chapters 3 and 4 simply as physical (though remarkably 
distinct) applications of photons and the underlying formalism used to describe them, since 
this perspective adds a bit of coherency to the document as a whole. 
As a final remark, I note that I have also completed other works, which fall under 
this broad category of "applications of quantum optics", but which I have not included 
in this thesis. For example, I (and collaborators) have investigated the prospect of sim- 
ulating/computing transition amplitudes in loop quantum-gravity (an exotic quantum de- 
scription of general relativity) with a linear-optical quantum simulator [2]. In another work, 
I and a fellow graduate student investigated aspects of local, geometric quantum-optics in 
curved space-time, for the purpose of exploring potential overlaps between classical general 
relativity and seminal quantum-interference experiments in quantum optics (see reference 
[17]; currently under review). These topics could have just as well served as Chapters 5 and 
6 of this thesis, but I did not include them for the sake of brevity and in hopes to avoid any 
more meandering than necessary.
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CHAPTER 2. FUNDAMENTALS 
The chapter serves as a pedagogical introduction to many of the concepts and techniques 
used throughout the thesis. The emphasis is on photons: what to do with them and how to 
analyze them in various scenarios, in a simplistic and, more or less, generalized framework. 
My approach is to provide what I deem interesting, pedagogical, and/or essential in order 
to comprehend the bulk of this thesis. It is not my concern to dive into the history of the 
photon nor provide philosophical insights into what a photon is, only to say that it is the 
quantum (bundle of energy, particle, etc.) of the electromagnetic field, and I provide only an 
overly-simplistic mathematical description of what that means, at the level of the quantum 
harmonic oscillator, and how to formally deal with it, at the level of Fock spaces, symplectic 
transformations, etc. 
This chapter is broken into three parts. Section 2.1 introduces photons through quantiza- 
tion of the simple harmonic oscillator. After a thorough discussion of the harmonic oscillator, 
we swiftly transition to fields, providing a more satisfactory and “closer to reality" descrip- 
tion of the quantized electromagnetic field. This section is meant only to develop some 
familiarity with the structure of quantum fields and set notation. Section 2.2 introduces 
photon dynamics, restricting to quadratic interactions (the “Gaussian sector") and posed in 
the form of scattering-like processes. Though this focus seems quite restrictive and perhaps 
trivial at times, it is rich enough to encompass a variety of phenomena in markedly distinct 
scenarios – from e.g. photon scattering in the atmosphere in quantum-optical communica- 
tion to linear-optical quantum-computation to the spontaneous decay of astrophysical black 
holes, etc. Gaussian states/systems and the Gaussian formalism is also introduced in this 
section. Finally, in section 2.3, I introduce some basic concepts from quantum information 
theory with a focus on photonic encoding. Quantum entanglement is also discussed, with 
focus on the positivity of partial transpose (PPT) criteria for the separability of quantum 
states. Since much of what I write in this chapter is “textbook material", I will limit the 
references to textbooks for the most part, a list of which can be found at the beginning of 
each subsection, as needed. 
2.1 Quantum oscillators and photons 
The quantum harmonic oscillator 
At the most primitive level, the electromagnetic field can be thought of as a sea of massless 
harmonic oscillators, with an oscillator positioned at each point in space vibrating at some 
frequency. Thus, to understand the physics and quantum properties of the electromagnetic 
field, it is sufficient to grasp the corresponding properties of a single, point-like quantum 
harmonic oscillator. We do this by first characterizing a classical oscillator, which we do so 
by deriving the equations of motion in the Lagrangian formalism and by also introducing the 
canonical variables for the oscillator. The latter provides an easy route to quantization. After 
solving the equations of motion, we proceed to quantize the oscillator modes via canonical 
quantization, which will naturally lead us to extend these notions to fields. 
Basic notions regarding the Lagrangian and Hamiltonian formalisms can be found in 
3
 
Goldstein’s classic book [18]. Discussions on the method of canonical quantization can be 
found in Dirac’s classic book [19]. 
The classical oscillator 
I first provide general methods of analyzing physical systems via the Lagrangian and Hamil- 
tonian formalisms. We then apply such to a point-like, simple harmonic oscillator. 
Consider the action functional for a (non-relativistic) point-like particle in one dimension,
S [ x ] = 
∫ 
d t L ( x, ˙ x ) , (2.1) 
where L is the Lagrangian for the system, x is the position of the particle in space (relative 
to some origin, taken at x = 0 ), and the overdot represents a derivative with respect to 
time. The equation of motion is then found through Hamilton’s principle, which states that 
the evolution of the system is governed by the path, x ( t ) , which extremizes the action (e.g., 
δ S = 0 ). For a general Lagrangian, the extremization of the action (assuming vanishing 
boundary conditions) implies the Euler-Lagrange equations of motion ,






∂ ˙ x 
) 
= 0 . (2.2) 
Proof. We prove the preceding implication assuming vanishing endpoints for the variation. 
Consider the following set of equalities,
δ S = 
∫ 







δ x + 
∂ L
∂ ˙ x 













































The final equality follows from Hamilton’s principle. The first term in the penultimate 
equality vanishes by assumption of fixed endpoints (a vanishing boundary condition), while 
the second term vanishes if and only if the Euler-Lagrange equations hold [eq. (2.2)].
Let us now introduce the Hamiltonian formalism and the canonical (or phase-space) 
variables. After which, we come to our oscillator example, and solve everything in a few 
strokes. 
Given a Lagrangian, L , defined in terms of configuration variables ( x, ˙ x ) , the Hamilto- 
nian, H , defined in terms of the canonical variables ( x, p ) , can be found via the Legendre 
transform of the Lagrangian – i.e.,






∂ ˙ x 
, (2.4) 
being the conjugate momentum . By definition, the Hamiltonian is solely a function of the 
canonical variables, ( x, p ) . 
Proof. We prove the last statement by variation,
δ H = 
∂ H
∂ x 




= pδ ˙ x + ˙ xδ p − δ L 
= pδ ˙ x + ˙ xδ p − ∂ L
∂ x 
δ x − ∂ L
∂ ˙ x 
δ ˙ x 
= 
( 
p − ∂ L
∂ ˙ x 
) 
δ ˙ x + ˙ xδ p − ∂ L
∂ x 
δ x.
Setting p = ∂ L / ∂ ˙ x completes the proof.
Some immediate corollaries follow from this. By virtue of the Euler-Lagrange equations, 
equation (2.2), and by definition of the momentum, equation (2.4), it follows from the 
preceding proof that,
˙ x = 
∂ H
∂ p 
and ˙ p = − ∂ H
∂ x 
, (2.5) 
which are known as Hamilton’s equations . We see that the Hamiltonian is intimately re- 
lated to the time evolution, the dynamics of the canonical variables. This observation can 
generalized to arbitrary functions; for, consider a generic function of canonical variables, 
f ( x, p ) ,1 which can be used to describe any given property of our system under question. 
Using equation (2.5), we have,
d f ( x, p ) = 
∂ f
∂ x



























= { f , H }PB d t.
(2.6) 
Hence, the Hamiltonian is the generator of infinitesimal time translations through the Pois- 
son bracket , which has been implicitly defined as,












where f and g are functions of the canonical variables, ( x, p ) .
1Ignoring explicit time dependence for brevity. 
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The Poisson bracket is important, as it will give us a direct route to the quantum theory 
via the correspondence principle. For later convenience, we list the most pertinent bracket 
relations,
{ f , H }PB = ḟ (2.8) 
{ x, p }PB = 1 (2.9) 
{ x, x }PB = { p, p }PB = 0 . (2.10)
The second equation – also known as the (classical) canonical commutation relation – is 
perhaps the most prominent, as its quantum counterpart forms the basis of quantum theory. 
We now apply the preceding formalism to solve the simple harmonic oscillator. Consider 




m ˙ x2 − 1
2 
mω2 x2 , (2.11) 
where m is the mass of the oscillator and ω is its characteristic frequency of oscillation. We 
first find the conjugate momentum,
p = m ˙ x, (2.12) 
which, unsurprisingly, is just the mass of the oscillator times its velocity. From here and the 







mω2 x2 . (2.13) 
As one recalls from elementary mechanics, this is just the energy of the oscillator. Hamilton’s 
equations are then found,
˙ x = p/m and ˙ p = − ω2 x., (2.14) 
which are a coupled set of first-order differential equations. We quickly solve these equations 
for the pair ( xt , pt) ,
xt = x0 cos ω t + 
p0
mω 
sin ω t (2.15) 
pt = p0 cos ω t − mω x0 sin ω t, (2.16)
where x0 is the initial position of the oscillator and p0 = m ˙ x (0) is the initial momentum. 
As an aside, let me remark that: If we regard ( x0 , p0) as canonical variables and define the 
Poisson bracket with respect to these variables, such that canonical commutation relations 
for them hold [equations (2.9)-(2.10)] by definition, Hamiltonian dynamics then preserves 
these relations for any and all times, t , i.e. { xt , pt }PB = { x0 , p0 }PB = 1 with the Poisson 
bracket taken with respect to ( x0 , p0) .2 
Another way to write this solution is in terms of (complex) plane-wave solutions, ut = 
N exp( − i ω t ) (also called the mode functions ). Here, N ∈ R+ is a to-be-determined normal- 
ization constant. In these terms,
xt = α ut + α 
∗ u∗ t 
= N 
(




2I mention this here because similar properties appear in quantum theory, where unitary evolution gen- 
erated by a Hamiltonian operator preserves the commutator between the canonical operators. 
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where α and α ∗ are dimensionless, complex coefficients. These coefficients play a promi- 
nent role in the quantum theory, where they take on the form of creation and annihilation 
operators, but more on this later. 
We can extract the coefficients, α and α ∗, directly by introducing the so-called Klein- 
Gordon inner product, which we define just below and which will be useful later when we 
discuss fields and quantization of such. Consider two complex solutions to the equations of 
motion, f and g , and define πf = m d f /d t (and similarly for g ). Then, the Klein-Gordon 
inner product between f and g is defined as,




f ∗ πg − g π ∗ f 
) 
, (2.18) 
Some generic observations are in order: 
• The Klein-Gordon inner product is not an inner product in the strict sense, since it is 
not positive definite: if ( f , g )KG > 0 , then ( f ∗ , g ∗)KG = − ( f , g )KG < 0 .3 (Note that all 
real solutions have vanishing Klein-Gordon inner product.) 
• The Klein-Gordon inner product is conserved for solutions to the equations of motion, 
i.e. d( f , g )KG/d t = 0 , which one can quickly check using the formalism above and the 
definition of the Klein-Gordon inner product. 
• ( f , f ∗)KG = 0 . 
The last property is immediately useful as it gives us a way to distinguish the mode functions, 
ut and u∗ t , since ( ut , u∗ t )KG = 0 . We can also use this property to extract the coefficient α 
from equation (2.17). First, however, let us normalize the mode functions with respect to 
this inner product such that,
( ut , ut)KG 
def




= − 1 . (2.19) 
For our oscillator example, normalizing the mode functions in this manner gives us the 
normalization constant, N = 1 /
√
2 mω . 
Proof. We prove the preceding statement. Observe that πu = m d ut/d t = − i mω ut by 
definition of ut = N exp( − i ω t ) , where ω > 0 . Then,
( ut , ut)KG = i ( u∗ t πu − ut π ∗ u) 
= i 
(
− i mω | ut |2 − i mω | ut |2 
) 
= 2 mω | N |2 
def
= 1 .
The final definition then holds for N = 1 /
√
2 mω .




With the normalization of the mode functions in hand and using equation (2.17), we find 
the complex coefficients, α and α ∗, in terms of the Klein-Gordon inner product,
α = ( ut , xt)KG and α ∗ = − ( u∗ t , xt)KG . (2.20) 
Thus, the oscillator system has been formally solved, but we continue the discussion to make 
more connections with the quantum theory. 
For curiosity’s sake, let us compute the Poisson bracket between α and α ∗ by using 
equation (2.20). We find that,4
{ α , α ∗ }PB = − i ( ut , ut)KG = − i (2.21) 
where the last equality follows from the normalization of the mode functions with respect to 
the Klein-Gordon inner product. A similar relation will carry over to the quantum theory 
where α and α ∗ will be replaced by the creation and annihilation operators. 
Proof. We prove the preceding equations. Consider the following set of equalities,
{ α , α ∗ }PB = −
{
( ut , xt)KG , ( u
∗ 














( u∗ t pt − xt π ∗ u) , xt πu 
} 
PB 
= − ut π ∗ u 
{






pt , xt 
} 
PB 
= ( u∗ t πu − ut π ∗ u) 
{
xt , pt 
} 
PB 
= − i ( ut , ut)KG .
In the first equality, we used equation (2.20). In the second and third equalities, we expanded 
the Klein-Gordon inner product and then used the linearity of the Poisson bracket. For 
the remaining equalities, we used the anti-symmetry of the Poisson bracket to gather like 
terms, assumed the canonical commutation relations, and introduced the Klein-Gordon inner 
product for the mode function, u .
One can also extract the real coefficients x0 and p0, introduced in equations (2.15) and 
(2.16), by using the Klein-Gordon inner product. First we find the relations,









from which we compute,
α = ( ut , xt)KG (2.23) 
= ( ut , x0 cos ω t + 
p0
mω 











4Note that, with this normalization, α has dimensions of 
√
action (square root of length times momentum) 











mω2 x2 0 , (2.26) 
which is just the energy of the oscillator. With quantum theory in mind, we see that, up to 
a factor of ℏ , the number | α |2 is the classical analogue to the number of particles (photons) 
in the system. 
Recap: We took a somewhat odd approach to solving the classical harmonic oscillator, 
but this will allow us to ‘go over’ to the quantum theory with relative ease (especially in 
the case of fields). To summarize, let me distill the approach we took down to a handful of 
steps: 
• Define a Lagrangian, L , and find the canonical variables, ( x, p ) , from the Lagrangian 
as well as the corresponding Hamiltonian, H . 
• Establish the canonical commutation relations and dynamics (Hamilton’s equations) 
via the Poisson bracket. 
• Solve Hamilton’s equations in terms of the mode functions, u . 
• Define the Klein-Gordon inner product and find the complex coefficients, α , thereby 
solving Hamilton’s equations in general. 
These are almost the exact steps that we will take in order to describe and quantize a field; 
so it is beneficial to keep them in mind. 
The quantum oscillator 
We now set out to solve the quantum harmonic oscillator, but a bulk of the work has already 
been done! We need only make correspondence between the classical theory and quantum 
theory and then transition fully into quantum mechanics by describing the quantum states 
of the oscillator. This will allow us to ease our way into a quantum field and photons in 
later sections. But first, allow me to list some basic elements of quantum theory, which we 
will be implicitly or explicitly understood and applied in this thesis. 
• Quantum states: The state of a quantum system is given by a vector, | ψ ⟩ , which resides 
in a Hilbert space, H (a complex vector space, equipped with an inner product, ⟨·|·⟩ ; 
the “space of states") and which has unit norm, i.e. ⟨ ψ | ψ ⟩ = 1 . The vector space 
structure implies that a linear combination (a superposition) of quantum states is 
again a quantum state. That is, given two quantum states, | ψ ⟩ , | φ ⟩ ∈ H , and complex 
coefficients, α and β , then α | ψ ⟩ + β | φ ⟩ ∈ H , with an extra algebraic condition on α 
and β in order to preserve unit norm for the superposed state. For example, assuming ψ 
and φ are orthogonal with respect to the inner product, ⟨ ψ | φ ⟩ = 0 , then | α |2+ | β |2 = 1 . 
• Density matrix: More generically, we can form a density matrix, ρ , which is a convex 
combination (a probabilistic mixture) of pure quantum states. That is, given a set of 
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pi | ψi ⟩⟨ ψi | , (2.27) 
where Tr ρ = 
∑ 
i pi = 1 and pi ≥ 0 ∀ i . 
• Composite Systems: The quantum state for a composite system, consisting of subsys- 
tems A and B with respective Hilbert spaces HA and HB, is a vector in the tensor 
product space, i.e. | Ψ ⟩ ∈ HA ⊗ HB. Note that, for | Ψ ⟩ ∈ HA ⊗ HB, it is not generally 
true that | Ψ ⟩ = | ψ ⟩ ⊗ | φ ⟩ for some | ψ ⟩ ∈ HA and φ ∈ HB, which only holds when the 
subsystems are separable (independent, no correlations). 
• Observables : Every observable, O , in the classical theory corresponds to a Hermi- 
tian (‘real’) operator, Ô , in the quantum theory, which act on quantum states in the 
Hilbert space and which has mean value ⟨ ψ | Ô | ψ ⟩ , with respect to the quantum state 
ψ . Independent realizations/measurements of the observable O take on values from the 
spectrum (the eigenvalues) of Ô and occur with a frequency, determined by probability 
of occurrence for a given quantum states. These probabilities formally correspond to 
the squared coefficients of the quantum state ψ written in the eigen-basis of Ô . 
With some basic elements of quantum mechanics in hand, we now ‘go over’ to quantum 
theory from the classical theory in one stroke by the method of canonical quantization . That 
is, we make the physical correspondence between Poisson brackets, taken between observ- 
ables in the classical Hamiltonian theory, and commutators, taken between the observable’s 
Hermitian-operator-counterparts in the quantum theory. Given two classical functions of 
canonical variables, A and B , and their operator counterparts, Â and B̂ , we assume the 
correspondence (up to operator-ordering ambiguities),
{ A, B }PB → 
[ Â, B̂ ]
i ℏ 
, (2.28) 
where [ Â, B̂ ] = Â B̂ − B̂ Â is the commutator and ℏ is Planck’s reduced constant. We now 
apply this correspondence to our classical system discussed previously: given the canonical 
variables ( x, p ) and Hamiltonian H , define the Hermitian operators x → ˆ x , p → ˆ p , and 







[f̂ , Ĥ ] (2.29) 
[ˆ x, ˆ p ] = i ℏI (2.30) 
[ˆ x, ˆ x ] = [ˆ p, ˆ p ] = 0 , (2.31)
where f̂ is some function of the canonical operators , ˆ x and ˆ p , and I is the identity operator 
(which we will drop for brevity). 







mω2ˆ x2 . (2.32) 
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We find Hamilton’s equations in operator form by the commutation relations (2.29)-(2.31),
dˆ xt
d t 
= ˆ pt /m and 
dˆ pt
d t 
= − mω2ˆ xt , (2.33) 
which is, as in the classical case, a coupled set of first-order differential equations for the 
canonical operators ˆ x and ˆ p . These equations are easily solved,
ˆ xt = ˆ x cos ω t + 
ˆ p
mω 
sin ω t (2.34) 
ˆ pt = ˆ p cos ω t − mω ˆ x sin ω t. (2.35)
One can check that evolution under the Hamiltonian operator, Ĥ , preserves the canonical 
commutator, i.e. [ˆ xt , ˆ pt] = i ℏ . 
One can rewrite these operator equations in terms of complex mode functions,
ˆ xt = ˆ aut + ˆ a
† u∗ t , (2.36) 
where ut = N exp( − i ω t ) is the mode function and ˆ a and ˆ a† are non-Hermitian operators 
(generalized from complex numbers, α and α ∗), called the annihilation creation operators , 
respectively. We extract these operator coefficients via the Klein-Gordon inner product, as 
before, but before doing so, we re-scale our previous definition, equation (2.18), by the factor 
ℏ in order to makes the creation and annihilation operators dimensionless. 
Given two complex solutions to the classical equations of motion, f and g , and defining 
πf = m d f /d t (and likewise for g ), the re-defined Klein-Gordon inner product between f 
and g reads,






f ∗ πg − g π ∗ f 
) 
. (2.37) 
Normalizing the mode functions with respect to this re-scaled version, we have, N =√
ℏ / 2 mω , such that, ( ut , ut)KG = 1 . Then,
ˆ a = ( ut , ˆ xt)KG and ˆ a† = − ( u∗ t , ˆ xt)KG . (2.38) 
From which we find the commutator,
[ˆ a, ˆ a†] = 1 . (2.39) 
Proof. We prove the last equality. Given the relations (2.38), consider the following set of 
equalities,
[ˆ a, ˆ a†] = − [( ut , ˆ xt)KG , ( u∗ t , ˆ xt)KG] 
= − ( i / ℏ )2[( u⋆ t ˆ pt − ˆ xt π ∗ u) , ( utˆ pt − ˆ xt πu)] 
= (1 / ℏ2)
(
[( u∗ t ˆ pt − ˆ xt π ∗ u) , utˆ pt] − [( u∗ t ˆ pt − ˆ xt π ∗ u) , ˆ xt πu]
) 




u[ˆ xt , ˆ pt] + u
∗ 
t πu[ˆ pt , ˆ xt]
) 
= (1 / ℏ2)( u∗ t πu − ut π ∗ u)[ˆ xt , ˆ pt] 
= ( i / ℏ )( u∗ t πu − ut π ∗ u) 
= ( ut , ut)KG . 
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In the first equality, we used equation (2.38). In the second and third equalities, we ex- 
panded the Klein-Gordon inner product and then used the linearity of the commutator. For 
the remaining equalities, we used the anti-symmetry of the commutator to gather like terms, 
assumed the canonical commutation relations (Hamiltonian evolution preserves these rela- 
tions), and introduced the Klein-Gordon inner product for the mode function, u . Normalizing 
the mode function then establishes the equality which was to be shown.
As before, one can find a relation between the annihilation and creation operators, ˆ a and 
ˆ a†, and the canonical operators, ˆ x and ˆ p via the Klein-Gordon inner product. I simply write 
down the result,

















mω2ˆ x2 + 
i ℏ ω
2 







mω2ˆ x2 − ℏ ω / 2 ,
which, after rearranging, gives us the Hamiltonian operator in terms of creation and annihi- 
lation operators,
Ĥ = ℏ ω (ˆ a†ˆ a + 1 / 2) . (2.41) 
This is similar to the classical energy, equation (2.26), up to factor of ℏ and an extra term 
ℏ ω / 2 , which is known as the vacuum energy. The vacuum in this case being the ground state 
of the above Hamiltonian, with energy ℏ ω / 2 . The quantum vacuum is starkly different from 
the “classical vacuum”, which has trivial properties (zero energy, etc.). 
At this stage, we have some clear definitions for the observables of our theory: they 
are given as general functions of the canonical operators, ˆ x and ˆ p . The quantum oscillator 
system is only half-solved at this point, however, because we have not yet determined the 
quantum states to which these observables are measured with respect to. This is now our 
goal. 
From the quantum vacuum, all other quantum states originate. This is because we can 
build a basis of quantum states (the Fock basis), which are eigenvectors of the Hamiltonian 
operator, by successive applications of the creation operator to the vacuum state. This basis 
spans an infinite dimensional Hilbert space (the Fock space), which any quantum state can 
then be written in terms of by superposition. To show this, let us first argue that there exists 
a ground state – the vacuum state, | 0 ⟩ – with energy ℏ ω / 2 and which satisfies ˆ a | 0 ⟩ = 0 . 
Physicist’s proof. We prove the preceding statement. Define the number operator , ˆ n def= ˆ a†ˆ a , 
such that
Ĥ = ℏ ω (ˆ n + 1 / 2) , (2.42) 
Now, define the vacuum state, | 0 ⟩ , to be the minimum energy state of the Hamiltonian 
operator, and thus the minimum eigenvector of the number operator; i.e.,
ˆ n | 0 ⟩ = µ | 0 ⟩ , (2.43) 
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with µ being the smallest eigenvalue of ˆ n . We argue that µ = 0 on the grounds of stability 
for the physical system (on the assumption for the existence of a minimum energy state) and 
that ˆ a | 0 ⟩ = 0 . We argue by contradiction. 
Consider the unnormalized state,
| ψa ⟩ = ˆ a | 0 ⟩ . (2.44) 
Then,
ˆ a ˆ n | 0 ⟩ = µ | ψa ⟩ . (2.45) 
Now,
ˆ a ˆ n | 0 ⟩ = ˆ a ˆ a†ˆ a | 0 ⟩ (2.46) 
= (ˆ n + I ) | ψa ⟩ , (2.47)
which, from equation (2.45), implies that,
(ˆ n + I ) | ψa ⟩ = µ | ψa ⟩ = ⇒ ˆ n | ψa ⟩ = ( µ − 1) | ψa ⟩ . (2.48) 
But this contradicts our assumption that there exists a ground state, unless µ = 0 to begin 
with. Furthermore, for our assumption to generally hold, it must also be so that the state 
ψa is the trivial state, i.e. ˆ a | 0 ⟩ = 0 .
We now define the Fock basis, which serve as a basis for the Hilbert/Fock space, F , 
from which all quantum states can be built from by superposition. I list the most important 
properties and definitions and then prove various claims: 
• The set of orthonormal basis vectors {| n ⟩} , for n ∈ N , define a basis for the Fock space, 
F . They satisfy,
⟨ m | n ⟩ = δmn , (2.49) 
with δmn being the Kronecker delta-function, such that δmn = 1 for m = n and 0 
otherwise. 
• The basis states (also called Fock states or number states), | n ⟩ , can be constructed 
from the vacuum by successive applications of the creation operator, ˆ a†, such that




| 0 ⟩ . (2.50) 
• Fock states are eigenstates of the number operator, and thus the oscillator Hamiltonian, 
equation (2.42), such that,
ˆ n | n ⟩ = n | n ⟩ = ⇒ En = ℏ ω ( n + 1 / 2) , (2.51) 
with En being the eigenvalue of Ĥ . 
• The set of quantum states are then defined as,{ 
| ψ ⟩ 
∣∣∣ | ψ ⟩ = ∞∑ 
n =0 
cn | n ⟩ ∈ F with ⟨ ψ | ψ ⟩ = 
∑ 
n 





We now prove the first three statements. 
Proofs. We first show that the single-particle state (defined below) is an eigenstate of the 
number operator, with eigenvalue equal to 1. We then show, by induction, that the vector, 
| n ⟩ , constructed by n -successive applications of ˆ a† to the vacuum state, is an eigenstate of 
the number operator, with eigenvalue equal to n . Orthonormality of the vectors {| n ⟩} is 
then proven. 
Consider the single-particle state,
| 1 ⟩ = ˆ a† | 0 ⟩ , (2.53) 
and observe that,
ˆ n | 1 ⟩ = ˆ n ˆ a† | 0 ⟩ 
= [ˆ n, ˆ a†] | 0 ⟩ 
= [ˆ a†ˆ a, ˆ a†] | 0 ⟩ 
= ˆ a†[ˆ a, ˆ a†] | 0 ⟩ 
= ˆ a† | 0 ⟩ 
= | 1 ⟩ .
For the second and third equalities, we used ˆ n | 0 ⟩ = 0 and expanded the number operator in 
terms of creation and annihilation operators. For the fourth equality, we used the commuta- 
tor property [f̂ ˆ g , ĥ ] = f̂ [ˆ g , ĥ ]+[f̂ , ĥ ]ˆ g together with [ˆ a† , ˆ a†] = 0 . For the last set of equalities, 
we used the relation [ˆ a, ˆ a†] = 1 and the definition of the single-particle state. Thus, one sees 
that the single-particle state is an eigenstate of the number operator, with eigenvalue equal 
to one. 
We now prove a similar relation for the two-particle state. The generalization to the 
n -particle state will follow by induction. Consider the two-particle state,
| 2 ⟩ = N2ˆ a† 2 | 0 ⟩ , (2.54) 
where N2 is some normalization constant such that ⟨ 2 | 2 ⟩ = 1 . Observe that,
ˆ n | 2 ⟩ = N2ˆ n ˆ a† 2 | 0 ⟩ 
= N2[ˆ n, ˆ a
† 2] | 0 ⟩ 
= N2[ˆ a
†ˆ a, ˆ a† 2] | 0 ⟩ 
= N2ˆ a
†[ˆ a, ˆ a† 2] | 0 ⟩ 
= N2ˆ a
† (ˆ a†[ˆ a, ˆ a†] + [ˆ a, ˆ a† 2]ˆ a† ) | 0 ⟩ 
= 2 N2ˆ a
† 2 | 0 ⟩ 
= 2 | 2 ⟩ .
Thus, the two-particle state is an eigenstate of the number operator, with eigenvalue equal 
to 2. The generalization to the n -particle state, | n ⟩ = Nnˆ a† n | 0 ⟩ , follows by a repeated 
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application of the above set of equalities. Thus, the n -partidle Fock state, | n ⟩ , is an eigenstate 
of the number (Hamiltonian) operator with eigenvalue equal to n [ En = ℏ ω ( n + 1 / 2) ]. 
We now prove orthonormality of the Fock states and provide the normalization constant, 
Nn, while doing so. Consider the Fock states | n ⟩ and | m ⟩ and take n > m without loss of 
generality. Then, consider the following set of equalities,
⟨ m | n ⟩ ∝ ⟨ 0 | ˆ amˆ a† n | 0 ⟩ 
= ⟨ 0 | ˆ am − 1[ˆ a, ˆ a† n] | 0 ⟩ 
= ⟨ 0 | ˆ am − 1 
(
ˆ a†[ˆ a, ˆ a† n − 1] + [ˆ a, ˆ a† n − 1]ˆ a† 
)
| 0 ⟩ 
... 
= n ⟨ 0 | ˆ am − 1ˆ a† n − 1 | 0 ⟩ 
= n ⟨ 0 | ˆ am − 2[ˆ a, ˆ a† n − 1] | 0 ⟩ 
... 
= n ( n − 1) ⟨ 0 | ˆ am − 2ˆ a† n − 2 | 0 ⟩ 
... 
= n ( n − 1) . . . ( n − m ) ⟨ 0 | ˆ a† n − m | 0 ⟩ .
For n ̸ = m , the last equality is zero by virtue of ˆ ak | 0 ⟩ = 0 for any k ̸ = 0 . For n = m , 
the last equality is equal to n ! (assuming ⟨ 0 | 0 ⟩ = 1 ). Therefore, setting Nn = 1 /
√
n ! gives 
⟨ m | n ⟩ = δmn, as was to be shown. As an aside, note that there is no upper-bound for the 
value of n . It thus follows that the Fock space is an infinite dimensional Hilbert space.
With the dynamics of the observables thus solved and the quantum states of the system 
in hand, our job is complete. 
Recap: We were able to solve the quantum harmonic oscillator with swiftness via canonical 
quantization, which effectively allowed us to take most of our results from the classical theory 
and apply them directly to the quantum system. The only missing ingredient (and altogether 
absent in our classical discussion) was to find the quantum states of our system. I lay out 
the procedure we took for quick reference: 
• Given the classical, Hamiltonian description of the system, ‘go over’ to the quantum 
theory by canonical quantization, i.e.
{ A, B }PB → 
[ Â, B̂ ]
i ℏ 
.
Here, A and B are classical observables, which are general functions of the canonical 
variables, x and p , and Â and B̂ are their Hermitian operator-counterparts and are 
operator-functions of the canonical operators, ˆ x and ˆ p . 












[ˆ p, Ĥ ] , (2.55) 
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thereby determining the time evolution for any observable, Â (ˆ x, ˆ p ) . Note that, the 
solutions of these equations are, more or less, equivalent to the classical equations of 
motion. 
• Determine the quantum states of the system. For the quantum harmonic oscillator, 
this was found by constructing the Fock basis, {| n ⟩} , which was formed by successive 
applications of the creation operator to the quantum vacuum, | 0 ⟩ – i.e.,




| 0 ⟩ . (2.56) 
Thus, for oscillator-like systems, construct the Fock basis from the vacuum, from which 
any quantum state can written in terms of by linearity. 
Photons 
We are almost in the position to discuss the quantum of electromagnetic field – i.e., photons. 
Formally, we must transition from point-like systems to systems described by fields – entities 
which take on a value at each point in space and time. This will require some slight rewiring 
of out thought processes when discussing the formalism but will nonetheless follow analogous 
steps we took earlier in describing point-like systems. 
Quantizing the electromagnetic field also presents some complexities and mathematical 
maneuvering, owing to complications when dealing with the polarization of the field. We 
will bypass these difficulties, however, by considering a simple model for the electromagnetic 
field: a massless scalar field . This approximation will be sufficient for our purposes, and 
almost everything we have to say later about photons can be thought of directly in terms of 
the formalism and concepts presented therefrom. 
We start by presenting the Lagrangian and Hamiltonian formalisms for a classical scalar 
field in one dimension. We will apply this formalism to solve the equations of motion for a 
free, massless scalar-field (the massless Klein-Gordon field), and then move on to a quantum 
description of the field via canonical quantization. We will see many similarities with the 
oscillator system along the way, and hopefully, these similarities will make the presentation 
seem familiar and make the quantum description of the field seem like a natural extension. 
For background on (relativistic) quantum field theories, in general, see David Tong’s 
lectures [20]. With respect to the quantized electromagnetic field and its place “in the lab", 
see the many books on quantum optics, e.g. [21, 22]. We will use the calculus of variations 
at the level of, e.g., functional derivatives when discussing fields. For background on this, 
see Gelfand’s book [23]. 
The classical field 
For the point-like oscillator, one thought of x as both a canonical variable describing the 
physical system and a coordinate. For fields however, the field, ϕ ( x ) , itself is a canonical 
variable and x is just a coordinate (which plays no pivotal role) at which point the field takes 
on a particular value. Hence fields are the primary objects, not coordinates, and we must 
learn how to handle them in the context of the Lagrangian and Hamiltonian formalisms. 
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Recall that, in our prior endeavours, we took variations with respect to the variables x, ˙ x, p , 
etc. In our current situation, we will be taking variations with respect to the field, ϕ , and 
its conjugate momentum, π , which are themselves functions of coordinates. To make the 
transition from point particles to fields more efficient, we take a short detour into functionals 
and their variation. 
• Functionals: In simple terms, a functional is a function of a function. We define a 
functional, F , of the “field variable”, ϕ , which is itself a function of coordinates, x , in 
the following manner,
F [ ϕ ] = 
∫ 
d x f ( ϕ ( x ) , ∂x ϕ ) , (2.57) 
where f ( ϕ, ∂x ϕ ) is typically a polynomial in ϕ and its first derivatives. This can be 
extended to functions of higher-order derivatives, but it will not be useful for us. 
• Variation of a functional: The variation of a functional, F , with respect to a field, ϕ , 
assuming vanishing boundary conditions, is given by,
δ F [ ϕ ] = 
∫ 







δ ϕ + 
∂ f
∂ ( ∂x ϕ ) 











∂ ( ∂x ϕ ) 
)) 
δ ϕ + 
∫ 
d x ∂x 
( 
∂ f
∂ ( ∂x ϕ ) 
δ ϕ 
) 
︸ ︷︷ ︸ 
=0 
,










∂ ( ∂x ϕ ) 
) 
, (2.58) 
where coordinate dependence on x is understood. 
We now take on fields. Consider the action functional, S [ ϕ ] , for a scalar field, ϕ ( x, t ) , 
which we write in terms of the Lagrangian density, L ,
S [ ϕ ] = 
∫ 
d t d x L [ ϕ, ϕ̇, ∂x ϕ ] , (2.59) 
where the space-time dependence of the Lagrangian density is implicit. Observe that the 
Lagrangian density is only a function of ϕ and its first derivatives. The equations of motion 
for the system are found via Hamilton’s principle, i.e. by extremizing the action with respect 
to the field ϕ . Generically, the extremization of the action with respect to the field (assuming 
fixed endpoints) implies the Euler-Lagrange equations of motion,












∂ ( ∂x ϕ ) 
) 
= 0 . (2.60) 
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Proof. We prove the preceding implication assuming. First, note that,
δ S = 
∫ 
d t d x 
δ S
δ ϕ 
δ ϕ ( x, t ) . (2.61) 
by definition of the variation of a functional. Hamilton’s principle, δ S def= 0 , then implies 
δ S / δ ϕ = 0 from the previous equation. Now, assuming that the Lagrangian density is only 
a function of ϕ and its first derivatives and assuming vanishing boundary conditions for the 
















∂ ( ∂x ϕ ) 
) 
, (2.62) 
which follows by application of equation (2.58). Therefore, the action is extremized if and 
only if the Euler-Lagrange equations (2.60) are satisfied.
We now go the Hamiltonian formalism and introduce the canonical field variables. Given a 
Lagrange density, L , defined in terms of the configuration variables, ( ϕ, ϕ̇ ) , the Hamiltonian 
density, H , defined in terms of the canonical field variables, ( ϕ, π ) , can be found via the 
Legendre transform of the Lagrangian; i.e.,
H [ ϕ ( x ) , π ( x )] = ϕ̇π − L , (2.63) 
with,




being the conjugate field momentum . The Hamiltonian density is related to the Hamiltonian 
functional, H , by integration,
H [ ϕ, π ] = 
∫ 








Observe that the canonical variables and associated Hamiltonian are defined at a specific in- 
stance in time. By varying the Hamiltonian and making connection with the Euler-Lagrange 




and ˙ π = − δ H
δ ϕ 
. (2.67) 
Actually, we can find the time evolution of a generic functional, F [ ϕ, π ] , by variation,






































= d t { F , H }PB , (2.71) 
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where the Poisson bracket between two functionals F and G has been implicitly defined as,
















I list the most important Poisson bracket relations,
Ḟ = { F , H }PB (2.73) 
{ ϕ ( x ) , π ( y ) }PB = δ ( x − y ) (2.74) 
{ ϕ ( x ) , ϕ ( y ) }PB = { ϕ ( x ) , ϕ ( y ) }PB = 0 , (2.75)
where δ ( x − y ) is the Dirac-delta distribution. The second equation, the canonical commu- 
tation relation for the field, follows from the definition of the Poisson bracket and the fact 
that δ ϕ ( x )/ δ ϕ ( y ) = δ π ( x )/ δ π ( y ) = δ ( x − y ) , which I show below. 
Proof. We show that δ ϕ ( y )/ δ ϕ ( x ) = δ ( x − y ) . By extension, a similar relation follows for π . 
Consider that,
ϕ ( x ) = 
∫ 
d y δ ( x − y ) ϕ ( y ) , (2.76) 
and thus δ ( x − y ) ϕ ( y ) defines a functional density for the functional ϕ . But, by definition of 
the variation of a functional,





δ ϕ ( x )
δ ϕ ( y ) 
δ ϕ ( y ) . (2.77)
After taking a variation of the former equation and equating the result with the latter, we 
are led to conclude δ ϕ ( y )/ δ ϕ ( x ) = δ ( x − y ) . The canonical commutation relations can be 
found by using this result and applying the definition of the Poisson bracket.
We now apply this formalism to find and solve equations of motion for a free, massless, 
scalar field. We take the speed of light to be one in what follows. The Lagrangian density 





( ∂x ϕ )
2 , (2.78) 
From this, we find the canonical momentum,































with H being the integrand in the equation before last. It then follows that
ϕ̇ = π and ˙ π = ∂2 x ϕ, (2.82) 
which are a coupled set of partial differential equations. By taking a time derivative of 
Hamilton’s equation for ϕ , we are led to one second-order partial differential equation,
∂2 t ϕ − ∂2 x ϕ = 0 , (2.83) 
also known as the (massless, free) Klein-Gordon equation. This is a wave equation, which we 
can readily solve in Fourier space. I write a generic solution in terms of the complex mode 
functions, uk( x, t ) ,
ϕ ( x, t ) = 
∫ 




k( x, t )) (2.84) 
π ( x, t ) = − i 
∫ 
d k ωk ( αk uk( x, t ) − α ∗ k u∗ k( x, t )) (2.85)
where αk are complex coefficients and uk = Nk exp[ − i ( ωk t − k x )] is the mode function, with 
Nk a to-be-determined normalization constant. Here, ωk = | k | is the oscillation frequency of 
the Fourier modes and k ∈ R is the wave-number. This is similar to the classical oscillator 
solution, however, in this case, we have an infinite set of oscillators, one for every point x , 
which have a range of possible oscillation frequencies, ωk. 
We now define the Klein-Gordon inner product for generic solutions to the equations of 
motion. This will allow us to determine the coefficients αk from the field ϕ and the mode 
functions { uk } . Consider two generic (complex) solutions to the equations of motion, f ( x, t ) 
and g ( x, t ) , and define pf = ḟ (and similarly for g ). Then, the Klein-Gordon inner product 
between f and g is defined as,






f ∗ pg − g p∗ f 
) 
. (2.86) 
This has the same properties as the Klein-Gordon inner product introduced in previous 
sections. 
From this definition and the form of the mode functions, one can show that,
( uk , ul)KG = − ( u∗ k , u∗ l )KG = δ ( k − l ) (2.87) 
( uk , u
∗ 
l )KG = 0 (2.88) 
= ⇒ αk = ( uk , ϕ )KG and α ∗ k = − ( u∗ k , ϕ )KG , (2.89)
where δ ( k − l ) is the Dirac-delta distribution in Fourier space and, for these equations to 
hold, Nk = 1 /
√
4 π ωk. 
Proof. We prove the first equation and show Nk = 1 /
√
4 π ωk. The other equations can be 
found using similar methods. Let




puk = ∂t uk = − i ωk uk . (2.91) 
Then, computing the Klein-Gordon inner product between the mode functions uk and ul, 
the following set of equalities are found,









d x ( u∗ k( − i ωl ul) − ul( i ωk uk)) (2.93) 
= ( ωk + ωl) 
∫ 
d x u∗ k ul (2.94) 
= Nk Nl( ωk + ωl) e− i ( ωl − ωk) t 
∫ 
d x ei ( l − k ) x (2.95) 
= N2 k4 π ωk δ ( k − l ) , (2.96)
where I introduced the Dirac-delta distribution with the convention,
δ ( k − l ) = 1
2 π 
∫ 
d x ei ( l − k ) x . (2.97) 
Hence, setting Nk = 1 /
√
4 π ωk = ⇒ ( uk , ul)KG = δ ( k − l ) .
We now have a formal solution to the classical equations of motion, but we continue on, 
hoping to make more connections with the quantum theory to be discussed shortly. From 
these relations, one can find the Poisson bracket between α and α ∗,
{ αk , α ∗ l }PB = − i ( uk , ul)KG (2.98) 
= − i δ ( k − l ) . (2.99)
Proof. We prove the preceding equation. Consider the following set of equalities,


















d x d y 
{(









d x d y 
( 
u∗ k( x ) pul( y )
{
ϕ ( y ) , π ( x )
} 













u∗ k pul − ul p∗ uk 
) 
= − i ( uk , ul)KG 
= − i δ ( k − l ) . 
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The first and second equalities follow from equations (2.89) and by expanding the Klein- 
Gordon inner product. The third, fourth, and fifth equalities follow from linearity of the 
Poisson bracket and by using the canonical commutation relations, equations (2.74) and 
(2.75). The final two equalities follow from the definition of the Klein-Gordon inner product 
and the normalization of the mode functions.
As a final calculation, let us write the Hamiltonian in terms of the complex coefficients, 
α and α ∗. Using the definition of the Hamiltonian, equation (2.80), the classical solutions to 
Hamilton’s equations, equations (2.84) and (2.85), and after a few integrals, one finds,
H = 
∫ 
d k ωk | αk |2 , (2.100) 
which, upon inspection, is just the sum of the energies of an infinite set of simple harmonic 
oscillators. As one should expect, a similar relation will hold in the quantum theory but 
with an extra (divergent) contribution from the quantum vacuum. 
The quantum field 
We now “go over" to the quantum theory in a similar manner as we did for the quantum 
harmonic oscillator. We need to take some care, however, when dealing with the quantum 
states, due to the continuous nature of fields and formally divergent quantities etc. I will 
do whatever is convenient and whatever gets us to the answers we need in the most efficient 
and sensible fashion (in my perspective). 
Recall our procedure for producing a quantum theory from the classical theory, which I 
reproduce here for convenience: 
• Given the classical, Hamiltonian description of the system, ‘go over’ to the quantum 
theory by canonical quantization, i.e.
{ A, B }PB → 
[ Â, B̂ ]
i ℏ 
.
Here, A and B are classical observables, which are general functions of the canonical 
variables, ϕ and π , and Â and B̂ are their Hermitian operator-counterparts and are 
operator-functions of the canonical operators, ϕ̂ and ˆ π . 












[ˆ π , Ĥ ] , (2.101) 
thereby determining the time evolution for any observable, Â (ϕ̂, ˆ π ) . Note that, the 




• Determine the quantum states of the system. For the quantum harmonic oscillator, 
this was found by constructing the Fock basis, {| n ⟩} , which was formed by successive 
applications of the creation operator to the quantum vacuum, | 0 ⟩ – i.e.,




| 0 ⟩ . (2.102) 
Thus, for oscillator-like systems, construct the Fock basis from the vacuum, from which 
any quantum state can written in terms of by linearity. 
We follow this procedure to a tee. We start by writing out the canonical commutation 







[ F̂ , Ĥ ] (2.103) 
[ϕ̂ ( x ) , ˆ π ( y )] = i ℏ δ ( x − y ) (2.104) 
[ϕ̂ ( x ) , ϕ̂ ( y )] = [ˆ π ( x ) , ˆ π ( y )] = 0 , (2.105)
where F̂ is some operator functional of the canonical variables, ϕ and π . The Hamiltonian 
operator is given as,










From this Hamiltonian and using the commutation relations above, we find the operator 
form of Hamilton’s equations,
∂tϕ̂ = ˆ π and ∂tˆ π = ∂2 xϕ̂. (2.107) 
Towards solving these equations, the story is the same as in the classical field case. So I simply 
write down the solution, in terms of the complex mode function uk( x, t ) = Nk exp[ − i ( ωk t − k x )] ,








k( x, t ) 
) 
(2.108) 
ˆ π ( x, t ) = − i 
∫ 
d k ωk 
( 
ˆ ak uk( x, t ) − ˆ a† k u
∗ 
k( x, t ) 
) 
(2.109)
where ˆ a and ˆ a† are the annihilation and creation operators, respectively. We can extract 
these operators from the field via the Klein-Gordon inner product per usual, but first a 
redefinition,








f ∗ pg − g p∗ f 
) 
, (2.110) 
where f and g are classical solutions to the equations of motion and pf = ∂t f (and similarly 
for g ). This differs from the original, equation (2.86), only by a factor of ℏ . The Klein- 
Gordon inner product between the mode functions still hold with this re-scaling, as such 
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only changes the normalization factor to Nk = 
√
ℏ / (4 π ωk) . From this definition and the 
field operator, equation (2.108), we have,
ˆ ak = ( uk , ϕ̂ )KG and ˆ a† k = − ( u
∗ 
k , ϕ̂ )KG . (2.111) 
Using this relation and the canonical commutation relations, one can prove that,
[ˆ ak , ˆ a
† 
l ] = δ ( k − l ) (2.112) 
[ˆ ak , ˆ al] = [ˆ a
† 
k , ˆ a
† 
l ] = 0 . (2.113)
With all this in hand, we re-write the Hamiltonian operator in terms of the creation and 
annihilation operators. After some algebra, a few integrals, and an application of the com- 
mutator (2.112), one finds,
Ĥ = 
∫ 
d k ℏ ωkˆ a† kˆ ak + δ (0) 
∫ 
d k ℏ ωk / 2 (2.114) 
where δ (0) is the Dirac-delta distribution evaluated at the origin of its argument. The 
second term is the vacuum energy and is formally divergent, independently of the Dirac- 
delta distribution! This is because we are summing over an infinite number of oscillators, 
with the vacuum state for each mode, k , contributing a factor ℏ ωk / 2 to the sum. The 
divergent vacuum energy is unavoidable once we transition to fields. In the end, it could be 
so that the field is just a continuum approximation for, e.g., a large but finite set of coupled 
oscillators, in which case the vacuum energy reduces to a finite sum (a large term, perhaps, 
but finite), or it could be so that our field theory is only appropriate up to some high energy 
scale (up to an upper value of ω ), at which point a more sound theory steps in and saves 
the day. In any case, we will not think too much into it. Instead, we will do what any 
respectable physicist does and simply sweep this infinity under the rug. It will not bother 
us anyway. 
We have thus solved the equations of motion and found a generic expression for the field 
operator, but as was the case with the quantum harmonic oscillator, we are not yet done, as 
we must now describe the quantum states of the system. We will take a similar approach as 
before, i.e. construct the Fock space (the space of states) by successive applications of the 
creation operator on the vacuum, however, we must be a bit gentle here. The reason being 
that we are dealing with an infinite set of oscillators, and we are working in a continuum 
(the former is the main issue), which will present some difficulties if we continue blindly. We 
will bypass these difficulties however by introducing wave-packets and reducing the infinite 
set oscillators to a finite set. Such a reduction is permissible as the dynamics of physically 
interesting situations is typically restricted to a handful of modes. 
First, we build a Fock space, with suitably normalized basis states, by restricting to a 
single-mode wave-packet. We will generalize this to M modes later. Consider a wave-packet, 
f , which is a solution to the equations of motion satisfies,
( f , f )KG = 1 . (2.115) 
Since { uk } form a basis of solutions to the equations of motion, we may expand f as,
f = 
∫ 
d k ( αk uk + βk u
∗ 
k) , (2.116) 
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where, αk = ( uk , f )KG and βk = − ( u∗ k , f )KG. This is a generic expansion, but we will restrict 
ourselves to βk = 0 ∀ k momentarily. Speaking generally for now, given that ( f , f )KG = 1 
by definition, we have




| αk |2 − | βk |2 
) 
= 1 , (2.117) 
which follows by expanding f per equation (2.116) and using linearity of the Klein-Gordon 
inner product. We now define the annihilation operator, ˆ af , for the wave-packet f as,
ˆ af 
def
= ( f , ϕ̂ )KG . (2.118) 
From which it follows,
[ˆ af , ˆ a
† 
f ] = ( f , f )KG = 1 . (2.119) 
From equation (2.118) and the expansion of the field operator (2.108), we can expand ˆ af in 
terms of the mode operators, ˆ ak and ˆ a† k,









Proof. We prove the preceding equation. Consider the following set of equalities:















ˆ ak( f , uk)KG + ˆ a
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ˆ ak( uk , f )
∗ 


















For the second equality, we have expanded the field operator in terms of the mode functions 
and mode operators. For the third equality, we have used the linearity of the Klein-Gordon 
inner product. For the fourth equality, we have used the fact that ( f , g )∗ KG = ( g , f )KG, and 
for the final equality, we have used the fact that αk = ( uk , f )KG and βk = − ( u∗ k , f )KG.
Now define the vacuum state, | 0 ⟩ , to be the ground state of the Hamiltonian operator, 
equation (2.114), satisfying ˆ ak | 0 ⟩ = 0 ∀ k and ˆ af | 0 ⟩ = 0 . With this choice, it follows that 
βk = 0 ∀ k , 
∫ 
d k | αk |2 = 1 , and ˆ af = 
∫ 
d k α ∗ kˆ ak. Similar to before, we construct the Fock 
basis, {| nf ⟩} , by repeated applications of the creation operator, ˆ a† f , to the vacuum. I list a 
few results which follow: 
• The set of orthonormal basis vectors, {| nf ⟩} , for n ∈ N , define a basis for the single- 
mode Fock space, Ff , satisfying
⟨ mf | nf ⟩ = δmn , (2.126) 
where δmn is the Kronecker delta. 
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• The basis states (Fock states), | nf ⟩ , can be constructed from the vacuum by successive 
applications of the creation operator, such that,
| nf ⟩ = 
ˆ a† n f√
n ! 
| 0 ⟩ . (2.127) 
From this construction, it follows that the Fock states are eigenstates of the number 
operator, ˆ nf = ˆ a† fˆ af with eigenvalue n . 
• The time dependent annihilation operator for the wave-packet is given as
ˆ af ( t ) = 
∫ 
d k α ∗ kˆ ake
− i ωk t , (2.128) 
from which all other dynamical quantities of interest can be found. 
• By computing the matrix elements of the Hamiltonian in equation (2.114) in the single- 
mode Fock basis of f , it can be shown that,




d k ωk | αk |2 and | αk |2 = | ( uk , f )KG |2 , (2.130) 
and the divergent vacuum energy has been discarded. Hence, although the state | nf ⟩ is 
not an eigenstate of the Hamiltonian, its energy nevertheless takes on discrete values, 
with an average given by ℏ ωf n . For example, the state | 1f ⟩ corresponds to the quantum 
state of a single photon occupying the wave-packet f , which carries a quantum of energy 
ℏ ωf on average (averaging over k ). If f is sharply peaked around some mode k0, then 
ℏ ωf ≈ ℏ ωk0 , which is just the Einstein-Planck relation for the energy of a photon with 
frequency ωk0 . 
We now generalize the single-mode construction to an M -mode construction, by intro- 
ducing a finite set of functions, { fi }M i =1, which are orthonormal in the Klein-Gordon inner 
product, i.e. ( fi , fj)KG = δij. The Fock space is then given as a tensor product over all M 
modes, F{ f } = 
⊗ 
i Ffi . Of physical interest is a set of wave-packets which are dynamically 
decoupled under free Hamiltonian evolution. For instance, let each fi have support only over 
a finite sector in k -space, and let each of these sectors not overlap (there are thus M indepen- 
dent sectors). That is, if fi = 
∫ 
d k αi,k uk, then we suppose that supp ( αi,k) is non-trivial only 
in finite domain and that supp ( αi,k αj,k) = ∅ if i ̸ = j . Therefore, under this prescription and 
assuming free evolution generated by the Hamiltonian in equation (2.114), each mode-sector, 
i , is dynamically decoupled from any other sector, meaning that there is no mixing between 
different wave-packet modes, fi; however, there is mixing between the k -modes contained 
within a given sector. One can think of the different degrees of mixing as "external" versus 
"internal" dynamics, where the external dynamics describes the interactions between the 
different sectors (between wave-packets) and the internal dynamics describes the interac- 
tions occurring within a given sector (an individual wave-packet). It is often the case that 
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the external dynamics are physically more relevant (think of scattering between M initially 
independent wave-packets), and one must simply take care that the internal dynamics are 
not affecting the external dynamics in an impactful manner. 
Before we conclude this section, I would like to introduce the quadrature operators for the 
wave-packet f , and make some comments which will, hopefully, permit an easy transition 































= ℏ ωf (ˆ a† fˆ af + 1 / 2) , (2.133) 
which is reminiscent of the single, quantum-harmonic oscillator. See equation (2.41). These 
operators satisfy,
[ X̂f , P̂f ] = i , (2.134) 
for all times and undergo time evolution via the Hamiltonian of equation (2.114), leading to,





ˆ af ( t ) + ˆ a
† 
f ( t ) 
) 
(2.135) 





ˆ af ( t ) − ˆ a† f ( t ) 
) 
, (2.136)
with ˆ af ( t ) given by equation (2.128). By inspecting equations (2.108) and (2.109), we see 
that the quadrature operators, X̂ and P̂ , are quite similar to the canonical operators, ϕ̂ and 
ˆ π . Due to their close correspondence with the canonical operators, I will refer to X̂ and P̂ as 
the canonical operators themselves. In the forthcoming sections, I use this language without 
discretion. 
2.2 Photon dynamics 
Our discussion on photon dynamics will be restricted to quadratic interactions and symplectic 
transformations. For generic remarks regarding systems and states associated with such 
dynamics, see Serafini’s monograph [24] (which I highly recommend). A large part of the 
literature in quantum optics focuses on precisely this subset of quadratic interactions. Hence, 
for an quantum-optical perspective, see e.g. [21, 22]. From here on, unless stated otherwise, 




Our analyses has to do with a finite set of interacting quantum oscillators (or modes). Hence, 





where F1k is the single-mode Fock space (which we previously encountered) for the k th 
mode. The modes themselves are associated with a pair of canonical operators, (ˆ xi , ˆ pi) , 
where i labels which mode of n , which satisfy the canonical commutation relations
[ˆ xi , ˆ pj] = i δij (2.137) 
[ˆ xi , ˆ xj] = [ˆ pi , ˆ pj] = 0 , (2.138)
where δij is the Kronecker delta-function. They are related to the annihilation and creation 
operators, ˆ a and ˆ a†, via




ˆ a + ˆ a† 
) 
and ˆ p = − i√
2 
(
ˆ a − ˆ a† 
) 
. (2.139) 
These canonical operators are actually the (dimensionless) quadrature operators of the field 
introduced in the preceding section, however, I will simply refer to them as the canonical 
operators. 
It will be efficient to define a 2 n × 1 vector of canonical operators ,
r̂ 
def
= (ˆ x1 , ˆ p1 , . . . , ˆ xn , ˆ pn)
⊺ , (2.140) 
which compactly describes all the field modes and their canonical momenta.5 From the 
canonical commutation relations above, one can express the commutation relations between 
all modes via,
[ ̂ri , r̂j] = i Ωij , (2.141) 
where Ωij are the matrix coefficients of the 2 n × 2 n symplectic form ,
Ω = In ⊗ Ω1 where Ω1 = 
( 
0 1 
− 1 0 
) 
. (2.142) 
As an aside, one can relate the total number of excitations to the canonical vector operator 
via,
ˆ n = 
1
2
r̂⊺r̂ − n/ 2 , (2.143) 
where ˆ ni = ˆ a† iˆ ai is the number operator for the i th mode and ˆ n = 
∑ 
i ˆ ni. The extra c- 
number, n/ 2 , is due, essentially, to the vacuum of each mode contributing a factor of 1 / 2 to 
the energy of the field. A similar relation was found in equation (2.133).
5We borrow this notation from Serafini [24]. 
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Quadratic Hamiltonians and symplectic transformations 
For interactions between various modes, we will restrict ourselves to quadratic Hamiltonians 
– implying, e.g., that the equations of motion for the fields are linear in the field variables 
though generally coupled. In what follows, I will discuss dynamics in a highly simplistic 
manner, making no reference to the field variables themselves, and will restrict the discussion 
only to the transformations of the quadrature variables introduced above. I will not provide 
support for this approach immediately, but will return to this matter later. 
Dynamics and the Bloch-Messiah decomposition 




r̂⊺ H ̂r = 1
2 
Hij r̂ir̂j , (2.144) 
where H is a 2 n × 2 n , real, symmetric, positive definite ( H > 0 ) matrix, called the Hamil- 
tonian matrix .6 Let τ represent time (or any continuous parameter) associated with the 
Hamiltonian (generator) Ĥ . Then, the time-evolved canonical operators can be written 
generically as,
r̂k( τ ) = ( SH)k i r̂i , (2.145) 
where the 2 n × 2 n symplectic matrix ,
SH 
def
= exp (Ω H τ ) , (2.146) 
has been defined. Here, Ω is the symplectic form and H is the Hamiltonian matrix. Equation 
(2.145) shows, quite compactly, that the canonical operators at time τ are just a linear 
combinations of the canonical operators at τ = 0 . 
Proof. We prove the preceding equations. Recall the quantum version of Hamilton’s equa- 
tions [see, e.g., equation (2.55)]. Then, consider following set of equalities,
∂τ r̂k = i 
[ 









Hij ( ̂ri[ ̂rj , r̂k] + [ ̂ri , r̂k] ̂rj) 
= Ωk i Hij r̂j 
= (Ω H ̂r )k ,
where, in the third equality, the canonical commutation relations were used, and in the 
fourth and fifth equalities, the symmetry of the Hamiltonian matrix and the anti-symmetry 
of the canonical form was used. This is a first order differential equation, with a solution 
given by equation (2.145) if SH = exp(Ω H τ ) .
6Note that I have restricted to purely quadratic Hamiltonians. This is a minor point, and I will come 
back to it. 
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Recall, from quantum theory, that Hamiltonian dynamics corresponds to evolving the 
system by a unitary operator, Ûτ = exp( − i Ĥ τ ) , such that Û † τ r̂Ûτ = r̂ ( τ ) (Heisenberg evolu- 
tion). It thus follows that, if the Hamiltonian is quadratic, then
Û † τ r̂Ûτ = SHr̂ . (2.147) 
This correspondence between unitary evolution and symplectic transformations allows us to 
discard discussion of the former in favor of the latter, which effectively reduces evolution to 
simple matrix multiplication. 
With this correspondence in hand, it is also useful to know what generally happens if, for 
example, we concatenate successive symplectic transformations. For example, first evolve, 
in the Heisenberg picture via a unitary Ŝ1, then Ŝ2 then Ŝ3 etc., such that 
∏N 
n =1 Ŝn gives 
the full unitary process. One can then show that this concatenation of unitary processes 
corresponds to the transformation,
Ŝ † 1 . . . Ŝ 
† 






r̂ , (2.148) 
which is a concatenation rule for symplectic tranformations. Here, Sn is the symplectic 
transformation corresponding to the unitary Ŝn. An astute reader may notice that: The 
Heisenberg evolution, in terms of unitary operators, is like “evolving backwards", where the 
last unitary in the concatenation acts first on the canonical operator and so on and so forth 
(first ŜN , then ŜN − 1 etc.). However, at the level of symplectic matrices, { Sn } , the evolution 
follows the actual sequence of events, from 1 to N , similar to the Schrödinger evolution of 
quantum states. 
Proof. We prove the preceding equation for a sequence of two unitary operators, Ŝ1 and Ŝ2. 
The full result follows by induction. Consider the unitary operator, Û = Ŝ2Ŝ1, where the 
unitary operator Ŝl has a corresponding symplectic matrix, Sl, and consider the Heisenberg 
evolution of the canonical operator, r̂k. Then, the following set of equalities hold,





= Ŝ † 1 
(
Ŝ † 2r̂k Ŝ2 
) 
Ŝ1 
= Ŝ † 1 
( 
( S2)k j r̂j 
)
Ŝ1 
= ( S2)k j 
(
Ŝ † 1r̂j Ŝ1 
) 
= ( S2)k j 
( 
( S1)j ir̂i 
) 
= ( S2)k j( S1)j ir̂i 
= ( S2 S1ˆ r )k .
For the third and fourth equalities, we used the relation between Heisenberg evolution and 
symplectic transformations [equation (2.147)] and then moved the matrix coefficients of S2 
around freely. The remaining equalities were found by the same sort of shuffling. For the 
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final equality, we equated the sum over matrix elements to the product of the matrices with 
proper ordering. 
The generalization to a concatenation of N unitary operators follows by induction. For, 
let Ŝ12 
def
= Ŝ2Ŝ1 with corresponding symplectic matrix S12 
def
= S2 S1 and introduce another 
unitary evolution Ŝ3, with corresponding symplectic matrix S3, such that Û = Ŝ3Ŝ12. From 
above, it follows that the unitary evolution of the canonical operator, r̂k, equates to the 
matrix product ( S3 S12r̂ )k = ( S3 S2 S1r̂ )k. A similar relation thus holds for N such transfor- 
mations, by extension.
The matrices S are called symplectic since they generally obey the relation,
S ⊺Ω S = Ω , (2.149) 
which, e.g., must hold in order for Hamiltonian dynamics to preserve the canonical commu- 
tation relations (2.141). Matrices which obey this relation form the symplectic group . I will 
not delve into the mathematical particulars concerning this group, but I will point out one 
very important observation. That is, any symplectic transformation, on a finite number of 
modes, may be decomposed as a product of single-mode squeezers, phase shifters, and two- 
mode beamsplitters [25]. This is known as the Bloch-Messiah decomposition . To provide a 
short description: Single-mode squeezers are single-mode transformations which reduce the 
variance in one quadrature of the mode and increase the variance in the other quadrature of 
the mode, all while saturating the Heisenberg uncertainty relation (for vacuum inputs). This 
process also corresponds to particle creation in a single mode. On the other hand, beam- 
splitters correspond to “passive” scattering events between two modes, while phase shifts 
correspond to free evolution. At the level of symplectic transformations, beamsplitters and 
phase shifters induce orthogonal transformations (e.g. rotations) and form a subgroup of 
the symplectic group. Such transformations are passive, in the sense that they preserve ex- 
citation (photon) number. This can be quickly seen by examining the invariance of equation 
(2.143) when the canonical operators are subject to a symplectic transformation, O , obeying 
the orthogonality condition, O ⊺ O = I . 
Sketch of proof. The decomposition of any (real) symplectic matrix into passive transfor- 
mations and single-mode squeezers can be made more precise. First, observe that any real 
matrix, S , admits a spectral decomposition of the form,
S = O1 D O2 , (2.150) 
where D is a positive semi-definite, diagonal matrix, with the singular values of S along its 
diagonal, and { Ok } are orthogonal matrices ( O ⊺ k Ok = I ). For S a symplectic matrix: (i) 
{ Ok } are orthogonal and symplectic7, and (ii) det S = 1 , implying that the singular value 






0 d− 1 k , 
)
7The fact that they are orthogonal follows from the singular value decomposition. The fact that they are 
orthogonal and symplectic [and thus isomorphic to U ( n ) ] must be shown, but it is just a consequence of S 
being symplectic. I take this fact for granted here, but see Appendix B of [24] for an extended proof. 
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with dk > 0 from the singular value decomposition. For, consider that,
S Ω S ⊺ = ( O1 D O2) Ω ( O 
⊺ 
2 D O 
⊺ 
1) 
= ( O1 D ) Ω ( D O 
⊺ 
1) ,
but S Ω S ⊺ = Ω , since S is symplectic. Thus, using the fact that Ok are symplectic and 
orthogonal, it must be so that
D Ω D = Ω .






0 d′ k 
) 
,
and substituting into the previous relation, we find





0 d′ k 
) ( 
0 1 
− 1 0 
) (
dk 0 
















− 1 0 
) 
,
which implies d′ k = 1 /dk, as claimed. Observe that D is just a direct sum of single-mode 
squeezing transformations with, e.g., dk = erk corresponding to squeezing (anti-squeezing) in 
one quadrature of the mode k and 1 /dk = e− rk corresponding to anti-squeezing (squeezing) 
in the other quadrature, where rk is the squeezing strength. 
Here, the orthogonal transformations, O1 and O2, are elements of the symplectic orthog- 
onal group which is isomorphic to the unitary group, U ( n ) . Hence, one can directly interpret 
O1 and O2 as corresponding to some finite-dimensional unitary matrix. Furthermore, it can 
be shown that any finite-dimensional unitary matrix may be decomposed into a set of two 
mode beamsplitters and phase shifters via the so-called Reck-Zeilinger decomposition [26]. It 
thus follows that any symplectic transformation can be decomposed as a set of independent 
single-mode squeezers sandwiched between two linear-optical circuits.
Now to return to the physics of the matter. One must question how well (or if at all) 
do the simplistic dynamics thus posed correspond to physical scenarios of interest? The 
answer is quite well if, for instance, we restrict ourselves to well-posed scattering problems, 
which is what we will limit ourselves to in this thesis. In this context, we imagine well- 
defined modes, and thus well-defined Fock spaces, “far away" from some interaction region 
(quotations because this applies to spatially and temporally localized interactions). These 
asymptotic regions, which I will call the in and out regions, are presumably described by 
simple Hamiltonians, which can be easily handled and which define the underlying mode 
structure as well as well-defined in/out Fock spaces. See Figure 2.1 for an illustration. We 
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Figure 2.1: Scattering of the “in-modes" to the “out-modes". Asymptotically, far in the 
past/future and spatially far away, there exists a well-defined set of in/out modes. The 
in-modes scatter to the out-modes by impinging on an interaction region, which fills a finite 
space-time volume of size V ∆ t . Only quadratic interactions occur within this region, how- 
ever the space-time dependence of these interactions is generically complex, thus permitting 
modes of different wavenumbers and/or frequencies to mix in a non-trivial way. 
then formally view the dynamics – the scattering processes – as a mapping from the in- 
modes to the out-modes. That is, we assume there exists a bijective map, Φ , such that 
Φ : Fin → Fout, where Fin/out are the in/out Fock spaces just mentioned. At the level 
of quantum states, this corresponds to some unitary, Ûin → out, that takes | ψ ⟩in → | ψ ⟩out, 
where | ψ ⟩in ∈ Fin and | ψ ⟩out ∈ Fout. What, then, could this unitary be? At the level of 
in/out canonical operators, which are well-defined by assumption, this unitary corresponds 
precisely to a symplectic transformation, which gives the output canonical operators as a 
linear combination of input canonical operators and vice versa (bijection). This must be so 
if the interactions are only quadratic; the equations of motion simply do not allow for any 
other possibility. Furthermore, since the scattering process must correspond to a symplectic 
transformation, it permits a decomposition into an array of linear-optical networks and 
squeezers. Therefore, to describe all physical processes of interest, at least the quadratic 
scattering-like interactions that we are restricting ourselves to, we need only provide an 
equivalent optical network, described by a set of appropriately tuned parameters – squeezing 
strengths, beamsplitter transmissivities, etc. This is the approach I take in this thesis to 
describe physical phenomena. 
Before moving on, let me elaborate further on what I mean by “simple Hamiltonians" in 
the in/out regions. Simply put, I mean that the Hamiltonians are (locally) time-independent 
and also (but not necessarily) not-too-complicated in their spatial dependence, i.e. it is easy 
to diagonalize such Hamiltonians and construct Fock spaces from well-defined vacuum states 
in these regions. This amounts to finding the so-called normal modes of the Hamiltonian, 
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which provides a natural decomposition of the Hamiltonian into a set of independent har- 











with { ωk } being the set of natural frequencies for the modes. The corresponding Fock spaces 
can then be built with respect to this set of modes, which again, provide an unambiguous 
notion of ground state (or vacuum) asymptotically. The notion that such a decomposition ex- 
ists is interesting, and it holds quite generically for time-independent quadratic interactions, 
as the following sketch shows. 
Proof. We sketch the existence of the above decomposition for time-independent quadratic 
Hamiltonians. It relies on the so-called normal mode decomposition (or “Williamson’s theo- 
rem”) for any positive-definite, real matrix, which we apply here without justification or proof 
of the theorem. Consider a quadratic, stable (i.e. there exists a ground state) Hamiltonian, 
which can be written as
Ĥ = Hij r̂ir̂j / 2 ,
per equation (2.144), where r̂ is an arbitrary but well-defined vector of canonical (quadrature) 
operators. Now, by assumption of stability, the Hamiltonian matrix, H , is a positive-definite, 
real matrix, and thus admits a normal-mode decomposition by Williamson’s theorem, such 
that,




and S being symplectic. Here, { ωk } are the symplectic eigenvalues of the Hamiltonian 
matrix, H . Now, define a new set of canonical operators,
R̂ 
def
= S r̂ , (2.152) 
such that, e.g., R̂ = ( X̂1 , P̂1 , . . . )⊺. Since symplectic transformations preserve the canonical 
commutation relations, these new operators are well-defined canonical operators. Further- 
more, in these new variables, the Hamiltonian decouples and takes on the form,











which was to be shown. Hence, any time-independent quadratic Hamiltonian can be de- 
composed into a set of independent quantum harmonic oscillators (normal modes), which 




I made a brief footnote regarding the restriction to purely quadratic Hamiltonians in equation 
(2.144). Obviously, one can generalize such by introducing a pure c-number, which is trivial, 
but one can also introduce a linear piece λ⊺r̂ , where λ is some 2 n column vector (not a 
vector operator). However, one can show that inclusion of the latter is equivalent to taking 
the purely quadratic Hamiltonian of (2.144) and transforming via a unitary operator known 
as the Weyl (or displacement ) operator. The Weyl operator is defined as
D̂R = exp ( i R⊺Ω ̂r ) = 
n⊗ 
k =1 





Rk ∈ R2 n
and Rk being a 2-dimensional displacement vector, associated with the k th mode, and I have 
made it explicit that a Weyl operator over all the modes is equivalent to a tensor product of 




R = r̂ + R . (2.154) 
Physically, displacements can be thought as a semi-classical case of a purely quadratic Hamil- 
tonian, where one replaces a subset of the canonical operators in a purely quadratic Hamil- 
tonian with c-numbers. This scenario then corresponds to e.g. a set of quantum harmonic 
oscillators coupled to a set of classical oscillators. 
As an aside, the Weyl operators obey the composition rule,
D̂R2 D̂R1 = D̂R1+ R2e
− i R⊺ 1Ω R2 , (2.155) 
which follows from a trivial use of the canonical commutation relations. Further, one can also 
provide a generic form for the composition of a unitary Ŝ – corresponding to a symplectic 
transformation, S – and a Weyl operator,
Ŝ † D̂R = 
(
Ŝ † D̂RŜ 
) 
Ŝ † = D̂S RŜ . (2.156) 
Examples of symplectic transformations 
For quick reference and for pedagogical purposes, I give a few worked-out examples of popular 
and useful symplectic transformations corresponding to, e.g., two-mode squeezing and two- 
mode beamsplitter transformations. 











where θ is the continuous parameter associated with the generator ĤBS and { ˆ ai } are the 
annihilation operators for the two modes. We wish to decompose this into the form, Hij r̂ir̂j / 2 , 
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thereby obtaining the Hamiltonian matrix elements. This will allow us to define a symplectic 
matrix associated with the unitary evolution of this Hamiltonian. Rewriting the above in 









( HBS)ij r̂ir̂j ,
(2.158) 
where r̂ = (ˆ x1 , ˆ p1 , ˆ x2 , ˆ p2) . By matching coefficients, we find the 4 × 4 beamsplitter Hamiltonian 
matrix,





= θ σx ⊗ I2 , (2.159) 
where I2 is the 2 × 2 identity matrix and σx is the Pauli x -matrix. Multiplying by the 4 × 4 
symplectic form,
Ω = I2 ⊗ Ω1 ,
we quickly obtain,
Ω HBS = θ σx ⊗ Ω1 . (2.160) 
To get the corresponding symplectic matrix, we exponentiate the previous matrix [recall equa- 
tion (2.146) ],
OBS = exp (Ω HBS) = exp ( θ σx ⊗ Ω1) . (2.161) 
Expanding this exponential in a power series and using basic facts about products of Pauli 
operators and about products of the symplectic form, one finally obtains,
SBS = 
(
cos θ I2 sin θ Ω1 
sin θ Ω1 cos θ I2 . 
)
(2.162) 
In terms of creation and annihilation operators, I note that this corresponds to the following 
transformation,
ˆ a1 → cos θ ˆ a1 − i sin θ ˆ a2 (2.163) 
ˆ a2 → cos θ ˆ a2 − i sin θ ˆ a1 . (2.164)
We may actually rid ourselves of the pesky i by introducing a phase in our original beam- 










= ⇒ OBS = 
( 
cos θ I2 sin θ I2 
− sin θ I2 cos θ I2 
) 
, (2.165) 
which, for instance, corresponds to the following mode transformations,
ˆ a1 → cos θ ˆ a1 + sin θ ˆ a2 (2.166) 
ˆ a2 → cos θ ˆ a2 − sin θ ˆ a1 . (2.167)
As discussed previously, beamsplitter transformations are passive and thus orthogonal (i.e. 
O ⊺ BS OBS = I4), as one can easily check from these equations. 
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ˆ a1ˆ a2ei ϕ − ˆ a† 1ˆ a
† 
2e
− i ϕ 
) 
, (2.168) 
with r being the squeezing parameter/strength and ϕ being the squeezing angle. This can be 






cos ϕ (ˆ x1ˆ p2 + ˆ p1ˆ x2) + sin ϕ (ˆ x1ˆ x2 − ˆ p1ˆ p2) 
) 
. (2.169) 
Going through the same procedure as before, we find the Hamiltonian matrix,
HSQ = r σx ⊗ 
(










cos ϕ/ 2 sin ϕ/ 2 
− sin ϕ/ 2 cos ϕ/ 2 
)
(2.171) 
is a 2 × 2 rotation matrix. Then, multiplying by the symplectic form, Ω = I2 ⊗ Ω1, we find,
Ω HSQ = r σx ⊗ 
(




= r σx ⊗ 
(




= r σx ⊗ 
(






where σz is the Pauli z -matrix, I used the fact that Rϕ preserves the symplectic form (since 
Rϕ is a symplectic transformation on the single-mode space), and used Ω1 σx = σz. From 
this, one finds the symplectic transformation for a generic two-mode squeezer,
SSQ = exp (Ω HSQ) = 
( 
cosh r I2 sinh r 
(










cosh r I2 
) 
. (2.173) 
As example, observe that, for ϕ = 0 , we have the mode transformations,
ˆ a1 → cosh r ˆ a1 + sinh r ˆ a† 2 (2.174) 
ˆ a2 → cosh r ˆ a2 + sinh r ˆ a† 1 . (2.175)
Gaussian systems 
This section is only pertinent for the analogue gravity application discussed in Chapter 4. 
I thus streamline the presentation and highlight key definitions and tools which are useful 
for handling Gaussian systems. I also rely more on heuristic arguments to validate some 




We will restrict ourselves to a particular set of quantum systems/states, so-called Gaussian 
states . Physically, we will think of Gaussian states in the following way: Consider a quadratic 











where { ωk } are the natural frequencies of the system and { (ˆ xk , ˆ pk) } are the canonical pairs 
which naturally decouple the Hamiltonian. And define the (uniform temperature) thermal 
state for the system, Θβ, as
Θβ = 
⊗n 
k =1 exp 
( 







− β Ĥωj 
) } , (2.177) 
where { Ĥωj } are the set of free oscillator Hamiltonians with corresponding eigenfrequencies 
{ ωj } and β > 0 is, effectively, the inverse temperature. In the zero temperature limit 
( β → ∞ ), this state approaches the ground (vacuum) state for the normal modes; i.e. 
limβ →∞Θβ = | 0 ⟩⟨ 0 | , where | 0 ⟩⟨ 0 | is the ground state. 
We now define Gaussian states to be the set of the quantum states which are unitarily 
related to the above thermal state, by local displacements and symplectic transformations. 









Ŝ † D̂ † − µ 
) 
, (2.178) 
with D̂µ corresponding to a displacement by an amount µ and Ŝ corresponding to some 
symplectic transformation, S . Pure Gaussian states are approached in the zero-temperature 
limit β → ∞ .8 
First and second moments 
The moniker of “Gaussian" is usually restricted to systems which can be completely charac- 
terized by the first and second moments (means and covariances). This is indeed the case 
for the Gaussian states defined above, as we will argue in the following. First, consider the 
decomposition of the thermal state in the Fock space spanned by the normal modes; it is 





1 − e− β ωk 
) ∞∑ 
mk=0 
e− β ωk mk | m ⟩⟨ m |k 
) 
, (2.179)
8Note that the zero-temperature limit leads to limβ →∞ ρG = D̂µŜ | 0 ⟩⟨ 0 | Ŝ † D̂ †µ; i.e., all pure Gaussian 




where, e.g., | m ⟩k is the Fock state for the k th mode carrying m quanta. Now consider the 
vector of canonical operators for the normal modes as r̂ = (ˆ x1 , ˆ p1 , . . . )⊺. It then follows that,
Tr {r̂ Θβ } = 0 . (2.180) 
This observation will be useful in what follows. 
The vector of first moments of a quantum state, ρ , is generally defined as the expectation 
value, Tr {r̂ ρ } . For a generic Gaussian state, ρG, given by equation (2.178), we find,
µ = Tr {r̂ ρG } . (2.181) 
Observe that the first moments completely encode the displacement operator part of ρG in 
equation (2.178). 
Proof. We prove the preceding equation. Consider the following set of equalities:




































Ŝ †r̂Ŝ Θβ 
} 
+ Tr { µ Θβ } 
= Tr { Sr̂ Θβ } + µ Tr { Θβ } 
= S Tr {r̂ Θβ } + µ 
= µ .
In the first equality, we expanded ρG via equation (2.178). In the fourth equality, we used 
relation (2.154). In the fifth equality, we used linearity of the trace and the fact that Ŝ 
is unitary. For final four equalities, we used the symplectic transformation of a canonical 
operator [equation (2.147)] to pull the symplectic matrix, S , outside of the trace, used the 
fact that the first moment for a thermal state (or any state diagonal in the Fock basis) is 
zero, and use the fact that TrΘβ = 1 .
The second moments of a Gaussian state can likewise be found. Compactly, we encode 










where the anti-commutator { A, B } = AB − B A was used, and we have subtracted off the 
first moments. The covariance matrix for a Gaussian state, ρG, given by equation (2.178), 
takes on the generic form,
σ = S σβ S 
⊺ . (2.183) 




νkI2 with νk = 
1 + exp( − β ωk)
1 − exp( − β ωk) 
≥ 1 . (2.184) 
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Sketch of proof. We outline the computation leading to the above equation. Consider a 
Gaussian state defined by equation (2.178) and consider the following set of equalities:
σij = Tr 
({
























Sik Sj l (r̂kr̂l + r̂lr̂k)Θβ 
) 
= Sik Tr 
( 
(r̂kr̂l + r̂lr̂k)Θβ 
) 
( S ⊺)l j 
= Sik( σβ)k l S 
⊺ 
l j .
The jump from the second to third equalities uses the computation for the first moments 
of the Gaussian state. The remaining equalities use relations for symplectic transformations 
and a shuffling around of matrices. And for the final equality, the thermal covariance matrix,




(r̂kr̂l + r̂lr̂k)Θβ 
) 
, (2.185) 
was implicitly defined. Thus, σ = S σβ S ⊺. It now remains to find an explicit expression for 
σβ which equates to the one provided in equation (2.184). The remaining details can be 
found in reference [24].
The preceding set of results are significant. Recall the equation for a generic Gaussian 
state, equation (2.178). This state is determined by (i) a displacement by an amount µ , (ii) a 
unitary, Ŝ , corresponding to the symplectic transformation, S , and (iii) the thermal state for 
the normal modes, Θβ, which is characterized by the inverse temperature, β , and the set of 
n natural frequencies, { ωk } . What we have effectively shown is that all of these parameters, 
which define the state ρG, are entirely encoded in the vector of first moments (the mean), 
µ , and the covariance matrix, σ . This is the defining characteristic of a Gaussian state. 
A useful identity, which I point out here for reference, is a relationship between the 
covariance matrix, the first moments, and the average number of particles within the system. 
From the definition of the covariance matrix, equation (2.182), it follows that




− µ2 i 
) 
, (2.186) 
where ⟨·⟩ is the expectation value with respect to the quantum state of the system. Relating 
this equation to equation (2.143), it is easy to show that, for a n -mode quantum state,
⟨ ˆ n ⟩ = 1
4 
Tr { σ } + µ2 − 1
2 
n. (2.187) 




As a final note, let me comment on the input-output dynamics for Gaussian systems, 
which should seem natural at this point. Consider an input Gaussian state, ρ( in ), with 
first and second moments ( µ( in ) , σ( in) – undergoing unitary evolution under the operator Ŝ , 
corresponding to a symplectic transformation matrix, S . The corresponding output state is 
then a Gaussian state given by ρ( out ) = Ŝ ρ( in )Ŝ † with first and second moments ( µ( out ) , σ( out )) , 
completely determined via the following transformations on the input moments
µ( out ) = S µ( in ) (2.188) 
σ( out ) = S σ( in ) S ⊺ . (2.189)
Something similar can be found for displacements, but this just corresponds to shifting the 
mean of the input (no change to the covariance matrix), i.e., µ( in ) → µ( in ) + R , where R is 
the corresponding displacement vector. 
2.3 Photons as information carriers 
We take a very brief foray into quantum information science, which has to do with the 
transmission and processing of information, when that information is encoded in the quantum 
mechanical degrees of freedom of a system (like e.g. the polarization of single photons). We 
do not need to know much about the quantum information sciences to understand this thesis, 
only a few basic elements, such as: 
• the basic unit of quantum information is the quantum bit (qubit), which is a general- 
ization of the classical bit, 
• one can encode a qubit into the degrees of freedom of a photon, 
• and that quantum entanglement is a resource which is useful for a host of tasks, like 
e.g. quantum teleportation. 
We expand upon these notions in the succeeding subsections. In the latter part of this section, 
we also discuss a measure for quantum entanglement (the logarithmic negativity), which I 
utilize in Chapter 4 to analyze quantum correlations generated by multi-mode scattering 
events in the context of analogue gravity. 
For generic considerations and thorough discussions about quantum information the- 
ory, see Wilde’s book on the subject [27] (which I highly recommend). For more focus on 
quantum-optics and its place in quantum-informatino processing, see Kok and Lovett’s book 
[22]. 
Flying qubits 
The quantum bit, or qubit, is the basic unit of quantum information and is generalization of 
the classical bit. Whereas the classical bit takes on a determined binary value, either 0 or 1 , 
a qubit can be in a superposition of binary values. This is an abstract notion of the basic unit 
of quantum information, but in reality, to transmit and process this information, one must 
encode it into some physical, quantum-mechanical system. For quantum communication 
41
 
tasks, photons are the most natural couriers. Perhaps the most common encoding for photon- 
mediated quantum-communication is the Fock space spanned by the polarization modes of 
a single-photon, which is known to be robust against noise in various scenarios. We focus 
on this encoding here. 
As usual, quantum states are defined via the creation and annihilation operators, ˆ a† and 
ˆ a , of the electromagnetic field, which satisfy the commutation relations
[ˆ aj , ˆ a
† 
k] = Î δj k , (2.190) 
where the indices j , k are binary numbers which represent orthogonal polarization modes of 
the elctromagnetic field, e.g. horizontal H and vertical V . Generally one uses these operators 





n ! m ! 
| 0j , 0k ⟩ 
def
= | nj , mk ⟩ , (2.191) 
where | 0j ⟩ is the vacuum state for the j th subspace and | nj ⟩ the n -photon Fock state for 
the j th subspace, e.g. | nj ⟩ corresponds to n photons with polarization j . Now, label the 
creation operators for the horizontal and vertical polarization modes as ˆ a† H and ˆ a
† 
V . We then 
define the qubit space as the single-photon subspace of the polarization Fock space. A basis 
for this space is given by the orthonormal single-photon states,
| H ⟩ def= | 1H , 0V ⟩ (2.192) 
| V ⟩ def= | 0H , 1V ⟩ , (2.193)
which serve as the logical 0 and 1. Any qubit in this space can then be written as
| ψ ⟩ = α | H ⟩ + β | V ⟩ , (2.194) 
with α , β ∈ C and | α |2+ | β |2 = 1 . Hence, when we discuss qubits in this thesis, we are phys- 
ically referring to a single-photon in a superposition of horizontal and vertical polarization 
modes. 
The erasure channel 
Quantum communication has to do not only with the encoding of information into quantum 
mechanical degrees of freedom of a system but also with the transmission of that information 
through possibly noisy or lossy quantum channels . We do not need to know the formal details 
surrounding the definition of a quantum channel, as it suffices to say that a quantum channel 
is a generalization of unitary evolution which, for instance, can generally map pure states to 
mixed states (convex combination of pure states). This is something that does not occur in 
unitary evolution. 
For quantum communication using photons and polarization encoding, the most prevalent 
form of noise is in the form of pure loss, i.e. a photon either makes it to the receiving end 
or does not. At the single-photon level, this type of evolution is equivalent to evolution 
through an erasure channel . That is, given an arbitrary qudit (generalization of a qubit to d 
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dimensions) state, ρ , the evolution of ρ through an erasure channel, Eη, is given generically 
by
Eη ( ρ ) = η ρ + (1 − η ) | e ⟩⟨ e | (2.195) 
where η is the transmittance of the channel (i.e. the probability that the qubit gets trans- 
mitted) and | e ⟩⟨ e | is the erasure state, which is some state orthogonal to the basis states of 
the subspace in which ρ is contained. This evolution can be obtained using the so-called 
Kraus decomposition of the erasure channel
Eη ( ρ ) = K1 ρK1 † + 
d − 1∑ 
j =0 
K1 ,j ρK 
† 





d − 1∑ 
j =0 
| j ⟩⟨ j | (2.197a)
K1 ,j = 
√
1 − η | e ⟩⟨ j | (2.197b) 
the Kraus operators of the channel and {| j ⟩}d − 1 j =0 the states spanning the qudit subspace in 
which ρ is contained. 
This type of evolution can be put into the previous language of symplectic transforma- 
tions. Indeed, consider a photon-encoding for the qudit state. Then, the erasure channel 
physically corresponds to interacting the photon with the vacuum on a beamsplitter, which 
has a transmittance η , and tracing over the environment modes. 
Proof by example. Consider the single-photon qubit state,
| ψ ⟩a = 
( 




| 0 ⟩a 
def
= ˆ a† | 0 ⟩a ,
where I have written out the state explicitly in terms of creation operators and have implicitly 
defined the single-photon annihilation operator, ˆ a def= α ∗ˆ aH + β ∗ˆ aV ∀ ( α , β ) ∈ C which satisfy 
| α |2 + | β |2 = 1 . In what follows, we will assume that the erasure channel acts identically on 
each polarization mode, which justifies this definition. Now let e represent the “environment 
modes" which interact with the single photon via a beamsplitter interaction which takes,
ˆ a → √η ˆ a + 
√
1 − η ˆ e,
where η is the probability to transmit through the beamsplitter (i.e. the transmittance) and 
ˆ e 
def
= α ∗ˆ eH + β ∗ˆ eV . Then, taking the initial, pure quantum state as, | ψ ⟩a ⊗ | 0 ⟩e, with | 0 ⟩e the 
vacuum on the environment, it is easy to show that the quantum state after the beamsplitter 
is given by,
| ψ ⟩a ⊗ | 0 ⟩e → | Ψ ⟩ae = 
√
η | ψ ⟩a ⊗ | 0 ⟩e + 
√
1 − η | 0 ⟩a ⊗ | ψ ⟩e .
Tracing over the environment modes then gives us the output density matrix for the a modes,
Eη( | ψ ⟩⟨ ψ | ) 
def
= Tr e | Ψ ⟩⟨ Ψ |ae = η | ψ ⟩⟨ ψ |a + (1 − η ) | 0 ⟩⟨ 0 |a ,
which is equivalent to evolution through the erasure channel, with the erasure state given 
by the vacuum state for the modes.
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One important property about erasure channels is that when you concatenate erasure 
channels, say E1 and E2 with transmittance parameters η1 and η2, then one can show that 
the evolution of a quantum state ρ through the concatenated channel is given by
( E1 ◦ E2) ( ρ ) = η1 η2 ρ + (1 − η1 η2) | e ⟩⟨ e | . (2.198) 
In which case, one could prescribe the transmittance η12 = η1 η2 to the single erasure channel 
E12 = E1 ◦ E2. That is, the concatenation of erasure channels is again an erasure channel, 
with transmittance given by the product of the transmittances of the concatenated channels. 
This is useful to know, and I will implicitly use it in Chapter 3. 
Another important property to know is what happens when one sends a bipartite (i.e. a 
two-qudit) state ρAB through two erasure channels EA and EA, with individual transmittance 
values ηA and ηB, acting independently on qudit subsystems A and B . Using the Kraus 
representation for the independent channels, it is straightforward to show that,
EA ⊗ EB ( ρ ) = ηA ηB ρAB + ηA(1 − ηB) σA ⊗ | e ⟩⟨ e |B 
+ (1 − ηA) ηB | e ⟩⟨ e |A ⊗ τB + (1 − ηA)(1 − ηB) | e ⟩⟨ e |A ⊗ | e ⟩⟨ e |B
(2.199) 
where σA = Tr A ( ρAB) is the reduced state for subsystem A (and likewise for τB). 
A physical interpretation of the bipartite channel evolution follows. Let ρ represent a 
two-photon entangled state [see e.g. equation (2.201)] and A and B correspond to receiving 
parties Alice and Bob. With probability ηA ηB, the entangled photon-pair is successfully 
transmitted to Alice and Bob. With probability ηA(1 − ηB) , Alice receives a photon in the 
quantum state σ , but Bob’s was lost in transmission and only vacuum remains (and vice 
versa for τ ). Finally with probability (1 − ηA)(1 − ηB) , Alice and Bob receive nothing, as 
the photon pair was lost to the environment. 
Quantum entanglement 
Quantum entanglement is a tricky business, which, on the one hand, has induced heated 
philosophical debates about its place in our physical reality, yet, on the other hand, has 
led to intriguing operational interpretations and meaningful uses. For instance, pre-shared, 
high-fidelity quantum entanglement is crucial for many quantum communication tasks, e.g. 
quantum teleportation, and forms the “backbone" of futuristic quantum networks. Thus, un- 
derstanding and unambiguously quantifying entanglement, and distinguishing it from clas- 
sical resources, is important. Here, I provide brief discussions on quantum entanglement 
in order to gain some minimal understanding of entanglement and to provide only what is 
necessary to understand the part it plays in the applications of Chapters 3 and 4. 
Refresher on separability and entanglement 
Recall the definition of entanglement, which is often stated in the following contrary manner: 
Consider a quantum state, ΨAB, with subsystems A and B . The state, ΨAB, is separable 






( n ) 
A ⊗ τ
( n ) 
B , (2.200) 
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where pn is some probability distribution for the random variable n , and ρ and τ are genuine 
density matrices on the subsystems A and B . Entangled states are then quantum states 
which cannot be written in this fashion. 
The general assumption of “convex combination of tensor-product states" simply states 
that we allow for probabilistic mixtures of separable states. Physically, one may think that 
a referee sends Alice and Bob a separable state ρ( n ) A ⊗ τ
( n ) 
B according to some underlying 
probability distribution pn that only the referee knows. This generic prescription still allows 
for classical correlations. For, if Alice “measures her state" to be ρ( N ), where N is a realization 
of the random variable n , then it is immediate that Bob has the state τ ( N ), irrespective of 
any further measurements or communication that Alice or Bob may do. The correlations 
between Alice’s and Bob’s states are, however, “hidden" within the underlying probability 
distribution, pn. Quantum entanglement is something intrinsically different. I dare tread 
further. 
Bell states 
The simplest example of a quantum entangled system is an entangled pair of qubits. In 
terms of photons, this corresponds to a pair of single photons, which share correlations in 
e.g. their polarization degree of freedom. The best example in this context is one of the Bell 





( | H , H ⟩ + | V , V ⟩ )AB , (2.201) 
where the subscripts, A and B , distinguish the different photons. We see that if one of 
the photons, say A , is measured with horizontal polarization, then the partner photon, B , 
will be measured with horizontal polarization with certainty and vice versa. The same 
occurs when the measurement outcome is vertical polarization. However, the state of the 
photons, whether they have horizontal or vertical polarization, is altogether indeterminate. 
Furthermore, one can show that this state is not separable (but is entangled) in the sense 
of equation (2.200). Indeed, all of the Bell states, { Φ± , Ψ± } (which, by the way, serve as a 
basis for the two-qubit space), share this property. For completeness, I write out the Bell 
states here, ∣∣Φ± 〉 = 1√
2 
( | H , H ⟩ ± | V , V ⟩ ) ∣∣Ψ± 〉 = 1√
2 
( | H , V ⟩ ± | V , H ⟩ ) .
The Bell states, and quantum entanglement in general, plays a pivotal role in many quantum 
communication and quantum computational tasks; so much so, that there exists a basic unit 
of entanglement, the entangled bit, or ebit. One Bell pair (any one of them) is then equivalent 
to one ebit. 
PPT criterion 
We discuss a popular criterion, the PPT (or Peres-Horodecki) criterion, which is a necessary 
criterion that a generic separable state must satisfy (see, e.g., [28] for details). This criterion 
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allows one to unambiguously distinguish separable (classical) states from quantum entangled 
states, at least in certain cases. 
Let us first recall the properties that a bona fide density operator must satisfy: 
1. Tr ρ = 1 (unit trace) 
2. ρ† = ρ (Hermitian) 
3. ⟨ φ | ρ | φ ⟩ ≥ 0 ∀ φ (non-negative) 
Observe that the property of non-negativity is a statement about the non-negativity of 
the eigenvalues of the density matrix, ρ . The PPT criterion exploits this property in the 
following way. It states that: if a quantum state ρ is separable across a bipartition ( A, B ) , 
then the partially transposed state, ρ⊺B AB (the partial transposition could be done on the 
either subsystem, A or B ), has non-negative eigenvalues and thus satisfies property 3 above. 
This condition is necessary for separability, which is easy to show. 
Proof. We argue that satisfaction of the PPT criterion is necessary for separability. Consider 
that a quantum state is separable, and can thus be written as in equation (2.200). Then, 
the partial transposition with respect to the system B gives,
Ψ̃AB 
def




( n ) 
A ⊗ ( τ
( n ) 
B )
⊺ , (2.202) 
where ( · )⊺ denotes the full transposition. Note, however, that the full transposition of a 
quantum state gives back a bona fide (though generally different) quantum state, satisfying 
the three properties above. Thus, the partially transposed matrix, Ψ̃ , is a bona fide quantum 
state and is thus non-negative.
It follows that violation of the PPT criterion is sufficient for entanglement. Bear in mind, 
however, that violation of the PPT is only necessary and sufficient in particular cases. As 
example, for Gaussian systems, violation of the PPT criterion is necessary and sufficient for 
entanglement given that the partial transposition is taken across a 1 vs. n mode bipartition 
of a (n+1)-mode system. 
Logarithmic negativity 
The logarithmic negativity (or log-negativity for short) is an easily computable entangle- 
ment measure, which quantifies the violation of the PPT criterion. It as an entanglement 
monotone, which is to say that it does not increase under local operations and classical 
communications [29, 30]. Physically, the log-negativity is an upper bound to the amount of 
ebits which can be extracted from a quantum state via some distillation process (though, 
this bound is not tight; see [31]). It is defined by the following: Let ρ be a genuine den- 
sity matrix, and let us take the partial transpose with respect to some subsystem B . The 
log-negativity is then given as,
EN ( ρ ) 
def
= log2 ∥ ρ⊺B ∥1 , (2.203) 
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is the trace norm of the operator A and is, effectively, the sum of 
the absolute eigenvalues of A . 
To justify that this measure is related to PPT, recall that the non-negative property of 
a quantum state (property 3) is contingent on the positivity of its eigenvalues, and that the 
PPT criterion is contingent on this as well (violation of the PPT criterion is equivalent to 
violation of property 3). Also note that the trace of a partially transposed density matrix, 
which is just the sum of its eigenvalues, is one, as partial transposition does not change 
the trace of an operator. Therefore, the violation of the PPT criterion, which implies that 
at least one of the eigenvalues of the partially transposed density matrix is negative, also 
implies that the sum of the absolute values of its eigenvalues (i.e. its trace norm) is greater 
than one. Thus, the log-negativity of a quantum state which violates the PPT criterion is 
necessarily greater than zero. We therefore see that a non-zero value of the log-negativity is 
in one-to-one correspondence with the violation of the PPT criterion. 
As an example, it is easy to show that the Bell states, { Φ± , Ψ± } , all have EN = 1 (i.e. 






( F − 1 / 4)Φ+ + 4
3
(1 − F ) π ⊗ π , (2.204) 
where Φ+ is the target state, π = I / 2 is the maximally mixed state, and F = ⟨ Φ+ | ρW | Φ+ ⟩ 
is the fidelity of the Werner state with respect to the target. The physical interpretation 
here is that ρW is approximately a Bell-state but with some inherent “white noise" ( π ⊗ π ) 
coming from, e.g., background photons etc. One can show that the log-negativity of the 
Werner state is non-zero if and only if the fidelity, F , is above 1/2. This fidelity bound 
plays a practical role in quantum communication and quantum networks, in the form of 
entanglement purification [32, 33]. 
Log-negativity for Gaussian states: Recall that, Gaussian states are completely deter- 
mined by their covariance matrix σ . One may then ask: how does the partial transposition 
of a Gaussian state translate to its covariance matrix? The answer is quite simple. One can 
show that (see Chapter 7 of [24]) partial transposition of a (n+m)-mode Gaussian state, ρG, 
with covariance matrix, σ , corresponds to the following transformation on the covariance 
matrix,
σ −→ ˜ σ = T σ T , 
where T = I2 n ⊕ Σm and Σm = Im ⊗ σz ,
(2.205) 
with σz being the Pauli-z matrix and the partial transposition has been done on the last m 
modes. Furthermore, one can compute the log-negativity for a generic Gaussian state, which 
goes as (see Chapter 7 of [24] for details)
EN ( ρG) = 
n + m∑ 
j =1 
max (0 , − log2 ˜ νj) , (2.206) 
where { ˜ νj } are the symplectic eigenvalues of the partially transposed covariance matrix, ˜ σ . 
Recall the generic condition that the symplectic eigenvalues for a bona fide Gaussian state 
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must obey, νk ≥ 1 (again, consult [24]). Thus, violation of the PPT criterion, i.e. having 
a non-zero value for the log-negativity, corresponds to having at least one ˜ νj < 1 . For a 
two-mode Gaussian state, there exists only two distinct symplectic eigenvalues, ν±, where 
ν− ≤ ν+. Thus, for two-mode Gaussian states, equation (2.206) reduces to,
EN ( ρG) = max (0 , − log2 ˜ ν−) , (2.207) 
where ˜ ν− is the smallest symplectic eigenvalue of the partially transposed, two-mode covari- 
ance matrix, ˜ σ .
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CHAPTER 3. AN APPLICATION: SPACE-BASED 
ENTANGLEMENT DISTRIBUTION 
This chapter is based off the work in [1]1 and follows that presentation closely, with only minor 
changes made for the purpose of increased coherency. The following analyses corresponds to a 
real-world application of quantum-optical technologies and principles of quantum information 
theory, at a not-too-sophisticated theoretical level. To comprehend this chapter, it suffices 
to have a minimal understanding of the basic elements presented in Section 2.3 (as well as 
some Newtonian mechanics). 
3.1 Introduction 
One of the most remarkable applications of quantum mechanics is the ability to perform 
secure communication via quantum-key distribution (QKD) [34, 35, 36, 37]. While current 
global communication systems rely on computational security and are breakable with a quan- 
tum computer [38, 39, 40], QKD offers, in principle, unconditional (information-theoretic) 
security even against adversaries with a quantum computer. With several metropolitan-scale 
QKD systems already in place [41, 42, 43, 44, 45, 46, 47, 48], and with the development of 
quantum computers proceeding at a steady pace [49, 50, 51], the time is right to begin tran- 
sitioning to a global quantum communications network before full-scale quantum computers 
render current communication systems defenseless [52, 53, 54]. In addition to QKD, a global 
quantum communications network, or quantum internet [15, 55, 56, 57, 16], would allow for 
the execution of other quantum-information-processing tasks, such as quantum teleportation 
[58, 59], quantum clock synchronization [60, 61, 62], distributed quantum computation [63], 
and distributed quantum metrology and sensing [64, 65, 66]. 
Building the quantum internet is a major experimental challenge. All of the aforemen- 
tioned tasks make use of shared entanglement between distant locations on the earth, which 
is typically distributed using single-photonic qubits sent through either the atmosphere or 
optical fibers. These schemes require reliable single-photon sources, quantum memories with 
high coherence times, and quantum gate operations with low error. It is well known that 
optical signals transmitted through either the atmosphere or optical fibers undergo an ex- 
ponential decrease in the transmission success probability with distance [67, 68]. Quantum 
repeaters [69, 70, 71] have been proposed to overcome this exponential loss by dividing the 
transmission line into smaller segments along which errors and loss can be corrected using 
entanglement swapping [58, 72] and entanglement purification [73, 74, 75]. Several theoret- 
ical proposals for quantum repeater schemes have been made (see Refs. [71, 76, 77] and 
references therein); however, many of these proposals have resource requirements that are 
currently unattainable. Furthermore, experimental demonstrations performed so far have 
been limited [78, 79, 80] and do not scale to the distances needed to realize a global-scale 
quantum internet. 
Satellites have been recognized as one of the best methods for achieving global-scale 
quantum communication with current or near-term resources [86, 87, 88, 55, 89, 90]. Using




Figure 3.1: A hybrid global quantum communications network. A satellite constellation 
distributes entangled photon pairs (red wave packets; entanglement depicted by wavy lines) 
to distant ground stations (observatories) that host multimode quantum memories for storage 
[81, 82, 83]. These stations act as hubs that connect to local nodes (black dots) via fiber- 
optic or atmospheric links. Using these nearest-neighbor entangled links, via entanglement 
swapping, two distant nodes can share entanglement. Note that this architecture can support 
inter-satellite entanglement links as well, which is useful for exploring fundamental physics 
[84], and for forming an international time standard [85]. 
satellites is advantageous due to the fact that the majority of the optical path traversed by 
an entangled photon pair is in free space, resulting in lower loss compared to ground-based 
entanglement distribution over atmospheric or fiber-optic links. Satellites can also be used 
to implement long-distance QKD with untrusted nodes, which is missing from most current 
implementations of long-distance QKD due to the lack of a quantum repeater. A satellite- 
based approach also allows for the possibility to use quantum strategies for tasks such as 
establishing a robust and secure international time scale via a quantum network of clocks 
[85], extending the baseline of telescopes for improved astronomical imaging [91, 92, 93], and 
exploring fundamental physics [94, 84]. 
Several proposals for satellite-based quantum networks have been made that use satellite- 
to-ground transmission, ground-to-satellite transmission, or both [86, 95, 96, 97, 98, 99, 100, 
89, 90, 101, 102, 103]. Recent experiments [99, 104, 14, 105, 106, 107, 13, 108] (see also 
Ref. [109] for a review) between a handful of nodes opens up the possibility of building a 
global-scale quantum internet using satellites. As shown in Fig. 3.1, this means having a 
constellation of orbiting satellites that transmit either bipartite or multipartite entanglement 
to ground stations. These ground stations can act as hubs that then distribute entangle- 
ment to neighboring ground stations via short ground-based links. In order to successfully 
implement such a global-scale satellite-based quantum internet, many factors must be taken 
into account, such as economics, current technology, resource availability, and performance 
requirements. Ideally, the satellite network should have continuous global coverage and pro- 
vide entanglement on demand at a reasonably high rate between any two distant points on 
earth. Given this performance requirement, important questions related to economics and 
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resources arise, such as: How many satellites are needed for continuous global coverage? 
At what altitude should the satellites be placed? What entanglement-distribution rates are 
possible between any points on earth, and how do these rates compare to those that can be 
achieved using ground-based quantum repeater setups? 
In this work, we address these questions by analyzing a global-scale quantum internet 
architecture in which satellites arranged in a constellation of polar orbits (see Fig. 3.2) act 
as entanglement sources that distribute entangled photon pairs to ground stations. The 
nearest-neighbor entangled links can then be extended via entanglement swapping to obtain 
shared entanglement over longer distances. We start by determining the required number of 
satellites for such a network to have continuous global coverage. Since satellites are a costly 
resource, continuous global coverage should be achieved with as few satellites as possible. 
To that end, our first contribution is to define a figure of merit that allows us to investigate 
the trade-off between the number of satellites, their altitude, the average loss over a 24-hour 
period, and the average entanglement-distribution rates. By running simulations in order to 
optimize our figure of merit, we obtain one of our main results, which is the optimal number 
of satellites needed for continuous global coverage, as well as the optimal altitude at which the 
satellites should be placed such that the average loss is below a certain threshold. We then 
compare the resulting entanglement-distribution rates to those obtained via a ground-based 
entanglement distribution scheme assisted by quantum repeaters. This leads to another key 
result of our work, which is that the satellite-based scheme (without quantum repeaters) 
can outperform ground-based quantum repeater schemes in certain cases. We also consider 
entanglement distribution to major global cities over intercontinental distances. The key 
result here is that, with a constellation of 400 satellites, entanglement distribution at a 
reasonably high rate is not possible beyond approximately 7500 km. 
We remark that our approach is similar to the approach taken in Ref. [98], in which 
ground stations are placed only on the equator and there is a single ring of satellites in an 
equatorial orbit around the earth. Our work goes beyond this by considering a genuine net- 
work scenario in which multiple ground stations are placed arbitrarily on the earth and there 
is a constellation of satellites in polar rather than equatorial orbits, as shown in Fig. 3.2. 
Furthermore, while prior work has considered satellite constellations for entanglement distri- 
bution [103, 110], to our knowledge, the type of dynamic quantum network simulation with 
satellite constellations that we consider, along with optimization over different constellation 
configurations, has not been previously studied. 
We expect the results of this work to serve as a guide for building a global-scale quantum 
internet, both in terms of the number of satellites needed as well as the expected performance 
of the network. In particular, our results comparing satellite-based entanglement distribution 
to ground-based repeater-assisted entanglement distribution suggest that, at least in the near 
term, satellites are indeed the most viable approach to obtaining a global-scale quantum 
internet. 
3.2 Network architecture 
Our proposed satellite network architecture is illustrated in Fig. 3.2. We consider NR equally 
spaced rings of satellites in polar orbits. We allow for NS equally-spaced satellites in each 
ring, so that there are NR NS satellites in total, all of which are at the same altitude h . This 
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Figure 3.2: Our proposed satellite-based quantum network. We allow for NR equally-spaced 
rings of satellites. Within each ring, we allow for NS satellites in polar orbits. 
type of satellite constellation falls into the general class of Walker star constellations [111], 
and we consider it mainly for its simplicity, but also because this constellation is similar to 
the Iridium communications-satellite constellation [112, 113]. Prior works have examined 
various other types of satellite constellations for the purpose of continuous global coverage 
[114, 111, 115, 116]. The recent Starlink constellation [117] is also being used to provide 
a global satellite-based internet service. Investigations of these other satellite constellation 
types, and comparisons between them in the context of a global quantum internet, is an 
interesting direction for future work. 
The satellites act as source stations that transmit pairs of entangled photons to line-of- 
sight ground stations for the purpose of establishing elementary entanglement links. The 
ground stations can act as quantum repeaters in this scheme—performing entanglement 
purification and entanglement swapping once the elementary links have been established. In 
this way, we execute long-distance entanglement distribution between ground stations. Note 
that we could alternatively use the satellites as quantum repeaters [118, 119], which would 
require uplinks. It has been shown in, e.g., Ref. [97], that uplinks are more lossy and lead to 
lower key rates for QKD. For this reason, we consider downlinks only. The photon sources 
on the satellites produce polarization-entangled photon pairs. State-of-the-art sources of 
entangled photons are capable of producing polarization-entangled photons on a chip with 
a fidelity up to 0.97 [120, 121, 122, 123]. 
3.3 Overview of simulations 
We obtain our results by running several entanglement distribution simulations using the 
satellite network architecture illustrated in Fig. 3.2. We consider as our baseline requirement 
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that a satellite network should provide continuous coverage to two ground stations located on 
the equator. We thus start by running a 24-hour simulation with two ground stations at the 
equator separated by distances d between 100 km and 5000 km, and satellite configurations 
ranging from 20 to 400 satellites at altitudes between 500 km and 10000 km. We choose 
ground distances starting from 100 km because 100 km is roughly the longest distance at 
which ground-based entanglement distribution can be successfully performed at a reasonable 
rate without quantum repeaters; see, e.g., Refs. [124, 125, 126, 127]. Our choice of satellite 
altitudes encompasses both low earth orbits and medium earth orbits, which are the orbits 
currently being used for most satellite communications systems [113, 117]. 
A satellite configuration is given by the number NR of satellite rings, the number NS 
of satellites per ring, and the altitude h of the satellites. Our requirement of continuous 
coverage means that both ground stations must be simultaneously in view of a satellite at 
all times. We also impose an additional requirement that, even when in view of both ground 
stations, the total transmission loss between a satellite and the ground station pair should 
not exceed 90 dB, in order to keep ebit rates above 1 Hz. Note that, based on the satellite 
constellations that we consider here, two ground stations at the equator is the worst-case 
scenario, in the sense that two ground stations at higher or lower latitudes will always have 
less satellite-to-ground loss on average (we show this in Fig. 3.6 below). 
For all of our simulations, we take into account attenuation due to the atmosphere (see 
subsection just below). However, we assume clear skies, hence no rain, haze, or cloud cov- 
erage in any area. Including these extra elements would introduce extra attenuation factors 
(see, e.g., Ref. [68, Section 2.1.1.4] and Refs. [128, 129]), which would increase the overall 
satellite-to-ground transmission loss. See Refs. [110, 130] for an analysis of satellite-to-ground 
quantum key distribution in a localized area that incorporates local weather conditions. We 
also point out that, especially in the daytime, background photons (e.g., from the sun) can 
reduce the fidelity of the distributed entangled pairs, because the receiver will collect those 
background photons in addition to the signal photons from the entanglement source. This 
source of background photons is perhaps the most difficult obstacle to continuous global 
coverage. Timing information, as well as information about the spectral and spatial pro- 
file of the signal, can help reduce the noise via filtering, but only to a certain extent (see, 
e.g., Refs. [104, 131]). Furthermore, because the probability to transmit single photons from 
satellite to ground is quite low, the communicating parties must ensure that the probability 
to collect background photons is even lower in order to ensure a high signal-to-noise ratio 
(SNR), and thus a high fidelity for the received quantum state. In Appendix A, we show 
how the fidelity of the transmitted states is affected by spurious background photons. 
Loss model 
In the absence of spurious background photons, the transmission of photons from satel- 
lites to ground stations is modeled well by a bosonic pure-loss channel with transmittance 
ηsg [24]. For single-photon polarization qubits, transmission through the pure-loss channel 
corresponds to an erasure channel (see Section 2.3 and reference [132]). That is, given a 
single-photon polarization density matrix ρ , the evolution of ρ is given as
ρ 7→ ηsg ρ + (1 − ηsg) | vac ⟩⟨ vac | (3.1) 
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where | vac ⟩⟨ vac | is the vacuum state. Hence, with probability ηsg, the qubit is successfully 
transmitted and with probability 1 − ηsg the qubit is lost. For the transmission of an entangled 
photon-pair, let η(1) sg and η(2) sg be the transmittances of the two pure-loss channels. Then, with 
probability η(1) sg η(2) sg , both qubits are successfully transmitted and with probability 1 − η(1) sg η(2) sg 
at least one of the qubits is lost [133]. 
The transmittance ηsg generally depends on atmospheric conditions (such as turbulence 
and weather conditions) and on orbital parameters (such as altitude and zenith angle) [128, 
134, 129]. In general, we can decompose ηsg as
ηsg = ηfs ηatm (3.2) 
where ηfs is the free-space transmittance and ηatm is the atmospheric transmittance. Free- 
space loss occurs due to diffraction (i.e., beam broadening) over the channel and due to 
the use of finite-sized apertures at the receiving end. These effects cause ηfs to scale as the 
inverse-distance squared in the far-field regime. Atmospheric loss occurs due to absorption 
and scattering in the atmosphere and scales exponentially with distance as a result of the 
Beer-Lambert law [135, 136, 68]. However, since atmospheric absorption is relevant only 
in a layer of thickness 10-20 km above the earth’s surface [68], free-space diffraction is 
the main source of loss in space-based quantum communication. In order to characterize 
the free-space and atmospheric transmittances with simple analytic expressions, we ignore 
turbulence-induced effects in the lower atmosphere, such as beam profile distortion, beam 
broadening (prominent for uplink communication [68, 97]), and beam wandering (see, e.g., 
Ref. [134]). Note that turbulence effects can be corrected using classical adaptive optics 
[68]. We also ignore the inhomogeneous density profile of the atmosphere, which can lead to 
path elongation effects at large zenith angles. A comprehensive analysis of loss can be found 
in Refs. [136, 134]. 
Consider the lowest-order Gaussian spatial mode for an optical beam traveling a distance 
L between the sender and receiver, with a circular receiving aperture of radius r . Then, the 
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free-space transmittance ηfs is given by [67]


















is the beam waist at a distance L from the focal region ( L = 0 ), LR 
def
= π w2 0 λ
− 1 is the Rayleigh 
range, λ is the wavelength of the optical mode, and w0 is the initial beam-waist radius. 
We model the atmosphere as a homogeneous absorptive layer of finite thickness in order 
to characterize ηatm. Uniformity of the atmospheric layer then implies uniform absorption 
(at a given wavelength), such that ηatm depends only on the optical path traversed through 
the atmosphere. Under these assumptions, and using the Beer-Lambert law [135], for small 
zenith angles we have that
ηatm( L, h ) = 
{ 
( ηzen atm)
sec ζ , if − π
2 
< ζ < π
2 
, 




with ηzen atm the transmittance at zenith ( ζ = 0 ). For | ζ | > π2 , we set ηatm = 0 , because the 
satellite is over the horizon and thus out of sight. The zenith angle ζ is given by








for a circular orbit of altitude h , with RE ≈ 6378 km being the earth’s radius. 
Note that the model of atmospheric transmittance given by Eq. (3.5) and Eq. (3.6) is quite 
accurate for small zenith angles [68]. However, for space-based quantum communication at 
or near the horizon (i.e., for ζ = ± π / 2 ), more exact methods relying on the standard 
atmospheric model must be used [134]. In practice, it makes sense to set ηatm = 0 at large 
zenith angles, effectively severing the quantum channel, because the loss will typically be 
too high for the link to be practically useful. 
To summarize, the following parameters characterize the total loss ηsg = ηfs ηatm: the 
initial beam waist w0, the receiving aperture radius r , the wavelength λ of the satellite-to- 
ground signals, and the atmospheric transmittance ηzen atm at zenith. See Table 3.1 for the 
values that we take for these parameters in our simulations. 
Using the values in Table 3.1, we plot in Fig. 3.3 (bottom) the total transmittance 
as a function of the ground distance d between two ground stations with a satellite at 
the midpoint; see Fig. 3.3 (top). We observe that for larger ground separations the total 
transmittance η2 sg is actually larger for a higher altitude than for a lower altitude; for example, 
beyond approximately d = 1600 km the transmittance for h = 1000 km is larger than 
for h = 500 km. We also observe that there are altitudes at which the transmittance is 
maximal. Intuitively, beyond the maximum point, the atmospheric contribution to the loss 
is less dominant, while below the maximum (i.e., for lower altitudes) the atmosphere is the 
dominant source of loss. This feature is unique for point-to-multipoint optical transmission 
from satellite to ground. 
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Figure 3.3: Optical satellite-to-ground transmission. The total transmittance is given by 
ηsg = ηfs ηatm, where the free-space transmittance ηfs given by Eq. (3.3), and the atmospheric 
transmittance ηatm is given by Eq. (3.5). (Top) Two ground stations g1 and g2 are separated 
by a distance d with a satellite at altitude h at the midpoint. Both ground stations are 
the same distance L away from the satellite, so that the total transmittance for two-qubit 
entanglement transmission (one qubit to each ground station) is η2 sg. (Bottom) Plots of the 
transmittance η2 sg as a function of d and h . 
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Figure 3.4: Simulation results for two ground stations at the equator separated by a distance 
d . (Left) Optimal number Nopt( h, d ) of satellites for continuous 24-hour coverage. (Center) 
Figure of merit in Eq. (3.10) in units of ebits per second per satellite. Satellite configurations 
corresponding to the maxima of the curves are shown in Table 3.2. (Right) Entanglement- 
distribution rates corresponding to the points in the plot in the central panel. We assume a 
source rate of Rsource = 109 ebits per second [137]. 
We introduce dynamics into the situation by parameterizing the link distance, L , as a 
function of time, using standard Newtonian mechanics. An example of the time parameter- 
ized loss channel is shown in Figure 3.5. 
Optimal network configurations for global coverage 
Given two ground stations separated by a distance d and situated at the equator, along with 
a particular satellite constellation defined by ( NR , NS , h ) , as described above, how do we 
evaluate the performance of the given satellite constellation? Since satellites are currently 
an expensive resource, we would like to have as few satellites as possible in the network while 
still maintaining complete and continuous coverage. We could therefore take as our figure 
of merit the total number of satellites in the network. Specifically, given an altitude h of 
the satellites and distance d between the two ground stations, we define Nopt( h, d ) to be the 
minimum total number of satellites needed to have continuous 24-hour coverage for the two 
ground stations. We could then minimize Nopt( h, d ) with respect to altitudes. On the other 
hand, we also want high entanglement distribution rates. We let R ( NR , NS , h, d ) denote the 
average entanglement-distribution rate over 24 hours for the satellite configuration given by 
( NR , NS , h ) and two ground stations at the equator separated by a distance d . The rate 
is calculated in a simple scenario without multimode transmission from the satellites and 








R ( NR , NS , h, d ) (3.7) 
as our figure or merit, which is the average rate (in ebits per second) over a 24-hour period 
for a given altitude h and a given distance d , where the optimization is over satellite config- 
urations with a fixed h such that there is continuous coverage for 24 hours and the loss at 
any time is less than 90 dB. Now, as one might expect, with fewer satellites the average loss 
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d (km) h⋆ (km) N ⋆ R N ⋆ S ηdB R (ebits/sec)
1500 1000 7 13 62.80 1321.32
2500 1500 7 13 66.86 289.07
3500 2000 8 10 72.93 70.02
4500 3000 8 9 77.64 20.52
5000 3500 8 9 79.75 12.03
Table 3.2: Satellite configurations ( N ⋆ R , N ⋆ S , h⋆) , as defined in Eq. (3.9), corresponding to 
the maxima of the curves for the figure of merit C ( h, d ) plotted in the central panel of 
Fig. 3.4. Also shown are the average loss ηdB ≡ ηdB( N ⋆ R , N ⋆ S , h⋆ , d ) and average rate R ≡
R ( N ⋆ R , N 
⋆ 
S , h
⋆ , d ) over 24 hours for the optimal satellite configuration. 
would increase, thus decreasing entanglement-distribution rates, while increasing the number 
of satellites would decrease the loss, hence increasing the average entanglement-distribution 
rate. In order to balance our two competing goals—minimizing the total number of satellites 
and also maximizing the average rate—we take as our figure of merit the ratio of the average 
entanglement-distribution rate to the total number of satellites:
c ( NR , NS , h, d ) 
def
=
R ( NR , NS , h, d )
NR NS 
, (3.8) 
which has units of ebits per second per satellite. Then, the goal is to take the satellite 
configuration that maximizes this figure of merit. In other words, our goal is to find
( N ⋆ R( d ) , N 
⋆ 
S( d ) , h
⋆( d )) 
def
= argmax 
NR ,NS ,h 
c ( NR , NS , h, d ) (3.9) 
for any given distance d between the two ground stations, where the optimization is con- 
strained such that there is continuous coverage to the two ground stations for 24 hours and 
the transmission loss at any given time is less than 90 dB. We suppress the dependence of 
the functions N ⋆ R, N ⋆ S, and h⋆ on the distance d when it is understood from the context. We 
let




c ( NR , NS , h, d ) (3.10) 
be the figure of merit c optimized over NR and NS, with the constraint that both ground 
stations have continuous coverage over 24 hours and that the transmission loss at any time 
is less than 90 dB. 
The results of our simulations are shown in Fig. 3.4. The complete set of results for 
all ground distances and satellite configurations considered is contained in the data files 
accompanying the paper. We first consider the quantity Nopt( h, d ) as a function of altitude 
h for fixed ground-station separations d (left panel of Fig. 3.4). In terms of the satellite 
configurations, we find that at higher altitudes more satellites per ring are required in general, 
while at lower altitudes generally more rings are required. In terms of the total number 
of satellites, we find that as the altitude increases the total number of satellites decreases. 
Interestingly, however, as we continue to increase the altitude we find that there are altitudes 
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(between 5000 km and 6000 km) at which the total number of satellites reaches a minimum. 
Beyond this range of altitudes, the required number of satellites increases . The presence 
of this minimum point gives us an indication of the altitudes at which satellites should be 
placed in order to minimize the total number of satellites. However, for these altitudes, the 
average entanglement-distribution rates are generally quite low, on the order of 10 ebits per 
second. 
Next, we consider the figure of merit C ( h, d ) defined in Eq. (3.10). We plot this quantity 
for various values of the altitude h and distance d in the central panel of Fig. 3.4. In the 
right panel of Fig. 3.4, we plot the corresponding average entanglement-distribution rate 
over 24 hours. For all distances d , except for d = 500 km, we find that there is an altitude h 
at which C ( h, d ) is maximal. These optimal altitudes, along with the values of NR and NS 
achieving the value of C ( h, d ) and the corresponding average loss and average entanglement- 
distribution rate over 24 hours, are shown in Table 3.2. Given a desired distance between 
the ground stations, these optimal parameters can be used to decide on the number of 
satellites to put in the network and the altitude at which to put them so that there is 
continuous coverage, which then leads to particular values for the average loss and the average 
entanglement-distribution rate. Conversely, given a particular performance requirement (in 
terms of the entanglement-distribution rate), we can use our results to determine both the 
required satellite configuration and the required distance between the ground stations in 
order to achieve the desired rate. For example, using the plot on the right panel of Fig. 3.4, 
in order to achieve a rate greater than 103 ebits per second on average in 24 hours, the satellite 
constellation altitude should be less than 2000 km (among the constellations considered), 
and the distance d between the ground stations has to be roughly less than 1500 km. 
In Fig. 3.5, we plot the entanglement-distribution rate to two ground stations at the 
equator separated by a distance d = 1000 km with a satellite constellation given by NR = 9 
satellite rings, NS = 10 satellites per ring, and altitude h = 1500 km. We also plot the 
distances of the ground stations to a satellite. We find that the rate exhibits a distinct 
oscillatory behavior with periodic bumps. In each bump, the rate increases as a satellite gets 
closer to the ground stations and decreases as the satellite passes by. All of the bumps in 
the rate have slightly different duration and slightly different peaks due to the fact that, at 
each time, the ground station pair is generally in view of multiple satellites, and we pick the 
satellite with the lowest transmission loss to the ground station pair. In general, therefore, 
each bump corresponds to a different satellite distributing entanglement to the two ground 
stations. 
Let us now consider optimal entanglement-distribution rates to the two ground stations, 
i.e., let us consider the quantity R opt( h, d ) defined in Eq. (3.7). The results are shown in 
the top panel of Fig. 3.6. We assume that the satellites transmit entangled photon pairs 
at a rate of Rsource = 109 ebits per second [137]. Unsurprisingly, for every pair ( h, d ) of 
altitudes h and distances d , the quantity R opt( h, d ) is attained by the satellite configuration 
that we considered that has the highest number of satellites, namely NR = 20 rings and 
NS = 20 satellites per ring. However, despite the sharp increase in the number of satellites, 
the rates are not much higher than those in the right panel of Fig. 3.4, which are obtained by 
optimizing our main figure of merit C ( h, d ) . The highest rate among all distances is around 
4 . 6 × 104 ebits per second, which is attained for a distance of 500 km and altitude of 500 km. 
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Figure 3.5: Entanglement distribution as a function of time to two ground stations at the 
equator. The ground stations are separated by d = 1000 km with a satellite constellation 
given by NR = 9 satellite rings, NS = 10 satellites per ring, and altitude h = 1500 km. We 
show a snapshot from 2000 s to 5000 s of our 24-hour simulation. (Top) The distance L 
of each ground station to the satellite with the least total transmission loss. (Bottom) The 
corresponding entanglement-distribution rate as a function of time, assuming a source rate 
of Rsource = 109 ebits per second [137]. 
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Figure 3.6: Average entanglement distribution rates (over 24 hours) for two ground stations 
for various satellite constellations. In all cases, we assume that the satellites transmit entan- 
gled photon pairs at a rate of Rsource = 109 ebits per second [137]. (Top) Optimal rate (as 
defined in Eq. (3.7)) among all satellite configurations considered for two ground stations at 
the equator separated by a distance d . Each point in the plot corresponds to NR = 20 satel- 
lite rings and NS = 20 satellites per ring, because we find that this configuration achieves 
the maximum in Eq. (3.7). (Bottom) Both ground stations at various latitudes. The ground 
stations are separated by approximately 18◦ in longitude. The satellite constellation consists 
of NR = 15 satellite rings with NS = 15 satellites per ring. 
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Figure 3.7: Average loss and rate (over 24 hours) for pairwise entanglement distribution 
for a collection of ground stations in a grid-like configuration. The nearest neighbors are 
separated by approximately 18◦ in latitude and longitude. The satellite constellation consists 
of NR = 15 rings and NS = 15 satellites per ring, for a total of 225 satellites. Average rates 
in the central panel are calculated in a simple scenario without multimode transmission from 
the satellites and without multimode quantum memories at the ground stations. We assume 
that the satellites transmit entangled photon pairs at a rate of Rsource = 109 ebits per second 
[137]. (Top) Entanglement distribution to all possible nearest-neighbor pairs. (Bottom) 
Entanglement distribution only to diagonal nearest-neighbor pairs. 
In the bottom panel of Fig. 3.6, we display the results of our entanglement distribution 
simulations when both ground stations are at a different latitude, with NR = NS = 15 . Due 
to the fact that the satellites follow polar orbits in our network architecture, meaning that 
they congregate at the poles, the entanglement-distribution rates are higher for latitudes 
closer to the north and south poles than for the equator. This result also confirms that 
placing two ground stations at the equator is the worst-case scenario in terms of average loss 
(and thus average rate). 
Before continuing, let us remark that our technique for obtaining optimal satellite config- 
urations for continuous global coverage, via optimization of the quantities defined in Eq. (3.8) 
and Eq. (3.10), can be straightforwardly extended to an optimization procedure that consists 
of more than two ground stations (see reference [1] section for details). 
Multiple ground stations 
We now present the results of an entanglement distribution simulation consisting of multiple 
ground stations. We place 42 ground stations in a grid-like arrangement, with horizontal 
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separation (i.e., separation in longitude) of approximately 18◦ and vertical separation (i.e., 
separation in latitude) of approximately 18◦. We use a satellite constellation of NR = 15 
rings and NS = 15 satellites per ring, for a total of 225 satellites. In Fig. 3.7, we display the 
average loss for nearest neighbor pairs over a simulation time of 24 hours. 
In the top plots of Fig. 3.7, we consider all possible nearest-neighbor pairs in the simula- 
tion. As expected, the loss is lowest away from the equator (latitude 0◦), because neighboring 
ground stations are closer to each other away from the equator, due to the curvature of the 
earth, and because of the nature of our satellite constellation (satellites congregate at the 
poles). We also find that diagonal nearest-neighbor pairs have higher losses compared to 
pairs that are horizontally or vertically separated. This can be explained by the fact that 
diagonally-separated ground stations are farther away from each other than horizontally- or 
vertically-separated ground-station pairs. Our strategy for assigning a satellite to a ground- 
station pair thus favors pairs that are horizontally or vertically separated. We also find that 
the maximum loss for a satellite altitude of h = 1000 km is around 90 dB and the mini- 
mum loss is around 50 dB. For h = 5000 km, the maximum loss is around 105 dB and the 
minimum loss is around 75 dB. 
In the bottom plots of Fig. 3.7, we simulate a network such that the satellites can only 
distribute entanglement to diagonally-separated nearest-neighbor pairs. Now, since we do 
not allow entanglement distribution between horizontally- and vertically-separated pairs, we 
find that the maximum average loss decreases and the minimum average loss increases. We 
still find that ground-station pairs at latitudes farther away from the equator have lower 
loss. 
In the central panels of Fig. 3.7, we plot average entanglement-distribution rates in a 
simple scenario without multimode transmission from the satellites and without multimode 
quantum memories at the ground stations. We assume that the satellites transmit entangled 
photon pairs at a rate of Rsource = 109 ebits per second [137]. In the case of entanglement 
distribution to all nearest-neighbor pairs (top part of the central panel of Fig. 3.7), the 
maximum average rate is around 4000 ebits per second, and this occurs for horizontally sep- 
arated ground stations at latitudes of 54◦N and − 54◦N. For entanglement distribution only 
to diagonally-separated nearest-neighbor pairs (bottom part of the central panel of Fig. 3.7), 
the maximum average rate is around 450 ebits per second. It is possible to compensate 
for the loss by having multimode signal transmission from the satellites and by including 
multimode quantum memories at the ground stations, which would increase the average 
rates. 
Entanglement distribution between major global cities 
Although the ultimate goal of a satellite-based quantum internet is to have satellites dis- 
tribute entanglement between any collection of nodes on the ground, an example of which 
we considered above, satellite-based quantum communication networks will likely have a 
hybrid form in the near term. In a hybrid network, the satellites distribute entanglement to 
major global cities, which act as hubs that then distribute entanglement to smaller nearby 
cities using ground-based links (see Fig. 3.1). With this in mind, we now consider entangle- 
ment distribution between pairs of major global cities. We run a 24-hour simulation with 
a satellite constellation of 400 satellites, with NR = NS = 20 , at altitudes of h = 500 km, 
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City pairs Distance (km)
Average loss (dB)
500 km 1000 km 2000 km 3000 km 4000 km 5000 km
Toronto – New York City 551 45.1 52.0 60.9 66.7 71.1 74.6
Lijiang – Delingha 1200 50.6 52.9 60.5 66.3 70.7 74.3
Houston – Washington DC 1922 75.1 66.9 73.7 78.3 81.1 83.1
Sydney – Auckland 2156 65.5 59.3 62.9 67.6 71.6 74.9
New York City – London 5569 > 90 > 90 82.6 79.1 79.7 81.1
Singapore – Sydney 6306 > 90 > 90 > 90 83.3 82.5 83.2
London – Mumbai 7191 > 90 > 90 > 90 > 90 89.0 88.3
Table 3.3: Average loss over a 24-hour period between select pairs of major global cities 
for a constellation of 400 satellites ( NR = NS = 20 ) at various altitudes. The following 
cities are included in the simulation: Toronto, New York City, London, Singapore, Sydney, 
Auckland, Rio de Janeiro, Baton Rouge, Mumbai, Johannesburg, Washington DC, Lijiang, 
Ngari, Delingha, Nanshan, Xinglong, and Houston. 
1000 km, 2000 km, 3000 km, 4000 km, and 5000 km. We include the following cities in the 
simulation: Toronto, New York City, London, Singapore, Sydney, Auckland, Rio de Janeiro, 
Baton Rouge, Mumbai, Johannesburg, Washington DC, Lijiang, Ngari, Delingha, Nanshan, 
Xinglong, and Houston. The Lijiang-Delingha pair is chosen for comparison to a recent 
experiment [14]. The simulation results are shown in Table 3.3. 
From Table 3.3, we see that at around a distance of 6300 km, which is the distance 
between Singapore and Sydney, we can only obtain an average loss less than 90 dB for 
altitudes greater than 2000 km. Similarly, entanglement distribution between London and 
Mumbai (which are 7200 km apart) at an average loss less than 90 dB is possible only for 
an altitude greater than 3000 km. These results suggest that, using our constellation of 400 
satellites, a distance of around 7500 km is the highest for which entanglement distribution at 
a loss less than 90 dB can be achieved. Indeed, for Houston and London (which are 7800 km 
apart), we find that the average loss is greater than 90 dB for all of the satellite altitudes 
that we consider. 
3.4 Comparison to ground-based entanglement distribution 
Let us now compare the entanglement-distribution rates obtained with satellites to the rates 
that can be obtained via ground-based photon transmission through optical fiber with the 
assistance of quantum repeaters. In particular, we compare the rates in the top panel of 
Fig. 3.6 for two ground stations at the equator separated by a distance d between 100 km 
and 2000 km to ground-based repeater chains with endpoints the same distance d apart. For 
the latter, we suppose that the distance d between the endpoints is split into M elementary 
links by ( M − 1) equally-spaced quantum repeaters. We place a source at the center of 
each elementary link that transmits entangled photon pairs to the nodes at the ends of 
the elementary link. We assume that the probability of establishing an elementary link is 
p = e− α 
d
M , where α = 1
22 km [133], and we also assume that all repeater nodes are equipped 
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Figure 3.8: Comparison of satellite-based entanglement distribution to ground-based 
repeater-assisted entanglement distribution. We consider two ground stations at the equator 
separated by a distance d , with NR = 20 satellite rings and NS = 20 satellites per ring. We 
compare to a ground-based repeater chain of the same distance d consisting of M elementary 
links of equal length and Nmem = 50 quantum memories per elementary link. The rate is 
given by Eq. (3.11). 
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with Nmem quantum memories facing each of its nearest neighbors. Under these conditions, 
the rate RM ,Nmem (in ebits per second) of entanglement distribution between the endpoints 
is
RM ,Nmem = 
cNmem




where c is the speed of light and






1 − (1 − p )n − 1 
)M )Nmem 
. (3.12) 
(See Appendix A for details.) Note that our assumption that p = e− α 
d
M is the best-case 
scenario in which the sources fire perfect Bell pairs (so that no entanglement purification is 
required) and the Bell measurements for entanglement swapping are deterministic. Further- 
more, the formula in Eq. (3.11) holds in the case that the quantum repeaters have perfect 
read-write efficiency and have infinite coherence time. 
In Fig. 3.8, we compare the rate in Eq. (3.11) with Nmem = 50 to the rates shown in the 
top panel of Fig. 3.6. For an altitude of 500 km, we find that the quantum repeater scheme 
with M = 50 elementary links outperforms the satellite-based scheme for all distances up 
to 2000 km. However, for M = 10 and M = 20 elementary links, we find that there are 
critical distances beyond which satellites can outperform the ground-based repeater schemes. 
For example, for an altitude of 500 km, the satellite-based scheme outperforms the M = 20 
quantum repeater scheme beyond approximately 600 km and the M = 10 scheme beyond 
approximately 300 km. For an altitude of 1000 km, the satellite-based scheme outperforms 
the M = 20 repeater scheme beyond approximately 1200 km. Similarly, for an altitude 
of 2000 km, the satellite-based scheme outperforms the quantum repeater scheme beyond 
approximately 900 km. For an altitude of 4000 km, the satellite-based rates are lower than 
the quantum repeater rates for all values of M considered. 
Currently, satellite-based schemes are arguably more viable, because high-coherence-time 
quantum memories (which are not widely available) are not required. However, the mone- 
tary cost of the satellites, along with other overhead monetary costs (e.g., launch costs), 
can make implementing a satellite-based entanglement-distribution network challenging. 
Furthermore, local weather conditions and background photons during the daytime make 
it difficult to achieve the continuous coverage assumed here, which ultimately results in 
lower entanglement-distribution rates. On the other hand, ground-based quantum repeater 
schemes can achieve higher rates than satellite-based schemes, but this occurs only when the 
number of repeater nodes is quite high, the number of quantum memories per repeater node 
is high, and the coherence times of the memories is high. In addition, quantum memories 
currently exist mostly in a laboratory environment and are not at the stage of development 
that they can be widely deployed in the field, and they certainly do not have high enough 
coherence times to achieve the rates presented here. 
3.5 Summary and future work 
In this paper, we explored the possibility of using satellites for a global-scale quantum com- 
munications network. Our network architecture consists of a constellation of satellites in 
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polar orbits around the earth that transmit entangled photon pairs to ground stations (see 
Fig. 3.2). By defining a figure of merit that takes into account both the number of satellites 
as well as satellite-to-ground entanglement-distribution rates, we provided estimates on the 
number of satellites needed to maintain full 24-hour coverage at a high rate based on the 
maximum value of the figure of merit. Using our figure of merit to decide the number of 
satellites in the network, we estimated the transmission loss and entanglement-distribution 
rates that can be achieved for two ground stations placed at various latitudes, for multi- 
ple ground stations at various locations in a grid-like arrangement, and for multiple major 
global cities in a hybrid satellite- and ground-based network in which the cities can act as 
hubs that receive entanglement from satellites and disperse it to surrounding locations via 
ground-based links. Finally, we compared the achievable entanglement-distribution rates 
for two ground stations using satellites to achievable entanglement-distribution rates using 
ground-based links with quantum repeaters. With a large enough number of repeater nodes, 
along with a high enough number of high-coherence-time quantum memories at each node, 
it is possible to obtain entanglement-distribution rates that surpass those obtained with 
satellites. However, satellite-based schemes operating without quantum repeaters can, in 
certain cases, outperform quantum repeater schemes, with drawbacks being that a relatively 
high number of satellites is required and that adverse weather conditions can prevent con- 
tinuous operations and thus reduce the rate. These drawbacks appear to be less prohibitive 
in the near term than the major drawback of ground-based, repeater-assisted entanglement 
distribution, which is that quantum memories with very high coherence times are simply 
not widely available. Therefore, it appears that a satellite-based scheme will remain the 
preferred option over ground-based repeater schemes into the near term, especially with the 
improving miniaturization and increasing fidelity of entanglement sources [122, 99] and the 
decreasing cost and miniaturization of satellites [87, 89, 90]. 
Our analysis of a global, satellite-based quantum internet opens the door to plenty of 
further study. For example, our simulations can be refined by taking into account local 
weather conditions. Our optimization procedure can also be extended to include more than 
two ground stations. It would also be interesting to compare other types of satellite con- 
stellations, much like those studied in Refs. [115, 116]. Finally, to have a genuine quantum 
network requires efficient routing algorithms. It would be interesting to explore entanglement 
routing in a satellite network along the lines of, e.g., Refs. [138, 139, 117] in the classical 
setting. 
In summary, the broad-scope vision is to have a quantum-connected world, similar to 
today’s internet, where users across the globe can share quantum information for any desir- 
able task. In our view, the backbone of such a network is built on local and global quantum 
entanglement, in which intercontinentally-separated ground stations located in major cities 
act as entanglement hubs connecting the local network users of one city to those of another 
(Fig. 3.1). Hybrid networks interfacing space-based quantum communication platforms with 
ground-based quantum repeaters will make this vision a real possibility. Though, even before 
such a globally connected network exists, there are a plethora of benefits at our hands now. 
For instance, the space-based entanglement distribution network that we introduced here 
can serve a dual-purpose almost immediately upon construction: allowing secure quantum- 
communications as well as providing a platform for secure clock synchronization around the 
globe (see e.g. [140, 141, 142]). The requirements for the latter application are almost iden- 
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tical to the requirements of former, up to e.g. an extra uplink quantum channel needed for 
cross-correlation measurements (via the method of reference [141]). Thorough analyses in 
this domain is duly wanting and is something we are currently pursuing. The application 
space for near-term, space-based, global quantum-communications is currently blossoming 
and is a fruitful arena for potentially useful and creative ideas.
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CHAPTER 4. ANOTHER APPLICATION: OPTICAL 
ANALOGUE-GRAVITY 
We now discuss the Hawking effect in (optical) analogue-gravity systems. Though the physics 
underlying this effect in this context is quite rich, I will, more or less, sweep this richness 
under the rug, in favor of describing things with both simplicity and sufficient breadth. In 
this sense, I will reduce all physical mechanisms under study to elementary elements, which 
correspond to a set of simple symplectic transformations. However, I will make reference to 
physical setups along the way, providing references to the literature when needed for support 
or further reading. To understand the bulk of this chapter, it is sufficient to understand the 
discussion on symplectic transformations and Gaussian systems in Section 2.2 as well as 
some parts of Section 2.3, especially the part on entanglement and logarithmic negativity 
for Gaussian states. 
The results presented here are part of a project which is currently under development, 
though nearing its end. This section thus represents on-going research. 
4.1 Introduction 
In the mid-1970’s, Stephen Hawking discovered the surprising result that astrophysical black 
holes, formed by the complete gravitational collapse of an astronomical body, are not com- 
pletely black but instead are black-bodies. That is, black holes emit radiation (Hawking radi- 
ation) according to a Planckian distribution, with a characteristic temperature (the Hawking 
temperature) given, in natural units, by TH = κ/ (2 π ) ∝ 1 /M , where κ is the surface gravity 
of the event horizon of the black hole and M is the mass of the collapsed body [143, 144]. 
Interestingly, the Hawking temperature is independent of any particular characteristics of 
the collapsed body and of the details of the collapse. This result was theoretically found by 
analyzing a free quantum field theory on the classical background of a dynamical space-time 
described by a massive body undergoing complete gravitational collapse. What is intriguing 
is that the emission process is a spontaneous effect! I.e. given an initial vacuum for the 
quantum field, an asymptotic observer, exterior to the black hole, will be bombarded by a 
constant flux of blackbody radiation, in accordance with the description above. Thus the 
formation of black hole, in and of itself, is unstable, and the black hole will (plausibly) decay 
away, leaving behind only a soup of blackbody radiation.1 
Perhaps more surprising than this is the fact that the Hawking effect seems to be a 
universal phenomena, appearing generically when a causal barrier (e.g. an event horizon) 
forms, and not just in extreme astrophysical contexts [146]. This is readily seen by pointing 
to the plethora of scenarios and systems which support a Hawking-like effect, in the absence 
of any gravitational interactions, like for accelerated observers in flat space-time [147, 148]
1This interpretation of a decaying black-hole assumes that Hawking’s calculation holds good through the 
entire process, which has been criticized and contended over the past fifty-odd years and which has led to 
the so-called information-loss paradox. Though much research into this area has been done over the last 
half-century, the paradox stands firm. It is not my intention to discuss the paradox here, only to remark 




and analogue-gravity systems [149, 150, 151]. Of particular significance are analogue-gravity 
systems, as such systems provide a way to actually observe and detect the Hawking effect, in 
contrast to the astrophysical context. There are many physical systems which support the 
Hawking effect – fluid analogues [152, 153], Bose-Einstein condensates [154, 155, 156, 157], 
fiber-optical setups [158, 159, 160], etc. (see [161] and references therein, for a recent review 
of the myriad of analogue-gravity platforms). I will base our discussions mainly around 
(fiber-)optical analogues (see references e.g. [158, 159, 160] and Figure 4.1). Though much 
of which to be said applies to other systems as well, due to the apparent universality of the 
Hawking effect. 
In optical setups, a strong pump-pulse propagating in a dielectric medium can locally 
change the refractive index of the medium via the optical Kerr effect2, forming a causal barrier 
(an analogue event horizon) in the vicinity of the pulse, for a range of weak probe-modes 
propagating atop this background structure. See Figure 4.1 for an illustration and further 
explanation. If the weak probe-modes are reduced to vacuum fluctuations, one expects 
the classical background, i.e. the strong pump-pulse, to spontaneously emit radiation in 
pairs, in accordance with the Hawking effect. There have been numerous numerical studies 
[162, 163, 164] and experiments [158, 159] indicating that this is indeed the case, though 
further validation and support is wanting. 
Due to the complications of dealing with non-linear optical effects analytically in phe- 
nomenological terms (i.e. at the level of Maxwell’s equations, susceptibility tensors, etc.), 
many authors have turned towards micro-physical models to gain a firmer analytical-handle 
on the Hawking effect in the optical context (see, for instance, references [165, 166, 167, 168]). 
There, one treats the medium directly by providing a detailed model for the medium itself 
as well as the coupling between the constituents of the medium and background electromag- 
netic fields. For instance, in reference [167], the authors take the dielectric medium as being 
composed of a large set of identical harmonic oscillators, which couple linearly to weak elec- 
tromagnatic fields propagating within the medium. The effect of a strong pump-field is to 
locally change the characteristic frequencies of the oscillators, leading to changes in the local 
refractive index. Importantly, this is a linear theory which, under suitable approximations, 
can be quantized and solved exactly. Linder et al [167] (and others, e.g., [165, 166, 168]) have 
demonstrated that, in this micro-physical model, a dielectric medium can indeed support the 
Hawking effect through the formation of an analogue event horizon. The authors computed 
the Hawking spectrum outright and showed that it follows a Planckian distribution, with a 
characteristic temperature which can be related to the surface gravity found from an effective 
space-time metric for the medium, in agreement with the Hawking process. See Section VII 
of reference [167] for more on this last statement. 
In this work, I extend the results of Linder et al [167] by providing a plausible, full unitary 
description of the scattering processes (Section 4.2) as well as an in-depth mode-correlation 
study in the face of deleterious environmental effects and with various initial quantum states 
(Sections 4.3 and 4.4). The plausibility of the unitary description I provide draws motivation 
and support from the Bloch-Messiah reduction [25], which generally applies to linear theories. 
The Bloch-Messiah reduction allows one to decompose any symplectic (linear) transforma-
2This is a non-linear optical effect where, for weak probe modes, the local change in the refractive index 
is proportional to the intensity of the strong pump-field. 
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Figure 4.1: Illustration of a pump-pulse induced analogue event-horizon in an optical fiber. 
Top: A strong, pump-pulse propagates in a dielectric medium (e.g. an optical fiber), locally 
changes the refractive index of the medium via the Kerr effect. If the pump-pulse intensity 
is strong enough, i.e. the local change of the refractive index is great enough, then the pulse 
acts as a causal barrier, restricting the flows of weak probe-modes. Bottom: The situation 
in the reference frame of the pulse. The leading edge (the right side) of the pulse acts as 
an analogue black-hole event-horizon. The interior of the pump-pulse is correspondingly the 
interior of the analogue black-hole. Any modes which fall into the interior cannot propagate 
back out to the right – i.e. the interior flow is strictly leftward for all relevant modes. 
The formation of the event horizon induces the creation of particle-pairs, á la the Hawking 
effect, which are condensed from the (classical) pump-pulse. Generally, there exists a black- 
hole/white-hole pair, with the white-hole event-horizon corresponding to the trailing edge 
(the left side) of the pulse. See references [158, 159] and the discussion in Section 4.5 for 
more on this. 
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tion into a discrete set of elementary operations. This greatly simplifies conceptual issues 
surrounding the Hawking process, in general, by allowing one to draw intuitive diagrams 
which have a one-to-one correspondence with the actual physical process via this reduction. 
Under this extraordinary simplification and using techniques from Gaussian quantum infor- 
mation theory [169], I examine the quantum aspects of the stimulated Hawking effect, with 
regards to the quantum correlations within the system, showing explicitly the detrimental 
repercussions of a non-negligible background temperature and backscattering effects, as well 
as discussing the benefits of stimulating the process with single-mode, non-classical resources. 
Though much of the discussion is phrased in terms of optical-analogue event horizons, the 
methods used and the results so obtained apply just as well to a variety of other systems 
supporting the Hawking effect. Furthermore, the Bloch-Messiah reduction allows one to eas- 
ily extend the discussions to more exotic scenarios like, for instance, a white-hole–black-hole 
pair pair (Section 4.5). The physics of these exotic systems is quite rich due to the increased 
complexity of the relevant dynamics. I give only a taste here of the richness contained in 
these systems, leaving a more detailed study for future work. 
4.2 The model and basic formalism 
Motivation from a micro-physical model 
We focus here on a particular micro-physical model for the Hawking effect in an optical- 
analogue gravity system, following reference [167]. The purpose of this section is primarily 
to motivate succeeding sections, gain some familiarity with a physical system, and establish 
the mode structure and notation. Thus, much of the discussion is qualitative, with many 
details left to the references (mainly reference [167]; though, see e.g. [165, 166] as well). 
The model that we shall have in mind for an optical-analogue system is, effectively, a 
continuum version of the Lorentz oscillator model of an isotropic optical-medium far from 
resonance (see e.g. Chapter 2 of [170] for more on the Lorentz oscillator model with regards 
to dielectric media). That is, we will suppose that the medium to be described quite well by 
a large set of decoupled and identical quantum harmonic-oscillators, which, in the continuum 
limit, can be described by a scalar field ψ ( x, t ) with characteristic frequency Ω0.3 We also 
assume the medium to be isotropic and work only in one scalar dimension, x , which is taken 
to lie along the optical axis for electromagnetic-field modes propagating in the medium (i.e. 
the x -axis is parallel to the Poynting vector of the electromagnetic fields). We describe the 
(weak) electromagnetic field by the vector-potential, A ( x, t ) , such that the electric field goes 
as, E ( x, t ) = ∂t A in the temporal gauge, and the vector potential and electric field are taken 
to lie in the y z -plane, perpendicular to the optical axis. We assume a dipole-like coupling 
between the medium oscillators and weak fields. In the absence of non-linear effects induced 






( ∂t A )
2 − ( ∂x A )2 
) ︸ ︷︷ ︸ 





( ∂t ψ )
2 − Ω2 0 ψ2 
) ︸ ︷︷ ︸ 
Medium oscillators 
+ g ψ ( ∂t A )︸ ︷︷ ︸ 
Dipole coupling
(4.1)
3The continuum limit holds good whenever wavelengths of the electromagnetic field are large compared 
to the inter-molecular spacing of the media. We assume this to be the case. 
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where g is a coupling constant. I note that this is taken in the rest frame of oscillators. From 
here, one can find the Euler-Lagrange equations for the system, from which one can derive 
a Sellmeier relation for the (lab) frequency-modes, ωlab, of the fields (see [167] for details),
n ( ωlab)
2 = 1 + 
g2
Ω2 0 − ω2 lab 
, (4.2) 
where n ( ω ) is the refractive index of the medium. It should be clear that the physical model 
holds good near, but not too near, a single medium resonance (i.e. ωlab ≪ Ω0, but not so 
much so that another resonant frequency is met). This establishes the asymptotic mode 
structure for the field theory in the lab frame. 
Now to introduce non-linear effects. We shall assume that the effect of a strong, back- 
ground pump-pulse is to only change the medium resonance of the oscillators, i.e. Ω0 → 
Ω( x, t ) , where Ω( x, t ) now depends on the intensity of the pump-pulse as well as its spatio- 
temporal profile. Furthermore, we will assume that the pulse does not change drastically 
as it propagates through the medium (e.g. a solitonic approximation) such that Ω( x − v t ) , 
where v is the group velocity of the pulse. This establishes a preferred reference frame, ( τ , χ ) , 
which is related to the lab frame, ( t, x ) , by a Lorentz boost,
τ = γ ( t − v x ) (4.3) 
χ = γ ( x − v t ) , (4.4)
where γ = 1 /
√
1 − v2 is the Lorentz-boost factor. In this reference frame, Ω( χ ) is τ indepen- 
dent and thus ∂τΩ = 0 . We shall further assume that the effects of the pump are localized, 
e.g. Ω( χ → ±∞ ) = constant, so that we have asymptotically well-defined normal-modes 
in these coordinates. We shall take χ ≈ 0 to indicate the position of the pump, and thus 
the position of the analogue-horizon; χ < 0 is the black hole interior ( χ → −∞ is deep 
within the interior), and χ → ∞ is taken far in the exterior region of the pump, where e.g. 
Ω = Ω0. Moreover, I assume that Ω( χ < 0) < Ω0, i.e. the pump reduces the resonance 
frequency of the medium, thereby increasing the refractive index of the medium, in line with 
the Kerr effect. As a consequence, if the non-linear effects are strong enough, the interior 
region ( χ < 0 ) only supports modes with negative group velocities (the flow strictly points 
towards decreasing χ ), as I discuss below, thus indicating the presence of a causal barrier. 





( ∂t A )






( ∂t − v ∂χ) ψ 
)2 − Ω2 ψ2 ) + γ g ψ ( ∂t − v ∂χ) A. (4.5) 
One can find the Euler-Lagrange equations from this and, in turn, determine the asymptotic 
mode structure far away from the pump. Let translations in τ be associated with the co- 
moving frequency, ω , which by the way is conserved here since Ω is τ independent, and let 
translations in χ be associated with the co-moving wave-vector, k . Then, one may find a 
transcendental equation for the dispersion relation, ω ( k ) , in the pulse frame [167]
γ ( ω + v k )︸ ︷︷ ︸ 
ωlab 




ω2 − k2 − g2 ︸ ︷︷ ︸ 




Figure 4.2: Dispersion relation in the asymptotic regions. Left: The mode structure far 
away in the exterior of the black hole. For a given range of co-moving frequencies, this 
region supports four modes, k( in ) + , k
( in ) 
− , k
( in ) 
cp , and k( out ) H . The first three have negative group 
velocities and thus propagate towards the event horizon (towards the pulse). The last mode, 
the Hawking mode, k( out ) H , has positive group velocity, and thus propagates away from the 
event horizon. Right: The mode structure far into the interior of the black hole. Observe 
that this region does not support any modes with positive group velocity; i.e. all modes 
which fall into the interior only plunge further in. 
where it is understood that this derivation is only sensible far away from the pump. Plotting 
these functions then gives the set of allowable wave-vector modes, k , for a given co-moving 
frequency, ω . See Figure 4.2. This set of wave-vectors determines the (asymptotic) normal 
modes, and thus defines the in/out Fock spaces for the fields upon quantization. 
From Figure 4.2, one finds the in/out-modes in the asymptotic regions χ → ±∞ . The 
distinction of "in" and "out" is determined by the group velocity of the mode. As discussed 
in reference [167], there exists only one mode with positive group velocity – i.e. propagating 
away from the black hole. This is the kH mode, the outgoing Hawking mode, which has 
support only in the exterior of the black hole ( χ → ∞ ). All other modes have negative 
group velocity and thus propagate towards the black hole (from χ = ∞ ) or deeper into the 
black hole (towards χ = −∞ ). Thus, for a given ω , we have the informal mapping between 
in and out modes,
( k
( in ) 
+ , k
( in ) 
− , k
( in ) 
cp ) → ( k
( out ) 
H , k
( out ) 
p , k
( out ) 
cp ) , (4.7) 
induced by the presence of an analogue event-horizon. Here, k( out ) p is the Hawking-partner 
mode, which is entangled with the Hawking mode and which falls deep into the interior of 
the black hole; k( in ) cp is the counter-propagating mode, which can scatter into the out-going 
Hawking mode via a classical scattering process. This classical scattering process is the 
source of a greybody factor in the out-going Hawking spectrum. See Figure 4.3 and the next 
subsection for more on this, and see reference [167] for more details. 
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Figure 4.3: The Hawking process. The in-modes, ( k( in ) + , k
( in ) 
− , k
( in ) 
cp ) , are converted into an 
outgoing Hawking mode, k( out ) H , and two other modes, ( k
( out ) 
p , k
( out ) 
cp ) , which fall into the 
interior of the black hole. Scattering occurs in two steps: (1) the in-modes ( k( in ) + , k
( in ) 
− ) 
pass through an effective potential barrier unscathed and are subsequently converted into 
Hawking pairs – a Hawking mode and its infalling partner, k( out ) p – near the event horizon; 
(2) the outgoing Hawking mode then interacts with a counter-propagating mode, k( out ) cp , via 
a passive scattering process at the barrier. The former process creates quanta and generates 
quantum correlations between the Hawking pairs, while the passive scattering process merely 
shifts some of these generated quanta and quantum correlations from the outgoing Hawking 
mode to the infalling counter-propagating mode, k( out ) cp . Passive scattering also leads to a 
greybody factor in the outgoing Hawking spectrum for the k( out ) H mode and induces classical 
correlations between this mode and the infalling counter-propagating mode, k( out ) cp . 
Symplectic equivalence: The symplectic Hawking matrix 
We focus now on the quantitative relations between modes, leaning on the results of Linder et 
al [167], for the scenario qualitatively discussed in the previous subsection and in Figure 4.3. 
The situation is as follows. A Hawking pair is generated near an (optical) event horizon and 
the outgoing Hawking mode undergoes classical scattering at an effective potential barrier. 
Explicitly, Linder et al found that the relation between in-going modes and the out-going 
Hawking mode – i.e. the mapping ( k( in ) + , k
( in ) 
− , k
( in ) 
cp ) → k( out ) H – is given by,
ˆ a
( out ) 
kH 
= α ˆ a
( in ) 
k+ 
+ β ˆ a
( in ) 
k− 
+ η ˆ a





with the unitarity relation, | α |2 − | β |2+ | η |2 = 1 , holding. Further, the usual Hawking relation 
was found to hold, i.e.,
| α |2
| β |2 
= exp ( ω /TH) , (4.9) 
where ω is the co-moving frequency of the modes and TH is (the frequency independent) 
Hawking temperature. From this and the unitarity relation, the number of spontaneously 
generated quanta in the out-going Hawking mode can be found,
| β |2 = 1 − | η |
2
exp ( ω /TH) − 1 
= 
Γ
exp ( ω /TH) − 1 
, (4.10) 
where 0 ≤ Γ = 1 − | η |2 ≤ 1 is the greybody factor. The authors thus showed that, in 
this micro-physical model for a dielectric medium perturbed by a space-time dependent 
background pulse, Hawking radiation is spontaneously generated and follows a (grey-body 
corrected) Planckian distribution, with characteristic temperature given by the Hawking 
temperature, TH .4 
I now go about extending these results by providing an ansatz for the unitary (and cor- 
responding symplectic transformation) of the above dynamics. All of what follows are, more 
or less, new results. Also, I begin to slowly depart from the optical-analogue thus described 
and start to speak in more general terms. Though, it may be beneficial for the reader to 
keep a particular physical system in mind when digesting the forthcoming discussions. 
Importantly, equation (4.8) is a linear relationship between the in-modes and one out- 
mode and formally corresponds to a symplectic projection (a 6 × 2 rectangular matrix which 
maps 3 modes to 1) onto a smaller mode space, however this projection can be enlarged 
to a full symplectic transformation ( 6 × 6 ) which maps 3 in-modes to 3-out modes.5 From 
this, we can envision and then construct (via the Bloch-Messiah decomposition) a set of 
squeezers and beamsplitters which exactly provide this mapping. Indeed, one can show that 
a properly placed two-mode squeezing transformation followed by an orthogonal beamsplit- 
ter transformation does the trick, provided that the complex coefficients of the two-mode 
squeezer obey the Hawking relation [equation (4.9)] and that the transmission probability of 
the beamsplitter equals the greybody factor. 
Proof. Consider a two-mode squeezing operator, Ŝ , such that,
Ŝ †ˆ a( in ) k+ Ŝ = µ ˆ a
( in ) 
k+ 
+ ν ˆ a
( in ) † 
k− 
, (4.11) 
with the complex coefficients, ( µ, ν ) , satisfying | µ |2 − | ν |2 = 1 . Also, consider a two-mode 
beamsplitter transformation, Ô , such that,
Ô †ˆ a( in ) k+ Ô = t ˆ a
( in ) 
k+ 
+ r ˆ a
( in ) 
kcp 
, (4.12)
4They give an explicit expression for the Hawking temperature, TH , and the greybody factor, Γ , in terms 
of their model-parameters, as well as a relation between the temperature to the surface gravity of an effective 
space-time metric. I will not delve deeper into these details, as providing further discussion would take us 
too far astray. 
5This is analogous to providing a Stinespring dilation (or unitary extension) of the map. 
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with the transmission and reflection coefficients, ( t, r ) , satisfying the orthogonality relation 
| t |2 + | r |2 = 1 . Then, construct the unitary operator, Û def= ÔŜ , which in the Heisenberg 
picture acts as
Û †ˆ a( in ) k+ Û = Ŝ 
† Ô †ˆ a( in ) k+ ÔŜ 
= Ŝ † 
( 
t ˆ a
( in ) 
k+ 
+ r ˆ a




= µt ˆ a
( in ) 
k+ 
+ ν t ˆ a
( in ) † 
k− 
+ r ˆ a
( in ) 
kcp 
def
= α ˆ a
( in ) 
k+ 
+ β ˆ a
( in ) † 
k− 
+ η ˆ a





| β |2 
def
= exp ( ω /TH) = ⇒ 
| µ |2
| ν |2 
= exp ( ω /TH) .
The equivalence of the greybody factor to the transmission probability, i.e. Γ = | t |2, com- 
pletes the correspondence.
Observe that Û †ˆ a( in ) k+ Û is just the outgoing Hawking mode, ˆ a
( out ) 
kH 
. Hence, Û (and Û †) 
gives us the mapping we want, but it actually provides more, since6
Û † : ( k( in ) + , k
( in ) 
− , k
( in ) 
cp ) → ( k
( out ) 
H , k
( out ) 
p , k
( out ) 
cp ) . (4.13) 
The question is: is this the fully correct transformation for the physical dynamics that we are 
considering? The authors of reference [167] do not provide the full scattering computation for 
all modes nor have I in this thesis, but one can argue that the unitary extension given above 
is certainly plausible. Firstly, any additional transformations which may be missing in our 
unitary should not change the mode transformation (4.8). This limits the potential, missing 
dynamics to unitaries acting strictly on the subspace of out-modes ( k( out ) p , k( out ) cp ) , which are 
deep in the interior of the black hole. As one expects most scattering events to happen 
at or near the event horizon, i.e. where the background profile changes most abruptly, it 
seems plausible that the modes ( k( out ) p , k( out ) cp ) decouple deep in the interior and thus do not 
mix (or negligibly so). The above decomposition is also the simplest that one can provide 
and makes a direct connection with the Hawking process in other systems as well – in the 
astrophysical context and in analogue fluid-systems (cf. to results in Section 3.4 of [171] for 
the astrophysical case and the transformations derived in references [172, 173, 174]); thus 
being in line with the apparent universality of the Hawking effect in systems which support 
the appropriate causal structure (i.e. systems with event horizons; see reference [146]). I 
therefore focus on this transformation/interpretation, due to its simplicity and its generality.7 
With the correspondence between the Hawking process and the decomposition into 
squeezers and beamsplitters made explicit, I now put everything in the Gaussian formal- 
ism and find the symplectic Hawking matrix corresponding to the physical process described
6One should think of this as a unitary map from the in Hilbert space to the out Hilbert space. 
7To gain further support, we are also investigating the completeness of this unitary-extension numerically, 
for this particular model. This will appear in future work. 
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Figure 4.4: Circuit-equivalent of the Hawking process. The dashed boxed region corresponds 
to the symplectic Hawking matrix, SH , which we represent here by an equivalent optical 
ciruit consisting of a two-mode squeezer, Ssq, followed by a beamsplitter with transmission 
probability Γ . The formal equivalence between the above circuit and the Hawking process 
follows from the Bloch-Messiah decomposition for symplectic transformations. Observe that 
this circuit is also in one-to-one correspondence with the intuitive picture of the process, 
drawn in Figure 4.3. 
above. Let us first introduce a certain ordering and relabeling for the in/out canonical 
operators,
r̂( in ) = 
( 
r̂
( in ) 
k+ 
, r̂
( in ) 
k− 
, r̂






( in ) 
1 , r̂
( in ) 
2 , r̂




r̂( out ) = 
( 
r̂
( out ) 
kH 
, r̂
( out ) 
kp 
, r̂






( out ) 
1 , r̂
( out ) 
2 , r̂




For instance, in this new labeling, ( k( out ) 1 , k
( out ) 
2 ) denotes the generated Hawking pair, where 
k
( out ) 
1 is the out-going Hawking mode and k
( out ) 
2 its in-falling partner. Observe that this 
choice of ordering follows the transmission paths of the modes in the circuit diagram of 
Figure 4.4. Since the Hawking process is a linear process, the in and out canonical operators 
are connected by a symplectic matrix – the symplectic Hawking matrix, SH – such that,
r̂( out ) = SH r̂
( in ) . (4.16) 
The Hawking matrix is in one-to-one correspondence with the unitary operator Ûin → out, 
which maps the in-modes to the out-modes, and is likewise decomposed into a product of a 
two-mode squeezing matrix, Ssq, and an orthogonal beamsplitter matrix, O , such that,
SH = O Ssq (4.17) 
I now encode the Bogoliuobov coefficients, ( α , β , η ) , into these symplectic matrices. For 
simplicity, let us assume all of the Bogoliuobov coefficients are real (e.g. ignorning squeezing 
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angles), and let us parameterize them by two quantities: (1) | βH |2, which is the number of 
Hawking pairs generated in the squeezing process and is equivalent to | β |2 when backscat- 















1 − Γ . (4.20)
The orthogonal matrix, O , and squeezing matrix, Ssq, can be written with this parameteri- 
zation,
O = 
  √Γ I2 0 √1 − Γ I2 0 I2 0 
−
√
1 − Γ I2 0 
√
Γ I2 
  , Ssq = 
  
√
1 + | βH |2I2 
√
| βH |2 σz 0√
| βH |2 σz 
√
1 + | βH |2I2 0 
0 0 I2 
  . (4.21) 
Observe that, e.g., the squeezing matrix only has non-trivial elements in the first and sec- 
ond rows/columns, in line with our operator ordering of equation (4.15) and the fact that 
the Hawking pair is the only mode-pair relevant to the squeezing process. From here, the 
symplectic Hawking matrix is found,
SH = O Ssq = 
  
√
Γ(1 + | βH |2) I2 
√
Γ | βH |2 σz 
√
1 − Γ I2√
| βH |2 σz 
√
1 + | βH |2I2 0 
− 
√
(1 − Γ)(1 + | βH |2) I2 − 
√
(1 − Γ) | βH |2 σz 
√
Γ I2 
  . (4.22) 
One can check that this prescription leads to the mode transformation (4.8) by using the 
input-output relation between the canonical operators, equation (4.16), using the relation 
between canonical operators and annihilation/creation operators, equation (2.139), and ac- 
counting for the parameterization given in equations (4.18)-(4.20). Observe that the Hawking 
matrix reduces to two-mode squeezing for the Hawking pair and a trivial identity transfor- 
mation on the counter-propagating mode whenever backscattering is negligible ( Γ ≈ 1 ). 
As suggested before, the transformation thus described is equivalent to those found in as- 
trophysical black hole evaporation scenarios as well as other analogue systems. In this sense, 
the symplectic Hawking matrix, SH , appears to be a fundamental ingredient, irrespective of 
the illusory distinctions in the physics underlying such systems. 
4.3 In-out relations: a Gaussian analysis 
Now that I have characterized the scattering dynamics for the analogue Hawking effect, I 
wish to analyze it under various environments – e.g. amid a uniform thermal background – 
and with various inputs. To do this with sufficient depth and efficiency, I will restrict the
8I.e., | βH |2 = 1 / ( eω /TH − 1) . See equation (4.10). 
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analysis to Gaussian quantum states, which include, for instance, displaced-thermal states, 
single-mode squeezed states, etc. This restriction allows one to efficiently analyze quantum- 
state transformations by reducing the description of the full quantum-state dynamics to 
the description of the dynamics of the mean and covariance of the state. See, for instance, 
equations (2.188). 
Gaussian inputs and moment transformations 
Let ( µ( in ) , σ( in )) be the first and second moments describing the in-modes to the Hawking 
process. The output moments are then completely determined by,
µ( out ) = SH µ
( in ) (4.23) 
σ( out ) = SH σ
( in ) S ⊺ H , (4.24)
which fully characterizes the output quantum state. Generically, I write the output covari- 
ance matrix as,




( out ) 
1 σ
( out ) 
12 σ
( out ) 
13 
σ
( out ) ⊺ 
12 σ
( out ) 
2 σ
( out ) 
23 
σ
( out ) ⊺ 
13 σ
( out ) ⊺ 
23 σ
( out ) 
3 
  , (4.25) 
where σ( out ) k is the single-mode covariance matrix for the k th out-mode and σ
( out ) 
k j is the 
correlation matrix between the k th and j th out-modes. I will further restrict the inputs to 
uncorrelated quantum states. Thus,





( in ) 
1 , µ
( in ) 
2 , µ








( in ) 
1 0 0 
0 σ
( in ) 
2 0 
0 0 σ
( in ) 
3 
  , (4.27)
where, e.g., σ( in ) 1 is the single-mode covariance matrix for the k1 in-mode etc. From here, I 
find generic expressions for the output covariance sub-matrices,
σ
( out ) 
1 = σ
( in ) 
3 + Γ 
( 
σ
( in ) 
1 − σ
( in ) 
3 
) 
+ Γ | βH |2 
( 
σ
( in ) 
1 + σz σ




( out ) 
2 = σ
( in ) 




( in ) 
2 + σz σ




( out ) 
3 = Γ σ
( in ) 
3 + (1 − Γ) 
( 
σ
( in ) 




( in ) 
1 + σz σ




( out ) 
12 = 
√
Γ | βH |2( | βH |2 + 1) 
( 
σ
( in ) 
1 σz + σz σ




( out ) 
13 = − 
√
Γ(1 − Γ) 
((
| βH |2 + 1
) 
σ
( in ) 
1 + | βH |
2 σz σ
( in ) 
2 σz − σ




( out ) 
23 = − 
√
(1 − Γ) | βH |2( | βH |2 + 1) 
( 
σz σ
( in ) 
1 + σ





Observe that the correlation matrix between the Hawking-partner mode and the infalling 
counter-propagating mode, σ( out ) 23 , is generally independent of the input counter-propagating 
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mode, σ( in ) 3 . This is because there is no direct interaction between these modes. Indeed, 
the source of these correlations is a shuffling around of the Hawking-pair correlations via a 
transfer of outgoing Hawking particles to the infalling counter-propagating mode, which is 
induced by backscattering (see Figures 4.3 and 4.4 for illustrations). This is seen explicitly in 
the equation for σ( out ) 23 by considering the extreme cases of negligible backscattering ( Γ ≈ 1 ) 
and/or negligible particle creation ( | βH |2 ≈ 1 ), for which σ( out ) 23 ≈ 0 in either limit. 
Displaced thermal inputs: One important family of inputs which we will discuss are 
displaced thermal states, i.e. quantum states of the type, 
⊗ 
k D̂γk Θ̂k D̂ 
† 
γk
, where D̂γk is the 
displacement operator for the k th mode with complex amplitude γk and Θ̂k is the single- 
mode thermal state. In the optical context, these inputs physically correspond to "noisy 
lasers". It is also good to consider this family of states as they are classical, and we want 
to generally consider how stimulating the Hawking process alters quantum features at the 
output. 
Displaced thermal states have first and second moments,






Re { γk } , Im { γk } 
)⊺ 
(4.29) 




where Nk = 2¯ nk( TE) + 1 and ¯ nk( TE) is the average number of Planckian-distributed, back- 
ground photons in the k th input mode, when the background temperature is TE ( E for 
environment; note N = 1 only at zero temperature). Using these inputs into equation 
(4.28), I find the output covariance sub-matrices (ignoring first moments),
σ
( out ) 
1 = 
( 




( out ) 
2 = 
( 




( out ) 
3 = 
( 




( out ) 
12 = ( N1 + N2) 
√
Γ | βH |2( | βH |2 + 1) σz 
σ
( out ) 
23 = − ( N1 + N2) 
√
(1 − Γ) | βH |2( | βH |2 + 1) σz 
σ
( out ) 
13 = 
( 
N3 − N1 − ( N1 + N2) | βH |2 
)√
Γ(1 − Γ) I2 .
(4.31) 
Observe that each correlation matrix, σ( out ) k j , is non-trivial; hence, there are correlations – 
classical and quantum – between all mode pairs over nearly the entire parameter space. Also, 
notice that the displacement parameters { γk } do not appear in the covariance matrix; they 
only appear at the level of first moments. This means that displacements do not change the 
(absolute) amount of correlations between the modes. 
A simplified but highly instructive instance of noise, which I will focus on from here out, 
is that of isotropic noise, for which Nk = N ∀ k . In this case, let me write the covariance 
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matrix explicitly in terms of the background photon number. For brevity, let ¯ nE 
def
= ¯ n ( TE) 
denote the (isotropic) number of background photons at temperature TE. Then, N = 2¯ nE+1 
and I find
σ
( out ) 
1 = (1 + 2¯ nE) 
( 




( out ) 
2 = (1 + 2¯ nE) 
( 




( out ) 
3 = (1 + 2¯ nE) 
( 




( out ) 
12 = 2 (1 + 2¯ nE) 
√
Γ | βH |2( | βH |2 + 1) σz 
σ
( out ) 
23 = − 2 (1 + 2¯ nE) 
√
(1 − Γ) | βH |2( | βH |2 + 1) σz 
σ
( out ) 
13 = − 2 (1 + 2¯ nE) | βH |
2 
√
Γ(1 − Γ) I2 .
(4.32) 
In Section 4.4, we will see that the background radiation can wash-out the quantum corre- 
lations generated in the Hawking process, if it is sufficiently large. A quantitative statement 
of "sufficiently large" will be made later. 
Single-mode squeezed input: We will now consider a thermally seeded, single-mode 
squeezed input on the k( in ) 1 in-mode. As I will show, using single-mode squeezing (a "non- 
classical" resource) in one input can enhance/revive entanglement generated in the Hawking 
process. Our input moments in this case are










( in ) 
1 = (1 + 2¯ nE) ˜ σ ( R , φ ) (4.34) 
σ
( in ) 
2 = (1 + 2¯ nE) I2 (4.35) 
σ
( in ) 
3 = (1 + 2¯ nE) I2 , (4.36)
where ˜ σ ( R , φ ) def= Oφe2 R σz O ⊺ φ is the covariance matrix for a single-mode squeezed vacuum, 
Oφ is a 2 × 2 rotation matrix, φ is the squeezing angle, and R is the squeezing strength. I 
note that the squeezing strength is often parameterized in terms of the amplification factor 
z = eR, which is a scaling factor for the first moments of an input quantum state (e.g. 
⟨ x ⟩ → z ⟨ x ⟩ for φ = 0 ). The output covariance matrix is then readily found per equation 
(4.28),
σ
( out ) 
1 = (1 + 2¯ nE) 
(
(1 − Γ) I2 + Γ 
(
( | βH |2 + 1)˜ σ + | βH |2 
)) 
σ
( out ) 
2 = (1 + 2¯ nE) 
(
1 + | βH |2 ( I2 + σz˜ σ σz)
) 
σ
( out ) 
3 = (1 + 2¯ nE) 
(
Γ I2 + (1 − Γ) 
(
˜ σ + | βH |2(˜ σ + I2)
)) 
σ
( out ) 
12 = (1 + 2¯ nE) 
√
Γ | βH |2( | βH |2 + 1)(˜ σ + I2) σz 
σ
( out ) 
23 = − (1 + 2¯ nE) 
√
(1 − Γ) | βH |2( | βH |2 + 1) σz(˜ σ + I2) 
σ
( out ) 
13 = − (1 + 2¯ nE) 
√
Γ(1 − Γ) 
(

























































Figure 4.5: Quantum entanglement in the Hawking pair, ( k( out ) 1 , k
( out ) 
2 ) . These plots quantify 
the entanglement in the Hawking pair, as measured by the log-negativity, which roughly 
has units of ebits (entangled bits). In all plots, the white-space corresponds to zero- 
entanglement regions, which I will simply refer to as null regions . (a) Shows how the 
entanglement in the Hawking pairs vanishes, depending on the amount of backscattering 
(indicated by the greybody factor, Γ ) and background noise (indicated by the number of 
background photons, ¯ nE). For Γ = 1 , the entanglement completely vanishes when the con- 
dition ¯ nE = 1 / 
(√
( | βH |2 + 1) / | βH |2 − 1 
) 
is met, which occurs for ¯ nE ≈ . 43 here. This 
point corresponds precisely to the sudden-death condition, T ⋆ E = 2 TH , of equation (4.39). 
(b) Showing variations in entanglement over ( | βH |2 , Γ) parameter space. Observe that, no 
matter how many Hawking quanta are produced, entanglement between the Hawking pairs 
vanishes whenever Γ ≤ 1 / 2 , consistent with the bound provided in equation (4.44) for ¯ nE = 1 . 
where, for brevity, I have suppressed the dependence on the squeezing strength and squeez- 
ing angle of the single-mode squeezed matrix, ˜ σ . Observe that these equations reduce to 
equations (4.30) for R = 0 ( ˜ σ = I2). These equations are not very illuminating by them- 
selves, but such are necessary in order to quantitatively discuss entanglement (to compute 
the log-negativity) between various mode pairs. So I add them here for completeness. 
4.4 Quantum correlations 
Here, I study quantum correlations between the Hawking-pair modes, ( k( out ) 1 , k
( out ) 
2 ) , for 
different input states and varying system parameters, using the log-negativity as an entan- 
glement quantifier. Though there generally exists multi-mode (3-mode) entanglement within 
our system, I restrict the analysis to a single mode-pair for simplicity, since, in practice, it 
may not be feasible to do a multi-mode correlation analysis. I further note that only dis- 
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cussing entanglement between Hawking pairs is equivalent to analyzing the entanglement 
between the interior and exterior regions of the black hole, when non-classical resources are 
absent at the input. This is so because the backscattered mode, k(out) 3 , shares no quantum 
correlations with the outgoing Hawking mode, k( out ) 1 . Hence quantum correlations across 
the interior-exterior bipartition are solely a consequence of the correlations held between the 
( k
( out ) 
1 , k
( out ) 
2 ) mode pair. This provides some justification for this restriction. Some qual- 
itative discussion regarding entanglement in other modes and in the system as a whole is 
nevertheless provided. Still, a more comprehensive correlation-analysis, for various input 
quantum states, is subject to further study. 
"Entanglement sudden-death": Ambient temperature and greybody effects 
I plot the log-negativity of the Hawking pair, over various input parameters, in Figure 4.5. 
As shown in Figures 4.5b and 4.5a, there exists sharp lines in parameter space where the 
entanglement between Hawking pairs vanishes completely and never returns. This is a generic 
phenomena and has been dubbed "entanglement sudden-death" in the literature (see e.g. 
reference [175] for a generic discussion and reference [172] for a brief discussion in the context 
of analogue-gravity). What is physically happening in our scenario is that the number of 
background, Planckian-distributed photons is overwhelming the number of Hawking quanta 
and washing out any-and-all quantum correlations between Hawking pairs. Crudely, this 
occurs when the ambient temperature is much higher than the Hawking temperature of the 
underlying analogue-gravity system. 
By examining the PPT criteria for the interior and exterior regions of the black hole, 
( k
( out ) 
1 , k
( out ) 
2 ) , one can make this description sharper and predict e.g. the temperature at 
which one expects the entanglement to suddenly vanish. Recall that, for two-mode Gaussian 
states, a non-zero logarithmic negativity corresponds to the smallest, partially transposed, 
symplectic eigenvalue condition, ˜ ν− < 1 (see the discussion surrounding equation (2.206)). 
Thus, the sudden death of entanglement occurs when ˜ ν− = 1 , which we will call the sudden- 
death condition . Assume that the ambient, background photon-spectrum and the Hawking 
spectrum are Planckian distributed, and thus obey the Bose-Einstein relation
¯ nE = 1 / ( eω /TE − 1) and | βH |2 = 1 / ( eω /TH − 1) , (4.38) 
where TE is the background temperature and TH is the Hawking temperature, respectively. 
By computing ˜ ν− with these relations and setting its value to one, one can find an explicit 
relationship between T ⋆ E and TH , where TE = T ⋆ E is the sudden-death temperature , at which 
point the sudden-death condition is satisfied and quantum correlations between Hawking 
pairs vanish.9 For negligible backscattering ( Γ ≈ 1 ), I find
T ⋆ E( TH) = 2 TH , (4.39) 
which is consistent with the relationship found in reference [172]. Note that this calculation 
assumes that all interacting modes are of the same frequency, and thus all frequency modes 
experience the same sudden-death condition. This is slightly different than the expression
9I do not provide the explicit calculation here, as it is lengthy and not illuminating. 
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found in reference [172], where the authors consider scattering between different in and out 
frequency-modes. 
I now include the greybody factor. Generally, backscattering will reduce the sudden-death 
temperature below the value given above, i.e.
T ⋆ E(Γ , TH) ≤ 2 TH , (4.40) 
as one can qualitatively observe in Figure 4.5. To analytically see this, I analyze the sudden- 
death condition for non-negligible backscattering and find the transcendental equation,













where I have hidden the dependence of T ⋆ E on the greybody factor and the Hawking temper- 
ature for brevity. Solving for T ⋆ E in the limit of low particle density (the Maxwell-Boltzmann 
limit; eω /T ≫ 1 and ¯ n ≈ e− ω /T ) and assuming Γ ≫ e− ω /TE , I find the greybody-corrected 
sudden-death temperature,





≤ 2 TH . (4.42) 
Observe that the sudden-death temperature is now frequency dependent by virtue of the 
greybody factor. 
In order to gain more intuition of backscattering effects, I analyze the same situation 
but with focus turned towards the greybody factor. Independently of any approximation, 
the greybody factor is ultimately limited by the Boltzmann factor for the environmental 
photons, i.e.
Γ > e− ω /TE , (4.43) 
which can be derived from the transcendental equation (4.41) by taking the Hawking tem- 
perature to infinity. As long as this condition is satisfied, then there can exist entanglement 
between the interior and exterior regions of the black hole. For reference, I also write this in 
terms of the background photon number using the Bose-Einstein relation, ¯ nE = 1 / ( eω /TE − 1) ,
Γ > 
¯ nE
¯ nE + 1 
. (4.44) 
When these inequalities turn to equalities, the entanglement in the interior and exterior com- 
pletely vanish, for all values of TE and TH .10 Therefore, these inequalities place an intrinsic 
bound on the amount of backscattering permissible at finite background temperatures, if one 
wishes to observe quantum correlations between Hawking pairs. 
In the low-temperature limit (or, equally, the high-frequency limit; TE /ω ≪ 1 ), the only 
restriction on the greybody factor is that Γ ≳ 0 . On the other hand, in high-temperature 
limit (or, equally, the low-frequency limit; ω /TE ≪ 1 ), Γ ≳ (1 − ω /TE) must hold in order 
to observe entanglement between the Hawking pairs. In this high-temperature regime, the 
number of Hawking particles will be large, but the amount of quantum correlations can 
nevertheless vanish, even if TE is significantly smaller than TH (so long as ω /TE ≪ 1 ).
10This can be thought of as a "sudden-death greybody factor", similar to the sudden-death temperature 
from before, but I do not use such language here 
85
 
This emphasizes the significance that backscattering has on quantum correlations whenever 
background noise (though arbitrarily small but still finite) is present. See Figure 4.5 for 
numerical evidence of this. 
The discussion thus far has focused on the Hawking pair (or equally, the interior and 
exterior of the black hole). However, this is not the full story, since backscattering corre- 
sponds to a physical transfer of particles and entanglement from the Hawking mode to the 
counter-propagating mode, such that, in the limit of Γ → 0 , the counter-propagating mode 
and the Hawking-partner mode share all correlations which originally resided in the Hawk- 
ing pair (observe, for instance, Figure 4.4 and the covariance matrices in equation (4.32)). 
The question then becomes: if there is a loss of entanglement in the Hawking pair, due to 
the combined effects of background thermal radiation and backscattering, do correlations 
persist between the counter-propagating mode and partner mode? This is a good question 
to pose because we want to find entanglement somewhere within our system, if all such 
modes are experimentally accessible. To address this question, we could go through similar 
derivations for this mode-pair as we did for the Hawking pair, but this effectively reduces 
to a substitution Γ → 1 − Γ in all of the formulas above. So similar analyses carry over, 
with subtle changes in interpretation thus following. For instance, one observes that the 
greybody-dependent sudden-death temperature T ⋆ E(Γ , TH) is then not a global signature of 
entanglement-death within the system as a whole (which one could also deduce by assessing 
Figure 4.4 with a keen eye). Only when we restrict ourselves to two modes is this quantity 
relevant. When considering entanglement between any-and-all modes, the most pertinent 
figure of merit is the sudden-death temperature, T ⋆ E = 2 TH , as operating at this temperature 
means a vanishing of quantum correlations between any bipartition of the system, thus sig- 
nifying a true global loss of entanglement. In some setups though, measuring and assessing 
multi-mode entanglement may not be feasible and observing two-mode correlations may be 
more practical. So it is good to keep these distinctions in mind. 
Moreover, though I have structured the conversation around backscattering between the 
various modes in our analogue system, the results thus found correspond to more generic 
and practical scenarios as well. That is, similar discussions carry over if we regard the factor 
Γ as e.g. encoding the inefficiencies within an experimental setup, rather than viewing it as 
a greybody factor. For instance, say that backscattering is negligible, so that there are only 
two out-modes for our system – the Hawking mode and its partner, but there exists loss in 
the detector used to measure the Hawking mode. Furthermore, suppose the detector intro- 
duces some white-noise into the signal, comparable to the noise from the ambient thermal 
background. Then, this scenario is formally equivalent to the one prior regarding greybody 
effects, and therefore, all the same formulae apply. However, the conclusions of each scenario 
are slightly different because the now "loss-dependent sudden-death temperature", equation 
(4.42), which follows the same derivation as in the greybody scenario, signifies a global 
death of entanglement within the system, which was not the case when backscattering was 
included, since the the counter-propagating mode was, in principle, accessible. 
Entanglement enhancement with non-classical resources 
One thing which is clear is that stimulating an analogue-gravity system with "classical" 
states will generally degrade the amount of entanglement generated by the system itself, 
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Figure 4.6: Log-negativity of the Hawking pair, ( k( out ) 1 , k
( out ) 
2 ) , for initial squeezing in the 
k
( in ) 
1 -mode. The amplification factor, z , quantifies the amount of squeezing (see discussion 
just above equation (4.37)). These plots are independent of the single-mode squeezing angle. 
(a) Log-negativity for | βH |2 = 1 and Γ = 1 in (¯ nE , z ) parameter space. Not only does 
squeezing enhance the amount of correlations (relative to vacuum or thermal inputs), but it 
can also "revive" entanglement. For instance, when z = 1 (no initial squeezing), there are 
no quantum correlations when the number of background quanta ¯ nE ≳ . 4 . On the other 
hand, when squeezing is present and for any value of ¯ nE, there exists a value of z such 
that the log-negativity is non-zero. Qualitatively, one can see this by observing that, for 
(¯ nE , z ) ≳ ( . 5 , 2) , the sudden-death line, which demarcates the boundary between the non- 
zero entanglement region and the null region, is linear. Therefore, the number of background 
quanta needed to kill the entanglement scales linearly with the amplification factor in this 
regime. (b) Log-negativity for | βH |2 = 1 and z = 4 in (¯ nE , Γ) parameter space. For a given 
value of z , the sudden-death line has an exponential-like tail, which carries the non-zero 
entanglement-region out to higher values of ¯ nE as Γ → 1 . For z = 4 and at Γ = 1 as above, 
entanglement vanishes when ¯ nE ≈ 1 . This should be compared to the sudden-death value 
of ¯ nE ≈ . 4 , when initial squeezing is not present. However, in the mid-region of parameter 
space, when approximately Γ ∈ [ . 2 , . 7] and ¯ nE ∈ [ . 1 , . 3] , squeezing is actually detrimental, 
cf. to Figure 4.5a. This is due to the "bowing in" of the sudden-death line in this region, 
suggesting that a single-mode squeezed input is most beneficial when backscattering/loss is 
negligible, at least for ¯ nE ≳ | βH |2. 
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possibly leading to a complete death of entanglement over a large region of the analogue 
system’s parameter space (see Figure 4.5 and the discussion on sudden-death entanglement 
in the previous subsection). A line of inquiry that follows this is then: (1) If we must 
operate in or close to a zero-entanglement region, perhaps dictated by spurious blackbody 
radiation, is there some way that we can push ourselves out of this barren region and into 
a nonzero-entanglement region, effectively reviving/enhancing the entanglement generated 
by the system? (2) And can we do so in such a way that still allows us make definitive 
statements about the physical nature of the analogue-gravity system under question? I.e. 
can we definitively say that Hawking process is "quantum" (produces entangled Hawking 
pairs) and still extract sought-after quantities, such as the Hawking temperature, with all 
these added complexities in hand? Providing conclusive answers to these questions is a bit 
tricky, but we can explore a few routes which are promising: 
(i) Lower the background temperature . That is, operate at TE /TH ≪ 1 . This is the 
most obvious and, of course, the cleanest approach. This also greatly simplifies the 
problem because then we can just consider an initial quantum vacuum. In which 
case, any quanta and entanglement in the output would have to have been generated 
in the Hawking process, thus vindicating its quantum nature – i.e., vindicating the 
spontaneous Hawking effect. However, this amounts to operating at temperatures at 
or below the Hawking temperature of the analogue gravity system in question, which 
is likely to be quite low. 
(ii) Entanglement resonance . One can revitalize entanglement by introducing another en- 
tangler (e.g. a separate two-mode squeezer) prior to the Hawking process, which is at 
resonance (phase-matched) with the Hawking process. This resonant condition allows 
for the successive entanglement-generation processes to add constructively, thus boost- 
ing the amount of entanglement in the output. The proviso is that precisely tuning 
the input resource to be at resonance with the Hawking process must be possible in 
order to observe constructive effects; otherwise, one could induce disentangling effects! 
Another aspect which one must consider is the ability to distinguish between the entan- 
glement generation (and particle creation) mechanisms of the input resource and the 
Hawking process; for we wish to show that the Hawking process is a genuine quantum 
phenomena, in and of itself. Distinguishability between these processes is, perhaps, 
possible with sufficient control over the input resource and over the analogue-gravity 
system. This is a promising route, but we do not explore this possibility in detail here, 
as such has been discussed elsewhere in the literature (see, for instance, [172]). 
(iii) Leverage a single-mode resource. Using a, e.g., single-mode squeezed state at the 
input can enhance entanglement generated by the Hawking process and even revive 
entanglement in regions of parameter space where there is none (see Figure 4.6), sim- 
ilar to entanglement-resonance phenomena. The benefit here is that the single-mode 
entanglement-enhancement effect does not rely on a resonance condition, and thus 
no tuning is necessary in order to see an enhancement/revival of entanglement. The 
drawback, however, is that this approach less robust to backscattering/loss, whenever 
the number of Hawking quanta is low. In any event, I view the utilization of a single- 
mode, non-classical resource as a promising avenue for enhancing/reviving quantum 
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correlations between generated Hawking-pairs. I thus provide a more detailed analysis 
of such in Figure 4.6. 
The latter two prospects are indeed promising for enhancing the entangling effects of the 
Hawking process (and analogue-gravity systems in general). However, we must be careful 
about what conclusions we draw about the analogue-Hawking effect itself when such non- 
classical (even non-entangled) resources are in play. The reason is the following: There 
exists passive operations that can be done on non-classical, separable inputs, which can 
generate quantum correlations. For instance, linear optical networks – i.e., networks of 
orthogonal symplectic transformations (phase shifters and beamsplitters) – can generate 
quantum entanglement by using single-mode squeezing at the input [176, 177]. If we step 
back and consider this network as a blackbox, would one ascertain that the box is intrinsically 
quantum by nature, simply because there is quantum entanglement in the output? I would 
be skeptical of this conclusion, as one could rightly claim that the genuine quantum resource 
lies with the input states, not with the network operating on them. The question then 
becomes that, if we do allow for non-classical inputs to the Hawking process, is there a 
way to extract the quantum features of the output that are solely a consequence of the 
Hawking process and not necessarily due to our input resources? Perhaps the answer is yes, 
but this seems non-trivial to address and likely depends on the particular setup in question 
as well as the amount of control that we have over our input resources. One approach 
would be to show that the analogue system works as an amplifier (creates particles) for the 
entangled modes (Hawking pairs) under question. This is not something a linear optical 
network can do alone, as orthogonal symplectic transformations preserve particle number. 
Thus, concurrently observing entanglement, as well as amplification in the Hawking-pairs, 
would provide some support for the quantumness of the analogue-Hawking process, even in 
the presence of non-negligible, spurious background radiation. Although, more sophisticated 
methods may be warranted in practice. 
4.5 White-black hole circuitry 
The discussion so far has been restricted to the simple case of an analogue black hole. How- 
ever, for several analogue-systems (optical systems in particular), there will exist a connected 
white-hole–black-hole pair, a white-black hole . See Figure 4.7 for an illustration. This oc- 
curs, e.g., in all optical setups where event horizons are formed by a refractive index front, 
which physically corresponds to a spatially-varying, background pump-pulse (see references 
[158, 159] and Figure 4.1). On trailing edge of the index front (see Figure 4.1 for an il- 
lustration) lies the white hole event horizon, while the black hole event horizon lies on the 
leading edge. The physics is quite rich in these setups because the black hole and white 
hole share the same interior, thus leading to an effective interaction between the black hole 
event horizon and the white hole event horizon. For instance, the particles created by the 
black hole, which fall into its interior, actually seed the particle-creation mechanism of the 
white hole. Since the white-hole dynamics is the inverse of the black-hole dynamics (see e.g. 
[178] and Figure 4.8), this can actually lead to cancellation effects. As example, when there 
is significant backscattering ( Γ ≈ 0 ) in an analogue white-black hole, all of the particles 
generated by the black hole fall into its interior and then get re-absorbed into the classical 
89
 
Figure 4.7: Scattering picture for an analogue white-black hole system. The original mode 
labels have been reintroduced, since the in/out mode spaces have been expanded from 3 
modes to 4. The in/out regions correspond to I and III above, while the interaction region 
(the interior region) is restricted to the finite space-time region II. Photon guns illustrate 
the in-modes while detectors illustrate the out-modes. The flow from in to out is physically 
determined by the group velocity of the wavepackets. Observe that the in and out mode 
spaces are identical, due to the asymptotic regions, I and III, having the same mode structure. 
Note, for instance, that there are no white-black hole interior modes which connect the in 
Hawking-mode of the white hole, k( in ) H , to the out Hawking-mode of the black hole, k
( out ) 
H . 
Such is a consequence of the causal structure, as no information sent to the white hole event 
horizon can ever go through and make it out to the other side; i.e. information can only flow 
from right to left! This is the signature of a "good" analogue white-black hole. 
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degrees of freedom of the hole itself. Thus, the white-black ole self-stabilizes! This is be- 
cause the particle-creation mechanism at the white-hole event horizon is exactly undoing the 
particle-creation mechanism at the black hole event horizon (the squeezers are off-resonance). 
Note that similar phenomena do not occur when e.g. only an analogue black hole exists, 
since backscattering just amounts to a shifting of particles/correlations to other modes (the 
counter-propagating mode) and not to an actual decrease in particles created (cf. to Figure 
4.4). 
Though more quantitative and more qualitative descriptions of these complex scenarios 
is duly warranted, I will refrain from analyzing these systems any further, leaving more 
detailed studies for future work. 
4.6 Summary and future work 
In this work, I utilized the linear nature of the Hawking effect, as well as its apparent uni- 
versality, to provide a conceptually simple description of the Hawking process (including 
backscattering) in terms of a discrete set of elementary operations – e.g. in terms of a net- 
work of squeezers and beamsplitters. The Bloch-Messiah decomposition provides the formal 
equivalence between this elementary set of operations and the actual physical process, from 
which one can draw physically intuitive diagrams (see e.g. Figure 4.3) that are just as well 
subject to a formal analysis per this equivalence. Hence, one can build a coherent and un- 
obstructed landscape consisting of the nitty-gritty micro-physical details of the process, the 
conceptual diagrams used to gain intuition about the process, and the reduction of such into 
fundamental ingredients (squeezers, beamsplitters, etc.) that any user can digest. As an 
example, I applied this approach to the particularly simple case of an evaporating, optical- 
analogue black hole (see e.g. Figures 4.3 and 4.4). The black-hole evaporation dynamics 
was then translated into the language of symplectic transformations and the Gaussian for- 
malism, which I further utilized to explore quantum correlations generated by the Hawking 
process, for various input states and in the face of debilitating, environmental effects such 
as a non-negligible thermal background and loss. From there, I showed precisely how a non- 
zero background temperature together with backscattering/loss can lead to "entanglement 
sudden-death", even when an arbitrary number of entangled Hawking-pairs are generated in 
the evaporation process. I then provided a way to enhance and even "revive" this entangle- 
ment with single-mode, non-classical resources. Following this, a broad discussion was given 
about the quantum aspects of the Hawking process itself, in the face of the extra complexities 
introduced through noise and non-classical resources. Though, any definitive statements to 
be made in this regard will likely be platform-dependent, and experiment should have a say 
here as well. Finally, I posed a set circuits corresponding to more complex scenarios than 
that of a simple evaporating black-hole (see Figure 4.8). Physically, any given circuit in 
Figure 4.8 corresponds to an analogue white-hole–black-hole pair (a white-black hole) which 
share an interior. These provide a rich playground for further study from many different 
routes. Yet, though these setups are certainly plausible, as one can argue on physical grounds, 
confirmation that they accurately provide a description of the scattering dynamics in the 
appropriate regimes is undoubtedly desirable, from an analytic and numerical perspective. 
Examining how good such dynamics (particularly Figure 4.8c) mimics recent results in the 
fiber-optical-analogue context (see, for instance, the experiment of [159] and the numerical 
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Figure 4.8: Circuit-equivalents for various white-black holes (white-hole–black-hole pair) 
systems. Circuits (a) and (b) assume that the white hole and black hole event horizons are 
well-separated, such that results of Section 4.2 simply carry over. (a) White-black hole with 
no backscattering. (b) White-black hole with backscattering. (c) A "partially transparent" 
white-black hole. In this case, the event horizons are not perfect (they are non-blocking, in 
the language of references [162, 163, 164]), and there is some finite probability, η , to tunnel 
through the white hole event horizon. This serves as a simple analytic model for imperfect, 
optical analogue-systems (cf. to references [163, 164, 159]). 
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CHAPTER 5. EPILOGUE 
I want to enforce a colloquial tone in this final chapter and also leave it a bit open-ended. 
Many use this opportunity to summarize research contributions and provide possible ex- 
tensions for future work, but I already considered most of that in Sections 3.5 and 4.6, in 
the contexts of space-based quantum-communication and optical analogue-gravity. Perhaps, 
however, this is a good time to discuss current and future research directions not alluded to 
so far in (nor particularly in line with) this thesis. 
One concrete direction, which I have been recently exploring, is the quantum error cor- 
rection/protection properties of quantum information scramblers. In brief, quantum scram- 
bling has to do with complex many-body interactions, which lead to the delocalization of 
quantum information into the degrees of freedom of the entire system. The complexity of 
these interactions provides a rich landscape for many research directions. To name a few: (i) 
The complexity of scramblers makes them novel physical systems to explore with near-to-mid 
term quantum simulators; (ii) This complexity also provides a novel encoding mechanism for 
robust protection of delicate quantum information, in the face of incoherent errors. For the 
latter, it has been shown that scramblers physically protect against projective-measurement 
errors, even when the errors occur on an extensive number of the encoded qubits [179]. 
Regimes of faithful and unfaithful protection have also been linked to entanglement phase- 
transitions in such systems, where e.g. faithful protection occurs when the system occupies a 
volume-law entanglement phase (whereby the entanglement scales linearly with the number 
of qubits). The transition to an area-law entanglement phase (sub-linear scaling with the 
number of qubits) in the face of projective measurements then signals the loss of delicate 
quantum information (unfaithful protection; see reference [179] for more details). I (and 
collaborators) have been working to generalize these results to include both measurement 
effects and decoherence as well as effects from noisy ancillae qubits which assist with en- 
coding. These analyses seem pertinent as all such noise mechanisms will likely be present 
in near-term quantum devices and because one wishes to precisely observe how the entan- 
glement structure of the scrambling system responds to a variety of deleterious effects.1 As 
far as connections with this thesis goes, this topic has nothing remotely to do with photons, 
which has been the primary focus to this point! Nevertheless, from my perspective, this is 
an interesting topic to explore further.2 
Shifting focus back towards the contents of this thesis, I have hoped to grant the reader 
with some perspective on the simplicity and breadth which one can ascribe to photons and 
their various endeavours – from the exploration of fundamental physics (see, e.g., Chapter 4) 
to the technological applications of near-term, long-distance quantum communications (see,
1As an aside, there are also interesting connections between these entanglement phase-transitions and 
“purification phase-transitions", whereby e.g. a thermalized system undergoes both unitary and projective- 
measurement dynamics. If the rate of projective measurements is large enough, the system can purify (go 
to a pure state) in some polynomial amount of time, depending on the nature of the unitary dynamics. 
For scrambling unitary dynamics, a large projective-measurement rate is required. The transition from the 
thermalized state to the purified state, for scrambling dynamics, evidently occurs at the same critical point 
as in entanglement phase-transitions; see, for instance, [179, 180]. 
2Recall that, in Chapter 1, I nearly blamed photons for my meandering in research, but no photons are 
to be found here. Perhaps the meandering is, alas, mine own. 
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e.g., Chapter 3). Simple and sufficiently ambiguous questions still remain: What more do 
photons have to offer us in the domain of quantum-technological applications? And also, 
what more can photons tell us, in general, about our world and the universe? Though 
ambiguous, these questions drive my research – keeping both my feet on the ground and my 
head in the clouds.
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APPENDIX A. ENTANGLEMENT DISTRIBUTION: 
SUPPLEMENTARY METHODS 
A.1 Extended noise model 
We now consider photon transmission in the presence of background photons. We analyze the 
scenario in which a source generates an entangled photon pair and distributes the individual 
photons to two parties, Alice ( A ) and Bob ( B ). We allow the distributed photons to mix 
with spurious photons (noise) from an uncorrelated thermal source, assuming a low thermal 
background (which can be ensured via stringent filtering). We then determine, in the high 
loss and low noise regime, the fidelity of the distributed entangled photon pair. 
First, consider a tensor product of thermal states for the horizontal and vertical polar- 
ization modes:





(¯ nH + 1)n +1 
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(¯ nV + 1)n +1 
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| n ⟩⟨ n | 
) 
, (A.1)
where ¯ nk is the average number of photons in the thermal state for the polarization mode 
k . We assume this state comes from an incoherent source with no polarization preference 
(e.g., the sun), such that ¯ nH = ¯ nV =: ¯ n/ 2 . Furthermore, we assume some (non-polarization) 
filtering procedure, which reduces the number of background thermal photons, such that 
¯ n ≪ 1 . We then rewrite the above state to first order in the small parameter ¯ n :
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¯ n
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| 0 ⟩⟨ 0 | + ¯ n
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| 0 ⟩⟨ 0 | + ¯ n
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| 1 ⟩⟨ 1 | 
) 
(A.2) 
≈ (1 − ¯ n ) | vac ⟩⟨ vac | + ¯ n
2 
( | H ⟩⟨ H | + | V ⟩⟨ V | ) , (A.3)
where | vac ⟩ = | 0 ⟩ ⊗ | 0 ⟩ , and
| H ⟩ def= | 1 ⟩ ⊗ | 0 ⟩ , (A.4) 
| V ⟩ def= | 0 ⟩ ⊗ | 1 ⟩ . (A.5)
We thus define our approximate thermal background state as
Θ̃¯ n 
def
= (1 − ¯ n ) | vac ⟩⟨ vac | + ¯ n
2 
( | H ⟩⟨ H | + | V ⟩⟨ V | ) , (A.6) 
which serves as a good approximation to a low thermal background. The transmission 
channel from the source to the ground is then approximately
Lηsg , ¯ n( ρA1 A2) 
def
= TrE1 E2 [( U 
ηsg 
A1 E1 






⊗ U ηsg A2 E2)
†] , (A.7) 
96
 
where U ηsg is the beamsplitter unitary (see, e.g., Section 2.2), and A1 and A2 refer to 
the horizontal and vertical polarization modes, respectively, of the dual-rail quantum system 
being transmitted; similarly for E1 and E2. Note that for ¯ n = 0 , the transformation given by 
Eq. (A.7) is equal to the transformation in (2.195). For a source state ρS AB, with A ≡ A1 A2 
and B ≡ B1 B2, the quantum state shared by Alice and Bob after transmission of the state 








sg , ¯ n2
)( ρS AB) . (A.8) 
Let us first assume that we have an ideal two-photon source, which generates one of 
the four two-photon polarization-entangled Bell states, i.e., a state of the form ρS = Φ± def= 
| Φ± ⟩⟨ Φ± | or ρS = Ψ± def= | Ψ± ⟩⟨ Ψ± | , where∣∣Φ± 〉 def= 1√
2
( | H , H ⟩ ± | V , V ⟩ ) , (A.9) ∣∣Ψ± 〉 def= 1√
2
( | H , V ⟩ ± | V , H ⟩ ) . (A.10)
After transmission, we assume post-selection on coincident events, along with high loss and 
low noise ( η(1) sg , η(2) sg , ¯ n ≪ 1 ). The post-selection allows one to discard any occurrence in which 
one site registers a photon and the other does not. Furthermore, under the high-loss and 
low-noise assumptions, we can discard potential four-photon and three-photon occurrences, 
as these occur with negligible probability compared to the two-photon events. We thus focus 
our full attention on the two-photon state corresponding to one photon received at Alice’s 
site and one photon received at Bob’s site. Mathematically, this (unnormalized) state is 
given by
ΠAB( Lη(1) sg , ¯ n1 ⊗ Lη(2) sg , ¯ n2)( ρ
S 




= ( | H ⟩⟨ H |A + | V ⟩⟨ V |A) ⊗ ( | H ⟩⟨ H |B + | V ⟩⟨ V |B) (A.12) 
is the projection onto the two-photon-coincidence subspace. With ρS AB = Φ
± 
AB, it is straight- 
forward to show that




















( x1 y2 + y1 x2)Ψ
− 






= (1 − ¯ n1) η(1) sg + 
¯ n1
2 






(1 − η(1) sg )2 , (A.15) 
z1 
def
= (1 − ¯ n1) η(1) sg − ¯ n1 η(1) sg (1 − 2 η(1) sg ) , (A.16)
with analogous definitions for x2 , y2 , z2. The fidelity of this quantum state conditioned on 




⟨ Φ+ | Π( L
η
(1) 




sg , ¯ n2
















( x1 x2 + y1 y2 ± z1 z2)
( x1 + y1)( x2 + y2) 
. (A.18)
Assuming that η(1) sg = η(2) sg = ηsg and ¯ n1 = ¯ n2 = ¯ n , so that x1 = x2, y1 = y2, and z1 = z2, and 




 1 + 3( 
1 + ¯ n
ηsg 
)2 
  . (A.19) 
The ratio ηsg
¯ n 
is just the local signal-to-noise ratio (SNR). Thus, assuming a fidelity constraint 
F ≳ F ⋆, we obtain the following bound on the SNR needed at each site in order to maintain 







4 F ⋆ − 1 − 1 
) ≈ 3
2
(1 − F ⋆)− 1 , (A.20) 
Here, we have assumed that the fidelity lies within some small range close to one (e.g., 
. 95 ≤ F ⋆ ≤ 1 ) and expanded to first order in 1 − F ⋆. As an example, consider F ⋆ = . 99 . 
Then, we must have SNR ≳ 150 at each site. Given that ηsg ∼ 10− 3, this implies a constraint 
on the number of background photons per detection window of ¯ n ≲ 7 × 10− 6. 
A.1.1 Non-ideal Bell states 
Let us now consider an initially imperfect Bell state generated by a non-ideal entangled 









(Φ− + Ψ+ + Ψ−) , (A.21) 
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Figure A.1: Fidelity of satellite-to-ground entanglement transmission as a function of the 
signal-to-noise ratio (SNR) of the transmission medium. The source state is in Eq. (A.21), 
and the fidelity after transmission is given by Eq. (A.24). 
where f0 is the initial fidelity. Using the fact that






















( x1 x2 + y1 y2 ∓ z1 z2)Ψ− AB , (A.22)
in the high-loss low-noise regime, and in the symmetric case η(1) sg = η(2) sg = ηsg and ¯ n1 = ¯ n2 = 
¯ n , we obtain
F ( f0) 
def
= 
⟨ Φ+ | Π( L
η
(1) 




sg , ¯ n2










sg , ¯ n2




 1 + 4 f0 − 1( 
1 + ¯ n
ηsg 
)2 
  . (A.24)




A.1.2 Background photon flux 
The background photon number ¯ n can be expressed in terms of the photon flux/rate at a 
receiving site. Let R be the number of background photons per second detected at a receiving 
site and ∆ T be the coincidence time-window. Then, ¯ n = R ∆ T . Assuming background 
photons collected from, e.g., moonlight or sunlight, are the dominant source of noise, we 
have the following expression for the background photon rate [181, 182]:




where hc/λ is the photon energy at mean wavelength λ ( h is Planck’s constant and c is the 
speed of light), ∆ λ is the filter bandwidth, Ωfov is the field of view of a receiving telescope (in 
steradians, sr) with radius r , and H is the total spectral irradiance in units Wm− 2 µ m− 1sr− 1. 
In the case of daytime operating conditions, the total spectral irradiance includes direct 
solar irradiance as well as diffuse sky radiation, with the latter consisting mainly of solar 
light scattered by atmospheric constituents. 
The spectral irradiance is generally a complicated function of atmospheric conditions, 
the sun/moon sky position relative to the telescope pointing angle, time of day and year, 
etc. Thus, for simplicity, in what follows we keep H as an open parameter but consider it to 
fall roughly within a typical range of H ∈ [10− 5 , 25] (in units Wm− 2 µ m− 1sr− 1), associated 
with clear-sky conditions, with the lower value corresponding to a moonless clear night and 
the upper value corresponding to clear daytime conditions, when the sun is in near-view of 
the optical receiver (see, e.g., Refs. [181, 182]). 
Using the relation ¯ n = R ∆ T , with R given by Eq. (A.25), in Fig. A.2 we plot the 
fidelity in Eq. (A.19) as a function of the spectral irradiance H for several orbital altitudes 
h and ground-station separation distances d . To make the plot, we consider the situation 
depicted in Fig. 3.3, in which the satellite passes over the zenith of two ground stations 
and is at the midpoint between them. Note that spectral irradiance values on the order 
of 1 Wm− 2 µ m− 1sr− 1 (and above) correspond to clear daytime conditions [181, 95, 182]. 
Thus, for our chosen filter parameters, we see that entanglement distribution across, e.g., 
a ground-station separation distance of more than 2000 km, only seems feasible during the 
night ( H ≲ 10− 2 Wm− 2 µ m− 1sr− 1). We note, however, that these results are quite sensitive 
to the filtering parameters, owing to the steep slope of the fidelity in its mid-region. 
An interesting extension of these results would be to consider a dynamic model, in which 
one parameterizes the satellite-to-ground transmittance and background photon rate in time. 
We do such a parameterization for the transmittance in this work; however, parameterizing 
the background photon rate requires real-time modeling of, e.g., the sun position relative 
to the satellite orbit, modeling diffuse sky radiation, etc. Work along these lines has al- 
ready been done for satellite-to-ground quantum key distribution between a satellite and a 
lone ground station (see, e.g., Ref. [182]). A full, dynamical analysis of the fidelity for a 
noisy, global-scale satellite-to-ground entanglement distribution protocol—utilizing, e.g., the 
asymmetric noise model derived above—is an interesting direction for future research. 
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Figure A.2: Fidelity of satellite-to-ground entanglement transmission as a function of spectral 
irradiance. We consider transmission of the Bell state Φ+ according to the scenario depicted 
in Fig. 3.3. The fidelity is given in Eq. (A.19), and the average background photon number is 
given by ¯ n = R ∆ T , with R given by Eq. (A.25). In order to calculate R , we let λ = 810 nm, 
∆ λ = 1 nm, Ωfov = 100 µ sr, r = 0 . 5 m, and ∆ T = 1 ns; see, e.g., Refs. [182, 104, 131]. 
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Figure A.3: A repeater chain with M = 3 elementary links. All of the elementary links have 
equal length, and there are Nmem = 5 quantum memories per repeater half-node. 
A.2 Quantum repeater rates 
In order to compare the satellite-based entanglement-distribution rates obtained in this work 
with rates that can be achieved using ground-based quantum repeater schemes, we consider a 
chain of quantum repeaters of total length d in which there are M elementary links and each 
repeater “half-node” has Nmem quantum memories; see Fig. A.3 for an example. This results 
in Nmem parallel quantum repeater chains between the end nodes. If we allow entanglement 
distribution to occur independently for each of the parallel chains, and we assume that the 
quantum memories have infinite coherence time, then the expected number of time steps 
until one end-to-end pair is obtained, i.e., the expected waiting time, has been shown in 
[183, Appendix B] to be






1 − (1 − p )n − 1 
)M )Nmem 
. (A.26) 
Now, the duration of each time step, i.e., the repetition rate, is limited by the classical 
communication time between neighboring nodes for heralding of the signals. (This is the 
best-case scenario. We do not consider other factors that affect the repetition rate, such as 
the memory read-write time.) The classical communication time is given by 2( d/M )
c 
, resulting 
in a repetition rate of c
2( d/M ) 
for each of the Nmem parallel links of an elementary link. The 
total repetition rate is therefore cNmem
2( d/M )
. The formula in Eq. (3.11) for the rate then follows. 
A higher rate than the one in Eq. (3.11) can be achieved by allowing for spatial multi- 
plexing, i.e., by allowing cross connections between the different parallel chains [184]. An 
analytic expression for the waiting time in this scenario, in the case of M = 2 elementary 
links, has been derived in Ref. [185]. A general formula for the waiting time for an arbitrary 
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