Abstract. In this article we study rational Cherednik algebras at t = 1 in positive characteristic. We study a finite dimensional quotient of the rational Cherednik algebra called the restricted rational Cherednik algebra. When the corresponding pseudo-reflection group belongs to the infinite series G(m, d, n), we describe explicitly the block decomposition of the restricted algebra. We also classify all pseudo-reflection groups for which the centre of the corresponding rational Cherednik algebra is regular for generic values of the deformation parameter.
1. Introduction 1.1. Rational Cherednik algebras were introduced by Etingof and Ginzburg in 2002 . Since their introduction they have been extensively studied and have been shown to be related to many other branches of mathematics such as integrable systems, symplectic algebraic geometry and algebraic combinatorics. In this article we continue the study, initiated in [BFG] , [BC3] , [BC2] and [BC1] , of these algebras at t = 1 and over a field of positive characteristic. We focus on the representation theoretic aspects of the story. In particular, we examine the block structure of certain finite-dimensional quotient algebras called restricted rational Cherednik algebras. We also look at the question of when the centre of the rational Cherednik algebra is smooth. Analogous problems have already been solved for rational Cherednik algebras at t = 0 in characteristic zero, see [EG] , [Gor1] , [Bel2] , [Mar2] , [Mar3] , [Bel1] , and our results are very similar in nature.
The methods we develop, however, are new, and in fact can be used to reprove many of the characteristic zero results.
1.2. Let us review our results. Further details can be found in the main body of the paper. Let W be a pseudo-reflection group. Let k be an algebraically closed field of characteristic p with p ∤ |W |. Let V denote the reflection representation of W over k. Let S(W ) denote the set of reflections in W and let c : S(W ) → k be a W -invariant function. To this data we can attach a k-algebra H c (W ) called the rational Cherednik algebra.
Let V
(1) denote the Frobenius twist of V . Let Z c (W ) denote the centre of H c (W ). There is an injective algebra homomorphism
Factoring out by the unique graded, maximal ideal in this central subalgebra, one gets a finite dimensional, graded quotient of the rational Cherednik algebra. This factor algebra is called the restricted rational Cherednik algebra and is denoted H c (W ). Simple modules for this finite dimensional algebra are in natural bijection with the simple modules of the group W . Thus, the blocks of H c (W ) give us a partition of the set IrrW . Our first main result is an explicit combinatorial description of this block partition when W belongs to the infinite series G(m, 1, n). In this case, the irreducible representations of W are naturally labeled by P(m, n), the set of m-multipartitions of n. For each λ ∈ P(m, n), let L c (λ) denote the corresponding simple H c (W )-module. For the definitions in the following statement and the proof of the following theorem, see 4.5.
Theorem. Let λ, µ ∈ P(m, n). Let a = (0, Using this description of the blocks of the restricted rational Cherednik algebra H c (G(m, 1, n)), some Clifford theory also allows one to describe the blocks of the restricted rational Cherednik algebra H c (G(m, d, n)), see 4.6. Here G(m, d, n) denotes (in the Shepard-Todd classification) the normal subgroup of G(m, 1, n) where we impose the restriction that d | m and either n > 2 or n = 2 and d is odd.
1.3. Our remaining results concern the smoothness of Z c (W ). In section 5 we relate the smoothness of Z c (W ) to the representation theory of H c (W ). Taking as our starting point the fact that the smooth and Azumaya loci of Z c (W ) are equal, we use the restriction functors of [BE] to establish the following.
Theorem. The following are equivalent:
(1) Z c (W ) is smooth;
(2) the blocks of H c ′ (W ′ ) are singletons for all parabolic subgroups W ′ ⊆ W .
Here, c ′ denotes the restriction of c to S(W ) ∩ W ′ .
In the case that W = G(m, 1, n), we can apply the theorem together with the description of blocks from Theorem 1.2 to determine for which parameters c the centre Z c (W ) is smooth.
Corollary. The centre of H c (G(m, 1, n)) is smooth if and only if c does not lie on the finitely many hyperplanes in C defined by κ ∈ F p and a i − a j ± Cκ ∈ F p , ∀ 0 ≤ i = j ≤ m − 1, 0 ≤ C ≤ n − 1.
We should note that an analogous version of the theorem and its corollary is true for rational Cherednik algebras at t = 0 over the complex numbers. Using [Mar3, Theorem 5.5] , this gives an alternative way to describe the parameter values where the centre is smooth, cf. [Gor2, Lemma 4.3] . The theorem also clarifies the relationship between restricted Cherednik algebras and the smoothness of the centres Z c (W ).
1.4. The corollary shows that the centre of H c (G(m, 1, n)) is a smooth algebra for generic values of the parameter c. One can ask more generally: for which pseudo-reflection groups W is Z c (W ) smooth for generic values of the parameter c? Our final result answers this question.
Theorem. The centre of the rational Cherednik algebra H c (W ) is never smooth if W is not isomorphic to [Thi] .
2. Basics 2.1. Definitions and notation. Let k be an algebraically closed field of characteristic p > 0. Let V be a k-vector space of finite dimension and W a finite group acting linearly on V . An element s ∈ W is called a pseudo-reflection if the fixed space of s has co-dimension one. Let S(W ) denote the set of all pseudoreflections in W . Then W is said to be a pseudo-reflection group if W = S(W ) , a good reference on the theory of pseudo-reflection groups is [LT] . We assume throughout that char(k) does not divide |W |. This assumption on the characteristic of k implies that there are no transvections in S(W ). One can also check from the classification of pseudo-reflection groups, as recalled in [KM] , that this assumption implies that W is the reduction mod p of a complex reflection group.
2.2. Frobenius twists and group actions. Let V be a finite dimensional vector space over k. Let W be a finite group acting linearly on V and assume that p does not divide |W |. The Frobenius morphism ) ] the image of Fr but with twisted
It is easy to check that Fr is a W -equivariant ring homomorphism, so we have an isomorphism Fr
In particular, the p-th powers of a generating set for
2.3. Representations of pseudo-reflection groups. Let us retain the notation from above. Let K be a finite field extension of Q containing all the |W |th roots of unity, let A be the localisation of the ring of integers of K at the prime ideal generated by p ∈ Z and let L be the residue field of A. Note that L is a finite field of order a power of p. With this setup we can define a decomposition map on characters of irreducible representations as follows, see [GP, § 7] . Let M be an irreducible KW -module. We can choose an A-lattice M A in M so that the action of W on M A has structure constants in A. Let M L denote the reduction of M A to L, which is naturally a LW -module. The decomposition map is the assignment χ → χ L , where χ, χ L denote the characters of M and M L , respectively. By [CR, Corollary 17.2] and Tits' deformation theorem, [GP, Theorem 7.4 .6], we have the following.
Theorem. Both KW and LW are split algebras and the decomposition map defines a bijection between the irreducible characters of KW and LW .
In particular, it follows that the irreducible characters of kW are given by reducing the irreducible characters of CW to k. 
We endow the algebra k[V ] with its usual N-grading. each λ ∈ IrrW , we denote by f λ (t) the corresponding fake polynomial, defined by
W + denote the invariant polynomials with zero constant term. The p-coinvariant ring is defined to be the finite dimensional graded algebra
Lemma. Keep notation as above. Then there is an isomorphism of graded W -modules
Proof. Consider the inclusions of algebras 
and
Taking the images of these bases in k[V ] pcoW yields the lemma.
Remark. The isomorphism (1) implies that
3. Rational Cherednik algebras 3.1. For s ∈ S(W ), fix α s ∈ V * to be a basis of the one dimensional space Im(s − 1)| V * and α ∨ s ∈ V a basis of the one dimensional space Im(s − 1)| V , normalised so that α s (α ∨ s ) = 1. Let C denote the space of W -equivariant functions S(W ) → k and choose c ∈ C and t ∈ k. The rational Cherednik algebra, H t,c (W ), as introduced by Etingof and Ginzburg [EG, page 250] , is the quotient of the skew group algebra of the tensor algebra, T (V ⊕ V * ) ⋊ W , by the ideal generated by the relations
for all x, x ′ ∈ V * and y, y ′ ∈ V . We define a filtration
By [EG, Theorem 1.3] , there is an isomorphism of algebras
As a consequence, there is a vector space isomorphism
There is also a Z-grading on H c (W ) given by setting deg(W ) = 0, deg(V ) = −1 and deg(V * ) = 1. Throughout this article we assume that t = 0. Therefore, without loss of generality t ≡ 1 and we write H c (W ) for H 1,c (W ). Let x 1 , . . . , x n be a basis of V * and y 1 , . . . , y n ∈ V the dual basis. Define the Euler element in
One can easily check that [h, x] = x, [h, y] = −y and [h, w] = 0 for all x ∈ V * , y ∈ V and w ∈ W . Therefore the element h p − h belongs to the centre of H c (W ).
3.2. Below we summarize fundamental the properties of H c (W ). Proofs of all these statements can be found in [BC3] .
Proposition. Let H := H c (W ) be a rational Cherednik algebra associated to (V, W ).
(1) The P.I. degree of H equals p n |W |.
(2) The centre Z c (W ) of H is an affine domain and the algebra H is a finite module over its centre.
(3) The smooth locus of Z c (W ) equals the Azumaya locus of H. 
Therefore to study these simple, graded modules it suffices to consider a certain graded, finite dimensional
Definition. The restricted rational Cherednik algebra
The algebra H c (W ) is Z-graded and has dimension p 2n |W | 3 . The PBW property (5) implies that
pcoW is a complete intersection, [Eis, Corollary 21.19 ] implies that it is Gorenstein and thus equipped with a non-degenerate bilinear form. Then the proof of [BGS, Theorem 3.6] shows that the algebra H c (W ) is symmetric.
Definition. Let λ ∈ Irr Z (W ). The baby Verma module∆(λ) associated to λ is the induced modulē
pcoW ⋊ W and the natural action of W on λ extends to A by making V act by zero.
As was done in [Gor1] , we can apply the theory developed in [HN] to the category
(1) The baby Verma module∆(λ) has a simple head L(λ).
(2)∆(λ) is isomorphic to∆(µ) if and only if λ = µ in Irr Z W .
(3) The set {L(λ) | λ ∈ Irr Z W } is a complete set of isomorphism classes of simple modules in H c (W )-grmod.
Proposition 3.3 shows that there is a natural bijection, λ → L(λ), between IrrW and IrrH c (W ). Therefore the blocks of H c (W ) define a partition, which we call the block partition, of the set IrrW .
Blocks for G(m, d, n)
4.1. Let m ≥ 1, n > 1 be integers. Let C m be the cyclic group of order m. We fix a generator g ∈ C m
and let s ij ∈ S n denote the transposition which swaps i and j. We denote by s j the simple transposition swapping j and j + 1. The group W = G(m, 1, n) is the semidirect product S n ⋉ (C m ) n . We write g l i for the element (1, . . . , g l , . . . 1) ∈ G(m, 1, n) with g l in the ith place. Let V = k n be the reflection representation of
Recall that we assume that p ∤ |W |, so in particular p = 2. Let η ∈ k be a primitive mth root of unity. We fix a basis {y 1 , . . . , y n } of V so that
for all i, j and all σ ∈ S n . Let {x 1 , . . . , x n } ∈ V * be the dual basis. The conjugacy classes of reflections in W are given by
and, for each 1 ≤ l ≤ m − 1,
The parameter c is represented by (κ, c 1 , . . . , c m−1 ) ∈ k n , where c(
Using this notation, the definition of the rational Cherednik algebra becomes the following.
4.2. The Dunkl-Opdam operators. For all 1 ≤ i ≤ n, we define elements in H c (W ):
. . , z n ] denote the algebra generated by the z i s.
By (4), this is a polynomial algebra. We denote by E r and P r the rth elementary symmetric polynomial and rth power sum in the z i , respectively. By convention, E 0 = P 0 = 1. We will use the following result from [Mar1, 4.4] .
Theorem. Keep notation as above. Then
. In this notation Theorem 4.2 reads
Recall Newton's formula:
Applying d dz1 to (11) we get
A straightforward induction argument using the fact that
We will need a simple preparatory lemma. Let
Lemma. We have
Proof. The proof is by induction. The case n = 0 is clear. For n > 0, we have
and the induction step follows by a simple calculation which we leave to the reader.
Proof. The proof goes by induction on r. For r = 1 we have
The first line follows from rewriting P r using (11), and the second line follows from the induction hypothesis and (10). Now (14) equals
Here the first line follows from the induction hypothesis, the second from (12) and the fourth from (13). For
which equals zero by the lemma above. By the lemma above, the coefficient of
Therefore,
We can now provide some central elements in H c (W ).
Theorem. For all 1 ≤ r ≤ n,
Proof. We continue to write P m for the power sum in the variables z 1 , . . . , z n . We have
Therefore by Proposition 4.3,
The theorem now follows as in [Mar1, Theorem 3.4] . The element P r (z
is symmetric in the z i s so it commutes with any σ ∈ S n , see [Gri, Lemma 5.1] . Therefore this power sum commutes with σx 1 σ −1 = σ(x 1 ) for all σ, and in particular with each x i . To see that the power sum also commutes with the y i s, we use the isomorphism ψ : Mar1, 3.3] , where c ′ is also defined.
4.5. Blocks. We use an identical argument to the proof of [Mar1, Theorem 5.5] , to determine the blocks of H c (W ). We use freely the notation from [Mar1, §5] . Let us first change our parameters. We define
We denote by P(m, n) the set of m-multipartitions of n, P(m, n) := {(λ 0 , . . . , λ m−1 ) :
The simple representations of kW are labeled by the set P(m, n); over the complex numbers this is standard and the same holds for kW by reduction, cf. 2.3. In fact the construction from [Pus] is also valid over k, since p does not divide |W |, so that we can find bases of irreducible kW -modules given by eigenvectors of Jucys-Murphy elements. Given a partition λ, the residue Res λ (x
, the group ring of the additive group (k, +). For λ = (λ 0 , . . . , λ m−1 ) ∈ P(m, n) and a = (a 1 , . . . , a m ) ∈ k m , let
belong to the same block of H c (W ) if and only if
Proof. Since this follows the proof of [Mar1, Theorem 5 .5] closely, we shall sketch the argument, pointing out the necessary changes to loc. cit. Using Theorem 4.4 together with Weyl's Theorem for invariants of symmetric groups (which is valid whenever p ∤ |W |, see [Smi, Theorem 3.3 .1]), it is enough to calculate the characters of P r (z
The characters are determined by choosing a simultaneous eigenvector v λ ∈ L c (λ) for z 1 , . . . , z n . The eigenvalues for z p i − z i are evaluated as in [Mar1, 5.4] , and produce the desired combinatorial description. [EG, page 280] there is an injective algebra morphism
for all w ∈ W , x ∈ V * and y ∈ V . This embedding becomes an isomorphism after localizing H c (W ) at the Ore set {α m } m≥0 .
5.2. Completions. Let us recall the setup of [BE] . Let W ′ ⊂ W be the stabilizer of a point b ∈ V and
The completion H c (W, V ) b is the algebra generated by k [V ] b , the Dunkl operators D y for y ∈ V , and the group W . Let c ′ denote the restriction of c to S ∩ W ′ . The algebra
be the ring of endomorphisms of the right H c (W ′ , V ) 0 -module P . The following proposition is proved over C in [BE, Theorem 3.2] , and has an identical proof over k.
Proposition. There is an isomorphism of algebras
and (e 11 · f )(w) = 0 otherwise. Then e 11 is a primitive idempotent and
The bimodule 
Corollary. act by f (0). Define
By the support condition on M , the subspace M 0 = {m ∈ M | V * · m = 0} of M is non-zero. It is a Wsubmodule of M and we may assume without loss of generality that E ⊆ M 0 . Therefore there is a surjective homomorphism ∆(E) ։ M , which maps 1 ⊗ E ⊂ ∆(E) to E ⊆ M 0 in the obvious way. Recall that H c (W, V ) has a Z-grading. We make E into a graded B-module by setting E 0 = E and E i = 0 for all i = 0. We give ∆(E) a Z-graded module structure by inducing the graded structure on E. Since M is simple, there is some a ∈ (V * ) (1) /W such that m a · M = 0, where m a denotes the maximal ideal corresponding to a. Define
By our choice of a, there is also a surjective homomorphism ∆(a, E) ։ M . The grading on ∆(E) induces filtrations on ∆(a, E) and M . We use the notation gr Z to denote the associated graded objects with respect to these filtrations.
Recall that a morphism f : M → N between filtered H c (W, V )-modules is called a strictly filtered mor-
The functor gr Z is exact on short exact sequences of strictly filtered morphisms. Note also that the surjection ∆(a, E) ։ M is strictly filtered by definition. The filtration on ∆(E) is both exhaustive and separating, therefore the same is true of ∆(a, E). However, this module is finite dimensional therefore we have F i ∆(a, E) = 0 and
Proof. Denote by F i the ith piece of the filtration on M . By construction, F • is a decreasing filtration with
For the second statement, we show that gr Z ∆(a, E) ∼ = ∆(0, E). The claim then follows since there is a surjective map ∆(0, E) → gr Z M . Consider the short exact sequence:
where the left-hand term is given the induced filtration. By the PBW theorem and the Nullstellensatz,
Corollary. The following are equivalent:
Proof. There are isomorphisms of algebras The equivalence of (3) and (4) follows from an identical argument to [Gor1] .
Remark. The proofs above are valid, mutando mutandae, for t = 0 and char k = 0. (G(m, 1, n) ). Let m, n be positive integers and assume that n > 1. Let
Smoothness of centres of H c
In this section we give a proof of Corollary 1.3. The idea is to use Corollary 5.4 (4) together with the results of section 4 to determine for which c the centre Z c (W ) is smooth. Recall that the parabolic subgroups of W are of the form
Here S ki denotes the symmetric group on k i letters, and S 0 = G(m, 1, 0) = {id} by definition. For such a parabolic subgroup, the representation V is the reflection representation. Recall that c = (κ, c 1 , . . . , c m−1 ).
Recall the parameters a 1 , . . . , a m from Theorem 4.5. Let C m,n denote the set of all c such that either
for some 0 ≤ i = j ≤ m − 1 and integer C such that 0 ≤ C ≤ n − 1. Thus C m,n is a finite union of hyperplanes in k m .
Theorem. The algebra Z c (W ) is smooth if and only if c / ∈ C m,n .
Proof. Let us first suppose that c ∈ C m,n . Recall that, for λ ∈ P(m, n),
Suppose that κ ∈ F p . Then κ p − κ = 0 and so 
Without loss of generality i = 1 and j = 2, and then
Thus H c (W, V ) has a non-singleton block and Z c (W ) is singular. A similar argument applies in the case
Suppose now that c / ∈ C m,n . We first show that H c (W, V ) has only singleton blocks. For a contradiction, suppose that there exist distinct λ, µ ∈ P(m, n) such that
. This means that
−a i + a j − Cκ ∈ F p , and so c ∈ C m,n , a contradiction.
We now want to prove the stronger statement that c / ∈ C m,n implies that Z c (W ) is smooth. Note that
By the description of parabolic subgroups W ′ ⊂ W given above, the previous paragraph implies H c (W ′ , V ) has only singleton blocks for all W ′ . By Corollary 5.4 this implies that Z c (W ) is smooth.
Remark.
(1) In the case m = 1, W is just the symmetric group S n . Although V = k n is not the reflection representation, we have
, where k n−1 now denotes the reflection representation of S n . The set C 1,n is then identified with F p ⊂ k.
(2) Note that the proof of the above theorem shows that for W = G(m, 1, n), the centre Z c (W ) is smooth if and only if H c (W, V ) has only singleton blocks.
Degenerations
In this section we describe, based on Cartier's Theorem, the category of D(V )⋊W -module with p-curvature zero. This will allow us to prove Theorem 1.4.
6.1. p-curvature. Fix a basis x 1 , . . . , x n of V * and ∂ 1 , . . . , ∂ n of V such that ∂ i (x j ) = δ i,j . Let
The centre of D(V ) embeds in A and we write π : T * ,(1) V → (T * V ) (1) for the corresponding finite morphism.
The group W acts on T * ,(1) V and (T * V ) (1) such that the map π is W -equivariant and satisfies
For fixed ζ ∈ T * ,(1) V and λ ∈ Irr k (W ζ ), we define V ζ (λ) := Ind
λ, where A acts on λ via the character ζ.
(2) V ζ1 (λ 1 ) ≃ V ζ2 (λ 2 ) if and only if ζ 2 ∈ W · ζ 1 and, moreover, if wζ 1 = ζ 2 then λ 1 ≃ λ 2 via the conjugation isomorphism w :
for some ζ and λ.
Proof. Considered as an
(1) then we write (b, α) with b ∈ V for the unique closed point in π −1 (ζ). Applying the W ζ -equivariant automorphism
, we may assume without loss of generality that ζ = 0 and 6.2. Now we require a special case, Proposition 6.2, of a classical result by Cartier on D-module with zero p-curvature. We follow the presentation given in [Kat, §5] .
then D p also acts as a derivation and we write D [p] for this derivation so that
Definition. Let M be a finitely generated D(V ) ⋊ W -module. The p-curvature of M is the map ψ :
We say that M has zero p-curvature if ψ = 0.
Denote by D 0 the full subcategory of D(V ) ⋊ W -mod consisting of modules with zero p-curvature.
(1) The module M has zero p-curvature if and only if M is scheme-theoretically supported on
is an equivalence of categories with quasi-inverse
(3) The equivalence DR restricts to an equivalence of graded categories
The following operators where introduced in [Kat, (5.1.2) ]. Their properties can be verified by direct calculation.
Lemma. Let D(x) be the first Weyl algebra and M a D(x)-module with zero p-curvature.
(1) Define P = p−1 i=0
Proof of Proposition 6.2.
(1) It is shown in [Kat, Proposition 5 
Note that the subspace M ∇ of M is a W -submodule of M . Therefore we definẽ
is surjective and the left exact functor DR is actually exact. Similarly, since
where the first two vertical morphisms are isomorphisms. This implies that the third vertical morphism is also an isomorphism. Hence the natural transformation 1 → DR • DR ⊥ , coming from the fact that DR ⊥ is left adjoint to DR, is an isomorphism. Now take M ∈ D 0 and consider the natural
Since DR is conservative, the fact that DR • DR ⊥ = 1 implies that this morphism is injective. On the other hand, if we define
(3) It is straight-forward to see that DR and DR ⊥ send graded modules to graded modules.
6.3. Let 1 denote the trivial W -module. The following observation will be required later.
is isomorphic to p n copies of the regular representation as a W -module. Then N is isomorphic to the regular representation as a W -module.
Proof. As a W -module, DR ⊥ (N ) ≃ V 0 (1) ⊗ N . Therefore it suffices to show that the Brauer character χ
. . , λ n be the eigenvalues of w on V . Since we are calculating the Brauer character of V 0 (1), we assume that λ i ∈ C for all i. Then
Since χ(g) ∈ C and p does not divide |W |, the product on the right hand side is non-zero.
6.4. Lattices. In this section let k be an arbitrary algebraically closed field. We let H denoted a Z- (2) For all α ∈ ℓ, there is a bijection IrrH α ≃ I such that the simple, graded H α -module L α (λ) is the unique simple quotient of ∆ α (λ), the specialization of ∆(λ) at α. Lemma. There exists a composition series
Proof. Fix a graded composition series
for the natural map. It is an inclusion. We set
is a H-submodule of the H-lattice ∆(λ), hence it is a H-lattice. We have a H-morphism
show that it is torsion-free with respect to
6.5. By Lemma 6.4, for each λ ∈ I we have a graded
Lemma. There exists a prime ideal p ⊳ H such that p · L(λ) = 0.
Proof. Let Ann 1 = {I ⊳ H | GKdim (∆(λ)/I∆(λ)) = 1}. Since GKdim (∆(λ)) = 1, the set Ann 1 is nonempty. Since H is Noetherian, we can choose p ∈ Ann 1 to be maximal with respect to inclusion. The claim is that p is prime. Assume otherwise, so that there exist ideals I, J with IJ ⊂ p but I, J / ∈ Ann 1 . Note that ∆/p · ∆ has GK-dimension one and is a finitely generated H/p-module. Therefore H/p has GK-dimension one too. Since ∆/J∆ has GK-dimension zero, the short exact sequence
implies, by [MR, Proposition 8.3.11] , that GKdim(J∆/p∆) = 1. However, J∆/p∆ is clearly a torsion H/p-module. Therefore [MR, Corollary 8.3.6] implies that the GK-dimension of J∆/p∆ is zero. This contradiction implies that p is prime. Let M = ∆/p · ∆. The H-submodule of M consisting of elements that are torsion with respect to k[x] is a proper submodule of GK-dimension zero. Therefore quotienting out by this submodule we may assume that M is torsion free and hence free, and that
(1) There exists a finite set
Proof. Let p be a prime ideal in H such that p · L(λ) = 0. Its existence is guaranteed by Lemma 6.5. Set 
is open and dense in ℓ. Since the specialization L(λ) x=α is a quotient of ∆(λ) x=α = ∆ α (λ), the simple
This implies that every L α (λ) is an R-module and hence m λ is bounded above by the P.I. degree of R. By definition, this bounded is achieved for all α ∈ ℓ 1 . Fix some
On the other hand, since L α (λ) is supported on the Azumaya locus of R and L K (λ) is a simple module for the central localization R K of R, [MR, Posner's Theorem 13.6 .5] together with [MR, Kaplansky's Theorem
Therefore we get the required equality.
6.6. We return to the case where k has positive characteristic. Recall that C is the space of parameters for H. We fix a parameter c. Let c be a variable and denote by H c (W ) the rational Cherednik algebra over k [c] such that the specialization of H c (W ) at c = 1 recovers H c (W ). Let K = k(c) be the field of fractions of 
Lemma.
(1) Every simple module λ ∈ Irr K (W ) is absolutely irreducible.
(2) The module∆ K (λ) has a unique simple quotient L K (λ).
Proof.
(1) The k-algebra kW is already split semi-simple since k is assumed to be algebraically closed and the characteristic of k does not divide the order of |W |. Therefore the K-algebra KW = K ⊗ k kW is also split semi-simple.
since Kλ and µ are absolutely irreducible. Therefore, if φ :∆ K (λ) → S is any simple quotient of 
Lemma. If c ∈ C such that dim k L c (λ) = |W |p n , then the Poincaré polynomial of L c (λ) is given by
Proof. Let L(λ) be the H c (W )-module described in 6.5. Since it is free as a k[c]-module, the graded Wmodule structure of all specializations of L(λ) are the same. Therefore it suffices to prove that the Poincaré polynomial of the specialization L(λ) c=0 has the desired form. We fix a filtration∆ 
c=0 ] in the Grothendieck group of graded k[V (1) ] ⋊ W -modules. By Lemma 6.3, the fact that L(λ) c=0 is isomorphic to p n copies of the regular representation implies that L(λ)
c=0 is isomorphic to a graded copy of the regular representation. On the other hand, Lemma 2.4 and Proposition
imply that DR
c=0 ]. The proof of [Bel2, Lemma 3.3] implies that h(t) = t −pb λ * f λ * (t p ). From this one can deduce formula (18). Now we are finally in a position to prove Theorem 1.4.
Proof of Theorem 1.4. Assume that W and c are chosen so that the centre of H c (W ) is smooth. Then every simple H c (W )-module has dimension |W |p n . This implies that the graded character of L c (λ) is given by the formula of Lemma 6.7. Since L c (λ) is finite dimensional, the rational function on the right hand side of (18) contains a two-sided ideal of dimension d is closed in C. The annihilator of a simple H c (W )-module M has codimension (dim k M ) 2 (recall that k is assumed to be algebraically closed). Therefore the set of all points in C for which there exists an ideal in H c (W ) whose codimension belongs to {(p i r) 2 | 0 ≤ i < n, 1 ≤ r ≤ |W |}
