We present a three-dimensional ͑3D͒ image reconstruction scheme for optical near-infrared imaging of highly scattering material. The algorithm reconstructs the spatial distribution of the optical parameters of a volume ⍀ from transillumination measurements on the boundary of ⍀. We test the performance of the method for a cylindrical object with embedded absorbing perturbation for a number of different source and detector arrangements. Furthermore, we investigate the effect of a mismatched reconstruction, using a two-dimensional ͑2D͒ reconstruction model to image a single plane of the object from 3D tomographic data obtained in a single plane. The motivation for the application of 2D models is their advantage in speed and memory requirements. We found that the difference in the measurement data between 2D and 3D models depends greatly on the measurement type used, giving a much better agreement for mean time-of-flight data than for dc intensity data. Image artifacts that are due to data model mismatches can therefore be significantly reduced by use of mean time data.
Introduction
Near-infrared imaging provides a means to reconstruct the spatial distribution of the absorption and scattering coefficients of biological tissue. Because these are directly related to the oxygenation state of blood and tissue, this technique can be used as a functional imaging modality. Applications include localized continuous monitoring of cerebral oxygenation of infants during and after birth, 1,2 brain activation studies during mental or physical exercises, 3 oxygenation consumption in muscle, 4 and breast imaging. 5, 6 Various reconstruction methods, including backprojection [7] [8] [9] and semianalytic 10, 11 and linear schemes, 12 have been proposed. However, light transport in biological tissues in the optical and nearinfrared wavelength range is scatter dominated, leading to essentially diffuse photon propagation. This makes the application of direct image reconstruction techniques difficult, so increasingly attention is turning to iterative, optimization-based reconstruction methods. [13] [14] [15] Iterative schemes consist of a forward model of light propagation, which maps a given solution of absorption and scatter coefficients to the corresponding boundary measurements, and an optimization routine that seeks to minimize the data error by iteratively modifying the solution. Generally, the diffusion approximation to the radiative transfer equation is employed as the forward model, whereas a choice of standard optimization methods, including Newton-type and conjugate gradient methods, can be used to solve the inverse problem.
Iterative techniques have so far been generally limited to two-dimensional ͑2D͒ problems because of the computational effort involved in the reconstruction. These 2D image reconstruction implementations are frequently evaluated with data simulated by a 2D light transport model to avoid a mismatch between the data and the inverse model. 16, 17 One could hope to extend this approach to a tomographic scheme to reconstruct three-dimensional ͑3D͒ objects of an arbitrary shape by employing a tomographic setup that collects boundary data in a single plane at a time and then uses a 2D reconstruction program to produce the cross-sectional image in this plane, thereby forming a full 3D reconstruction as a series of 2D cross sections.
Recent research has shown that 2D reconstruction methods can recover optical parameters quantita-tively in geometries where the object shape and optical parameters vary in only two spatial dimensions, e.g., absorbing and scattering rods embedded in a cylindrical object and aligned with the cylinder axis. 14, 18, 19 However, these results either use difference data from two experiments with and without the rods present or use a calibration measurement on a homogeneous object to parameterize the model; in both approaches therefore, the availability of a reference set is presumed. We show in this paper that 2D difference reconstructions from 3D data yield better reconstruction results than absolute reconstructions and that the latter can fail even to localize embedded perturbations qualitatively ͑Subsections 3.C and 3.D͒. In restricted geometries, where calibration data are available, or where only localization rather than absolute quantitation is required, 2D methods can provide acceptable results.
In the case of a full 3D reconstruction problem with arbitrary parameter distributions, however, it is not obvious that a tomographic approach based on separate reconstructions of 2D slices is adequate because light will be scattered out of the imaging plane, and measurements will therefore be affected by the distribution of optical coefficients above and below the imaging plane. This is a fundamental difference to imaging modalities such as x-ray-computed tomography, where scatter is negligible or can be eliminated and where 2D reconstructions from single-plane data are therefore appropriate.
To date, 3D reconstructions have been limited to semianalytic methods that do not work well for nonlinear problems. 20 In this paper we present a 3D finite-element forward model and present 3D reconstructions acquired with this model. A number of different issues are of current interest, such as measurement type, algorithm type, noise model, and regularization. In this paper we explore just one issue: two versus three dimensions, keeping the other system parameters constant. Specifically, we demonstrate the effect of different measurement geometries on the reconstruction performance, and we test the limitations of mismatched reconstructions, i.e., 2D reconstruction of 3D data, for different measurement types.
Implementation

A. Forward Model
We describe light transport in scattering tissue by the diffusion approximation to the transport equation,
which defines the time-dependent photon density ⌽͑r, t͒ in terms of the absorption coefficient a ͑r͒, diffusion coefficient ͑r͒ ϭ ͕3͓ a ͑r͒ ϩ s Ј͑r͔͖͒
Ϫ1
, reduced scattering coefficient s Ј͑r͒, and speed of light c͑r͒ ϭ c 0 ͑͞r͒, where ͑r͒ is the refractive index and c 0 the speed of light in a vacuum. The model uses Robin boundary conditions of the form
where n is the direction of the outward normal to the boundary ‫ץ‬⍀ of ⍀ at . Boundary reflections are accommodated by the term A that depends on the refractive indices of the tissue and surrounding medium. 21 We assume a time-of-flight data-acquisition setup, where the source term q 0 represents an ultrashort pulse of light at time t 0 at a point on ‫ץ‬⍀,
When the source represents a collimated beam of light rather than a diffuse point source, it is common to represent this in the diffusion model as an isotropic point source at a depth z 0 of 1 mean scattering length below the point of incidence, : z 0 ϭ s Ј͑͒
. The boundary measurement of time-dependent exitance ⌫͑, t͒ at a point ʦ ‫ץ‬⍀ is related to ⌽ by Fick's law,
The time-dependent measurement signal ⌫͑, t͒ is usually referred to as temporal point-spread function.
Although discrete samples of ⌫ in t could be used in principle to represent the data vector for the reconstruction, this is inefficient as the lack of highfrequency components in ⌫ suggests a high degree of redundancy in the temporally sampled data. Instead we propose the use of different integral transforms of ⌫͑t͒, such as the time-integrated intensity E͑͒ ϭ ͐ 0 ϱ ⌫͑, t͒dt and the mean time of flight ͗t͑͒͘ ϭ E Ϫ1 ͑͒ ͐ 0 ϱ t⌫͑, t͒dt, as well as other measurement types. 22, 23 Computationally efficient ways to calculate these transforms can be found that eliminate the need to calculate ⌫͑t͒ explicitly. 24, 25 This is essential for the application of these data types in a reconstruction scheme that requires the repeated solution of the forward problem.
The simultaneous reconstruction of both a and is a major problem even in two dimensions because of the difficulty of separating the parameters, 26 and it requires use of at least two different measurement types. 23 Because this is a separate line of research, we restrict this initial study to the reconstruction of a single parameter, a , that can be achieved with a single data type. In this paper we use intensity ͑E͒ and mean time ͑͗t͒͘ data. These are complementary to use of phase shift and modulation depth in the frequency domain. 27 The choice of data type turns out to have a significant influence on the 3D reconstruction performance ͑Subsection 3.B͒ and is particularly important in the case of a mismatched reconstruction of 3D data with a 2D reconstruction model ͑Subsection 3.C͒.
B. Mesh Generation
In this paper we consider a cylindrical object:
This geometry allows a direct comparison between 2D and 3D problems. More-irregular shapes will be required to model actual body parts, but construction of these is entirely one of mesh generation, adding little to the forward and inverse problems themselves. Figure 1 shows the mesh geometry used for the examples in this paper. The cylinder has radius a ϭ 25 mm and height h ϭ 100 mm. It consists of 17,724 nodes and 30,888 prism-shaped elements, divided into 11 layers. The cross section is equivalent to a 2D circular mesh with elements arranged in 16 concentric rings.
We previously presented the finite-element representation of the diffusion equation ͓Eq. ͑1͔͒ for the 2D case. 28, 29 The 3D case does not add any principal problems other than extending methods previously defined for triangular elements to prism elements. We define a standard prism element in a local coordinate system ͑ xЈ, yЈ, zЈ͒ so that its vertex coordinates are given by
and the shape functions u i ͑xЈ, yЈ, zЈ͒ associated with node i and support over the volume of the element are
The integration of products of shape functions over the volume of the element, and surface integrals over a side of the element, as required for the computation of element stiffness and mass matrices, is performed by a numerical integration rule. 30 The mapping of shape functions and their integrals from local to global coordinates is a standard procedure in the finite-element method ͑FEM͒ ͑see, for example, Ref.
31͒. Once the element matrices are computed, the FEM model proceeds as in the 2D case without the need for any further alteration. The main reason why 3D models have not been considered so far is the high computational cost caused by the large number of elements required. As we have shown previously, an accurate and stable FEM implementation of the diffusion model requires a high mesh resolution for typical optical parameters. For 2D models the computation time and storage requirements are within the limit of a workstation computer, but for 3D models they can be prohibitive. Memory requirements are predominantly defined by the D ϫ D system matrices, where D is the number of nodes in the mesh. The matrices are sparse, with the number of nonzero entries per line given by the number of neighbors for the corresponding node. For the mesh geometry used here, the number of entries per line is typically 30, leading to a total number of approximately 53,000 entries per matrix. We use a sparse matrix representation to exploit this and a conjugate gradient method to solve the FEM equation. 32 
C. Inverse Model
We employ an iterative image reconstruction scheme that repeatedly calculates an update of the solution until an objective function, given by the sum of squared differences between the measured data and the data calculated for the current solution, is acceptably small. The problem thus becomes one of minimization of the objective function. Various standard methods can be employed to solve this. Previously we presented Newton-like algorithms such as Levenberg-Marquardt that involve repeated construction and inversion of the problem Jacobian. The explicit calculation and inversion of the Jacobian becomes intractable when the number of parameters of the optimisation problem is large. This difficulty can be overcome by the use of algebraic reconstruction technique methods that operate in a row-by-row fashion. These methods can be implemented efficiently by employing an adjoint scheme to calculate the rows of the Jacobian, as presented previously. 33, 34 In problems where the storage overhead of these methods is still too costly, gradient methods can be employed that require only the computation of the gradient of the objective function. 35 For the 3D reconstructions presented in this paper we therefore adopted a nonlinear conjugate gradient ͑CG͒ method, using a Polak-Ribiere scheme to generate search directions and an inexact quadratic interpolation scheme for the line minimization. 36 
Results
A. Measurement Geometry
For the following tests we consider the cylinder to consist of a homogeneous background medium with a ϭ 0.025 mm Sources and detectors are placed in ring arrangements around the circumference of the cylinder. Each ring contains 16 sources and 16 detectors, equidistantly spaced, where each detector is located between two sources. We tested configurations with between one and five source-detector rings at different heights to test the influence of the measurement geometry on the reconstruction performance. This ring arrangement is an obvious choice for a cylindrical geometry, but by no means the only one, nor necessarily the best. We show these results to demonstrate the potential of the 3D reconstruction scheme, but more research is necessary to find optimal measurement patterns in 3D problems.
B. Three-Dimensional Reconstruction from Different Measurement Geometries
We present reconstructions from data obtained from measurements in different acquisition planes, as described in Subsection 3.A. The number and locations of the measurement plane arrangements tested are listed in Table 1 .
A series of 11 cross-sectional 3D reconstructions are presented, each corresponding to an element Table 1 . The total number of measurements is given by the product of the number of sources ͑Q͒, detectors ͑M͒, and measurement planes ͑P͒. The measurement planes refer to the plane indices introduced in Fig. 2 . The z positions denote the elevations of the measurement planes above and below the central plane of the cylinder ͑z ϭ 0͒. layer of the cylindrical mesh. The positions of these cross-sectional planes with respect to the cylindrical object are indicated in Fig. 2 . The target image, showing the placement of the absorbers in the image planes, is shown in Fig. 3 . On a SPARC Ultra ͑165-MHz, 256-Mbytes RAM͒ the run time per iteration per source is 20 s, regardless of the number of measurements.
Figures 4 -7 show the images obtained from one-, two-, three-, and five-layer intensity ͑E͒ data after 150 iterations of the CG inverse solver. The positions of the measurement layers with respect to the central plane of the cylinder are listed in Table 1 . The images are scaled to a common range 0.023 ͑black͒ to 0.038 ͑white͒.
When a conventional single-plane measurement arrangement is used in the central plane of the cylinder, the reconstruction algorithm recovers the object in the imaging plane ͑in the 12 o'clock position͒, with slight oscillatory artifacts and cross talk into the neighboring planes, but fails to localize any of the out-of-plane objects ͑Fig. 4͒. Note that a reconstruction from data collected in one single plane is fundamentally unable to give a z resolution, and if used to drive a 3D reconstruction scheme, it can only generate solutions that are symmetric in this plane.
In our example, all the multiplane reconstructions recover all the objects with similar success, although the peak values of the perturbations are recovered best from five-plane data ͑Figs. 5-7͒. To allow a quantitative comparison, we use the L 2 norm of the difference between target image and reconstructed images:
which corresponds to the integral of the pointwise rms image error over the object. The choice of measure in the solution space is a topic that merits further attention but is beyond the scope of this paper.
Here we use the L 2 norm because it is implicitly the norm minimized in underdetermined generalized inverses. Figure 8 shows ε as a function of the CG iteration. As expected, the single-plane reconstruction produces a poor solution norm because only one of the three objects is recovered. A large improvement is achieved by going to two planes, and more so by going to three planes. However, the three-plane and fiveplane case give similar results, showing that image quality cannot be arbitrarily improved simply by adding more measurements.
To demonstrate the influence of the data type employed in the reconstruction, we repeated the singleplane reconstruction ͑16 ϫ 16 ϫ 1 configuration͒, but using ͗t͘ data. Figure 9 shows the reconstruction result after 150 CG iterations. A comparison with the corresponding E reconstruction in Fig. 4 shows Fig. 3 . Target a image for 3D reconstructions: 11 horizontal slices through a cylindrical object containing three absorbers in different planes. that the images look qualitatively similar, but the ͗t͘ reconstruction obtains a higher object contrast. This is confirmed by a comparison of the image norms of these two cases in Fig. 10 , which shows a significant improvement in the reconstruction performance on a per iteration basis for ͗t͘ data. This must be offset, however, against the reconstruction run time because the forward model requires approximately twice as long for calculating mean time data than intensity data.
The noiseless conditions discussed so far represent an ideal case. The effect of noise in the data is demonstrated in Fig. 11 , where we compare the data and solution norms for reconstructions from noiseless data with reconstructions from data with added noise. We generated noise using a noise model presented previously, 37 under the assumption that 10 4 photons were collected at each measurement site. As expected, we found that, in the presence of noise, the data error cannot be reduced to the same level as in the noiseless case. A stopping criterion based on the gradient of the data norm would sensibly terminate the reconstruction between iteration 20 and 40. The solution error reaches a minimum at iteration 30.
C. Two-Dimensional Reconstructions from Three-Dimensional Data
Of particular interest for practical applications of optical imaging is the question whether and to what extent it is possible to reconstruct data obtained from a real ͑3D͒ experiment with a 2D inverse model. If they can be applied, 2D models are faster by orders of magnitude compared with 3D models, which is a key factor in clinical applications.
We consider the following case: Let the data vector consist of measurements in the central plane of the cylindrical object, as generated with the 3D forward model. However, instead of using the ͑correct͒ 3D image algorithm to reconstruct the solution within the whole of the cylinder, we now employ a 2D Fig. 8 . Image norms for 3D reconstructions from one-, two-, three-, and five-layer intensity data as a function of CG iteration. model to reconstruct the central plane only. In this case we expect artifacts in the image because the light propagation models used in the forward and inverse algorithms are mismatched. However, such artifacts may be acceptable up to a certain degree, considering the much higher speed of the 2D reconstruction.
To obtain an estimate of the extent of the mismatch of the 2D and 3D light transport models, we first compare 2D data obtained on a homogeneous circle with 3D data obtained in a plane of a homogeneous cylinder, using the same optical coefficients. Figure  12 shows the data types E and ͗t͘ for a single source, as a function of the angular source-detector separation for both the 2D and the 3D cases, and Fig. 13 shows the ratio of 2D against 3D data for these measurement types. We find that for both E and ͗t͘ the 2D͞3D ratios are greater than 1 but show different profiles for the two data types and, more importantly, have a significantly different magnitude. The ratio is close to 1 for ͗t͘ but has a value of approximately 20 for E. From these results we anticipate that a 2D reconstruction from 3D mean time data should produce better results than from 3D intensity data.
This assumption is confirmed by the reconstruction results. Figure 14 shows the 2D reconstruction of the central plane of the cylinder from different 3D data. Reconstruction from E data ͓Fig. 14͑a͔͒ is dominated by boundary artifacts and completely fails to recover the object, whereas the reconstructions from ͗t͘ ͓Fig. 14͑b͔͒, despite still showing some artifacts, clearly manages to localize the object.
It may be possible to improve the reconstruction results from mismatched data by preprocessing the 3D data. As an example, we fitted fourth-order polynomials to the ratio of 2D͞3D intensity and the mean time data ratio in Fig. 13 and then used these polynomials to scale the 3D intensity and mean time data obtained in the central plane of the cylinder for the inhomogeneous case. We then used the 2D reconstruction scheme to reconstruct the plane from the modified data. The result is shown in Figs. 14(c) and 14(d) for E and ͗t͘, respectively. For E, the object is now found by the reconstruction, despite the appearance of severe ring artifacts. For ͗t͘, the artifacts are significantly reduced, and the object contrast is improved in comparison with the original reconstruction. The improvement is also apparent in the graphs in Fig. 15 , which show cross sections along the vertical diameters of the images in Fig. 14 for E ͓Fig. 15͑a͔͒ and ͗t͘ ͓Fig. 15͑b͔͒, both for reconstructions from original and fitted data. The L 2 solution norms of the images obtained from the original and fitted data after 50 iterations are shown in Table 2 . We found that, for the reconstruction from E, the norm increases compared with the homogeneous starting Fig. 12 . Comparison of (a) E and (b) ͗t͘ data for the homogeneous case, generated in the central plane of the cylinder with the 3D forward model and data generated from a circular object with the 2D forward model. distribution, to different extents for original and fitted data. This indicates that the images are dominated by artifacts. In the case of reconstructions from ͗t͘, the norm is virtually unchanged when original data is used but is improved for fitted data. This suggests that the L 2 norm is not the only factor to consider when assessing image quality.
Obviously, this fitting method is not universally applicable because the scaling function depends on the object size and geometry and on the optical parameters and would therefore have to be recomputed for each new problem, which is not feasible. However, it may be possible to obtain approximate scaling functions from phantom reference measurements, thus increasing the applicability of 2D reconstruction methods to experimentally obtained data.
D. Mismatched Reconstruction from Difference Data
A considerably simpler problem than the reconstruction of absolute values, as discussed so far, is the reconstruction of a difference image from difference data. In this case we have two sets of data, obtained either from the same object at two different times, between which the object may have undergone some change, or from two different objects of the same shape but different optical properties. Difference reconstructions eliminate many of the potential error sources present in absolute reconstructions, such as imperfectly known object outlines or source and detector placements. They should also reduce the effect of the model mismatch in 2D reconstructions from 3D data. Examples where this type of reconstruction problem may arise are continuous monitoring of the head when only changes in the optical parameters from a given baseline are of interest, or cases in which a calibration measurement on a phantom object with known optical properties and the same shape as the test object is available. In the special case in which for one of the measurements the corresponding parameters are known, absolute val- ues for all other reconstructions can be obtained by simply adding the reconstructed differences to the reference parameter set.
We repeat the previous 2D reconstructions from 3D data, but this time we assume to possess reference data for the homogeneous case ͑no absorbing cylinders present͒. The data used in the reconstruction are the differences between the inhomogeneous and homogeneous data, and the reconstruction algorithm recovers the difference between the inhomogeneous and homogeneous parameter distributions. These are then added to the homogeneous background to obtain absolute values. Figure 16 shows the reconstruction results from E and ͗t͘ difference data. In both cases the artifacts are significantly smaller than for the corresponding absolute reconstructions ͑see Fig. 14͒ . Note, however, that the different data types vary significantly in their ability to recover absolute contrast value; the reconstruction from intensity shows little contrast of the perturbation. The images were therefore scaled individually. The cross sections along the vertical diameter are shown in Fig. 17 . The solution norms of the images are listed in the bottom section of Table 2 . They show an improvement compared with the reconstructions from original and fitted data, although for the E case this is simply an effect of the small image contrast.
Conclusion
In this paper we have presented a full 3D reconstruction scheme that can be applied to data obtained in experimental measurements. It employs a 3D light transport forward model that correctly describes the physics of the experimental setup used for the acquisition of the data it reconstructs its images from. Because the high degree of scattering in optical imaging does not allow one to confine photon propagation in a single plane as in x-ray-computed tomography, 3D models are necessary. The 3D model thus overcomes the problems of 2D models that necessarily ignore light propagation in the third spatial dimension. We have demonstrated the performance of the 3D reconstruction on the example of absorbing perturbations embedded in a cylindrical object. Reconstructions from data obtained by different measurement geometries show that a full 3D image can be recovered if multiplane measurement arrangements are used.
Because there is a strong interest in the use of 2D image reconstruction methods, because of their advantage in computation time and memory requirement over 3D methods, we have also investigated under which conditions a 2D reconstruction algorithm is able to reconstruct from 3D data. We found that, although the use of such a mismatched model necessarily leads to artifacts in the reconstructed image, the magnitude of these artifacts strongly depends on the measurement type used in the reconstruction process. Specifically, we have shown that a 2D reconstruction from 3D dc intensity data produces significantly worse results than one from 3D mean time-of-flight data. This can be attributed to the fact that intensity data depend to a higher degree on the problem dimension than mean time data.
We used the same reconstruction algorithm in each case. It may be that other algorithms or regularization may improve, for example, the 2D reconstruction from 3D data; however, it is our belief that real progress will come from further study of data types. This research was supported by funding from Action Research and the Wellcome Trust. Fig. 16. As Fig. 14 but using homogeneous reference data and reconstructing for parameter differences only. These images were scaled individually because of their different dynamic ranges. Data types: ͑a͒ E and ͑b͒ ͗t͘. 
