Introduction
Let G be a finite group and K a field of characteristic zero, and let R K (G) be the ring of virtual characters of G over K. Exterior powers or representations turn R K (G) is a λ-ring, equipped with a so-called Grothendieck filtration. In [Che18] , we undertook to compute examples of the graded character ring R * K (G) associated with this filtration. The structures appearing as graded character rings of finite groups are remarkably complex; there is no Künneth formula for R * K (G), and computing graded rings of small groups reveals challenging. As an example, consider:
Z[x, y] (4x, 4y, 2x 2 y + 2xy 2 , x 4 y 2 − x 2 y 4 ) ,
where |x| = |y| = 1 (see [Che18, Prop. 7.2] ). This result was obtained by combining the topological properties of the filtration with the functoriality of R * K (−). We turn here to a problem of a more abstract nature: graded character rings are functorial, and thus for any subgroup H ≤ G, restriction of representations to H induces a well-defined ring homomorphism Res G H : R * K (G) → R * K (H) (see [Che18, Lem. 4 .1]). Does induction of representations induce a map R * K (H) → R * K (G)? Such a transfer map would turn R * K (−) into a Mackey functor, a particularly widespread type of algebraic structure: group cohomology, algebraic K-theory, character rings are all Mackey functors. Among other results, the stable element method of Cartan and Eilenberg (see [CE99] ) generalises to all Mackey functors, and would allow us to relate the graded character ring of a group to those of its Sylow subgroups. A concise account of the general theory of Mackey functors is given in [Web] .
As mentioned earlier, if S is any Mackey functor, then the following "stable element" result applies: Proposition 1.1. If H := Syl p (G) is abelian, then
Here Syl p (G) denotes a p-Sylow of G, and S(H) NG(H) is the set of elements of S(H) that are invariant under the action of the normalizer of H in G. In the example of the alternating group A 4 of order 12 (see Lemma 3.4), the surjectivity condition fails when restricting to the 2-Sylow C 4 × C 4 , and thus: Theorem 1.2. The graded character ring functor R * C (−) is not a Mackey functor. This is Theorem 3.5 in the text. It is possible to "Mackeyfy" graded character rings by modifying the Grothendieck filtration. We define the saturated filtration {F n (G)} n≥0 as the minimal filtration that is preservd by induction of characters and contains the Grothendieck filtration, that is:
where {Γ n (H)} n≥0 is the Grothendieck filtration on R K (H). Fortunately, restriction of representations also preserves this filtration, and thus, the associated graded ring R * K (−) is a Mackey functor (see Theorem 4.2). At a first glance, there is no guarantee that R * K (−) is not trivial in some way or other: a lot of the information contained in the Grothendieck filtration could be lost in the process. Reassuringly, both filtrations contain the same information "at infinity", as we show in Theorem 4.4: Theorem 1.3. The saturated filtration and the Grothendieck filtration induce the same topology on the character ring R K (G). This means, in particular, that induction of representations is continuous with respect to the Grothendieck topology, and can be extended to a map of completed rings Ind G H : R K (H) → R K (G). This, combined with the stable elements result, gives us Theorem 4.11 the following analogue to Artin's theorem: Theorem 1.4. Let X be a family of subgroups of a finite group G. Let Ind :
be the morphism defined on each R(H) by Ind G H . If X contains a p-Sylow subgroup of G for each prime p, then the map Ind is surjective.
Judging from the definition of the saturated filtration, one could expect R * K (−) to remember some information about the subgroup structure of G. An interesting open problem is whether R * (−) could distinguish groups with the same character table and power maps, something the usual graded character ring cannot do.
One downside of the saturated filtration is how complex it is: direct computations seem, for now, out of reach. An interesting class of examples is that of saturated groups, that is, groups G such that the natural map R * K (G) → R * K (G) is an isomorphism. Those include most of the examples we already computed; the following result combines Proposition 5.1, Proposition 5.4, and Proposition 5.6: Theorem 1.5. Groups of order less than 12, as well as abelian groups, and dihedral groups of order 2p for p prime, are saturated.
For non saturated groups, one can use the stable element method, which we do in Theorem 5.7: Theorem 1.6. Let G = P SL(2, p) be the projective special linear group over F p , where p is an odd prime such that p ≡ 3, 5(mod 8). Write:
Then:
The last problem we treat in this paper is that of tensor induction, a multiplicative map R K (H) → R K (G). Mackey functors equipped with such a multiplicative map (and satisfying certain axioms) are called Tambara functors. In group cohomology, this role is played by the Evens norm; the (ungraded) character ring R K (G) with tensor induction is also a Tambara functor, as we prove in Section 6. In order to explore the connection between tensor induction and the Grothendieck filtration, one needs to understand the behaviour of the multiplicative norm on virtual characters. This is a remarkably complex problem, as there is no known formula for the norm of the sum of two characters, even when those come from actual representations. We follow Tambara's account and, restricting first to normal subgroups of prime index, then to abelian groups, we obtain such a formula. This is the key to prove Corollary 7.10:
Let G be a finite group and K a field of characteristic zero. The ring of virtual characters (or character ring) R K (G) over K is the Grothendieck ring of the category of KG-modules; that is, it is the abelian group generated by irreducible representations of G up to isomorphism, with multiplication given by the tensor product of representations. Since K has characteristic zero, representations up to isomorphism are fully determined by their character, thus we'll use both terms interchangeably. The character ring is an augmented ring, with augmentation ǫ : R K (G) → Z sending a character to its degree. Additionally, exterior powers of representations turn R K (G) into a λ-ring: if χ is a character of G over K afforded by a representation ρ, write λ n (χ) the character of the n-th exterior power Λ n ρ of ρ. The operations {λ n } can be extended to the whole ring R K (G), and satisfy the axioms for a λ-ring outlined in [AT69] . For x ∈ R K (G) and n ∈ N put γ n (x) = λ n (x + n − 1), the n-th gamma operation. Let I = ker ǫ be the augmentation ideal. We define the n-th ideal Γ n in the Grothendieck filtration (or Γ-filtration) as the abelian subgroup generated by monomials of the form
Then Γ n is a λ-ideal (that is, an ideal that is preserved by λ-operations) in R K (G). We have Γ 0 = R K (G) and Γ 1 = I. Moreover, Γ n · Γ m ⊆ Γ n+m , therefore we can define the graded character ring of G over K as follows:
From now on, we write R(G) and R * (G) when K is clear from the context. Note that although our general results are independent of the field K, we always compute explicit examples over K = C. The ring R * (G) is generated by Chern classes of irreducible representations; for the full definition and properties of Chern classes, we refer the reader to [Che18] . Suffice it to say that the n-th algebraic Chern class c n (ρ) of a character ρ is defined as the image in R * (G) of the element
It is an element of degree n in R * (G). The definitions of Mackey and Tambara functors, to be given in later sections, are greatly simplified by looking at character rings from the point of view of Gequivariant K-theory. We view a G-set X as a category with an object for each point, and an arrow between two objects (g, x) : x → y for each g ∈ G such that g · x = y. A vector bundle is then defined as a functor V between X and the category of K-vector spaces and linear maps; that is, it associates to each x ∈ X a vector space V x , and to each g ∈ G linear maps V (g,x) : V x → V g·x . For an element e ∈ V x , we write g · e ∈ V g·x for V (g,x) e. A functor V then corresponds to the data of each V x and g · e. Let K G (X) be the semigroup of isomorphism classes of vector bundles over X, under direct sum. In the sequel, we restrict ourselves to finite G-sets.
Lemma 2.1. Let X be a transitive G-set with a distinguished point x ∈ X, and let H = Stab(x). Then there is an isomorphism (depending on x) between K G (X) and the semiring of representations R(H).
Proof. Let W be a representation of H and consider the induced representaiton
Define a vector bundle on X as follows: for each y ∈ X, write y = g · x and let (V ) y = g · W = g ⊗ W ⊂ V . This depends only on y and the action of g takes V x to V gx , so this is a vector bundle. Conversely, if V is a vector bundle on X, define W = V x . This is a well-defined H-module (since it is stable by H), so W is a representation. These two constructions are mutually inverse.
Remark.
(i) The isomorphism above depends on x; choosing the point y = g·x as a basepoint instead, one obtains the isomorphic representation of gHg −1 which is given by precomposing the action of H on V x by conjugation with g.
(ii) Since every finite G-set can be written as a disjoint union of transitive Gset, this gives us a way to prove general facts about K G (X) by restricting to representation rings.
This vocabulary allows us to generalize the notions of restriction, transfer and tensor induction of representations. Let f : X → Y be a map of G-sets, given by a functor between the categories X and Y as described above. We define:
, as the composition of f and V . In other words:
Note that with the shorthand notation mentioned above, for e ∈ V f (x) , we have (f * V ) (g,x) e = g · e, which corresponds to the same element in f * (V ) as in V , only understood in a different fibre. This is particularly intuitive in the case where f :
Note that although we use its vocabulary and definitions, the full extent of equivariant K-theory is beyond our scope. Thus we will mostly assume that X, Y are of the form G/K for some subgroup K ≤ G, and more often than not we will have
(i) Equivalently,
(ii) One can check that applying the norm formula to the case of X = G/H and Y = { * } yields the usual tensor induction, as defined eg. in [CR90, §13A] 3. Graded character rings are not Mackey functors
Graded character rings are functorial (see [Che18, Lemma 4.1]); in particular, if H is a subgroup of G, restricting representations from G to H induces a well-defined homomorphism R * (G) → R * (H). Naturally, one wonders whether induction of representations from a subgroup H of G also preserves the Grothendieck filtration, and thus gives rise to a well-defined, additive induction map from R * (H) to R * (G). If so, then R * (−) satisfies the axioms of a cohomological Mackey functor (which we define below). In particular, an analogue to Cartan and Eilenberg's result on stable elements in cohomology ([CE99, Th. XII.10.1]) states that each p-primary component R * (G) p of R * (G) is isomorphic to some subring of the graded character ring of its p-Sylow subgroup. This is not the case, and we produce below an example where this property fails. Thus R * (−) cannot be a Mackey functor.
A thorough treatment of the theory of Mackey functors is given in [Web] ; let us start with the definition. Let R be a commutative ring and G a group, and let Gset be the category of finite G-sets. A Mackey functor is a pair (S * , S * ) of functors from Gset to R−mod, where S * is contravariant and S * is covariant, and S * (−) and S * (−) are equal on objects. Additionally, we require the following axioms be satisfied:
is a pullback diagram of G-sets, then S * (δ)S * (γ) = S * (β)S * (α).
(ii) For every pair Ω, Ψ of finite G-sets, the morphism S(Ω)⊕S(Ψ) → S(Ω⊔Ψ) obtained by applying S * to Ω → Ω ⊔ Ψ ← Ψ, is an isomorphism.
Remark. Alternatively, a Mackey functor S can be viewed a a function from the subgroups of G to R−mod, with, for any two subgroups H ≤ K and g ∈ G, maps
The maps are required to satisfy the usual axioms governing conjugation, induction and restriction of representations, as detailed in [Web, §2] . If, additionally, the induction and restriction satisfy Res
This second definition makes it easy to check that the (ungraded) character ring R(−) is a cohomological Mackey functor. Thus, if induction preserves the filtration, then R * (−) is also a cohomological Mackey functor, and the following result applies:
and its image consists of the stable elements in S(H) (p) .
This result is a consequence of [Web, Cor. 3.7 and Prop. 7.2]; a more elementary proof, in the case of cohomology, can be found in [AM69, Th. 6.6]. In the case of the alternating group A 4 of order 12, we use the following corollary:
We show that the condition of surjectivity on stable elements fails. Note that the following computation relies heavily on the techniques developed in [Che18] , to which we refer the reader for any details. We also use the following result:
. Let C 2 be the cyclic group of order 2, and let ρ 1 , ρ 2 be the generating representations for
Let A 4 be generated by the permutations (12)(34) and (123). There are 4 irreducible complex representations of A 4 :
• Of dimension 1: the trivial representation 1, and the representations ρ (resp.ρ) that send (123) to e 2iπ/3 (resp. e −2iπ/3 ) and (12)(34) to 1.
• Of dimension 3: the standard representation θ, which is the quotient of the representationθ acting on C 4 by permutation of the basis vectors, by the trivial representation. The character of θ sends 3-cycles to 0 and (12)(34) to −1.
There are the following relations between the representations:
Additionally λ 2 (θ) = θ (by a direct calculation of the exterior power) and det(θ) = 1.
Proof. The graded character ring R * C (A 4 ) is generated by all Chern classes of irreducible characters of A 4 , so we start by ridding ourselves of extra generators. Let x = c 1 (ρ) and y = c 2 (θ). Then x = c 1 (ρ) = −c 1 (ρ) and 3x = 0. Moreover c 1 (θ) = c 1 (detθ) = c 1 (1) = 0, so x generates R 1 (A 4 ), and y, x 2 generate R 2 (A 4 ). As for the degree 3 generator c 3 (θ), we have:
so there is no additional generator in degree 3 and R * (A 4 ) is generated by x, y. We have 3x = 0 by the above, and 12y = 0 since the order of A 4 kills R * (A 4 ) (see [Che18, Prop. 2.6]). We now turn to the relation 4y + x 2 = 0: applying the total Chern class c T to both sides of (3.3) yields:
On the left-hand side, use the splitting principle ([Che18, Prop. 2.3]): we write the character θ as a sum θ 1 + θ 2 + θ 3 of linear characters. Looking only at even terms of degree ≤ 6 and keeping in mind that c 1 (θ) = c 3 (θ) = 0, we get:
Equating 3.4 and 3.5 yields 4y = −x 2 . In particular this means that the order of y is a multiple of 3. To obtain more information, we can use the restriction Res A4
.
We have Res H (y) = t 2 1 + t 1 t 2 + t 2 2 , which has order 2. So the order of y i is a multiple of 2, that is, it is either 6 or 12. To conclude, we use the continuity method described in ([Che18, §6]). Let X = C 1 (ρ) = ρ − 1 and Y = C 2 (θ) = 3 − θ, and let
Then Γ n is an admissible approximation for Γ. The evaluation φ (12)(34) sends X to 0 and Y to −4, and thus is continuous with respect to the 2-adic topology on Z.
Suppose, for a contradiction, that 6Y k ∈ Γ 2k+1 = Γ 2k+1 + Γ M for some large M .
Since 2k + 1 is odd, Γ 2k+1 is generated by XY k , which evaluates to zero. Thus we
Finally, restricting x to the subgroup generated by (123), and yx to that generated by (12)(34), shows that there are no additional relations.
Theorem 3.5. R * (−) is not a Mackey functor.
Proof. Let G = A 4 , and consider its normal, abelian 2-
On the other hand, G acts on R * C (H) by cyclic permutations of the elements t 1 , t 2 , t 1 + t 2 . The element z = t 3 1 + t 3 2 + t 2 1 t 2 is invariant under this action. But z is not a combination of powers of t 2 1 + t 1 t 2 + t 2 2 since it has odd degree, and thus does not belong to the image of the restriction map. Therefore:
is not a Mackey functor.
Saturated rings
Theorem 3.5 tells us that induction of representations is not compatible with the Grothendieck filtration. This prompts us to define a modified filtration, taking into account all images of Chern classes of subgroups of G under the induction map. This new filtration retains much of the information of the Grothendieck filtration: in fact, both induce the same topology on R(G). In the sequel, let H, K denote two arbitrary subgroups of G. On the λ-ring R(G), define the saturated filtration {F n } n as follows:
This means that F n (G) is generated by elements of the form: (i) Induction and restriction of characters preserve the filtration F .
Proof.
(i) By definition, induction preserves the filtration, so we only need to check that restriction does. Let Then y s is a representation of s H and
We proceed by induction on the order of G. Suppose H < G is a proper subgroup. By the projection formula ([Ser77, §7.2]):
). Since restriction preserves the filtration and Ind G K (y) ∈ F j (G), we have
where the inclusion is true by induction. In conclusion:
Lemma 4.1 lets us define the saturated graded ring associated to G as:
Note that, as representation rings are of the form K G (X) for some transitive G-set X, we can extend the definition of this filtration to K G (X) for a general finite G-set X. Then the above discussion means that for every maps of finite G-sets f : X → Y , the maps f * and f * defined in Section 2 are compatible with the saturated filtration. Proof. This follows from the above.
Note that R * is actually a Green functor, that is, a Mackey functor with an Ralgebra structure compatible with restriction and satisfying the projection formula. At a first glance, R * (−) seems too good to be true, and we need to ensure we do not lose too much information by modifying the filtration: after all, we could end up with trivial graded rings. It is not the case however, and in fact both filtrations induce the same topology on R(−). We rely on the following result by Atiyah: Theorem 4.4. The filtrations (F n ) n and (Γ n ) n induce the same topology on R(G). Pick k (and thus m) large enough that we also have I(G) k ⊂ Γ N (G). Then
Proof. Let U ⊆ R(G) be open for the F -topology, that is, for any
, which completes the proof.
Since Γ n ⊆ F n for all n ≥ 0, there is a natural map of graded rings:
induced by the identity. Here is a neat consequence of theorem 4.4:
Corollary 4.5. If the natural map η : R * (G) → R * (G) is surjective, then it is an isomorphism and the filtrations (F n ) and (Γ n ) are equal.
Proof. If η is surjective, then R * (G) is generated by Chern classes of elements of R(G). Let P w denote a polynomial in the C l (ρ k ) of weight w, then any x ∈ F n (G) can be written as:
where the ρ j 's are irreducible representations of G and y n ∈ F n+1 . But then
Lemma 4.6. If the restriction maps i * :
So all virtual characters in F n (G) (which are induced from subgroups of G) are also in Γ n (G), and thus R * (G) = R * (G).
Remark.
• In Section 4, we use Lemma 4.6 to show that Abelian groups are saturated. So R * (−) is a Mackey functor when restricted to abelian groups.
• We show in Proposition 5.6 that the converse of Lemma 4.6 is not true: the dihedral group of order D p for p odd is saturated, but restriction of representations to C p isn't surjective.
The saturated ring R * (G) is generated by Chern classes of irreducible characters G, as well as classes of the form Ind G H (c i (ρ)) with ρ a virtual character of H ≤ G.
. In a sense, the classes d i quantify the obstruction to G being saturated.
The following result implies that the saturated graded ring of G is completely determined by that of its Sylow subgroups. It is a consequence of [Web, Cor. 3.7 and Prop. 7.2]; for a more concrete proof, see for example [AM69, Th. 6.6]. 
is injective, and its image consists of the stable elements in R * (H) (p) A similar result to that due to Swan in cohomology (see [Swa60] ) can be obtained as a straightforward application of Theorem 4.7.
Corollary 4.8 (Swan's Lemma) . If H G is a normal subgroup such that H ⊇ Syl p (G), then
Proof. If H is normal, the stability condition becomes c g (x) = x, that is, x is invariant by the action of G/H. Corollary 4.9. If H := Syl p (G) is abelian, then
is an isomorphism.
Proof. See [AM69, Th 6.8].
Corollary 4.10. Let H = Syl p (G) be a p-Sylow subgroup. Then the induction map
is surjective.
Proof. First note that since R * (H) is p-torsion, the image of Ind G H is indeed contained in R * (G) (p) . Pick an element x ∈ R * (G) (p) , then Ind G H Res G H (x) = [G : H]x, and [G : H] is invertible in R * (G) (p) .
Note that since the induction map preserves the F -filtration, it is continuous with respect to the topology induced by it (and thus with respect to the Γ and I-adic topologies). In particular, induction extends to a well-defined map of completed rings Proof. By Corollary 4.10, the characters induced from H p form a dense subset of R(G) (p) for the F -topology, so if X contains a p-Sylow of G for every p then Ind is surjective.
Computing saturated rings
We now apply Section 4 by trying our hand at some computations; a number of the groups mentioned in [Che18] (including all abelian groups) are saturated, as we show below. In general, it is much more difficult to compute saturated rings than usual graded character rings, due to the complexity of the saturated filtration. This is where Corollary 4.9 comes into play, as we show with the example of the projective special linear group P SL(2, q). For convenience, when the groups H ≤ G are clear from the context, we denote the induction Ind Proof. Let G be an abelian group and define G := Hom(G, C * ). Then any abelian group homomorphism φ : G → H induces a map φ : H → G, which is injective if and only if φ is surjective. Additionally, there is a natural isomorphism between G and its double dual G given by associating to g the evaluation at g. Now if H ≤ G, then the injection H → G induces a map φ : G → H, and also a map φ : H → G. The latter is injective, which means by the above that φ is surjective. Thus the characters of H all come from restrictions of characters of G, and G is saturated.
For the quaternion group Q 8 == i, j, k | i 2 = j 2 = k 2 = ijk , let us recall the following result from [Che18]:
Lemma 5.2 ([Che18, Th 6.4]). Let ρ 1 be the character of Q 8 defined by ρ 1 (i) = 1, ρ 1 (j) = −1, let ρ 2 = −ρ 1 , and let ∆ be irreducible character of degree 2 of Q 8 sending i, j, k to 0. Then
, where x = c 1 (ρ 1 ), y = c 1 (ρ 2 ) and y = c 2 (∆).
We also need a result from [GM14]:
Lemma 5.3 ([GM14, Prop 3.4]). Let C N be the cyclic group of order N and ρ a generating representation for R(C N ). Then
where t = c 1 (ρ).
Proposition 5.4. The quaternion group Q 8 is saturated.
Proof. The quaternion group contains one subgroup isomorphic to C 2 , which is generated by −1, and three subgroups isomorphic to C 4 , which all contain −1 and are generated respectively by i, j and k. Since all these groups are saturated, we only need to check that the maximal saturated subgroup H = k ∼ = C 4 is Γ-compatible with Q 8 , which we do by showing that, if ρ is the generating representation of R(C 4 ), then each induced character Ind Q8 C4 (C 1 (ρ) n ) is in Γ n (Q 8 ). Note first that Ind Q8 C4 (C 1 (ρ)) ∈ Γ 1 (Q 8 ) = I Q8 . Moreover, the representation ∆ restricts on C 4 to ρ + ρ −1 , and so
therefore C 1 (ρ) 2 = Res(−C 2 (∆)), and so
Thus, for any n = 2m + l with l = 0, 1:
which is an element of Γ l · Γ 2m . This means that C 4 is Γ-compatible with Q 8 , and therefore Q 8 is saturated.
With a similar technique, we can prove that dihedral groups are saturated.
Lemma 5.5 ([Che18, Prop 4.4]). Let p be an odd prime, and let D p = σ, τ | τ 2 = σ p = 1, τ στ = σ −1 be the dihedral group of order p. Let χ be the irreducible character of D p of degree 2, sending τ to 0 and σ to 2cos( 2π p ), then 2x, py, xy) , where x = c 1 (χ) and y = c 2 (χ).
Proposition 5.6. Let p be an odd prime, then the dihedral group D p of order 2p is saturated.
Proof. Since D p = C p ⋊C 2 and C p , C 2 are abelian, these are the maximal saturated subgroups of D p . The signature ε of D p restricts on C 2 to the representation ρ, which generates R(C 2 ). Thus C 2 is Γ-compatible with D p , and we only need to look at C p . Since Res(Y ) = −C 1 (ρ) 2 the same argument as in the proof of proposition 5.4 applies.
Projective linear groups.
We compute the saturated character ring of G = P SL(2, p), the projective special linear group over F p , where p is an odd prime such that p ≡ 3, 5(mod 8). Note that we do not use any information about the character table of G: we only need to know those of its Sylow subgroups, which are all abelian. For each prime l dividing |G| = p(p+1)(p−1) 2 , let H l = Syl l (G) and N l = N G (H l ). For each l, we determine the l-Sylow of G and the action of its normalizer, then deduce the stable element subring. There are 4 possible cases:
(i) l = p. Then H p ∼ = C p is generated by the matrix 1 1 0 1 . The normalizer of H p is the group:
(px) , this induces x → a 2 x. The subring generated by x p−1 2 is stable by this action, and conversely if a is an element of multiplicative order (p − 1), then a monomial x m being stable by the action x → a 2 x implies that m is a multiple of p−1 2 . Thus
(ii) l is an odd prime dividing (p − 1). Then H l ∼ = C l i for some integer i, generated by n 0 0 n −1 for some n of order l i in F × p . A straightforward computation gives that N l is generated by diagonal matrices (which commute with the elements of H l ) together with the matrix 0 1 −1 0 which sends an element h ∈ H l to its inverse. The induced action on the representation ring is ρ → ρ −1 , which translates as x → −x in the graded ring. Thus
(iii) l = r is an odd prime dividing p + 1. We prove that H r is cyclic. Note that the r-Sylow of G is isomorphic to that of G ′ := P SL(2, p 2 ) since the index of G in G ′ is coprime to r. Let α ∈ F × p 2 have multiplicative order r i . The matrix A ′ = α 0 0 α −1 generates a cyclic group H ′ r of order r i in G ′ , which is thus an r-Sylow subgroup. We have α / ∈ F × p , however any matrix of G similar to A generates an isomorphic group in G. One can take for example A = 0 −1 1 α + α −1 , the companion matrix to the minimal polynomial of α.
The normalizer N ′ r of C ′ r i in G ′ is a dihedral group of order p 2 − 1, generated by all diagonal matrices together with the matrix 0 1 −1 0 which sends A to its inverse. The change of basis sending A to A ′ allows us to view N r as a subgroup of N ′ r , and thus the elements of N r act either trivially or by inversion on H r . It remains to show that there exists a matrix S ∈ G such that S −1 AS = A −1 . Let a = α + α −1 . By a direct calculation, one shows that any matrix of the form −x y ax + y x in GL(2, p) satisfies this property, thus S ∈ P SL(2, p) exists if and only if there is a pair (x, y) ∈ F 2 p such that −x 2 − axy − y 2 = 1. This equation is equivalent to X 2 + 1 = bY 2 , with X = x + a 2 4 y, Y = y and b = a 2 4 − 1. There are (p + 1)/2 squares in F p (including 0), so there are (p + 1)/2 elements of the form X 2 + 1, and, if b = 0 then there are also (p + 1)/2 elements of the form bY 2 . Thus whenever b = 0, the set of elements of the form X 2 + 1 and the set of elements of the form bY 2 have nontrivial intersection, and there is a solution to x 2 axy + y 2 = −1. Now, b = 0 if and only if a 2 = 4, that is, a = ±2(mod p). But then α is a solution of t 2 ± 2t + 1, that is, α = α −1 has multiplicative order 2, in contradiction with our assumption. Thus b is always nonzero, which completes the proof. We have:
(iv) l = 2. Since p ≡ 3, 5(mod 8), the 2-Sylow subgroup of G has order 4. There are two cases:
• if p ≡ 5(mod 8), let a satisfy a 2 ≡ −1(mod p). Then
We show that N 2 ∼ = A 4 . First, we have C G (h 1 ) ∩ N G (H 2 ) = {Id}, as a direct calculation shows, and similarly for h 2 and h 1 h 2 =: h 3 . Therefore, if N ∈ N 2 acts nontrivially on H 2 , it must permute all 3 nontrivial elements. If T = x −ax x ax , with x 2 = 1 2a , then T h 1 T −1 = h 2 and T h 2 T −1 = h 3 . Both 2 and a are nonresidues mod p since p ≡ 5(mod 8) and if a were a residue, then P SL(2, p) would contain an element of order 4, contradicting
Thus there is an x satisfying x 2 = 1/2a. Moreover T is unique up to multiplication by an element of C G (H 2 ) = H 2 , which shows that
Then
Again, we have N 2 ∼ = A 4 acting by cyclic permutations, generated by
In both cases the normalizer acts as cyclic permutations on the nontrivial elements of H 2 , and thus:
Putting all of this together, we get:
Theorem 5.7. Let G = P SL(2, p) be the projective special linear group over F p , where p is an odd prime such that p ≡ 3, 5(mod 8). Write:
1 · · · l in n · r j1 1 · · · r jm m , with l k |(p − 1), r k |(p + 1).
Remark. For p = 3, this is the saturated ring R * (A 4 ).
Tambara functors, the ungraded case
After discussing whether the graded character ring functor is Mackey, it seems natural to turn to the theory of Tambara functors, which was introduced by Tambara in [Tam93] ; they can be understood as Mackey functors S(−) that are equipped, for each subgroup H ≤ G, with a multiplicative transfer map S(H) → S(G). In cohomology, this is the Evens norm map (see for example [CTVEZ03, Ch. 6]). In the case of graded character rings, tensor induction of representations is a natural candidate for the role of the multiplicative transfer. We must begin, however, with the ungraded situation: the fact that the multiplicative transfer turns K G (X) into a Tambara functor is mentioned without proof in both [Str12] and [Tam93] , and we propose here a proof for the sake of completeness.
To define Tambara functors, we need exponential diagrams. Let Gset/X, Gset/Y be the categories of G-sets over X, Y respectively, and let an equivariant map f : X → Y be given. The pullback functor Gset/Y → Gset/X has a right adjoint Π f : Gset/X → Gset/Y , which we now describe. Let p : A → X be a set over X. We construct q : Π f A → Y as follows:
where we write sec p (U, A) , given a subset U ⊂ X, for the set of all sections of p over U , that is, maps s : Theorem 6.2 ([Tam93, Th. 6.1]). Let S be a semi-Tambara functor. Then the function which assigns the set γS(X) to each G-set X has a unique structure of a Tambara functor such that the maps k S(X) form a morphism of semi-Tambara functors.
Corollary 6.3. The functor K G (−) has the structure of a Tambara functor.
The addition formula
A formula for the norm of the sum of two characters would enable us to compute the value of the norm map on negative virtual characters, a necessary step in determining whether the norm map preserves the Grothendieck filtration. Strikingly, there is no known general formula for the Evens norm of a sum of cohomological classes, or the tensor induction of a sum of characters. Below, we first establish a formula for the sum of two positive characters after [Tam93, §4]; we then use this formula to determine N G H (−ρ) for ρ ∈ R + (H), in the case of a normal subgroup H of prime index in G, which gives us an explicit expression for the norm of a virtual character in this case. We then prove that in the case of abelian groups, the norm map preserves the Grothendieck filtration, and thus R * (G) is a Tambara functor on abelian groups. 7.1. A general formula for positive representations. The following is an application of [Tam93, §4] , where Tambara gives a general addition formula for the norm. Let X, Y be G-sets and let f : X → Y be a G-map. As usual, we assume X = G/H, Y = G/K with H ≤ K ≤ G, and f = π H K . Moreover, we can restrict ourselves to K = G, since the tensor induction of a representation does not depend on the larger group. So Y = G/G = •, the one point set. Let: then for a vector bundle W ∈ K + G (G/H), the vector bundle χ(W ) ∈ K + G (V ) associates to each C = {x 1 , · · · , x n } the vector space W x1 ⊗ · · · ⊗ W xn ∼ = W ⊗n , and to each g ∈ G the linear map given by:
Note that, since it involves the map t ♯ , the morphism χ is only defined on K + G (G/H) for now. Throughout this section, we determine how to extend χ to vector bundles with negative coefficients, then to all virtual bundles.
We define a ring operation ∨ on K G (V ) as follows: let V (2) be the G-set of pairs (C 1 , C 2 ) of disjoint subsets of G/H. Let p 1 , p 2 , m be the G-maps taking (C 1 , C 2 ) to C 1 , C 2 , C 1 ⊔ C 2 , respectively. Then for z, t ∈ K G (V ), we let:
(z ∨ t) = m * (p * 1 (z) · p * 2 (t)).
This operation does not involve multiplicative norms (that is, it does not involve f ♯ for some map f ), thus it is well-defined on the whole ring K G (V ), and not just the semi-ring K + G (V ). Each fiber in a vector bundle is a representation of the stabilizer of the point above which it sits; for purposes of intuition, we point out that, as a representation of Stab(C), we have
where the direct sum is taken over all orbit representatives under Stab(C) of pairs (C 1 , C 2 ) such that C 1 ⊔C 2 = C. Again, since this operation only involves restrictions and inductions, it is defined for virtual characters. By [Tam93, Prop. 4 .4], the map χ is is a morphism from the monoid (K + G (H), +) to (K G (V ), ∨). Moreover, for τ, σ ∈ K + G (G/H), we have: f ♯ (σ + τ ) = χ(σ + τ ) G/H = (χ (σ) ∨ χ (τ )) {G/H} .
We now assume that H is a normal subgroup of G. In terms of representations, the situation is as follows: pick a transversal set T = {t 1 , · · · t n } for G/H and let C ⊂ G/H. For a representation ρ ∈ R + (H), write:
where ρ ti is the conjugate of the representation ρ by t i ∈ G, so that ρ ⊗C is a representation of Stab C. Note that ρ ⊗C does not depend on the choice of transversal set T , since a different coset representative t ′ i of t i H would be t h i for some h ∈ H, and ρ is invariant under conjugation by an element of H. Moreover, we have ρ ⊗G/H = N G H (ρ). Then we can reformulate the above as: 
we use, crucially, the fact that ρ has dimension 1. Thus N G H ρ is determined by its values on H, and if Res G H (ρ = ρ then ρ n = N G H ρ.
Let us now restrict to the case K = C. Then the irreducible characters of G are one-dimensional and we can apply the above result.
