Abstract-The integration of wireless communication and control systems revealed wireless networked control systems (WNCSs). One fundamental problem in WNCSs is to have a wide coverage area. For the first time in the literature, we address this problem and we obtain the maximum coverage area by solving an optimization problem. In this technical note, we consider a WNCS where the output sensor measurements are transmitted over separate heterogeneous multi-hop wireless ad-hoc subnetworks. The observation process is divided into N parts and the system state is estimated using the Kalman filter. We present the critical arrival probability for a sensor measurement packet such that if the packet arrival probability is larger than the critical value, it is guaranteed that the estimator of the WNCS converges. We derive the maximum total coverage area of the heterogeneous wireless subnetworks having maximum cost-efficiency under the constraint of the convergence of the WNCS estimator.
On the Maximum Coverage Area of Wireless Networked Control Systems With Maximum Cost-Efficiency Under Convergence Constraint
by solving an optimization problem in [4] . Although in [5] - [7] , the authors study the maximum coverage area for wireless networks, they do not consider the convergence of a WNCS estimator which utilizes wireless networks. We find the maximum coverage area of a wireless network having maximum cost-efficiency by considering the convergence of the WNCS estimator. In our scenario, wireless sensor nodes are employed to observe the system behavior. We consider that the sensor measurements are transmitted to the controller over multi-hop wireless ad-hoc networks.
As an extension of our previous study in [4] , we employ a heterogeneous multi-hop wireless ad-hoc network model as a generalization of homogeneous networks. In these networks, also known as cognitive radio sensor networks [8] , [9] , measurement packets are conveyed to the WNCS estimator by utilizing available channels opportunistically. These packets may be lost due to the unreliable wireless channel characteristics caused by the noise, collision, and congestion. Since the WNCSs rely on the observations of the sensors to estimate the state of the system, any loss of the sensor measurements degrades the stability of the WNCS.
We use the Kalman filter for the state estimation of the system. The Kalman filtering is a well studied technique in control theory [10] , [11] . In the classical sense, the Kalman filter uses all the observation data provided by the sensors for the state estimation. However, for the WNCSs, the observations may be lost due to wireless channel conditions. In [10] , the Kalman filter is studied when the observations are intermittent; nevertheless, the authors do not consider statistical convergence behavior. In [11] , the authors investigate the state estimation process, in which the sensor measurements are received or lost completely in a stochastic manner, and they show that if the probability of arrival of an observation is above a threshold, the expectation of the state estimation error covariance is bounded. In [12] , the authors consider two sensors, and the measurement of each sensor is independently received or lost by the Kalman filter. Furthermore, in [13] , the H ∞ filtering problem is studied for a class of discretetime networked nonlinear systems with random delays and packet losses; and in [14] , the distributed fuzzy filters are designed so that the filtering error dynamic system to be mean-square stable in spite of time-varying delays and multiple probabilistic packet losses. However, none of these works address the maximum coverage area problem of a WNCS network under the convergence constraint.
We consider the general case of the system presented in [12] . The observation process is divided into N parts and each part is independently and randomly received or lost by the Kalman filter. Thus, we consider N separate multi-hop wireless ad-hoc subnetworks for our scenario and each subnetwork includes one sensor node. Based on the derivations presented in [12] , we derive the critical arrival probability for the measurement of each sensor such that if the arrival probability of a sensor measurement is larger than the critical value, it is guaranteed that the estimator of the WNCS is convergent so that the WNCS is stable. In this technical note, we refer the stability of the WNCS as the convergence of the WNCS estimator. Then, we show that there exists a critical hop-diameter of a subnetwork such that if the hopdiameter of the subnetwork is less than the critical hop-diameter, the WNCS is stable where the maximum hop number of the shortest paths between any two node pairs in the network is the hop-diameter. Furthermore, based on the solution of an optimization problem, we find both the optimum hop-diameter and the maximum coverage area of the multi-hop wireless ad-hoc network with maximum cost-efficiency under the constraint of the convergence of the WNCS estimator.
II. KALMAN FILTERING WITH PARTIAL OBSERVATION LOSSES
In a WNCS, the Kalman filter gathers sensor measurements from distinct sensors and each sensor node encodes its own observation into a single packet. However, some of the packets might be lost during the wireless data transmission. In [12] , the authors present a state estimation process with partial observation losses considering that the observation process is divided into two parts which are transmitted over different wireless channels by two different sensor nodes. In this section, we present a general state estimation process, i.e., the observation process is divided into N parts, with partial observation losses using the Kalman filter. In other words, the Kalman filter uses the output observations of N independent sensors.
We consider a general multiple-input multiple-output (MIMO) discrete time linear time-invariant system which is described by the following system equations:
where x t ∈ R n is the system state vector, w t ∈ R n is the system disturbance vector, A ∈ R n×n is the system matrix, y i,t ∈ R m i , is sensor measurement output vector, v i,t ∈ R m i is the measurement noise vector, and C i ∈ R m i ×n is the output matrice for i = 1, 2, . . . , N and the subscript t indicates the time index. Also note that the boldface symbols in this technical note represent vectors. We define
T . Both w t and v t are assumed to be Gaussian random vectors with zero mean and their covariance matrices are Q ≥ 0 and R > 0, respectively. R is a N × N matrix having elements as R ij = E[v i,t v j,t ]. Furthermore, we assume that the system (A, C) is observable; hence, the Kalman filter converges without sensor measurement losses.
The sensor measurement packets y 1,t , y 2,t , . . . , y N,t are encoded independently and transmitted over different multi-hop wireless ad-hoc subnetworks. We use random variable γ i,t which indicates whether the measurement packet of ith sensor, y i,t , is correctly received during a given sample period. We assume γ i,t for i = 1, 2, . . . , N are independent Bernoulli random variables with Pr{γ i,t = 1} = λ i and Pr{γ i,t = 0} = 1 − λ i . That is, if γ i,t = 1, then the measurement packet y i,t is correctly received; otherwise, the packet is lost during the wireless data transmission. λ i depends on the channel gains, the network resource allocation, the network traffic, and the number of hops taken by a packet to reach the Kalman filter. In this technical note, we are only interested in the successful transmission probability of a packet between two nodes and we do not consider the effects of modulation, decoding and encoding processes of the information on the successful transmission probability of a packet.
The block diagram of the WNCS for our scenario is shown in Fig. 1(a) . Note that the observation process is stochastic due to the random measurement losses during the packet transmission process. Furthermore, since we assume that γ i,t and γ j,t for i = j are independent for every t and t , the sensor measurement packets y i,t for i = 1, 2, . . . , N can be independently lost or received. Therefore, the loss of a measurement packet is equivalent to the reception of a measurement having an infinite noise variance. Then, for the measurement noise vectors v i,t , we define the following conditional
. Then, we take the limit as σ 2 i → ∞ to derive the Kalman equations for random partial losses. In [11] , the authors investigate the state estimation process, in which the sensor measurement packet is received or lost completely, and they show the existence of a critical packet arrival probability λ c such that
For the general case, based on the derivations and results given in [12] , if (A, Q) is controllable and (A, C) is observable, for a fixed set of
, the state estimation error covariance is bounded and estimator converges so that the WNCS is stable. If the output matrices C 1 , C 2 , . . . , C N are square and invertible A has a single unstable eigenvalue, the upper and lower bounds for lim t→∞ E[P t+1|t ] coincide and the critical packet arrival probability of the measurement packet of the ith sensor becomes
where α = max i |σ i | and σ i is the ith eigenvalue of A [12] . We discuss the appropriate selection of the set of (λ 1 , λ 2 , . . . , λ N ) in Section IV for a cost-efficient WNCS with the maximum coverage area under convergence constraint.
III. MULTI-HOP WIRELESS Ad-Hoc NETWORK MODEL AND CONNECTIVITY
For the WNCS, we employ multi-hop wireless ad-hoc networks. The first advantage of multi-hop wireless ad-hoc networks is that they can be employed in a fast and easy way, which is the reason why they are named "ad-hoc networks" [15] . The second advantage of this network model is that very large areas can be covered by means of the multi-hop property. However, since the wireless channels are unreliable, as the number of hops increases during the packet transmission, the packet arrival probability decreases.
In this technical note, we consider a heterogeneous multi-hop wireless ad-hoc network model in which cognitive radio ad-hoc networks (secondary networks) coexist with licensed networks (primary networks). In such a heterogeneous network, the secondary network nodes, i.e., Secondary Users (SUs), cannot communicate with the primary network nodes, i.e., Primary Users (PUs). Cognitive radio ad-hoc networks enable the unlicensed secondary users to utilize the spectrum holes unoccupied by the licensed PUs so that the limited spectrum resource is more efficiently used [9] . For the analysis presented in this part, we assume that the sensor measurements are transmitted to the Kalman filter over the cognitive radio multi-hop wireless ad-hoc subnetworks.
We assume that the PUs (SUs) are distributed according to two dimensional homogeneous Poisson point process having a density ρ p (ρ s ). We consider that the transmission ranges of all primary (secondary) network nodes are the same and denoted by r p (r s ). The connectivity of cognitive radio networks is more troublesome than the connectivity of homogeneous networks. That is, the secondary cognitive radio network is connected if each node pair SU i and SU j in the cognitive radio network satisfies the following conditions: 1) The distance between SU i and SU j , r, satisfies r ≤ r s condition. 2) Both SU i and SU j are outside the transmission range r p of every active sender in the primary network. 3) There is no active primary network receiver in the transmission range r s of SU i and SU j . In Fig. 1(b) , the heterogeneous multi-hop wireless ad-hoc network model used in this technical note is shown where G i denotes the ith cognitive radio subnetwork including the ith sensor node.
In [15] , the authors show that there exists a critical node density ρ * s such that if the node density of the secondary network is larger than ρ * s , the secondary network percolates at all time, i.e., there exists always an infinite connected component in the secondary network under the time-varying spectrum availability. To guarantee the connectivity of the secondary network, we use the upper bound of the critical node density which is given by [15] 
where
We assume that each PU sender is associated with an independent and identically distributed (i.i.d.) alternating renewal process, 1 denoted by S p (t), which alternates between two states: the ON state, during which the licensed channel is used by the PU, i.e., the PU is active; and the OFF state, during which the licensed channel is not used by the PU, i.e., the PU is inactive. Π 1 in (3) is defined as the probability that the licensed channel is used by a PU, i.e., Π 1 = Pr{S p (t) = 1}.
IV. MAXIMUM COVERAGE AREA ANALYSIS
In a multi-hop network, we can increase the coverage area by increasing the number of nodes in the network. However, if the coverage is enlarged with an increase in the number of nodes, the number of hops during the packet transmission between two distant nodes rises. Because of the unreliable wireless channels, an increase in the number of hops during the transmission decreases the successful packet arrival probability, and the estimator of the WNCS might diverge and WNCS become unstable as discussed in Section II. Thus, for a stable WNCS, the hop-diameter of the network, denoted by d i , becomes a critical parameter.
The successful packet transmission probability between two nodes, which are within the transmission range of each other, is assumed to be constant and the same for each transmission process in the network and it is denoted by β. Therefore, the probability that the ith sensor measurement is correctly received by the Kalman filter, i.e., λ i , can be expressed as λ i = β M i for i = 1, 2, . . . , N where M i is the number of hops taken by the packet transmitted by the ith sensor until it reaches the Kalman filter. M i depends on the routing protocol, network topology, and number of nodes. Here, we assume that the routing protocol is smart enough so that it can find a single shortest route from the sensor to the Kalman filter [16] .
Let the critical packet arrival probability of the ith sensor measurement be λ c i . Based on the definition of the hop-diameter of a network, the maximum number of hop taken by a measurement packet until it reaches the Kalman filter is less than or equal to the hop-diameter of the subnetwork. Then, using λ i = β M i , the critical-hop diameter of ith subnetwork is d ) denotes the number of nodes which guarantees that the packet arrival probability is greater than the critical value and the proof is straightforward.
If we consider only the convergence criterion, for a given set of (λ 1 , λ 2 , . . . ,
and hence the total coverage area of the ith subnetwork becomes infinite. Indeed, it is irrational and cost-inefficient to place infinitely many nodes in a subnetwork including a sensor node whose critical packet arrival probability is 0. That is, a decrease in λ c i decreases the importance of the subnetwork G i , and when λ c i = 0, the measurements of the ith sensor in G i become unnecessary for the convergence of the WNCS estimator. Thus, the cost-efficiency of the multi-hop wireless network should also be considered because the selection of a set of packet arrival probabilities of the sensor measurements affects the cost-efficiency.
Since when
as the efficiency of the ith subnetwork. Therefore, to find a cost-efficient multi-hop wireless ad-hoc network, we define a costefficiency function as follows
where m i (λ i ) is the number of nodes in the subnetwork G i which guarantees that the packet arrival probability is bounded below by λ i and it is given by m i (λ i ) = ln(λ i )/ ln(β) + 1. Note that the costefficiency function is the weighted sum of the number of nodes in the subnetworks. Using (2), the set of (λ 1 , λ 2 , . . . , λ N ) which both maximizes f (λ 1 , . . . , λ N ) and ensures the convergence of the WNCS estimator can be found by solving the optimization problem as
Note that, the convergence condition of a WNCS estimator is λ i ≥ λ c i for i = 1, 2, . . . , N where λ c i is given in (2) as discussed in Section II. We numerically evaluated the objective function in (5) to obtain a pattern for the solution. Since there is a constraint of the maximization problem, the maximum point changes according to the constraint. That is, if the constraint functions for λ i for i = 1, 2, . . . , N are small enough, the maximum point is equal to the global maximum of the objective function and the global maximum point is given by e − ln(β)−1 , which is an analytical result. However, if the constraint functions are larger than a certain value, the maximum is found by considering both the objective and constraint functions. For this second case, we found that the maximum value of the objective function in (5) can be approximately given by 1 − α −2/N according to the numerical evaluations of the objective function. Therefore, the solution of (5) can be approximated as
denotes the optimum convergent set having the maximum cost-efficiency. Note that, since we used an approximation for the second case of the optimization problem in (5), the solution given in (6) is an approximate solution obtained using an ad hoc method. The results show that the solution given in (6) accurately satisfies the convergence constraint of the WNCS estimator and maximizes the cost-efficiency.
Using the optimum set of packet arrival probabilities given in (6), the optimum hop-diameter of the ith subnetwork having the maximum cost-efficiency is given by
Furthermore, to guarantee the convergence of the WNCS estimator, we use the lower bound for the maximum number of nodes in G i , denoted by m i (λ opt i ), and it is
for i = 1, 2, . . . , N. Based on the number of nodes in each subnetwork having maximum cost-efficiency under the convergence constraint, we can derive the maximum coverage of the WNCS. Note also that, (6), (7), and (8) are independent of i which is an expected result because we consider each subnetwork identical. In our future work, we aim to consider subnetworks having different parameters to make the scenario more realistic. To find the coverage area of the subnetworks for the number of nodes given in (8), we consider the connectivity of the subnetworks. Thus, to have the maximum coverage area for a given number of nodes, we assume that the node density of the heterogeneous multihop wireless ad-hoc network is the same as the critical node density ρ * s in (3). Then, for a stable WNCS, the maximum coverage area of the subnetwork G i , which has the maximum cost-efficiency, is given by
Since the number of nodes found in (8) is the same for each subnetwork, the maximum total coverage area of the heterogeneous subnetworks is given by
V. NUMERICAL ANALYSIS
In this section, we present the numerical analyses of both the optimum hop-diameter d of the heterogeneous subnetworks with respect to several system and network parameters. We assume that the observation model matrices C 1 , C 2 , . . . , C N are square and invertible [11] , [12] . Note that, the observation model matrices map the true state space into the observed space and in general, their dimensions are m i × n for i = 1, 2, . . . , N. If C i is a square matrix, the true state space and the observed space have the same dimensions, which is a quite reasonable assumption. The numerical evaluations are conducted using MATLAB.
A. Optimum Hop-Diameter of Subnetworks
In the first part of the numerical analyses, we present the variation of the optimum hop-diameter of subnetworks, d opt i , given in (7) with respect to the number of sensor nodes, N , the successful packet transmission probability between two nodes, β, and the eigenvalue of A having the maximum magnitude, α.
In Fig. 2(a increases with an increase in β which is an expected result. Note that 0 ≤ β ≤ 1 and as β → 1, ln(β) → 0, also the numerator in (7) is negative; hence, an increase in β causes an increase in d decreases with an increase in α. For a fixed β =0.9, the results seen in Fig. 2(b) show that d opt i decreases with an increase in α, which supports our inferences. It is also seen that d opt i can be increased with an increase in N .
B. Maximum Total Coverage Area of Heterogeneous Network
In this part, we consider the maximum total coverage area of the heterogeneous multi-hop wireless ad-hoc network model. We present the effect of r s , r p , N , β, α on the maximum total coverage area of the heterogeneous subnetworks, S T ht , given in (9) . For the numerical analysis presented in this part, we consider that the secondary cognitive radio subnetwork G i is connected. Furthermore, we set ρ p = 0.01 nodes/m 2 . In Fig. 3(a) T decreases with an increase in r p . For connectivity of the secondary network, the PUs are required to be outside the transmission range of SUs as explained in Section III-B. Thus, an increase in the transmission range of PUs decreases the number of connected nodes in the secondary network, which decreases the maximum total coverage area of the secondary subnetworks. In addition, the results show that an increase in β can significantly increase the total coverage area of the subnetworks.
The effect of α, i.e., the eigenvalue of the system matrix A having the maximum magnitude, on the maximum total coverage area of the multi-hop wireless subnetworks S T is shown in Fig. 3(c) for different N values. Here, we set r s = 50 m, r p = 100 m, Π 1 = 0.01, and β = 0.9. According to the results, an increase in α, causes a reduction in the maximum total coverage area S ht T . For a given N , an increase in α decreases the optimum hop-diameter. Therefore, since m i (λ [17] , the authors consider the problem of minimizing the largest eigenvalue of a matrix. Therefore, this technique can be used to change the largest eigenvalue of the system matrix A.
In Fig. 3(d) , the effect of Π 1 , on the maximum total coverage area of the multi-hop wireless subnetworks S T for different N values is demonstrated. For this analysis, we set r s = 50 m, r p = 50 m, α = 4.0, and β = 0.9. According to the results, an increase in Π 1 , causes a reduction in the maximum total coverage area S ht T . Activation of the PUs degrade the connectivity of SUs. That is, for the connectivity of the secondary network, the spectrum holes unoccupied by the licensed PUs are required. Therefore, an increase in the activation rate of the PUs decreases the number of connected nodes in the secondary network, which eventually decreases the maximum total coverage area of the secondary subnetworks.
VI. CONCLUSION
For the WNCS applications requiring wide coverage areas, e.g., exploration and navigation, the maximum coverage area expression can be used for a cost-efficient multi-hop network ensuring the convergence of the estimator and hence the stability of the control system. Using the analysis presented in this technical note, the maximum total coverage area can be increased by appropriately adjusting the number of sensors, the successful transmission probability between nodes, the transmission range of nodes, and the eigenvalues of the system matrix.
