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Abstract 
Many basic properties of the Kronecker products and Hadamard products are given , and 
many results for positive definite matrices are discussed. Moreover Holdert's inequality 
and  the  arthmetic,   geometric  mean  inequalities  are  also  applied  for  Kronecker  and  
Hadamard products . 
An analysis of  inequalities  concerning  the spectral  radius of  Hadamard products of   
positive  operators as ??  space  have been done in all details,  including some  applications 
for the Kronecker products in matrix equations and differential matrix equations. 
Furthermore we showed that these inequalities can be extended to infinite nonnegative 
matrices .  
A development of inequalities for Kronecker products and Hadamard products of positive 
definite matrices involving Kronecker  powers and Hadamard powers of linear  combinat- 
 ion of matrices are given in complete details.  
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  "ﻜﺮ واﻟﻬﺎداﻣﺎردﻴﻟﻀﺮب اﻟﻜﺮوﻧﺑﻌﺾ أﻃﻮال اﻟﻤﺘﺒﺎﻳﻨﺎت "
  ﻋﻼء ﻋﺒﺪ اﻟﻔﺘﺎح ﻣﺼﻄﻔﻰ ﺻﺎﻟﺢ: إﻋﺪاد
  ﺟﻤﻴﻞ ﺟﻤﺎل إﺳﻤﺎﻋﻴﻞ. د: إﺷﺮاف
  ﺺﻣﻠﺨ
  ﺑﺎﻟﻤﺼﻔﻮﻓﺎت اﻟﻤﻮﺟﺒﺔ  ﺗﺘﻌﻠﻖ  اﻟﻨﺘﺎﺋﺞ اﻟﺘﻲ  ﺑﻌﺾ  آﺮوﻧﻴﻜﺮ وهﺎداﻣﺎرد  وآﺬﻟﻚ  ﻟﻀﺮب  آﺜﻴﺮة  ﺗﻢ اﺳﺘﻌﺮاض ﺧﺼﺎﺋﺺ
  . وﻣﻦ ﺛﻢ ﺗﻄﺒﻴﻖ ﻣﺘﺒﺎﻳﻨﺔ هﻮﻟﺪر واﻟﻮﺳﻂ اﻟﺤﺴﺎﺑﻲ واﻟﻬﻨﺪﺳﻲ ﻟﻀﺮب آﺮوﻧﻴﻜﺮ وهﺎداﻣﺎرد
 ﻟﻠﻤﺆﺛﺮات اﻟﻤﻮﺟﺒﺔ ﻋﻠﻰ ﻓﻀﺎءات ﺑﻨﺼﻒ اﻟﻘﻄﺮ اﻟﻄﺒﻴﻌﻲ   ﺑﻌﺾ اﻟﻤﺘﺒﺎﻳﻨﺎت اﻟﻤﺘﻌﻠﻘﺔ  ﺗﺤﻠﻴﻞ  ﺗﻢ  وآﺬﻟﻚ ??   ﺗﺸﻤﻞواﻟﺘﻲ 
  ﺗﻮﺳﻴﻌﻬﺎ  ﻳﻤﻜﻦ  اﻟﻤﺘﺒﺎﻳﻨﺎت ان هﺬﻩ   وﺑﻴﺎن واﻟﺘﻔﺎﺿﻠﻴﺔ   اﻟﻤﺼﻔﻮﻓﻴﺔ  ﻓﻲ اﻟﻤﻌﺎدﻻت  ﻟﻀﺮب آﺮوﻧﻴﻜﺮ اﻟﺘﻄﺒﻴﻘﺎت   ﺑﻌﺾ
  وﺗﺮآﻴﺒﺎت  ﻗﻮى  ﺗﺸﺘﻤﻞ ﻋﻠﻰ  واﻟﺘﻲ  اﻟﻤﻮﺟﺒﺔ  ﻟﻠﻤﺼﻔﻮﻓﺎت  اﻟﻤﺘﺒﺎﻳﻨﺎت  ﻟﻠﻤﺼﻔﻮﻓﺎت اﻟﻼﻧﻬﺎﺋﻴﺔ ﻏﻴﺮ اﻟﺴﺎﻟﺒﺔ وﺗﻄﻮﻳﺮ هﺬﻩ
     . ﺧﻄﻴﺔ ﻣﻦ هﺬﻩ اﻟﻤﺼﻔﻮﻓﺎت ﺑﺎﻟﺘﻔﺼﻴﻞ اﻟﺘﺎم
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Introduction 
When most people multiply two matrices together,   they generally use the conventional  
multiplication method. 
We consider two types of matrix multiplication, that are very interesting, these  multipl- 
ication are the Kronecker product and the Hadamard product. 
In mathematics, the Kronecker product denoted by   ۪   is an operation on two matrices  
of arbitrary sizes resulting in a block matrix. The Kronecker product should not be conf- 
used with the usual matrix multiplication which is an entirely different operation. 
The Hadamard product denoted by ל  is a binary operation that takes two matrices of the 
same dimensions, and produces another matrix where each  ݆݅ݐ݄  element is the product  
of the  ݆݅ݐ݄  element of the original two matrices.   
In chapter one,   sections 1, 2  and  3,  I give some basic concepts from matrix  analysis.  
In section 4, I give some of the basic properties of the Kronecker Product,   and  show 
The difference  between  matrix  multiplication and  Kronecker  Products  matrices,   by  
comparing some  basic properties, also,  we present the Kronecker sum of matrices,   the  
vec-vector. 
At the  end of  this  chapter  in  section 5,  we  present some properties of  the Hadamard 
products of matrices.  
In  chapter  two,  we  analyze  some  inequalities for Kronecker products  and Hadamard  
products of positive definite matrices in all details. 
vii 
 
In chapter three,  we analyze the Hadamard product of matrices of operators on ݈௣,  and  
inequalities for spectral radius of Hadamard products in all details. 
Finally,   in chapter  four  we  put  some applications of  the  Kronecker product,  matrix   
equations,  and matrix differential equations.  
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Index of Special Notation 
Թ                                       The set of all real numbers 
ԧ                                       The set of all complex numbers 
ԋ                                        Usually field (Թ or ԧ) 
ܯ௡                                     Square matrix of size ݊ ൈ ݊ 
ܯ௠,௡                                  Matrix of  size ݉ ൈ ݊  
det(ܣ)                                The determinant of the matrix ܣ ൌ ൣܽ௜௝൧ א ܯ௡ 
ܣ்                                      The transpose matrix of a matrix ܣ   
ܣҧ                                        Conjugate of  ܣ א ܯ௠,௡ 
ܣכ                                      Conjugate transpose of  ܣ א ܯ௠,௡  
ܣିଵ                                    Inverse of a nonsingular ܣ א ܯ௡ 
ܣ
భ
మ                                      Square root of matrix such that ቀܣ
భ
మ ቁ
ଶ
ൌ ܣ 
tr ܣ                                    Trace of ܣ א ܯ௡ 
| ܣ|                                     Absolute value ൣหܽ௜௝ห൧ or ሺܣܣכሻ
భ
మ 
ߪሺܣሻ                                  Spectrum of  ܣ א ܯ௡   
ߩሺܣሻ                                  Spectral radius of ܣ א ܯ௡  
ܣሺߙ, ߚሻ                              Submatrix of ܣ א ܯ௠,௡ 
ܣሺߙሻ                                  Principal submatrix 
ܸ݁ܿሺܣሻ                               Vector of stacked columns of ܣ א ܯ௠,௡ 
۪                                        Kronecker product 
ל                                          Hadamard product 
۩                                        Kronecker sum     
צ·צଵ                                      ݈ଵ  norm 
צ·צଶ                                      ݈ଶ  (Euclidean) norm, frobenius 
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צ·צஶ                                     ݈ஶ  (maximum absolute value) norm 
צ·צ௣                                      ݈௣  norm  
ሼߪ௜ሺܣሻሽ                                 Singular value of  ܣ א ܯ௠,௡   
ߣ                                           eigenvalue of  ܣ  
Cond ܣ                                 Condition number 
ݔ                                           Column vector 
ܷ                                           Unitary matrix 
A෡                                            The Hadamard inverse   
ሾJ௠௡ሿ௜௝ ൌ 1                            The Hadamard identity   
∑                                            Summation 
∏                                           Product 
ܣ۪௞                                       The ݇௧௛ Kronecker power  
ܣሺ௞ሻ                                       The ݇௧௛ Hadamard power  
•                                             The Hadamard sum   
Զ௠                                         The positive definite matrices  
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Chapter one 
Preliminaries 
1. 1    Introduction 
The  contents of  sections 1.1, 1.2, and 1.3 can be found in ref. [11]. 
Definition  1.1.1  If  ܣ ൌ ൣܽ௜௝൧  א ܯ௠,௡, then ܣ் ൌ ൣ ௝ܽ௜൧ א ܯ௡,௠ is Called the transporse 
of A  and   ܣכ=ൣ തܽ௝௜൧ א  ܯ௡,௠   is called the  adjoint  transpose of ܣ, and the  trace of ܣ  if 
ܣ א ܯ௡  is defined by trace(A) =  Σ௜ୀଵ
௡
ܽ௜௜.  
Theorem 1.1.1   Let A be an  ݉ ൈ ݊ matrix and let B be an  ݊ ൈ ݉ matrix then 
                           trace(ܣܤ) = trace(ܤܣሻ. 
Definition 1.1.2  If ܣ א ܯ௡ then 
(a) ܣ is called Hermition If ܣכ ൌ ܣ . 
(b) ܣ is called normal If ܣכܣ ൌ ܣ ܣכ. 
(c) ܣ is called unitary If ܣכܣ ൌ ܣ ܣכ ൌ ܫ௡, where ܫ௡ is an identity matrix of order n. 
 (d) ܣ is called orthogonal if ܣ் ൌ ܣିଵ.  Therefore, ܣ்ܣ ൌ ܣ ܣ் ൌ ܫ௡. 
Remark 1.1.3   All unitany and Hermition matrices are normal. 
Example 1.1.1   If ܣ ൌ ቂ1 െ11   1 ቃ א ܯଶ , then ܣ
כܣ ൌ ቂ2 00 2ቃ,  ܣܣ
כ ൌ ቂ2 00 2ቃ,  therefore 
ܣכܣ ൌ ܣܣכ, thus A is normal. 
Theorem 1.1.2   If A is a Hermition matrix, then its eigenvalues are real number.  
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Definition 1.1.3  A matrix ܣ א ܯ௡ is called idempotent if ܣଶ ൌ ܣ, and is called  
nilpotent if ܣ௡ ൌ 0 for positive integer n. 
Definition 1.1.4   Let  ܣ א ܯ௡.  A non-zero vector ݔ ݅݊ ԧ௡ is called an eigenvector  
corresponding to a scalar ߣ if ܣݔ ൌ ߣݔ.  The  scalar ߣ is  called an eigenvalue of ܣ,  
 the set of all eigenvalues of ܣ is called the spectrum of ܣ and is  denoted by ߪሺܣሻ.  
Definition 1.1.5     The spectral radius of ܣ is the non negative real number  
ߩሺܣሻ ൌ max  ሼ |ߣ|: ߣ א ߪሺܣሻ ሽ. 
Example 1.1.2  Consider the matrix ܣ ൌ ቂ7 െ24   1 ቃ א ܯଶ, then we have 
ቚ7 െ ߣ െ24 1 െ ߣቚ ൌ 0, thus (7- ߣሻ 
ሺ1 െ ߣሻ ൅ 8 ൌ 0,  which gives  ߣ ൌ 3 , 5 , therefore 
 ߪሺܣሻ ൌ ሼ 3 , 5ሽ, Hence ߩሺܣሻ ൌ 5.     
Theorem 1.1.3 Let ܣ א ܯ௡, then trace ሺܣሻ equals to the sum of the eigenvalues of ܣ   
and det (ܣሻ equals to the product of the eigenvalues of ܣ. 
Theorerm 1.1.4     ( Schurs unitary Triangularization theorem ) 
Given a matrix ܣ א ܯ௡ with eigenvalues  ߣଵ , . . . , ߣ௡  in any prescribed order, then  
 there is a unitary matrix  ܷ א ܯ௡ such that ܷכܣܷ ൌ ܶ where ܶ ൌ ൣݐ௜,௝൧ א ܯ௡ is upper  
triangular matrix with diagonal entries ݐ௜௜ ൌ ߣ௜ , ݅ ൌ 1 , 2 , … , n.  
Definition 1.1.6   The matrix  ܲ א ܯ௡ is called a permutation matrix if each row and  
column has exactly one 1, and zeros elsewhere. 
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Example 1.1.3  Let  ܲ ൌ ൥
1 0 0
0 0 1
0 1 0
൩ , ܳ ൌ ൦
0 0 0 1
0 1 0 0
1 0 0 0
0 0 1 0
൪ , P and Q are permutation 
matrices. 
Definition 1.1.8 (a) Let ܣ א ܯ௠,௡, for index sets ߙ ك ሼ 1 , …  , ݉ } and ߚ ك ሼ 1 ,  
…  , ݊}, we denote the submatrix that lies in the rows of ܣ indexed by ߙ and the  
columns indexed by ߚ as ܣሺߙ, ߚሻ. 
Example 1.1.4   ൥
ܽ ܾ ܿ
݀ ݁ ݂
݃ ݄ ݅
൩ ( { 1, 3 } , { 1, 2 , 3 } ) = ൤ܽ ܾ ܿ݃ ݄ ݅൨.  
(b) If ݉ ൌ ݊ and  ߙ ൌ ߚ, then the submatrix ܣሺߙሻ is called a principal submatrix of ܣ. 
 
1.2   Norms of vectors and matrices 
Definition 1.2.1  Let ܸ be a vector space over a field  (Թ ݋ݎ ԧሻ.  
 A function צ. צ׷ ܸ ื Թ  is a vector norm if for all ݔ , ݕ א ܸ, we have: 
(1) צ ݔ צ ൒ 0. 
(2) צ ݔ צ ൌ 0  if and only if ݔ ൌ 0. 
(3) צ ߙ ݔ צ ൌ  |ߙ|  צ ݔ צ for all scalars ߙ א . 
(4) צ ݔ ൅ ݕ צ ൑ צ ݔ צ  ൅ צ ݕ צ. 
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Definition 1.2.2  Let X be a complex (or real) linear space. Then the function  
                            ሺ. , . ሻ ׷ ܺ ൈ ܺ ื ԧ ሺ݋ݎ Թሻ with the properties 
(1)            ሺݔ, ݔሻ ൒ 0, 
(2)           ሺݔ, ݔሻ ൌ 0  if and only if  ݔ ൌ 0, 
(3)           ሺݔ, ݕሻ ൌ ሺݕ, ݔሻതതതതതതത, 
(4)           ሺߙݔ ൅ ߚݕ, ݖሻ ൌ ߙሺݔ, ݖሻ ൅ ߚሺݕ, ݖሻ, 
for all ݔ, ݕ, ݖ א ܺ  ܽ݊݀  ߙ, ߚ א ԧ ሺ݋ݎ Թሻ is called an inner product space on X. 
Example 1.2.1  (  vector norms) 
(a) The Euclidean norm ( or ݈ଶ norm ) on ԧ௡ is 
צ ݔ צଶൌ ሺ|ݔଵ|ଶ ൅ |ݔଶ|ଶ ൅ ڮ ൅  |ݔ௡|ଶሻ
భ
మ = ሺ Σ
௜ୀଵ
௡
|ݔ௜|ଶሻ
ଵ
ଶൗ  
(b) The sum norm ( or ݈ଵ norm )  on ԧ௡ is צ ݔ צଵൌ |ݔଵ| ൅ |ݔଶ| ൅ ڮ ൅ |ݔ௡| ൌ  Σ௜ୀଵ
௡
|ݔ௜ |.  
(c) The max norm ( or ݈∞ Norm ) on ԧ௡ is צ ݔ צ∞ൌ ݉ܽݔ{ |ݔଵ|, …  , |ݔ௡| }. 
(d) The  ݈௣ Norm on ԧ௡ is  צ ݔ צ௣ൌ ቀ Σ௜ୀଵ
௡
|ݔ௜|௣ቁ
ଵ ௣ൗ
  for   ∞ ൐ ܲ ൒ 1. 
Theorem 1.2.1  ( Hoሷ lders Inequality ) 
If ݌ ൐ 1 and ݍ ൐ 1 are real numbers such that  ଵ
௣
൅ ଵ
௤
ൌ 1, then 
Σ
௜ୀଵ
௡
|ݔ௜ݕ௜| ൑  ቀ Σ௜ୀଵ
௡
|ݔ௜|௣ቁ
ଵ ௣ൗ
  ቀ Σ
௜ୀଵ
௡
|ݕ௜|௤ቁ
ଵ ௤ൗ
,  that is  ԡݔ ݕԡ  ൑  ԡݔԡ௣ ԡݕԡ௤.  
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Theorem 1.2.2  ( Cauchy – Schwarz Inequality ) 
If ൏ .  ,   . ൐ is an inner product on a vector space ܸ over field  ,  then   
|൏ ݔ, ݕ ൐|ଶ ൑  ൏ ݔ, ݔ ൐ ൏ ݕ, ݕ ൐  . For all ݔ , ݕ א ܸ, equality occurs if and only if 
 ݔ ܽ݊݀ ݕ are linearly dependent. 
Definition 1.2.3 A function צ. צ ׷  ܯ௡ ื Թ  is said to be a matrix Norm if for all 
 ܣ, ܤ א ܯ௡ it satisfies the Following : 
(a) צ ܣ צ ൒ 0,              צ ܣ צ ൌ 0 ฻ ܣ ൌ 0. 
(b) צ ߙ ܣ צ ൌ |ߙ| צ ܣ צ,  for all scalars ߙ א  .                                                                
(c) צ ܣ ൅ ܤ צ ൑ צ ܣ צ  ൅ צ ܤ צ. 
 (d) צ ܣ ܤ צ ൑ צ ܣ צ צ ܤ צ.   
Some important properties of matrix norm are : 
(a) If ܣ א ܯ௡, ݐ݄݁݊ צ ܣ௞ צ ൑ צ ܣ צ௞ ,    ݇ ൒ 1.   
(b) צ I௡ צ ൒ 1. 
(c) If ܣ א ܯ௡ is invertible matrix, then צ ܣିଵ צ ൒ צ ܣ צିଵ.  
(d) If ܣ ് 0 א ܯ௡ such that ܣଶ ൌ ܣ  ݐ݄݁݊ צ ܣ צ ൒ 1. 
Example 1.2.2  Let ܣ א ܯ௡ , the p-Norm is defined by צ ܣ צ௣ൌ ൬ Σ௜,௝ୀଵ
௡
หܽ௜௝ห
௣൰
ଵ ௣ൗ
 
for 1 ൑ ܲ ൏ ∞, some special cases of the p-norm are : 
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(a) The ݈ଵ-Norm defined for ܣ א ܯ௡ by צ ܣ צଵൌ  Σ௜,௝ୀଵ
௡
หܽ௜௝ห. The maximum column sum 
matrix norm צڄצଵ is defined on ܯ௡ by  צ ܣ צଵൌ ݉ܽݔଵஸ௝ஸ௡ Σ௜ୀଵ
௡
หܽ௜௝ห.  
(b) The  ݈∞-Norm defined for ܣ א ܯ௡ by צ ܣ צ∞ൌ  ݉ܽݔଵஸ௜,௝ஸ௡หܽ௜௝ห. The maximum row sum 
 matrix norm צڄצ∞ is defined on ܯ௡ by  צ ܣ צ∞ൌ ݉ܽݔଵஸ௜ஸ௡ Σ௝ୀଵ
௡
หܽ௜௝ห.  
(c) In particular , when p=2 then 
  צ ܣ צிൌ ሺ Σ௜,௝ୀଵ
௡
หܽ௜௝ห
ଶሻଵ ଶൗ  ൌ  ሺݐݎܽܿ݁|ܣ|ଶሻ
భ
మ ൌ  ඥݐݎܽܿ݁ ሺ ܣכܣ ሻ,  is called the Frobenius 
norm ( Euclidean norm ).  
(d)The spectral Norm is defined by   צ ܣ צ௦௣ൌ ݉ܽݔଵஸ௜ஸ௡ ൛ ඥߣ௜ ׷  ߣ௜ א ߪ ሺ ܣ
כܣ ሻൟ.  
Definition 1.2.4   Let X and Y be normed spaces and let   ܣ ׷ ܺ ื ܻ   be a bounded  
linear operator with a bounded inverse ܣିଵ ׷ ܻ ื ܺ. Then Cond (A) = צ ܣ צ צ ܣିଵ צ,  
is called the condition number of ܣ. 
For example  the ݊ ൈ ݊ invertible matrix A we have 
ܥ݋݊݀ଶሺܣሻ ൌצ ܣ צଶ צ ܣିଵ צଶൌ  
ඥ|ߣ௠௔௫|
ඥ|ߣ௠௜௡|
. 
Definition 1.2.5 A matrix norm צ·צ is called unitarily invariant norm if צ ܣ צ ൌצ ܷܣܸ צ 
 For all ܣ א ܯ௡ and all unitary matrices ܷ, ܸ א ܯ௡.  
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1.3    Positive definite matrices  
Definition 1.3.1     A Hermition  matrix  ܣ א ܯ௡,  is  said to be   positive definite  if 
 ݔכ ܣ ݔ ൐ 0 for all nonzero ݔ א ԧ௡,  and it is called a positive semidefinite matrix if  
ݔכܣ ݔ ൒ 0 for all ݔ א  ԧ௡. 
  
Properties of positive definite (semidefinite) matrices : 
(a) Any principal submatrix of a positive definite matrix is positive definite. 
(b) The sum of any two positive definite (semidefinite) matrices of the same size is 
 positive definite (semidefinite). 
(c) Each eigenvalue of a positive definite (semidefinite) matrix is a positive 
 (nonnegative) real number.                                                                                         
(d) For a Hermition matrices ܣ, ܤ we write ܣ ൐ ܤ if A – B is positive definite, similary  
we write ܣ ൒ ܤ if ܣ െ ܤ is positive semidefinite.  
(e) A Hermation matrix with positive (nonnegative) eigenvalues is  positive definite  
(semidefinite).  
Definition 1.3.2  Let ܣ, ܤ א ܯ௡, then B is a square root of ܣ, if ܤଶ ൌ ܣ. 
Example 1.3.1 
Let ܣ ൌ ቂ11 11 11ቃ א ܯଶ, be a Hermition matrix. 
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Then ቚ11 െ ߣ 11 11 െ ߣቚ ൌ 0,  thus 
ሺ 11 െ ߣ ሻሺ 11 െ ߣ ሻ െ  1 ൌ 0,  which gives 
 ߣ ൌ 10 , 12. The eigenvector for ߣ ൌ 12  is ቂ11ቃ, and for ߣ ൌ 10 is  ቂ
  1
െ1ቃ,  so the matrix 
of  the  eigenvectors  is   ቂ1   11 െ1ቃ.   Finally,  we  have to  convert  this  matrix into an   
orthogonal matrix  by applying  the Gram-Schmidt  orthonormalization process on the 
column vectors to give  ܷ ൌ ቎
ଵ
√ଶ
ଵ
√ଶ
ଵ
√ଶ
ିଵ
√ଶ
቏ ,  which is a unitary matrix.  Thus 
ܣ
ଵ
ଶ ൌ  ܷܦ
ଵ
ଶܷכ ൌ  ቎
ଵ
√ଶ
ଵ
√ଶ
ଵ
√ଶ
ିଵ
√ଶ
቏ ൤√10 0
0 √12
൨ ቎
ଵ
√ଶ
ଵ
√ଶ
ଵ
√ଶ
ିଵ
√ଶ
቏ ൌ  ቎
√ଵ଴ା√ଵଶ
ଶ
√ଵ଴ି√ଵଶ
ଶ
√ଵ଴ି√ଵଶ
ଶ
√ଵ଴ା√ଵଶ
ଶ
቏. 
Theorem 1.3.1  Let  ܣ א ܯ௡ be a positive semidefinite and let ݎ ൒ 1 be a given integer,  
then there exists a unique positive semidefinite Hermition matrix ܤ such that  ܤ௥ ൌ ܣ,  
written as  ܤ ൌ ܣ
భ
ೝ.   
Example 1.3.2 (1) If ܣ א ௡ܲ (positive definite matrix) with eigenvalues  ߣଵ , ߣଶ , …  , ߣ௡ 
 then A ൌ U digሺλଵ , λଶ , …  , λ୬) ܷכ , where ܷ is a unitary matrix. 
(2) If  ݇ ൒ 0 , ݐ݄݁݊ ܣ௞ ൌ ܷ dig ൫ λଵ
୩ , λଶ
୩ , …  , λ୬
୩ ൯ Uכ.  
(3) The function calculus for ܣ is defined as ݂ሺܣሻ ൌ U digሺ fሺλଵሻ , fሺλଶሻ , …  , fሺλ୬ሻ ሻUכ. 
Definition 1.3.3  A map ߶ ׷  ܯ௡ ื ܯ௠ is unital if ߶ maps unit element to unit eleme- 
nt, ݅. ݁.  ߶ሺI௡ሻ ൌ I௠.  ߶ is positive if ߶ maps positive element to positive element, ݅. ݁.  
A ൒ 0 ฺ  ߶ሺAሻ ൒ 0. 
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Definition 1.3.4  A map ߰ ׷ Զ௡ ൈ Զ௡ ื Զ௠ is jointly concave if for any A, B, C, D א 
Զ௡ and any 0 ൏ ߳ ൏ 1, ߰ሺ߳ܣ ൅ ሺ1 െ ߳ሻܤ, ߳ܥ ൅ ሺ1 െ ߳ሻܦሻ 
                                                                             ൒ ߳ ߰ሺܣ, ܥሻ ൅ ሺ1 െ ߳ሻ ߰ሺܤ, ܦሻ. 
Definition 1.3.5  Let ܣ א ܯ௡,௠, ሺ ݉ ൒ n ሻ. Let the eigenvalues of the ݉ ൈ ݉ symmetric 
 matrix ܣכܣ be denoted by ߪ௜ଶ , ݅ ൌ 1 , 2 , …  , ݊. Where ߪଵଶ  ൒  ߪଶଶ  ൒  ߪଷଶ  ൒  …  
൒  σ௡ଶ  , then  ߪଵ ,  ߪଶ , …  , ߪ௡ , are called the singular values of ܣ. 
Example 1.3.3  Let ܣ ൌ ቂ2 1 00 2 2ቃ ,  then ܣ
כ ൌ ൥
2 0
1 2
0 2
൩ , thus ܣכܣ ൌ ൥
4 2 0
2 5 4
0 4 4
൩.  
The eigenvalues of ܣכܣ are  0 , 4 , 9.  Thus the singular values are  0 , 2 , 3. 
Theorem 1.3.2 ( Singular value Decomposition ) 
Let ܣ א ܯ௠,௡ has rank r and let ሼߪ௜ሽ௜ୀଵ௡  be the nonzero singular value of ܣ, then ܣ can  
be represented in the form A ൌ U D Vכ where U א M୫ and  V א M୬ are unitary and the  
matrix D ൌ ൣσ୧,୨൧ א M୫,୬, σ୧,୨ ൌ 0  for all ݅ ് ݆,  and ߪଵଵ ൒ ߪଶଶ ൒  …  ൒ σ୰୰ ൒ 
σ୰ାଵ,୰ାଵ ൌ  ڮ ൌ ߪ௤௤ ൌ 0 . where q = min{m,n}, the numbers {σ୧,୧} = ሼσ୧ሽ are the  
singular values of ܣ א ܯ௠,௡.  
 
 
 
10 
 
Theorem 1.3.3  ( Polar Decomposition ) 
Let ܣ א ܯ௠,௡,  with ݉ ൑ ݊.  Then A may be written in the form ܣ ൌ ܷܲ,  where 
ܲ א ܯ௠ is positive semidefinite,  rank ݌ ൌ rank ܣ,  and U א M୫,୬ has orthonormal 
rows (that is UUכ ൌ I ሻ. The matrix ܲ is always uniquely determined as ܲ ൌ ( ܣܣכሻ
భ
మ, 
 and ܷ is uniquely determined when ܣ has rank m . If ܣ is real then ܲ and ܷ may be  
taken to be real. 
 
1.4    The Kronecker product of matrices  
Leopold Kronecker was a German mathematician was born in liegnitz, Prussia ( Dece- 
mber 7,1823-December 29,1891 ). 
In mathematics, the Kronecker product denoted by ۪ is an operation on two matrices  
of arbitrary size resulting in a block matrix. The Kronecker product should not be conf- 
used with the usual matrix multiplication which is an entirely different operation. 
Definition 1.4.1   Let ܣ ൌ ൣܽ௜௝൧ א ܯ௠,௡ , ܽ݊݀ ܤ ൌ ൣܾ௜௝൧ א ܯ௣,௤.  Then the Kronecker 
product of A and B is defined as the matrix  A۪B ൌ ൥
aଵଵB ڮ aଵ୬B
ڭ ڰ ڭ
a୫ଵB ڮ a୫୬B
൩ ൌ ൣa୧୨B൧ א
M୫୮,୬୯, and has mn blocks. 
Example 1.4.1  Let  ܣ ൌ ቂ1 2 43 0 1ቃ,  and ܤ ൌ ቂ
1 0
3 2ቃ,  then  
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 A۪B ൌ ቂ B 2B 4B3B 0 B ቃ  ൌ ൦
1 0 2 0 4 0
3 2 6 4 12 8
3 0 0 0 1 0
9 6 0 0 3 2
൪.   
And  B۪A ൌ ቂ A 0A3A 2Aቃ ൌ ൦
1 2 4 0 0 0
3 0 1 0 0 0
3 6 12 2 4 8
9 0 3 6 0 2
൪,  thus A۪B ് B۪A , in general. 
 
Also if A ൌ I୬,  then  A۪B ൌ
ۏ
ێ
ێ
ێ
ۍ
ܤ 0 0 ڮ 0
0 ܤ 0 ڮ 0
0 0 ܤ ڮ 0
ڭ ڭ ڭ ڰ ڭ
0 0 ڮ 0 ܤے
ۑ
ۑ
ۑ
ې
 , of size nଶ ൈ nଶ where ܤ א ܯ௡.  
 
 And  B۪A ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ۍ
bଵଵ … 0
ڭ ڰ ڭ
0 … bଵଵ
ڮ
bଵ୬ … 0
ڭ ڰ ڭ
0 … bଵ୬
ڭ ڰ ڭ
b୬ଵ … 0
ڭ ڰ ڭ
0 … b୬ଵ
ڮ
b୬୬ … 0
ڭ ڰ ڭ
0 … b୬୬ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 ,  of size nଶ ൈ nଶ.  
 We note that if A ൌ I୬  , B ൌ I୫ , then I௡۪I௠ ൌ I௡௠.  For example 
    Iଶ۪Iଷ ൌ ቂ
1 0
0 1ቃ ۪ ൥
1 0 0
0 0 1
0 0 1
൩ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1ے
ۑ
ۑ
ۑ
ۑ
ې
. 
And  if  ݔ א ԧ௠, ݕ א ԧ௡,  then  ݔ۪ݕ் ൌ ሾݔଵݕ ,   ݔଶݕ ,   …  ,   ݔ௠ݕሿ் 
ൌ ൥
ݔଵݕଵ ڮ ݔଵݕ௡
ڭ ڰ ڭ
ݔ௠ݕଵ ڮ ݔ௠ݕ௡
൩ ൌ ݔݕ் ൌ൏ ݔ , ݕ ൐ א ܯ௠,௡.  
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The following theorem states some  basic properties of the Kronecker Product : 
Theorem 1.4.1.ሾ7ሿ  Let A א M୫,୬ then : 
(a) (ߙAሻ۪B ൌ α ሺA۪Bሻ ൌ A۪ሺαBሻ , for all α א F and B א M୮,୯. 
(b) ሺA۪Bሻ ٔ C ൌ A ٔ ሺB ٔ Cሻ , for B א M୫,୬ ܽ݊݀ C א ܯ௥,௦. 
(c) (A+B)۪C ൌ ሺA۪Cሻ ൅ ሺB۪Cሻ  for B א M୫,୬ and C א M୰,ୱ. 
(d) A۪ሺB ൅ Cሻ ൌ ሺA۪Bሻ ൅ ሺA۪Cሻ  for B , C א M୮,୯. 
(e) ሺܣ۪ܤሻ் ൌ ܣ்۪ܤ்  ݂݋ݎ ܤ א ܯ௣,௤. 
(f) ሺܣ۪ܤሻכ ൌ ܣכ۪ܤכ   ݂݋ݎ ܤ א ܯ௣,௤. 
(g) O۪ܣ ൌ ܣ۪Ο ൌ O. 
Proof : a) (ߙAሻ۪B ൌ ቎α ൥
aଵଵ ڮ aଵ୬
ڭ ڰ ڭ
a୫ଵ ڮ a୫୬
൩቏ ۪B ൌ ൥
αaଵଵ ڮ αaଵ୬
ڭ ڰ ڭ
αa୫ଵ ڮ αa୫୬
൩ ۪B 
                                ൌ ൥
ߙܽଵଵܤ ڮ ߙܽଵ௡ܤ
ڭ ڰ ڭ
ߙܽ௠ଵܤ ڮ ߙܽ௠௡ܤ
൩ ൌ  ߙ ൥
ܽଵଵܤ ڮ ܽଵଵܤ
ڭ ڰ ڭ
ܽ௠ଵܤ ڮ ܽ௠௡ܤ
൩ ൌ  ߙ ሺA۪Bሻ 
                                ൌ ൥
ߙܽଵଵܤ ڮ ߙܽଵ௡ܤ
ڭ ڰ ڭ
ߙܽ௠ଵܤ ڮ ߙܽ௠௡ܤ
൩ ൌ  ൥
ܽଵଵߙܤ ڮ ܽଵ௡ߙܤ
ڭ ڰ ڭ
ܽ௠ଵߙܤ ڮ ܽ௠௡ߙܤ
൩ ൌ ܣ۪ሺαBሻ. 
               e) ሺܣ۪ܤሻ் ൌ ൣܽ௜௝ܤ൧
் ൌ ൣ ௝ܽ௜ܤ்൧ ൌ ܣ்۪ܤ். 
               f) ሺܣ۪ܤሻכ ൌ  ൥
ܽଵଵܤ ڮ ܽଵ௡ܤ
ڭ ڰ ڭ
ܽ௠ଵܤ ڮ ܽ௠௡ܤ
൩
כ
ൌ  ൥
ܽଵଵ
____
ܤכ ڮ ܽ௠ଵܤכ
ڭ ڰ ڭ
ܽଵ௡
____
ܤכ ڮ ܽ௠௡ܤכ
൩ ൌ  ܣכ۪ܤכ.  
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g) O۪A ൌ ൥
0A ڮ 0A
ڭ ڰ ڭ
0A ڮ 0A
൩ ൌ ൥
O ڮ O
ڭ ڰ ڭ
O ڮ O
൩ ൌ O. ז 
 
In the following, we will see the difference between AB and A۪B,  it is known that if  
ܣ א ܯ௠,௞ , ܤ א ܯ௞,௡ and ܣܤ ൌ 0, it is not necessary that ܣ ൌ 0 or ܤ ൌ 0,  but the 
following corollary shows that if A۪B ൌ 0, then either ܣ ൌ 0  or ܤ ൌ 0. 
Corollary 1.4.2  Let A א M୫,୬ and B א M୮,୯.  Then A۪B ൌ 0, if and only if either  
ܣ ൌ 0  or ܤ ൌ 0.  
Proof :  if A۪B ൌ 0, then ൣa୧୨ B൧ ൌ ൥
aଵଵB ڮ aଵ୬B
ڭ ڰ ڭ
a୫ଵB ڮ a୫୬B
൩ ൌ ൥
0 ڮ 0
ڭ ڰ ڭ
0 ڮ 0
൩.   
So ܤ ൌ 0 or a୧୨ ൌ 0 for all ݅ ൌ 1 , …  , ݉  ܽ݊݀  ݆ ൌ 1 , …  , ݊ , thus either ܣ ൌ 0 or  
ܤ ൌ 0.  
Conversely,  let either ܣ ൌ 0  or ܤ ൌ 0. Then by theorem (1.4.1 (g) ) then A۪B ൌ 0. ז 
Theorem 1.4.3 ( The mixed product rule ) 
Let A א M୫,୬ , B א M୮,୯ , C א M୬,୰ and D א M୯,ୱ then  ሺA۪Bሻ ሺC۪Dሻ ൌ ሺAC ۪ BDሻ 
Proof : ( see ref ሾ13ሿሻ. ז 
Theorem 1.4.4. ሾ1ሿ   If A א M୬ and B א M୬ are normal matrices then, 
 A۪B is normal. 
Proof :  ሺA۪Bሻ ሺA۪Bሻכ ൌ ሺA۪Bሻ ሺAכ۪Bכሻ          ( by theorem 1.4.1 (f) ) 
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ൌ AAכ ۪ BBכ                    ( by theorem 1.4.3 ) 
ൌ  Aכ A ۪ BכB                   ( since A and B are normal ) 
ൌ ሺAכ۪BכሻሺA۪Bሻ               ( by theorem 1.4.3 ) 
=  ሺA۪Bሻכ ሺA۪Bሻ. ז  
  
From the mixed rule product, we have the following corollaries : 
Corollary 1.4.5. ሾ7ሿ  If A א M୫ and B א M୬ are nonsingular, then  A۪B  is also  
 nonsingular, with ሺ A۪B ሻିଵ ൌ Aିଵ۪ ܤିଵ. 
Proof : ( A۪B ሻ ሺ  Aିଵ۪ ܤିଵሻ ൌ ሺAAିଵሻ۪ ሺBܤିଵሻ       ( by theorem1.4.3 ) 
 ൌ ሺI୫  ۪ I௡ ሻ ൌ  I୫୬. 
ሺ  Aିଵ۪ ܤିଵሻ ሺ A۪B ሻ ൌ ሺAିଵܣሻ۪ ሺܤିଵܤሻ ൌ ሺI୫  ۪ I௡ ሻ ൌ  I୫୬.  
Thus Aିଵ۪ ܤିଵ = ሺ A۪B ሻିଵ under conventional matrix multiplication , so A۪B  is 
nonsingular.ז 
Corollary 1.4.6  If A א M୬ is similar to B א M୬  and ܥ א ܯ௠ is similar to ܦ א ܯ௠ then  
A۪C  is similar to B۪D. 
Proof :  Since A is similar to B and C is similar to D , there exist nonsingular  matrices  
P, Q such that A ൌ PBPିଵ and C ൌ QDQିଵ,  so  
A۪C ൌ ሺPBPିଵ ሻ ۪  ሺQDQିଵሻ  
          ൌ ሺP۪Qሻ ሺBPିଵ ٔ DQିଵሻ      ( by mixed product rule ) 
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          ൌ ሺP۪QሻሺB۪DሻሺPିଵ۪Qିଵሻ    ( by mixed product rule ) 
          ൌ  ሺP۪QሻሺB۪Dሻ ሺP۪Qሻିଵ      ( by corollary 1.4.5 ).ז 
 
The following corollaries present the orthogonal and unitary properties of Kronecker 
 product in the usual sense :  
Corollary 1.4.7  If A א M୬ is orthogonal and B א M୫ is orthogonal then A۪B is 
 orthogonal matrix. 
Proof :  ܣ and ܤ are orthogonal, so AA୘ ൌ I௡ and  BB୘ ൌ I୫. 
Using theorem (1.4.3), ሺA۪BሻሺA۪Bሻ୘ ൌ ሺA۪BሻሺA୘۪B୘ሻ ൌ  AA୘۪BB୘ 
 ൌ  I௡۪I୫ ൌ I୬୫ .  
Therefore A۪B is orthogonal.ז 
Corollary 1.4.8  Let U א M୬ and V א M୫ be a unitary matrices , then U۪V is a unitary 
matrix. 
Proof :   U and V are unitary implies Uିଵ ൌ Uכ and  Vିଵ ൌ Vכ. Using corollary (1.4.5) 
ሺU۪Vሻିଵ ൌ Uିଵ ۪ Vିଵ ൌ  Uכ ۪ Vכ ൌ  ሺU۪Vሻכ . Therefore U۪V is a unitary matrix.ז 
Theorem 1.4.9. ሾ7ሿ If A א M୬ and B א M୬ , then trሺA۪Bሻ ൌ tݎሺAሻ trሺBሻ ൌ tݎሺB۪Aሻ. 
Proof :  tr (A۪Bሻ ൌ tr ሺaଵଵBሻ ൅ tr ሺaଶଶBሻ ൅ … ൅ tr ሺܽ௡௡ܤሻ 
                              ൌ aଵଵtr B ൅ aଶଶtr B ൅ ڮ ൅ a୬୬tr B  
                              ൌ ሺ aଵଵ ൅ aଶଶ ൅ ڮ ൅ a୬୬ ሻ tr B 
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ൌ tݎ ܣ  tr B. 
Consequently, tr (A۪Bሻ ൌ  ሺtݎ ܣሻሺtr Bሻ ൌ ሺtݎ Bሻሺtr Aሻ ൌ tr ሺB۪Aሻ. ז 
Remark 1.4.1  By theorem  (1.4.9)  trሺA۪Bሻ ൌ tݎሺAሻ trሺBሻ, if A and B are square  
matrices, but if A א M୬୫, B א M୰ୱ,  then trሺA۪Bሻ ് tݎሺB۪Aሻ  in general as will see 
in the following example : 
Example 1.4.2  Let A ൌ ሾ2 െ1ሿ, B ൌ ൦
1  2
0   3
2   5
1 െ1
൪,   then A۪B ൌ ൦
2   4 െ1 െ2
0   6   0 െ3
4 10 െ2 െ5
2 െ2 െ1   1
൪. 
And B۪A ൌ ൦
2 െ1   4 െ2
0   0   6 െ3
4 െ2 10 െ5
2 െ1 െ2   1
൪.  Therefore  tr (A۪Bሻ ൌ 7, and tr ሺB۪Aሻ ൌ 13. ז  
 
The mixed product rule can be generalized in two ways as will see in the following  
theorem : 
Theorem 1.4.10  If Aଵ, Aଶ, … , A୔ א M୫  and Bଵ, Bଶ, … , B୔ א M୬,  then  
(a) ( Aଵ۪Aଶ۪ … ۪A௣ ሻ ሺ Bଵ۪Bଶ۪ … ۪B௣ ሻ ൌ  AଵBଵ۪AଶBଶ۪ … ۪A௣B௣. 
(b) (Aଵ۪Bଵሻ ሺAଶ۪Bଶሻ … ሺA௣۪B୮ሻ ൌ ሺ AଵAଶ … A௣ ሻ۪ሺ BଵBଶ … B௣ ሻ.  
Proof :  We use mathematical induction to prove  (a) and (b). 
(a) Let ݌ ൌ 2, so by the mixed product property  ( Aଵ۪Aଶሻ ሺ Bଵ۪Bଶሻ ൌ AଵBଵ۪AଶBଶ.  
Assume that ( Aଵ۪Aଶ۪ … ۪A௡ ሻ ሺ Bଵ۪Bଶ۪ … ۪B௡ ሻ ൌ  AଵBଵ۪AଶBଶ۪ … ۪A௡B௡.  
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Now , (  Aଵ۪Aଶ۪ … ۪A௡۪A୬ାଵ ሻ ሺ Bଵ۪Bଶ۪ … ۪B௡۪ܤ௡ାଵ ሻ 
 ൌ  ሾሺ Aଵ۪Aଶ۪ … ۪A௡ሻ ۪ A୬ାଵ ሿ ሾሺ Bଵ۪Bଶ۪ … ۪B௡ ሻ ۪ B୬ାଵሿ 
 ൌ ሾሺAଵ۪Aଶ۪ … ۪A௡ሻ ሺBଵ۪Bଶ۪ … ۪B௡ሻሿ ۪ ሾA୬ାଵ ܤ௡ାଵ ሿ      ( by theorem 1.4.3  )  
ൌ ሾAଵBଵ۪AଶBଶ۪ … ۪A௡B௡ሿ۪ ሾA୬ାଵ ܤ௡ାଵሿ ൌ AଵBଵ۪AଶBଶ۪ … ۪A௡B௡۪A௡ାଵB௡ାଵ. 
(b) Let ݌ ൌ 2 , so by the mixed product property ሺAଵ۪BଵሻሺAଶ۪Bଶሻ ൌ ሺAଵAଶሻ۪ሺBଵBଶሻ  
Assume that  (Aଵ۪Bଵሻ ሺAଶ۪Bଶሻ … ሺA௡۪B୬ሻ ൌ ሺ AଵAଶ … A௡ ሻ۪ሺ BଵBଶ … B௡ ሻ   
Now ( Aଵ۪Bଵሻ ሺAଶ۪Bଶሻ … ሺA௡۪B୬ሻ ሺA௡ାଵ۪B௡ାଵሻ 
         ൌ ሾAଵ۪Bଵሻ ሺAଶ۪Bଶሻ … ሺA௡۪B୬ሻሿ ሺ A௡ାଵ۪B௡ାଵ ሻ 
         ൌ ሾሺ AଵAଶ … A௡ ሻ۪ሺ BଵBଶ … B௡ ሻሿ ሺA୬ାଵ۪B୬ାଵሻ 
         ൌ ሾሺ AଵAଶ … A௡ሻA௡ାଵሿ ۪ ሾሺ BଵBଶ … B௡ ሻB୬ାଵሿ   ሺ by mixed product property ሻ  
         ൌ ሺ AଵAଶ … A௡A୬ାଵሻ۪ሺ BଵBଶ … B௡B௡ାଵ ሻ. ז 
Corollary 1.4.11  Let A א M୫ and B א M୬ .  
(a) if A and B are idempotent then  A۪B  is an idempotent.       
(b) If A and B  are nilpotent then  A۪B  is  nilpotent. 
Proof : (a)  A and B are idempotent then Aଶ ൌ A , Bଶ ൌ B, so  
ሺA۪Bሻଶ ൌ ሺA۪Bሻ ሺA۪Bሻ ൌ ሺAAሻ ۪ ሺBBሻ ൌ  Aଶ۪Bଶ ൌ A۪B.   
(b)  A and B are nilpotent then A௡ ൌ 0, B௡ ൌ 0.  So,  
ሺA۪Bሻ௡ ൌ ሺA۪BሻሺA۪Bሻ … ሺA۪Bሻ ൌ ሺAA … Aሻ۪ሺBB … Bሻ ൌ A୬۪B୬ ൌ 0 ۪ 0 ൌ 0. 
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Theorem 1.4.12. ሾ13ሿ  Let A א M୫ and B א M୬ , then 
(a) ሺA۪Iሻ௞ ൌ A୩۪I  and ሺI۪Bሻ୩ ൌ I۪B୩,  k ൌ 1 , 2 , … 
(b) For any polynomial pሺtሻ , pሺA۪I୫ሻ ൌ pሺAሻ ۪ I୫  and pሺI୬۪Bሻ ൌ I୬ ۪ pሺBሻ . 
Proof : (a) ሺA۪Iሻ௞ ൌ ሺA۪IሻሺA۪Iሻ … ሺA۪Iሻ 
                                     ൌ ሺA A  …  Aሻ۪ ሺI I …  Iሻ   ( by theorem 1.4.10 (b) ) 
                                 =  A୩۪I.  
And  ሺI۪Bሻ୩ ൌ  ሺI۪BሻሺI۪Bሻ … ሺI۪Bሻ ൌ ሺI I … Iሻ۪ ሺB B … Bሻ ൌ  I۪B୩. 
(b) Let ݌ሺݐሻ ൌ ܽ଴ ൅ ܽଵݐ ൅ ܽଶݐଶ ൅  …  ,  so  
            ݌ሺAሻ ൌ a଴I୬ ൅ ܽଵA ൅ ܽଶAଶ ൅  … ൌ  Σ୩ୀ଴a୩A
୩  ,     A଴ ൌ I୬. 
Now,  pሺA۪I୫ሻ ൌ  Σ୩ୀ଴a୩ሺA۪I୫ሻ
୩ ൌ  Σ
୩ୀ଴
a୩൫A୩۪I୫൯    (by part a) 
ൌ Σ
୩ୀ଴
ሺሺa୩A୩ሻ۪I୫ሻ        ( by theorem 1.4.1 (a) )                                                                          
ൌ ቆ Σ
୩ୀ଴
൫a୩A୩൯ቇ ۪I୫ ൌ ݌ሺAሻ۪ I୫ .  
Similarly, we can prove that pሺI୬۪Bሻ ൌ I୬ ۪ pሺBሻ . ז 
 
In the following lemma shows that the Kronecker product of two upper triangular 
 matrices is also upper triangular. 
Lemma 1.4.13 . ሾ5ሿ  If A א M୬ and B א M୫ be upper triangular then A۪B is upper 
triangular. 
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Proof : A and B are upper triangular, then A ൌ ൣa୧୨൧ where a୧୨ ൌ 0 for ݅ ൐ j   and  
B ൌ ൣb୮୯൧  where b୮୯ ൌ 0  for p ൐ ݍ.  By definition, 
A۪B ൌ ൥
aଵଵB ڮ aଵ୬B
ڭ ڰ ڭ
a୬ଵB ڮ a୬୬B
൩ ൌ ൥
aଵଵB ڮ aଵ୬B
ڭ ڰ ڭ
0 ڮ a୬୬B
൩  .  So, ൣa୧୨B൧ ൌ 0   for  ݅ ൐ j 
since a୧୨ ൌ 0 for ݅ ൐ j.  Now the block matrices  a୧୧B are upper triangular since  
ܤ is upper triangular, hence A۪B is upper triangular.ז 
The following theorem shows the relation between ߪ ሺAሻ , σሺBሻ  and ߪ ሺA۪Bሻ  ׷ 
Theorem 1.4.14.ሾ13ሿ  Let A א M୬ and B א M୫, if  ߣ  is an eigenvalue of A with corres-  
ponding eigenvector ݔ א ԋ୬ and if  ߤ  is an eigenvalue of B with corresponding eigenve- 
ctor  ݕ א ԋ୫,  then  ߣ ߤ  is an eigenvalue of  A۪B with corresponding eigenvector  
ݔ ۪ y א ԋ୬୫.  If ߪ ሺAሻ ൌ  ሼߣଵ , . . . , ߣ௡ሽ and  σሺBሻ ൌ ሼߤଵ , . . . , ߤ௠ሽ,  then 
ߪ ሺA۪Bሻ ൌ ൛ߣ௜ ߤ௝ ׷ i ൌ 1 , … , n , j ൌ 1 , … , m ൟ        (including algebraic multiplicities).  
In particular, ߪ ሺA۪Bሻ ൌ  ߪ ሺAሻ σሺBሻ.  
Proof :   Suppose  Ax ൌ  ߣݔ  and  By ൌ ߤݕ,  for  x , y ് 0.    Now by the mixed 
 product property 
ሺA۪Bሻ ሺݔ ۪ yሻ ൌ ሺ A x ሻ۪ ሺ B y ሻ ൌ  ߣݔ ۪ ߤݕ ൌ  ߣ ߤ ሺݔ ۪ yሻ. 
By schurs triangularization theorem, there exist unitary matrices U א M୬ and V א M୫, 
such that UכAU ൌ T୅  and   VכBV ൌ T୆ where  T୅ and  T୆ are upper triangular matrices  
Then by theorems 1.4.1(f) and 1.4.10 (b)  ሺU۪VሻכሺA۪BሻሺU۪Vሻ ൌ ሺUכAVሻ۪ሺVכAVሻ 
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  ൌ T୅۪T୆,  is  
 upper triangular and is similar to A۪B.  The eigenvalues of A, B and A۪B are exactly 
the main diagonal entries of T୅ , T୆ and T୅۪T୆ respectively , and the main diagonal of 
T୅۪T୆ consists of pair wise products of the entries on the main diagonals of T୅ and T୆. 
Corollary 1.4.15  Let A א M୬ and B א M୫.  Then ߩሺA۪Bሻ ൌ ߩሺܣሻ ߩሺܤሻ. 
Proof :  Assume that ሼߣଵ , . . . , ߣ௡ሽ  and  ሼߤଵ , . . . , ߤ௠ሽ  are the eigenvalues of A א M୬  
and B א M୫, respectively. Then we have  
ߩሺA۪Bሻ ൌ ݉ܽݔ
௜ ,   ௝
 ሼ |ߣ௜ ߤ௝| ሽ ൌ ቀ݉ܽݔ௜  |ߣ௜ |ቁ ൬ ݉ܽݔ௝  หߤ௝ห൰ ൌ  ߩሺܣሻ ߩሺܤሻ. ז  
Corollary 1.4.16.ሾૠሿ  If A א M୬ and B א M୫ , then det ሺA۪Bሻ ൌ ሺdet A ሻ୫ ሺdet Bሻ୬. 
 Proof : det ሺA۪Bሻ ൌ Π
௜ୀଵ
 
௡
Π
୨ୀଵ
 
௠
൫ߣ௜ ߤ௝൯ ൌ ൬λଵ௠ Π୨ୀଵ 
௠
ߤ௝൰ ൬ λଶ௠ Π୨ୀଵ 
௠
ߤ௝൰  .  .  .  ൬λ௡௠ Π୨ୀଵ 
௠
ߤ௝൰ 
ൌ ሺ Π
௜ୀଵ
 
௡
ߣ௜ ሻ୫ ሺ Π୨ୀଵ 
௠
ߤ௝ሻ୬ ൌ ሺλଵλଶ .  .  .  λ୬ሻ୫ ሺµଵµଶ .  .  .  µ୫ሻ୬ ൌ ሺdet A ሻ୫ ሺdet Bሻ୬ . ז 
Corollary 1.4.17 If A א M୬ and B א M୫ are positive (semi) definite Hermitian matrices  
Then A۪B is also positive (semi) definite Hermitian .  
Proof : ( see ref ሾ૚૜ሿ ).ז 
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In the following theorem prove the relation between ( S.V.D ) of ܣ, ܤ and A۪B : 
Theorem 1.4.18. ሾ૚૜ሿ  Let A א M୫,୬ and B א M୮,୯ have singular value decomposition  
A ൌ VଵDଵWଵכ and B ൌ VଶDଶWଶכ, where Dଵ ൌ ൣσ௜௝ሺAሻ൧ א M୫,୬, Dଶ ൌ ൣσ௜௝ሺBሻ൧ א M୮,୯,    
and let rank A ൌ rଵ and rank B ൌ rଶ. Then A۪B ൌ ሺ Vଵ  ۪ VଶሻሺDଵ  ۪ Dଶሻሺ ଵܹ  ۪ ଶܹሻ
כ.  
The nonzero singular values of A۪B are the rଵrଶ  positive numbers  { σ௜ሺAሻσ୨ሺBሻ ׷ 
1 ൑ ݅ ൑ rଵ , 1 ൑ j ൑ rଶ} ( including multiplicites ).  Zero is a singular value of A۪B  
with multiplicity min{mp , nq} - rଵrଶ.  In particular, the singular values of A۪B are the 
 same as those of B۪A,  and  rank ሺA۪Bሻ ൌ rank ሺB۪Aሻ ൌ   rଵ rଶ.  
Theorem 1.4.19. ሾ૛ሿ  If A א M୫୬ and B א M୫୬ . Then for all p-norms צ A۪B צ ൌ  
צ ܣ צ צ B צ. 
Proof : ( Case 1)  For Frobenius norm, צ A۪B צ୊ൌ צ A צ୊ צ ܤ צ୊.  
צ A۪B צிଶ ൌ trሾሺA۪BሻሺA۪Bሻכሿ ൌ trሾሺA۪BሻሺAכ۪Bכሻሿ (by theorem 1.4.1 (f) )  
ൌ tr ሺ AAכ ۪ BBכ ሻ        ( by Theorem 1.4.3 ) 
ൌ tr ሺ AAכ ሻ tr ሺ BBכ ሻ ൌ tr ሺ AכA ሻ tr ሺ BכB ሻ   ( by theorem 1.4.9 ) 
ൌצ A צிଶ  צ B צிଶ  ൌ  ሺצ A צ୊ צ ܤ צ୊ሻ ଶ .  Therefore  צ A۪B צ୊ൌ צ A צ୊ צ ܤ צ୊. 
Now for the 2-norm ; 
צ A צଶ צ ܤ צଶ ൌ  ඥλ୫ୟ୶ሺAሻ λ୫ୟ୶ሺBሻ ൌ  ඥߣ௠௔௫ ሺA۪Bሻ ൌ צ A۪B צଶ.   
(Case 2)  The max-norm , צ A۪B צ୫ୟ୶ൌ צ A צ௠௔௫ צ ܤ צ୫ୟ୶  
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צ A۪B צ୫ୟ୶ ൌ  ݉ܽݔଵஸ୨ఽஸ௡ಲ
 Σ
௜ಲୀଵ
௡ಲ
หܽ௜ಲ௝ಲܤห ൌ ݉ܽݔଵஸ୨ఽஸ௡ಲ ,   ଵஸ௝ಳஸ௠ಳ
 Σ
 ௜ ಲୀଵ
 
௡ಲ
Σ
௜ಳୀଵ
௠ಳ
 หܽ௜ಲ௝ಲb୧ా୨ాห. 
ൌ ݉ܽݔ
ଵஸ୨ఽஸ௡ಲ
 Σ
௜ಲୀଵ
௡ಲ
หa୧ఽ୨ఽห ݉ܽݔଵஸ୨ాஸ௡ಳ
 Σ
௜ಳୀଵ
௠ಳ
หܾ௜ಳ௝ಳห ൌ צ A צ௠௔௫ צ ܤ צ୫ୟ୶.  
(Case 3) The ∞-norm is similar to the max-norm except the largest absolute row sum is  
used rather than the largest absolute column sum, by taking the transpose. 
(Case 4) The spectral-Norm צ A۪B צୱ୮ൌ ݉ܽݔ௜ ,   ௝  ൛ s୧ሺAሻ s୨ሺBሻ ൟ 
ൌ ቀ݉ܽݔ
௜ 
 ሼ s୧ሺAሻ ሽቁ ൬݉ܽݔ   ௝  ൛ s୨ሺBሻ ൟ൰ ൌצ A צ௦௣ צ ܤ צୱ୮. ז 
Corollary 1.4.20.ሾ૛ሿ  If A א M୬ and B א M୫ are nonsingular,  then  condሺA ۪ Bሻ 
ൌ condሺAሻ condሺBሻ. 
Proof :   condሺA ۪ Bሻ ൌצ A۪B צ צ ሺ A۪B ሻିଵ צ 
                                      ൌצ A۪B צ צ Aିଵ۪Bିଵ צ       ( by corollary 1.4.4) 
 ൌצ ܣ צ צ B צ צ ܣିଵ צ צ ܤିଵ צ ൌ   condሺAሻ condሺBሻ. ז 
 
The following will concern the Kronecker sum of matrices : 
Definition 1.4.2  Let A א M୬ and B א M୫.  Then the Kronecker sum of A and B is the  
mn-by-mn matrix denoted by (A ۩ B ሻ and defined as A ۩ B ൌ ሺI୫۪Aሻ ൅ ሺB۪I୬ሻ. 
the following example shows that  (A ۩ B ሻ ് ሺB ۩ Aሻ  in general. 
Example 1.4.3  Let A ൌ ൥
1 2 3
3 2 1
1 1 4
൩    and  B ൌ ቂ2 12 3ቃ . Then 
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A ۩ B ൌ ሺIଶ۪Aሻ ൅ ሺB۪Iଷሻ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ
3 2 3 1 0 0
3 4 1 0 1 0
1 1 6 0 0 1
2 0 0 4 2 3
0 2 0 3 5 1
0 0 2 1 1 7ے
ۑ
ۑ
ۑ
ۑ
ې
   
B ۩A ൌ ሺIଷ۪Bሻ ൅ ሺA۪Iଶሻ ൌ  
ۏ
ێ
ێ
ێ
ێ
ۍ
3 1 2 0 3 0
2 4 0 2 0 3
3 0 4 1 1 0
0 3 2 5 0 1
1 0 1 0 6 1
0 1 0 1 2 7ے
ۑ
ۑ
ۑ
ۑ
ې
.  
 
We saw the Kronecker product of two matrices A and B has as its eigenvalues all possi-  
ble pairwise products of the eigenvalues of A and B. The following theorem shows that 
the Kronecker sum of A and B  has as its eigenvalues all possible pairwise sums of the  
eigenvalues of A and B.  
Theorem 1.4.21  Let   A א M୬ and B א M୫. If  ߣ א σሺAሻ and ݔ א  ԧ௡ is a correspon- 
ding eigenvector of A, and if ߤ א σሺBሻ and ݕ א ԧ௠ is a corresponding eigenvector of 
B, then  ߣ ൅ ߤ  is an eigenvalue of the Kronecker sum ሺI୫۪Aሻ ൅ ሺB۪I୬ሻ and y۪x א 
ԧ௡௠ is a corresponding eigenvector of the Kronecker sum.  In fact  σሺA ۩ B ሻ ൌ σሺAሻ  + 
σሺBሻ.  
Proof : ( see ref ሾ૚૜ሿ ሻ. ז 
Remark 1.4.2. ሾ૚૜ሿ  Let A א M୬ and B א M୫ , then I୫۪A commutes with B۪I୬ . 
Proof : ሺI୫ ۪ Aሻ ሺB ۪ I୬ሻ ൌ ሺ I୫B ሻ ۪ ሺ A I୬ ሻ ൌ B ۪ A ൌ  ሺBI୫ሻ ۪ ሺI୬ Aሻ 
24 
 
ൌ ሺB ۪ I୬ሻ ሺI୫۪ Aሻ. ז 
Theorem 1.4.22  Let  A א M୬ and B א M୫ be a matrices then trሺA ۩ B ሻ ൌ m trሺAሻ ൅ 
n trሺBሻ.  
Proof : trሺA ۩ Bሻ ൌ  tr൫ሺI୫۪Aሻ ൅ ሺB۪I୬ሻ ൯ 
                                ൌ trሺI୫۪Aሻ ൅ trሺB۪I୬ሻ  
                                 ൌ trሺI୫ሻ trሺAሻ ൅  trሺI୬ሻ trሺBሻ    ( by theorem 1.4.9 ) 
                                 ൌ m trሺAሻ ൅  n trሺBሻ . ז 
Theorem 1.4.23  Let A א M୫ and B א M୬.  Then for    1 ൏ ݌ ൏ ∞, 
צ A۩B צ ୮ ൑  √n
౦  צ A צ୮൅  √݉
೛  צ B צ୮. 
Proof :  צ A۩B צ ୮ ൌ צ ሺI୬۪Aሻ ൅ ሺB۪I୫ሻ צ୮ ൑ צ I୬۪A צ୮൅ צ B۪I୫ צ୮ 
ൌ צ I୬ צ୮ צ A צ୮൅ צ B צ୮ צ I୫ צ୮          ( by theorem 1.4.19 ) 
ൌ  √n
౦  צ A צ୮൅ √݉
೛  צ B צ୮. ז  
 
We consider members of M୫୬ as vectors by ordering their entries in a conventional way 
from left to right , which is given in the following definition : 
Definition 1.4.3  Let A ൌ ൣa୧୨൧ א M୫୬,  we associate the vector vec A א ԋ୫୬ defined by 
Vec A ൌ ሾaଵଵ  , … , a୫ଵ , aଵଶ , … , a୫ଶ , … , aଵ୬ , … , a୫୬ሿ୘. 
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Remark 1.4.3. ሾ૟ሿ  Let A , B א M୫୬ and α , ߚ א ԋ.  Then Vec ሺαA ൅ βBሻ ൌ αVecሺAሻ ൅ 
βVecሺBሻ.                                                                                                                            
Proof :  Vec ሺαA ൅ βBሻ ൌ Vec ൦
ߙaଵଵ ൅ βbଵଵ … ߙܽଵ௡ ൅ βbଵ୬
αܽଶଵ ൅ ߚܾଶଵ … αܽଶ௡ ൅ ߚbଶ୬
ڭ ڭ
ߙܽ௠ଵ ൅ ߚܾ୫ଵ … ߙa୫୬ ൅ ߚܾ௠௡
൪     
ൌ ሾߙaଵଵ ൅ βbଵଵ , … , ߙܽ௠ଵ ൅ ߚܾ୫ଵ , … , ߙܽଵ௡ ൅ βbଵ୬ , … , ߙa୫୬ ൅ ߚܾ௠௡ ሿ୘  
ൌ ሾߙaଵଵ, … , ߙܽ௠ଵ, … , ߙܽଵ௡ , … , ߙa୫୬ሿ୘ ൅ ሾβbଵଵ , … , ߚܾ୫ଵ , … , βbଵ୬ , … , ߚܾ௠௡ሿ୘ 
ൌ ߙ ሾaଵଵ , … , ܽ௠ଵ , … , ܽଵ௡ , … , a୫୬ሿ୘ ൅ β ሾbଵଵ , … , ܾ୫ଵ , … , bଵ୬ , … , ܾ௠௡ሿ୘  
ൌ αVecሺAሻ ൅ βVecሺBሻ. ז    
   
The next theorem indicates to the close relationship between the Vec-vector and the 
 Kronecker Product : 
Theorem 1.4.24. ሾ૚૜ሿ   Let   A א M୫୬,   B א M୮୯  and    X א M୬୮,  then   VecሺAXBሻ ൌ 
ሺB୘۪Aሻ VecሺXሻ.  
 Proof : Denote the K-th  column of  AXB  by  ሺAXBሻ୩  . Then ሺAXBሻ୩ ൌ AሺXBሻ୩ ൌ 
 AXB୩.  This implies that  ሺAXBሻ୩ ൌ ܣ ቎
xଵଵbଵ୩ ൅ xଵଶbଶ୩ ൅ ڮ ൅ xଵ୮b୮୩
ڭ
x୬ଵbଵ୩ ൅ x୬ଶbଶ୩ ൅ ڮ ൅ x୬୮b୮୩
቏ 
ൌ A ቎൥
xଵଵ
ڭ
x୬ଵ
൩ bଵ୩ ൅ ൥
xଵଶ
ڭ
x୬ଶ
൩ bଶ୩ ൅ ڮ ൅ ൥
xଵ୮
ڭ
x୬୮
൩ b୮୩቏ ൌ bଵ୩A ൥
xଵଵ
ڭ
x୬ଵ
൩ ൅ ڮ ൅ b୮୩A ൥
xଵ୮
ڭ
x୬୮
൩  
ൌ ൣbଵ୩A , bଶ୩A , … , b࢖࢑A൧ VecሺXሻ ൌ ሺܤ௞்۪ܣሻ ܸ݁ܿሺܺሻ  for k ൌ 1,2, …  , q.  So, 
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VecሺAXBሻ ൌ  
ۏ
ێ
ێ
ۍBଵ
୘۪A
Bଶ୘۪A
ڭ
B୯୘۪Aے
ۑ
ۑ
ې
 ܸ݁ܿሺܺሻ ൌ ሺB୘۪Aሻ VecሺXሻ. ז   
Corollary 1.4.25.ሾૠሿ  Let  A א M୬ , B א M୫ and X א M୬୫.  Then 
(a) VecሺAXሻ ൌ ሺI୫۪Aሻ VecሺXሻ. 
(b) VecሺXBሻ ൌ ሺ B୘۪I୬ሻ VecሺXሻ. 
(c) VecሺAX ൅ XBሻ ൌ ሺA۩B୘ሻ VecሺXሻ.   
Proof :  (c)  VecሺAX ൅ XBሻ ൌ  VecሺAXሻ ൅ VecሺXBሻ           (by remark 1.4.3) 
                                             ൌ VecሺAXI୫ሻ ൅ VecሺI୬XBሻ    
                                              ൌ ሺI୫۪Aሻ VecሺXሻ ൅ ሺ B୘۪I୬ሻ VecሺXሻ (by theorem 1.4.24) 
                                              ൌ ቀሺI୫۪Aሻ ൅ ሺB୘۪I୬ሻቁ VecሺXሻ 
 ൌ ሺA۩B୘ሻ VecሺXሻ    ( by definition 1.4.2 ).ז 
Corollary 1.4.26.ሾૠሿ  Let A א M௠௡ and B א M୬୮.  Then VecሺABሻ ൌ ൫I୮۪A൯ VecሺBሻ ൌ 
ሺB୘۪Aሻ Vec I୬ ൌ  ሺB୘۪I୫ሻ VecA .  
Proof : VecሺABሻ ൌ Vec൫ABI୮൯ ൌ ൫I୔୘۪A൯ VecሺBሻ   ( by theorem 1.4.24 ) 
                                                   ൌ ሺ I୮۪Aሻ ܸ݁ܿሺܤሻ. 
Next,  ܣܤ ൌ ܣI୬ܤ  is equivalent to VecሺABሻ ൌ ሺB୘۪Aሻ Vec I୬.  Finally ܣܤ ൌ I୫ܣܤ 
is equivalent to VecሺABሻ ൌ ሺB୘۪I୫ሻ VecA. ז  
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The following lemma describes the relation between ܸ݁ܿܣ and ܸ݁ܿA୘ ׷ 
Lemma 1.4.27.ሾ૚૜ሿ Let A א M௠௡. Then ܸ݁ܿA୘ ൌ P ܸ݁ܿܣ , where ܲ א M௠௡  is a perm- 
utation matrix this matrix P is given by P = Σ
௜ୀଵ
 
௠
Σ
௝ୀଵ
௡
൫ܧ௜௝۪ܧ௜௝் ൯ where each ܧ௜௝ has entry 1 
in position  i,j and all other entries are zero. 
    
The previous lemma leads us to the following theorem : 
 Theorem 1.4.28. ሾ૚૜ሿ Let A א M௠௡ and B א M୮୯ . Then ܣ۪ܤ ൌ ଵܲሺܤ۪ܣሻ ଶܲ   where  
 ଵܲ, ଶܲ are permutation matrices such that ଵܲ א M௠௣ , ଶܲ א  M୬୯. 
Proof : Let Y ൌ AXB୘, where ܺ א  M୬୯.  Then ்ܻ ൌ BX୘A୘.  So VecY ൌ ሺܤ۪ܣሻ ܸ݁ܿX  
And Ve்ܻܿ ൌ ሺܣ۪ܤሻܸ݁ܿX୘    ( by theorem 1.4.24 ). 
But Ve்ܻܿ ൌ ଵܲVecY,  where ଵܲ א M௠௣ is a permutation matrix, and VecX ൌ ଶܲ ܸ݁ܿX୘ 
Where  ଶܲ א  M୬୯,  is a permutation matrix.  So, 
ሺܣ۪ܤሻܸ݁ܿX୘ ൌ Ve்ܻܿ ൌ ଵܲVecY ൌ ଵܲሺܤ۪ܣሻ ܸ݁ܿX ,  i.e 
ሺܣ۪ܤሻܸ݁ܿX୘ ൌ ଵܲሺܤ۪ܣሻ ܸ݁ܿX  . But VecX ൌ ଶܲ ܸ݁ܿX୘, so  
ሺܣ۪ܤሻܸ݁ܿX୘ ൌ ଵܲሺܤ۪ܣሻ ଶܲ ܸ݁ܿX୘, for all ்ܺ א  M୯୬ and this implies  
ܣ۪ܤ ൌ ଵܲሺܤ۪ܣሻ ଶܲ. ז 
Corollary 1.4.29  Let A א M௠௡ and B א M୮୯.  Then צ ܣ۪ܤ צൌצ ܤ۪ܣ צ  for any  
unitarily invariant norm צ·צ on  M௠௣,௡௤. 
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Proof :   צ ܣ۪ܤ צ ൌ צ ଵܲሺܤ۪ܣሻ ଶܲ צ  
                               ൌ  צ ܤ۪ܣ צ                                                                                      
Since ଵܲ , ଶܲ are unitary matrices. ז  
 
1.5     The Hadamard product of matrices 
The Hadamard product is a binary operation that takes two matrices of the same size, 
and produces another matrix where each element ij is the product of element ij of the 
original two matrices.    
Definition 1.5.1  The Hadamard product of A ൌ ൣa୧୨൧ א M୫୬ and B ൌ ൣb୧୨൧ א M୫୬ is  
defined by A ל B ൌ  ൣa୧୨b୧୨൧ א M୫୬. 
Example 1.5.1  If   A ൌ ൥
  2 3   i
െ1 7   9
 3i 0 െ5
൩      and     B ൌ ൥
െ1   9   6
  2 െ5   0
െi   1 െ2
൩.  Then 
 A ל B ൌ  ൥
െ2   27 6i
െ2 െ35 0
  3   0 10
൩.  
   
The following theorem Shows the set of ݉ ൈ ݊ matrices with nonzero entries form an  
abelian  group under the Hadamard product : 
Theorem 1.5.1  ሾ૚૝ሿ  Let ܣ, ܤ א ܯ௠௡.  Then A ל B ൌ  B ל A.  
Proof : Let A and B be ݉ ൈ ݊ matrices with entries in ԧ.  Then ሾA ל Bሿ௜௝ ൌ ൣܽ௜௝ܾ௜௝൧ 
29 
 
 =ൣܾ௜௝ܽ௜௝൧ ൌ  ሾ B ל A  ሿ୧୨  and therefore  A ל B ൌ  B ל A. ז   
Definition 1.5.2  The Hadamard identity is the ݉ ൈ ݊ matrix J௠௡defined by ሾJ௠௡ሿ௜௝ ൌ 1 
for all 1 ൑ ݅ ൑ ݉  , 1 ൑ ݆ ൑ ݊. 
Theorem 1.5.2  ሾ૚૝ሿ  Let ܣ א ܯ௠௡. Then  A ל J௠௡ ൌ J௠௡ ל A ൌ ܣ.  
 Proof :  ሾA ל J௠௡ሿ௜௝ ൌ  ሾJ௠௡ ל Aሿ௜௝   ( by theorem 1.5.1 ) 
                                  ൌ  ሾJ௠௡ሿ௜௝ ሾܣሿ௜௝   ( by definition H.P ) 
                                  ൌ ሺ 1 ሻ ሾܣሿ௜௝  (by definition HID ) 
                                  ൌ  ሾܣሿ௜௝.   Therefore A ל J௠௡ ൌ ܣ. ז 
Definition 1.5.3   Let ܣ א ܯ௠௡ and suppose ሾܣሿ୧୨ ് 0 for all 1 ൑ ݅ ൑ ݉  , 1 ൑ ݆ ൑ ݊. 
Then  the  Hadamard  inverse  denoted by  A෡   is   ൣA෡൧
௜௝
ൌ ሺሾܣሿ௜௝ ሻିଵ ൌ
ଵ
௔೔ೕ
 , ܽ௜௝ ് 0              
for  1 ൑ ݅ ൑ ݉  , 1 ൑ ݆ ൑ ݊. 
Theorem 1.5.3  ሾ૚૝ሿ  Let ܣ א ܯ௠௡ such that ሾܣሿ୧୨ ് 0 for all 1 ൑ ݅ ൑ ݉, 1 ൑ ݆ ൑ ݊ .  
Then A ל A෡ ൌ A෡ ל A ൌ J௠௡.  
Proof :  ൣA ל A෡൧௜௝ ൌ ൣA෡ ל A൧௜௝   (by theorem 1.5.1 )  
                                ൌ ൣA෡൧௜௝ ሾܣሿ௜௝   ( by definition H.P ) 
                             = ሺሾܣሿ௜௝ ሻିଵ ሾܣሿ௜௝ ൌ 1 ൌ   ሾJ௠௡ሿ௜௝.   
Therefore  A ל A෡ ൌ A෡ ל A ൌ J௠௡. ז   
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The following theorem states some  basic properties of the Hadamard Product : 
Theorem 1.5.4 ሾ૚૝ሿ    Suppose A , B , C א M୫୬,  then  
(a) α ሺA ל Bሻ ൌ ሺαAሻ ל B ൌ A ל ሺαBሻ  ,     for all α א ԋ.  
(b) C ל ሺܣ ൅ ܤሻ ൌ  C ל ܣ ൅  C ל B. 
(c) ሺA ל Bሻ் ൌ ܣ் ל ܤ். 
Proof :  (a) ሾα ሺA ל Bሻሿ௜௝ ൌ α ሾA ל Bሿ௜௝ ൌ α ሾܣሿ௜௝ ሾܤሿ௜௝ ൌ  ሾαܣሿ௜௝ ሾܤሿ௜௝ ൌ ሾሺαAሻ ל Bሿ୧୨ 
So, α ሺA ל Bሻ ൌ ሺαAሻ ל B.  And 
ሾα ሺA ל Bሻሿ௜௝ ൌ  α ሾA ל Bሿ௜௝ ൌ α ሾܣሿ௜௝ ሾܤሿ௜௝ ൌ   ሾܣሿ௜௝ α ሾܤሿ௜௝ ൌ ሾܣሿ௜௝ሾαܤሿ௜௝ 
ൌ  ሾܣ ל ሺαBሻሿ௜௝.  Therefore  α ሺA ל Bሻ ൌ  A ל ሺαBሻ.  
(b) ሾC ל ሺܣ ൅ ܤሻሿ௜௝ ൌ  ሾܥሿ௜௝ ሾܣ ൅ ܤሿ௜௝ ൌ ሾܥሿ௜௝ ൫  ሾܣሿ௜௝ ൅ ሾܤሿ௜௝ ൯ 
                                                               ൌ  ሾܥሿ௜௝ሾܣሿ௜௝ ൅  ሾܥሿ௜௝ ሾܤሿ௜௝  
                                                               ൌ  ሾC ל ܣሿ௜௝ ൅ ሾC ל ܤሿ௜௝ 
                                                               ൌ  ሾC ל ܣ ൅  C ל ܤሿ௜௝.   
Therefore  C ל ሺܣ ൅ ܤሻ ൌ  C ל ܣ ൅  C ל B.  
(c) ሺA ל Bሻ் ൌ  ሾA ל Bሿ୧୨୘ ൌ  ሾA ל Bሿ௝௜ ൌ ሾܣሿ௝௜ ሾܤሿ௝௜ ൌ  ሾܣሿ௜௝்  ሾܤሿ௜௝் ൌ  ܣ் ל ܤ். ז 
From the previous results, we conclude the following corollary : 
Corollary 1.5.5  If A , B א M୫୬,  then  ሺA ל Bሻ෣ ൌ A෡  ל B෡   such that ሾܣሿ୧୨ ് 0 and  
ሾܤሿ୧୨ ് 0.   
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Proof :  ሾA ל Bሿ௜௝ ൣA෡  ל B෡൧௜௝ ൌ ൫ሾܣሿ௜௝ ሾܤሿ௜௝൯ ቀ ൣA෡൧௜௝ ൣB෡൧௜௝ቁ 
                                          ൌ ቀ ሾܣሿ௜௝ ൣA෡൧௜௝ ቁ ቀ ሾܤሿ௜௝ ൣB෡൧௜௝ ቁ 
                                          ൌ  ሾJ௠௡ሿ௜௝ ሾJ௠௡ሿ௜௝  ( by theorem 1.5.3 ) 
                                          = 1 . 1 = 1 = J௠௡.  
Therefore,  ൫A෡  ל B෡ ൯ ൌ  ሺሾܣ ל ܤሿ௜௝ሻିଵ ൌ   ሺA ל Bሻ෣ . ז  
 
 
Remark 1.5.1  Let A , B א M୬ , if  A and B  are diagonal matrices then A ל B ൌ AB. 
Proof :  A ל B ൌ  ൥
aଵଵ ڮ 0
ڭ ڰ ڭ
0 ڮ a୬୬
൩  ל ൥
bଵଵ ڮ 0
ڭ ڰ ڭ
0 ڮ b୬୬
൩ 
                          ൌ  ൥
aଵଵbଵଵ ڮ 0
ڭ ڰ ڭ
0 ڮ a୬୬b୬୬
൩ ൌ A B. ז  
The following theorem gives the relation between diagonal matrices and the matrix  
products on the Hadamard multiplication : 
Theorem 1.5.6 ሾ૚૝ሿ  If ܣ, ܤ א ܯ௠௡ and if  ܦ א ܯ௠ and  ܧ א ܯ௡ are diagonal then  
                           Dሺܣ ל ܤሻE ൌ ሺܦܣܧሻ ל B ൌ ሺDAሻ ל ሺBEሻ . 
Proof : ሾDሺܣ ל ܤሻEሿ௜௝ ൌ  Σ௞ୀଵ
௠
ሾDሿ୧୩ ሾሺܣ ל ܤሻEሿ୩୨ 
                                      ൌ Σ
௞ୀଵ
௠
 Σ
௟ୀଵ
௡
 ሾDሿ୧୩ ሾA ל Bሿ୩୪ ሾEሿ୪୨  
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             ൌ  Σ
௞ୀଵ
௠
 Σ
௟ୀଵ
௡
 ሾDሿ୧୩ ሾAሿ୩୪ ሾBሿ୩୪  ሾEሿ୪୨    ( by definition HP ) 
             ൌ Σ
௞ୀଵ
௠
ሾDሿ୧୩  ሾAሿ୩୨ ሾBሿ୩୨  ሾEሿ୨୨    (  ሾEሿ୪୨ ൌ 0  for all ݈ ് ݆ ) 
              ൌ  ሾDሿ୧୧  ሾAሿ୧୨ ሾBሿ୧୨  ሾEሿ୨୨           (   ሾDሿ୧୩ ൌ 0  for all ݅ ് ݇  ) 
              ൌ  ሾDሿ୧୧  ሾAሿ୧୨ ሾEሿ୨୨ ሾBሿ୧୨    
              ൌ  ሾDሿ୧୧  ቀ  Σ௟ୀଵ
௡
  ሾAሿ୧୪ ሾEሿ୪୨ ቁ ሾBሿ୧୨     (   ሾEሿ୪୨ ൌ 0  for all ݈ ് ݆ ) 
             ൌ   ሾDሿ୧୧  ሾAEሿ୧୨ ሾBሿ୧୨    ( by theorem entries matrix products ) 
              ൌ ሺ  Σ
௞ୀଵ
௠
ሾDሿ୧୩  ሾAEሿ୩୨  ሻ  ሾBሿ୧୨       (   ሾDሿ୧୩ ൌ 0  for all ݅ ് ݇  ) 
              ൌ  ሾܦܣܧሿ௜௝  ሾBሿ୧୨  ൌ   ሾሺDAEሻ ל Bሻሿ୧୨   .  Therefore  Dሺܣ ל ܤሻE ൌ ሺܦܣܧሻ ל B. 
Also,  
ሾሺDܣܧሻ ל Bሿ௜௝ ൌ  ሾܦܣܧሿ௜௝ ሾBሿ୧୨ ൌ ቀ Σ௞ୀଵ
௡
ሾܦܣሿ௜௞ ሾܧሿ௞௝ ቁ ሾBሿ୧୨   
                                                    ൌ  ሾܦܣሿ௜௝ ሾܧሿ௝௝  ሾBሿ୧୨     (  ሾEሿ୩୨ ൌ 0  for all ݇ ് ݆ ) 
                                                   ൌ  ሾܦܣሿ௜௝ ሾBሿ୧୨ሾܧሿ௝௝   
ൌ  ሾܦܣሿ௜௝  ቀ  Σ௞ୀଵ
௡
 ሾBሿ୧୩ሾܧሿ௞௝ ቁ,    ሾEሿ୩୨ ൌ 0  for all ݇ ് ݆ . 
 ൌ  ሾܦܣሿ௜௝ ሾܤܧሿ௜௝ ൌ  ሾሺܦܣሻ ל ሺܤܧሻሿ௜௝.  
Therefore,  Dሺܣ ל ܤሻE ൌ ሺDAሻ ל ሺBEሻ. ז 
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Definition 1.5.4  Define the diagonal matrix ܦ௫ א M࢔ with entries from a vector ݔ א ԧ௡ 
by ሾܦ௫ሿ௜௝ ൌ  . ൜
ሾxሿ୧               if  i ൌ j
 0                  if i ് j     
Theorem 1.5.7 ሾ૚૜ሿ  Let ܣ, ܤ א ܯ௠௡ and let ݔ א ԧ௡. Then the i th diagonal entry of the 
matrix  ܣܦ௫ܤ் coincides with the i th entry of the vector ሺܣ ל ܤሻݔ , ݅ ൌ 1 , …  , ݉. 
Proof : If ܣ ൌ ൣܽ௜௝൧, ܤ ൌ ൣܾ௜௝൧  and ݔ ൌ ሾݔ௜ሿ,  then 
ሺܣܦ௫ܤ்ሻ௜௜ ൌ  Σ௝ୀଵ
௡
ܽ௜௝ݔ௝ܾ௜௝ ൌ    Σ௝ୀଵ
௡
ܽ௜௝ܾ௜௝ݔ௝ ൌ   ሾሺܣ ל ܤሻݔሿ௜ ,  for   ݅ ൌ 1 , …  , ݉. ז  
 
The following lemma relate the Hadamard product to the Kronecker product by identif-  
ying ܣ ל ܤ as a submatrix of ܣ۪ܤ.   
Lemma 1.5.8  ሾ૚૜ሿ  If  ܣ, ܤ א ܯ௠௡ then ܣ ל ܤ ൌ ሺ ܣ۪ܤሻ ሺα , βሻ  in which α ൌ ሼ 1 ,   
m ൅ 2 , 2m ൅ 3 ,   …  , ݉ଶ ሽ  and  β ൌ ሼ 1 , n ൅ 2 , 2n ൅ 3 ,   …  , ݊ଶ ሽ.  In particular if 
݉ ൌ ݊, ܣ ל ܤ is a principal submatrix of ܣ۪ܤ. ז  
Theorem 1.5.9   If  ܣ, ܤ א ܯ௠௡ then ݎܽ݊݇ሺܣ ל ܤሻ ൑ ሺݎܽ݊݇ ܣ ሻሺݎܽ݊݇ ܤሻ. 
Proof : By lemma 1.5.8 the Hadamard product is a submatrix of the Kronecker product, 
but the rank of the submatrix is not greater than the rank of the matrix, thus  
ݎܽ݊݇ሺܣ ל ܤሻ ൑ ݎܽ݊݇ሺܣ۪ܤሻ ൌ ሺݎܽ݊݇ ܣ ሻሺݎܽ݊݇ ܤሻ.      ( by theorem 1.4.18 ) 
Therefore  ݎܽ݊݇ሺܣ ל ܤሻ ൑ ሺݎܽ݊݇ ܣ ሻሺݎܽ݊݇ ܤሻ. ז  
Theorem 1.5.10 ሾ૚૜ሿ  Let ܣ, ܤ א ܯ௡, ܣ ൒ 0, and ܤ ൒ 0,  then ߩሺܣ ל ܤሻ ൑ ߩሺܣሻ ߩሺܤሻ. 
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 Proof :  We have ߩሺA۪Bሻ ൌ ߩሺܣሻ ߩሺܤሻ, by corollary (1.4.16). But A۪B ൒ 0  and  
ܣ ל ܤ is a principal submatrix of A۪B by Lemma (1.5.8), 
 ߩሺܣ ל ܤሻ ൑ ߩሺA۪Bሻ ൌ ߩሺܣሻ ߩሺܤሻ.  Therefore,  
ߩሺܣ ל ܤሻ ൑ ߩሺܣሻ ߩሺܤሻ. ז    
  
Based on lemma (1.5.8) we will give the proof of the schuݎ,s product theorem in a new  
style as follows : 
Theorem 1.5.11 ( schuݎ,s product theorem ) 
 If  ܣ, ܤ א ܯ௡ are positive semidefinite, then ܣ ל ܤ is also positive semidefinite. 
Proof : ܣ , ܤ ൒ 0  given, it follows that ܣ۪ܤ ൒ 0  ( by corollary 1.4.17 ) , but  
ܣ ל ܤ is a principal submatrix of A۪B    ( by lemma 1.5.8 ).  So,  ܣ ל ܤ ൒ 0. ז  
  
The following theorem compares the determinant of the matrices ܣ, ܤ and ܣ ל ܤ : 
 Theorem 1.5.12 ሾ૚૛ሿ  ( Oppenhei݉,ݏ inequality ) 
If  ܣ, ܤ א ܯ௡ are positive semidefinite,  then 
 1)  det ሺܣሻ Π
௜ୀଵ
 
௡
ܾ௜௜  ൑  det ሺܣ ל ܤሻ.  
2) det ሺܤሻ Π
௜ୀଵ
 
௡
ܽ௜௜ ൑  det ሺܣ ל ܤሻ.   
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Theorem (1.5.12) implies the Hadamar݀,ݏ inequality in the usual way as follows :  
Theorem 1.5.13 ሾ૚૛ሿ   ( Hadamar݀,ݏ inequality )  
If  ܣ א ܯ௡ is positive semidefinite , then  det(ܣሻ ൑  Π௜ୀଵ 
௡
ܽ௜௜. 
Proof : Let A be any positive semidefinite matrix of size n.  Note that I௡ is positive  
semidefinite matrix of size n.  Now we have the following  
det(ܣሻ ൌ  ሾI୬ሿଵଵ   …  ሾI௡ሿ௡௡  detሺܣሻ   ൑  det ሺI௡ ל ܣሻ     ( by theorem 1.5.12 ) 
                                                             ൌ  ሾܣሿଵଵ  …  ሾܣሿ௡௡ ൌ  Π௜ୀଵ 
௡
ܽ௜௜. ז  
Corollary 1.5.15 ሾ૚૛ሿ   Let  ܣ, ܤ א ܯ௡  are  positive  semidefinite .  Then 
                                         det(ܣሻ det ሺBሻ ൑ det ሺܣ ל ܤሻ.  
Proof : det ሺܣ ל ܤሻ ൒  ሾܣሿଵଵ  …  ሾܣሿ௡௡  det ሺBሻ             ( by theorem 1.5.12 )  
                                  ൒   detሺܣሻ det ሺBሻ       ( by theorem 1.5.14 ). ז 
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Chapter two 
Inequalities for Kronecker products and Hadamard products 
of positive definite matrices 
In this chapter, we will see some inequalities for Kronecker products and Hadamard  
products of positive definite matrices. The contents of this chapter can be found in [10].  
2.1    Introduction 
The following property involving Kronecker products of matrices can be derived from  
The mixed-product property ( 1.4.3 ). 
Theorem 2.1.1 Let ܣ א ܯ௡ and ܤ א ܯ௠, then ሺܣ۪ܤሻ௞ ൌ ܣ௞۪ܤ௞ for any natural num- 
ber  k. 
Proof : ሺܣ۪ܤሻ௞ ൌ ሺܣ۪ܤሻ ሺܣ۪ܤሻ …  ሺܣ۪ܤሻ     ( k- times ) 
                            ൌ ሺܣ ܣ  …   ܣሻ ۪  ሺܤ ܤ …   ܤሻ    ( by theorem 1.4.3 ) 
                            ൌ  ܣ௞  ۪  ܤ௞. ז   
Corollary 2.1.2  For any ܣ, ܤ א Զ௡ and ݍ א Է, we have  ሺܣ۪ܤሻ௤ ൌ ܣ௤۪ܤ௤.  
Proof : ܣ, ܤ א Զ௡, so 
(ܣ۪ܤሻ ൌ ሺAଵ ୬⁄  ۪ ܤଵ ௡⁄ ሻ
௡, for any positive integer n, so it follows that  
ሺܣ۪ܤሻଵ ௡ൗ ൌ  Aଵ ୬⁄  ۪ ܤଵ ௡⁄ . Now ሺܣ۪ܤሻ௠ ௡⁄ ൌ  A୫ ୬⁄  ۪ ܤ௠ ௡⁄  for any positive integer  
m, n. Therefore ሺܣ۪ܤሻ௤ ൌ ܣ௤۪ܤ௤ for any ݍ ൌ ௠
௡
א Է. ז  
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The following lemma generalizing theorem ( 2.1.1 ) : 
Lemma 2.1.3  Let ܣ א ܯ௡ and ܤ א ܯ௠, are positive definite matrices. Then for any  
non-zero real number r  
                                          ሺܣ۪ܤሻ௥ ൌ ܣ௥۪ܤ௥.    
Proof : ܣ, ܤ  are positive definite matrices, assures that there exists unitary matrix  ܷ  
and  ܸ, such that 
ܣ ൌ ܷܦ஺ܷכ,  where ܷ is a unitary matrix and ܦ஺ ൌ diag ሺλଵ , λଶ , …  , λ୬ሻ. 
ܤ ൌ ܸܦ஻ܸכ,  where ܸ  is a unitary matrix and ܦ஻ ൌdiag ሺµଵ , µଶ , …  , µ୫ሻ. 
Thus,  ሺܣ۪ܤሻ௥ ൌ ሾሺܷܦ஺ܷכሻ۪ሺܸܦ஻ܸכሻሿ௥ 
                          ൌ ሾሺܷ۪ܸሻ ሺܦ஺۪ܦ஻ሻ ሺܷכ۪ܸכሻሿ௥    ( by theorem 1.4.3 ) 
                          ൌ ሺܷ۪ܸሻ ሺܦ஺۪ܦ஻ሻ௥ ሺܷכ۪ܸכሻ       ( by (2) in example 1.3.2 ) 
                          ൌ ሺܷ۪ܸሻ ሺܦ஺௥۪ܦ஻௥ሻ ሺܷכ۪ܸכሻ       
                          ൌ ሺܷ ܦ஺௥ ܷכሻ  ۪ ሺܸ ܦ஻௥ ܸכሻ               ( by theorem 1.4.3 ) 
                           ൌ  ܣ௥۪ܤ௥. ז  
Remark 2.1.4  Let A א M୬ and B א M୫ are matrices with polar decomposition (i.e) 
A ൌ U୅|A| and B ൌ U୆|B| . Then A۪B ൌ U୅|A| ۪ U୆|B|  
 ൌ ሺU୅۪U୆ሻ ሺ |A| ۪ |B|ሻ                (by theorem 1.4.3 ) 
 ൌ ሺU୅۪U୆ሻ ቂሺAכAሻ
భ
మ ۪ ሺBכBሻ
భ
మ ሻቃ  (where |A| ൌ ሺAכAሻ
భ
మ , |B| ൌ ሺBכBሻ
భ
మ  ) 
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ൌ ሺU୅۪U୆ሻ ሾሺAכAሻ۪ሺBכBሻሿ
భ
మ   , ሾሺA۪Bሻ௥ ൌ A௥۪B௥  for any positive real number  ݎሿ  
 ൌ ሺU୅۪U୆ሻ ሾሺAכ۪BכሻሺA۪Bሻሿ
భ
మ ൌ ሺU୅۪U୆ሻ ሾሺA۪BሻכሺA۪Bሻሿ
భ
మ ൌ ሺU୅۪U୆ሻ |A۪B|.  
 
Lemma 2.1.5.ሾ3ሿ  A map Ԅ defined by ԄሺA, Bሻ ൌ ሺAିଵ ൅ Bିଵሻିଵ for ܣ, ܤ א Զ௡ is 
 jointly concave. 
Theorem 2.1.6. ሾ3ሿ   The following identity holds for any ܣ, ܤ א Զ௡ and ݏ ൐ 0 ׷
ሺሺݏିଵA۪Iሻିଵ ൅ ሺI۪Bሻିଵሻିଵ ൌ ሺA۪Bିଵሻ ൫ሺA۪Bିଵሻ ൅ ሺsI۪Iሻ൯ିଵሺI۪Bሻ. 
Proof :  ܣ, ܤ א Զ௡ and s is positive, take ܺ ൌ ݏିଵA۪I, ܻ ൌ I۪B, ܼ ൌ A۪Bିଵ and 
ܲ ൌ ܺ ൅ ܻ. It follows from the mixed-product property of the Kronecker product that 
൫ܼ ൅ ሺݏI۪Iሻ൯ ൫ሺݏିଵI۪Iሻ െ ሺݏିଵܻሻPିଵሺsିଵZሻ൯ 
ൌ ܼሺݏିଵI۪Iሻ ൅ ሺݏI۪Iሻ ሺݏିଵI۪Iሻ െ  ܼሺݏିଵܻሻሺX ൅ YሻିଵሺsିଵZሻ 
                                                                                 െሺݏI۪IሻሺݏିଵܻሻሺX ൅ YሻିଵሺsିଵZሻ 
ൌ ሺݏିଵܼሻ ൅ ሺI۪Iሻ െ ܺሺX ൅ Yሻିଵሺݏିଵܼሻ െ ܻሺX ൅ Yሻିଵሺݏିଵܼሻ 
ൌ  ሺݏିଵܼሻ ൅ I௡మ െ ሺܺ ൅ ܻሻሺX ൅ Yሻିଵሺݏିଵܼሻ ൌ  I௡మ. 
That is 
ሺݏିଵI۪Iሻ െ ሺݏିଵܻሻPିଵሺsିଵZሻ ൌ  ൫ܼ ൅ ሺݏI۪Iሻ൯ିଵ.  
Again, the mixed-product property yields 
ܼିଵሺܺିଵ ൅ ܻିଵሻିଵܻିଵ ൌ ܼିଵሺܺିଵሺܺ ൅ ܻሻܻିଵሻିଵ ܻିଵ 
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 ൌ ܼିଵሺሺܻሺܺ ൅ ܻሻିଵܺሻିଵሻିଵܻିଵ  
 ൌ ܼିଵሺܻሺܺ ൅ ܻሻିଵܺሻܻିଵ 
ൌ ܼିଵሾሺܺ ൅ ܻሻሺܺ ൅ ܻሻିଵܺ െ ܺሺܺ ൅ ܻሻିଵܺሿ ܻିଵ 
ൌ ܼିଵሾܺ െ ܺሺܺ ൅ ܻሻିଵܺሿ ܻିଵ 
ൌ ሺܣିଵ۪ܤሻܺሺܻିଵሻ െ ሺܣିଵ۪ܤሻܺሺܺ ൅ ܻሻିଵܺ ܻିଵ 
ൌ ሺݏିଵI۪Iሻ െ ሺݏିଵܻሻሺX ൅ YሻିଵሺsିଵZሻ 
ൌ ൫ܼ ൅ ሺݏI۪Iሻ൯ିଵ.   
Thus, ሺܺିଵ ൅ ܻିଵሻିଵ ൌ ܼ ൫ܼ ൅ ሺݏI۪Iሻ൯ିଵܻ.  Which is 
ሺሺݏିଵA۪Iሻିଵ ൅ ሺI۪Bሻିଵሻିଵ ൌ ሺA۪Bିଵሻ ൫ሺA۪Bିଵሻ ൅ ሺsI۪Iሻ൯ିଵሺI۪Bሻ. ז 
 
2.2    Inequalities for Kronecker products 
In this section we drive inequalities for the Kronecker product of positive definite matr- 
ices in the form ሺߙܣ ൅ ߚܤሻ௥۪ሺߙܥ ൅ ߚܦሻ௦ and ߙሺܣ௥۪Cୱሻ ൅ βሺB୰۪Dୱሻ where ܣ, ܤ, ܥ,  
ܦ are positive definite matrices and ߙ, ߚ, ݎ, ݏ are positive real numbers such that ݎ ൅ ݏ 
ൌ 1. 
Theorem 2.2.1.ሾ10ሿ  For ܣ, ܤ, ܥ, ܦ א Զ௡ and ߙ, ߚ, ݎ, ݏ ൐ 0 such that  ݎ ൅ ݏ ൌ 1, 
ሺߙܣ ൅ ߚܤሻ௥۪ሺߙܥ ൅ ߚܦሻ௦ ൒  ߙሺܣ௥۪Cୱሻ ൅ βሺB୰۪Dୱሻ. 
Proof : Let ݂ be a real-valued function defined by ݂ሺݐሻ ൌ ݐ௥ for ݐ ൐ 0 and 0 ൏ ݎ ൏ 1. 
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Clearly, ݂ is continuous, and ݂ is representation for  
ݐ௥ ൌ ୱ୧୬ ௥஠
గ
 ׬ ௦
ೝషభ௧
௦ା௧
 ݀ݏ.ஶ଴  write ܻ ൌ I۪B and ܼ ൌ A۪B
ିଵ. Hence, the functional calculus 
for A۪Bିଵ is   ݂ሺA۪Bିଵሻ ൌ ሺA۪Bିଵሻ୰ can be written as 
ୱ୧୬ ௥஠
గ
 ׬ ሺݏI۪Iሻ௥ିଵܼ൫ܼ ൅ ሺݏI۪Iሻ൯
ିଵ݀ݏ.ஶ଴   It follows from lemma 2.1.3 that 
ܣ௥۪ܤଵି௥ ൌ ሺܣ௥Iሻ۪ሺܤି௥ܤሻ ൌ ሺܣ௥۪ܤି௥ሻሺI۪ܤሻ ൌ ሺܣ۪ܤିଵሻ௥ሺI۪ܤሻ.  
Hence, by lemma 2.1.6 we obtain 
ܣ௥۪ܤଵି௥ ൌ ౩౟౤ ౨ಘಘ   ׬ ሺݏI۪Iሻ
௥ିଵܼ൫ܼ ൅ ሺݏI۪Iሻ൯ିଵ݀ݏஶ଴  Y  
                  ൌ ౩౟౤ ౨ಘಘ  ׬ s
୰ିଵZஶ଴ ൫ܼ ൅ ሺݏI۪Iሻ൯
ିଵ݀ݏ ܻ  
                ൌ ౩౟౤ ౨ಘಘ  ׬ s
୰ିଵZ൫ܼ ൅ ሺݏI۪Iሻ൯ିଵܻ ݀ݏஶ଴  
                ൌ ౩౟౤ ೝഏഏ  ׬ s
୰ିଵሺሺݏିଵܣ۪Iሻିଵ ൅ ܻିଵሻିଵ ݀ݏ.ஶ଴    ( by lemma 2.1.6 ) 
Since  ݏିଵܣ۪I  and  I۪B  are positive definite, by lemma 2.1.5 we have that the map  
Ԅ ׷  Զ௡మ ൈ Զ௡మ ื Զ௡మ defined by 
Ԅሺݏିଵܣ۪I , I۪Bሻ ൌ ሺሺݏିଵܣ۪Iሻିଵ ൅ ሺI۪Bሻିଵሻିଵ is jointly concave. It is well-known 
that the positive linear combination of the jointly concave maps is jointly concave. 
Hence, from the viewpoint of the Riemann integral, the integrand is also jointly concave 
and so is   ܣ௥۪ܤଵି௥. This means that for any ܣ, ܤ, ܥ, ܦ א Զ௡ and scalar 0 ൏ ߳ ൏ 1, 
ሺ߳ܣ ൅ ሺ1 െ ߳ሻܤሻ௥۪ሺ߳ܥ ൅ ሺ1 െ ߳ሻܦሻ௦ ൒ ߳ሺܣ௥۪ܥ௦ሻ ൅ ሺ1 െ ߳ሻሺܤ௥۪ܦ௦ሻ. For ݏ ൐ 0  
and ݎ ൅ ݏ ൌ 1.  Let   ߳ ൌ ߙ ሺߙ ൅ ߚሻ⁄ ,  thus 0 ൏ ߳ ൏ 1. 
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So,  ቀ ఈ
ఈାఉ
ܣ ൅ ቀ1 െ ఈ
ఈାఉ
ቁ ܤቁ
௥
۪ ቀ ఈ
ఈାఉ
ܥ ൅ ቀ1 െ ఈ
ఈାఉ
ቁ ܦቁ
௦
  
                                           ൌ ቀ ߙ ܣߙ൅ߚ ൅ ܤ െ
ߙ ܤ
ߙ൅ߚ
 ቁ
ݎ
۪ ቀ ߙ ܿߙ൅ߚ ൅ ܦ െ
ߙ ܦ
ߙ൅ߚቁ
ݏ
 
                                      ൌ ቀఈ ஺ା ఈ ஻ା ఉ ஻ି ఈ ஻
ఈାఉ
ቁ
௥
۪ ቀఈ ஼ା ఈ ஽ା ఉ ஽ି ఈ ஽
ఈାఉ
ቁ
௦
 
                                      ൌ  ቀ ଵ
ఈାఉ
ቁ
௥ା௦
 ሾሺߙ ܣ ൅ ߚ ܤሻ௥۪ሺߙ ܥ ൅ ߚܦሻ௦ሿ 
                                          ൌ ቀ ଵ
ఈାఉ
ቁ ሾሺߙ ܣ ൅ ߚ ܤሻ௥۪ሺߙ ܥ ൅ ߚܦሻ௦ሿ   ( since ݎ ൅ ݏ ൌ 1)  
                                          ൒  ߙ
ߙ൅ߚ
 ሺܣ௥۪Cୱሻ ൅ ߚ
ߙ൅ߚ
 ሺB୰۪Dୱሻ   
                                           ൌ ቀ ଵ
ఈାఉ
ቁ ሾߙ ሺܣ௥۪Cୱሻ ൅ ߚ ሺB୰۪Dୱሻ ሿ 
Therefore  ሺߙܣ ൅ ߚܤሻ௥۪ሺߙܥ ൅ ߚܦሻ௦ ൒  ߙሺܣ௥۪Cୱሻ ൅ βሺB୰۪Dୱሻ. ז  
 
From  theorem (2.2.1), we obtain the Hoሷ lder inequality for positive definite matrices 
as a special case. 
Recall that the real numbers  ݌, ݍ are conjugate exponents if ݌, ݍ are positive and 
1
݌ ൅
1
ݍ ൌ 1. 
Corollary 2.2.2  For ܣ, ܤ, ܥ, ܦ א Զ௡ and conjugate exponents  ݌, ݍ, we have  
ሺܣ۪ܤሻ ൅ ሺܥ۪ܦሻ ൑ ሺܣ௣ ൅ ܥ௣ሻ
ଵ
௣ ۪ ሺܤ௤ ൅ ܦ௤ሻ
ଵ
௤ . 
Proof : take ߙ ൌ ߚ ൌ 1,    ݎ ൌ ଵ
௣
  and  ݏ ൌ ଵ
௤
  in theorem 2.2.1. Then 
42 
 
ሺܣ ൅ ܤሻ
ଵ
௣ ۪ ሺܥ ൅ ܦሻ
ଵ
௤  ൒  ሺA
ଵ
୮ ۪ C
ଵ
୯ሻ ൅ ሺܤ
ଵ
௣ ۪ ܦ
ଵ
௤ሻ 
Replacing ܤ with ܥ, Hence 
ሺܣ ൅ ܥሻ
ଵ
௣ ۪ ሺܤ ൅ ܦሻ
ଵ
௤  ൒  ሺA
ଵ
୮ ۪ B
ଵ
୯ሻ ൅ ሺܥ
ଵ
௣ ۪ ܦ
ଵ
௤ሻ 
Finally we replace ܣ, ܤ, ܥ, ܦ with ܣ௣, ܤ௤, ܥ௣, ܦ௤ respectively we have 
ሺܣ௣ ൅ ܥ௣ሻ
ଵ
௣ ۪ ሺܤ௤ ൅ ܦ௤ሻ
ଵ
௤  ൒  ሺሺܣ௣ሻ
ଵ
௣ ۪ ሺܤ௤ሻ
ଵ
௤ ሻ  ൅ ሺሺܥ௣ሻ
ଵ
௣ ۪ ሺܦ௤ሻ
ଵ
௤ ሻ 
Therefore    ሺܣ۪ܤሻ ൅ ሺܥ۪ܦሻ ൑ ሺܣ௣ ൅ ܥ௣ሻ
భ
೛ ۪ ሺܤ௤ ൅ ܦ௤ሻ
భ
೜ . ז 
Remarks 2.2.1  The Cauchy-Schwarz inequality is obtained from corollary (2.2.2) by  
taking  ݌ ൌ 2,  since ሺܣ۪ܤሻ ൅ ሺܥ۪ܦሻ ൑ ሺܣଶ ൅ ܥଶሻ
భ
మ ۪ ሺܤଶ ൅ ܦଶሻ
భ
మ. 
Corollary 2.2.3  For ܣ, ܤ א Զ௡ and conjugate exponents ݌, ݍ, we have 
ܣ ۩ ܤ ൑  ሺܣ௣ ൅ Iሻ
భ
೛ ۪ ሺܤ௤ ൅ Iሻ
భ
೜.  
Proof :  Let ܤ ൌ ܥ ൌ I. By corollary (2.2.2) we get 
 ሺܣ۪Iሻ ൅ ሺI۪ܦሻ ൑ ሺܣ௣ ൅ I௣ሻ
భ
೛ ۪ ሺI௤ ൅ ܦ௤ሻ
భ
೜ .  Now let  ܦ ൌ ܤ  then  
ሺܣ۪Iሻ ൅ ሺI۪ܤሻ ൑ ሺܣ௣ ൅ I௣ሻ
భ
೛ ۪ ሺI௤ ൅ ܤ௤ሻ
భ
೜   
Hence  ܣ ۩ ܤ ൑  ሺܣ௣ ൅ Iሻ
భ
೛ ۪ ሺܤ௤ ൅ Iሻ
భ
೜     ( since  I௣ ൌ I௤ ൌ I ).ז 
 
For ܣ, ܤ, ܥ, ܦ א Զ௡ and ߙ, ߚ, ݎ, ݏ ൐ 0 such that ݎ ൅ ݏ ൌ 1. Pattrawut Chansangiam,  
Patcharin Hemchote, Praiboon Pantaragphong inሾ10ሿ, developed the following results : 
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(1) ሺߙܣ ൅ ߚܤሻ௥۪ሺߙܣ ൅ ߚܤሻ௦  ൒  ߙሺܣ௥۪Aୱሻ ൅ βሺB୰۪Bୱሻ. 
Proof : Take ܥ ൌ ܣ, ܦ ൌ ܤ in theorem 2.2.1,  we get the inequality 
             ሺߙܣ ൅ ߚܤሻ௥۪ሺߙܣ ൅ ߚܤሻ௦ ൒  ߙሺܣ௥۪Aୱሻ ൅ βሺB୰۪Bୱሻ. 
(2) ሺߙܣ ൅ ߚܤሻ௥۪ሺߚܣ ൅ ߙܤሻ௦  ൒  ߙሺܣ௥۪Bୱሻ ൅ βሺB୰۪Aୱሻ. 
Proof : Let  ߙܥ ൌ ߚܣ,   ߚܦ ൌ ߙܤ  in theorem 2.2.1 then we get the inequality 
              ሺߙܣ ൅ ߚܤሻ௥۪ሺߚܣ ൅ ߙܤሻ௦  ൒  ߙሺܣ௥۪Bୱሻ ൅ βሺB୰۪Aୱሻ. 
(3) ൫ሺߙܣ ൅ ߚܤሻ۪ሺߙܥ ൅ ߚܦሻ൯
૚
૛  ൒ ߙሺA۪Cሻ
భ
మ ൅ ߚሺB۪Dሻ
భ
૛.    
 Proof : Let ݎ ൌ ݏ  in theorem (2.2.1) we get 
ሺߙܣ ൅ ߚܤሻ
ଵ
ଶ۪ሺߙܥ ൅ ߚܦሻ
ଵ
ଶ ൒  ߙ ൬ܣ
ଵ
ଶ۪C
ଵ
ଶ൰ ൅ β ൬B
ଵ
ଶ۪D
ଵ
ଶ൰. 
Then by corollary (2.1.2), we get the inequality 
൫ሺߙܣ ൅ ߚܤሻ۪ሺߙܥ ൅ ߚܦሻ൯
૚
૛  ൒ ߙሺA۪Cሻ
ଵ
ଶ ൅ ߚሺB۪Dሻ
ଵ
૛.    
 (4) ሺA ൅ Bሻ࢘  ۪  ሺC ൅ Dሻ࢙  ൒ ሺܣ௥۪ܥ௦ሻ ൅ ሺܤ௥۪ܦ௦ሻ. 
Proof : Take ߚ ൌ ߙ in theorem 2.2.1 we get to 
ሺߙܣ ൅ ߙܤሻ௥۪ሺߙܥ ൅ ߙܦሻ௦ ൒  ߙሺܣ௥۪Cୱሻ ൅ ߙሺB୰۪Dୱሻ,  then 
ߙ௥ ሺA ൅ Bሻ࢘ ۪ ߙୱ ሺC ൅ Dሻ࢙  ൒  ߙ ሾሺܣ௥۪Cୱሻ ൅ ሺB୰۪Dୱሻሿ,  then 
ߙ௥ା௦ ሾሺA ൅ Bሻ࢘ ۪  ሺC ൅ Dሻ࢙ሿ  ൒  ߙ ሾሺܣ௥۪Cୱሻ ൅ ሺB୰۪Dୱሻሿ,  ( by theorem 1.4.1 (a) ) 
Then  ߙ ሾሺA ൅ Bሻ࢘ ۪  ሺC ൅ Dሻ࢙ሿ  ൒  ߙ ሾሺܣ௥۪Cୱሻ ൅ ሺB୰۪Dୱሻሿ,   ( since ݎ ൅ ݏ ൌ 1 ሻ 
Hence   ሺA ൅ Bሻ࢘  ۪  ሺC ൅ Dሻ࢙  ൒ ሺܣ௥۪ܥ௦ሻ ൅ ሺܤ௥۪ܦ௦ሻ.  
44 
 
(5) ൫ሺܣ ൅ ܤሻ۪ሺܥ ൅ ܦሻ൯
૚
૛  ൒ ሺA۪Cሻ
భ
మ ൅ ሺB۪Dሻ
భ
૛.  
Proof : Let ݎ ൌ ݏ  in result (4) then 
ሺA ൅ Bሻ
૚
૛  ۪  ሺC ൅ Dሻ
భ
మ  ൒ ቀܣ
భ
మ۪ܥ
భ
మቁ ൅ ቀܤ
భ
మ۪ܦ
భ
మቁ,  but ሺܣ۪ܤሻ௥ ൌ ܣ௥۪ܤ௥,  hence 
൫ሺܣ ൅ ܤሻ۪ሺܥ ൅ ܦሻ൯
૚
૛  ൒ ሺA۪Cሻ
భ
మ ൅ ሺB۪Dሻ
భ
૛.  
(6) ሺA ൅ Bሻ࢘  ۪  ሺA ൅ Bሻ࢙  ൒ ሺܣ௥۪ܣ௦ሻ ൅ ሺܤ௥۪ܤ௦ሻ. 
Proof : Let ߚ ൌ ߙ in result (1) we get to 
ሺߙܣ ൅ ߙܤሻ௥۪ሺ ߙܣ ൅ ߙܤሻ௦  ൒  ߙሺܣ௥۪Aୱሻ ൅ ߙሺB୰۪Bୱሻ,  then 
ߙ௥ା௦ ሾሺܣ ൅ ܤሻ௥۪ሺ ܣ ൅ ܤሻ௦ሿ  ൒   ߙ ሾሺܣ௥۪Aୱሻ ൅ ሺB୰۪Bୱሻሿ,  then 
ߙ ሾሺܣ ൅ ܤሻ௥۪ሺ ܣ ൅ ܤሻ௦ሿ  ൒   ߙ ሾሺܣ௥۪Aୱሻ ൅ ሺB୰۪Bୱሻሿ,   (since ݎ ൅ ݏ ൌ 1 ሻ 
Hence  ሺA ൅ Bሻ࢘  ۪  ሺA ൅ Bሻ࢙  ൒ ሺܣ௥۪ܣ௦ሻ ൅ ሺܤ௥۪ܤ௦ሻ.   
(7) ሺA ൅ Bሻ࢘  ۪  ሺA ൅ Bሻ࢙  ൒ ሺܣ௥۪ܤ௦ሻ ൅ ሺܤ௥۪ܣ௦ሻ. 
Proof : Let ߚ ൌ ߙ in result (2), then we get the inequality  
ሺA ൅ Bሻ࢘ ۪ ሺA ൅ Bሻ࢙  ൒ ሺܣ௥۪ܤ௦ሻ ൅ ሺܤ௥۪ܣ௦ሻ. 
 (8) ൫ሺߙܣ ൅ ߚܤሻ۪ሺߚܣ ൅ ߙܤሻ൯
૚
૛  ൒ ߙሺA۪Bሻ
భ
మ ൅ ߚሺB۪Aሻ
భ
૛ 
Proof :  Let ݎ ൌ ݏ  in result (2) and by ሺܣ۪ܤሻ௥ ൌ ܣ௥۪ܤ௥ then we get the inequality 
൫ሺߙܣ ൅ ߚܤሻ۪ሺߚܣ ൅ ߙܤሻ൯
૚
૛  ൒ ߙሺA۪Bሻ
ଵ
ଶ ൅ ߚሺB۪Aሻ
ଵ
૛. 
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Definition 2.2.1  Let ܣ א ܯ௠,௡. The ݇௧௛ Kronecker power ܣ۪௞ is defined inductively  
 for all positive integer k by  ܣ۪ଵ ൌ ܣ and ܣ۪௞ ൌ ܣ۪ܣ۪ሺ௞ିଵሻ for ݇ ൌ 2, 3, …  ሺi. eሻ 
 ܣ۪௞ ൌ ܣ ۪ ܣ ۪   …   ۪ ܣ    ( k-times ). This definition implies that ܣ א ܯ௠,௡, the  
matrix   ܣ۪௞ א ܯ௠ೖ,௡ೖ.  
Theorem 2.2.4   For any ܣ א Զ௡, positive integer ݇, and real number ݎ, then  
ሺܣ۪௞ሻ௥ ൌ ሺܣ௥ሻ۪௞. 
Proof : Let ݌ሺ݇ሻ be the statement ሺܣ۪௞ሻ௥ ൌ ሺܣ௥ሻ۪௞. If ݇ ൌ 2, then 
ሺܣ۪ଶሻ௥ ൌ  ሺܣ۪ܣሻ௥ ൌ ܣ௥۪ܣ௥, which is true. Therefore  ݌ሺ2ሻ is satisfies. 
Assume that ݌ሺݐሻ  is satisfies,  ሺܣ۪௧ሻ௥ ൌ ሺܣ௥ሻ۪௧. Now 
 ሺܣ۪ሺ௧ାଵሻሻ௥ ൌ ሺܣ۪௧۪ܣሻ௥ ൌ ሺܣ۪௧ሻ௥۪ܣ௥ ൌ ሺܣ௥ሻ۪௧۪ܣ௥ ൌ ሺܣ௥ሻ۪ሺ௧ାଵሻ. 
Thus,  ݌ሺݐ ൅ 1ሻ is true, thus ݌ሺ݇ሻ is true for all ݇. ז 
Corollary 2.2.5.ሾૢሿ Let  ሼܣ௜ሽ௜ୀଵ௠  be a set of arbitrary square matrices with the same size. 
Then the Kronecker product has the following  
 ݐݎ ሺܣ௜భܣ௜మ … ܣ௜೗ሻ
۪௞  ൌ  ݐݎ௞ ൫ܣ௜భܣ௜మ … ܣ௜೗൯, For any positive integer k. 
Proof : ݐݎ ሺܣ௜భܣ௜మ … ܣ௜೗ሻ
۪௞ ൌ ݐݎൣ൫ܣ௜భܣ௜మ … ܣ௜೗൯۪ … ۪ሺܣ௜భܣ௜మ … ܣ௜೗ሻ൧     ( k-times ) 
ൌ ݐݎ൫ܣ௜భܣ௜మ … ܣ௜೗൯ ݐݎሺܣ௜భܣ௜మ … ܣ௜೗ሻ  …   ݐݎሺܣ௜భܣ௜మ … ܣ௜೗ሻ            ( by corollary 1.4.9 ) 
ൌ ൣݐݎ൫ܣ௜భܣ௜మ … ܣ௜೗൯൧
௞ ൌ  ݐݎ௞൫ܣ௜భܣ௜మ … ܣ௜೗൯. ז  
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Corollaries 2.2.6  If ܣ, ܤ א Զ௡, and  ߙ, ߚ ൐ 0, then  
(1) ሺሺߙܣ ൅ ߚܤሻ
భ
మሻ۪ଶ ൒ ߙሺܣ
భ
మሻ۪ଶ ൅ ߚሺܤ
భ
మሻ۪ଶ. 
(2) ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ ൒ ሺܣ
భ
మሻ۪ଶ ൅ ሺܤ
భ
మሻ۪ଶ. 
(3) ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ  ൒  ሺܣ۪ܤሻ
భ
మ ൅  ሺܤ۪ܣሻ
భ
మ. 
Proof : (1) Take ݎ ൌ ݏ in result (1) we get to 
ሺߙܣ ൅ ߚܤሻ
భ
మ۪ሺߙܣ ൅ ߚܤሻ
భ
మ  ൒  ߙ ቀܣ
భ
మ۪A
భ
మቁ ൅ β ቀB
భ
మ۪B
భ
మቁ,  then 
ሺሺߙܣ ൅ ߚܤሻ
భ
మሻ۪ଶ  ൒  ߙሺܣ
భ
మሻ۪ଶ ൅ ߚሺܤ
భ
మሻ۪ଶ            ( by definition 2.2.1 ). 
(2) From 1 in corollary 2.2.6 with  ߙ ൌ ߚ ൌ 1. 
(3) Take ݎ ൌ ݏ in result (7) we get to  
ሺܣ ൅ ܤሻ
భ
మ۪ሺܣ ൅ ܤሻ
భ
మ  ൒  ቀܣ
భ
మ۪B
భ
మቁ ൅ ቀB
భ
మ۪A
భ
మቁ,  then  
ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ  ൒  ሺܣ۪ܤሻ
భ
మ ൅  ሺܤ۪ܣሻ
భ
మ          ( by definition 2.2.1 and lemma 2.1.3 ).ז 
 
The next result is the AM-GM inequality for the Kronecker product of matrices : 
Corollary 2.2.7  If ܣ, ܤ א Զ௡ commute under the  Kronecker product, then 
ሺܣ۪ܤሻ
భ
మ  ൑  ଵ
ଶ
 ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ,  with equality iff ܣ ൌ ܤ. 
Proof :  ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ  ൒  ሺܣ۪ܤሻ
భ
మ ൅  ሺܤ۪ܣሻ
భ
మ        ( by corollary 2.2.6 (3) ) 
                                       ൌ ሺܣ۪ܤሻ
భ
మ ൅ ሺܣ۪ܤሻ
భ
మ         (ܣ۪ܤ ൌ ܤ۪ܣ,  given  
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ൌ 2  ሺܣ۪ܤሻ
ଵ
ଶ  
Hence,  ଵ
ଶ
 ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ  ൒  ሺܣ۪ܤሻ
భ
మ . 
For the equality,  
ูሻ When ܣ ൌ ܤ, we have  ଵ
ଶ
 ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ ൌ  ଵ
ଶ
 ሺሺܣ ൅ ܣሻ
భ
మሻ۪ଶ ൌ ଵ
ଶ
 ሺሺ2ܣሻ
భ
మሻ۪ଶ  
 ൌ ଵ
ଶ
ቀሺ2ܣሻ
భ
మ  ۪ሺ2ܣሻ
భ
మቁ ൌ √ଶൈ√ଶ
ଶ
  ቀܣ
భ
మ۪A
భ
మቁ ൌ ሺሺܣሻ
భ
మሻ۪ଶ        …  ሺכሻ 
ሺܣ۪ܤሻ
భ
మ ൌ ሺܣ۪ܣሻ
భ
మ ൌ ሺA۪ଶሻ
భ
మ ൌ ሺܣ
భ
మሻ۪ଶ            …  ሺככሻ.    
From ሺכሻ and ሺככሻ, we have  ଵ
ଶ
 ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ ൌ ሺܣ۪ܤሻ
భ
మ.  
֜ሻ Assume that  ଵ
ଶ
 ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ ൌ ሺܣ۪ܤሻ
భ
మ,  then 
 2ሺܣ۪ܤሻ
భ
మ ൌ  ሺሺܣ ൅ ܤሻ
భ
మሻ۪ଶ ൌ  ሺሺܣ ൅ ܤሻ۪ଶሻ
భ
మ      ( by theorem 2.2.4 )  
                                               ൌ ሾሺܣ ൅ ܤሻ۪ሺܣ ൅ ܤሻሿ
భ
మ,  then 
4 ሺܣ۪ܤሻ ൌ  ሺܣ ൅ ܤሻ۪ሺܣ ൅ ܤሻ,  then 
ሺܣ۪ܤሻ ൅ ሺܣ۪ܤሻ ൅ ሺܣ۪ܤሻ ൅ ሺܣ۪ܤሻ ൌ ሺܣ۪ܣሻ ൅ ሺܣ۪ܤሻ ൅ ሺܣ۪ܤሻ ൅ ሺܤ۪ܤሻ,  then 
ሺܣ۪ܤሻ െ ሺܣ۪ܣሻ ൌ ሺܤ۪ܤሻ െ ሺܣ۪ܤሻ, then 
ܣ۪ሺܤ െ ܣሻ ൌ ܤ۪ሺܤ െ ܣሻ,  then 
ܣ۪ሺܤ െ ܣሻ െ ܤ۪ሺܤ െ ܣሻ ൌ 0, then 
ሺܣ െ ܤሻ۪ሺܤ െ ܣሻ ൌ 0, then 
ሺܣ െ ܤሻ ൌ 0  or ሺܤ െ ܣሻ ൌ 0    ( by corollary 1.4.2 ), so ܣ ൌ ܤ. ז 
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2.3   Inequalities for Hadamard products 
In this section we drive inequalities for Hadamard products of positive definite matrices  
Theorem 2.3.1.ሾ૚૙ሿ  For ܣ, ܤ, ܥ, ܦ א Զ௡ and ߙ, ߚ, ݎ, ݏ ൐ 0 such that  ݎ ൅ ݏ ൌ 1, 
ሺߙܣ ൅ ߚܤሻ௥ ל ሺߙܥ ൅ ߚܦሻ௦ ൒  ߙሺܣ௥ ל Cୱሻ ൅ βሺB୰ ל Dୱሻ. 
Proof : Define Ԅ ׷  Զ௡ ൈ Զ௡ ՜ Զ௡మ by  ԄሺA, Bሻ ൌ A୰۪Bୱ. The Hadamard product of  
matrices is a principal submatrix of the Kronecker product of matrices. Consequently,  
there exists a unital positive linear map ߮ ׷  Զ௡మ  ՜  Զ௡ such that ߮ሺܣ۪ܤሻ ൌ ܣ ל ܤ.  
Hence, ሺ߮ ל ԄሻሺA, Bሻ ൌ ߮൫ԄሺA, Bሻ൯ ൌ ߮ሺA୰۪Bୱሻ ൌ A୰ ל Bୱ.Since Ԅ is jointly concave 
by theorem 2.2.1 and ߮ is positive and linear, the composition ߮ ל Ԅ is also jointly con- 
cave. This means that for any ܣ, ܤ, ܥ, ܦ א Զ௡ and any scalar 0 ൏ ߳ ൏ 1, 
ሺ߳ܣ ൅ ሺ1 െ ߳ሻܤሻ௥ ל ሺ߳ܥ ൅ ሺ1 െ ߳ሻܦሻ௦ ൒ ߳ሺܣ௥ ל ܥ௦ሻ ൅ ሺ1 െ ߳ሻሺܤ௥ ל ܦ௦ሻ.  Since 
0 ൏ ߙ ሺߙ ൅ ߚሻ⁄ ൏ 1, by replacing ߳ ݓ݅ݐ݄ ߙ ሺߙ ൅ ߚሻ⁄ , we get 
ቀ ఈ
ఈାఉ
ܣ ൅ ቀ1 െ ఈ
ఈାఉ
ቁ ܤቁ
௥
ל ቀ ఈ
ఈାఉ
ܥ ൅ ቀ1 െ ఈ
ఈାఉ
ቁ ܦቁ
௦
  
                                           ൌ ቀ ߙ ܣ
ߙ൅ߚ
൅ ܤ െ ߙ ܤ
ߙ൅ߚ
 ቁ
ݎ
ל ቀ ߙ ܿ
ߙ൅ߚ
൅ ܦ െ ߙ ܦ
ߙ൅ߚ
ቁ
ݏ
 
                                      ൌ ቀఈ ஺ା ఈ ஻ା ఉ ஻ି ఈ ஻
ఈାఉ
ቁ
௥
ל  ቀఈ ஼ା ఈ ஽ା ఉ ஽ି ఈ ஽
ఈାఉ
ቁ
௦
 
                                      ൌ  ቀ ଵ
ఈାఉ
ቁ
௥ା௦
 ሾሺߙ ܣ ൅ ߚ ܤሻ௥ ל ሺߙ ܥ ൅ ߚܦሻ௦ሿ 
                                          ൌ ቀ ଵ
ఈାఉ
ቁ ሾሺߙ ܣ ൅ ߚ ܤሻ௥ ל ሺߙ ܥ ൅ ߚܦሻ௦ሿ   ( since ݎ ൅ ݏ ൌ 1)  
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൒  ߙ
ߙ൅ߚ
 ሺܣ௥ ל Cୱሻ ൅ ߚ
ߙ൅ߚ
 ሺB୰ ל Dୱሻ   ൌ ቀ ଵ
ఈାఉ
ቁ ሾߙ ሺܣ௥ ל Cୱሻ ൅ ߚ ሺB୰ ל Dୱሻ ሿ 
Therefore  ሺߙܣ ൅ ߚܤሻ௥ ל ሺߙܥ ൅ ߚܦሻ௦ ൒  ߙሺܣ௥ ל Cୱሻ ൅ βሺB୰ ל Dୱሻ. ז 
From this theorem(2.3.1), we obtain the Hoሷ lder inequality for positive definite matrices  
as a special case.  
Corollary 2.3.2  For ܣ, ܤ, ܥ, ܦ א Զ௡ and conjugate exponents  ݌, ݍ, we have  
ሺܣ ל ܤሻ ൅ ሺܥ ל ܦሻ ൑ ሺܣ௣ ൅ ܥ௣ሻ
ଵ
௣  ל  ሺܤ௤ ൅ ܦ௤ሻ
ଵ
௤ . 
Proof : Take ߙ ൌ ߚ ൌ 1,    ݎ ൌ ଵ
௣
  and  ݏ ൌ ଵ
௤
  in theorem 2.3.1. Then 
ሺܣ ൅ ܤሻ
ଵ
௣  ל  ሺܥ ൅ ܦሻ
ଵ
௤  ൒  ൬A
ଵ
୮  ל  C
ଵ
୯൰ ൅ ൬ܤ
ଵ
௣  ל  ܦ
ଵ
௤൰. 
Replacing ܤ with ܥ, hence 
ሺܣ ൅ ܥሻ
ଵ
௣  ל  ሺܤ ൅ ܦሻ
ଵ
௤  ൒  ൬A
ଵ
୮  ל  B
ଵ
୯൰ ൅  ൬ܥ
ଵ
௣  ל  ܦ
ଵ
௤൰. 
Finally we replace ܣ, ܤ, ܥ, ܦ with ܣ௣, ܤ௤, ܥ௣, ܦ௤ respectively we have 
ሺܣ௣ ൅ ܥ௣ሻ
ଵ
௣  ל  ሺܤ௤ ൅ ܦ௤ሻ
ଵ
௤  ൒  ሺሺܣ௣ሻ
ଵ
௣  ל  ሺܤ௤ሻ
ଵ
௤ ሻ   ൅ ሺሺܥ௣ሻ
ଵ
௣  ל  ሺܦ௤ሻ
ଵ
௤ ሻ. 
Therefore,    ሺܣ ל ܤሻ ൅ ሺܥ ל ܦሻ ൑ ሺܣ௣ ൅ ܥ௣ሻ
భ
೛  ל  ሺܤ௤ ൅ ܦ௤ሻ
భ
೜ . ז 
Remarks 2.3.1  The Cauchy-Schwarz inequality is obtained from corollary (2.3.2) by  
taking  ݌ ൌ 2,  since ሺܣ ל ܤሻ ൅ ሺܥ ל ܦሻ ൑ ሺܣଶ ൅ ܥଶሻ
భ
మ  ל  ሺܤଶ ൅ ܦଶሻ
భ
మ .  
Definition 2.3.1   The Hadamard sum of  ܣ, ܤ א ܯ௡ is denoted by ܣ • ܤ where 
 ܣ • ܤ ൌ ܣ ל I ൅ I ל B. 
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By corollary (2.3.2), and taking ܤ ൌ ܥ ൌ ܫ  we obtain the following :  
Corollary 2.3.3  For ܣ, ܤ, ܥ, ܦ א Զ௡ and conjugate exponents  ݌, ݍ, we have  
ܣ • ܤ ൑ ሺܣ௣ ൅ ܫሻ
భ
೛  ל  ሺܤ௤ ൅ ܫሻ
భ
೜ .  
Proof :  ܣ • ܤ ൌ ܣ ל I ൅ I ל B ൑ ሺܣ௣ ൅ I௣ሻ
భ
೛  ל  ሺܤ௤ ൅ I௤ሻ
భ
೜    ( by corollary 2.3.2 )  
                                                   ൌ ሺܣ௣ ൅ ܫሻ
భ
೛  ל  ሺܤ௤ ൅ ܫሻ
భ
೜.  
 
For ܣ, ܤ, ܥ, ܦ א Զ௡ and ߙ, ߚ, ݎ, ݏ ൐ 0 such that ݎ ൅ ݏ ൌ 1. Pattrawut Chansangiam,  
Patcharin Hemchote, Praiboon Pantaragphong inሾ10ሿ, developed the following results : 
(1) ሺߙܣ ൅ ߚܤሻ௥ ל ሺߙܣ ൅ ߚܤሻ௦  ൒  ߙሺܣ௥ ל Aୱሻ ൅ βሺB୰ ל Bୱሻ. 
Proof : Take ܣ ൌ ܥ, ܤ ൌ ܦ in theorem 2.3.1,  we get  
 ሺߙܣ ൅ ߚܤሻ௥ ל ሺߙܣ ൅ ߚܤሻ௦ ൒  ߙሺܣ௥ ל Aୱሻ ൅ βሺB୰ ל Bୱሻ. 
(2) ሺߙܣ ൅ ߚܤሻ௥ ל ሺߚܣ ൅ ߙܤሻ௦  ൒  ߙሺܣ௥ ל Bୱሻ ൅ βሺAୱ ל B୰ሻ. 
Proof : Let  ߙܥ ൌ ߚܣ,   ߚܦ ൌ ߙܤ  in theorem (2.3.1) then we get the inequality 
ሺߙܣ ൅ ߚܤሻ௥ ל ሺߚܣ ൅ ߙܤሻ௦  ൒  ߙሺܣ௥ ל Bୱሻ ൅ βሺAୱ ל B୰ሻ. 
(3) ሺߙܣ ൅ ߚܤሻ
భ
మ ל ሺߙܥ ൅ ߚܦሻ
భ
మ ൒  ߙ ቀܣ
భ
మ ל C
భ
మቁ ൅ β ቀB
భ
మ ל D
భ
మቁ. 
Proof : Let  ݎ ൌ ݏ  in theorem (2.3.1) then we get the inequality  
ሺߙܣ ൅ ߚܤሻ
ଵ
ଶ ל ሺߙܥ ൅ ߚܦሻ
ଵ
ଶ ൒  ߙ ൬ܣ
ଵ
ଶ ל C
ଵ
ଶ൰ ൅ β ൬B
ଵ
ଶ ל D
ଵ
ଶ൰. 
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(4) ሺA ൅ Bሻ࢘  ל  ሺC ൅ Dሻ࢙  ൒ ሺܣ௥ ל ܥ௦ሻ ൅ ሺܤ௥ ל ܦ௦ሻ. 
Proof : Take ߚ ൌ ߙ in theorem 2.3.1 we get to 
ሺߙܣ ൅ ߙܤሻ௥ ל ሺߙܥ ൅ ߙܦሻ௦ ൒  ߙሺܣ௥ ל Cୱሻ ൅ ߙሺB୰ ל Dୱሻ,  then 
ߙ௥ ሺA ൅ Bሻ࢘  ל  ߙୱ ሺC ൅ Dሻ࢙  ൒  ߙ ሾሺܣ௥ ל Cୱሻ ൅ ሺB୰ ל Dୱሻሿ,  then 
ߙ௥ା௦ ሾሺA ൅ Bሻ࢘  ל   ሺC ൅ Dሻ࢙ሿ  ൒  ߙ ሾሺܣ௥ ל Cୱሻ ൅ ሺB୰ ל Dୱሻሿ,  ( by theorem 1.5.3 (a) ) 
Then  ߙ ሾሺA ൅ Bሻ࢘  ל   ሺC ൅ Dሻ࢙ሿ  ൒  ߙ ሾሺܣ௥ ל Cୱሻ ൅ ሺB୰ ל Dୱሻሿ,   ( since ݎ ൅ ݏ ൌ 1 ሻ 
Hence   ሺA ൅ Bሻ࢘  ל  ሺC ൅ Dሻ࢙  ൒ ሺܣ௥ ל ܥ௦ሻ ൅ ሺܤ௥ ל ܦ௦ሻ.   
(5) ሺA ൅ Bሻ࢘  ל  ሺA ൅ Bሻ࢙  ൒ ሺܣ௥ ל ܤ௦ሻ ൅ ሺAୱ ל B୰ሻ.  
Proof : Let  β ൌ ߙ ൌ 1  in result (2), we have 
ሺA ൅ Bሻ࢘  ל  ሺA ൅ Bሻ࢙  ൒ ሺܣ௥ ל ܤ௦ሻ ൅ ሺAୱ ל B୰ሻ.  
(6) ሺߙܣ ൅ ߚܤሻ
భ
మ ל ሺߚܣ ൅ ߙܤሻ
భ
మ  ൒ ሺߙ ൅ βሻ ቀܣ
భ
మ ל B
భ
మቁ. 
Proof :  Let  ݎ ൌ ݏ  in result (2) then we get the inequality 
ሺߙܣ ൅ ߚܤሻ
ଵ
ଶ ל ሺߚܣ ൅ ߙܤሻ
ଵ
ଶ  ൒  ߙ ൬ܣ
ଵ
ଶ ל B
ଵ
ଶ൰ ൅  ߚ ൬ܣ
ଵ
ଶ ל B
ଵ
ଶ൰. 
Thus,   ሺߙܣ ൅ ߚܤሻ
భ
మ ל ሺߚܣ ൅ ߙܤሻ
భ
మ  ൒ ሺߙ ൅ βሻ ቀܣ
భ
మ ל B
భ
మቁ.   
 
Definition 2.3.2  Let ܣ א ܯ௡ then the ݇ݐ݄ Hadamard power of ܣ is ܣሺ௞ሻ ൌ ൣܽ௜௝௞ ൧ ൌ 
A ל ܣሺ௞ିଵሻ, ݇ ൌ 2, 3, … . 
Hence,  if  ܣ א ܯ௡,  then ሺߙܣሻሺ௞ሻ ൌ ൣሺߙܽ௜௝ሻ௞൧ ൌ ൣߙ௞ܽ௜௝௞ ൧ ൌ ߙ௞ൣܽ௜௝௞ ൧ ൌ ߙ௞ܣሺ௞ሻ. 
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Corollaries 2.3.4  If ܣ, ܤ א Զ௡, and  ߙ, ߚ ൐ 0, then 
(1) ቀሺߙܣ ൅ ߚܤሻ
భ
మቁ
ሺଶሻ
൒ ߙሺܣ
భ
మሻሺଶሻ ൅ ߚሺܤ
భ
మሻሺଶሻ. 
(2) ቀሺܣ ൅ ܤሻ
భ
మቁ
ሺଶሻ
൒ ሺܣ
భ
మሻሺଶሻ ൅ ሺܤ
భ
మሻሺଶሻ. 
(3) ቀሺܣ ൅ ܤሻ
భ
మቁ
ሺଶሻ
 ൒ 2 ሺܣ
భ
మ ל ܤ
భ
మሻ.  
Proof : (1) Take  ݎ ൌ ݏ  in result (1) then we get to 
ሺߙܣ ൅ ߚܤሻ
భ
మ ל ሺߙܣ ൅ ߚܤሻ
భ
మ  ൒  ߙ ቀܣ
భ
మ ל A
భ
మቁ ൅ β ቀB
భ
మ ל B
భ
మቁ.   Then we have 
ቀሺߙܣ ൅ ߚܤሻ
భ
మቁ
ሺଶሻ
൒ ߙ ቀܣ
భ
మቁ
ሺଶሻ
൅ ߚ ቀܤ
భ
మቁ
ሺଶሻ
             (  by definition 2.3.2 ). 
              (2)   Let  ߚ ൌ ߙ ൌ 1  in (1),  we get  
                        ቀሺܣ ൅ ܤሻ
భ
మቁ
ሺଶሻ
൒ ቀܣ
భ
మቁ
ሺଶሻ
൅ ቀܤ
భ
మቁ
ሺଶሻ
.  
               (3)   Let  ߚ ൌ ߙ ൌ 1  in result (6),  we get   
                       ቀሺܣ ൅ ܤሻ
భ
మቁ
ሺଶሻ
 ൒ 2 ሺܣ
భ
మ ל ܤ
భ
మሻ. ז 
The next result is the AM-GM inequality for matrices involving the Hadamard product : 
Corollary 2.2.5  For ܣ, ܤ א Զ௡, we have the following inequality 
ܣ
భ
మ ל ܤ
భ
మ  ൑  ଵ
ଶ
   ቀሺܣ ൅ ܤሻ
భ
మቁ
ሺଶሻ
. 
Proof :  From (3) in Corollary (2.3.4),  dividing both sides on 2, we get the inequality 
ܣ
భ
మ ל ܤ
భ
మ  ൑  ଵ
ଶ
   ቀሺܣ ൅ ܤሻ
భ
మቁ
ሺଶሻ
. ז  
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Chapter three 
Bounds on the Spectral Radius of Hadamard Products 
of Positive Operators on ࢒࢖- Spaces 
3.1    Hadamard product of matrices of operators on ࢒࢖  
Definition 3.1.1  The space ݈௣ is the space of all sequences ݔ ൌ ሺߦ௜ሻ ൌ ሺ ߦଵ, ߦଶ, … ሻ 
of numbers such that   |ߦଵ|௣ ൅ |ߦଶ|௣ ൅ ڮ   converges, thus 
                                                   Σ
௜ୀଵ
|ߦ௜|௣
ஶ
 ൏  ∞.  
Definition 3.1.2  A linear operator ܣ ׷ ܺ ื ܻ from a normed space X into a normed  
space Y  is called bounded if there exists a positive numbers C such that  
ԡܣݔԡ ൑ ܥԡݔԡ,   for all ݔ א ܺ.  
 We write  ݔ ൒ 0  for  ݔ ൌ ሺߦ௡ሻ א ݈௣, whenever  ߦ௡ ൒ 0  for all ݊ ൒ 1, and we denoted 
 by  ݈௣ା the set of all ݔ ൒ 0 in ݈௣.   Abounded linear operator  ܣ ׷  ݈௣ ื ݈௣    is  called  
positive ( denoted by ܣ ൒ 0 )  if  ܣݔ ൒ 0  for all ݔ א ݈௣ା.  As we assume ݌ ൏ ∞,  every 
bounded operator on  ݈௣ has a matrix representation with respect to the standard basis, 
and we will identify the operator with its matrix.  
In case  ܣ ൒ 0, we have ܣ ൌ ൣܽ௜௝൧,  where each  ܽ௜௝ ൒ 0. We will use frequently that if 
0 ൑ ܣ ൑ ܤ  on  ݈௣ା ሺ ݅. ݁., ܤ െ ܣ ൒ 0 ሻ,  then צ ܣ צ ൑ צ ܤ צ. 
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Theorem 3.1.1.ሾ૚૚ሿ   Let צڄצ be a matrix norm on ܯ௡.  Then  
ߩሺܣሻ ൌ lim௡ืஶ צ ܣ௡ צ
భ
೙,  for all ܣ א ܯ௡. 
In the following theorems we will see upper bounds for some Hadamards products of  
positive operator on  ݈௣ : 
Theorem 3.1.2 [4]   Let ܣ, ܤ, ܥ and ܦ be positive operators on ݈௣.  Then we have 
ሺ ܣ ל ܤ ሻ ሺ ܥ ל ܦ ሻ  ൑  ൫ሺܣ ל ܣሻሺܥ ל ܥሻ൯
భ
మ  ל  ൫ሺܤ ל ܤሻሺܦ ל ܦሻ൯
భ
మ.   
Proof :  Let ൣܽ௜௝൧, ൣܾ௜௝൧, ൣܿ௜௝൧,  and ൣ݀௜௝൧  denote the matrices of the operators  ܣ, ܤ, ܥ,  
and  ܦ respectively. Then the matrix of the operator product  ሺ ܣ ל ܤ ሻ ሺ ܥ ל ܦ ሻ is given 
by  ∑∞
=1l
ܽ௜௟ܾ௜௟ܿ௟௝݀௟௝. From Cauchy-Schwarz inequality we get  
                                    ∑∞
=1l
ܽ௜௟ܾ௜௟ܿ௟௝݀௟௝  ൑  ቆ∑∞
=1l
 ܽ௜௟ଶ  ܿ௟௝ଶ ቇ
భ
మ
ቆ∑∞
=1l
 ܾ௜௟ଶ  ݀௟௝ଶ ቇ
భ
మ
,  
                                                             ൌ  ൫ሺܣ ל ܣሻሺܥ ל ܥሻ൯
భ
మ  ל  ൫ሺܤ ל ܤሻሺܦ ל ܦሻ൯
భ
మ. ז    
Corollary 3.1.3  Let ܣ and ܤ be positive linear operator on ݈௣.  Then we have  
                             ሺ ܣ ל ܤ ሻଶ  ൑  ൫ሺܣ ל ܣሻሺܤ ל ܤሻ൯
భ
మ  ל  ൫ሺܤ ל ܤሻሺܣ ל ܣሻ൯
భ
మ.   
Proof :  Take  ܦ ൌ ܣ  and  ܥ ൌ ܤ  in theorem (3.1.2)  so, 
ሺ ܣ ל ܤ ሻ ሺ ܤ ל ܣ ሻ  ൑  ൫ሺܣ ל ܣሻሺܤ ל ܤሻ൯
భ
మ  ל  ൫ሺܤ ל ܤሻሺܣ ל ܣሻ൯
భ
మ.   
Thus,  ሺ ܣ ל ܤ ሻଶ  ൑  ൫ሺܣ ל ܣሻሺܤ ל ܤሻ൯
భ
మ  ל  ൫ሺܤ ל ܤሻሺܣ ל ܣሻ൯
భ
మ  ( since ܣ ל ܤ ൌ ܤ ל ܣ ).ז  
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Corollary 3.1.4  Let ܣ and ܤ be positive linear operators on ݈௣.  Then we have  
                             ቀܣ
భ
మ ל ܤ
భ
మቁ
ଶ
൑  ሺܣଶሻ
భ
మ ל  ሺܤଶሻ
భ
మ.   
Proof :  We substitute  ܣ
భ
మ for both  ܣ  and  ܥ,  and  ܤ
భ
మ for  ܤ  and  ܦ  in theorem 
 (3.1.2)  then,  
  ቀܣ
భ
మ ל ܤ
భ
మቁ ቀܣ
భ
మ ל ܤ
భ
మቁ  ൑ ቆቀܣ
భ
మ ל ܣ
భ
మቁ ቀܣ
భ
మ ל ܣ
భ
మቁቇ
భ
మ
ל ቆቀܤ
భ
మ ל ܤ
భ
మቁ ቀܤ
భ
మ ל ܤ
భ
మቁቇ
భ
మ
. 
So,     ቀܣ
భ
మ ל ܤ
భ
మቁ
ଶ
൑  ൬ቀܣ
భ
మ ל ܣ
భ
మቁ
ଶ
൰
భ
మ
 ל  ൬ቀܤ
భ
మ ל ܤ
భ
మቁ
ଶ
൰
భ
మ
ൌ  ቀܣ
భ
మ ל ܣ
భ
మቁ  ל   ቀܤ
భ
మ ל ܤ
భ
మቁ. 
Thus,  ቀܣ
భ
మ ל ܤ
భ
మቁ
ଶ
൑  ቀܣ
భ
మቁ
ሺଶሻ
ל   ቀܤ
భ
మቁ
ሺଶሻ
             ( by definition (2.3.2) ). 
Therefore,   ቀܣ
భ
మ ל ܤ
భ
మቁ
ଶ
൑  ሺܣଶሻ
భ
మ ל  ሺܤଶሻ
భ
మ. ז    
Theorem 3.1.5 [4]   Let ܣ and ܤ be positive linear operators on ݈௣.  Then we have  
                         ሺܣ ל ܣሻ ሺܤ ל ܤሻ  ൑ ܣܤ ל ܣܤ.   
Proof :  ௜ܺ ൒ 0,   ׊݅ ൌ 1, …  , n.  
Let  ݌ሺ݊ሻ  be the statement, Σ
௜ୀଵ
௡
௜ܺ
ଶ  ൑  ቀ Σ
௜ୀଵ
௡
௜ܺቁ
ଶ
,     ݊ ൌ 1, 2, …  . 
For ݊ ൌ 2,     Σ
௜ୀଵ
ଶ
௜ܺ
ଶ ൌ ଵܺଶ ൅ ܺଶଶ. 
൬ Σ
௜ୀଵ
ଶ
௜ܺ൰
ଶ
 ൌ  ሺ ଵܺ ൅  ܺଶ ሻଶ ൌ ଵܺଶ ൅  ܺଶଶ ൅ ଵܺܺଶ ൅  ܺଶ ଵܺ. 
But,  ଵܺܺଶ ൅  ܺଶ ଵܺ ൒ 0.    Therefore,  Σ௜ୀଵ
ଶ
௜ܺ
ଶ  ൑  ൬ Σ
௜ୀଵ
ଶ
௜ܺ൰
ଶ
. 
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Assume that ݌ሺ݇ሻ is true, so    Σ
௜ୀଵ
௞
௜ܺ
ଶ  ൑  ൬ Σ
௜ୀଵ
௞
௜ܺ൰
ଶ
.   
Σ
௜ୀଵ
௞ାଵ
௜ܺ
ଶ ൌ ሺ ଵܺଶ ൅ ܺଶଶ ൅ ڮ ൅ ܺ௞ଶ ሻ ൅ ܺ௞ାଵଶ  . 
൬ Σ
௜ୀଵ
௞ାଵ
௜ܺ൰
ଶ
ൌ ൫ሺ ଵܺ ൅ ܺଶ ൅ ڮ ൅ ܺ௞ሻ ൅ ܺ௞ାଵ൯
ଶ
 
                 ൌ ሺ ଵܺ ൅  ܺଶ ൅ ڮ ൅ ܺ௞ሻଶ ൅ ሺܺ௞ାଵሻଶ ൅ ሺ ଵܺ ൅  ܺଶ ൅ ڮ ൅ ܺ௞ሻ ሺܺ௞ାଵሻ  
                       ൅ ሺܺ௞ାଵሻ ሺ ଵܺ ൅  ܺଶ ൅ ڮ ൅ ܺ௞ሻ.  
But , ሺ ଵܺ ൅  ܺଶ ൅ ڮ ൅ ܺ௞ሻ ሺܺ௞ାଵሻ ൅ ሺܺ௞ାଵሻ ሺ ଵܺ ൅ ܺଶ ൅ ڮ ൅ ܺ௞ሻ ൒ 0.   Therefore, 
݌ሺ݇ ൅ 1ሻ is true. 
Hence,   ݌ሺ݊ሻ is true  ׊݊. 
Take  ௜ܺ ൌ ܽ௜௞ ܾ௞௝.  
Let  ൣܽ௜௝൧  and  ൣܾ௜௝൧ denote the matrices of  ܣ and ܤ, respectively. 
Then the ሺ݅, ݆ሻ entry of ሺܣ ל ܣሻ ሺܤ ל ܤሻ is  Σ
௞ୀଵ
ஶ
ܽ௜௞ଶ  ܾ௞௝ଶ ,  and 
ሺܣ ל ܣሻ ሺܤ ל ܤሻ ൌ Σ
௞ୀଵ
ஶ
ܽ௜௞ଶ  ܾ௞௝ଶ  ൑  ቀ Σ௞ୀଵ
ஶ
ܽ௜௞ܾ௞௝ቁ
ଶ
 
                                                  ൌ  ቀ Σ
௞ୀଵ
ஶ
ܽ௜௞ܾ௞௝ቁ ቀ Σ௞ୀଵ
ஶ
ܽ௜௞ܾ௞௝ቁ 
                                                   ൌ  ܣܤ ל ܣܤ. ז   
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The following lemma shows that the Hadamard product of two positive linear operators 
on ݈௣ is bounded :  
  Lemma 3.1.6  [4]  Let ܣ and ܤ be a positive linear operators on ݈௣.  Then ܣ ל ܤ is a 
 positive linear operator on ݈௣ and צ ܣ ל ܤ צ ൑ צ ܣ צ צ ܤ צ. 
Proof : It is sufficient to prove that  צ ܺ ל ܻ צ ൑ 1, whenever צ ܺ צ ൌ צ ܻ צൌ 1. 
Assume ܻ ൌ ൣܾ௜௝൧. From  צ ܻ צൌ 1  it follows that  ܾ௜௝ ൑ 1  for all ݅ , ݆,  so that  
0 ൑ ܺ ל ܻ ൑ ܺ.  This implies immediately that ܺ ל ܻ is a positive operator from 
 ݈௣ to ݈௣ and צ ܺ ל ܻ צ ൑ 1.  Thus we take 
ܺ ൌ ஺
צ஺צ
,        ܻ ൌ ஻
צ஻צ
.  Then  צ ܺ צൌ 1  and    צ ܻ צൌ 1, 
thus   צ ܺ ל ܻ צ ൑ 1.  Therefore 
צ ஺
צ஺צ
ל ஻
צ஻צ
צ ൑ 1,  then   ଵ
צ஺צ צ஻צ
 צ ܣ ל ܤ צ ൑ 1.   
Therefore,  צ ܣ ל ܤ צ ൑ צ ܣ צ צ ܤ צ. ז 
Lemma 3.1.7 [4]  Let ܣ and ܤ be positive linear operators on ݈௣.  Then ܣ
భ
మ ל ܤ
భ
మ  is a 
 positive operator on ݈௣ and ቛܣ
భ
మ ל ܤ
భ
మቛ ൑ צ ܣ צ
భ
మ צ ܤ צ
భ
మ.  
Proof : By the identity  ሺܾܽሻ
భ
మ  ൌ min ቄ௧
మ
ଶ
ܽ ൅ ଵ
ଶ௧మ
ܾ;  ݐ ൐ 0ቅ , where a, b are positive 
 numbers, which refers to Krivine calculus in Banach lattices, we get 
ܣ
భ
మ ל ܤ
భ
మ  ൑  ௧
మ
ଶ
ܣ ൅ ଵ
ଶ௧మ
ܤ,  for all  ݐ ൐ 0. 
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This implies that ܣ
భ
మ ל ܤ
భ
మ is a positive operator on ݈௣, and 
ቛܣ
భ
మ ל ܤ
భ
మቛ  ൑  ௧
మ
ଶ
ԡܣԡ ൅  ଵ
ଶ௧మ
ԡܤԡ,  for all  ݐ ൐ 0. 
By taking the minimum over t, we get 
݉݅݊ ቛܣ
భ
మ ל ܤ
భ
మቛ  ൑ ݉݅݊ ቄ௧
మ
ଶ
ԡܣԡ ൅  ଵ
ଶ௧మ
ԡܤԡ, for all  ݐ ൐ 0ቅ.  Then, 
ቛܣ
భ
మ ל ܤ
భ
మቛ  ൑  ሺԡܣԡԡܤԡሻ
భ
మ  
                     ൌ  ԡܣԡ
భ
మ ԡܤԡ
భ
మ. ז 
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3.2     Inequalities for spectral radius of Hadamard products 
In this section, we will see some inequalities for spectral radius of Hadamard  products 
 of positive operators on ݈௣.  
Lemma 3.2.1 [4]  Let ܣ and ܤ be positive linear operator on ݈௣.  Then we have  
             ߩ ቀܣ
భ
మ ל ܤ
భ
మቁ ൑ ߩሺܣሻ
భ
మ ߩሺܤሻ
భ
మ.  
Proof : From  corollary (3.1.4), it follows that 
             ቀܣ
భ
మ ל ܤ
భ
మቁ
ଶ௡
൑  ሺܣଶ௡ሻ
భ
మ ל  ሺܤଶ௡ሻ
భ
మ.  
Taking norms on both sides we get,  
             ฯቀܣ
భ
మ ל ܤ
భ
మቁ
ଶ௡
ฯ  ൑  ቛሺܣଶ௡ሻ
భ
మ ל  ሺܤଶ௡ሻ
భ
మቛ,  then 
             ฯቀܣ
భ
మ ל ܤ
భ
మቁ
ଶ௡
ฯ  ൑  ԡሺܣଶ௡ሻԡ
భ
మ ԡሺܤଶ௡ሻԡ
భ
మ      ( by lemma (3.1.7) ). 
Taking (2݊ሻݐ݄ roots on both sides we get,   
             ฯቀܣ
భ
మ ל ܤ
భ
మቁ
ଶ௡
ฯ
భ
మ೙
 ൑  ԡሺܣଶ௡ሻԡቀ
భ
మቁ ቀ
భ
మ೙ቁ ԡሺܤଶ௡ሻԡቀ
భ
మቁ ቀ
భ
మ೙ቁ. 
And taking limit for  ሺ݊ ื ∞ሻ  on both sides we have, 
lim
௡ืஶ
ብ൬ܣ
ଵ
ଶ ל ܤ
ଵ
ଶ൰
ଶ௡
ብ
ଵ
ଶ௡
 ൑  lim
௡ืஶ
ԡሺܣଶ௡ሻԡቀ
ଵ
ଶቁ ቀ
ଵ
ଶ௡ቁ   lim
௡ืஶ
ԡሺܤଶ௡ሻԡቀ
ଵ
ଶቁ ቀ
ଵ
ଶ௡ቁ. 
So,  ߩ ቀܣ
భ
మ ל ܤ
భ
మቁ ൑ ߩሺܣሻ
భ
మ ߩሺܤሻ
భ
మ     ( by theorem (3.1.1) ).ז  
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Lemma 3.2.2 [4]  Let ܣ and ܤ be positive linear operators on ݈௣.  Then we have   
                           ߩሺܣ ל ܤሻ  ൑  ߩሺܣሻ ߩሺܤሻ.  
Proof : Take ܤ ൌ ܣ in theorem (3.1.5) we get,  
              ሺܣ ל ܣሻଶ  ൑  ܣଶ ל ܣଶ.    
              Then ሺܣ ל ܣሻଶ௡  ൑  ܣଶ௡ ל ܣଶ௡,  taking norms in both sides we get, 
              ԡሺܣ ל ܣሻଶ௡ԡ  ൑  ԡܣଶ௡ ל ܣଶ௡ԡ  ൑  ԡܣଶ௡ԡ ԡܣଶ௡ԡ       ( by lemma(3.1.6) ). 
Taking ሺ2݊ሻݐ݄ root and limit as ݊ ื ∞, on both sides we have 
                 ߩሺܣ ל ܣሻ  ൑  ߩሺܣሻଶ      … ሺܽሻ     
Similarly,  ߩሺܤ ל ܤሻ  ൑  ߩሺܤሻଶ       … ሺܾሻ. 
In theorem (3.1.2), take  ܥ ൌ ܣ, ܦ ൌ ܤ  we get 
           ሺ ܣ ל ܤ ሻଶ  ൑  ൫ሺܣ ל ܣሻሺܣ ל ܣሻ൯
భ
మ  ל  ൫ሺܤ ל ܤሻሺܤ ל ܤሻ൯
భ
మ.   
           Thus, ሺ ܣ ל ܤ ሻଶ  ൑  ሺሺܣ ל ܣሻଶሻ
భ
మ  ל  ሺሺܤ ל ܤሻଶሻ
భ
మ.    
           So, ሺ ܣ ל ܤ ሻଶ  ൑  ሺܣ ל ܣሻ  ל  ሺܤ ל ܤሻ.    
           Then, ሺ ܣ ל ܤ ሻଶ௡  ൑   ሺܣ ל ܣሻ௡  ל  ሺܤ ל ܤሻ௡. 
Taking norms in both sides we get,  
            ԡሺ ܣ ל ܤ ሻଶ௡ԡ  ൑  ԡሺܣ ל ܣሻ௡  ל  ሺܤ ל ܤሻ௡ԡ  
                                     ൑  ԡሺܣ ל ܣሻ௡ԡ ԡሺܤ ל ܤሻ௡ԡ.  
Taking ሺ2݊ሻݐ݄ root and limit as ݊ ื ∞ on both sides we have  
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ߩሺܣ ל ܤሻ  ൑   ߩሺܣ ל ܣሻ
భ
మ  ߩሺܤ ל ܤሻ
భ
మ.   
From (a) and (b) we get,   ߩሺܣ ל ܤሻ  ൑   ߩሺܣ ל ܣሻ
భ
మ  ߩሺܤ ל ܤሻ
భ
మ ൑  ߩሺܣሻ ߩሺܤሻ. 
Therefore,   ߩሺܣ ל ܤሻ  ൑  ߩሺܣሻ ߩሺܤሻ. ז  
Theorem 3.2.3 [4]  Let ܣ and ܤ be positive linear operator on ݈௣.  Then,  
                            ߩሺܣ ל ܤሻ ൑ ߩ
భ
మ ൫ሺܣ ל ܣሻ ሺܤ ל ܤሻ൯ ൑ ߩ
భ
మሺܣܤ ל ܣܤሻ ൑ ߩሺܣܤሻ.  
Proof :  From corollary (3.1.3), it follows that 
            ሺ ܣ ל ܤ ሻଶ௡  ൑  ൫൫ሺܣ ל ܣሻሺܤ ל ܤሻ൯௡൯
భ
మ  ל  ൫൫ሺܤ ל ܤሻሺܣ ל ܣሻ൯௡൯
భ
మ.  
Taking norms in both sides we get,  
ԡሺ ܣ ל ܤ ሻଶ௡ԡ ൑ ብ൫൫ሺܣ ל ܣሻሺܤ ל ܤሻ൯௡൯
భ
మ ל ൫൫ሺܤ ל ܤሻሺܣ ל ܣሻ൯௡൯
భ
మ ብ  
                        ൑  ฮ൫ሺܣ ל ܣሻሺܤ ל ܤሻ൯௡ฮ
భ
మ  ฮ൫ሺܤ ל ܤሻሺܣ ל ܣሻ൯௡ฮ
భ
మ   ( by lemma (3.1.7) ).  
Taking ሺ2݊ሻݐ݄ root and limit as ݊ ื ∞ on both sides we have  
ߩሺܣ ל ܤሻ ൑ ߩ
భ
ర ൫ሺܣ ל ܣሻ ሺܤ ל ܤሻ൯ ߩ
భ
ర ൫ሺܤ ל ܤሻ ሺܣ ל ܣሻ൯      
                ൌ  ߩ
భ
మ ൫ሺܣ ל ܣሻ ሺܤ ל ܤሻ൯       ( since  ߩሺܣܤሻ ൌ ߩሺܤܣሻ ). 
From  ሺܣ ל ܣሻ ሺܤ ל ܤሻ ൑ ܣܤ ל ܣܤ,  we get 
ߩ൫ሺܣ ל ܣሻ ሺܤ ל ܤሻ൯  ൑  ߩሺܣܤ ל ܣܤሻ ൑  ߩሺܣܤሻ ߩሺܣܤሻ           ( by lemma (3.2.2) ). 
                                                            ൌ  ߩଶሺܣܤሻ.                                                
Therefore,    ߩ
భ
మ ൫ሺܣ ל ܣሻ ሺܤ ל ܤሻ൯ ൑ ߩ
భ
మሺܣܤ ל ܣܤሻ ൑ ߩሺܣܤሻ. ז  
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Chapter four 
Applications on Kronecker product. 
In this section we present application of the Kronecker product to matrix equations, 
matrix differential equations : 
4.1    Matrix equations 
Knowledge of the Kronecker product and its application facilitates our analysis of 
matrix equations, since the Kronecker product can be used to give a convenient represn- 
tation for linear matrix equations.  
We start by studying the simplest matrix equation as the following theorem : 
Theorem 4.1.1 ሾ7ሿ   Let  ܣ א ܯ௡, ܤ א ܯ௠, ܥ א ܯ௡,௠ and ܺ א ܯ௡,௠, such that 
 ܣܺܤ ൌ ܥ, then the system ሺܤ்۪ܣሻ ܸ݁ܿሺܺሻ ൌ ܸ݁ܿሺܥሻ.  Has a unique solution  
if and only if  ܤ்۪ܣ  is invertible if and only if ܤ and ܣ both are invertible. 
If either ܣ or ܤ are not invertible, then there exist a solution ܺ if and only if  
rank ሺܤ்۪ܣሻ ൌ rank ሺሾܤ்۪ܣ ׷  ܸ݁ܿሺܥሻሿሻ. Where ሾܤ்۪ܣ ׷  ܸ݁ܿሺܥሻሿ is the augmented 
matrix of ܤ்۪ܣ and ܸ݁ܿሺܥሻ; otherwise the system has no solution.ז 
 
This equation ܣܺܤ ൌ ܥ can be generalized as follows : 
ܣଵܺܤଵ ൅ ܣଶܺܤଶ ൅ ڮ ൅  ܣ௣ܺܤ௣ ൌ ܥ,  where  ܣ௝ א ܯ௡, ܤ௝ א ܯ௠   ሺ ݆ ൌ 1, …  , ݌ሻ,  
and ܺ, ܥ א ܯ௡,௠.  
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With the same technique we can rewrite this equation as : 
ܸ݁ܿሺܣଵܺܤଵሻ ൅ ܸ݁ܿሺܣଶܺܤଶሻ ൅ ڮ ൅ ܸ݁ܿ൫ܣ௣ܺܤ௣൯ ൌ ܸ݁ܿሺܥሻ. 
So,  ሺܤଵ்۪ܣଵሻ ܸ݁ܿሺܺሻ ൅ ڮ ൅ ൫ܤ௣்۪ܣ௣൯ ܸ݁ܿሺܺሻ ൌ ܸ݁ܿሺܥሻ.         ( by theorem 1.4.26). 
݅. ݁,   Σ
௝ୀଵ
௣
൫ܤ௝்۪ܣ௝൯ ܸ݁ܿሺܺሻ ൌ ܸ݁ܿሺܥሻ. 
The unique solution is obtained if and only if  Σ
௝ୀଵ
௣
൫ܤ௝்۪ܣ௝൯  is invertible.ז 
The following theorem examine if the ܣܺܤ ൌ ܥ has a unique ܺ. By using eigenvalue of 
the Kronecker sum. 
Theorem 4.1.2 ሾ13ሿ  Let  ܣ א ܯ௡ and ܤ א ܯ௠. The equation ܣܺ ൅ ܺܤ ൌ ܥ has a  
unique solution ܺ א ܯ௡,௠ for each ܥ א ܯ௡,௠ if and only if  ߪሺܣሻ ځ ߪሺെܤሻ ൌ ߶.  
Proof : The eigenvalue of ܤ் are the same as those of ܤ. Now, if we take the Vec(.) of  
both sides in equation ܣܺ ൅ ܺܤ ൌ ܥ we get  ሺܣ ۩ ܤ்ሻ ܸ݁ܿሺܺሻ ൌ ܸ݁ܿሺܥሻ   ( by coroll- 
ary (1.4.27) ). And this system of equations has a unique solution if and only if ܣ ۩ ܤ்  
is invertible, that is if and only if non of the eigenvalues of ܣ ۩ ܤ் is zero.  But  
ߪሺܣ ۩ ܤ்ሻ ൌ ൛ߣ௜ ൅ ߤ௝ ׷ ݅ ൌ 1, … , ݊,   ݆ ൌ 1, … , ݉ൟ, where ߪሺܣሻ ൌ ሼߣ௜ ׷ ݅ ൌ 1, … , ݊ሽ 
and ߪሺܤሻ ൌ ൛ ߤ௝ ׷    ݆ ൌ 1, … , ݉ ൟ. So The equation ܣܺ ൅ ܺܤ ൌ ܥ has a unique solution 
if and only if  ߣ௜ ൅ ߤ௝ ് 0  for all ݅, ݆, ݅. ݁.,  if and only if  ߣ௜ ് െߤ௝ if and only if ሺܣሻ 
and ሺെܤሻ have no common eigenvalue if and only if  ߪሺܣሻ ځ ߪሺെܤሻ ൌ ߶. ז 
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If on other hand ܣ and – ܤ have an eigenvalue in common, the existence of the solution 
depends on the rank of the augmented matrix ሾܣ ۩ ܤ்: ܸ݁ܿሺܥሻሿ. If the rank of this  
matrix is equal to the rank of ܣ ۩ ܤ், then the solution exist otherwise they do not. 
Theorem  4.1.3 ሾ7ሿ   If ܣ א ܯ௡ and ܤ א ܯ௠.  The equationܣܺ െ ܺܣ ൌ ߤܺ, which has 
a nontrivial solution if and only if  ߤ  is an eigenvalue of  െܣ்۩ܣ. But the eigenvalues  
of  െܣ்۩ܣ  are ൛ߣ௜ െ ߣ௝ ׷  ߣ௜ א ߪሺܣሻൟ. Hence ܣܺ െ ܺܣ ൌ ߤܺ has a nontrivial solution 
 if and only if  ߤ ൌ ߣ௜ െ ߣ௝ for some ݅, ݆. ז 
Lemma 4.1.1.4 ሾ8ሿ  Let A, B, C and D א M୬ such that ܥܦ ൌ ܦܥ.   Then ቂ
ܣ ܤ
ܥ ܦቃ is 
 Invertible if and only if ܣܦ െ ܤܥ is invertible and det ቂܣ ܤܥ ܦቃ ൌ det(ܣܦ െ ܤܥሻ. ז 
Theorem  4.1.1.5 ሾ8ሿ  Let ܣଵ, ܤଵ, ܥଵ, ܦଵ, ܣଶ, ܤଶ, ܥଶ, ܦଶ, ܧ, and ܨ א ܯ௡ be given  
matrices such that ܥଵܦଵ ൌ ܦଵܥଵ and ܥଶܦଶ ൌ ܦଶܥଶ. Then the system  
                              ܣଵܺܣଶ ൅ ܤଵܻܤଶ ൌ ܧ 
                              ܥଵܺܥଶ ൅ ܦଵܻܦଶ ൌ ܨ 
has a unique solution if and only if  ܣଶ்ܦଶ்۪ܣଵܦଵ െ ܤଶ்ܥଶ்۪ܤଵܥଵ  is invertible.ז 
Corollary 4.1.6  Let A, B, C, D, E, and F א M୬ be given matrices. Then the system  
ܣܺ ൅ ܻܤ ൌ ܧ 
ܥܺ ൅ ܻܦ ൌ ܨ 
has a unique solution if and only if  ܦ்۪ܣ െ ܤ்۪ܥ  is invertible.ז 
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Corollary 4.1.7  Let A, B, C, D, E, and F א M୬ be given matrices. Then the system  
ܺܣ ൅ ܤܻ ൌ ܧ 
ܺܥ ൅ ܦܻ ൌ ܨ 
 has a unique solution if and only if  ܣ்۪ܦ െ ܥ்۪ܤ  is invertible.ז 
If we assume that ܥܦ ൌ ܦܥ, then the system 
Corollary 4.1.8  Let A, B, C, D, E, and F א M୬ be given matrices. Then the system  
ܣܺ ൅ ܤܻ ൌ ܧ 
ܥܺ ൅ ܦܻ ൌ ܨ 
has a unique solution if and only if  ܣܦ െ ܤܥ  is invertible.ז 
Corollary 4.1.9  Let A, B, C, D, E, and F א M୬ be given matrices. Then the system  
ܺܣ ൅ ܻܤ ൌ ܧ 
ܺܥ ൅ ܻܦ ൌ ܨ 
has a unique solution if and only if  ܦܣ െ ܥܤ  is invertible.ז 
The important application of the theorem (1.4.12.(b)) are for  ݌ሺݐሻ ൌ ݁௧, ݃ሺݐሻ ൌ sin ݐ, 
݄ሺݐሻ ൌ cos ݐ,  lead to the following result : 
Corollary 4.1.10  ሾૠሿ   Let ܣ א ܯ௡, be a scalar matrix. Then  
(1) ݁ሺ஺୍۪೘ሻ ൌ  ݁஺۪I୫. 
(2) sinሺA۪ I୫ሻ ൌ  sinሺAሻ ۪I୫. 
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Proof (1) :  We can write  ݁஺ as a power series such as : 
                     ݁஺ ൌ I୬ ൅ ܣ ൅
ଵ
ଶ!
ܣଶ ൅ ڮ   
so,   eሺ஺୍۪೘ሻ ൌ ሺI୬۪I୫ሻ ൅ ሺܣ۪I୫ሻ ൅
ଵ
ଶ!
ሺܣ۪I୫ሻଶ ൅ ڮ 
                      ൌ ሺI୬۪I୫ሻ ൅ ሺܣ۪I୫ሻ ൅
ଵ
ଶ!
ሺܣଶ۪I୫ሻ ൅ ڮ  
                      ൌ ሺI୬ ൅  ܣ ൅ 
ଵ
ଶ!
ܣଶ ൅ ڮ ሻ ۪ I୫ 
                       ൌ  ݁஺۪I୫.  
Proof (2) :  We can write  sin A as a power series such as : 
                   sin A ൌ ܣ െ ஺
య
ଷ!
൅ ஺
ఱ
ହ!
െ ஺
ళ
଻!
൅ ڮ 
so,   sinሺA۪ I୫ሻ ൌ ሺA۪I୫ሻ െ
ሺ஺୍۪ౣሻ૜
ଷ!
൅ ሺ஺୍۪ౣሻ
ఱ
ହ!
െ ሺ஺୍۪ౣሻ
ళ
଻!
൅ ڮ  
                             ൌ ሺܣ۪I୫ሻ െ
ሺ஺૜୍۪ౣሻ
૜!
൅ ሺ஺
૞୍۪ౣሻ
ହ!
െ ሺ஺
ૠ୍۪ౣሻ
଻!
൅ ڮ 
                              ൌ ሺܣ െ ஺
య
ଷ!
൅ ஺
ఱ
ହ!
െ ஺
ళ
଻!
൅ ڮ ሻ۪I୫ 
                              ൌ  sin A ۪I୫.  
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4.2      Matrix differential equations 
In this section we present another application of the Kronecker product that deals with  
matrix differential equations of the form  ሶܺ ൌ ܣܺ ൅ ܺܤ. 
Definition 4.2.1  Given the matrix  ܣሺݐሻ ൌ ൣܽ௜௝ሺݐሻ൧ א ܯ௠,௡, where each ܽ௜௝ሺݐሻ is a  
differentiable function, then the derivative of the matrix ܣ with respect to the scalar ݐ is  
defined as  : ௗ
ௗ௧
 ܣሺݐሻ ൌ ቂ ௗ
ௗ௧
 ܽ௜௝ሺݐሻቃ ൌ ܣሶ.  
Similarly, the integral of the matrix is defined as : ׬ ܣሺݐሻ݀ݐ ൌ ൣ׬ ܽ௜௝ሺݐሻ݀ݐ൧. 
Theorem 4.2.1 ሾ7ሿ  Let  ܣሺݐሻ א ܯ௠,௡ and ܤሺݐሻ א ܯ௣,௤, be differentiable matrices 
 ( each matrix is assumed to be a function of ݐሻ.  Then   
݀
݀ݐ
ሾܣሺݐሻ ٔ ܤሺݐሻሿ ൌ ൤
݀
݀ݐ
ܣሺݐሻ൨ ۪ܤ ൅ ܣ۪ ൤
݀
݀ݐ
ܤሺݐሻ൨. 
Proof :  On differentiating the ሺ݅, ݆ሻth block of ܣሺݐሻ۪ܤሺݐሻ, we obtain 
               ௗ
ௗ௧
ሾܣሺݐሻ ٔ ܤሺݐሻሿ ൌ ௗ
ௗ௧
 ൣܽ௜௝ܤሺݐሻ൧ ൌ
ௗ௔೔ೕ
ௗ௧
ܤሺݐሻ ൅ ܽ௜௝
ௗ
ௗ௧
ܤሺݐሻ.  
                                                                      ൌ ቂ ௗ
ௗ௧
ܣሺݐሻቃ ۪ܤ ൅ ܣ۪ ቂ ௗ
ௗ௧
ܤሺݐሻቃ.ז  
Corollary 4.2.2  Let  ܣሺݐሻ א ܯ௠ and ܤሺݐሻ א ܯ௡ be differentiable matrices ( each  
matrix is assumed to be a function of ݐሻ.  Then   
                               ௗ
ௗ௧
ሾܣሺݐሻ ۩ ܤሺݐሻሿ  ൌ  ௗ
ௗ௧
ܣሺݐሻ ۩ ௗ
ௗ௧
ܤሺݐሻ.  
Proof :    ௗ
ௗ௧
I௡ ൌ 0,  and using  definition 1.4.2,  then we have 
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              ௗ
ௗ௧
ሾܣሺݐሻ ۩ ܤሺݐሻሿ  ൌ ௗ
ௗ௧
ሾI௡۪ܣሺݐሻሿ ൅  
ௗ
ௗ௧
ሾܤሺݐሻ۪I௠ሿ  
                                            ൌ I୬۪ ቂ
ௗ
ௗ௧
ܣሺݐሻቃ ൅ ቂ ௗ
ௗ௧
ܤሺݐሻቃ ۪I௠ 
                                             ൌ  ௗ
ௗ௧
ܣሺݐሻ ۩ ௗ
ௗ௧
ܤሺݐሻ. ז   
The simplest form of matrix differential equations as the following theotem :  
Theorem 4.2.3 ሾ7ሿ   ݔሶ ൌ ܣݔ;  ݔሺ0ሻ ൌ ܿ, where ܣ א ܯ௡          …  ሺ1ሻ  
This equation has the following solution : ݔ ൌ ݁஺௧ܿ.    
Using this fact we can solve the matrix differential equation : 
ሶܺ ൌ ܣܺ ൅ ܺܤ;  ܺሺ0ሻ ൌ ܥ       … ሺ2ሻ,   where ܣ א ܯ௡, ܤ א ܯ௠, ܺ א ܯ௡,௠, and 
ܥ א ܯ௠,௡. 
Proof: use the ܸ݁ܿሺ. ሻ-notation, then we get  ܸ݁ܿ ሶܺ ൌ ሺI୫۪A ൅ B୘۪I୬ሻ ܸ݁ܿܺ, and 
ܸ݁ܿ ܺሺ0ሻ ൌ  ܸ݁ܿ ܥ.  Let ܸ݁ܿ ܺ ൌ ݔ, and ܸ݁ܿ ܥ ൌ ܿ.  
Then (1)  becomes  ݔሶ ൌ ሺI୫۪A ൅ B୘۪I୬ሻ ݔ;   ݔሺ0ሻ ൌ ܿ. By the solution (2) we have 
ݔ ൌ ሺexpሺI୫۪A ൅ B୘۪I୬ሻtሻܿ. But expሺI୫۪A ൅ B୘۪I୬ሻ ൌ expሺܫ௠۪ܣሻ expሺB୘۪I୬ሻ 
                                                                                               = ሺܫ௠۪݁ݔ݌ܣሻ ሺ݁ݔ݌B୘۪I୬ሻ 
                                                                                          ൌ exp ሺܤ்ሻ۪ ݁ݔ݌ܣ 
so,  ݔ ൌ ሺ݁ݔ݌ܤ்ݐ ۪ ݁ݔ݌ܣܶሻ ܿ;  ݅. ݁. ܸ݁ܿ ܺ ൌ ሺ݁ݔ݌ܤ்ݐ ۪ ݁ݔ݌ܣܶሻ ܸ݁ܿ ܥ 
                                                                       ൌ ܸ݁ܿ ሺ݁ݔ݌ܣݐ . ܥ. ݁ݔ݌ܤݐሻ.                      
Thus,  ܺ ൌ ݁ݔ݌ܣݐ . ܥ. ݁ݔ݌ܤݐ. ז 
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