Abstract: Statistical approaches for drug effectiveness studies after liver transplant have used a survival model with changes in treatment as a time-dependent covariate. However, the approach requires that changes in the timedependent covariate be unrelated to survival outcome. Usually this is not the case, as one drug may be discontinued and an alternative chosen due to the declining health status of the patient. Other approaches examine only subjects who remain on the same drug over a time window, which discards valuable data and may lead to biased effects since this excludes data related to early deaths and to individuals who perform poorly on the drug and had to switch treatments. Because of these issues there are conflicting results seen in the evaluation of immunosuppressive drug effectiveness after liver transplant. We propose a joint survival outcome model with a time-to-drug-change event and a terminal event in graft failure that is useful in drug effectiveness studies where subjects are discontinued from an immunosuppressant (in favour of alternative treatment) due to health reasons. We also include a longitudinal biomarker component. The model takes account of the dependencies across out-comes through shared random effects. Using a Markov chain Monte Carlo approach, we fit the joint model to data from liver transplant recipients from the Scientific Registry for Transplant Recipients.
INTRODUCTION
In some fields of medicine, the dynamics of treatment and treatment failures require special consideration in statistical analysis. Transplantation is one of these fields. Transplant recipients must maintain a lifelong immunosuppressive regime, and a failure of one regime requires a change to an alternative drug. A failure in immunosuppressive treatment regime is usually related to patient and graft survival, since the change in treatment is on the causal pathway to graft failure. Some analyses have used a standard Cox proportional hazards survival model with treatment changes included as a time-dependent covariate [1, 2] . However, assumptions of this model require that changes in the time-dependent covariate be unrelated in this way to the survival outcome. Ignoring this assumption may lead to biased results [3] . In transplantation, one drug may be discontinued and an alternative chosen due to graft rejection or the declining health of the patient for some other reason and so drug failures are typically indeed related to the survival outcomes. The primary objective of this paper is to develop a method for analyzing the efficacy of immunosuppressive treatment after liver transplant that *Address correspondence to this author at the Department of Statistical and Actuarial Sciences, University of Western Ontario, London, Ontario, N6A 5B7, Canada; Tel: (519) 661-3607; Fax: (519) 661-3813; E-mail: erenouf@uwo.ca accounts for potential dependencies between drug failures and survival. Since the change in drug may be directly related to health status, we propose that treating it as a time-to-event process in a joint outcome model with time-to-graft-failure will provide less biased results. Modelling drug failures as a time-to-event process has not been considered in analyses of survival after organ transplant in registry data.
The joint modelling of two time-to-event processes can be used for drug studies where the duration on and survival of a patient on a particular drug is of interest, especially in situations where the termination of the initial treatment drug is driven by the deteriorating health status of the patient. There is an association between failures of immunosuppressive treatment and graft survival, since treatment failures are likely triggered by another event that increases the risk of death or graft failure (e.g., organ rejection, or cancer occurrence). We suggest that jointly modelling graft survival and time-to-drug-failure in a joint survival outcome model with frailty terms linking the two outcomes is preferable in this situation. We consider an individual frailty to account for unobserved heterogeneity between patients. In addition, we are able to add a longitudinal component to thejoint model with the variable creatinine, which is collected every year after transplant. Creatinine is important both as a general health indicator, as well as an indicator of treatment drug toxicity which may also lead to treatment switching.
Much of the research in modelling two time-to-event processes started with the joint analysis of recurrent events and a terminating event. These models allow for a recurrent and a terminal event that are not independent. An important early paper in this proposed a Cox proportional hazards model with shared frailty for recurrent events and a terminal event in an MCMC approach [4] . The unobserved frailty in the model measures the latent health status of the patient and it is related to both the recurrent event and the terminal event. A shared frailty joint model accommodating multivariate longitudinal and bivariate time-to-event data with extension to a multivariate survival component was proposed in the setting of cure fractions [5] . Other important work in the area of multiple time-to-event processes includes [6] where the authors propose a joint frailty model using a nonparametric likelihood method. Both [4] and [6] offer a thorough review of the history of research in this area from the 1990s to the mid 2000s. Another important paper uses two additive shared frailties to model trial and treatment heterogeneity in a meta-analysis [7] . Liu and Huang [8] is one of the few papers to consider repeated longitudinal events and two or more time-toevent processes, using a shared random effects model. The hazard of the terminal event (death) depends on both the longitudinal random effects (CD4 counts) and the frailty term from the recurrent event (infection). More recently, Musoro [9] proposed as hared frailty model for multiple longitudinal outcomes and multiple repeated events (infections) without a terminal event using an MCMC approach for inference.
The use of a joint modelling approach for modelling two event processes which did not includea recurrent event, but one that must come before the other, was first undertaken by Elashoff [10] in a competing risks setting. Methods for multiple failure times in the setting of competing risks and semi-competing risks data have become very popular, with further papers from Elashoff [11] followed by Williamson [12] and many others. Most recently, illness-death models have been applied to semi-competing risks data [13] [14] [15] .
In this paper we utilize a joint model with a longitudinal component in log (creatinine), and abivariate survival model comprised of a time-to-drugfailure process and a time-to-graft-survival process. This is a novel approach to drug efficacy analysis in transplantation. While [8] considered a longitudinal outcome with a recurrent process and a terminal event, a model with two survival events and a longitudinal component has not been previously considered. We hypothesize that higher creatinine levels are correlated with a greater risk of drug failure and also with greater risk of failure of the transplanted liver. We also hypothesize that having a change from initial drug therapy is associated with a greater risk of graft failure. In Section 2.1 we describe the development of our two time-to-event process joint model. In Section 3 we motivate the need for this type of model in the analysis of graft survival after liver transplantation. We end with a final section containing a discussion and future projects.
STATISTICAL METHODS

Joint Longitudinal and Survival Sub-Models
The longitudinal component related to modelling the trajectory of log(creatinine) is a longitudinal mixed effects model that is linked to both survival models via random effects. We examine graft failure up to three years post transplant. Let y ij represent the longitudinal marker log(creatinine) for subject i, i = 1, ..., n, at timepoint mij, j = 1, ...n i . The mixed effects model is
where β 0 and β 1 are the intercept and slope; x ij are a set of covariates with respective vectors of regression parameters β. The random effects b 0i , b 1i are independent and normally distributed. Let b i = (b 0i ,b 1i ). The variance-covariance matrix of b i , D = diag (ν 1 ,ν 2 ). Then we assume the measurement error ε ij ~ N(0,σ 2 ) is independent of the b i .
The longitudinal process influences two time-toevent processes: time-to-drug-failure and time-to-graftfailure. For the ith individual, let t ki represent lifetime, k = 1,2, with t 1i representing time-to-drug-failure with shape parameter α 1 , and t 2i representing time-to-graftfailure with shape parameter α 2 . The scale parameter λ ki can vary across individuals and events types. We re-parameterize λki as
where z ki and γ k are the covariates and corresponding regression coefficients and where φ 1 = φ. The W ki link the random effects from the longitudinal model to the time-to-drug-failure model, where W 1i = ! 1b0i + ! 2b1i , and the time-to-graft-failure model (W 1i = ! 1b0i + ! 2b1i ).
The ζ and ρ are association parameters measuring the relationship between the vector of random effects bi and the time-to-event processes. The c i are subjectspecific frailty terms which link the two responses. In the graft failure component, φ measures the association between c i and risk of graft failure. We assume that the repeated measures of creatinine are correlated through the random effects b i , and the hazard of the terminal event depends on the longitudinal component and the time-to-drug-failure component through b i and c i respectively. The frailty term c i is assumed independent of b i .
The data we use is taken from the Scientific Registry for Transplant Recipients (SRTR). The SRTR data system includes data on all donor, wait-listed candidates, and transplant recipients in the U. The goal of our investigation is to apply a new method for assessing effectiveness of immunosuppression after liver transplantation, and to identify risk factors for graft failure while taking into account the initial immunosuppression and time on a particular drug or drug combination. Through joint modelling of the time-to-drug-failure and time-to-graft-failure processes, we can account for the association between time on initial drug therapy and graft survival. Time-to-drugfailure can be extended to a recurrent event format following the methods of [6, 8] or others, however we provide an example with the time to first occurrence only, to provide a simplified model that establishes whether there is an association between creatinine, time on initial drug, and graft survival. We hypothesize that higher creatinine values (i.e. larger random effects) and a shorter time-on-initial-drug (i.e. larger frailty) increase the risk of graft failure. The time-to-drugfailure frailty serves as a surrogate indicator for many possible health events since someone who is doing well after transplant is less likely to experience a change inimmunosuppressive regime.
Estimation was carried out with a Bayesian approach and a Markov chain Monte Carlo (MCMC) algorithm in R [17] and Just Another Gibbs Sampler [18] to obtain estimates of the posterior distributions, and with the priors specified in JAGS as noninformative where the components of γ 1 and γ 2 are ~ N(0,10000), α k ~ Unif(0,1), and ρ 1 , ρ 2 and ζ 1 , ζ 2 are N(0,10000). The c i ~ N(0,1/σ c ), with σ c ~ Unif(0,10000). The prior distributions for the random effects bi were specified as N(0, D) with the diagonal components of D ~ Unif(0,10000). We ran three chains for 500,000 iterations with 400,000 burn-in, which took approximately 30 hours. Convergence was judged by the Brooks-Gelman-Rubin (BGR) convergence diagnostic [19] . We used the deviance information criterion (DIC) for model comparison. Covariates were removed from the model if the credible interval contained zero.
We analyzed those patients age 16 and older, receiving a first cadaveric liver transplant in the United States between January 1, 2000 and December 31, 2002. There were 10,015 subjects, with 1,757 (17.5%) events (graft failure, defined as death or retransplant) in the first three years post-transplant. Immunosuppressive therapy is recorded at baseline and discharge from hospital after transplant, then at six months, and yearly. Exact dates for treatment failures are not given, so the data are interval censored. To simplify the analysis we took the midpoint of the interval as the date of treatment change. If a subject also died during the interval where a treatment change was recorded, we took the midpoint of the start of the interval and the date of death as the day of treatment change. We do not use the data collected on the date of death or retransplant, since this would introduce bias as only those who die have a measurement at this unspecified time-point. If we could not determine baseline treatment, the subject was removed from the analysis. We chose to analyze baseline immunosuppression by combination (rather than as any exposure or not, as in [2, 20] ), since this accounts for any interaction or synergistic effects between SRL and the calcineurin inhibitors (CYA or TAC). This also allows us to see the effects of SRL uncontaminated by other drugs.
RESULTS
The SRTR collects immunosuppressive therapy for only the first five years after transplant. Most of the changes from initial therapy occur within the first year. Of the 10,015 subjects without missing data, 2,468 (25%) changed their initial therapy within the first three years post-transplant. Table 1 shows the number of subjects on each drug combination and how many changed therapies by year 3. This table shows the great disparity in treatment switching among the various regimes. Treating drug failure as a time-to-event process is important to acknowledge the large amount of drug switching taking place in every group except TAC and to account for it in the analysis. We only examine primary immunosuppressive therapy in this model. For the sake of simplicity, induction therapy such as thymoglobulin or anti-CD25 antibody, and adjuvant immunosuppression such as steroids, azathioprine, or mycophenolate mofetil, are not considered at this time. Figure 1 shows Kaplan-Meier curves for graft survival by initial drug therapy. Those started on CYA + SRL, SRL alone, or TAC alone enjoy the best survival. Figure 2 shows Kaplan-Meier curves for time to drug failure for each therapy. Here we see that SRL alone or in combination (SRL + TAC, SRL + CYA) has the shortest time to drug failure. Of the 2,468 who terminated initial therapy, 80% did so in the first year post-transplant. We analyzed HCV positive and HCV negative subjects separately on account of non-proportional hazards in this variable. There were 4,513 subjects (952 graft failure events) who were HCV positive and 5,502 subjects (805 graft failure events) who were HCV negative. Recurrence of HCV is universal after transplant, however the speed at which it progresses depends on different factors such as viral load, donor age and other risks that are not completely understood. There is growing evidence that this includes immunosuppressive regime [21, 22] . Table 2 shows the number of subjects on each immunosuppressive regime in each cohort. Other variables considered included recipient and donor age in decades, recipient and donor gender, gender mismatch between recipient and donor, donor BMI, whether a non-heart-beating donor was used, hepatocellular carcinoma (HCC), previous malignancy (pre-transplant), recipient race, recipient blood type, whether a split liver was received, and whether the recipient was infulminant hepatic failure at the time of transplant. Donor BMI was missing in three subjects so the average was substituted. We also tested for covariate interactions with HCC status. We incorporated into our analysis longitudinal values of creatinine up to three years post-transplant. Missing values were allowed in creatinine since the longitudinal trajectory can still be estimated. There were a maximum of 5 longitudinal values (day of transplant, 6 months, year 1, year 2, year 3). The mean number of creatinine observations per subject was 3.3 and the median was 3. We found a lower DIC when we did not include the slope random effect from the longitudinal component in both time-to-event processes, and so the models for both cohorts included only an intercept random effect in the longitudinal component of the model. This could be because the value of the overall slope β 1 and its estimated random effects are very small (0.006) in the longitudinal model, or possibly because in our three year analysis there are not enough repeated measurements of creatinine to improve the model when this random effect is included. The final model for each cohort was chosen after considering DIC as well as Cox Snell residuals for the graft survival component.
Results from the best fitting joint model for the HCV positive cohort are shown in Table 3 . Most of the covariates listed in Table 3 have a significant effect on time-to-graft-failure or time-to-drug-failure. The covariate gender was kept in the longitudinal model because it improved the DIC even though the credible interval contained zero. The random effect b 0i was an important linkage term between the longitudinal and the graft failure sub-models. In the longitudinal component, we saw a lower log(creatinine) over time in female subjects, while a higher log (creatinine) was seen in older subjects, those in fulminant failure at time of transplant, those who were diabetic at transplant, and those with a higher donor BMI. The only covariate significant in the time-to-drug-failure sub-model was treatment. Being on any initial treatment other than TAC significantly shortens the time to change of initial immunosuppressive therapy. The greatly increased risk of drug failure from initial immunosuppressive regime fits with the degree of treatment switching seen. The linkage parameter ζ was not significantly associated with to time-to-drug-failure.
In the time-to-graft-failure component, we found that none of the immunosuppressive treatments are significantly different from the reference drug TAC in terms of impact on graft survival, after taking into account covariates and the time-to-drug-failure frailty effect. The model is structured so that drug effects are tested in comparison to TAC, the most commonly used treatment. Risk of graft failure is increased for those who are of African American race compared to all other races, for those who had any previous malignancy, and for increased donor age. We found no significant effect for HCC status in the model, even with the variable for previous malignancy removed, and no interaction between initial drug therapy and HCC status. The subject-specific intercept random effect b 0i from the longitudinal component has a significant link with graft survival through the association parameter (ρ 1 ), with a hazard ratio of 1.567 for each one unit change in the random effect. The random effects themselves range from -0.69 to 1.43, and so the hazard can be as beneficial as 0.73 for those with lower than average creatinine levels, and as high as 1.90. When grouped by drug the random effects do not show any distinct patterns (see Figure 3) . The individual log frailty c i from the time-to-drug-failure component has a significant link through the association parameter φ to the graft survival model in the HCV positive cohort, where it increases survival time for those with negative frailties, and decreases survival time for those with positive log frailties. Negative log frailties are associated with a lower risk of a drug failure event. Therefore, failure of initial therapy is associated with shorter graft survival. This is medically sensible since a change in treatment is often precipitated by an adverse event such as rejection.
Histograms of individual log frailties grouped by whether a drug failure occurred are shown in Figure 4 , and plots grouped by initial treatment are shown in Figure 5 . The value of the frailty can be quite large, with a range of approximately -6 to +7, so the estimated coefficient for the individual frailty in the survival model, while small at 0.046 (hazard: exp(0.046 × log frailty)), can have a large effect depending on the value of the subject specific frailty, with a hazard ratio ranging from a beneficial 0.76, to an increased hazard of 1.38. Note however, that there is quite a wide range of individual frailties for all drug therapies (see Figure  5) . The variance of the subject-specific frailty is 10.5, which shows there is a great deal of unobserved heterogeneity between subjects. To put the results into context, Table 4 shows these effects for each treatment combination, comparing the mean, minimum and maximum frailties of subjects who did not change therapy to those who did. For the group on initial therapy of TAC alone who did experience a drug failure event, the mean frailty shows the highest risk of graft failure (mean hazard: 1.25), suggesting that subjects who do not do well on the 'gold standard' TAC are at greatest risk of graft failure.
Results from the best fitting joint model for the HCV negative cohort are shown in Table 5 . The random effect for the intercept b0iwas seen as an important linkage term between the longitudinal and the graft failure sub-models (but again, not in the time-to-drugfailure sub-model). We saw a lower log(creatinine) over time in female subjects and in subjects on SRL + TAC, while a higher log(creatinine) was seen in older subjects, those in fulminant failure at time of transplant, those who were diabetic at transplant, and those with a higher donor BMI. This last result, while the effect is small, is nevertheless interesting and could be investigated further. It is possible that a donor with a higher BMI has more fatty tissue in the liver, resulting in more difficult postoperative recovery and higher creatinine. Fatty liver can also lead to more inflammation and therefore higher doses of immunosuppression. It is also interesting that this effect was not seen in the HCV positive cohort, possibly because HCV positive subjects are often counselled against accepting a marginal donor organ with increased risk due to fatty liver.
Similar to the HCV positive cohort, the only covariates significant in the time-to-drug-failuresubmodel were baseline treatment. Being on any initial treatment other than tacrolimus significantly shortens the time to failure of initial immunosuppressive therapy. In the graft survival component, no immunosuppressive treatment was significantly different from the reference drug TAC in terms of impact on graft survival. Risk of graft failure is increased for those who have HCC, for those who are African American, and for increased donor age. Gender was kept in the model because it improved DIC. We also tested all variables for interaction with HCC status and did not find any significant interaction.
Another interesting feature of this analysis is the strong effect of the longitudinal random effect for log(creatinine) in the graft survival sub-model. A one unit increase in log(creatinine) has a hazard ratio of 1.881 (compared to 1.567 in the HCV positive cohort). The subject-specific randomeffect ranges from -0.971 to 1.469, so the hazard can be reduced for negative random effects (hazardratio 0.541) or increased to as much as 2.530 for the largest random effect. It is possible that this HCV negative cohort, having a wider variety of indications for liver transplant compared to the more homogeneous HCV positive cohort, comprise a group with diseases that involve more renal decompensation. When grouped by drug (see Figure  6) , the intercept random effects are similar to the HCV positive cohort, i.e. no distinct pattern by drug (compare to Figure 3 ).
The individual frailty c i from the time-to-drug-failure component also has a significant linkage through the association parameter φ in the time-to-graft-failure model for the HCV negative cohort, where it increases survival time for those with negative frailties, and decreases survival time for those with positive frailties.
This result is slightly larger than in the HCV positive cohort, with a higher risk seen in the negative cohort. Histograms of individual log frailties grouped by whether a drug change occurred are shown in Figure 7 , and plots grouped by initial treatment are shown in Figure 8 . The value of the frailty also had a wider range than the HCV positive cohort (-6.5 to +9). Figure 8 shows the wide range of individual frailties for all drug therapies. The variance of the subject-specific frailty was similar to the positive cohort, showing there is a great deal of unobserved heterogeneity between subjects. Table 6 shows the frailty effects for each treatment combination, comparing the frailties of subjects who did not change therapy to those who did in the HCV negative cohort. Again we seethe greatest mean frailty in those who had baseline drug failure on TAC. The overall picture emerging here is that subjects who must discontinue baseline immunosuppressive therapy indeed have a poorer outcome, as expected, due to events precipitating drug failure. The calcineurinsparing combinations of SRL + CYA and SRL + TAC stand out (in both cohorts) for having the largest negative mean frailty in those who did not experience drug failure, and the smallest positive mean frailty in those who did have a drug failure event. This translates to a lower risk of graft failure regardless of failures in treatment. The effect of initial drug regime on graft survival must be considered in the context of the timeto-drug-failure, in order to understand the overall risk to We compared our model to a model using the often employed standard Cox proportional hazards model, with initial treatment as a baseline covariate. We also included log(creatinine) from the day of transplant as a covariate (86 were missing and so the mean was substituted for these cases). Using a stepwise procedure, the covariates that remain significant in the model are similar to both of the joint models presented above, although not identical. The significant covariates from this model for the HCV positive cohort are presented in Table 7 . There were no significant differences in graft survival by baseline treatment for the HCV positive cohort. The hazards for the significant covariates are very similar to the joint model, and the standard errors are almost the same. The Cox proportional hazards model has a smaller effect for log(creatinine) compared to the random effects in the joint model, and the values for log(creatinine) are smaller (range: -2.3 to 2.9) than the values for the random effects and so this translates to a smaller effect overall compared to the intercept random effect for creatinine in the joint model. The joint model also has the added hazard from covariate φ and its association with the frailty c i in the time-to-drug-failure model.
In addition, we compared our model to a Cox proportional hazards model that treats the use of SRL as a time-dependent covariate. Significant findings are shown in Table 8 . We treated SRL as a timedependent indicator variable where it takes a value of 1 if the subject is started on SRL (incombination or alone) at transplant, and changes to 0 when the subject changed treatment. Here we see that the effect for SRL is very significant (p = 0.029) and the hazard is 1.262 for a subject starting on SRL, and this is a result that we did not see in either of the previous models. This shows the biased results that are obtained when a time-dependent covariate is used in a Cox proportional hazards model when a change in the time-dependent covariate is also related to outcome. Some of this bias could stem from the dramatic differences in treatment switching. Subjects whos witch treatment early are those with adverse events who therefore experience more graft failure. Results from other covariates such as donor age, log(creatinine), gender and previous malignancy are similar to the previously illustrated models. The comparisons to the Cox proportional hazards model for the HCV negative cohort show similar findings. In the HCV negative cohort, when we apply the standard Cox proportional hazards model to graft survival we get the significant results seen in Table 9 . Again, baseline treatment is not significant factor for graft survival in any combination. The effects for donor age and gender are similar to the joint model.
In the Cox model with time dependent treatment effect for SRL, we again see a greatly increased risk for any SRL exposure, with significant results shown in Table 10 . This analysis shows that using two time-toevent processes to analyze drug failure and graft failure, along with a longitudinal component in creatinine, is a valuable approach. The model has captured the increased risk to graft failure that is present with a sharp change in the biomarker, or with an adverse event that precipitates drug failure.
DISCUSSION
Analyzing treatment changes as a time-to-event process is a preferred approach in observational data analysis since it avoids discarding data. It also avoids the violation of model assumptions such as when treating drug as a time-dependent covariate. Analysis of the two time-to-event outcomes of drug failure and graft survival using a joint model can account for dependence between the two processes without making strong assumptions. We allow the important information contained in the time-to-drug-failure component to influence the hazard of the time-to-graft failure component. Transplant registry data, with 100% enrolment and follow up until death, is a valuable and readily available data source that can provide insight into factors affecting health outcomes after liver transplant. The time-to-drug-failure process acts as a surrogate for time to any adverse event such as infection, rejection, cancer occurrence or other, that may be unreliably collected in the registry data. This two outcome joint model describes the data structure well. We believe that use of a straightforward joint survival outcome model is appropriate for two reasons: first, clinical practice tells us that the association is strong between the drug failure and graft failure processes, and second, less complex joint modelling techniques are more likely to be adopted in practice in We did not find any significant differences between baseline treatments when compared to the 'gold standard' treatment TAC. However in the context of our joint outcome model, treatment effects should be interpreted on a subject-specific basis conditional on the frailty. We found great variability in the frailties. This is an indication that treatments alone are not good predictors of survival -generally, one treatment does provide better on average survival than another, yet there is great variability between treatments. When we condition on the frailty, we will have a better prediction of survival and better understanding of survival by treatment patterns. Rather than discard information, we have presented a model that includes all available data in a way that makes the most scientific sense. The longitudinal component takes into account factors affecting creatinine level over time. It is a proxy for choice of initial treatment, mimicking the physician decision process by taking into account all covariates affecting the evolution of creatinine over time. Degree of renal impairment is an important factor due to nephrotoxicity of the immunosuppression treatment. Our model offers more insight into the medical process and makes scientific sense. The subject-specific frailties from the time-to-drug-failure model account for latent variables that have a significant effect on graft survival, thus accounting for more of the variance in the data and enhancing our understanding of the whole process while improving the fit of the model. The information contained in the frailty covariate φ adds valuable dimension to the model that cannot be accounted for in traditional models.
A limitation of this data set is the lack of exact dates for treatment failures, and the use of the interval midpoint is not ideal, however randomized clinical trial data (with exact dates) is not readily available for public analysis. Statistical bias related to the use of the midpoint is discussed in [23, 24] . To add recurrent events to the drug failure model would involve the use of doubly interval censored data that are also correlated. Furthermore, data on subjects who experience treatment failure more than once during a data collection interval is not collected with sufficient granularity in the SRTR to allow for a joint outcome analysis with recurrent events in drug failure. An application of joint modelling techniques to detailed randomized clinical trial data would provide greater understanding of the problem, since clinical trials normally collect exact dates. With collection of exact dates, many other time-to-event processes could be examined for their association with graft survival, such as time to post-transplant diabetes, or time to cancer occurrence or recurrence.
Another limitation is that important information such as treatment dosage amounts and drug trough levels are missing from the registry data. Trough levels measure the amount of drug exposure per patient, which can vary on a subject-specific basis even when subjects are given the same amount of drug. This is another interesting avenue worth pursuing with transplant data in joint frailty models. The authors acknowledge the limitations of this three year retrospective analysis using registry data. All models in this paper would benefit from more data in the SRL arms. In this analysis we suspect that the use of only three years of data in the longitudinal component is not enough to see a significant effect from the random effect from the ζk in the time-to-drug-failure component. However our goal was met which showed that joint modelling provides added value to analysis of survival after liver transplantation.
The data reported here have been supplied by the Minneapolis Medical Research Foundation (MMRF) as the contractor for the Scientific Registry of Transplant Recipients (SRTR). The interpretation and reporting of these data are the responsibility of the author(s) and in no way should be seen as an official policy of or interpretation by the SRTR or the U.S. Government.
