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Abstract
In Neural Machine Translation (NMT) the usage of sub-
words and characters as source and target units offers a sim-
ple and flexible solution for translation of rare and unseen
words. However, selecting the optimal subword segmenta-
tion involves a trade-off between expressiveness and flexi-
bility, and is language and dataset-dependent. We present
Block Multitask Learning (BMTL), a novel NMT architec-
ture that predicts multiple targets of different granularities
simultaneously, removing the need to search for the optimal
segmentation strategy. Our multi-task model exhibits im-
provements of up to 1.7 BLEU points on each decoder over
single-task baseline models with the same number of param-
eters on datasets from two language pairs of IWSLT15 and
one from IWSLT19. The multiple hypotheses generated at
different granularities can be combined as a post-processing
step to give better translations, which improves over hypoth-
esis combination from baseline models while using substan-
tially fewer parameters.
1. Introduction
Neural Machine Translation (NMT) [1, 2, 3] provides a sim-
ple, end-to-end framework for translating text from one lan-
guage to another. NMT approaches have largely outper-
formed and replaced previous statistical translation methods.
Traditionally, NMT systems used words as source and tar-
get units, which have three main disadvantages. First, word-
based models are unable to translate rare and out of vocab-
ulary (OOV) words in the source language. Second, they
can not produce unseen target words, such as morphologi-
cal variants of observed words (e.g., deriving realistic from
real). Third, they have to handle large source and target
language vocabularies (i.e., large look-up matrices), which
makes them less scalable in term of computation and mem-
ory. A large vocabulary also implies data sparsity where the
number of tokens is not balanced.
A common solution for the problems mentioned above
is to perform word segmentation. The Byte-Pair Encod-
ing (BPE) algorithm [4] groups units together according to
their frequency. By presetting the desired vocabulary size,
the BPE algorithm generates a segmentation of the data by
̂I ̂flew ̂on ̂Air ̂Force ̂Tw o ̂for ̂eight ̂years ̂.
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Figure 1: Our Block Multitask Learning (BMTL) Model
learns to translate the same sentence in different subword-
level units with multiple granularities at the same time. Fi-
nally, a Multi-Engine Machine Translation (MEMT) system
combines all of them.
representing words as a collection of subword units. More
recently, [5] proposed a forward probabilistic subword seg-
mentation algorithm which is based on a unigram language
model, in contrast to the deterministic BPE algorithm. Un-
like BPE, the unigram language model is capable of provid-
ing multiple subwords with probabilities, thereby making the
segmentation more flexible. However, unigrams did not ex-
hibit significant improvement over BPE.
Subword-level NMT systems resolve the drawbacks of
word-level models by providing open-vocabulary capabili-
ties to the model and reducing the vocabulary size consid-
erably. However, subword-level systems also have some
ar
X
iv
:1
91
0.
12
36
8v
1 
 [c
s.C
L]
  2
7 O
ct 
20
19
drawbacks. Most importantly, input and target sequences
are longer, which makes them slower to train and decode,
and implies long-range dependencies which are difficult to
model [6]. Also, the open-vocabulary capabilities of the
model might generate undesired variants of correct transla-
tions. Finally, subword embeddings do not carry as much
semantic information as words and therefore modeling this
information becomes much more difficult.
All units discussed above present a trade-off between
flexibility and semantic information (i.e., characters are more
flexible with less semantic information, whereas words can
not translate OOV words but contain more semantic infor-
mation). This trade-off makes the selection of optimal seg-
mentation a non-trivial problem, for a given dataset and lan-
guage pair. Generally, the optimal segmentation is treated
as a hyper-parameter that needs to be found by brute-force
search, and this search is time-consuming and error-prone.
This problem is even more emphasized in multilingual set-
tings where the optimal segmentation needs to be found for
each language [7].
In this paper, we propose a block multitask learning
(BMTL) model that, by using multiple subword segemen-
tations in the target domain, translates the same input with
different granularities (see Fig. 1). All hypotheses are
combined posteriorly with Multi-Engine Machine Transla-
tion (MEMT) system [8], which generates the final hypoth-
esis of the system. Our experiments show that, in general,
each output segmentation of our BMTL outperforms all sin-
gle task approaches that use the same number of parameters.
By combining the outputs of BMTL with MEMT, our system
still outperforms the combination of single-task models, in
spite of using lesser parameters in total. We hypothesize that
sharing an encoder among different decoder-specific granu-
larities, makes the encoded representation more general and
robust, which yields a better translation and therefore an im-
provement in BLEU score.
The main contributions of this paper are as follows:
• We introduce Block Multitask Learning (BMTL), an
NMT framework that, by using multiple subword seg-
mentations in the target domain, translates the same
input with different granularities (see Fig. 1) (Section
2.2).
• We present a set of experiments in three different
IWSLT language pairs (En-{Fr, Vi, Cs}) that show im-
provements on each output segmentation of BMTL,
outperforming all single task approaches that use the
same number of parameters. (Section 3.3)
• We show that by combining the outputs of BMTL with
Multi-Engine Machine Translation (MEMT) [8], our
system still outperforms the combination of single-
task models, in spite of using fewer parameters in total
(Section 3.4).
2. Architecture
In this section, we will first introduce our baseline model
that consists of a standard attention-based encoder-decoder
model [9] (Section 2.1). After that, we present our new
BMTL architecture that uses the encoder-decoder model as
the main building block (Section 2.2). Finally, we describe
MEMT, the mechanism that we use for combining multiple
hypotheses.
2.1. Baseline Model
Our baseline model is a standard encoder-decoder model
with a multilayer perceptron attention and tanh activation [9].
The encoder is a bidirectional recurrent neural network with
Gated Recurrent Units (BiGRU). This block of the system
encodes the input subword embeddings. The decoder is also
a recurrent neural network, but it uses Conditional GRU de-
coder [10]. The decoder, conditioned on the previously gen-
erated state and each encoded vector, generates an attention
matrix that weighs all the hidden states generated by the en-
coder. The decoder continuously generates symbols until the
end-of-sentence symbol is produced. This model can use dif-
ferent subword segmentations in the source and target space.
We will refer to this henceforth as the baseline model.
2.2. Block Multitask Learning
In BMTL (see Fig. 1), we extend the baseline model with a
multitask learning approach. More specifically, in this case,
each task is the generation of the translation in the target lan-
guage, in different granularities. All tasks share the same
encoder as in the baseline model. The encoded matrix is pro-
cessed by multiple decoders, all of which have the same ar-
chitecture as the baseline decoder. Each of the decoders has
its own attention and set of parameters.
More formally, a BMTL model with decoders outputting
units of BPE300, BPE1000 and BPE10000, can be written as
e0 = Shared Encoder(X)
Sbpe300 = CGRU bpe300(e0)
Sbpe1k = CGRU bpe1k(e0)
Sbpe10k = CGRU bpe10k(e0)
(1)
where Sn is the generated hypothesis and CGRU n is a
decoder for the subword segmentation n.
During training, the losses obtained by all the decoders
are normalized according to length, summed and averaged.
We found that this approach works better than backpropa-
gating each loss independently through its own decoder as
well as the shared encoder. This allows the encoder to learn
more generalized representations which are independent of
the output subword granularity.
It is important to note that BMTL is a model agnostic
technique and it can be easily ported to other architectures
such as Transformer [11].
Corpus Model BMTL1 BMTL2BPE300 BPE1K BPE10K BPE10K BPE16K BPE32K
En-Fr Baseline 35.6 35.1 36 35 36 34.8BMTL 36 35.6 35.7 36.5 36.1 36.5
En-Vi Baseline 26.4 27.1 26.3 27.6 27 27.3BMTL 27 27.7 27.6 27.8 27.5 27.6
En-Cs Baseline 17 16.5 16.7 16.7 16.4 16.4BMTL 17.6 17.7 17.4 16.6 16.8 16.3
Table 1: BLEU scores of our BMTL1 (i.e., BMTL combining BPE 300, BPE1K and BPE10K) and BMTL2 (i.e., BMTL com-
bining BPE 10K, BPE16K and BPE32K) models, as well as the baseline models, on each of our three IWSLT language pairs
(i.e., English to {French, Czech, Vietnamese}).
2.3. Multi-Engine Machine Translation
As a post-processing step, our system uses MEMT to com-
bine all generated hypotheses [8]. MEMT uses a variant of
the METEOR aligner to align all the results of each decoder.
It applies four constraints to generate the combined hypoth-
esis. First, the sentences must start with start-of-sentence
symbol and end-of-sentence symbol. Second, a token is used
only once. Third, it forces weak monotonicity between the
alignments, preventing too many jumps from the search al-
gorithm. Fourth, it forces the completeness of the combined
hypothesis by not skipping tokens unless the sentence ends.
It is important to note that MEMT uses tokenized-word hy-
potheses as input.
3. Experiments
3.1. Datasets and Preprocessing
We report results on two language pairs from the IWSLT
2015 TED Talks corpus - English to {French, Vietnamese}.
We use the tst2012 and tst2013 sets as our develop-
ment and testing sets. Furthermore, we also report results on
the IWSLT 2019 text translation task from English to Czech.
We use the provided training and development sets, and the
tst-COMMON set for testing.
For preprocessing, each corpus is normalized, tokenized
and truecased using Moses [12]. Each corpus is then seg-
mented to different BPE vocabulary sizes using the senten-
cepiece implementation1.
3.2. Implementation Details
All models are trained using Adam optimizer [13], with a
learning rate of 0.0001, decay of 0.9 and batch size of 32. All
models have 2 layers of bidirectional encoders of size 512 in
each direction, decoder of size 1024, and input and output
embeddings of size 512. We also apply dropout with proba-
bility 0.1 in the encoder and decoder. The norm of the gradi-
ent is clipped with a threshold of 1 [14]. All models are im-
plemented using the nmtpytorch framework [15]. The output
hypotheses are detokenized and detruecased using Moses,
1https://github.com/google/sentencepiece
before using sacreBLEU [16] for scoring the translations.
Finally, all hypothesis are combined with the MEMT imple-
mentation2 with the default configuration provided.
3.3. Results
We experiment with two variants of the BMTL model.
BMTL1 has inputs of BPE10K and decoders of BPE300,
BPE1K and BPE10K (as seen in Figure 1). BMTL2 has
inputs of BPE32K and decoders of BPE10K, BPE16K and
BPE32K. We experiment with different input segmentations
to show that our architecture shows improvements irrespec-
tive of the input unit. For each BMTL model, we also train
three baseline encoder-decoder models - each with the same
input units as BMTL and an output corresponding to one of
the BMTL decoders. For instance, we compare the output of
BMTL1’s BPE300 decoder with an encoder-decoder model
that has input units of BPE10K and output units of BPE300.
Table 1 shows the results of our experiments on the
BMTL1 and BMTL2 models, as well as the baseline models.
We observe that almost all of our BMTL decoders (in both
BMTL1 and BMTL2) outperform the corresponding base-
line models across all three languages, with an improvement
of upto 2 BLEU points. This exhibits our architecture’s abil-
ity to learn more robust encoded representations, irrespective
of language, input units, and combination of output segmen-
tations. 3
These improvements are on models that have the same
size as the baselines. Although at training time, the model in-
cludes multiple decoders and a shared encoder, while testing,
we need to utilize only a single decoder and encoder, thus
making it comparable to the baseline models. Each of our
BMTL decoders also converges faster than the correspond-
ing individual baseline models (Figure 2).
3.4. Hypothesis Combination
We explore the possibility of combining hypotheses from
each of the decoders in BMTL (see Fig. 1). We use Multi-
2https://github.com/kpu/MEMT
3All of our baseline numbers are comparable to numbers on the same
datasets in [17].
(a) BLEU scores from BPE300 decoder (b) BLEU scores from BPE1K decoder
(c) BLEU scores from BPE10K decoder
Figure 2: Number of iterations versus validation BLEU scores for decoders in our BMTL1 and Baseline1 models, on the
IWSLT15 En-Fr dataset. We compare the number of iterations to converge between each of the decoders in our BMTL1 model
and the corresponding Baseline1 model
Engine Machine Translation (MEMT) [8], to get a single
hypothesis by combining the hypotheses of each BMTL de-
coder, the results of which can be seen in Table 2.
We see that the MEMT combination from the BMTL
models almost always outperforms the baselines. Although
these gains are slightly lower than the ones achieved by the
individual BMTL decoders, they are achieved using models
with significantly fewer parameters (greater than 20% reduc-
tion from the combined baseline models). This reduction
is because the combined baseline models have multiple en-
coders, whereas BMTL has a shared encoder for each of the
decoders.
4. Related Work
Multiple previous works have analyzed the differences be-
tween target units of different subword resolution in NMT
systems. These works make the observation that the optimal
segmentation depends on three elements: number of OOV
words [4], language [5], and size of the model [18]. Each
of these dependencies makes the task of finding the optimal
subword segmentation computationally infeasible and prone
to error.
In an attempt to solve this problem, [19] propose a dy-
namic end-to-end, data-driven segmentation. [19] uses the
Adaptive Computation Time paradigm [20] to let the net-
work learn an optimal segmentation. This approach, how-
ever, does not match nor overcome the BLEU score of any of
the manual segmentations proposed. Our work, instead, ben-
efits from having mutliple representations for the same input
outperforming almost all single-segmentation baselines pro-
posed.
To take advantage of the different available segmenta-
tions and solve the problem of OOV words, [21] proposes
Corpus Model BLEU # param. (M)
En-Fr Baseline1 37.4 92.03
BMTL1 37.5 71.82
Baseline2 37.3 149.78
BMTL2 37.8 114.85
En-Vi Baseline1 28.8 92.03
BMTL1 29 71.82
Baseline2 28.5 149.78
BMTL2 29 114.85
En-Cs Baseline1 18.1 92.03
BMTL1 18.7 71.82
Baseline2 18.1 149.78
BMTL2 18 114.85
Table 2: BLEU scores using MEMT. We compare two sys-
tems. First, BMTL1 with Baseline1, that combines 300, 1K
and 10K systems in BMTL and independently-trained base-
lines respectively. Second, BMTL2 with Baseline2 that com-
bines 10k, 16k and 32K systems in BMTL and baselines re-
spectively. # param. lists the number of trainable parameters
in (M)illions. For baseline MEMT, we report the sum of the
parameters of the independently-trained baselines.
a hybrid system that combines words and character-based
models. Translation occurs primarily at the word level, and
the system uses the character-level model when an unknown
symbol is predicted. [21] is similar to our approach in its us-
age of multiple target unit segmentations. Even though [21]
achieves similar improvements to ours, the incorporation of
a second character-based architecture makes their approach
more memory intensive and slow than the baseline model
(i.e., word-based NMT) at test time.
Perhaps more related to our work, there are two recent
NMT approaches that combine multiple BPE segmentations.
First, [22] sequentially increase the number of units during
training each time the architecture converges. This method
achieves comparable results to grid search, without the need
of training the model a number of times. Second, [23] pro-
poses summing the multiple subword embeddings from dif-
ferent segmentations to the same embedding layer. Although
[22, 23] propose to use multiple target segmentations in the
same system, there are multiple differences from our work.
Even though [22] finds the optimal segmentation, they do
not use concurrently different target units. [23] uses multi-
ple representations in parallel in the input while we use ours
in the output.
Related to the architecture of our model, [24] proposed
the first work on multitask learning. Similarly, many ap-
proaches integrated other tasks in NMT models such as
the translation of more languages [25], Part-Of-Speech tag-
ging [26] or general syntax [27]. However, none of them
combined different granularities of the same sentence. More
recently, in Automatic Speech Recognition, [28] proposed
also the use of multiple levels of segmentation in a hierarchi-
cal multitask learning structure. The improvements showed
in [28] inspired this paper.
5. Conclusions And Future Work
We propose Block Multitask Learning (BMTL) model that
translates the same input to multiple subword granularities
in the target language and is trained in a multi-task learn-
ing fashion. Our BMTL decoders outperform the single-
task baseline models across all languages, for different input
units, and different combinations of output segmentations,
while having comparable model size. We also use Multi-
Engine Machine Translation to combine multiple decoders’
hypotheses as a post-processing step; this also achieves im-
provements over combining single-task hypotheses, despite
having significant fewer parameters.
With regards to how we can expand this work in the fu-
ture, we are investigating several potential future directions
for BMTL. First, we are investigating how we can effectively
encode source sentences using different input segmentations
(similar to [29]). Second, we are exploring if weighing each
loss function provided by each decoder can help the model
to learn a better representation. Third, we are exploring an
online beam-search strategy that uses the hypothesis of all
decoders. This technique will constitute a more elegant so-
lution for joint decoding than MEMT. On a similar note, we
want to explore an online decoding strategy during training
that can selectively switch between decoders. Finally, while
our models have so far been tested on small-scale IWSLT
datasets, we plan to investigate the performance of our model
on larger WMT datasets, and using the state-of-the-art Trans-
former network.
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