Abstract-This paper presents a new analog ensemble method for day-ahead regional photovoltaic (PV) power forecasting with hourly resolution. By utilizing open weather forecast and power measurement data, this prediction method is processed within a set of historical data with similar meteorological data (temperature and irradiance), and astronomical date (solar time and earth declination angle). Furthermore, clustering and blending strategies are applied to improve its accuracy in regional PV forecasting. The robustness of the proposed method is demonstrated with three different numerical weather prediction models, the North American mesoscale forecast system, the global forecast system, and the short-range ensemble forecast, for both region level and single site level PV forecasts. Using real measured data, the new forecasting approach is applied to the load zone in Southeastern Massachusetts as a case study. The normalized root mean square error has been reduced by 13.80% to 61.21% when compared with three tested baselines.
EDAC
Earth declination angle change limit algorithm. I. INTRODUCTION N OWADAYS, increasingly high penetration levels of photovoltaic (PV) generation and the inherent variability of PV power output introduce significant challenges to the electric grid, e.g., imbalances and difficulties in power dispatch [1] - [3] . Accurate PV power output forecasting is of great importance 1) to improve power system stability and electric power quality and 2) to ensure economic integration of PV plants into the grid.
The processing of whole PV power output forecast system can be divided into two steps: meteorological information forecasting and power forecasting which is defined as conversion process from forecasted meteorological information to power output. Many successfully meteorological information forecasting has been proposed [4] , [5] , including temperature forecasting, irradiance forecasting [6] , wind speed, cloud cover forecasting [7] . However, it is still a challenge to achieve efficient conversion of the forecasted meteorological information into power output. Once the meteorological information is obtained, the second step of PV power forecast post-processing can be broadly classified into three approaches: physical, meteorological data-driven, and astronomical-&-meteorological data-driven methods.
The physical approaches are based on mathematical models of PV arrays, perhaps along with their inverters [8] , [9] . The models include relevant PV system parameters (azimuth/tilt angle, location, module type, power ratings, efficiency, area, shading effects, tracking effects, manufacturer and aging etc.) with the inputs to the models often including forecasted weather variables (irradiance, temperature, wind speed, humidity, etc.).
The meteorological data-driven approach is to predict PV power based on data analysis of historical data, only considering meteorological information and past power measurements [10] . Traditional statistical approaches, in general, are historical data-driven methods to utilize the measured historical PV power in the past time to forecast. They include the persistence model [11] , auto-regression (AR)-based models [12] , and spatial-temporal forecasting models [4] , [13] , among others. Machine learning (ML) approaches are another class of statistical techniques which have been used for the forecasting of solar energy [14] - [18] . In these approaches, the physical information of PV system is often neglected.
The astronomical-&-meteorological data-driven approach is to include physical factors into data analysis. Analog methods that incorporate attempt to identify similar time periods in the historical data to inform forecasts have been widely used in meteorology [19] . One example of this approach as a variation of analog ensemble method in [20] that utilizes both astronomical (solar elevation and solar azimuth as physical factors of PV system) and meteorological features (including: total cloud cover (CC), the global horizontal irradiance (GHI) and air temperature at 2 m above the ground (T2M)). An extension of the classical analog forecasting techniques is provided in [21] , where they use a Taylor Expansion for the distance metric to produce 24 hour-ahead and 1 hour-ahead forecasts. Additionally, analog ensemble techniques are utilized for 0-1 hour-ahead forecasting in a case study around Sacramento, CA, as part of a larger solar power forecasting suite [22] , [23] .
Considering the requirement of actual grid applications, oneday ahead regional forecast is an important and urgent problem to be addressed in this paper [24] . However, the existing methods still have some short comings for regional level forecasts: physical modeling methods are more suitable for a single PV installation, since they can take into consideration PV panel parameters, inverter models, influence of weather conditions, shade effect and any tracking effect, etc. However, they may be less suited for a regional forecast that may contain thousands of PV panels and inverters with different parameters, which requires simplifications, and thus limits the forecasting accuracy [25] - [27] . A few papers [28] , [29] discuss meteorological data-driven methods for regional PV forecasting. However, ML methods require often large amount of data, have high computational cost, and high dependence on feature selection [14] - [17] , [28] , [29] . PV Power forecasts that depend on statistical meteorological forecasts seem to be especially suited for short time horizon (several mins-ahead to 2-3 hours-ahead) [11] - [13] .
In this paper, we have utilized an analog ensemble method extended to regional power forecasts which are of great concern for power system operators. The PV physical model is included in this forecasting system in a new way to improve forecast accuracy. Thus, a simple solar time-based one-day ahead PV regional power forecasting method is proposed, which has accuracy comparable (or better) to advanced PV power forecasting methods, with reduced computational complexity. Using real PV measured data and various weather forecasts, the new forecasting approach is applied to the load zone in Southeastern Massachusetts (SEMA) USA as a case study. Specifically, this paper includes the following research contributions:
1) A solar time-based regional analog ensemble method for one-day ahead PV power forecasting is proposed, which shows several advantages including: (a) The approach relies only on publicly available free data; (b) It has a low computational cost, suitable for real-time applications; (c) It shows higher forecast accuracy, outperforming three baselines tested in this paper. 2) A web crawler tool is first utilized to extract the large amount of free publicly available data online for PV power forecasting. The data is downloaded from individual solar PV owners websites that measure in near real-time the installations' PV AC power output. Even though the data may be low quality, this research demonstrates that with proper data cleaning, the accuracy of the PV power forecasting is among the highest reported in the literature. 3) A simple 'black-box' modeling approach is proposed that does not need to know the details of the PV installations, yet has high accuracy in PV power prediction. Insights on the influence of the physical factors of solar time and earth declination angle are presented. 4) Forecasts are created for the SEMA region of ISO-NE, including the contributions of behind-the-meter generation. 5) Two blending techniques are designed to further improve the forecasting accuracy by integrating the forecasting results of the proposed method with three different NWP models. The forecast normalized root mean square error (NRMSE) of the proposed method is compared to three baseline modeling methods and is demonstrated to be 61.21% lower than persistence, 26.28%-33.38% lower than existing Numerical Weather Prediction (NWP) based physical methods, and 13.80%-18.38% lower than existing Support Vector Machine (SVM) method. This appears to be among the higher accuracy methods reported in the literature. 
II. OVERVIEW
Medium-term horizon PV power forecasts, i.e., a few hours to days ahead, are used by power grid operators for unit commitment, determining reserve requirements, contingency analysis, and energy storage dispatch. The goal of this research is to provide accurate day-ahead PV power forecasting with hourly resolution at the regional level. NWP weather forecasts are downloaded from various open-access public databases the day before and are used to predict the day ahead PV power forecasts for sunrise to sunset the next day (∼30 hrs through ∼42 hrs in the future). When evaluating the accuracy of the forecast, the errors computed are only considering the daylight hour samples. Fig. 1 shows the main procedure of the proposed approach applied to the SEMA region of ISO-NE in the USA. Generally, the following steps are taken to obtain the final forecasting result.
A. Clustering
The proposed method is validated for the SEMA region. SEMA is approximately located at latitude 41.5°N-42.5°N and longitude 69.95°W-71.83°W in Massachusetts, USA. Since not all PV sites in the SEMA region have measured data publicly available, this paper first estimates the PV power generation of sample PV sites whose power data has free access online, and then scales them up for the whole SEMA region. The data harvesting of 111 representative solar PV sites (red-cross marked points shown in Fig. 1 ) is conducted by a web crawler. Their aggregate capacity in total is 9.30 MW, which accounts for 4% of the total aggregate capacity of the SEMA region of 252 MW. It has previously been demonstrated that using 4% sample data only leads to around 1% uncertainty of up-scaling error [25] for the entire regions, such as SEMA.
According to the model-based clustering algorithm [30] , [31] , the 111 PV sites are divided into 15 sub-regional clusters to guarantee that the sites in each cluster have approximately the same longitude and latitude to ensure they share similar solar time, earth declination angle, and weather situation. In this way, each cluster can be modeled as one PV region black box model.
B. Data Collection
The required data, PV power (AC) measured data and forecasted weather data, are available on the different public websites and are automatically downloaded by web crawler and then converted to the proper format for analysis by the IBM PAIRS big data service [32] , [33] . Additionally, a library of past historical data is stored and will be retrieved in a look-up table.
The measured AC PV power for 111 PV sites in SEMA is publicly available for free on SolrenView servers. Each PV installation that subscribes to the service has a web page with the PV AC and DC power, and sometimes the plane of array (POA) irradiance for the installation.
For the needed weather forecast data corresponding to the location of the PV site, we use three publicly available NWP models, the North American Mesoscale Forecast System (NAM), the Global Forecast System (GFS), and the Short-Range Ensemble Forecast (SREF). All of these three NWP models can provide GHI, DNI, DHI, and ambient temperature information (approximating cell temperature in black PV model in Section IV). The NAM forecast is at 12 km resolution (gridded in Lambert Conformal projection). It is run four times daily at 00, 06, 12, 18UTC out to 84 hours with a 1-hour temporal resolution. The GFS forecast has approximately 13 km resolution and produces forecasts every hour for the first 120 hours. It is run four times a day at 00, 06, 12, 18 UTC. Short-Range Ensemble Forecast (SREF) is constructed by post-processing all 21 members of the NCEP SREF plus the 3-hour time lagged, operational WRF-NAM (for a total of 22 members) each 6 hour (03, 09, 15, and 21 UTC). Output is available at 3 h intervals through 87 hours at 40 km resolution.
The free data sources are listed in Table I . To reduce the manual labor of data collection, a web crawler is applied to automatically extract data files from different online web pages. That is, the PV data is automatically downloaded from PV owners' web pages that are part of subscription monitoring services that are often provided to the owner of the PV site when the PV system is installed (www.sorenview.com, and other companies). 
C. Bad Data Cleaning
The downloaded data files normally have a problem of low quality, resulting from missing data, format incompliance, and existence of superfluous data. To solve these problems, data cleaning is carried out to eliminate invalid data from the measured power and the weather forecast data. Measured data classified as "bad" contains unrealistic extremely high or low values considering measured POA irradiance. For example, occasionally, the PV power will record power above nameplate capacity for a few minutes when irradiance is extremely low. Sometimes, data is missing, and this is also flagged as bad data. Similarly, "bad" weather forecast data is characterized by irradiance forecasts lower than zero or missing data.
Data cleaning is carried out based on the following criteria: 1) For each cluster, valid data must have all the three irradiance forecasts (NAM, GFS and SREF) greater than zero; and 2) For the entire SEMA region, measured power data may be flagged if it has: missing data; AC power higher than 5% capacity when the POA irradiance is lower than 20 W/m 2 ; or AC power lower than 0.1% capacity with POA irradiance higher than 50 W/m 2 . These are obviously incorrect data and thus it is flagged and excluded from the training set data. Finally, 5271 hours out of the 5461 daytime hours are flagged as good data, which means 96.52% of the available hours' PV power generation will be predicted.
D. Solar-Time Based Analog Ensemble PV Power Forecast
The hourly, day ahead, NWP forecast is compared to past NWP forecasts with similar irradiance forecasts and similar solar time and/or earth declination angle from historical data sets. When similar forecasts are discovered, it selects and appropriately weights/averages the historically measured AC power output for those past similar days. PV power generation of each cluster is first predicted using the proposed solartime based analog ensemble method. The summation of 15 clusters' forecasted power production is the aggregate forecasted power production of the representative 111 PV sites in SEMA. 
E. Blending
Three SEMA regional forecast power resulting from three NWP models are blended to get the final forecasted power, which can further reduce forecast error.
III. SOLAR-TIME BASED ANALOG ENSEMBLE PV FORECAST
The flowchart of solar-time based analog ensemble PV power forecast method is shown in Fig. 2 . It was developed based on a proposed PV region black box model, as will be discussed in Section IV. It assumes that PV output power generation differs compared to past measured PV output power due to changes in four input parameters/variables: irradiance, temperature, solar time, and earth declination. Therefore, it is not necessary to build a complex physical model of PV arrays. Instead we utilize solar time and earth declination angle as important physical factors, and store past PV output power in tables and use the look-up PV forecast procedure. Two implementation algorithms are proposed to adapt to different applications. One is an earth declination angle change limit algorithm (EDAC), and the other algorithm is the historical day change limit algorithm (HDC).
A. Algorithm Description
Both the EDAC and HDC algorithms have three steps:
Step 1: Build the historical data candidates space (I = [i 1 , i 2 , . . . i m ]), containing historical data that has similar solar times and earth declination angles as the target local standard time tg for the next day forecast, satisfying two requirements:
In HDC :
In EDAC :
where t h solar (tg), Dn(tg) and δ(tg) represent the nearest rounded solar hour, day number (the day of the year with Jan 1 as Dn = 1) and earth declination angle at the target forecast time (tg); t h solar (i), Dn(i) and δ(i) represent the nearest rounded solar hour, day number and earth declination angle at a specific historical time. τ D and τ δ represent the limit of day number change and the limit of earth declination angle change. Using (1) and (2) (HDC) or using (1) and (3) (EDAC) will yield m historical data candidates (i 1 , i 2 · · · i m ) with similar solar time and earth declination angle conditions to the target time.
Step 2: In the candidate space, I, find N data points (î n ,1 ≤ n ≤ N ) with the most similar weather conditions (GHI, DNI, DHI, T) as the target time, obtained by the following equation:
where a 1 , a 2 represent weights of irradiance and temperature. For example, if a 1 = 0, then Step 2 finds the historical dataî n that has the closest temperature for the target time tg. When a 2 = 0, then (4) will yield historical data with similar irradiance conditions from the historical data.
Step 3: Predict the power at target time, P f (tg), based on the measured AC power (P m (î n )) of N candidates that have been selected in Step 2.
where b n is the weight of N candidates' measured power. To assign a larger weight to the closest candidate's measured power, assuming b 1 is the weight of the closest candidate's measured power, for n > 1,
In the forecast model, variables, τ δ ,τ D , a 1 , a 2 , N, b n , influence the model forecast performance, and can be optimized for any location on a case-by-case basis, given sufficient historical data. It is of interest to determine earth declination angle change limit (τ δ ) and the historical data size limit (τ D ). On one hand, a small τ δ or τ D is expected to guarantee very similar earth declination angles for all extracted historical data candidates. On the other hand, larger τ δ or τ D means more selected historical data candidates, which increases the possibility of finding similar weather conditions to the target time in the selected candidates, and thus may results in a more accurate PV power prediction.
B. Difference Analysis Between the HDC and EDAC
Earth declination angle relates to day number in (6), as shown in Fig. 3 . EDAC directly sets a limit of earth declination angle change (τ δ ) between historical data candidates and the forecasted time. However, HDC sets a limit of day number change (τ D ) to indirectly limit earth declination angle change.
Compared to HDC, a benefit of EDAC is that it can enlarge the available historical data candidates without increasing δ angle change. As shown in Fig. 3 , with the same δ angle change limit, the amount of available historical data candidates is about twice as large in EDAC as in HDC, since the symmetrical days or months, with respect to the summer solstice or winter solstice, have the same δ angle.
However, HDC has a faster response to the recent PV site changes by using the most updated data, e.g., some PV arrays' may be out of service. In this case, EDAC still utilizes the previous several months' data to forecast, which does not truly reflect the real case. HDC is also suitable for regional PV power forecasts with changing number of PV sites (perhaps because of growing number of installations). However, for a single site forecast EDAC may be more suitable. Both of these two methods can utilize the historical data over the past multiple years.
C. Discussion
Benefits of the proposed method include: 1) there is no need to collect detailed PV panel parameters of various PV systems, reducing the complexity and labor costs; 2) On a small region level, it can significantly reduce the work effort to set up the forecasts, while still improving the prediction accuracy since physical factors are considered; 3) it not only keeps the virtue of simple modeling, as with statistical methods, but also adapts to the medium-term forecast horizons with high forecast accuracy; 4) All the data sources are freely collected by a web-crawler at no cost; 5) It is based on a new way to incorporate the physical model of PV systems by using solar time and earth declination angle as time and date information to extract useful history data.
IV. NEW PHYSICAL FACTORS
In this section, the mathematical analysis of the PV physical model is introduced to clarify the important factors from a physical model perspective, to determine the power output of the PV black box model both in a specific PV panel and at a regional level.
A. Mathematical Analysis for the Single PV Panel Level
The models of [35] and [36] propose 15 different PV panel's parameters in the mathematical calculation of AC power. These parameters can be classified into two groups: internal parameters (T ref , η ref , η norm , P dc0 , τ cover ,r, φ, β, γ) and external input parameters (DN I, DHI, T, t solar , δ). The internal parameters of this system are not explicitly needed because they can be inferred by the general behavior of past output. The external parameters are necessary since they mainly decide the power output. Though DHI and DNI can be combined to equal Global Horizontal Irradiance (GHI), it is better to include all three irradiance parameters as external input parameters for high irradiance prediction. Also, since the proposed method is not a physical-based method, mathematical equations relating irradiance, temperature and other weather or PV model parameters are not actually utilized. This paper is focused on understanding the PV system as a black box system with a few simple rules, as shown in Fig. 4 , that relate only six external parameters as input (solar time [37] , earth declination angle [38] , temperature, GHI, DNI and DHI) to the historical measured PV power data in order to produce a PV power forecast.
B. Mathematical Analysis in PV at the Regional Level
Suppose a PV region consists of thousands of PV panels in different locations, the calculation of power (P region ) at the regional level is the summation of each PV panel's power output (P i ).
where B represents the system of the PV panel as a black box shown in Fig. 4 to output the power forecast value P , where the input parameters include DHI, DNI, T, δ and t solar . Suppose all PV panels in the region share similar temperature, irradiance, solar time, and earth declination angle, due to close distance among PV panel's location. In SEMA, each cluster, including several PV sites, can be modeled as a single PV region black box model.
Hence, a regional PV module can be also described as a PV region black box, with six parameters per region as inputs.
C. Discussion
By using this PV black box model, there is no need to consider differences in the various PV installation characteristics, such as tilt angles, PV chemistry or efficiencies, inverter performances, different shading or tracking effects. This PV black box model lumps all these effects together and assumes that similar weather days in the recent past can be used to forecast the future PV power output from similar regional irradiance levels. The approach is applicable, with varying accuracy, for a single PV panel, a single PV site containing thousands of PV panels, or a small region containing any number of PV sites with similar geographical and weather information. This black box model is applied with the analog ensemble method to get a simple but efficient PV forecast method. Through this black box model, the physical behaviors of the PV systems can be taken into consideration by utilizing solar time as time series and declination angle to decide the size of the historical window. This new way to include a physical model in the prediction process does not need additional feature data to collect and analyze.
V. PROPOSED PV FORECAST METHOD EVALUATION
The forecast performance evaluation was tested for the SEMA region, starting from 7/1/2015 to 9/27/2016. For each forecast day in this period, we only use known historical data of past days. Then after each prediction day, we update the model and forecast for the next day ahead using the new one day's worth of known data. (In this way, model 'testing" data is all unknown future data that eventually can be measured the next day.) Before blending, six prediction results were obtained based on the two algorithms (HDC and EDAC) and three NWP models (NAM, GFS, SREF). Then, for both HDC and EDAC, a final prediction result was obtained by blending forecasted power from the three NWP models.
As a forecasting example, the comparison between the forecasting results and the measured power are conducted in the period between 09/16/2016 19:00:00 to 09/23/2016 19:00:00, as shown in Fig. 5 . In Fig. 5(a) , the HDC algorithm with three different NWP models shows their close forecasting values to the ground-true measured power. The same situations can be observed in the results of EDAC algorithm, as shown in Fig. 5(b) . These demonstrate the accuracy of the proposed algorithms in forecasting.
Further, compared to HDC and EDAC with single NWP model, the blending results in Fig. 5(c) reach closer to the measured power, which demonstrates the performance improved by the introduced blending techniques.
Two performance indices [39] , normalized mean absolute error (NMAE) and normalized root mean square error (NRMSE), are used to test the forecast quality of the proposed forecasting methods. where n is the number of total forecast daylight hours. P f , P m and Capacity represent forecast AC power, measured AC power and DC capacity of the tested regional aggregate PV sites or tested single PV site.
A. Forecast Performance for the SEMA Region for Each NWP Model Before Blending
Before blending, the forecast performance for the SEMA region for each NWP model is shown in Tables II and III with   TABLE III  FORECAST PERFORMANCE OF EDAC (SEMA) their empirical parameter settings. As shown in Tables II and III, both the HDC and EDAC algorithms have good forecast quality, with NRMSE variation ranging between 8.311%-8.669% and NMAE variation ranging between 5.270%-5.514%.
The results verify the reliability of this solar-time based analog ensemble PV forecast method for regional forecasts, for two algorithms (HDC and EDAC), and for three weather data source models (NAM, GFS and SREF). 
B. Forecast Performance on SEMA Region After Blending Forecast Powers From Three NWP Models
By blending three HDC/EDAC forecast power results based on three NWP models, as represented by (13), the forecast error can be further reduced.
The coefficients (c1, c2, c3) are the weighting coefficients of three SEMA regional forecast power results from three NWP models (P f NAM , P f GFS , P f SREF ). One effective blending method was introduced in this paper to training coefficients (c1, c2, c3) for each forecasting hour with its corresponding historical data as training data. The corresponding training data for each forecasting hour can be selected in two different ways: (a) use a fixed sliding window (only use the past 60 days' historical data as training data); (b) use an automatically increasing sliding window (use all the past historical data as its training data). For each forecasting hour, one set of weights (c1, c2, c3) is obtained through training the historical selected data to minimize the forecast error NMAE. After each forecast day, the training data will be updated for next forecast day.
The blending method divides the training data used into 10 sets according to the forecasted irradiance (region GHI) level. For each irradiance level, the corresponding data set is used to train corresponding weights c1-c3. Each of the irradiance division levels uses optimized weighting coefficients c i , based on the historical data. Regional forecasted GHI equals the average of 15 clusters' GHI. Each irradiance interval is 100 W/m 2 , and irradiance higher than 1000 W/m 2 is classified into the 900 W/m 2 − 1000 W/m 2 bin. For example, a forecasted irradiance level of 450W/m 2 would use the data training set in the range of 400 W/m 2 < GHI forecast < 500W/m 2 to determine the optimal coefficients c1-c3.
Table IV presents the forecast performance using the proposed blending method. The forecast error is reduced to 4.751% NMAE and 7.495% NRMSE using HDC algorithm, and 4.659% NMAE and 7.356% NRMSE using EDAC algorithm. Even using the simplest average method, with a priori equally weighting each forecast in (13) will reduce forecast error to ∼4.912% NMAE and ∼7.842% NRMSE.
C. Forecast Performance Across Different Seasons
Different season across one year, including winter (From December to February), spring (March to May), Summer (June to August), and Autumn (September to November), shows various weather situations. For Spring and Autumn, heavy cloud will be a challenge for PV power forecasting. For Winter, snow will be a big issue, especially for area in high latitude like the tested SEMA region in this paper. The bad situation in winter situation will last to spring.
Due to these various weather situations' effect on PV power predication, the forecast performance of the proposed model is evaluated on each season. The detailed results are plotted in Fig. 6 . From both the NMAE and NRMSE index, the previous analysis of seasons' effect is verified. The predication performance in summer is the best, whereas the spring has the worst performance. But, in the spring, the best performance of our methods still can achieve 5.843% NMAE and 8.863% NRMSE. These demonstrate the reliable performance of our method on different seasons. 
D. Comparison Results
Taking the SEMA regional PV forecasts as an example, three baselines, Persistence model, SAM model, and SVM model, were studied in order to compare the proposed forecast method performance. The same weather forecast data, measured power data, bad data cleaning, and forecast time span are used in the three baselines.
Baseline 1 -Persistence Model By using Persistence, the aggregate forecast power of the representative 111 PV sites in SEMA region is predicted by the past day's measured power at the same time, as depicted by (14) . Persistence is used here for simple comparison. However, in real application, it is typically used for shorter timeframes (hour-ahead) rather than day-ahead.
Baseline 2 -NWP Model SAM (PVWatts) is a public software available for download from National Renewable Energy Laboratory (NREL) [40] that converts irradiance to power based on input parameters of the PV panel. As shown in Fig. 7 , the forecast power of each cluster is first predicted by using the three NWP forecasts and converted to power with SAM. Then the entire SEMA region representative sites' forecast power is obtained and optimized by adding an efficiency and bias correction. The optimization is based on all of the measured power and forecast power data for the time span 7/1/2015-9/27/2016.
Baseline 3 -SVM model Support vector machine (SVM), a machine learning technique to regress a group of feature data into an output number, has been well applied into power forecasting. To make a fair comparison, this SVM method will share the same procedures of our methods, including bad data clean, historical data in the sliding window and other processes. The data features include the same Irradiance data, temperature data, and solar hour data, as the ones in proposed methods. Once the historical data is collected for the predication, SVM is trained to build the relationship between the data features and the measured power based on these historical data. Once it is well trained, it can be applied directly to conduct the next hour's power forecasting. The framework is shown in Fig. 8 . The implementation of the SVM for comparison is conducted on the MATLAB software by using its FITRSVM function, which include a cross validation to tune the parameters. Table V lists the forecast performance comparison between the three baselines and the proposed forecast method (4.659% NMAE and 7.356% NRMSE using the EDAC algorithm after blending three NWP models). In this comparison, forecast skill is introduced to evaluate the performance improved by each method compared to the standard persistent method [5] . A forecast skill of 0.0 indicates the same performance (same forecast error) with that of persistence method. A theoretical maximum value of 1.0 as forecast skill means an unattainable perfect forecasting, indicating no forecast error. Larger forecast skill number means less forecast error and better performance. From the listed forecast skill values, the proposed method has the largest value 0.61 for both NMAE and NRMSE. Except the forecast skill, the error reduction by the proposed method is also calculated for each method. As shown, the proposed forecast method can further decrease the baseline 1's forecast error by 60.73% and 61.21%, the baseline 2's 29.41% and 26.28%, and the baseline 3's 17.53% and 13.80%.
The forecasted value of PV output versus the measured value using the proposed forecast model and baseline models is illustrated in Fig. 9 . The y = x red line indicates when the measured power value equals to forecasted power value. Each blue point shows the measured power and corresponding forecasted power at one forecast time. The more intensively the blue points concentrate around red line shows less difference between measured power and forecasted power. As shown in Fig. 9(b)-(d) , the blue points in the figures of persistence method, SAM method and SVM method are sparsely distributed far from the red line. The results of proposed forecasted method (EDAC) in Fig. 9(a) show that the blue points are concentrated around the red line. The forecast results clearly show that the proposed forecast model outperforms the baseline models.
E. Forecast Performance on a Single PV Site
It is also possible to use the proposed method to predict PV power individual PV sites. Fig. 10 shows the forecast performance of the proposed method (HDC) on each NWP model. The average forecast error of 15 individual sites for each NWP weather forecast model is: 7.520% NMAE (NAM), 7.357% NMAE (GFS), and 6.982% NMAE (SREF). It verifies the reliability of the proposed method for single site forecasts. The forecast performance is quite similar for the two algorithms (HDC and EDAC), and thus the EDAC results are not presented here.
F. Computation Cost Analysis
When a method is considered for real-world applications, the computational cost is one of the main concerns. Here, MATLAB software is utilized to implement and test the algorithm. In this computational cost analysis, all the algorithms were run in the MATLAB R2016b software, installed on a computer with an Intel R Core TM i7-6700T CPU @ 2.80 GHz 2.81 GHz processor with 12.0 GB RAM. The run time calculation of the proposed algorithms is conducted for the entire period (2015/7/1 to 2016/9/27) individually. The running time of these two algorithms and two blending techniques are shown in the Table VI . From these results of our models, the maximum duration is 98.435 seconds from EDAC, since EDAC normally picks up more historical data than HDC. The difference between these two blending techniques can be explained by two factors: 1) blending technique (b) utilizes all of the past historical data, whereas blending technique (a) only utilizes two months of data; and 2) it is more computationally challenging for blending method (b) to find an optimized weight based on the past prediction results. Three baseline methods were also analyzed. The computational cost of SVM is the largest, taking almost 3084 seconds, whereas other two baseline methods are much faster. Compared to the SVM baseline, the proposed methods in this paper can be claimed to have significantly higher computational efficiency, which is necessary for real-time applications.
VI. CONCLUSION
This paper proposes an advanced and accurate solar-time based analog ensemble PV forecasting method. It utilizes solar time, earth declination angle, and weather data to characterize the historical measurement power data using table look ups and weighted blending models. The robustness of the proposed method is demonstrated 1) on both the regional level and single site level; and 2) with three different NWP models.
This forecasting method has the following benefits: 1) simple modeling which can be easily applied to different locations around the world; 2) high forecasting accuracy using two blending techniques; 3) less parameter requirements (no need for PV panels/systems specifications); 4) easy data acquisition from public websites with web crawlers to automatically col-lect large amount of useful data; 5) bad data clean processes to manage these large data and eliminate the corrupt data; 6) easy implementation of PV power forecasts on a regional level; 7) suitable for a medium-term forecast horizon with high forecast accuracy; 8) consideration of additional meteorological information.
As with any study there are many decisions and assumptions that must be made. Further sensitivities around the choice of metric for choosing analogs are one area which we hope to explore in future work. Another area for future work is the extension of the method to produce probabilistic forecasts that can be used directly in anticipated future power system operations processes, such as stochastic or robust unit commitment and economic dispatch processes.
