Recent work has shown that the power function, a ubiquitous characteristic of learning, memory, and sensation, can emerge from the arithmetic averaging of exponential curves. In the present study, the forgetting process was simulated via computer to determine whether power curves can result from the averaging of other types of component curves. Each of several simulations contained 100 memory traces that were made to decay at different rates. The resulting component curves were then arithmetically averaged to produce an aggregate curve for each simulation. The simulations varied with respect to the forms of the component curves: exponential, range-limited linear, range-limited logarithmic, or power. The goodness of the aggregate curve's fit to a power function relative to other functions increased as the amount of intercomponent slope variability increased, irrespective of componentcurve type. Thus, the power law's ubiquity may reflect the pervasiveness of slope variability across component functions. Moreover, power-curve emergence may constitute a methodological artifact, an explanatory construct, or both, depending on the locus of the effect.
The power function is generally accepted as an appropriate mathematical description of human performance in psychophysics (Stevens, 1971) , in skill acquisition (J. R. Anderson, 1982; Logan, 1988; Neves & J. R. Anderson, 1981) , and in retention (J. R. Anderson & Schooler, 1991; R. B. Anderson, Tweney, Rivardo, & Duncan, 1997; Rubin, 1982; Wixted & Ebbesen, 1991) . Power curves have been observed so frequently, and in such varied contexts, that the term "power law" is now commonplace (but see Ru-bin & Wenzel, 1996 , for some apparent violations of the power law). Figure 1 contains a representative curve from R. B. , illustrating the decline in recall performance as a power function of length of the retention interval. The function is represented mathematically as
where Y is performance level (e.g., recall), X is time (e.g., retention interval), and A and B are parameters defining the precise shape of a given power curve. Parameter B determines the slope 1 of the curve; larger values of B yield steeper slopes. Parameter A is an intercept that specifies the value of Y when X equals 1.0. R. B. Anderson et al. fit the data in Figure 1 to four common functions: linear, exponential, logarithmic, and power. In accordance with the power law, the goodness-of-f it to the power function (using R 2 as the fit criterion) was greater than the fit to the other three functions. Similar findings have been reported by J. R. Anderson and Schooler (1991) and Wixted and Ebbesen (1991) . Repeated confirmation of the power law has prompted theoretical explanations for the phenomenon. Building on Newell and Rosenbloom's (1981) analysis of skill acquisition and Estes's (1956) discussion of curve averaging, R. B. argued that the power law might characterize forgetting at the aggregate level only, and that the forgetting of single memory traces, or parts of memory traces, might proceed exponentially. The essence of the argument is captured by the following hypothetical example (more extensive analyses will be presented later). Imagine that the memory store contains three traces that decay according to the exponential equation
where Y is retrieval probability, X is time, A is the value of Y when X = 0, B is the slope (as in Equation 1), and e is the base of natural logs. Thus, for each trace, retrieval probability declines by a constant percentage, over each unit of time. Suppose further that each curve has a different slope, and that the curves combine to form an aggregate curve, equal to the arithmetic average of the three components. Figure 2a , illustrates the example. Though composed of exponential components, the aggregate curve itself is nonexponential; its percent of decline, or loss-percentage, decreases over time. Other functions with this characteristic include the power function and the logarithmic function. However, a regression analysis of the aggregate curve in Figure 2a indicates that the curve fits a power function (R 2 = .99) better than it does a logarithmic function (R 2 = .98), an exponential function (R 2 = .87), or a linear function (R 2 = .76). This kind of observation has led to the hypothesis that forgetting is fundamentally exponential, and that the empirical power function is an artifact of averaging across component curves. Indeed, reanalysis of published data sets has shown that arithmetic averaging across trial position often exaggerates the fit of the aggregate curve to a power function, relative to an exponential function (R. B. . Though tenable, the exponential-component hypothesis raises the question of why forgetting should proceed exponentially at the trace level. Indeed, Newell and Rosenbloom (1981) recognized the same problem with regard to the hypothesis that skill acquisition might obey a power law at the aggregate level, but obey an exponential law at the component-skill level. The present paper offers a refined and expanded version of the exponential-component hypothesis. In this new account, component curves need not be exponential (as in R. B. Newell & Rosenbloom, 1981; Wickens, 1998) to produce a power curve at the aggregate level. Instead, the power law may be an emergent property that arises naturally from intercomponent slope variability, irrespective of the components' mathematical form. 2 Consider the case of linear components. Of course, the arithmetic average of purely linear components will itself be linear. However, if one introduces the reasonable assumption that forgetting is range limited (i.e., that retrieval probability never falls below zero), then even linear components can produce an aggregate power function. Figure 2b shows three hypothetical range limited components. Component 1 is a proper linear function (within the time range of the example). However, Components 2 and 3 have sufficiently steep slopes so that performance drops to zero and remains there as time approaches its maximum. The figure also shows that the aggregate curve fits a power function better than it fits a linear, logarithmic, or exponential function (see Table 1 show that an aggregate power curve may also result from the averaging of logarithmic components (range limited, as with the linear case) or power components. 3 Table 2 contains the mathematical representations of the four function types. Note that range limitation is unnecessary for exponential and power functions since both functions necessarily maintain a positive value.
Taken together, the examples demonstrate that intercomponent slope variability can yield aggregate power curves, irrespective of the components' forms (i.e., exponential, range-limited logarithmic, range-limited linear). Consequently, the ubiquity of the power law may reflect the widespread presence of slope variability.
To date, there has been no formal, mathematical proof of power-curve emergence. Laplace series expansions, for example, show that the power function cannot be formally expressed as the sum of exponential components (R. B. Newell & Rosenbloom, 1981) . Moreover, in the case of range-limited linear and rangelimited logarithmic components, formal proof via differential calculus seems inapplicable, since not every component is fully differentiable. Consequently, the present paper employs computational simulation, rather than formal mathematical proof, to demonstrate the phenomenon's generality.
METHOD
Each simulation contained 100 memory traces (components) that decayed exponentially, linearly, logarithmically, or in accordance with a power function (in the linear and logarithmic cases, the functions were range limited). All component curves were arbitrarily assigned a value of .9 for the A parameter ( Table 2 ). The simulations did not include manipulation of the A parameter: It is already known that variability in A cannot be a general cause of emergent power curves since, in the case of exponential components, variability in A has no effect on the aggregate fit (R. B. Estes, 1956 ).
Values for B (i.e., the slopes) were generated randomly via the following procedure. First, B was set to a level that would yield a performance level of .5 after 20 units of simulated elapsed time (B was set to .029, .020, .133, and .195 , for the exponential, linear, logarithmic, and power components, respectively). Next, in order to generate component curves with differing slopes, random deviates were added to the initial B. The deviates were sampled from a normal population with a mean of zero. The sampling procedure was repeated to produce 100 values of B, defining a forgetting curve for each of 100 traces. To insure that all curves would be descending (as in Figure 2) rather than ascending, B was prevented from taking on a negative value. If B became negative as a result of adding a random deviate, then B was resampled. (Note that the above constraint on B is distinct from the range limitation of the linear and logarithmic functions.) The 100 component curves were arithmetically averaged to produce an aggregate curve. In order to assess the effect of component slope variability on the form of the aggregate curve, the standard deviation of the random deviate distribution (described above) was manipulated across six levels: 0, 0.1, 0.2, 0.3, 0.4, and 0.5. The simulation was replicated 500 times at each level of slope variability.
Although the power law has been observed using various curvefitting methods, the most frequent method involves appropriately transformed data into a linear regression algorithm R. B. . Thus, since the linear regression method defines (to a great extent) the power-law phenomenon, that method will be used in the present analyses.
RESULTS AND DISCUSSIO N
Although other fit indices are available, the present simulations used R 2 as the goodness-of-fit measure. R 2 was computed by linearizing the aggregate curves and then submitting them to a simple linear regression. Linearization was accomplished by transforming the Y axis to log Y (to assess fit to an exponential function) or by transforming the X axis to log X (to assess logarithmic fit) by log transforming both axes (to assess power fit). Of course, no linearization (i.e., no transformation) was necessary to assess goodness-of-fit to a linear function.
The incidence of aggregate power curves was assessed by counting the number of times, n (of 500), in which the aggregate curve's fit to a particular function was superior to its fit to any of the three remaining functions. Table 3 shows that the number of aggregate power curves increased as amount of intercomponent slope variability increased, thereby establishing that slope variability at the component level can produce a power function at the aggregate level. In the case of power components, the aggregate curve was best fit by a power function, regardless of slope variability. Thus, although the presence of an aggregate power curve is consistent with the existence of power components, it is also quite consistent with the presence of other types of component curves. Table 4 shows similar results for simulations in which the A parameter is set to .5 instead of .9. Note, however, that Table  4 shows power curves sometimes combining to form aggregate logarithmic curves.
The aggregate power-curve phenomenon was also assessed by calculating the mean goodness-of-fit (defined Table 2 Mathematical Equations Representing Exponential, Linear, Logarithmic, and Power Functions Note-Functions were fit by entering appropriate log transforms into a linear regression algorithm.
Function Type Equation
here and throughout as mean R 2 ) of the aggregate curve to the best-fitting exponential, linear, logarithmic, and power functions. Figure 3 shows the effect of the amount of intercomponent slope variability (i.e., the standard deviation of distribution of random deviates) on the mean R 2 averaged across 500 replications. Overall, the power fit became increasingly superior as intercomponent variability increased, irrespective of component-curve type. Of course, in the case of powercurve components (Figure 3d ), the aggregate curve was fit perfectly by a power function when slope variability was zero. Still, the relative goodness of the power fit increased with slope variability. In sum, the simulation results for R 2 were consistent with the results for n (i.e., the frequency of aggregate power curves) and with the examples described in the introduction, all of which show that variable component slopes can yield aggregate power curves. 4 It should be noted that the present simulations indicated a level of power-fit superiority that exceeds levels reported by R. B. . In that study, aggregate power curves emerged primarily when componentslope differences were large and systematic; random variability had only a slight impact on the aggregate power fit (also note that R. B. Anderson & Tweney's work dealt exclusively with exponential component curves). The present simulations are unique, however, in that B was constrained so that all component curves would be downward sloping. Apparently, such a constraint is not only reasonable (as noted earlier) but is also an important factor in producing power curves from exponential components. Newell and Rosenbloom (1981) argued that it should be possible to create power curves from uniformly (i.e., rectangularly distributed exponential-component slopes). However, Wixted and Ebbesen (1997) suggested that Weibull-distributed exponentials do not readily yield aggregate power curves. Table 5 provides simulation results that confirm Wixted's point but that also demonstrate the ready emergence of aggregate logarithmic curves and the emergence of a single aggregate power curve. Moreover, Tables 5  and 6 demonstrate that range-limited linear and range-limited logarithmic components, whether Weibull distributed or uniformly distributed, still yield aggregate power curves.
Other Kinds of Distributions

Response Surface Analysis
The present paper focuses on traditional computational simulation to show that arithmetically averaged component curves-whether exponential, range-limited logarithmic, or range-limited linear-tend to yield power-like curves at the aggregate level. Very recently, Myung, Kim, and Pitt (2000) used another technique, response surface analysis (RSA), to make methodological points concerning power-curve emergence. (They studied emergence from exponential components-not from linear or logarithmic components.) The RSA approach is applicable to the present work and offers an alternative means of drawing conclusions similar to those obtained via traditional simulation.
Following Myung et al. (2000) , two-dimensional response surfaces may be constructed by first simplifying the equations in Table 2 so that the A parameter is omitted (or, equivalently, fixed at 1.0). For example, in the case of an exponential function,
The next step is to compute the value of Y (i.e., the "response" in "RSA") for two arbitrary values of X (X 1 = 2 and X 2 = 10), with B also set to an arbitrary value. The resulting values of Y are referred to as Y 1 and Y 2 . Thus Y 1 and Y 2 define a point in a two-dimensional space. Next, the operation is repeated for different values of -B-keeping the same two values for X 1 and X 2 (in the present analysis, B varies across 1,000 values, from .01 to 10.0). The result is a set of points that define a curve, or surface, in two-dimensional space (see Myung et al., 2000 , for a discussion of the surface's formal analytic properties). Figure 4 shows four such surfaces, constructed from component-curve functions that exclude A as a parameter. It is important to note that these surfaces are not forgetting curves-the forgetting curves are only implicitly represented in the figure, as pairs of Y 1 Y 2 values. Rather, the surfaces represent the range of responses (Y values) that can be produced by a given function (i.e., a given type of trace-level forgetting curve).
The surfaces in Figure 4 can be used as analytic tools to demonstrate power-curve emergence: For any of the four surfaces one can visualize the arithmetic averaging of two component curves by choosing any two arbitrary points, i Note-Mean R 2 is for the entire set of 500 aggregate curves (for each component type). The Weibull population distribution has shape and range parameters of 1.0 and 0.25, respectively, with a mean of 0.25 (sampled values were multiplied by 1.0) and a standard deviation of 0.25. The uniform population has a mean and standard deviation of 0.25 and 0.125, respectively. Linear and logarithmic component curves are range limited. Note-In the case of linear components, when the amount of slope variability was very large, there were cases in which the aggregate curve contained zeros, precluding the log transform method of curve fitting. The components' A parameters are fixed at 0.5.
and j (each point in Figure 4 actually represents an entire component curve) and interpolating a straight line between the two points. The point at the center of the line represents the arithmetic average of the two curves represented by arbitrary points i and j. Thus, Figure 4 can be used as an analytic tool to demonstrate the following consequences of arithmetic averaging: (1) For exponential component functions, the aggregate curve has an enhanced fit to a power function (e.g., Point P); (2) for rangelimited linear and logarithmic components, power curves can emerge if some but not all components contain a Y 2 equal to zero; (3) when the range of B is extreme, the aggregate curve tends to fit a power function better than it fits other common functions, even if the power fit is not very good (e.g., Point Q). 5
Qualifiers
The present analyses assume that at the component level, retention tends not to increase over time and tends not to take on a negative value. Because of these restrictions, manipulation of interslope variability tends to alter the shape of the distribution of slopes. Thus, it is possible that slope-distribution shape is the proximal cause of power-curve emergence, with slope variability being an indirect or even noncritical factor. In principle, it may be possible to manipulate shape while holding variance constant, but then shape would still be confounded with other measures of variability, such as range. The present work addresses the shape issue to some degree by showing power-curve emergence in Weibull and rectangular distributions (in addition to range-limited normal distributions). Futhermore, R. B. demonstrated a degree of power-curve emergence in non-rangelimited distributions.
Conclusions
The present simulations and RSAs support the hypothesis that component curves with highly variable slopes tend to produce approximations to power curves at the aggregate level-whether those component slopes are exponential, range-limited linear, or range-limited logarithmic. In addition, the simulations show that when the components themselves are power curves, the aggregate curve tends to be either power or logarithmic, depending on the amount of variability and depending on the value of the A parameter.
This conclusion does not deny the power function's descriptive utility. Instead, the function can be reconceptualized as indicating a much deeper generalization: That is, it may be that the power law is ubiquitous because slope variability is ubiquitous. Moreover, occasional or even frequent violations of the power law (i.e., exponential forgetting, Wickelgren, 1972; or exponential skill acquisition, Heathcote, Brown, & Mewhort, 2000) need not undermine the power function's validity. Indeed, adherence to the power law might turn out to be valuable as an index of the magnitude of intercomponent slope variability.
Power-curve emergence also has clear theoretical significance, particularly if the component curves are aggregated within a system rather than across subjects or experimental conditions.
For example, a multiple-trace memory system, such as Minerva 2 (Hintzman, 1986 (Hintzman, , 1988 , will likely exhibit different decay rates for different traces. Moreover, the Minerva 2 model additively combines individual traces into theoretically meaningful composites (Hintzman called them "echoes"). Thus, a power law of forgetting might arise from the additive combination of forgetting curves across multiple traces.
Emergent power curves also have theoretical significance with regard to production systems in learning. For example, in John Anderson's ACT theory (and its various permutations in J. R. Anderson, 1982 Anderson, , 1993 , cognitive and behavioral subprocedures, or productions, can operate sequentially with one another and can thereby produce additive effects on completion time for a given task. Consequently, insofar as different productions might possess very different learning rates, the power law of learning could arise solely from variable learning rates across productions. Indeed, Newell and Rosenbloom (1981) suggested such production variability as one possible explanation for the power law. The present findings bolster the plausibility of such an explanation, given that powercurve emergence seems not to require that the component curves have a particular mathematical form (e.g., the components do not have to be exponential). The evidence thus far suggests that sufficient slope variability (and/or the resultant distortion of the distribution of slopes), along with appropriate range limitation of components, may be primary preconditions for power-curve emergence.
