INTRODUCTION
Particle Swarm Optimization (PSO) is an optimization technique inspired by social behavior of bird flocking and fish schooling in search of food. The technique was originally designed and developed by Eberhart and Kennedy [1] . The prominent features of PSO are its easy implementation, robustness to control parameters and computation efficiency compared with other existing heuristic algorithms such as genetic algorithm in a continuous problem. PSO can be applied to nondifferentiable, non-linear, huge search space problems and gives the better results with a good efficiency. In PSO, instead of using more traditional genetic operators, each particle modifies its movement according to its own experience and its neighboring particle experience. The two equations which are used in PSO are position update equations and velocity update equation. These are to be modified in each iteration of PSO algorithm to converge the optimum solution. For an n-dimensional search space, the i th particle of the swarm is represented by a n-dimensional vector, X i = (x i1 , x i2 , …,x in ) T . The velocity of this particle is represented by another n-dimensional vector V i = (v i1 , v i2 ,…,v in )
T . The previously best visited position of the i th particle is denoted as P i = (p i1 , p i2 , …,p in ) T . 'g' is the index of the best particle in the swarm. The velocity of the i th particle is updated using the velocity update equation given by (1) and the position is updated using (2) .
2… n represents the dimension and i = 1, 2,…, S represents the particle index. S is the size of the swarm and c 1 and c 2 are constants, called cognitive and social scaling parameters respectively (usually, c 1 = c 2 ; r 1 , r 2 are random numbers drawn from a uniform distribution). Equations (1) and (2) define the classical version of PSO algorithm. A constant, V max , was introduced to arbitrarily limit the velocities of the particles and improve the resolution of the search. The maximum velocity V max , serves as a constraint to control the global exploration ability of particle swarm. Further, the concept of an Inertia Weight was developed by Shi and Eberhart [2] in 1998 to better control exploration and exploitation. The motivation was to be able to eliminate the need for V max . The resulting velocity update equation becomes: Eberhart and Shi [3] proposed a Random Inertia Weight strategy and experimentally found that this strategy increases the convergence of PSO in early iterations of the algorithm. The Linearly Decreasing strategy [6] enhances the efficiency and performance of PSO. It is found experimentally that Inertia Weight from 0.9 to 0.4 provides the excellent results. In spite of its ability to converge optimum, it gets into the local optimum solving the question of more apices function.
In Global-Local Best Inertia Weight [9] , the Inertia Weight is based on the function of local best and global best of the particles in each generation. It neither takes a constant value nor a linearly decreasing time-varying value. To overcome the weakness of premature convergence to local minimum, Adaptive Inertia Weight strategy [4] is proposed to improve its searching capability. It controls the population diversity by adaptive adjustment of Inertia Weight.
Fayek et al. [11] introduces an optimized Particle Swarm technique (PSOSA) that uses Simulated Annealing for optimizing the Inertia Weight and tested the approach on urban planning problem. The proposed technique gives much better as regards convergence speed as well as sustainability to increased load of growing number of blocks to be fitted in the urban planning problem. Chen et al. [13] present two Natural Exponent Inertia Weight strategies which are based on the basic idea of Decreasing Inertia Weight. Experimentally, these two new strategies converge faster than linear one during the early stage of the search process and provide better results for most continuous optimization problems. Using the merits of chaotic optimization, Chaotic Inertia Weight has been proposed by Feng et al. [7] . Comparison between CRIW PSO and RIW PSO has been done and found that CRIW PSO performs excellently. It has rough search stage and minute search stage alternately in all its evolutionary process.
Malik et al. [5] presented a Sigmoid Increasing Inertia Weight. They found that sigmoid function has contributed in getting minimum fitness function while Linearly Increasing Inertia Weight gives contribution to quick convergence ability. So they combine sigmoid function and Linear Increasing Inertia Weight and provides a SIIW which has produced a great improvement in quick convergence ability and aggressive movement narrowing towards the solution region. Oscillating Inertia Weight [8] provides periodically alternates between global and local search waves and conclusion was drawn that this strategy appears to be generally competitive and, in some cases, outperform particularly in terms of convergence speed.
Gao et al. [14] proposed a new PSO algorithm which combined the Logarithm Decreasing Inertia Weight with Chaos mutation operator. The Logarithm Decreasing Inertia Weight can improve the convergence speed, while the Chaos mutation can enhance the ability to jump out of the local optima. In order to overcome the premature convergence and later period oscillatory occurrences of the standard PSO, an Exponent Decreasing Inertia Weight and a stochastic mutation to produce an improved PSO has been proposed by Gao et al. [12] which uses the Exponent Decreasing Inertia Weight along with stochastic piecewise mutation for current global optimal particle during the running time, thus strengthened jumped out the partial optimal solution ability.
The summary of different Inertia Weight strategies is tabulated in Table 1 along with the required constraints.
III. EXPERIMENTAL RESULTS
To
A. Parameter Settings
Swarm size is taken to be 50. Number of decision variables is fixed to be 10 for each experiment. Table 2 along with their range of search space. For implementing these 15 strategies in PSO, a C++ code has been developed and compiled in Dev C++ compiler. 
7. The Chaotic Inertia Weight
8. Chaotic Random Inertia Weight
9. Oscillating Inertia Weight
11. Simulated Annealing Inertia Weight
15. Exponent Decreasing Inertia Weight 
B. Experimental Results and Analysis
The result analysis is done over three different criteria. These are average error, average number of iterations and minimum error obtained through all the simulations. Table  3 shows the result of average error obtained and corresponding box plots are given in Figure 1 . It is observed that in case of Rosenbrock function; most of the Inertia Weight strategies produce poor results in comparison to all the other test functions taken. From Table  3 and Figure 1 , it is obvious that Chaotic Inertia Weight strategy is best from the point of view of accuracy, while Chaotic Random Inertia Weight strategy is worst among all considered strategies. Average number of iterations required to produce the results for no improvement up to 200 iterations are also tabulated in Table 4 and corresponding box plots are given in Figure 2 . From Figure  2 , it is found that minimum average number of iterations is taken by Random Inertia Weight and maximum is taken by Constant Inertia Weight. Table 5 represents the minimum error obtained after all simulations in each case considered above and corresponding box plots are given in Figure 3 . It is clear that from the data represented in the Figure 3 that constant and linear decreasing Inertia Weight produce near optimum results in comparison to other methods. The summary of observations is given in Table 6. IV. CONCLUSIONS This paper presents a comparative study on 15 strategies to set Inertia Weight in Particle Swarm Optimization Algorithm. A set of 5 most common optimization test problems and three criteria for comparison have been considered. As an overall outcome of the experiments carried out in this paper, Chaotic Inertia Weight is the best strategy for better accuracy. Random Inertia Weight strategy is best for better efficiency. Table 5 
