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“It would be possible to describe everything scientifically, but it would
make no sense, it would be without meaning, as if you described a
Beethoven symphony as a variation of wave pressure”
Albert Einstein (1879 - 1955)
Abstract
Diagnostic and clinical treatment of laryngeal pathologies is currently
a problem of great interest for a part of the scientific community
related to the digital processing of speech. The main objective in
this field of research is the development of computer-aided medical
diagnostic tools, enabling an objective assessment of a patient and
subsequently improving the diagnosis and clinical treatment given to
him/her. Additionally, such systems help to the early detection of
diseases that otherwise could remain hidden during a crucial time for
a effective treatment.
Most of the studies that have been conducted in this field are based
on linear methods for characterizing the speech signal. Several of the
features extracted from such methods have proved to contain useful
information for the detection problem. However, several studies have
shown that in the speech production process there are different phys-
ical phenomena with nonlinear characteristics, which are not charac-
terized by conventional methods based on linear techniques.
This thesis is focused on the analysis and characterization of nonlinear
components present in speech signals, using state space reconstruction
techniques based on the time delay embedding theorem. Their use
have been studied as complementary tools to extract information for
the automatic detection and grading of pathological voices, and for the
automatic assessment of voices according to the GRBAS quality scale.
Nonlinear analysis of voice signals is particularly more complex than
using other kind of signals, given that during the voice production pro-
cess there are inherent turbulent events that add random components
to the voice signals which, by definition, are not considered by conven-
tional methods of nonlinear analysis. Therefore, this work examines
measures conventionally used for the analysis of nonlinear dynamics,
as well as various measures of complexity based on information theory
which take into account not only the nonlinear components, but also
the stochastic components present in time series. Furthermore, there
have been proposed three measures of complexity based on stochas-
tic models that allow a better characterization of the state space and
provide useful information for the detection system.
Moreover, this work study different classification schemes for both the
problem of voice pathology detection and the multi-class classification
problem according to the GRBAS quality scale. Additionally, it con-
siders the problem of fusinng information from non-linear methods,
with noise and cepstral measures, establishing the real capabilities of
complexity measures to improve the discrimination of an automatic
detection of voice disorders system. Moreover, it provides a method-
ology fusinng classifiers, yielding a 98.23% ± 0.01 of accuracy in the
first case and a 63.56% of correct detection for the automatic grading
of voice quality according to GRBAS scale.
The studies performed showed that the error of the automatic de-
tection pathological voices is reduced a 66.67% in comparison to the
error obtained using more classic parameterization approaches based
on noise measures and cepstral coefficients. In addition, the error of
the voice quality gradings according to the GRBAS scale was reduced
a 13.69% comparing to the performance obtained using classic pa-
rameterization approaches. These results outperform the best results
currently found in the state of the art.
Resumen
El diagno´stico y tratamiento cl´ınico de patolog´ıas lar´ıngeas es en la
actualidad un problema de gran intere´s para una rama de la investi-
gacio´n relacionada con el tratamiento digital del habla. El objetivo
principal de la investigacio´n en este campo consiste en el desarrollo de
sistemas de diagno´stico asistido, que posibiliten la evaluacio´n objetiva
de un paciente y posteriormente mejoren el diagno´stico y tratamiento
cl´ınico que a e´l se le da. Adicionalmente, este tipo de sistemas ayu-
dan a la deteccio´n temprana de enfermedades que, de otra forma,
podr´ıan permanecer ocultas durante un tiempo crucial para que su
tratamiento sea eficaz.
La mayor parte de los estudios que se han llevado a cabo en este campo
esta´n basados en me´todos lineales de caracterizacio´n de la sen˜al de
voz. Varias de dichas caracter´ısticas han demostrado contener infor-
macio´n de gran utilidad para el problema de deteccio´n. Sin embargo,
diversos estudios han mostrado que en el proceso de produccio´n de
voz se presentan diferentes feno´menos f´ısicos con caracter´ısticas no li-
neales, que no pueden ser caracterizados por me´todos convencionales
basados en te´cnicas lineales.
Esta tesis doctoral esta´ enfocada en el ana´lisis y caracterizacio´n de
componentes no lineales en sen˜ales de voz, a partir de te´cnicas de em-
bebimiento por retardo de tiempo para la reconstruccio´n del espacio
de estados. Se estudia su empleo como herramienta complementaria
para la extraccio´n de informacio´n en la deteccio´n automa´tica de voces
patolo´gicas y en la medicio´n automa´tica de niveles de calidad de voz
tomando como referencia la escala de medida GRBAS.
El ana´lisis no lineal de sen˜ales de voz es particularmente ma´s com-
plejo que el de otro tipo de sen˜ales, debido al hecho de que du-
rante el proceso de produccio´n de la voz se presentan inherentemente
feno´menos de turbulencia, los cuales adicionan componentes aleato-
rias a las sen˜ales de voz que, por definicio´n, no esta´n consideradas por
los me´todos convencionales de ana´lisis no lineal. Por lo tanto, en este
trabajo se estudian medidas convencionalmente usadas en el ana´lisis
de dina´mica no lineal, tanto como diversas medidas de complejidad
basadas en teor´ıa de la informacio´n, que tienen en cuenta no so´lo
las componentes no lineales, sino tambie´n componentes estoca´sticas
presentes en las series de tiempo. De igual manera se proponen tres
medidas de complejidad basadas en modelos estoca´sticos que permiten
una mejor caracterizacio´n del espacio de estados y proporcionan in-
formacio´n complementaria u´til para el sistema de deteccio´n.
El trabajo estudia distintos esquemas de clasificacio´n, tanto para el
problema de deteccio´n de patolog´ıas de voz como para el problema
multi-clase de clasificacio´n de una voz dentro de la escala de calidad
GRBAS. Adicionalmente, considera el problema de combinacio´n de
informacio´n a partir de me´todos no lineales, con medidas de ruido
y cepstrales, estableciendo la relevancia real que tienen las medidas
de complejidad para mejorar la capacidad discriminante de los sis-
temas de deteccio´n automa´tica de patolog´ıas de voz, y proporciona
una metodolog´ıa basada en te´cnicas de combinacio´n de clasificadores
con resultados que alcanzan un 98.23%±0.001 de acierto en el primer
caso y un 63.56% de acierto para la valoracio´n automa´tica de la cali-
dad de la voz de acuerdo con la escala GRBAS.
Los estudios realizados muestran que el error de deteccio´n de voces
patolo´gicas se reduce en un 66.67%, en comparacio´n con los resulta-
dos obtenidos empleando u´nicamente medidas de ruido y para´metros
cepstrales; mientras que el error de medicio´n de la escala GRBAS
se redujo en un 13.69% realizando una comparacio´n similar a la an-
terior. Estos resultados superan los mejores resultados encontrados
actualmente en el estado del arte.
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Introduction
From a clinical point of view, the analysis and measurement of voice quality re-
quires the application of a broad set of evaluation techniques and involves several
types of medical specialists. Although subjective listening tests are the most
employed methods for evaluating the speech quality, currently the use of digital
signal processing, pattern recognition and statistics techniques, among others,
provides a very useful tool for the medical diagnosis of pathological voices and,
in the last few years it has became an increasingly important field of research.
The main aim of this area is to develop computer-assisted diagnostic systems, en-
abling an objective assessment of the voice quality, reducing the time dedicated to
an evaluation and, subsequently, improving the diagnosis and clinical treatment
given to each patient (Godino-Llorente et al., 2006b).
In the clinical environment, an objective quantitative evaluation of voice use to
be carried out by means of a combination of perceptual evaluations and acoustic
parameterizations of the speech trace. The perceptual evaluation of voice consists
on a subjective diagnostic technique, based on comparisons with another voice,
patients or with previous impressions of the same voice. The main problem is
that a reliable perceptual analysis requires a standardized ability to avoid inter
and intra listener differences in the evaluations (Velsvik, 2005). Conversely, the
voice assessment based on acoustic parameters has given to the clinicians a better
understanding of the impact of voice disorders (Uloza et al., 2005). Nevertheless,
the perceptual analysis is still the most practiced method for the evaluation and
clinical management of voice disorders (Hu and Loizou, 2008; Sa´enz-Lecho´n et al.,
2006b), being interpreted easier than a description based on instrumental mea-
sures (Oates, 2009).
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On the other hand, there is not a standarized protocol for the perceptual eva-
luation of voice. This lack of standard compromises the appraisal of different
treatments and the evaluation of their outcomes (Butha et al., 2004). Currently,
the most widely accepted and recommend by The Japanese Society of Logopead-
ics and Phoniatrics and the European Research Group evaluation protocol is the
Grade, Roughness, Breathiness, Aesthenia, Strain (GRBAS) perceptual rating
protocol (Hirano, 1981b).
Perceptual evaluation has also been widely criticized because it is subjective. As
a result, the reliability of the evaluation is not always adequate and auditory-
perceptual ratings can be confounded by factors such as the listener’s perceptual
bias, the listener’s experience, the type of rating scale used, the listener’s fatigue,
the perceptual sensitivity of the listener to a particular voice feature and to the
voice sample being evaluated (Oates, 2009). This situation can be improved using
an automatic system, which can provide accurate, reproducible and graded mea-
sures of a patient’s voice quality, helping the speech and language therapists with
the patient’s treatment and rehabilitation (Ritchings et al., 2002).
In order to design and train an automatic system able to perform an automatic
assessment of voice, it is necessary to find a convergence between signal proces-
sing based systems and the perceptual evaluation of voice (Sa´enz-Lecho´n et al.,
2006b). An automatic measurement of the voice quality from a speech recording
consists of quantifying several physical phenomena involved in the voice produc-
tion process, comparing these measures to previously established benchmarks.
According to (Alonso et al., 2005), the set of phenomena that should be con-
sidered includes: periodicity and stability of the voice, wealth spectral, presence
of noise and nonlinear behavior. Much of the work done in this area is based
on the use of acoustic parameters, noise measurements and cepstral coefficients
(Sa´enz-Lecho´n et al., 2006a); however, none of this parameters is related with the
characterization of the last mentioned phenomenon.
In the context of speech, the nonlinear behavior is due to the following mech-
anisms: nonlinear pressure-flow relation in the glottis, delayed feedback of the
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mucosal wave, the nonlinear stress-strain curves of vocal fold tissues, and the
nonlinearities associated with vocal fold collision (Titze, 2006). The simplest clas-
sification in the state of the art using sustained vowel speech sounds, that takes
into account nonlinear dynamics concepts, establishes the following categories:
Type I sounds are nearly periodic, Type II sounds contain strong modulations or
subarmonics and Type III sounds are irregular and aperiodic. Normal voices can
usually be classified as Type I and sometimes Type II, whereas voice disorders
commonly lead to all three types of sounds (Little et al., 2007). From the above
classification, the problem is that conventional perturbation measures as Shim-
mer and Jitter (Baken and Orlikoff, 2000) are defined only for nearly periodic
voice signals and thus their usefulness may break down for Type II and Type III
signals (Jiang et al., 2006). Due to this fact, some researchers have been inter-
ested in applying tools from nonlinear time series analysis to the evaluation of
disordered speech signals for attempting to characterize the nonlinear phenomena
in the voice production process.
The nonlinear dynamical analysis of physiological signals is an increasingly wi-
despread approach to understand biological systems. Several studies have shown
that changes in nonlinear dynamic measures may indicate states of pathophysio-
logical dysfunction (Jiang et al., 2006). In the context of speech, several authors
have shown the intimate relationship between nonlinear dynamics and observa-
tions in the vocal folds vibration (Giovanni et al., 1999a,b; Herzel et al., 1994;
Jiang et al., 2006; Scalassara et al., 2009; Zhang and Jiang, 2003; Zhang et al.,
2005). In all cases, the conclusion is that the nonlinear parameters provide ad-
ditional information for the voice documentation. Nevertheless, the usefulness
of such features in the automatic detection of pathological voices has not been
widely studied.
The nonlinear analysis of time series is derived from the theory of dynamical sys-
tems, and in most of the cases, it is based on the reconstruction of the state-space
by means of some embedding technique. Typically, from the reconstructed state
space (or embedded attractor) two statistics use to be estimated: the Largest Lya-
punov Exponent (LLE) and the Correlation Dimension (CD). LLE is a measure
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that attempts to quantify the sensibility of the underlying system with respect to
the initial conditions (Kantz and Schreiber, 2004). CD is a measure designed for
quantifying the geometry (self-similarity) of the underlying system in the state
space (Kantz and Schreiber, 2004). Although LLE and CD have shown certain
discrimination capabilities between normal and pathological voices, such nonli-
near statistics require the dynamics of the speech to be purely deterministic, and
this assumption is inadequate, since randomness due to turbulence is an inherent
part of speech production (Little et al., 2007). Besides, many studies have sug-
gested that some complexities observed in rough, disordered voices are not caused
by random external inputs to the vocal apparatus, but also by the intrinsic non-
linear dynamics of the vocal folds movement (Herzel et al., 1994). There are also
numerical and algorithmic problems associated with the calculation of nonlinear
measures for real speech signals, casting doubts about the reliability of such tools
for the development of automatic systems for pathological voice evaluation (Little
et al., 2007).
On the other hand, there exist a set of features based on information theory
(also called stochastic complexity measures (Rezek and Roberts, 1998)), which
attempt to quantify the complexity of a signal as an alternative way for mea-
suring the nonlinear behavior, without making assumptions about the nature of
the signal (deterministic or stochastic) (Richman and Moorman, 2000). This idea
is in concordance with the fact that time series generated by biological systems
usually contain deterministic and stochastic components and both approaches
may provide complementary information about the underlying dynamics (Costa
et al., 2005). The most common measure used in this context is the Approximate
Entropy (AE). AE is a regularity statistic that quantifies the unpredictability of
fluctuations in a time series and reflects the likelihood that similar patterns of
observations will not be followed by additional similar observations (Ho et al.,
1997). This class of measures leads to a better parameterization of the nonlinear
behavior (Fleisher et al., 1993), but its use in the context of pathological speech
have not been extensively explored. Therefore, this PhD Thesis is focused on the
characterization of the nonlinear behavior present in the voice production process
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by using complexity features, with the aim of determining the real discrimina-
tion capabilities of this kind of features for the evaluation of pathological speech
and their applicability in real computer-assisted diagnostic systems. Addition-
ally, in order to provide an automatic grading of the voice quality according to
perceptual criteria, this work seeks for establishing the necessary methodological
considerations for a successful information fusion among nonlinear features and
information from other phenomena involved in the voice production process.
5
Objectives
The automatic assessment of voice quality requires to find out a methodological
approach which collects information from the different phenomena involved in
the voice production process. A correct automatic classification of voice qual-
ity should be the result of the combination of several parameterization and/or
classification strategies, allowing, thereby, the fusion of useful complementary in-
formation and leading to an improvement in the performance of computer-aided
medical voice diagnostic systems. In this sense, the analysis and characterization
of the nonlinear phenomena associated with the production of speech, would pro-
vide relevant information for the diagnostic of voice pathology as well as for the
automatic evaluation of voice quality.
In most of the cases, the nonlinear analysis of biomedical signals is performed
based on a long time approach, since theoretically, the estimation of complexity
measures is defined for infinitely long registers. However, the nonlinear phenom-
ena present in the voice production process are associated to the vibration periods
of the vocal cords, in which sudden changes in period regime due to changes in the
biomechanical properties of the tissues can occur. Such changes would be better
characterized using a short-time scheme. Additionally, since these nonlinearities
are associated with the vibration of the vocal cords, their characterization could
be carried out using either recordings of sustained phonation of vowels, or ex-
tracting the voiced frames from continuous speech signals. In order to follow the
second approach, the nonlinear analysis should be carried out in a frame basis.
From a practical point of view, this would be a much more realistic scenario for
the characterization of pathological voices.
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The use of techniques from stochastic dynamics to model embedded attractors
derived from speech signals, can enable the analysis of such nonlinear spaces with-
out assuming that the signal has been generated by an underlying system that is
entirely deterministic. This approach allows to characterize the deterministic and
stochastic components of the speech signal and would provide more discriminant
information for the automatic detection and evaluation of pathological voices.
Additionally, these techniques are able to build space-temporal models which
would provide a better characterization of the trajectories in the attractor than
conventional complexity measures.
Given these hypotheses, the following objectives have been set:
General Objective
The general objective of this thesis is the analysis of the possibility to model
embedded attractors derived from speech signals by means of techniques from
stochastic dynamics, aiming to quantify the complexity levels of the speech signal
to provide additional and complementary information for the automatic discrimi-
nation of voice quality levels, taking the GRBAS perceptual scale as a reference.
Specific Objectives
The general objective can be broken down into five more specific objectives that
would together achieve the overall goal of this Thesis.
1. Synthesis of a new method for modeling space-temporal dynamics in the
embedding space derived from speech signals to improve the characteriza-
tion of the pathways followed by the trajectories into the state space.
2. Formulation of new complexity measures for quantifying the divergence of
the trajectories in the previously modeled attractor and evaluating their
discriminative capabilities to be used for the assessment of the nonlinear
components present in speech signals.
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3. Proposing a new classification methodology to fuse the relevant information
extracted from conventional acoustic parameters found in the state of the
art with the novel information that characterize the nonlinear dynamics.
4. Comparing the accuracy obtained with the proposed schemes with respect
to the classic approaches found in the state of the art, both for the detection
of pathological voices and for the assessment of voice quality.
5. Improving the accuracy of the system developed with respect to other sys-
tems in the state of the art.
9
Chapter 1
The voice production process
In this chapter a brief review of the concepts and definitions associated to the
mechanism of voice production is presented. The set of organs involved and their
interaction in the voice production process are described. Additionally, a descrip-
tion of some of the nonlinear phenomena involved in this process is presented.
This description is very important to understand that the information obtained
from the characterization of such nonlinear phenomena is relevant (from a classi-
fication point of view) and therefore, has potential discriminative capabilities for
the characterization of pathological voices. Finally, some physiological aspects
related to the presence of pathology and their influence in the voice production
process are commented.
1.1 The voice production apparatus
The voice production process involves different structural and functional com-
ponents. Many of the organs belonging to the speech production apparatus are
shared with the swallowing apparatus, but their control and movements differ.
The voice production apparatus can be partitioned into three anatomical subsys-
tems (Hixon et al., 2008; Rabiner and Schafer, 1978): a source of air (effector
subsystem), a set of components that vibrate (vibrator subsystem), and a series
of resonant chambers (resonator subsystem). Figure 1.1 depicts a general scheme
of the speech production apparatus, and the location of its subsystems in the
human body.
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Stomach
Diaphragm
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VocalTract
Larynx
Trachea
Effector subsystem
Vibrator subsystem
Resonator subsystem
Figure 1.1: General scheme of the voice production apparatus. Adapted from (GBMC, 2009).
1.1.1 Effector subsystem
The effector system serves as a source of energy for the production of speech and
it is composed principally by the lungs and trachea.
Voice production begins with respiration (breathing), then the volume of the
lungs expands and air fills this space. To produce a voiced sound, the air ex-
pelled from the lungs goes up through the trachea to the larynx. The flow and
air pressure produced must be sufficient to separate the vocal folds causing the
vibration of the mucous membrane (Godino-Llorente, 2002). The effector subsys-
tem provides the driving forces that enable the generation of speech. Actions of
the breathing apparatus during the speech production contribute to the control
of speech intensity (loudness), frequency (pitch), linguistic stress (emphasis) and
the segmentation of speech into units (syllables, words, phrases) (Hixon et al.,
2008). At the same time, this subsystem performs speech-related functions, it
serves its primary functions of ventilation and gas exchange.
1.1.2 Vibrator subsystem
The larynx is an air valve located within the front of the neck. This valve is po-
sitioned vertically between the trachea and pharynx and can be adjusted to vary
12
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(b) Intern framework of the larynx
Figure 1.2: Anatomical structure of the larynx. Adapted from (GBMC, 2009).
the amount of coupling between them (Hixon et al., 2008). The larynx consists of
a set of muscles, ligaments and pieces of cartilage. It is suspended from the hyoid
bone, which is the only bone in the body that does not articulate with any other.
The framework of the larynx is composed by three unpaired and three paired
cartilages. The unpaired cartilages are: thyroid (the “Adam’s apple” in men),
cricoid and epiglottis cartilages. The paired cartilages include: the arytenoid,
cuneiform, and corniculate cartilages. The arytenoids are shaped like pyramids
because they are a point of attachment for the vocal cords. They allow the ope-
ning and closing movement of the vocal cords that is necessary for respiration
and voice respectively. Figure 1.2 shows the external and internal structures of
the larynx.
There are two primary groups of laryngeal muscles, extrinsic and intrinsic. One
end of the extrinsic muscles is attached inside the larynx and the other is attached
outside. There are eight extrinsic laryngeal muscles: the stylohyoid, mylohyoid,
geniohyoid, omohyoid, sternothyroid, sternohyoid, thyrohyoid, and digastric mus-
cles. The intrinsic laryngeal muscles have both of their attachments within the
larynx. The intrinsic muscles include: the interarytenoid, lateral cricoarytenoid,
posterior cricoarytenoid, cricothyroid, and thyroarytenoid (true vocal cord) mus-
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cles. All of the intrinsic laryngeal muscles work together to adduct (close) the
vocal cords with the exception of the posterior cricoarytenoid, which is the only
muscle that abducts (opens) the vocal cords (Hixon et al., 2008). The space be-
tween the vocal cords is known as glottis.
The thyroarytenoid muscles or vocal cords are the key elements in the voice
production process. The vocal cords are able to vary their elasticity, rigidity
and viscosity to generate a wide range of frequencies by using the air passing
through the glottis. During the phonation the vocal cords move to the midline,
following similar movement and the glottis decrease its size. The movement
towards the midline must be sufficient to approximate the entire free margins of
the vocal cords and to close the laryngeal airway (Hixon et al., 2008). During
a full adduction process the vocal cords achieve their minimum length. On the
other hand, during the breathing process the vocal cords move away from the
midline. Such movement is normally simultaneous and symmetric for both vocal
cords. As the vocal cords move aside, the glottis increases its size to allow a free
passage to the air. During a full abduction process the vocal cords achieve their
maximum length (Hixon et al., 2008). Figure 1.3 shows a representation of a
full adduction and a full abduction of the vocal cords respectively. It is possible
to observe that the vocal cords form an inverted “V”. The apex is held to the
thyroid cartilage, while the two ends are joined to the arytenoids cartilages at
the back of the larynx.
1.1.3 Resonator subsystem
The resonator subsystem lies at the top of the vocal tube shaped like a “F”. It
is composed of: pharynx, oral cavity, nasal cavity and soft palate or velum. The
vocal tract is a flexible tube that extends from the larynx to the lips and includes
the pharynx and oral cavity. The pharynx is a tube of muscle shaped like an
inverted cone. Typically around 12 cm long, it lies between the glottis and the
base of the skull and it is composed of several muscles and membranous layers.
The oral cavity is the most important part of the vocal tract, determining the
phonetic qualities of speech sounds (Clark et al., 2007). It contains important
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Figure 1.3: Position of the vocal cords during voicing and breathing processes. Adapted from
(Hixon et al., 2008).
articulatory elements: lips, tongue and jaw. The nasal cavity lies above the oral
cavity, being separated from the oral cavity by the hard and soft palate. It covers
from the nostrils to the soft palate. The velum is a continuation of the roof of
the mouth, posterior to the bony structure of the hard palate. It consists of a
flexible sheet of muscular tissues covered with a mucous membrane ending at the
uvula, a small tip of muscle and flexible tissue. It governs the acoustic coupling
between the nasal and oral cavity as a valve. The coordinated movements of the
soft palate and pharyngeal muscles may cause the complete closure of the nasal
cavity. During the speech production, the nasal cavity is sometimes connected to
the oral one, e.g., during the production of Spanish nasalized consonants /m/ and
/n/ (Godino-Llorente, 2002). In other languages such as French and Portuguese
some of the vowels are oral and some are nasalized (Clark et al., 2007).
The position of the tongue, teeth, lips, and other parts of the mouth, produces
“modulations” in the sound, making the voice flexible and versatile.
1.2 Theory of phonation
During sound production, the adduction of the vocal cords is activated providing
resistance to the air exhaled from the lungs. The pressure of the air increases
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separating the vocal cords and closing again immediately. By this way, the vocal
cords release the air from the lungs in a vibrating stream. The sound created by
such vibration of the vocal cords is then shaped to create speech by means of the
muscular changes of the pharynx, nasal and oral cavities.
Currently, the more accepted explanation of the vocal cords vibration is known
as Myoelastic Aerodynamic Theory of vocal fold vibration. This theory takes into
account not only the effects of aerodynamic forces, muscles activity and tissue
elasticity, but also the mechanically complex nature of the vocal fold tissue struc-
ture (Clark et al., 2007). However, such theory has constantly been modified due
to the fact that some authors (Hixon et al., 2008; Titze, 2000) argue that the
original theory formulated by Van den Berg in 1958, was inadequate to explain
the important features of the self-sustained oscillation of the vocal cords. In the
following, a brief description of the Myoelastic Aerodynamic Theory is presented.
Nevertheless, and due to the interest for this work, different aspects related to
both self-sustained oscillations and nonlinear dynamics are addressed in section
1.3. These aspects must be taken into account to describe the vibration of the
vocal folds.
As it was commented before, when the glottis is closed, the expiratory airflow
increases the pressure until the vocal folds are forced to apart, allowing an airflow
trough the slit of the glottis. As the air flows rapidly through the larynx, the
subglottic pressure decreases causing, at the level of the vocal cords, a movement
of suction toward the midline, producing a complete occlusion of the vocal folds.
This phenomenon is known as the Bernoulli Effect1. The opening and closing of
the folds is repeated hundreds or even thousands of times per second. In a more
formal way, the explanation of the aerodynamic phenomenon of the vibration of
the vocal folds is based on two laws: The continuity law of incompressible flow
and the conservation of energy law (Titze, 2000). Consider the graph in Figure
1.4, it shows a representation of the glottal space. There is an air flow through the
glottis from the subglottal to the supraglottal region. According to the continuity
1When a gas or fluid flows (with constant pressure) trough a narrow opening, it accelerates
and its pressure drops; that phenomenon is known as the Bernoulli Effect Clark et al. (2007).
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Figure 1.4: Schematic of the glottal space.
law, the incompressible flow (a fluid with constant density) in a duct or pipe is
constant, regardless of what happens to the cross-sectional area of the duct. This
is expressed by the relationship:
vsa1 = vea2 = u = constant (1.1)
where vs and ve are respectively the air flow velocity in the subglottal and trans-
glottal regions, a1 and a2 are the cross-sectional areas showed in Figure 1.4 and
u is the air flow. On the other hand, from the conservation of energy law, the
total energy in the fluid is constant at any point along the duct. Such energy
has two components, one directly related with the pressure and the other related
with the velocity of the flow, that can be thought as a potential energy and a
kinetic energy (Titze, 2000). Based on figure 1.4, the conservation of fluid energy
can be written as:
Ps +
1
2
ρv2s = Pe +
1
2
ρv2e = constant (1.2)
where ρ is the fluid density, Ps and Pe are respectively pressure in the subglottal
and transglottal regions. The Bernoulli Effect now follows directly: As a1/a2 < 1,
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Figure 1.5: Vibratory cycle of the vocal folds. Adapted from (Clark et al., 2007).
the flow in the supraglottal region must speed up, keeping the relationship (1.1).
Such increase in ve must be accompanied by a decrease in pressure Pe, keeping
the relationship (1.2). As it was commented before, this in turn will mean that
the vocal folds close again.
The vocal folds are not opened or closed in a single motion, they open first at the
bottom and the opening moves upward, then the folds close first at the top and
the closure moves downward (see Figure 1.5). This opening and closing proce-
dure is known as mucosal wave. The action is due to the combined effects of the
aerodynamic forces and the flexible structure of the folds themselves, in which the
cover and body components have some independence of movement (Clark et al.,
2007).
It is worthwhile to note that the sound produced by the larynx during phonation
is not created by the vibration itself, but also by pressure changes caused by the
air passing through the vocal cords.
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1.3 Nonlinear dynamics in the voice production
process
A complete understanding of the vocal folds vibration requires the considera-
tion of mechanical and aerodynamic phenomena as well as geometric and elastic
properties of the vocal folds. The best model for representing the dynamics of
the vocal folds is currently an important matter of study (Hora´cˇek et al., 2005;
Laje et al., 2001; Tao et al., 2009; Thomson et al., 2003; Titze, 2006). Several
researchers have concluded that the explanation of aerodynamic phenomenon in
the vibration of the vocal folds, based only on the Bernoulli effect is not enough.
Additionally, it is necessary to consider nonlinear effects due to the fact that self-
sustained oscillations, as those present in the vocal folds vibration, require either
a steady source of energy and some nonlinear interaction among internal compo-
nents or instability in a nonlinear system (Titze, 2000, 2006). From the theory
of dynamical systems, a linear system can be described by a set of first-order
differential equations of the form:
x˙1 = f1 (x1, x2, ..., xn, x˙2, x˙3..., x˙n, t)
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
x˙n = fn (x1, x2, ..., xn, x˙1, x˙1..., x˙n−1, t)
(1.3)
where x1, x2, ..., xn are state variables corresponding to physical variables which
describe the “state” of the system (dots indicate time differentiation). All of the
variables are regarded as separate, i.e. none of these ones can occur in product
form or powers greater than one. On the contrary, in nonlinear systems, this
conditions are broken down and the variables form product terms (e.g. xix˙j),
or contain powers higher than one. More important is that the principle of
superposition is not aplicable to this kind of systems. One of the most important
features of nonlinear systems is that they may be very sensitive to small changes
in a parameter or to initial conditions. When small changes in one parameter
of the system produces qualitative changes in the behavior of the system, that
change is know as bifurcation. Figure 1.6 shows a spectrogram of a speaker with
unilateral vocal fold paralysis, in which it is possible to observe successive changes
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Figure 1.6: Spectrogram showing a sequence of bifurcations produced by a patient with
unilateral vocal fold paralysis. Adapted from (Titze, 2006).
in the period regime (bifurcations), which are denoted with red dashed lines.
In the following subsections some of the nonlinear phenomena found in the vocal
fold vibrations are described.
1.3.1 Nonlinear pressure-flow relationship in the glottis
A rigorous explanation of the glottal aerodynamics must take into account more
than the Bernoulli Effect alone. The explanation should consider terms related
to the energy loss due to the work realized by the flow (the moving vocal folds)
and turbulent and viscous losses (Titze, 2006). However, since the purpose of this
section is not a depth study of the models describing the vibration regime of the
vocal cords, but also to provide a basic understanding of nonlinear phenomena
present in such a vibratory process, so this section will continue using the equa-
tions described in the previous section. The interested reader can find a detailed
explanation of more realistic vocal fold models in (Decker and Thomson, 2005;
Story and Titze, 1995; Titze, 2006) and cites therein.
The explanation of the glottal aerodynamics based on the Bernoulli effect is
applicable from subglottal region to the place with the minimum glottal diameter
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(Story and Titze, 1995). Following this assumption, the equation (1.2) can be
rewritten as:
Ps − Pe =
1
2
ρ
(
v2e − v
2
s
)
(1.4)
solving the equation (1.1) for v, and substituting the result into (1.4), it is possible
to obtain:
Ps − Pe =
1
2
ρu2
(
1
a22
−
1
a21
)
(1.5)
This parabolic relationship between transglottal pressure and glottal airflow pro-
vides one of the key elements to produce the essential flow instability for self-
sustained oscillations (Titze, 1988). Additionally, the cross-sectional area in the
point with minimum glottal diameter could change suddenly, creating a nonlinear
change in the transglottal pressure within the glottal cycle.
1.3.2 Delayed feedback from the mucosal wave
The normal vibration mode of the vocal folds results in different glottal shapes
over different portions of the cycle (mucosal wave, see Figure 1.5). The application
of the energy conservation law is assumed (at least approximately) within the
glottis, so the pressure varies with the glottal area. The glottal pressure will
rise above the supraglottal pressure from top to bottom for a convergent glottis,
whereas the glottal pressure will fall below the supraglottal pressure from top
to bottom for a divergent glottis (Titze, 1988). This phase difference can be
interpreted as a feedback instability that can reduce the effective damping of
the vocal folds to zero (Titze, 2006). Any feedback in any system is also a
nonlinearity because it makes the output a function of both the input and the
output. Additionally, a feedback loop in a system can make the input go to zero
while the output still exists, which is related to the definition of self-sustained
oscillation.
1.3.3 Nonlinear stress-strain relationship of the vocal fold
tissues
The mechanical stress measures how intensely a force is distributed over a surface.
If the stress is perpendicular to the surface and the direction points away from
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it, the stress is called tensile stress. If the stress is pointing toward the surface it
is called compressional stress. Mathematically, stress (σ) can be defined as force
per unit area1:
σ =
F
A
(1.6)
When stress is applied to any surface of a continuous medium, it causes a de-
formation in the surface (unless the medium is infinitely stiff). If the dimension
of interest in the surface increases this deformation is an elongation and, if the
dimension decreases appear a contraction2. The measure of the elongation or
contraction normalized with respect to the unstressed length is called strain, and
can be expressed as (Hsiao et al., 2002):
ǫ =
L− L0
L0
=
∆L
L0
(1.7)
where L is the stressed length and L0 is the unstressed length.
Several studies have been conducted to determine the stress-strain relationship in
the vocal folds, because changes in the length and tension of the vocal folds due to
muscular action are the primary means of controlling the fundamental frequency
of oscillation (Hsiao et al., 2002; Tao and Jiang, 2008). Moreover, the mechanical
stress is also the key factor to understand the vocal trauma and the etiology of
some laryngeal pathologies (Tao and Jiang, 2007). Most of these studies have
been performed by using human or canine cadavers (also called in vitro studies).
The assumption for the use of a canine larynx is that it provides a good animal
model for the human larynx, which appears to be true with respect to the overall
size but not from a morphologic point of view (Titze, 2000). However, in the
last few years it has been possible to obtain in vivo measurements of the stress-
strain relationship (Hsiao et al., 2002), by using ultrasonic images to measure
simultaneously the frequency of vibration and the length of the vocal folds during
normal phonation. Taking into account that the horizontal structure of the vocal
1This definition also corresponds to the physical variable pressure, the different is that the
stress is a vector that contains the magnitud (pressure) and direction
2If the deformation is applied uniformly over the body to increase or decrease its entire
volume, it is called expansion or compression, respectively (Titze, 2000)
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Figure 1.7: Stress-strain curves derived from experimental data. The measurements have
been taken over six different people, three females (F1,F2 and F3) and three males (M1,M2
and M3). All examinations were performed on the right vocal fold, with exception of the M1
man, who was recorded in both vocal folds. Adapted from (Hsiao et al., 2002).
folds resembles a bilateral fixed string (Titze, 2000), the natural frequency (f) of
is defined as:
f =
1
2L
√
T
̺
(1.8)
where T is the longitudinal tension, ̺ is the mass length density and L is the
length of the string. Previous works have reported mean values for the mass (m)
of the human vocal folds vibrating portion and the average density of the tissue
(µ) (Hsiao et al., 2002). By using this values, the stress during vibration can be
derived from the equation (1.6) as:
σ =
T
A
=
TµL
m
(1.9)
The calculation of the strain requires a measure of the unstressed length of the
vocal folds (see equation (1.7)). In (Hsiao et al., 2002), the length of the vocal
folds phonating at the lowest fundamental frequency was taken as a reference.
Figure 1.7 shows the stress-strain relationship obtained for six different people.
The plot shows that the relationship is nonlinear and that the curves approximate
to exponential functions. The behavior of this curves is in concordance with the
results obtained in in vitro experiments (Titze, 2000).
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Biologically, the major function of these stress-strain nonlinearities is to limit the
amplitude of the vibration once a self-sustained oscillation has occurred (Titze,
2006).
1.3.4 Nonlinearities associated with the collision of the
vocal folds
It is known that the closing phase of the vocal folds is a very important feature
during the phonation of voiced sounds. This abrupt event generates the higher
harmonics which are perceptually relevant for the naturalness of speech (Deverge
et al., 2003). Additionally, the increase in the collision force is closely related to
the increase of the risk of tissue damage and pathology development by increasing
mechanical stress levels (Gunter, 2003). The collision between the vocal folds
contains undoubtedly nonlinear terms, related with the tissue deformation while
contacting in the midline, but no explicit formulation of the stress and strain
relationship has been made yet (Titze, 2006). Some researchers have adopted the
use in their equations of restoring contact forces to model the behavior during
the collision of the vocal folds (Avanzini, 2008; LaMar et al., 2003), which is a
form to represent nonlinear elastic components related with tissue deformations.
1.4 Effects of laryngeal pathologies in the voice
production process
There are different organic, physiological and neurological causes related with
problems in vocal emissions. Changes in the mucosal layers or in the vocal fold
muscle body will affect the mass, size, stiffness, flexibility and tension of the
vibrating mechanism as well as alter the glottal closure pattern during phonation.
The study of the vocal folds vibratory patterns include the evaluation of bio-
mechanical parameters that are susceptible to change in presence of pathology.
In the following, some of the key vocal fold vibratory parameters will be described.
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1.4.1 The glottic closure
Judgments about glottal closure and glottal configuration during the closed phase
are related with the observation of phonations of normal fundamental frequency
and intensity level. The glottal closure patterns can be classified within seven
categories (Colton et al., 2006):
– Complete. It occurs when the vocal folds close completely during each
vibratory cycle.
– Anterior chink or gap. There is a noticeable opening in the anterior portion
of the vocal folds.
– Irregular. It refers to the appearance of several points of contact with
openings in between along the length of the vocal folds.
– Bowed or Spindle gap. It refers to a pattern in which the folds close ante-
riorly and posteriorly but no in the midsection. One cord could be bowed
and the other straight.
– Posterior chink or gap. It is an opening at the posterior area. There are
variations of the size and configuration of the chink. In some cases it appears
as a “Y” formation with a relative small gap, and in other cases it has the
appearance of a “V” with a larger gap.
– Hourglass. This closure pattern looks, as its name say, like an hourglass, a
noticeable narrowing of the opening around the midpoint of the vocal folds.
– Incomplete. It is when no portion of the vocal folds touches the other.
Figure 1.8 shows a graphic representation of the glottic closure patterns. The
configuration of the glottis changes according to the pathology, sex, fundamental
frequency and loudness. It is important to note that a posterior gap closure
pattern is considered normal in many females (Aronson and Bless, 2009).
When an incomplete glottis closure occurs there is a continuous air leak that
prevents the modulation of the emerging air into small pulses of air flow. A
number of laryngeal pathologies that cause an incomplete closure of the glottis
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Figure 1.8: Glottal closure patterns according to (Colton et al., 2006)
(breathy phonation) lead to strong decrements in the voice amplitude. To make up
the loss of voice intensity, the pathological speaker increases the exhaling force and
as result, turbulent noise intensity rises significantly (Mitev and Hadjitodorov,
2000). The turbulent flow, unlike the laminar one, is characterized by the irregular
(with chaotic or stochastic property changes) movement of particles of the fluid.
There is not a definite frequency and the particles travel in irregular paths with no
observable pattern and no definite layers. There exists a quantity called Reynolds
Number that allows to determine the type of dynamic in a fluid. The Reynolds
Number (Re) is a non dimensional parameter defined as the ratio between inertial
forces and viscous forces, and can be expressed as:
Re =
ρva
ν
(1.10)
where ρ is the air density, v is the velocity of the air flow, a is the hydraulic
diameter of the duct and ν is the coefficient of dynamic viscosity. When Re < 2300
the flow is laminar, if 2300 < Re < 4000 the flow is in transient regime and finally
when Re > 4000 the flow is turbulent. As it was shown in equation (1.10), the
turbulence degree is related to the air flow velocity and the size and shape of
the duct. The turbulence increases with the presence of an obstacle or irregular
surface in the middle of the air flow stream, which is a common situation in
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several organic diseases of the vocal folds (Sapienza and Ruddy, 2009).
1.4.2 Stiffness of the vocal cords
The vocal folds stiffness is the effective restoring force per unit of displacement and
it is determined by the three-dimensional deformation of the fibers and connective
tissues of the vocal folds. The stiffness of the vocal folds is an indication of their
rigidity or tautness; in other words, it conveys an indication of how much the vocal
folds move for a given force applied to them. The properties of the vocal folds
change by contractions of the external muscles that tend to stretch them and/or
pull them more taut from end to end and by contractions of the internal muscles
that modify their internal mechanical status (Hixon et al., 2008). Stiffness is
directly proportional to the vocal folds tension and inversely proportional to the
vocal folds length (Titze, 2000). Recalling what was said in section 1.3.3, changes
in length and tension of the vocal folds due to muscular action are the primary
means of controlling the fundamental oscillating frequency. Therefore, according
to the equation (1.8), when the mass of the vocal folds increase due to the presence
of pathology (in some cases only one single vocal cord increases its mass), the
vocal fold tension also increases to reach the desired vibrating frequency, which
implies that the pathological speaker increases the effort realized by the vocal
cords tissues as an attempt to produce a “normal” phonation. This in turn will
increase the risk of tissue damage.
1.4.3 Symmetry of the vocal cords
During phonation, the vocal folds should move as mirror images. In normal con-
ditions, both folds open in phase, they separate in unison and then, approach
each other and close in unison. That action is referred to as phase symmetry
(Colton et al., 2006). The asymmetry in the vocal folds is not usually related
with the geometric properties. In many cases, a vocal asymmetry is caused by
mass or tension differences between the vocal folds, producing and aperiodicity
or an irregular vibration between them. Such irregular vocal fold vibrations are
mostly perceived as a rough voice sound.
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Contrary to what might be expected, the vocal folds are never absolutely sym-
metric. Moderate asymmetries and imbalances in both mass and tension between
both vocal cords do not usually have a large influence on the voice, unless they
are combined with an incomplete closure of the vocal folds (Godino-Llorente,
2002). Moderate asymmetries are observed in some normal cases, principally re-
lated with infant vocalizations. On the other hand, severe asymmetries are found
in patients with vocal-fold lesions, paralysis and other voice disorders (Maunsell
et al., 2006; Mergell et al., 2000). When there is a severe asymmetry between the
vocal folds, a mismatch is produced in the vibratory cycle. The vibratory pattern
of the vocal folds may change from periodicity to signals with strong modulations
or even completely aperiodic. In some cases, due to the difference between the
vibration regime of both folds, it is possible to observe the coexistence of two
fundamental frequencies (Mergell et al., 2000).
1.5 Discussion
As we have seen through the chapter, the nonlinear phenomena described here
assume some kind of pseudo periodicity in the signal. In view that the speech
contains both voiced and unvoiced segments, in which the vocal cords vibrate or
remains open respectively, the characterization of the nonlinear phenomena could
be carried out using either speech traces corresponding to the sustained phona-
tion of vowels, or extracting the voiced frames from continuous speech recordings
using voiced/unvoiced detectors and discarding the last ones. Nevertheless, the-
oretically, the nonlinear analysis based on real signals must be performed using
infinitely long registers. According to this constriction, sustained vowels could be
analyzed making the assumption that the signal contains an infinite number of
samples; however such assumption cannot be made for voiced frames extracted
from continuos speech signals. Due to the fact that, in the real world, there are
not signals with infinite length, the researchers in the field of nonlinear analysis
have established some empirical criteria, or based in simulations, to determine
the minimum length that a signal should have in order to be analyzed with non-
linear methods. However, such studies were not conducted for speech signals.
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Thus, similar studies would be necessary in the field of voice to establish the nec-
essary and sufficient conditions that allow to perform a nonlinear analysis based
on a short time scheme. These results would be very useful to analyze frames
extracted from continuous speech signals which provide a much more realistic
scenario, from a practical point of view, for the characterization of pathological
voices. This problem will be addressed with more detail in the chapter 3.
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State of the art in the automatic
detection and evaluation of
pathological voices
First, this chapter presents a review of the more recent research works in the
topic of automatic detection of pathological voices, distinguishing the kind of
parameters used as features to feed the posterior stages of classification and vali-
dation, and the pattern classification techniques used as detectors. Also, a special
attention is paid to the data set and validation methodology used for the experi-
ments in order to clarify whether the result have been objectively obtained or not.
The last part of the chapter is focused on works whose main aim has been the
automatic classification of speech signals based on any perceptual voice quality
scale.
2.1 Acoustic analysis and parameterization of
voice signals
In the last few years a lot of work in the field of automatic detection of patho-
logical voices has been published. Systems based on acoustic analysis are being
increasingly introduced as computer-aided medical diagnosis tools due to its ob-
jectivity and non invasive nature (Godino-Llorente et al., 2006b; Hadjitodorov
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and Mitev, 2002; Maier et al., 2009; Manfredi et al., 2009). An automatic mea-
surement of the voice quality from a speech recording, requires the extraction of
a set of parameters which allows differentiating between healthy and pathological
voices. Such measurements attempt to quantify several physical phenomena that
are involved in the voice production process and are susceptible to be affected
by the presence of pathology. According to (Alonso et al., 2005), the set of phe-
nomena that should be considered includes: periodicity and stability of the voice,
wealth spectral, presence of noise and nonlinear behavior. In the following, the
parameters used to characterize pathological voices will be described taking into
account such classification. However, a rigorous separation of all parameters into
each previously commented phenomena is not possible, since some parameters
are calculated in different spaces (time, frequency, spectra, etc.) or after diffe-
rent transformations over the speech signal, modifying somewhat the sense of the
phenomenon that attempts to quantify.
2.1.1 Periodicity and stability of the voice
Most of the parameters found in the existing literature address the automatic de-
tection of voice alterations by means of long-time signal analysis (Baken and
Orlikoff, 2000; Boyanov and Hadjitodorov, 1997; de Krom, 1993; Feijoo and
Herna´ndez-Espinosa, 1990; Kasuya et al., 1986; Manfredi, 2000; Michaelis et al.,
1997; Qi and Hillman, 1997; Yumoto et al., 1982). These long-term parameters
are generally calculated by averaging local time perturbations measured from
the speech, so they provide long-term estimations of the degree of perturbation.
These parameters are usually grouped into three main categories: frequency per-
turbation (Feijoo and Herna´ndez-Espinosa, 1990; Vasilakis and Stylianou, 2009),
amplitude perturbation (Baken and Orlikoff, 2000) and noise parameters. The
first one takes advance of the concept that normal vocalized voice signals are
periodic oscillations of certain frequency, called fundamental frequency, and for-
mant structure, determining the aural perception of a given sound (Mitev and
Hadjitodorov, 2003). Therefore, the perturbation of such fundamental frequency
(or its related pitch period) could be an indicator of the presence of pathology.
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Frequency perturbation, typically called Jitter, may occur during voice produc-
tion, especially in vowel phonation, and it is defined as small fluctuations in glottal
cycle lengths (Vasilakis and Stylianou, 2009). Amplitude perturbation, also called
Shimmer, refers to immediate (short-term) variations of amplitude (Baken and
Orlikoff, 2000). In a similar manner to jitter, during the sustained phonation of
a vowel, the maximum amplitude of each individual vocal cycle is slightly dif-
ferent with respect to the cycle that follows it, although a steady production is
intended by the speaker. In (Wallen and Hansen, 1996) jitter and shimmer were
used along with a cepstral feature to detect pathologies by using a data set com-
posed of 9 normal and 20 pathological speakers. The parameters were estimated
by using utterances of seven isolated words and five sentences. The authors re-
ported a classification accuracy up to 85.5% by using an open round-robin training
method with twenty runs and six samples used in the validation stage per run.
Other approaches use alternative definitions to jitter and shimmer, specifically
the Relative Average Perturbation (RAP), Pitch Perturbation Quotient (PPQ)
and Amplitude Perturbation Quotient (APQ) (Kilic¸ et al., 2004), which are con-
sidered most appropriate to be used with continuous speech (instead of sustained
phonations of vowels), since they take into account voluntary changes in the fun-
damental frequency (Baken and Orlikoff, 2000). In (Boyanov and Hadjitodorov,
1997) APQ and PPQ were used along with noise and energy measures to detect
laryngeal pathologies. The experiments were carried out using a database of 100
normal and 300 pathological registers corresponding to the sustained vowel /a/.
50% of the registers were used for training and the remaining 50% for testing.
The results showed a classification accuracy of 96.5%. Also in (Moran et al.,
2006) jitter and shimmer as well as two noise measures were used as features
in a system for remotely detecting vocal fold pathologies using telephone-quality
speech. The experiments were realized by using the database developed by the
Massachusetts Eye and Ear Infirmary Voice & Speech Lab (MEEI, 1994), which
contains 573 pathological and 58 normal registers of the sustained phonation of
the vowel sound /ah/. The results showed that sustained phonations recorded
in a controlled environment can be classified as normal or pathologic with accu-
racy of 89.1%, whereas telephone-quality speech can be classified as normal or
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pathologic with an accuracy of 74.2%, using the same scheme. The authors con-
clude that amplitude perturbation features are more robust for telephone-quality
speech. However, the drawback with the perturbation parameters is that they de-
pend on a good estimation of the pitch period and, for many pathological voices,
such estimation is quite difficult.
2.1.2 Presence of noise
Noise parameters have proven to be very reliable for detecting the presence of
voice disorders, since most voices present some degree of noise in presence of
pathology. Regarding noise parameters, the literature refers (among others): the
Signal to Noise Ratio (SNR) (Klingholtz and Martin, 1987), the Harmonics to
Noise Ratio (HNR) (de Krom, 1993), the Normalized Noise Energy (NNE) (Ka-
suya et al., 1986), the Voice Turbulence Index (VTI) (Deliyski, 1993), the Soft
Phonation Index (SPI) (Deliyski, 1993), or the Glottal to Noise Excitation Ratio
(GNE) Michaelis et al. (1997). Previous studies (Hadjitodorov et al., 2000; Parsa
and Jamieson, 2000b; Yumoto et al., 1984) indicate that the detection of voice
alterations can be carried out by means of several of the above mentioned acoustic
parameters, enabling each individual voice utterance to be quantified by a single
vector. The NNE, HNR, and GNE have been widely used both to evaluate the
voice quality, and for the detection of voice disorders. In (Shama et al., 2007)
the HNR at four different frequency bands were estimated and used as features.
The experiments were carried out by using 53 normal and 163 pathological voice
recordings from the database (MEEI, 1994). Approximately 50% of the registers
were used for training and the remaining 50% for testing, reaching a classification
accuracy of 94.28%. In (Parsa and Jamieson, 2000b) the authors used different
noise parameters including SNR, HNR, NNE, a parameter related to the pitch
amplitud and a parameter called Spectral Flatness Ratio (SFR), to detect patho-
logical voices using a sub set of 175 pathological and 53 normal voices extracted
from the database (MEEI, 1994). The results showed that NNE presented the
poorest classification rate (63.2%) while SFR achieved the best accuracy with
96.5%. The paper does not report the validation methodology used to estimate
such classification rates. On the other hand, recent studies (Hadjitodorov and
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Mitev, 2002) used several of the former parameters along with a new measure,
called Turbulent Noise Estimation, in order to automatically detect pathological
voices. In this case, the system reached an accuracy of 96.1% using the database
(MEEI, 1994). In (Godino-Llorente et al., 2008a), a deep study of different acous-
tic and noise parameters (HNR, NNE, NHR1, and VTI) is presented. The study
was carried out using a novel comercial software called WPCVox and the results
are compared with another widely used software for acoustic analysis (Multi-
Dimensional Voice Program (MDVP)). The authors performed experiments with
a subset of the MEEI database, reaching classifications rates between 78.90 to
79.26% using NHR, 63.13 to 75.70% using VTI, 79.26 to 84.57% using HNR,
and 89.71% using NNE. Another approach found in (Daza-Santacoloma et al.,
2009), employs a dynamic feature extraction technique to transform the initial
feature space based on NNE, GNE and HNR along with cepstral parameters.
The authors conclude that such noise measures provide relevant information for
the detection of pathological voices. The experiments were performed by using
two different databases and a cross-validation methodology. The classification
accuracy reached a 95.04% for the untransformed feature space. In (Ma and
Yiu, 2005) two perturbation measures along with HNR, were employed for de-
tecting pathological voices by using a set of speech registers previously classified
as periodic or nearly periodic signals. The authors conclude that none of the
perturbation measures were able to differentiate between male dysphonic and
male non-dysphonic subjects, and that HNR failed to differentiate between the
dysphonic and non-dysphonic voices for both gender groups. The data set used
in the experiments was composed by 112 dysphonic and 41 normal speech reg-
isters recruited for the study, but the analysis was performed based only on the
evaluation of the significance of a statistical test to establish which parameters
present real differences between normal and pathological classes, instead of a
classification procedure using pattern recognition methods. In (Li et al., 2004)
the discrimination capabilities of HNR and a feature related to the spectral slope
were tested on a system developed for the automatic detection of severely noisy
1Noise to Harmonic Ratio(NHR) is an average ratio of the energy of the in-harmonic com-
ponents from the 1500-4500 to the 70-4500 Hz range. It can be estimated as 10 log(1/HNR)
(Godino-Llorente et al., 2008a, 2006b).
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pathological voices. The study used 41 normal, 108 lightly noisy and 3 noisy cases
from a private database. Two third parts of the data were used for training and
the remaining was used for testing. The training and validation procedures were
performed five times by using different combination of data sets. The authors
conclude that both measures differentiate between noisy and lightly noisy speech
signals, but due to the fact that the number of noisy signals used in the experi-
ments is very small, they do not present any figure of merit, so such conclusion
might be questioned.
The work presented in (Godino-Llorente et al., 2008b) evaluates the capabilities
of the GNE for the screening of voice disorders. A set of 226 speakers (53 normal
and 173 pathological) taken from the database (MEEI, 1994) were used to eval-
uate the usefulness of this parameter for discriminating normal and pathological
voices. To evaluate this parameter, the effect of the bandwidth of the Hilbert
envelopes and the frequency shift were analyzed, concluding that a good discri-
mination is obtained with a bandwidth of 1000 Hz and a frequency shift of 300
Hz. The results confirm that the GNE provides reliable measurements in terms
of discrimination among normal and pathological voices reaching a classification
accuracy up to 89.91%, comparable to other classical long-term noise measure-
ments found in the literature, such as NNE or HNR which reported 89.71% and
84.57% respectively.
2.1.3 Spectral wealth
The characterization of the spectral components of pathological voices is related
to the fact that the lesions present on the vocal folds often produce an incomplete
glottic closure, leading to a turbulent airflow. This turbulent air flow produces sig-
nificant high-frequency acoustic energy that is perceived as breathy voice. More-
over, the signal tends to be less periodic than a nonbreathy voice and has an
unpredictable cycle-to-cycle variation (aperiodicity) (Heman-Ackah et al., 2002);
it has been demonstrated that such presence of aperiodicity in the glottal-source
signal produces alterations and disturbs the harmonic structure of voiced speech
(Murphy, 2000).
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The state of the art provides techniques to characterize the spectral contents of
pathological voices. Some of these techniques have been used previously in other
speech processing applications such as Automatic Speech Recognition (ASR) sys-
tems. In (Marinaki et al., 2004), the authors used a subset of the MEEI database
with 42 pathological and 42 normal voices (21 males, and 21 females for each
class). From each recording, two central frames were selected among those be-
longing to the most stationary portion of a sustained vowel phonation; the pa-
rameterization was carried out using 14 Linear Prediction Coefficients (LPC)
per frame. The feature space was transformed by means of Principal Component
Analysis (PCA) into a two-dimensional one. The experiments were carried out
separately for male and female voices, because the pathological male voices were
diagnosed with vocal fold paralysis, whereas pathological female voices were di-
agnosed with vocal fold edema. The best results detecting vocal fold edema were
83.25% of true positive, and 11.75% of false positive; regarding the detection
of vocal folds paralysis, the results were 85.71% of true positive, and 7.45% of
false negative. However, only one run of the algorithm was performed, so the
confidence interval of the results is not well justified. Another approach is found
in (Gavidia-Ceballos et al., 1998), where the authors proposed a nonlinear tech-
nique that employs the differential Teager energy operator to obtain amplitude
and frequency modulations of the formant frequencies. In this work the speech
was parameterized using a third order polynomial interpolation from the autocor-
relation envelope of the amplitude modulation response. The authors reported
very good results for the detection of voice pathologies, but the testing was car-
ried out using a small data set (11 records) extracted from a private database.
In (Parsa and Jamieson, 2000a), the authors compared the discrimination perfor-
mance of several parameters with continuous speech data from 53 normal and 175
pathological talkers extracted from the database (MEEI, 1994). Results from this
study showed that Linear Prediction (LP) modeling-based measures such as SFR
resulted in a classification rate of 86%, while the SNR parameter provided a lower
classification accuracy (80%). In (Umapathy et al., 2005), the authors proposed
the use of a joint time-frequency approach for the detection of voice pathologies
using continuous speech samples extracted from the same database (in this case,
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161 pathological and 51 normal registers were used). The speech signals were de-
composed using an adaptive time-frequency transformation (that eliminates the
need to segment the speech signal into voiced, unvoiced and silence), and several
features (called octave max, octave mean, energy ratio, length ratio and frequency
ratio) calculated from the parameters of the time-frequency decomposition; an
overall classification accuracy of 93.4% was achieved. Another approach found
in (Alonso et al., 2001) used perturbation measures estimated from the spectral
and cepstral domains along with a set of seven high order statistics, which can
be considered, from a statistical point of view as non linear features, yielding a
classification accuracy up to 98.3% combining the information extracted from the
five Spanish vowels.
On the other hand, many approaches (Dibazar et al., 2002; Fraile et al., 2009;
Fredouille et al., 2005; Godino-Llorente and Go´mez-Vilda, 2004; Godino-Llorente
et al., 2006a) have used the Mel-Frequency Cepstrum Coefficients (MFCC) to
characterize pathological voices. MFCC is a representation defined as the real
cepstrum of a windowed short-time signal derived from the FFT spectrum (Huang
et al., 2001). The main advantage of the MFCC parameters is that they do not
exhibit a dependency on previous pitch estimations. This is a common problem
with most of the acoustic parameters found in the state of the art (Murphy,
2000; Vasilakis and Stylianou, 2009). In (Dibazar et al., 2002) the speech sig-
nal was divided into frames of 10 ms with an overlapping of 25%. Each frame
was represented by 12 MFCC plus the fundamental frequency. The experiments
were performed by using 657 abnormal and 53 healthy subjects from the MEEI
database, yielding a classification accuracy of 98.30%, but the validation method-
ology was not commented. Moreover, the fundamental frequency should not be
calculated using so small frames, because such length does not contain even a
period of the signal for deep voices. In (Fredouille et al., 2005) each signal was
characterized by 16 MFCC obtained from 24 filter bank coefficients applied to 20
ms Hamming windowed frames. The first derivatives of the MFCC coefficients
were added to the parameter vectors. The database was composed by 20 nor-
mal and 60 dysphonic voices and a cross-validation scheme was employed during
the validation stage. The study reached a classification accuracy of 85.0%. In
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(Godino-Llorente and Go´mez-Vilda, 2004) different number of MFCC along with
their first and second derivatives were used to characterize 53 normal and 82
pathological voices taken from the MEEI database. A short-time scheme was
used with frames of 40 ms (50% overlapped) and the best accuracy obtained
was 96% by using 24 MFCC and the energy of the frame. In (Godino-Llorente
et al., 2006a) as a continuation of the previous work, the authors used MFCC
along with their first and second derivatives estimated in a short-time scheme
to characterize 53 pathological and 147 pathological voices taken from the same
database. In this case the Fisher’s Discriminant Ratio was used to evaluate the
discrimination capabilities of each of the features. The authors conclude that
the second derivatives do not provide relevant information for the classification.
In this case a more rigurous validation methodology than in the previous work
was employed yielding a classification accuracy up to 94.6%. In (Fraile et al.,
2009), once again, the parameterization of normal and pathological voices was
performed by using MFCC. The experiments were performed by using a subset
of the MEEI database, with 53 normal and 173 pathological speakers but, in this
case, the registers were split out differentiated by sex. The best result obtained
was 88.3% for sex-specific strategy in comparison to 87.15% for sex-independent
strategy.
Another approach found in (Silva-Fonseca et al., 2007) used a joint time-frequency
analysis based on Daubechies’ discrete wavelet transform to identify patients with
nodules in the vocal folds. The speech signals were decomposed in four levels,
and root mean square values of each level were used as features. 30 normal and
30 pathological registers were used in the experiments, 80% of the files were used
for training and the remaining 20% for testing. Different combinations of de-
composition levels were used yielding a classification accuracy up to 91.67%. In
(Markaki and Stylianou, 2009) 25 features extracted from modulation spectra
were used for the automatic detection of pathological voices. Modulation spectra
may be seen as a non-parametric way to represent the modulation present in the
speech. 173 pathological and 53 normal registers from the MEEI database were
employed, 75% of them were used for training and 25% for testing, following a
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cross-validation scheme. The best detection rate achieved was 94.08%. The au-
thors conclude that modulation spectra offers an implicit way to fuse the various
phenomena observed during the speech production, providing important dynamic
information related to the key parameters for the detection of pathological voices.
2.1.4 Nonlinear behavior
Several researchers have shown that there exist a nonlinear behavior involved in
the voice production process which cannot be characterized by the above men-
tioned measurements. In the context of speech, such behavior is due to the
following mechanisms (Titze, 2006):
– Nonlinear pressure-flow in the glottis.
– Delayed feedback of the mucosal wave.
– The nonlinear stress-strain curves of vocal fold tissues.
– The nonlinearities associated with vocal fold collision.
Taking into account the nonlinear dynamics of speech, Titze et al., in (Titze et al.,
1993), introduced a qualitative classification for speech sounds corresponding to
sustained vowels. The authors established three classes: Type I sounds are nearly
periodic; Type II sounds are aperiodic, or they do not have a dominant period;
and Type III sounds are irregular and aperiodic. From the perspective of the au-
tomatic detection of pathological voices, the normal ones can usually be classified
as Type I and, sometimes, as Type II, whereas voice disorders commonly lead to
any of these three types of sounds (Little et al., 2007), making the classification
a difficult task. Besides, the conventional perturbation measures (such as Shim-
mer and Jitter) are defined only for nearly periodic voice signals and, thus, their
usefulness is reduced to Type II and Type III signals (Jiang et al., 2006). In this
sense, some researchers have been interested in applying nonlinear time series
analysis to disordered speech signals, attempting to characterize the nonlinear
phenomena and evaluating the discriminative capabilities of these parameters for
the detection of pathological voices (see Jiang et al., 2006, and cites therein). The
nonlinear analysis of time series is derived from the theory of dynamical systems
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and, most of the times, it is performed by using two statistics: the Largest Lya-
punov Exponent (LLE), and the Correlation Dimension (CD). LLE is a measure
that attempts to quantify the sensibility to the initial conditions of the underlying
system (Kantz and Schreiber, 2004). CD is a measure developed for quantifying
the geometry (self-similarity) in the state space of the underlying system (Kantz
and Schreiber, 2004). There are previous works that investigated the behavior of
LLE and CD for the characterization of pathological voices. In (Jiang and Zhang,
2002b), CD was used to describe the complexity of sustained vowels produced by
normal speakers and by patients with vocal folds polyps. The database used
contained 79 normal and 68 pathological samples corresponding to the sustained
vowel /a/. From each utterance, the estimation of the CD was carried out using
frames of 200 ms belonging to the most stationary part of the utterance. The
authors demonstrated that CD values of normal and pathological speakers have
statistically significant differences, concluding that the nonlinear analysis can be
used as supplementary method to evaluate and detect laryngeal pathologies. In
(Zhang and Jiang, 2003), continuing with the former work, the authors used the
CD to discriminate between three types of speech signals according to the afore-
mentioned definition by Titze (Titze et al., 1993). In this case, the database
contained 122 pathological voices with different types of pathologies, but the
speech signals with strong glottal turbulences were excluded. Unlike the previous
work, the estimation of the CD was carried out in using frames of 500 ms. Again,
the authors conclude that CD tends to increase from Type I to Type III signals,
but a classification rate is not presented. Similar studies (MacCallum et al., 2009;
Meredith et al., 2008; Zhang and Jiang, 2008; Zhang et al., 2005, 2008) used CD
to characterize pathological voices before and after a clinical treatment, leading
to very similar conclusions. In (Vaziri et al., 2010), CD and LLE along with other
complexity measurements were used to characterize 51 normal and 112 patholog-
ical registers extracted from the database (MEEI, 1994). Eighty percent of the
registers were employed in the training stage and the remaining to validate the
system. The authors concluded that it is possible to reach a classification accu-
racy up to 94.4% only by using CD, however no cross-validation was performed
to obtain the results. In (Giovanni et al., 1999b), the LLE was used to differ-
entiate between normal voices and patients with unilateral laryngeal paralysis.
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The database contains 12 normal and 26 pathological voices. The authors found
statistically significant differences between both groups.
Although LLE and CD have shown certain discrimination capabilities, these non-
linear statistics require the dynamics of the speech to be purely deterministic, and
this assumption is inadequate since randomness due to turbulence is an inherent
part of the speech production (Little et al., 2007). Besides, these measurements
have been used under the assumption that, from their values, it is possible to
conclude the presence of chaos or a completely random behavior. However, in
(Pincus, 1991), Pincus demonstrated that there exist stochastic processes with
CD equal to zero and, in general, it is not valid to infer the presence of an un-
derlying deterministic system from the convergence of the algorithms designed to
estimate this class of measurements. In the case of LLE, many analysis are based
on the fact that generally, a system containing at least one positive Lyapunov
exponent is defined as chaotic, whereas a system with no positive exponents is reg-
ular (as in the case of dynamical systems). From this assumption, other authors
concluded that an irregular phonation presents a chaotic dynamic (Jiang et al.,
2006). Nevertheless, the sign of the Lyapunov exponent does not present statis-
tically significant differences (Serletis et al., 2007) and, furthermore, using LLE
to differentiate between normal and pathological voices lead to positive values for
both classes (Giovanni et al., 1999b; Jiang et al., 2006). There are also numerical
and algorithmic problems associated with the calculation of nonlinear measure-
ments for real speech signals, casting doubts about the reliability of such tools
to develop automatic systems for pathological voice detection (Little et al., 2007).
To overcome these restrictions, the literature reports a set of features based on
information theory. Such measurements attempt to quantify the complexity of
the signal as an alternative way to assess the nonlinear behavior without mak-
ing assumptions about the nature of the signal (i.e. deterministic or stochastic).
This idea is in concordance with the fact that the time series generated by bio-
logical systems most likely contain deterministic and stochastic components, so
both approaches may provide complementary information about the underlying
dynamics (Costa et al., 2005). The most common measure used in this context
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is the Approximate Entropy (AE) (Pincus, 1991; Rezek and Roberts, 1998), and
some other measures derived from this one, such as: Sample Entropy (SE) (Rich-
man and Moorman, 2000), and Gaussian Kernel Approximate Entropy (GAE)
(Xu et al., 2005). AE is a regularity statistic that quantifies the unpredictabil-
ity of the fluctuations in a time series, and reflects the likelihood that similar
patterns of observations will not be followed by additional similar observations
(Ho et al., 1997). This class of measurements provides a better parameteriza-
tion of the nonlinear behavior (Fleisher et al., 1993), but its use in the context
of pathological speech have not been extensively explored. In (Manickam et al.,
2005; Moore et al., 2004), AE was used to quantify the effects of radiotherapy
in patients with laryngeal cancer, but the analysis was carried out by using elec-
troglottographic signals instead of speech. The authors concluded that AE can
be used to differentiate healthy patients from those that underwent radiotherapy.
Again, in (Aghazadeh et al., 2007), AE was used along with a scaling parameter
to classify between normal and pathological voices. The number of samples used
for training was 17 normal and 12 pathological voices, and the test was carried
out with 5 additional samples. The authors conclude that AE is an effective tool
to classify vocal fold disorders, but no results were provided in terms of perfor-
mance. Moreover, the number of samples used is very small and a more rigorous
validation methodology should have been used. In (Vaziri et al., 2010), as it
was pointed out above, the authors used different complexity measures, including
AE; the authors conclude that CD and LLE provide better accuracy than AE.
However, once again, a rigorous validation methodology was not applied casting
doubts about the results.
2.2 Bio-mechanical parameters and glottal source
parameterization
There existis in the literature several attempts to develop mechanical models
that reproduce the physics of the phonation using computer-based simulations
(Avanzini, 2008; Decker and Thomson, 2005; Deverge et al., 2003; Gunter, 2003;
Hora´cˇek et al., 2005; LaMar et al., 2003; Titze, 2006). In order to extract useful
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knowledge that could be used in different fields of speech processing, most of
these works have been focused on explaining the detailed vibration of the vocal
folds (Go´mez-Vilda et al., 2007). By using such mechanical models, several works
adressed the estimation of the voiced speech source (the glottal flow) from the
speech signals, i.e. to separate the glottal source of the components induced by
the vocal tract. The aim of this methodology is to remove the acoustic infor-
mation introduced by the resonant structures, which do not contain information
related to the vibration of the vocal folds, producing a blurring effect in the rele-
vant components (for the detection of laryngeal pathologies) of the speech signals
(Go´mez-Vilda et al., 2009). The most common technique used to estimate the
glottal source is the inverse filtering (Lehto et al., 2007), which consists on apply-
ing a filter to the speech signal to eliminate the vocal tract components. There
are many different procedures which have been used for this task. Among them
the literature reports the use of Kalman and Wiener filters (de Oliveira-Rosa
et al., 2000), Linear Predictive Coding (Alku, 1992b), Discrete All-Pole Modeling
techniques (Ba¨ckstro¨m et al., 2002; El-Jaroudi and Makhoul, 1991), and Discrete
Wavelet Transform using Biorthogonal Quadrature filters (Lobo, 2001), among
others. The interested reader can consult (Alku, 1992a; Go´mez-Vilda et al., 2007,
2009) and cites therein, for a complete review of existing techniques to estimate
the glottal source.
There are different parameters extracted from the glottal source, such parameters
depend on whether the parameterization is performed in the time or in the fre-
quency domain. Time-domain methods include time-based parameters (quotients
measuring critical time spans of the glottal pulse) and amplitude-based parame-
ters (absolute amplitude values of the flow and its derivative) (Lehto et al., 2007).
The most commonly used time-based parameters are Open Quotient (OQ), Speed
Quotient (SQ), and Closing Quotient (ClQ). The amplitude based parameters
typically extracted are minimum flow (also called the dc offset), the ac flow, and
the negative peak amplitude of the flow derivative, also called maximum air-
flow declination rate (Lehto et al., 2007). It is also possible to define time-based
parameters from the amplitude measures by using, for example, the Amplitude
Quotient (AQ) and its normalized version, the Normalized Amplitude Quotient
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(NAQ) (Alku et al., 2002).
The frequency-domain methods measure the spectral decay of the voice source
and typically exploit information located at the harmonics of the glottal flow
spectrum. The most widely used parameters in this context are: the amplitude
difference between the first and the second harmonics (found in the power spec-
tral density) denoted as (H1−H2); the ratio between the first and third formant
harmonics (A1−A3); and the cross ratios (H1−A1) and (H1−A3) (Go´mez-Vilda
et al., 2009; Lehto et al., 2007). Another frequency domain parameter used for
the quantification of the glottal volume velocity waveform is the Parabolic Spec-
tral Parameter (PSP) (Alku et al., 1997). PSP is based on fitting a parabolic
function to the low-frequency part of a pitch-synchronously computed spectrum
of the estimated glottal flow. PSP gives a single numerical value that describes
how the spectral decay of the glottal flow behaves with respect to a theoretical
limit, corresponding to the maximal spectral decay (Alku et al., 1997).
Another possibility to characterize the glottal source in the frequency domain is
the use of MFCC or LPCC parameters from the power spectral density, simi-
larly to the methodology used to parameterize the vocal tract transfer function
Go´mez-Vilda et al. (2009).
The interest about glottal source parameters begins back thirty years ago, but
there are few works that attempted to use them for the automatic detection of
pathological voices (Davis, 1975). In (de Oliveira-Rosa et al., 2000) seven features
extracted from the residual signal (resulting signal after inverse filtering) were
used to differentiate between normal and dysphonic voices. Features include:
– Mean Square Residue (MSR): The sum of the square of the residue signal.
– Excess Coefficient (EX): Kurtosis of the magnitude distribution.
– Spectral Flatness of Residue (SFRe): A measure of the masking of harmonic
magnitudes by noise. Defined as the ratio between geometric and arithmetic
averages of the signal residue spectrum.
– Spectral Flatness of AR Filter (SFF): A measure of the masking of the for-
mant components and bandwidths by noise. This measure can be obtained
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from the difference between the ratio of geometric and arithmetic averages
of the voice signal and the SFRe measurement.
– Jitter : This is a measure of the median value of the first-order perturbation
of the fundamental frequency, estimated over a set of differences between
consecutive pitch periods.
– PEAK : The median of the highest absolute differences of the residual signal
magnitudes which are determined using a previous fundamental frequency
extraction algorithm.
– Peak of Autocorrelation (P/A): The median of the second peak of the nor-
malized autocorrelation.
The experiments were carried out by using a database composed by 48 dysphonic
and 25 normal speakers. The discrimination capabilities of the above measure-
ments were estimated by employing the Mann-Whitney test (de Oliveira-Rosa
et al., 2000) instead of using a cross-validation methodology. The authors con-
clude that EX, jitter and P/A are the most reliable features to be used for the
detection of voice disorders but classification accuracies were not presented.
Following a methodology based on the characterization of the glottal source,
Go´mez-Vilda and his coworkers have published several works focused on the de-
tection of pathological voices (Go´mez-Vilda et al., 2007, 2009, 2005). In (Go´mez-
Vilda et al., 2009), the authors used forty-six different parameters extracted from
either the glottal source or the Mucosal Wave Correlate (MWC)1 were used. The
set of parameters comprise: Pitch; Jitter ; three different estimations of shim-
mer ; two parameters related to the glottal closure; three parameters related to
the HNR; four bins of the histogram extracted from the MWC power spectral
density; 21 parameters related to the characterization of the first two peaks and
notches of the MWC power spectral density envelope; three bio-mechanical pa-
rameters extracted from the adaptive fitting of the AAW power spectral density
1MWC is a signal derived from the glottal source removing a component related to the Body
Dynamic Component, named Acoustic Average Wave (AAW). Mainly, MWC can be associated
to higher-order oscillation modes of the vocal folds cover (Go´mez-Vilda et al., 2009)
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against the transfer function of a 1-mass model of the vocal folds (vocal fold body
bio-mechanical parameters); three bio-mechanical parameters extracted in a sim-
ilar way than the previous ones but using the MWC power spectral density (vocal
fold cover bio-mechanical parameters); and six parameters intended to quantify
the effects due to the unbalanced vocal folds movement over the bio-mechanical
parameters. The bio-mechanical parameters included in the 1-mass model are:
the body mass; an elastic parameter related to the stiffness of the body; and body
losses (Go´mez-Vilda et al., 2007). The database used contains 100 normal and
100 pathological registers with equal number of male and females voices. The
experiments were conducted by using records of men and women separately and
mixed; only one run of the algorithm were performed to estimate the performance
of the system. The authors concluded that the discrimination capabilities is bet-
ter for female than for male speakers. When gender was taken into account the
accuracy reached 97%; on the contrary, when male and female registers were used
indiscriminately only a 89% of accuracy was obtained.
Another approach presented in (Drioli and Avanzini, 2002) use an Hybrid para-
metric - physiological glottal modeling to extract the glottal flow, and attempts
to evaluate the nonlinear dynamics in such context. The authors suggested that,
since the glottal flow is independent from the vocal tract, a reconstruction of the
state space state at this point is more representative of the dynamics in the glot-
tis and, therefore, a classification of the voice quality could be based only on the
shape and stability of the orbits in the phase space. A qualitative visual analysis
was carried out using 9 speech registers, but no classification experiments were
performed.
2.3 Classification techniques for the detection of
pathological voices
The systems for the automatic detection of pathological voices require a classifi-
cation stage, in which the sets of parameters previously extracted from the speech
signal are used to train a learning machine. In the literature, the classifiers used to
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carry out the automatic detection of pathologies range from a simple K-Nearest
Neighbor (KNN) classifier or a Linear Discriminant Analysis (LDA), to more
complex techniques such as Hidden Markov Models (HMM) or Support Vector
Machines (SVM). In (Umapathy et al., 2005), the authors used a LDA-based
detector fed with the aforementioned set of features based on a time-frequency
transformation, yielding a classification accuracy of 93.4%. In (Shama et al.,
2007), a modification of the standard KNN classifier was proposed to classify a
set of 53 normal and 163 pathological speakers extracted from MEEI database;
the best accuracy obtained was 94.28% by using HNR in four frequency bands.
In (Linder et al., 2008; Ritchings et al., 2002) the authors used Artificial Neural
Networks (ANN) to differentiate among different levels of pathology according to
a perceptually-based voice quality scale. In both papers the features extracted
from the speech signal were merged with several statistical moments of the fun-
damental frequency, noise features, and measurements derived from the spectral
envelope of the glottal waveform. In (Ritchings et al., 2002), the ANN was trained
with different number of hidden nodes to determine the configuration that pro-
vided the minimum classification error; the experiments were performed with a
data set consisting of 77 abnormal subjects, yielding an accuracy of 92% for an
ANN with 40 hidden nodes. In (Linder et al., 2008), the training was carried out
using registers from 8 normal and 112 pathological speakers, obtaining 63% of
sensitivity (correct classification of pathological voices) and 93.9% of specificity
(correct classification of normal voices). In (Fraile et al., 2009), the classification
of normal and pathological voices was carried out with a Multi-Layer Perceptron
(MLP) neural network; in this work, the registers were differentiated by sex, and
the experiments were performed using a subset of the MEEI database with 53
normal and 173 pathological speakers; the feature set used to train the ANN
based detector was based on MFCC, yielding a classification accuracy of 88.3%.
In (Godino-Llorente et al., 2006a), a probabilistic model, called Gaussian Mixture
Model (GMM), was used to differentiate between normal and pathological voices;
again, the features used to train the classifier were MFCC along with their first
derivative, obtaining an efficiency around 94% with the same data set used in
(Fraile et al., 2009). Also in (Go´mez-Vilda et al., 2009) the classifier was based
on GMM. More complex probabilistic models, such as HMM, have also been used
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for the automatic detection of pathologies (Dibazar et al., 2002, 2006), report-
ing different accuracies ranging from 71% to 98.3%. The features used in these
cases are, once again, different acoustic and noise measures as well as MFCC.
Other works used discriminative classifiers (Gelzinis et al., 2008; Sa´enz-Lecho´n
et al., 2008; Silva-Fonseca et al., 2007). In (Silva-Fonseca et al., 2007) a classifier
based on a least square SVM with three different kernel functions was used to
identify laryngeal pathologies; the features used to train the classifier are statis-
tics estimated from time-frequency representations using wavelet decompositions
and linear prediction coefficients; the experiments were carried out using a data
set composed of 30 normal and 30 pathological registers yielding a classification
accuracy up to 91.67%. In (Sa´enz-Lecho´n et al., 2008), the authors used a SVM
with a Gaussian kernel to detect the presence of pathology in speech signals that
were previously compressed using the MP3 standard and with different binary
rates. The database used consisted of a subset of the MEEI database with 53
normal and 173 pathological speakers and the features extracted from the signals
were noise measures and MFCC along with their first derivatives. The accu-
racy obtained ranges between 87.05% up to 95.04%, depending on the bit rate
used. In (Gelzinis et al., 2008), the authors used 11 different sets of features, in-
cluding energy perturbation measures estimated from different frequency bands,
noise measures, linear predictive coefficients and 23 measures extracted by using
a commercial software called “Dr. Speech”; the experiments were carried out
using 79 pathological and 69 healthy speakers, achieving the best classification
rate (95.5%) fusing six SVM trained with different sets of features. Table 2.1
summarizes the different approaches outlined so far.
2.4 Perceptual evaluation of voice quality
The perceptual evaluation of voice is an useful tool in clinical practice; it allows
the speech therapist to collect auditory impressions related to different aspects
or parameters describing the voice quality of a speaker. Auditory-perceptual
evaluation is the most commonly used clinical voice assessment method, and is
often considered a gold standard for the documentation of voice disorders (Oates,
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Table 2.1: Summary of previous research works on voice pathology detection, including the
number of patients in the database (pathologic + normal), the features employed, the classifi-
cation method, and the accuracy reported
Reference Database
(Pathologic +
Normal)
Feature set Classifier Best
Accuracy
(%)
(Boyanov and Had-
jitodorov, 1997)
Private
(50 + 150)
Perturbation,
noise, energies
KNN, LDA, SOM 96.50
(Feijoo and Herna´ndez-
Espinosa, 1990)
Private
(57 + 63)
Perturbation,
noise, cepstrum
QDF 87.72
(Kasuya et al., 1986) Private
(66 + 804)
Noise Threshold –
(Hadjitodorov et al., 2000) Private
(300 + 100)
Perturbation,
noise, energies
SOM, LDA, KNN 95.10
(Parsa and Jamieson,
2000b)
MEEI
(175 + 53)
Perturbation,
noise, pitch
Threshold 96.50*
(Gavidia-Ceballos et al.,
1998)
Private
(11)
Amplitude modu-
lation response
Polynomial,
Threshold
–
(Hadjitodorov and Mitev,
2002)
MEEI
(638 + 53)
Perturbation,
noise
LDA, KNN 96.10
(Umapathy et al., 2005) MEEI
(161 + 51)
Spectral, energy LDA 93.40
(Ritchings et al., 2002) Private
(77)
Spectral MLP 92.00
(Godino-Llorente et al.,
2006a)
MEEI
(173 + 53)
MFCC GMM 94.00
(Dibazar et al., 2002) MEEI
(710 + 53)
Acoustic param-
eters given by
MDVP, MFCC
HMM, GMM 98.30**
(Chen et al., 2007) MEEI
(181 + 33)
25 acoustic pa-
rameters given by
MDVP
SVM –
(Peng et al., 2007) MEEI
(177 + 39)
30 acoustic pa-
rameters given by
MDVP
SVM 98.00**
(Herna´ndez et al., 2001) MEEI
(211 + 70)
33 acoustic pa-
rameters given by
MDVP
ANN 100**
(Go´mez-Vilda et al., 2005) Private
(21)
Spectral perturba-
tion
K-means cluster-
ing
–
(Michaelis et al., 1998) Private
(447 + 88)
Acoustic features,
noise
Threshold –
(Lee et al., 2007) MEEI + Private
(600 + 600)
Perturbation,
noise, energies
GMM 85.00
(Marinaki et al., 2004) MEEI
(42 + 42)
LPC KNN, k-nearest
mean
89.13**
(Goddard et al., 2009) MEEI
(95 + 53)
14 acoustic and
noise measures
KNN 92.26
*Results obtained without a rigorous validation methodology
**Results obtained with biased methods (see section 2.3)
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2009). Such consideration is due to the fact that voice is fundamentally a percep-
tual phenomenon in response to an acoustic stimulus (Eadie and Baylor, 2006);
and, therefore, perceptual features of voice should be shared among a wide range
of listeners including, of course, clinicians and speech therapists. Moreover, the
way in which the perceptual voice evaluations are presented (for example classi-
fying a voice as breathy, rought, etc), are more easily interpreted by a wide range
of people than a description based on instrumental measures (Oates, 2009) as
those described previously.
There are several protocols for the perceptual evaluation of voice, which mainly
differ on the number and type of parameters considered, as well as on the eva-
luation procedure. Besides, different materials may be used for the evaluation,
including the phonation of sustained vowels, and the production of standard sen-
tences and free monologues.
Another important point to be considered is the fact that some protocols are
clinician-based approaches and other are patient-based approaches. In the first
case, the speech therapist makes the evaluation of the patient’s voice, and doc-
uments the results according to the protocol being used; whereas, in the second
case, the patient is the person who documents his/her perception of the presence,
severity and impact of voice disorders on his/her own life (Karnell et al., 2007).
Figures 2.1 and 2.2 show two examples of clinician-based and patient-based forms
respectively of a voice quality test.
In the literature it is possible to find different scales measuring the quality of
voice. In the following, the most commonly used scales are listed.
– The first scale presented in (Yanagihara, 1967), proposes four different
types of voices, increasingly numbered according to the noise level that they
present. As the type increases, the noise due to the pathology gradually
replaces the harmonics and formants presents in the speech signal.
– The Buffalo Voice Profile (BVP) (Webb et al., 2004) was originally de-
veloped to provide criteria and profiles that can be used to rate various
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Hospital # Date:
The following parameters of voice quality will be rated upon completion of the following task:
1. Sustained vowels /a/ and /i/ for 3-5 seconds duration each.
2. Sentence production:
The blue spot is on the key agai. We eat eggs every Easter.
How hard did he hit him. My mama makes lemon muffins.
We were away a year ago. Peter will keep at the peak.
3. Spontaneous speech. Prompt as follows:
a. New Patient: Tell me about hen your voice problem began, what you were
noticing, and what you have done about it.
b. Return Patients: Tell me what’s happened with your voice since last time you
were here. What treatment have you had? Did it help?
Legend: C = Consistent I=Intermittent
MI = Mildly Deviant
MO = Moderate Deviant
SE = Severely Deviant
Overall Severity C I dd/100
MI MO SE
Roughness C I dd/100
MI MO SE
Breathiness C I dd/100
MI MO SE
Strain C I dd/100
MI MO SE
Pitch (Indicate the nature of the abnormality):
C I dd/100
MI MO SE
Loudness (Indicate the nature of the abnormality):
C I dd/100
MI MO SE
C I dd/100
C I dd/100
Comments about resonance: Normal Other (Provide description):
Additional Features (For example, diplophonia, fry, falsetto, asthenia, aphonia, pitch instability, tremor,
wet/gurgly, or other relevant terms)
GdddRdddBdddAdddSddd Clinician
Figure 2.1: CAPE-V form. Adapted from (Karnell et al., 2007).
parameters of voice in children. The voice profile is divided into 12 param-
eters, which are rated on a five-point equal interval scale, with a score of
one denoting normality, and five denoting severe disorder.
– The Vocal Profile Analysis Scheme (VPA) (Webb et al., 2004) is a phonetic
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VOICE-RELATED QUALITY OF LIFE (V-RQOL) MEASURE
UNIVERSITY OF MICHIGAN (modified)
NAME: DATE:
We are trying to learn more about how a voice problem can interfere with your day-to-day
activities. On this page, you will find a list of possible voice-related problems. Please answer
all questions based upon what your voice has been like over the past two weeks. There are no
“right” or “wrong” answers.
Considering both how severe the problem is when you get it, and how frequently it happens,
please rate each item below on how “bad” it is (that is, the mount of each problem that you
have). Use the following scale for rating the amount of each problem:
1 = None, not a problem
2 = A small amount
3 = A moderate (medium) amount
4 = A lot
5 = The problem is “as bad as it can be”
Because of my voice, How much of a problem is this?
1. I have trouble speaking loudly or being heard in noisy situations 1 2 3 4 5
2. I run out of air and need to take frequent breaths when talking 1 2 3 4 5
3. I sometimes do not know what will come out when I begin speaking 1 2 3 4 5
4. I am sometimes anxious or frustrated because of my voice 1 2 3 4 5
5. I sometimes get depressed because of my voice 1 2 3 4 5
6. I have trouble using the telephone because of my voice 1 2 3 4 5
7. I have trouble doing my job or practicing because of my voice 1 2 3 4 5
8. I avoid going out socially because of my voice 1 2 3 4 5
9. I have to repeat myself to be understood 1 2 3 4 5
10. I have become less outgoing because of my voice 1 2 3 4 5
                                                                
IPVI: On a scale of 0-6 (0 =“no problem”, 6 = “the problem is as bad as it can be”),
how would you rate:
1. The quality (sound) of your voice 0 1 2 3 4 5 6
2. The impact of your vocal problems on your life 0 1 2 3 4 5 6
                                                                
How would you rate the amount of effort it takes to speak if 100 = “normal effort,”
200 = “twice normal effort,” 300 = “three times normal effort,” etc.
Figure 2.2: V-RQOL form with IPVI items appended at the bottom. Adapted
from (Karnell et al., 2007).
description of the voice quality specifying both laryngeal and supra laryn-
geal parameters. All features are compared to a specifically defined neutral
baseline, rather than an internal perception of normality. The protocol
form is divided into three sections charting vocal quality features, prosodic
features and temporal organization. Each feature is rated along a six-point
scale.
– The Grade, Roughness, Breathiness, Asthenia, Strain (GRBAS) scale was
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developed by the Japanese Society of Logopedics and Phoniatrics (Hirano,
1981a). It is currently the most widely accepted voice quality scale, and is
recommended by the European Research Group on Larynx (Webb et al.,
2004). Voice quality is rated along five parameters. Grade (G) repre-
sents the overall degree of hoarseness or severity of the voice abnormality.
Roughness (R) represents a psycho-acoustic impression of the irregularity
of vocal fold vibration. Breathiness (B) represents a psycho-acoustic im-
pression of the extent of air leakage through the glottis. Asthenia (A)
represents weakness or lack of power in the voice, and Strain (S) represents
a psycho-acoustic impression of hyperfunction during phonation (Hirano,
1981a). Each parameter is scored using a four-point rating scale ranging
from 0 denoting normality to 3 denoting extreme pathology. It has been
demonstrated that, on the basis of low intra-rater and inter-rater variances,
the GRBAS scale seems to be the most reliable and relevant perceptual
voice quality evaluation (Dejonckere et al., 1993). A measure summarizing
the score assigned to each parameter is also consider as a global GRBAS
score.
Some authors added a new parameter to the GRBAS scale and built the
GIRBAS scale (Schindler et al., 2006), where I corresponds to the Instability
parameter. However, such modification has not been often employed.
– The Roughness, Breathiness and Hoarseness (RBH) is another voice quality
scale commonly used in German speaking countries (Schneider et al., 2003).
It consists on the evaluation of the three mentioned parameters rated on a
four-point severity scale (0, normal; 1, mild deviance; 2, moderate deviance;
and 3, severe deviance).
– The Consensus Auditory Perceptual Evaluation of Voice (CAPE-V) system
was developed after a 2002 consensus conference convened by the Amer-
ican Speech-Language Hearing Association’s Special Interest Division # 3
for Voice and Voice Disorders (Karnell et al., 2007). It belongs to the
class of visual analog scales, which allow semiopen quantification by assess-
ing the severity of one or more parameters in a visual space (Yu et al.,
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2002). Typically these scales consist on a 100 mm long line with the left-
hand end representing normal voice and the right-hand end representing
the maximum severity. The listener expresses his/her judgment marking at
a distance that corresponds to the perceived degree of severity. The score is
determined by measuring the distance in milimeters from the left-hand end
and the mark (Yu et al., 2002). The CAPE-V approach uses a form (see
Figure 2.1) where Overall Severity, Roughness, Breathiness, Strain, Pitch,
and Loudness are rated using a 100 mm visual analog scale. However, al-
though some researchers ensure that this scale allows better discrimination
(Kreiman et al., 1993), since there are no predefined landmarks, it increases
the intra-rater variability, i.e., the lack of agreement between different judg-
ments about the same voice sample performed by the same rater in separate
listening sesions (Yu et al., 2002).
– The Voice Related Quality of Life Measure (V-RQOL) scale assesses a pa-
tient’s perception of the impact of the voice problem on his/her quality of
life (Murry et al., 2004). Using a six-point equal-appearing interval scale,
the patient provides ratings of 10 statements (see Figure 2.2) that suggest
an impact that dysphonia could have on one’s life. An algorithm is used
to convert the patient’s raw ratings into a score ranging from 0 to 100,
where higher scores reflect better function. The V-RQOL general scoring
algorithm computes (Murry et al., 2004):
100−
[
(Raw Score − # items in domain or total)
(Highest Possible Raw Score − # items)
]
× 100 (2.1)
The relationship between V-RQOL and a clinician-based scale (GRBAS)
has been studied (Murry et al., 2004). The results found a moderate corre-
lation between the two scales, so both scales could be seen as complementary
tools rather than redundant measures.
– The Iowa Patient’s Voice Index (IPVI) scale was developed by Verdolini
and colleagues at the University of Iowa (Karnell et al., 2007), as a means
of concisely documenting patient’s perceptions of their own voice quality,
vocal effort, and impact of dysphonia on their lives. Originally, a name was
55
Chapter 2. State of the art in the automatic detection and evaluation of pathological voices
not given to the scale. The IPVI name was coined in (Karnell et al., 2007)
for publication purposes. IPVI consists of three items (see the bottom of
the form in Figure 2.2). The first two items are used by the patient to rate
the voice quality and the impact of the voice quality on an equal-appearing
interval scale, where 0 = normal or no impact, and 6 = severe or great
impact. The effort is rated using a relative scale where normal speaking
effort is represented by 100. If patients feel that they have to work twice or
three times as hard as normal to produce voice, they would describe their
effort as 200 or 300 respectively, and so on.
A large amount of works in the state of the art attempt to establish a correla-
tion between acoustic measures and perceptual scales. In (Butha et al., 2004)
19 parameters extracted using the MDVP system were used to evaluate their
correlation with the GRBAS perceptual scale. The study used continuous speech
recordings belonging to the “Rainbow Passage” from 37 patients. Only three
noise parameters (Voice Turbulent index, Noise Harmonic Ratio and Soft Phona-
tion Index) showed a significant correlation with some of the perceptual GRBAS
parameters. However, none of the MDVP parameters were correlated with the
perceptual parameter S. Other studies, mostly within the voice literature, have
attempted to correlate other perceptual scales with acoustic measurements, pro-
viding varied results (see (Butha et al., 2004) and cites therein). However, there
are few works in the state of the art addressing the automatic assessment of voice
quality. In (Ritchings et al., 2002) is presented a first approach to automatically
assess voice quality based on a seven-point ranking scheme. A detector based
on ANN was investigated using various combinations of short-term and long-
term time-domain and frequency-domain parameters extracted from electroglo-
tographic (EGG) signals. The experiments were carried out by using a database
composed by 77 abnormal speech signals and only one training/validating pro-
cedure. The best result was obtained by using 21 input parameters yielding an
average accuracy of 92%. Another approach found in (Gu et al., 2005), uses
three objective quality measures extracted from the spectral envelope to classify
speech signals into a three-point rating scale, considering only the G parameter
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of the GRBAS scale. The database used was composed by registers from 10 pa-
tients with Parkinson’s disease and four healthy speakers. The authors concluded
that a measure called Itakura-Satio distortion provides good correlation with the
perceptual evaluation and could be used to predict it. However, the number of
registers used is very small, and no classification results were presented. The work
presented in (Lee and Hahn, 2009), compared between the previously cited work
and a new approach employing higher-order statistics (HOS) estimated from the
LPC residual and a detector based on decision trees. Once again, only the G
parameter was taken into account for classification purposes. The database was
composed by 83 speech registers distributed as follows: 20 normal voices, 17 reg-
isters associated with a voice of grade 1, 26 with a voice of grade 2, and 20 with
a voice of grade 3. The experiments were carried out following a cross-validation
scheme with 5-folds, 70% of the registers were used for training and 30% for
testing. The best result was obtained by using the proposed scheme, yielding a
92.9% of accuracy in comparison to 75.7% obtained by employing the approach
presented in (Gu et al., 2005).
In (Sa´enz-Lecho´n et al., 2006b), the authors presented an automatic evaluation
of the five parameters of the GRBAS scale. The parameterization was carried out
by means of a short-time scheme. The feature spece was composed by 15 MFCC
and the energy of the frame along with their first and second derivatives. The
database used contained 433 normal and 215 pathological registers, where 70% of
the them were used for training a detector based on Learning Vector Quantization
(LVQ) and the remaining 30% for testing. The accuracy obtained in the training
step rose over 85%, but the results in the validation step fell dramatically; the
accuracy obtained for each of the GRBAS parameters was as follows: G (68%),
R (68%), B (57%), A (55%) and S (63%). It is necessary to note that the number
of registers belonging to the 2nd and 3rd degrees of normality was very small,
making the training of the system more difficult and less reliable.
2.5 Discussion
Despite all approaches for the automatic detection of pathological voices found in
the literature, their results can not be easily compared, because they used different
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databases and validation methodologies. The aforementioned problem is clearly
addressed in (Sa´enz-Lecho´n et al., 2006a), proposing an objective methodology
to evaluate and compare these systems. The methodological approach followed
in some of the aforementioned works could be questioned, casting some doubts
about the performance obtained. As a matter of example, in (Dibazar et al.,
2002) the authors compare different classifiers trained with different feature sets.
In the first part of this work, the authors used 34 long term averaged acoustic
parameters obtained with the MDVP. The results presented in the paper show a
correct classification rate of 97.97% using a classifier based on GMM. Neverthe-
less, some of the parameters used to feed the system are related to the length of
the records (e.g. the number of pitch periods) and, for the particular case of this
database, the normal files have an average length of 3 s while the pathological
files have an average of 1 s (MEEI, 1994). So, these results might be biased by
the feature space used. In the second part of that work, the input signal was
divided into frames of 10 ms length with an overlapping of 25%. Each frame
was represented by 12 short-term cepstral coefficients plus the fundamental fre-
quency to train a classifier based on HMM. However, the fundamental frequency
should not be calculated using so small frames, because such length does not
contain even a period of the signal for deep voices. In (Chen et al., 2007; Peng
et al., 2007) the authors focus on the classification of pathological and healthy
voices based on 30 acoustic features extracted from the same database. The fea-
ture space was transformed by means of PCA to train a SVM. The classification
rate reached 98%, but although the authors validated the classifier’s performance
using different data sets for training and validation purposes, the operator of the
PCA transformation was obtained using the whole database (i.e. including the
training and testing subsets), so implicitly the training set contains information
about the testing set and dismiss the results presented. Again, in (Herna´ndez
et al., 2001), the parameters used were the long term averaged acoustic parame-
ters extracted with the MDVP. This work used different criteria for pruning the
initial set of parameters in order to obtain the best feature subspace for training
a MLP neural network. The final results showed a perfect classification rate by
using only two parameters. However, as in (Dibazar et al., 2002), the classifier
was trained, among others, with the number of pitch periods, and furthermore
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the authors conclude that this feature is good enough for the purpose of the au-
tomatic detection of voice pathologies.
Therefore, the evaluation of an automatic system for the detection of voice disor-
ders requires the use of a robust methodology that ensures an objective assessment
of the performance (Sa´enz-Lecho´n et al., 2006a), as well as a careful review of the
methods used in order to avoid a bias during the training stage. In this sense, and
for the sake of comparison, the results obtained in this Thesis for the automatic
detection of pathologies, will only be compared with those works in the state of
the art which performed similar validation methodologies to that presented in
(Sa´enz-Lecho´n et al., 2006a).
On the other hand, although there are only a few studies carried out to automat-
ically obtain an evaluation of the voice quality, most of the studies found in the
stated of the art used as a reference the GRBAS quality scale (or a subset of its
parameters). This fact could be explained because, despite some limitations, the
GRBAS scale is simple, fast and provides a relatively good degree of correlation
with some acoustic parameters (Sa´enz-Lecho´n et al., 2006b). Additionally, the
GRBAS is the quality scale most widely accepted by otolaryngologists and speech
therapists. According to these evidences, the GRBAS scale has been selected as
reference for testing the approaches and methodologies proposed in this work.
Taking into account that the work presented in (Sa´enz-Lecho´n et al., 2006b), is
the only one in the sate of the art that provided performance rates for every of
the GRBAS parameters, such work will be assumed in this Thesis as the baseline
for comparison.
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Complexity analysis of speech
signals
This chapter addresses the characterization of time series by using computational
techniques sensitive to nonlinearity in data. Further, the chapter focuses on the
specific problem of the nonlinear analysis of speech signals. Through the chapter,
different parameters used in the nonlinear analysis of time series will be presented,
with a special emphasis on the most studied parameters that have been used in
the literature for the characterization of pathological voices.
In order to clarify the use of nonlinear analysis in a pattern recognition system,
figure 3.1 depicts a block diagram with the general scheme of a system developed
for the automatic detection of pathological voices which uses nonlinear measure-
ments1. The two steps inside the dashed box correspond to a characterization
stage based on nonlinear analysis. It is necessary to include an embedding step
from which the complexity features are estimated.
1The nonlinear analysis of time series is derived from the theory of chaos in dynamical
systems. However, due to the fact that there is not an exact model of the underlying system,
when it is applied to the time series, the scientific community has replace the term “chaos
theory” by “complexity analysis”. In this work the terms “nonlinear analysis” and “complexity
analysis”will be used indistinctly, but no allusion will be made to term “chaos”.
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SpeechSignal
Normalization/
Windowing
Embedding
Characterization
complexity
measures
Training/
Classification
Normal/Pathological
Figure 3.1: General scheme of a system the for automatic detection of pathological voices
employing information from nonlinear analysis.
3.1 Time series embedding
Time series are generally sequences of measurements of one or more observable
variables of an underlying dynamical system, whose state changes with time as a
function of its current state. The evolution of the system can be represented by
trajectories in a m-dimensional space called state space or phase space. The set
of trajectories in the state space formed by a dynamical system is called attractor
(M). Linear dynamical systems evolve over time to an attracting set of points
that are called fixed point attractors, and the time series derived from such system
have a regular appearance. There are many linear algorithms for modeling and
analyzing these time series. However, some nonlinear dynamical systems lead to
a chaotic attractor or a strange attractor (complicated geometrical objects). The
path of the state vector through the attractor is non-periodic, exhibits a highly
irregular geometrical pattern, and is sensitive to initial conditions (Manabe and
Chakraborty, 2007).
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In the state space, a state is specified by a vector x ∈ Rd. Then the dynamics
can be described either by a d -dimensional map or by an explicit system of d
first-order ordinary differential equations (Kantz and Schreiber, 2004). In the
first case, the time is a discrete variable:
xk+1 = F (xk) + ξk, k ∈ Z (3.1)
and in the second case is a continuos one:
d
dt
x (t) = f (x (t)) + ξ (t) , t ∈ R (3.2)
where F and f are the evolution operators in discrete or continuous time re-
spectively, and ξ represents the noise at the step k or time t respectively. The
dynamical system is said to be deterministic if the evolution operator, F, is deter-
ministic, i.e. if there is a mathematical rule that determines precisely the future
state xk+1 from the current state xk at any instance n. Then, that rule, F, is
said to be deterministic, and the dynamical system defined by that rule is also
deterministic (Small, 2005a). If the evolution operator does not depend explicitly
on time (if xk = xm then F (xk) = F (xm) even if k 6= m), the dynamical system
is called autonomous or stationary (Kantz and Schreiber, 2004; Small, 2005a).
If the evolution operator contains an explicit time dependence, the system de-
scribed is not considered a dynamical system, since time translation invariance is
broken (Kantz and Schreiber, 2004).
Usually, in most real life situations, the phase space is not observed. However,
a time series is easily viewable (e.g. a speech signal). As commented before, a
time series is a sequence of scalar measurements of some variable taken at a fixed
sampling rate which depends on the current state of the system:
sk = h (xk) + ηk (3.3)
where h is called the observation function, and represents a mapping h : M→ R;
sk is the observed value at the step k; and η represents the observational noise.
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For a deeper understanding of the underlying system’s nature more knowledge
of the attractor geometry is desirable. Therefore, in order to characterize the
dynamical behavior of the underlying system in the space state from a time
series, it is necessary to convert the observations into the state vectors. This
is the problem addressed by the reconstruction of the state space, also called
attractor reconstruction.
3.2 Attractor reconstruction (Uniform embed-
ding)
The most commonly used technique for state space reconstruction is based on the
Time-Delay Embedding Theorem (Takens, 1981), which can be written as follows
(Alligood et al., 1996): Given a dynamic system with a d-dimensional solution
space and an evolving solution f (x (t)), let s be some observation h (x(t)). Let us
also define the lag vector (with dimension de and common time lag τ)
y(t) ≡
(
st, st−τ , st−2τ , . . . , st−(de−1)τ
)
(3.4)
Then, under very general conditions, the space of vectors y(t) generated by the
dynamics, contains all the information of the space of solution vectors x(t). The
mapping between them is smooth and invertible. This property is referred to as
diffeomorphism and this kind of mapping is referred to as an embedding. Thus,
the study of the time series y(t) is also the study of the solutions of the under-
lying dynamical system f (x (t)) via a particular coordinate system given by the
observable s.
The embedding theorem establishes that, when there is only a single sampled
quantity from a dynamical system, it is possible to reconstruct a state space
that is equivalent to the original (but unknown) state space composed by all the
dynamical variables Kantz and Schreiber (2004). Figure 3.2 shows 60 ms of a
sustained vowel and its corresponding attractor estimated by using the Takens’
theorem.
The new space is related to the original phase space by smooth and differentiable
transformations. The smoothness is essential to demonstrate that all invariant
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Figure 3.2: Attractor reconstruction from a fragment of 60 ms of a sustained vowel /ah/
extracted from the register SLC1NAL.NSP of the (MEEI, 1994) database. a) Sustained vowel
speech signal; b) Two-dimensional reconstructed attractor.
measures of the motion estimated in the reconstructed time delay space are the
same as if they were evaluated in the original space. i.e. the geometrical structure
of the orbits in the reconstructed state space holds the qualitative behavior of
the real state space, allowing the possibility to learn about the system at the
source of the observations (Abarbanel, 1996). For the case of pathological voices,
it is known that if the laryngeal vibrations are stable, the energy of the system
can be considered constant, and the orbits in the attractor are tightly wound. If
laryngeal vibrations are unstable the energy in the system can not be maintained
at a constant level and the trajectories will tend to deviate from the normal
behavior (Giovanni et al., 1999b). In order to clarify this fact, figure 3.3 shows
four examples of three-dimensional embedding attractors of speech signals (two
normal, a and b, and two pathological, c and d) belonging to the (MEEI, 1994)
database. The figures show significant differences between the attractors in figure
3.3a and figure 3.3d, but the differences are not so clear between the attractors
in figure 3.3b and figure 3.3c. Anyway, it is easy to see that the orbits of the
atractor in figure 3.3a are more stable than the orbits in the other state spaces.
Although the central idea of the procedure to reconstruct the attractor from a
time series is the Takens’ embedding theorem, the main problem of this stage of
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Figure 3.3: Three-dimensional state spaces reconstructed by using the time-delay embedding
theorem. The attractors were reconstructed using frames of 200 ms. a) Normal voice (file
DMA1NAL.NSP) with very close trajectories; b) Normal voice (file PCA1NAL.NSP) with
separate trajectories; c) Pathological voice (file JRF30AN.NSP) with separate trajectories; d)
Pathological voice (file EED07AN.NSP) with no clear dynamic behavior.
the process is the estimation of the parameters to find a good embedding, i.e., the
estimation of the embedding dimension de and the time delay τ . The embedding
theorem guarantees that for noise-free ideal data there exists a dimension de
large enough to ensure that the vectors y are equivalent to the phase space
vectors. According to this assertion, several methods use strategies to determine
the optimum value of de, in which a gradual increase of the embedding dimension
is performed until the optimal value is reached. However, the embedding theorem
gives no information about choosing τ , since the method considers data with
infinite precision. Moreover, embeddings with the same de but different τ are
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equivalent in the mathematical sense but, in practice, a good choice of τ facilitates
the analysis (Kantz and Schreiber, 2004). For many practical purposes, the most
important embedding parameter is the product deτ of the time delay and the
embedding dimension, rather than the embedding dimension de and time delay
τ alone (Kantz and Schreiber, 2004). The reason is that deτ is the time span
represented by an embedding vector. However, usually, each of the embedding
parameters are estimated separately.
3.2.1 Selecting the time delay
The embedding theorem does not provide detailed information to choose the time
delay that must be used to construct the de-dimensional embedding vectors. In
this sense, the authors in (Abarbanel, 1996) suggested some empirical aspects
about the choice of the time delay:
– It must be some multiple of the sampling time, since we only have data at
those times.
– If the time delay is too short, the coordinates st and st−τ used in the recon-
structed vector y(t) will not be enoughly independent. That is, if τ is small
compared to the internal time scales of the system, the successive elements
of the delay vectors are strongly correlated. Therefore, all vectors y(t) will
be clustered around the bisectrix of the Rde space, unless de is very large
(Kantz and Schreiber, 2004).
– Finally, if τ is very large, the successive elements are already almost inde-
pendent, and the points form a large cloud in Rde , where the deterministic
structures are confined to very small scales.
Bearing this in mind, the first criterion to be considered when selecting the time
delay would be the shape of the attractor. By applying geometrical arguments,
it is wise to select a value of τ which separates the data as much as possible. By
ensuring that the data are maximally spread in the phase space, the vector field
will be maximally smooth. Spreading the data out minimizes the possible sharp
changes in the direction of the data. From a topological viewpoint, spreading
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data at maximum makes fine features of the phase space (and the underlying
attractor) more easily discernible (Small, 2005a).
The first widely used criterion for choosing the time delay was the use of the
first minimum of the autocorrelation function of the signal (see Eq. (3.5)), since,
first, it gives hints about stationarity and typical time scales and, second, it is
intimately related to the shape of the attractor in the reconstructed space. The
autocorrelation function can be defined as:
Ac (τ) =
∑
k
(s(k)− µs) (s(k + τ)− µs) (3.5)
where µs is the sample mean. However, the autocorrelation function is a linear
statistic and does not take into account nonlinear dynamical correlations (Kantz
and Schreiber, 2004). Therefore, currently the most employed is the first mini-
mum of the auto mutual information. This quantity is not connected to linear
or nonlinear evolution rules of the quantities measured. It connects two sets of
measurements with each other and establishes a criterion for their mutual depen-
dence based on the notion of information connection between them (Abarbanel,
1996). In other words, it allows to know how much information is already known
about the value of s(k + τ) given s(k). By assuming a probability mass function
(pmf) p for the values that can be taken by the signal, the mutual information
for a time delay τ can be expressed as (Kantz and Schreiber, 2004):
I (τ) =
∑
ij
pij (τ) lnpij (τ)− 2
∑
i
pi ln pi (3.6)
where pi denotes the probability that the signal assumes a value inside the ith
bin of the pmf, and pij(τ) is the probability that s(k) is in bin i and s(k+ τ) is in
bin j at the same time. Figure 3.4, shows comparatively the autocorrelation and
auto-mutual information functions for one normal and one pathological voice. It
is possible to observe that the correlation function and the mutual information
for the normal voices follow a quasi-periodic behavior, in concordance with the
behavior of the speech signal. On the contrary, the pathological voices present a
loss of periodicity and an increase of turbulent noise which are reflected on the
fast decay of the autocorrelation function and the mutual information. Figure
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Figure 3.4: Visual comparison of the autocorrelation function and mutual information from
the normal register DMA1NAL.NSP and the pathological register EED07AN.NSP of the MEEI
database. a) Normal voice; b) Pathological voice; c) Autocorrelation function of the normal
voice; d) Autocorrelation function of the pathological voice; e) Mutual information of the normal
voice; f) Mutual information of the pathological voice.
3.5 shows the first fifty values of the autocorrelation function and the mutual
information extracted from the same normal voice than in figure 3.4. The first
minimum of the autocorrelation function is at τ = 11, while the first minimum of
the auto-mutual information is at τ = 6. In addition, if the first zero crossing of
the autocorrelation function is considered as the time delay (such criterion is often
used for selecting the embedding lag (Kantz and Schreiber, 2004; Small, 2005a)),
at τ = 6, reflecting a close relationship between both functions. Nevertheless,
such behavior could not be kept for pathological voices with more unstable dy-
namics. In this case the mutual information provides a more reliable value for
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the time lag.
In this section only one time lag has been considered enough to recreate the
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Figure 3.5: Selecting τ from the Autocorrelation function and Mutual information for the
normal register DMA1NAL.NSP. a) Autocorrelation function; b) Mutual information.
underlying dynamics and to estimate the behavior of the evolution operator in
the state space. However, in order to characterize the different time scales present
in the dynamics of the underlying system, another approaches use de−1 different
embedding lags instead of only one (Judd and Mees, 1998). The method that uses
only one time lag (as seen so far) is described as uniform embedding while the
irregular embedding that use several time lags is called non-uniform embedding.
This issue will be addressed in section 3.3.
3.2.2 Selecting embedding dimension
An optimum selection of the embedding dimension is required to exploit the dy-
namics of the underlying system with the minimum computational effort. From
the embedding theorem, the dimension of the embedded space must be, at least,
twice the real dimension of the attractor d0 (Ding et al., 1993). Most of the
works using nonlinear analysis asume a minimum integer embedding dimension
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de ≥ 2d0 + 1 to guarantee the correct unfolding of the original attractor into the
embedding space. However, it is important to highlight that in order to estimate
the minimum dimension of the embedding space, the dimension d0 of the un-
derlying true state space is not important, but also the fractal dimension of the
invariant measures generated by the dynamics in the true state space (Kantz and
Schreiber, 2004; Sauer et al., 1991).
There are several methods to determine the optimal embedding dimension from a
scalar time series based on the Takens’ theorem (Cao, 1997). However, the most
widely used approach is the false nearest neighbors method (Abarbanel, 1996),
which will be described next.
3.2.2.1 False nearest neighbors method
From a d-dimensional reconstruction of a state space with data vectors
y (k) = [s (k) , s (k + τ ) , ..., s (k + (d− 1) τ )] (3.7)
using the time delay suggested by the mutual information, the nearest neighbor
vector in the phase space of the vector y(k) can be estimated (denoted as yNN(k)).
The main idea of the false nearest neighbors method is that if the vector yNN(k)
is truly a neighbor of y(k), then it came to the neighborhood of y(k) through
dynamical origins. It corresponds to the vector that is just ahead or just behind
y(k) along the orbit, or it arrived to the neighborhood of y(k) through evolution
along the orbit and around the attractor. If the vector yNN(k) is a false neighbor
of y(k), it arrived to its neighborhood by projection from a higher dimension,
because the present dimension, d, does not unfold the attractor. By increasing
the embedding dimension to d + 1, such false neighbor will be moved out from
the neighborhood of y(k) (Abarbanel, 1996). By looking at every data point
y(k), and finding the dimension for which all the false neighbors are removed,
the correct embedding dimension de can be estimated. The criterion used for
determining when yNN(k) is a true neighbor of y(k), is comparing the distance
between them in the dimension d with the distance between the same vectors in
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dimension d + 1. The additional components of y(k) and yNN(k) in dimension
d + 1 are s(k + dτ) and sNN (k + dτ) respectively. So, if the Euclidian distance
between the additional components is too large compared to the distance between
the nearest neighbors in the dimension d, yNN(k) is considered a false neighbor.
The square of the Euclidian distance between the nearest neighbors vectors in
dimension d is:
Rd(k)
2 =
d∑
i=1
[
s (k + (i− 1) τ )− sNN (k + (i− 1) τ)
]2
(3.8)
while in dimension d+ 1 it is:
Rd+1(k)
2 =
d+1∑
i=1
[
s (k + (i− 1) τ)− sNN (k + (i− 1) τ )
]2
= Rd(k)
2 +
∣∣s (k + dτ)− sNN (k + dτ)∣∣2 (3.9)
The relationship of the Euclidian distance between the additional components
with respect to the distance in the dimension d is given by:√
Rd+1 (k)
2 − Rd (k)
2
Rd (k)
2 =
∣∣s (k + dτ )− sNN (k + dτ )∣∣
Rd (k)
(3.10)
When this quantity is larger than some threshold, we have a false neighbor.
The adjusting of the threshold is not a decisive task, since once the number of
data is enough to populate the attractor1, the method becomes insensitive to
the threshold. According to Abarbanel (1996) a good choice for the threshold
is a number around 15. This varies with the number of data points for small
data sets, but as soon as all the regions of the attractor are adequately sampled,
the variation of false neighbors is very small. Figure 3.6 shows the percentage
of false nearest neighbors for the normal voice in figure 3.5 with respect to the
embedding dimension. According to the evolution of the false nearest neighbors
in figure 3.6 and the embedding theorem, the optimal embedding dimension for
1According to Casdagli (1991) the length of the time series for a good reconstruction of the
embedding is at least 10d0.
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that speech signal is d = 6, because at that dimension the percentage of false
nearest neighbors is completely zero and does not change again. However, the
percentage of false nearest neighbors drops to zero at d = 3, indicating that
such value is the necessary integer dimension for unfolding the attractor from
the speech signal. On the other hand, taking into account that according the
false nearest neighbor criterion the optimum embedding dimension is d = 6, it is
possible to infer that the fractal dimension of the attractor in the real state space
is approximately d0 ≤ 2.5. Although the method of false neighbors provides a
1 2 3 4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Dimension
Pe
rc
en
ta
ge
 o
f F
NN
 
False nearest neighbors
Figure 3.6: Evolution of the percentage of false nearest neighbors (FNN) for the normal
register DMA1NAL.NSP. According to the graphic, the optimal embedding dimension for the
speech signal is d = 6, because at that dimension the percentage of false nearest neighbors is
completely zero and does not change again.
good approximation, it presents some problems of instability when the dynamics
of the underlying system are complex or requires a high dimensional embedding
dimension. The method does not establish an objective criterion for choosing the
threshold to decide when a neighbor is false (Cao, 1997). An improvement of
this method which overcome the shortcomings previously pointed out is known
as Cao’s method, and it is used in the widely used TSTOOL (Merkwirth et al.,
2009) MATLAB R©toolbox, freely distributed under GNU license.
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3.2.2.2 Cao’s method
Given a time series s of length ns and the embedding vectors yd(k) similar to
those defined in Eq. (3.7), the Cao’s method modifies the ratio of the Eq. (3.10),
and turns it into:
rNN (k, d) =
∥∥yd+1 (k)− yNNd+1 (k)∥∥
‖yd (k)− yNNd (k)‖
(3.11)
where d is the embedding dimension, and ‖·‖ is any norm in the Euclidian em-
bedding space. The Cao’s method uses the ℓ∞ norm instead of the ℓ2 norm used
by the false nearest neighbor method. The ratio in the Eq. (3.11) ensures that
the nearest neighbor yNN is not equal to the vector y and, if this happens, the
method uses the second nearest neighbor.
According to Cao (1997) the value of the threshold to detect false neighbors
should be determined by the derivative of the underlying signal. Therefore, diffe-
rent points k could have different threshold values, which implies that it is very
difficult, or even impossible, to give an appropriate and reasonable threshold to
select false neighbors.
To avoid the need to define a threshold, the Cao’s method defines the following
quantity:
Er (d) =
1
ns − dτ
ns−dτ∑
k=1
rNN (k, d) (3.12)
which corresponds to the mean value of all rNN (k, d), where ns is the length of
the signal. To investigate its variation from d to d+ 1, the ratio E (d) is defined
as:
E (d) =
Er (d+ 1)
Er (d)
(3.13)
When E(d) stops changing for some value d∗, then d∗ + 1 is the minimum em-
bedding dimension. Figure 3.7 shows the evolution of the E(d) for different em-
bedding dimensions and for the same normal voice used in figure 3.4. According
to Cao’s method, the minimum embedding dimension is d = 7, due to fact that,
at d∗ = 6, the changes of the quantity E are negligible. However, the TSTOOL
toolbox uses, as the optimum value, the dimension at the kink on the plot, which
corresponds to an embedding dimension d = 5 (Merkwirth et al., 2009).
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Figure 3.7: Evolution of the E parameter of the Cao’s method for the normal register
DMA1NAL.NSP. There is a kink in the graph at d = 5, which corresponds to the optimum
embedding dimension.
3.3 Non-uniform embedding
In the uniform embedding, the time lag is chosen to optimize the spread of the
embedded time series without confusing the dynamics. However, the uniform em-
bedding can fail when there are multiple strong periodicities with very different
time scales (Judd and Mees, 1998), since a short lag is optimal for high frequency
components, and a long lag is optimal for the low frequency components and
modulations, so a compromise lag is inadequate for both time scales.
The speech signals corresponding to sustained vowels are not only composed of a
strong periodicity characterized by the fundamental frequency, but also of other
low and high frequencies that are very important for the proper understanding of
the spoken language, and which have been found relevant for the characterization
of pathological voices. Bearing this in mind, it should be important to explore the
usefulness of non-uniform embedding in the non-linear characterization of speech
signals.
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In contrast to the uniform embedding which uses only one value of τ , the non-
uniform embedding uses a vector called time lag vector τ = (τ1, τ2, ..., τde), and
redefines the reconstruction of Eq. (3.4) as:
y(t) =
(
st−τ1 , st−τ2 , ..., st−τde
)
(3.14)
The problem resides now on finding the optimal set of time lag elements in τ
capable of reconstructing correctly the attractor.
There are few works dealing with the problem of non-uniform embedding. Here,
two methods will be presented. The first one is the original approach for non-
uniform embedding, which is based on the minimum description length principle,
and the second one is a recent technique based on geometrical considerations of
the embedded attractor.
3.3.1 Judd’s method
The criterion for selecting the time lag vector in the Judd’s method is based
on combining embedding and modeling into a single procedure with a single
criterion. Thus, the quality of the embedding is related to the quality of the
model (Judd and Mees, 1998). This approach uses a class of pseudo-linear models
and represents the time series as
s (t + 1) =
m∑
i=1
βiφi (y(t)) + ηt (3.15)
where φi are some selection of nonlinear basis functions, βi are weighted coeffi-
cients, and ηt is the observational error (assumed to be Gaussian). For a certain
number of basis functions, the algorithm finds the best linear combination by
minimizing the mean square prediction error. The number of basis functions m
is then optimized with a criterion based on the amount of information called
Minimum Description Length (MDL) principle, which is a natural extension of
Occam’s razor1 to the communication theory. In this sense (Cover and Thomas,
1“The simplest explanation is the best”
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2006) say: “Given data and a choice of models, choose the model such that the
description of the model plus the conditional description of the data is as short
as possible”. From the communication theory point of view, this principle can be
understood as: the compression is achieved by constructing a dynamical model
from the data to be sent, thus transmitting only the model’s parameters, the pre-
diction error and the class of model used, instead the whole time series. Under
fairly general assumptions, the description length can be expressed as (Judd and
Mees, 1998):
Description length ≈ (number of data)× log (mean square prediction error)
+(penalty for number and accuracy of parameters)
Therefore, as the number of parameters in a model increases the prediction errors
decrease but, eventually, the penalty for introducing another parameter outweighs
the benefit provided. Then Judd’s method uses the model that attains the mini-
mum description length.
For a single time lag vector the process can described as follows (Judd and Mees,
1995). Let V be a matrix such that
V =

φ1 (y(1)) φ2 (y(1)) · · · φm (y(1))
φ1 (y(2)) φ2 (y(2)) · · · φm (y(2))
...
...
. . .
...
φ1 (y(ns)) φ2 (y(ns)) · · · φm (y(ns))

ns×m
(3.16)
and let β = (β1, β2, ..., βm)
T weight vector, hence the expression in Eq. (3.15)
can be rewritten as:
s = Vβ + η (3.17)
The optimality criterion will be given by the minimization over β of the mean
square prediction error:
min
β
{‖s−Vβ‖} (3.18)
where ‖·‖ is the ℓ2 norm. The problem of choosing the basis functions for pseudo-
linear models can be solved in a restricted form by initially choosing a large num-
ber of basis function, which are expected to capture every nonlinearity that the
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time series might possess. Therefore, the selection problem consists on choosing
the smallest subset of basis functions that adequately models the time series, that
is, to select which components of β should be nonzero. The algorithm used in
the Judd’s method, solves the selection problem in a restricted way given by
min
β
{‖s−Vβ‖}
subject to : N (β) = z, z = 0, 1, ...
(3.19)
where N(β) is the number of non-zero components of β. z increases until there
is no significant improvement in the model according to the MDL criterion (Judd
and Mees, 1995, 1998; Small, 2005a). The set of parameters ω are easily calcu-
lated, since the sum of the square of the prediction errors e = s − Vβ can be
efficiently minimized using singular value decomposition methods or any of its
many equivalents (Judd and Mees, 1998).
The result is an optimal model for a specific time lag vector, and must be re-
peated for all possible lag vectors. For computational effects, an initial time lag
vector must be provided and then the algorithm evaluates if the inclusion of a
new element provides a better model measured by means of the MDL criterion.
The process is repeated until it has been found the best model. A MATLAB R©a
implementation of this method can be found (Small, 2005b).
3.3.2 Ragulskis’ method
Ragulskis’ method uses a geometrical criterion for selecting the time lag vector
in the non-uniform embedding (Ragulskis and Lukoseviciute, 2009). In this case,
the definition of the embedding vector given in Eq. (3.14) is changed by
y(t) =
(
st, st−τ1 , ..., st+τ1+···+τde−1
)
(3.20)
The goal in this case is to spread the attractor in the phase space as much as
possible. Thus, the analytical criterion used is related with the magnitude of the
spreading of the attractor in the phase space, and it is considered a measure of
the embedding quality. Considering a discrete harmonic time series represented
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by:
s(k) = a sin(ωδ(k − 1) + ϕ), k = 1, 2, ..., ns (3.21)
where a is the amplitud, ω is the cyclic frequency, δ is the sampling period
and ϕ is the phase of the harmonic function, the quality parameter is given by
(Ragulskis and Lukoseviciute, 2009):
Q1 =
G
πa2
(3.22)
where G is the area of the embedded attractor in the reconstructed two dimen-
sional space. The values taken by Q1 are in the closed interval [0, 1]. Q1 = 1
corresponds to the optimal scenario when the harmonic time series is mapped to
a circle. Q1 = 0 occurs when the ellipse is compressed into a line segment. By
employing uniform embedding over the harmonic time series given in Eq. (3.21),
the quality parameter Q1 takes the form:
Q1 = | sin(ωτδ)| (3.23)
For a multi-dimensional delay coordinate space (embedded space with dimension
de ≥ 2), the quality parameter can be thought as the average of the quality
parameters measured over all possible different 2-dimensional projections of the
embedded attractor. Then, the quality parameter becomes:
Q (τ, ω) =
2
de (de − 1)
de−1∑
m=1
(de −m)Qm (3.24)
where
Qm = Qij ||i−j|=m , Qij = |sin (ω (i− j) τδ)| , 1 ≤ i, j ≤ de, i 6= j (3.25)
Considering now a non-uniform embedding, the number of 2-dimensional projec-
tions is still de(de − 1)/2, but the generalization used in Eq. (3.25) is no more
valid due to the fact that time lags are different. The function of the embedding
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quality now becomes (Ragulskis and Lukoseviciute, 2009):
Q (τ1, ..., τde−1, ω) =
2
de (de − 1)
(
de−1∑
i=1
|sin (ωδτi)|+
de−2∑
i=1
|sin (ωδ (τi + τi+1))|
+ · · ·+
∣∣∣∣∣sin
(
ωδ
de−1∑
j=1
τj
)∣∣∣∣∣
)
(3.26)
So far we have been dealing with a harmonic signal. For real speech signals, every
harmonic component of the original time series will be affected by the function
of the embedding quality when the signal is embedded into the phase space.
Harmonic components with frequencies with a small Q will be suppressed (in
average) while harmonics components with frequencies whit high values of Q will
experience a rich representation in the reconstructed phase space. Taking into
account these considerations, the Ragulskis’ method defines an objective function
Υ which characterizes the magnitude of the attractor’s spreading in the embedded
space given by:
Υ (τ1, ..., τde−1) =
π
2
∫∞
0
S (ω)Q (τ1, ..., τde−1, ω) dω∫∞
0
S (ω) dω
(3.27)
where S(ω) is the Fourier amplitude spectrum of the original speech signal. Al-
though the integrals are defined over the whole frequency range, in practice,
definite integrals must be computed up to a preset upper frequency bound.
This method uses a standard procedure to establish the optimum embedding di-
mension, (as those seen in section 3.2.2) and then estimates the optimum value of
the time lag vector by maximizing the previously defined objective function. The
maximization of the function in Eq. (3.27) with respect to the time lag vector, is
a complex problem with a very wide search space. A good alternative to carry out
this procedure is by using an optimization method based on Genetic Algorithms,
because that kind of algorithms performs a pseudo-parallel search from different
seed points, reaching better approximations to the global maximum than classical
univariate methods (Mitchell, 1996).
Figure 3.8 shows the embedded attractors constructed using the three strategies
exposed so far. It is possible to observe that the two non-uniform embedding
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methods obtain, as expected, more rounded attractors than the uniform embed-
ding. Moreover, the embedded attractor using the Judd’s method presents more
stable trajectories.
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Figure 3.8: Embedded attractors by using (a) uniform embedding (τ = 9), (b) Judd’s method
(τ = (5, 10, 15)) and (c) Ragulskis’ method (τ = (2, 5)), for the normal register AXH1NAL.NSP.
3.4 Complexity measures
The main objective of this work is to classify the speech signals according to the
level of pathology that they present.
Until now, only the problem of the reconstruction of the state space has been
addressed; however, in order to achieve the purposes of identification and classi-
fication of signals it is necessary to estimate some characteristics from the recon-
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structed attractor. The main properties of the nonlinear characteristics is that
they are invariant under the evolution operator of the system, i.e. they are inde-
pendent to changes in the initial conditions of the orbit, and independent with
respect to the coordinate system in which the attractor is observed (Abarbanel,
1996). For this reason, the nonlinear measures estimated from the reconstructed
attractor are called invariants or invariant measures.
3.4.1 Classical invariant measures
3.4.1.1 Largest Lyapunov Exponent
Largest Lyapunov Exponent (LLE) is a measure of the separation rate of infinites-
imally close trajectories of the attractor (Giovanni et al., 1999b). In other words,
LLE measures the sensibility of the underlying system to the initial conditions,
which is a consequence of the unpredictability and inherent instability of the so-
lutions in the state space. Having in mind two trajectories of the state space with
an initial separation δx0, the divergence is given by (Kantz and Schreiber, 2004):
|δx(t)| ≈ |δx0| exp
λt (3.28)
where λ is the Lyapunov exponent. Applying the neperian logarithm to both
sides of the Eq. (3.28), it becomes:
ln |δx (t)| ≈ ln |δx0|+ λt (3.29)
which represents a straight-line equation, where λ is the slope of the line. There-
fore, the LLE can be defined as follows:
λ = lim
t→∞
1
t
ln
|δx(t)|
|δx0|
(3.30)
When a dynamical system is defined as a mathematical object in a given state
space, there exist as many different Lyapunov exponents as space dimensions.
The set of the d different exponents is often called the Lyapunov spectrum. The
complete Lyapunov spectrum contains information about the dynamics of the
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underlying system. However, at this point, it is important to evaluate the ex-
istence of an exponential divergence for nearby trajectories, as well as how fast
they diverge, so, it is possible to consider the LLE as a global indicator of the
instability (or stability) of the system. Theoretically, a positive value of LLE
means an exponential divergence of nearby trajectories and consequently a more
complex dynamic behavior in the atractor. Naturally, two trajectories cannot
separate further than the size of the attractor, this is due to the action of dis-
sipative forces present in the dynamics of the system which are represented by
negative Lyapunov exponents.
There exist different algorithms to estimate LLE (or the complete Lyapunov
spectrum), however most of them have been rejected because they suffer from, at
least, one of the following drawbacks (Rosenstein et al., 1993): (i) unreliability
for small data sets; (ii) computationally intensive; (iii) difficult implementation;
(iv) highly sensitive to noisy observations; (v) high dependence to variations of
the time delay and/or the embedding dimension. Perhaps, the most extended
algorithm to estimate the LLE is the Wolf’s algorithm (Wolff et al., 1985) or its
modifications, although it has also been widely criticized. Currently, new algo-
rithms or modifications to the previous algorithms for the estimation of LLE (Kim
and Choe, 2010; Liu et al., 2005) are still being published; nevertheless, none has
succeeded in providing enough consistency to be widely accepted. Therefore, the
estimation of the LLE from time series can still be considered an open problem.
In the context of pathological voice detection, the only algorithm developed for
estimating the LLE taking into account particular properties of the speech signals
is an adaptation of the Wolf’s algorithm presented in (Giovanni et al., 1999b).
The algorithm uses a straight implementation of the function in Eq. (3.30), given
by:
λ =
1
ns − dτ
ns−dτ∑
k=1
ln
(∥∥yN (k)− yN (k + 1)∥∥
‖y (k)− y (k + 1)‖
)
(3.31)
where yN(k) is any neighbor of the reference point yN(k). A neighbor, as de-
fined in (Giovanni et al., 1999b), is any point located within two spheres with a
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minimum radius ǫi (to eliminate the background noise) and a maximum radius
ǫe. Whether no point matches these conditions, the closest point to the exterior
bound ǫe is choosen. In (Giovanni et al., 1999b) the radius ǫi and ǫe were fixed
to 0.5% and 2%, respectively, of the maximum peak-to-peak amplitude of the
signal. Such values were estimated after a battery of experiments.
One of the main drawbacks of the Wolf’s algorithm is that it does not take
advantage of all the data available, because it focuses on one “fiducial” trajectory,
and only one single nearest neighbor is followed. A direct way to overcome this
problem is to use the average distance over all nearest neighbors instead of using
the distance to one. This process of averaging is the key to calculate accurate
values of λ using small and noisy data sets (Rosenstein et al., 1993). By following
this approach, the estimation of λ can be rewritten as:
λ =
1
(ns − dτ )∆k
ns−dτ∑
k=1
ln
 1
|U (y (k))|
|U(y(k))|∑
i=1
∥∥yNi (k)− yNi (k +∆k)∥∥
‖y (k)− y (k +∆k)‖

(3.32)
where U (y (k)) is the set of nearest neighbors of y (k), yNi (k) ∈ U (y (k)) and ∆k
is the number of steps ahead at which the divergence of the trajectory is evaluated.
According to Rosenstein et al. (1993), the factor ‖y (k)− y (k +∆k)‖ can be
negligible since it represents the intercept term of the straight-line equation (see
Eq. (3.29)), and therefore it does not modify the slope λ. Figure 3.9 shows the
averaged exponential divergence of the trajectories in the reconstructed attractor
of the normal voice depicted in figure 3.4, where the linear part of the plots is
used to estimate the LLE. It is possible to observe that the algorithm is not very
sensitive to the embedding dimension.
3.4.1.2 Correlation dimension
The Correlation Dimension (CD) is a measure of the dimensionality of the space
occupied by a set of random points or its geometry. Moreover, it characterizes the
scaling properties of a distribution of points in an de-dimensional space. Having
in mind all types of fractal dimensions, the correlation dimension is the one which
received more attention in the literature. This is mainly because the estimation
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Figure 3.9: Estimation of the largest Lyapunov exponent for the normal register
DMA1NAL.NSP. The linear part of the curves is at ∆k = 1, so LLE can be estimated as
λ = −0.5.
of the type of dimension is easier than others. Besides, it provides a good measure
of the complexity of the dynamics, i.e. a good measure of the number of active
degrees of freedom.
In order to clarify the main idea behind the correlation dimension, let y(k); k =
1, 2, ..., m be a set of points in some embedded attractor M ⊂ Rde constructed
from a time series s. Let n(y, r) be the number of points in the orbit within a
distance r from any point y. The relation between the number of points within
the sphere as r makes small is given by (Abarbanel, 1996):
n (y, r) ∼ rd(y) (3.33)
where d (y) is the local dimension at y point. If the attractor were a regular
geometric figure of dimension de, then in each ball of radius r around y, approxi-
mately rde points would be found (multiplied by some numerical geometric factor
corresponding to the volume of an hyper-sphere, of non special importance here).
However, for a strange attractor, which is a geometric figure not as regular as a
sphere, the same values of de are not expected everywhere. For the purpose of
identifying the local dimensions it is necessary to define the correlation function
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for the set of points y ∈M given by:
C (r) =
1
m
m∑
k=1
(
1
ns − deτ
ns−deτ∑
i=1
Θ (r − ‖y (k)− y (i)‖)
)
(3.34)
where Θ is the Heaviside function which is zero for a negative argument and one
otherwise, and the norm ‖·‖ is defined in any consistent metric space. Then CD
is defined in the limit of an infinite amount of data, m → ∞, and for small r,
and can be expressed as (Kantz and Schreiber, 2004):
CD = lim
r→0+
lim
m→∞
logC (r)
log r
(3.35)
CD reflects the probability that two random points are closer than r. In practice,
it is obvious that the two limits are restricted by the length of the time series ns
and by the inevitable lack of near neighbors at small length scales. The corre-
lation dimension is not an invariant measure by itself, but also a characteristic
of the probability density function (pdf ) which is an invariant measure of M. In
a certain sense, CD characterizes how smoothly the pdf is distributed over the
attractor: if pdf is a point measure, then CD = 0, and if the pdf is absolutely
continuous with respect to the Lebesgue measure (Borovkova et al., 1999), then
CD equals the topological dimension d0 of M. These are two boundary cases, in
general 0 ≤ CD ≤ d0.
One of the first algorithms proposed to find CD (Grassberger and Procaccia,
1983) prescribes that a log-log plot of C(r) versus r can be constructed, and that
CD corresponds to the slope of the curve over some range r ≤ r0, for some r0 > 0.
Figure 3.10 shows the correlation function as a function of r for a normal sustained
vowel. The correlation function was plotted for different embedding dimensions
and it is possible to observe that there is a region (−1 ≤ log(r) ≤ −0.6) in
which those plots with de ≥ 5 share the same slope. The least-square linear
approximation of this region reveals that the CD (slope) is equal to 1.2.
However, the Grassberger-Procaccia algorithm presents a bias due to the fact
that it allows temporal correlations between the points of the attractor (pairs of
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Figure 3.10: Correlation function as a function of r corresponding to the normal register
DMA1NAL.NSP. Different embedding dimensions were plotted between 2 and 10. The high-
lighted curve corresponds to de = 6 which is the optimum embedding dimension according to
the nearest neighbor method.
points which are close, not because of the attractor geometry but just because
they are close in time) leading to a serious underestimation of CD (Kantz and
Schreiber, 2004). Takens proposed an alternative approach for estimating the
correlation dimension (Takens, 1985), which is based on the distance between
randomly selected points. These distances are assumed independent and ran-
domly distributed according to the probability:
P (rp < r) = C (r) = Ξ (r) r
CD (3.36)
Assuming Ξ constant, the value of CD that maximizes the probability of finding
the observed distances rp is given by the Takens’ estimator (Guerrero and Smith,
2003):
T (r) =
[
−1
mp − 1
mp∑
p=1
log
(rp
r
)]−1
(3.37)
where rp are the distances between randomly chosen points which are smaller
than r, and mp is the number of rp distances taken from the m points in M.
In the limit r → 0 and mp → ∞, then T (r) → α, assuming that this limit
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exists. The estimator in Eq. (3.37) is a maximum likelihood estimate for the
correlation dimension (Theiler, 1987). Figure 3.11 shows the Takens’ estimator
as a function of r for data from a normal sustained vowel, and for different
embedding dimensions. The straight blue line corresponds to the CD which is
approximately 1.3. Such value is very close to that obtained by the Grassberger-
Procaccia algorithm; however, the takens’ estimator provides a more reliable value
for CD because the estimator in Eq. (3.37) is unbiased (Theiler, 1987).
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Figure 3.11: Takens’ estimator as a function of r for the normal register DMA1NAL.NSP. Dif-
ferent embedding dimensions were plotted between 2 and 10. The straight blue line corresponds
to the value of CD according to the Takens’ estimator.
3.4.1.3 Hurst exponent
The Hurst exponent characterizes the long-range dependence in a time series.
Long-range dependence means that all the values at any time are correlated in
a positive and non-negligible way with values at all future instants (Vaziri et al.,
2008). Although the Hurst exponent is not estimated based on a reconstructed
attractor and its use for the characterization of pathological voices is question-
able, it can be seen as a complexity statistics measuring the self-similar geometric
behavior of a time series (fractal structure). The values of the Hurst exponent
range between 0 and 1. Values of a Hurst exponent close to h = 0.5 indicate that
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there is no correlation between any element and a future element, and there is a
50% of probability that future returning values will go either up or down. A Hurst
exponent value between 0 and 0.5 exists for time series with “anti-persistent be-
havior”. This means that an increase will tend to be followed by a decrease (or a
decrease will be followed by an increase). The strength of this reversion increases
as h approaches 0. Last, a Hurst exponent value between 0.5 and 1 indicates a
“persistent behavior”, that means that the time series is trending.
A variety of techniques exist for estimating the Hurst exponent, in the following
the two most widely used methods will be presented (Mielniczuk and Wojdy l lo,
2007).
The first method is called aggregated variance. In this method, the original time
series s = (s (k) , k = 1, 2, ..., ns) is divided into ns/m blocks of size m and the
average of each block is calculated as:
y¯m (k) =
1
m
km∑
i=(k−1)m+1
s (i) k = 1, 2... (3.38)
the sample variance for the sequence of ns/m averages is calculated as:
var (y¯m) =
1
ns/m
ns/m∑
k=1
(y¯m (k))
2 −
 1ns/m
ns/m∑
k=1
y¯m (k)

2
(3.39)
when the sample number is big enough, it is possible to affirm (Mielniczuk and
Wojdy l lo, 2007) that:
var (y¯m) ∼ σ
2
0m
2h−2 (3.40)
where σ0 is the standard deviation of the original time series. If the process is
repeated for different values of m, and applying a logarithm to both sides of Eq.
(3.40), it is possible to obtain a straight line equation with slope −ϑ, and therefore
the Hurst exponent can be estimated as h = 1− ϑ/2 (Vaziri et al., 2008). Figure
3.12 shows the curve obtained by plotting the variance in Eq. (3.39) versus m
in a log− log plot and the approximated line equation by using least squares for
a normal sustained vowel speech signal. From the slope of the line it is possible
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to estimate h = 0.1. Perhaps the most employed method to estimate the Hurst
0 0.5 1 1.5 2 2.5
−6
−5
−4
−3
−2
−1
0
log(m)
lo
g(v
ar(
y m
))
Aggregated variance Hurst exponent estimator
 
 
 
y = − 1.8*x − 0.39
Figure 3.12: Estimation of the Hurst exponent by using the aggregated variance method for
the normal register DMA1NAL.NSP. The dashed blue line corresponds to the approximated
line equation by using least squares.
exponent is the Rescaled Variance (R/S) method (Cajueiro and Tabak, 2005).
The R/S statistic is the range of partial sums of deviations of times series from
its mean, rescaled by its standard deviation. So, let’s consider a trace (s(i))mi=1 of
a time series with total length ns, and let y¯m denote the sample mean
1
m
∑m
k=1 s(k)
and σm denote the standard deviation of the sample. Then the R/S statistic is
given by:(
R
S
)
m
=
1
σm
[
max
1≤t≤m
t∑
k=1
(s(k)− y¯m)− min
1≤t≤m
t∑
k=1
(s(k)− y¯m)
]
(3.41)
Hurst found that the rescaled range, R/S, for many records in time is very well
described by the following empirical relationship (Cajueiro and Tabak, 2005):(
R
S
)
m
=
(m
2
)h
(3.42)
therefore, the Hurst exponent may be evaluated by plotting the data (R/S)m
versus m in a log− log plot and measuring the slope of the straight line. Figure
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3.13 shows the curve obtained by plotting the rescaled variance statistic versus
m in a log− log plot and the approximated line equation by using least squares
for a normal sustained vowel. From the slope of the line it is possible to estimate
h = 0.39. From the results obtained by the two methods it is possible to see
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Figure 3.13: Estimation of the Hurst exponent by using the rescaled variance method for the
normal register DMA1NAL.NSP. The dashed blue line corresponds to the approximated line
equation by using least squares.
that there is a great difference between their output values. Such behavior could
be explained considering that the Hurst exponent was theoretically defined for
a kind of processes called fractional Brownian motion, which are a type of con-
tinuous Gaussian processes with mean zero and a particular covariance function
(showing a long-range dependence characterized by h), which is commonly seen
in economics, geophysics and meteorology sciences. However, it has been already
demonstrated that there exists a large uncertainty in the values of the Hurst expo-
nent measured from real data sets and that large-magnitud abrupt changes may
lead to spurious results of the Hurst exponent (Katsev and L’Heureux, 2003).
The hypothesis that the data come from a normal distribution can be rejected
with a significance level p < 0.001 by applying Kolmogorov-Smirnov and Lil-
liefors tests (Lilliefors, 1967) over the speech signal used in figures 3.12 and 3.13.
Therefore, due to the fact that the normal sustained vowels corresponds to a
quasi-periodic process which cannot be considered a Gaussian process (see the
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histogram in figure 3.14 which confirms the results obtained by the Kolmogorov-
Smirnov and Lilliefors tests), the main assumption behind the estimation of the
Hurst exponent is not satisfied. Additionally, a sustained vowel has large changes
in magnitude and some of those changes are produced by abrupt opening or clos-
ing phases of the vocal folds, which also can affect a good estimation of the Hurst
exponent. Table 3.1 shows values for the Hurst exponent from the same speech
signal used in Figure 3.13, and data from a simulated Gaussian time series, esti-
mated by the different methods described in (Taqqu et al., 1995). It is possible to
observe that there is no consistence in the values obtained for the speech signal,
but the values obtained for the Gaussian process are very similar. Therefore, the
estimation of the Hurst exponent from the speech signal seems to be unreliable.
Another fact that confirms such an assertion is that the fractal dimension of a
time series is related to its Hurst exponent by means of the relationship df = 2−h
(Alvarez-Ramirez et al., 2008). Since the correlation dimension can be considered
an estimation of the fractal dimension, and taking into account the correlation
dimension estimated (see figure 3.11), a Hurst exponent for the normal speech
signal in figure 3.4 would be expected approximately equal to 0.7. However, there
is no consensus on the methods in table 3.1 around this value.
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Figure 3.14: Histogram of the magnitud values for data from the normal register
DMA1NAL.NSP. The distribution of the values cannot be assumed Gaussian.
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Table 3.1: Hurst exponent values obtained by different methods over a normal sustained
vowel speech signal and a simulated Gaussian process
Method Speech signal Gaussian process
Aggregated variance 0.10 0.47
Differencing the variance 0.74 0.45
Absolute values 0.11 0.47
Higuchi’s method 0.12 0.47
R/S method 0.39 0.51
Periodogram method 0.03 0.47
Residuals of regression 0.48 0.48
Standard deviation 0.26 0.02
3.4.2 Complexity analysis based on entropy measures
As commented before, in the field of nonlinear dynamics, complexity measures
often quantify statistically the evolution of the trajectory in the embedded phase
space. However, if a time series is considered as the output of a dynamical
system in a specific time period, it is regarded as a source of information about
the underlying dynamics; therefore, the amount of information about the state
of the system that can be obtained from the time series can also be considered a
way of complexity.
The fundamental concept to measure the “amount of information” comes from
the information theory. Such concept is termed Entropy, which is a measure of
the uncertainty of a random variable (Cover and Thomas, 2006). It is a measure
of the average amount of information required to describe a random variable.
Formally, let X be a discrete random variable with alphabet X and probability
mass function p(x) = Pr{X = x}, x ∈ X. The Shannon entropy H(X) of a
discrete random variable X is defined by
H (X) = −
∑
x∈X
p(x) log p(x) (3.43)
assuming the convention that 0 log(0) = 0 (which is justified by continuity, since
x log x → 0 as x → 0), the entropy has the property H ≥ 0. H can also be
interpreted as the value expected of the random variable log 1
p(X)
, where X is
drawn according to the probability mass function p(x).
The definition of entropy can be extended to a pair of random variables X and
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Y with probability mass functions p(x) and p(y) respectively, to provide two
additional definitions: the joint entropy given by
H (X, Y ) = −
∑
x∈X
∑
y∈Y
p (x, y) log p (x, y) (3.44)
where p(x, y) is the join distribution of the X and Y variables; and the con-
ditional entropy, which is the expected value of the entropies of the conditional
distributions averaged over the conditioning random variable. It can be expressed
as:
H (Y |X) = −
∑
x∈X
p (x)
∑
y∈Y
p (y|x) log p (y|x)
= −
∑
x∈X
∑
y∈Y
p (x, y) log p (y|x) (3.45)
The relationship between the definition of both entropies is given by (Cover and
Thomas, 2006):
H (X, Y ) = −
∑
x∈X
∑
y∈Y
p (x, y) log p (x, y)
= −
∑
x∈X
∑
y∈Y
p (x, y) log p (x) p (y|x)
= −
∑
x∈X
∑
y∈Y
p (x, y) log p (x)−
∑
x∈X
∑
y∈Y
p (x, y) log p (y|x)
= −
∑
x∈X
p (x) log p (x)−
∑
x∈X
∑
y∈Y
p (x, y) log p (y|x)
= H(X) +H(Y |X) (3.46)
The conditional entropy H(Y |X) can be phrased as the uncertainty of the two
joint random variables diminished by the knowledge of one of them. From this
two concepts it is possible to define another quantity called mutual information
(I(X ; Y )), which is the reduction of the uncertainty of X due to the knowledge
of Y , and can be expressed as:
I (X ; Y ) = H(X)−H(X|Y ) (3.47)
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From Eq. (3.47) it is possible to infer that the entropy of a random variable
corresponds to the self-information of the random variable I(X ;X).
If instead of a random variable we have a sequence of n random variables (i.e. a
stochastic process), the process can be characterized by a joint probability mass
function: Pr{X1 = x1, ..., Xn = xn} = p(x1, x2, , xn). Under the assumption of
existence of the limit, the rate at which the joint entropy grows with n is defined
by (Cover and Thomas, 2006):
H (X) = lim
n→∞
1
n
H (X1, X2, ..., Xn) = lim
n→∞
1
n
Hn (3.48)
Additionally, if the set of random variables are independent but not identically
distributed, the entropy rate is given by:
H (X) = lim
n→∞
1
n
n∑
i=1
H (Xi) (3.49)
On the other hand, let the state space be partitioned into hypercubes of content
εd, and the state of the system measured at intervals of time δ. Moreover, let
p(q1, ..., qn) denote the joint probability that the state of the system is in the
hypercube q1 at t = δ, q2 at t = 2δ. The Kolmogorov-Sinai entropy (HKS) is
defined as (Costa et al., 2005):
HKS = − lim
δ→0
lim
ε→0
lim
n→∞
1
nδ
∑
q1,...,qn
p (q1, ..., qn) logp (q1, ..., qn) (3.50)
measuring the mean rate of creation of information. For stationary processes, it
can be shown that (Costa et al., 2005):
HKS = − lim
δ→0
lim
ε→0
lim
n→∞
(Hn+1 −Hn) (3.51)
With regard to embedded attractors,HKS estimates the generation of information
by computing the probabilities of nearby signal trajectory points that remain close
after some time. Numerically, only entropies of finite order n can be computed.
Some practical methods which have been proposed in an attempt to estimate the
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HKS will be presented in the following section.
3.4.2.1 Approximate entropy
The Approximate Entropy (AE) is a measure of the average conditional infor-
mation generated by diverging points of the trajectory (Pincus, 1991; Rezek and
Roberts, 1998). AE is defined as a function of the correlation sum given by:
Cdek (r) =
1
ns − deτ
ns−deτ∑
i=1
Θ (r − ‖y (k)− y (i)‖) (3.52)
where every variable keeps the sense given for the correlation function (see Eq.
(3.34)). For a fixed de and r, AE is given by:
AE (de, r) = lim
ns→∞
[
Φde+1 (r)− Φde (r)
]
(3.53)
where
Φde (r) =
1
ns − (de − 1)τ
sN−(de−1)τ∑
i=1
lnCdei (r) (3.54)
Thus, AE is approximately equal to the negative average natural logarithm of the
conditional probability that two sequences that are similar for de points remain
similar, with a tolerance r at the next point. Therefore, a low value of AE reflects
a high degree of regularity.
Originally AE was defined only for τ = 1, however, it has been demonstrated
that the use of a different time delay (estimated from the auto-mutual informa-
tion function as seen in section 3.2.1) improves the characterization of nonlinear
dynamics from time series with long range linear correlations in which the auto-
correlation function will decay slowly (Kaffashi et al., 2008). The parameter de
can be estimated by using the false nearest neighbor method or other consistent
method to calculate the embedding dimension (Lu et al., 2008), although most
of the works using AE assume de = 2 since there are no significant changes in-
creasing the dimension. Finally, there is not an exact rule to select the tolerance
parameter r; typically it have been chosen among 0.1 to 0.2 times the standard
deviation of the signal. However, this recommendation is based on its application
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to relatively slow dynamic signals such as heart rate data (Dawes et al., 1992;
Manis, 2008; Richman and Moorman, 2000). Recently, it has been suggested
that the most appropriate value for the parameter r is the one that provides the
maximum AE , because this value arises a better characterization of the signal
complexity (Lu et al., 2008).
Several modifications of AE have been proposed. The first, one called Sample
Entropy (SE) (Richman and Moorman, 2000), was developed with the aim of
obtaining a more independent measure than AE with respect to the signal length.
SE is given by:
SE (de, r) = lim
ns→∞
− ln
Γde+1 (r)
Γde (r)
(3.55)
The difference between Γ and Φ is that the first one does not compare the embed-
ding vectors with themselves (excludes self-matches). The advantage of this fact
is that the estimator in Eq. (3.55) is unbiased (Richman and Moorman, 2000).
Another modification of AE called Gaussian Kernel Approximate Entropy (GAE)
(Xu et al., 2005), changes the Heaviside function by a Gaussian Kernel based
function with the aim of suppressing the discontinuity of the auxiliary function
over the correlation sum (square kernel) and, in this way, nearby points have
greater weight than the distant ones. In this case, the Heaviside function in Eq.
(3.52) is replaced by:
ΥG (yi,yj) = exp
(
−
‖y(i)− y(j)‖21
10r2
)
(3.56)
By using Eq. (3.56), the estimation of GAE is carried out in the same way
than for AE (see Eqs. (3.53) and (3.54)). Moreover, a similar modification can
be performed over SE using a Gaussian kernel. In this work, such modification
will be called Gaussian Kernel Sample Entropy (GSE). Figure 3.15 shows the
estimation of the AE and its derived entropies versus the tolerance parameter r.
It is possible to observe that, for the other entropies measures, the r value for
which AE is maximum, does not have a clear interpretation. Due to this fact, the
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selection of the r parameter will be addressed in Chapter 5 using discriminative
criteria.
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Figure 3.15: AE , SE , GAE and GSE versus the tolerance parameter r for the normal register
DMA1NAL.NSP. The tolerance parameter has been taken from the interval [0.1, 2] times the
standard deviation of the signal. The blue circle corresponds to the value of r (r = 0.25×std(s))
for which there is a maximum value of AE .
3.4.2.2 Multiscale entropy
The multiscale entropy is a complexity measure also based on AE , more precisely
on SE , which was proposed in order to take advantage of the different temporal
scales present in the time series, since AE and SE provide a measure for the
information increase over only one step from de = de + 1. Therefore, these
measures do not account for features related to the structure and organization
based on other scales than the shortest one (Costa et al., 2005). The procedure
for estimating the multiscale entropy is as follow. First the original time series
s = (s1, s2, ..., sns) is divided into non-overlapping windows of length m; second,
the average of the data points inside the window is calculated, and a new time
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series is generated with each average value. In general, each element of the new
time series is calculated according to the equation:
y
(m)
j =
1
m
jm∑
i=(j−1)m+1
si, 1 ≤ j ≤
ns
m
(3.57)
Finally, the multiscale entropy consists on estimating the SE over the time series
y(m), with elements y
(m)
j , for different values of the scale factor m. Therefore,
this method does not provide a single complexity measure for a time series, but a
curve reflecting the behavior of the entropy measure for different time scales. A
monotonic decrease of the entropy values indicates that the original time series
contains information only in the smallest scale. Although the multiscale entropy
have been successfully applied to the analysis of physiological data, it does not
provide a value that could be used as a feature in an automatic system for the
detection of pathologies. Some works have used the slope of the multiscale entropy
curve as a global measure of complexity. However, for speech signals, there is not
a monotonic behavior of the multiscale entropy (see figure 3.16), so the estimation
of a slope lacks of sense. Moreover, the characterization of different time scales
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Figure 3.16: Multiscale entropy versus the scale factor for data from the normal register
DMA1NAL.NSP.
in the time series can also be provided employing an non-uniform embedding as
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seen in section 3.3.
3.4.2.3 Measures based on recurrence and fractal scaling analysis
Considering that there is a combination of both deterministic and stochastic com-
ponents in the voice signal during phonation (Little et al., 2007), the deterministic
component could be characterized by a recurrence measure. Let B(y(ti), r) be a
close ball of radius r > 0, placed around to an embedded data point y(ti). Then,
the trajectory is followed forward in time y(ti+1), y(ti+2), ... until it has left this
ball, i.e. until ‖y(ti)−y(ti+j)‖ > r for some j > 0, where ‖ · ‖ is the euclidian dis-
tance. Subsequently, the time tk at which the trajectory first return to the same
ball is recorded (i.e. the first time when ‖y(ti)−y(tk)‖ ≤ r), and the difference of
these two times is called the (discrete) recurrence time tr = tk − ti (Little et al.,
2007). This procedure is repeated for all the embedded data points and, thus, a
normalized histogram R(tr) of recurrence times can be constructed. From this
histogram, the Recurrence Probability Density Entropy (RPDE) can be expressed
as:
RPDE =
−
∑tmax
i=1 R(i) lnR(i)
ln tmax
(3.58)
where tmax is the maximum recurrence time in the attractor. RPDE is the Shan-
non entropy of R(tr) normalized into the interval [0, 1]. This technique is based
on the close return method (Lathrop and Kostelich, 1989) that was originally
designed to characterize deterministic chaotic systems. In this case, if the chaotic
system is ergodic and has evolved any past transients, then the recurrence prop-
erties of the system are independent of the initial conditions and the initial time,
i.e. they are invariants with respect to the system (Little et al., 2007). Similarly,
if the system is purely stochastic and ergodic, then it has a stationary distribu-
tion. Therefore, after any transient phase, again the recurrence properties will
be invariant in the aforementioned sense. Thus RPDE can be considered an in-
variant measure of the system (Little et al., 2007).
On the other hand, the stochastic component could be characterized by means of
a Detrended Fluctuation Analysis (DFA), which is a straightforward technique for
characterizing the self-similarity of the graph of a signal derived from a stochastic
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process (Little et al., 2007). It is designed to calculate the scaling exponent in
nonstationary time series. In this technique, the scaling exponent ι is a measure
of the ratio of the logarithm of the fluctuations or vertical height of the graph to
the logarithm of the horizontal width of a chosen time window over which that
vertical height is measured (Little et al., 2007). Mathematically, the signal is first
integrated to create a new stochastic process that exhibits self-similarity over a
large range of time scales, which can be expressed as:
yn =
n∑
j=1
sj (3.59)
where s = (s1, s2, ..., ssn) is the time series, and n = 1, 2, ..., sn. Then, yn is
divided into windows of length L. A least-square straight line approximation is
calculated by analytically minimizing the square error over the slope and intercept
parameters, a and b, respectively:
argmin
a,b
L∑
n=1
(yn − an− b)
2 (3.60)
Next, the root-mean-square error is calculated for every window at every time
scale:
F (L) =
[
1
L
L∑
n=1
(yn − an− b)
2
] 1
2
(3.61)
This process is repeated for the whole signal at a range of different sizes L,
and a log-log graph of L against F (L) is constructed. A straight line in this
graph indicates self-similarity expressed as F (L) ∝ Lι. Then the DFA measure
correspond to a sigmoidal normalization of the scaling exponent ι in order to
limit its variation into the [0, 1] interval (Little et al., 2007):
DFA =
1
1 + exp(−ι)
(3.62)
Figure 3.17 shows the function F (L) and the approximation of it to a least-square
straight line from which the scaling exponent ι is estimated. It is important to
highlight that DFA does not depend on the attractor reconstruction, since it
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Figure 3.17: Estimation of the rescaling exponent by using detrended fluctuation analysis
for the normal register DMA1NAL.NSP. The plot was calculated using the original rMatLab
codes provided by the author (Little et al., 2007).
is not estimated in the space state. Thus, it is not affected by other different
embedding approaches as the nonuniform embedding seen in section 3.3.
3.4.3 Complexity analysis based on hidden Markov en-
tropy measurements
The estimation of complexity measurements requires the reconstruction of a state
space (embedding attractor) from a time series. From a pattern recognition point
of view, the complexity measures such as AE and its derived entropies, use a non
parametric estimate of the probability mass function of the embedding attractor
using a Parzen-window method with a Gaussian or Square kernel (Woodcock and
Nabney, 2006). They only attempt to quantify the divergence of the trajectories
of the attractor but do not take into account the directions of divergence. Figure
3.18 shows a graphical representation of one point diverging from a trajectory
in the attractor, which can be considered as a neighbor of the previous point
because a Parzen-window probability density estimator only takes into account
the distance between two points but not the direction of divergence between
consecutive points in the state space. One way to improve the estimation of the
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Figure 3.18: Graphical representation of a diverging point from the trajectory in a 2-
dimensional attractor.
probability density function from embedded attractors is by employing Markov
Chains (MC) - based estimators, which perform a nonparametric density function
estimation of the attractor and characterize the divergence of the trajectories
and its directions into the state space in terms of the transitions between regions
provided by the states of the MC (Arias-London˜o et al., 2009b). Also it provides
a nonlinear stochastic approach which is more appropriate for signals with noisy
components (Ragwitz and Kantz, 2002), as voice signals affected by turbulent air
flow due to an incomplete closure of the vocal folds.
A Markov chain is a random process {X(t)} which can take a finite number
of k values at certain moments of time (t0 < t1 < t2 < · · ·). The values of the
stochastic process change with known probabilities called transition probabilities.
The particularity of this stochastic process is that the probability of change to
another state depends only on the current state of the process; this is known as
the Markov condition. When such probabilities do not change with time and the
initial probability of each state is also constant, the Markov chain is stationary.
Let {Xt} be a stationary Markov chain which takes values in the finite alphabet
X. Let K denote the transition kernel of the Markov chain, i.e. the |X| × |X|
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matrix with entries K(x, x′) = P (Xt+1 = x
′|Xt = x). Let us consider π the
initial distribution of the Markov chain, then the entropy rate is given by (Cover
and Thomas, 2006):
H (X) = −
∑
ij
πiK(xi, xj) logK(xi, xj) (3.63)
Viewing Eq. (3.63), it is possible to observe that the entropy measure is a sum
of the individual Shannon entropy measures for the transition probability dis-
tribution of each state, weighted with respect to the initial probability of its
corresponding state.
Let {Zt} denote a noisy version of {X(t)} corrupted by a discrete memoryless
perturbations, which takes values in the finite alphabet Z. C will denote the
channel transition matrix, i.e. the |X|× |Z| matrix with entries C(x, z) = P (Zt =
z|Xt = x). {Zt} is known as a Hidden Markov Process (HMP) (Ephraim and
Merhav, 2002), since the states of the Markov process cannot be identified from
its output (the states are “hidden”). The distribution and entropy rate H(Z)
of a HMP are completely determined by the pair (K,C); however, the explicit
form of H(Z) as a function of such pair is unknown (Cover and Thomas, 2006;
Rezaeian, 2006).
Nevertheless, as a HMP can also be understood as a Markov process with noisy
observations (Han and Marcus, 2006), lets consider the joint entropy H(X,Z)
which, according to Eq. (3.46), can be expressed as:
H(X,Z) = H(X) +H(Z|X) (3.64)
where H(X) is the entropy of the Markov process (Eq. (3.63)), and H(Z|X) is
the conditional entropy of the stochastic process Z given the Markov process X .
Therefore, in the same way as in Eq. (3.63), and taking into account that the
noise distributions in each state of the Markov process are independent of each
other, it is possible to establish an entropy measure of the HMP as the entropy
of the Markov process plus the entropy generated by the noise in each state of
the process. In this work, such measure is called Empirical Entropy. If a Discrete
Hidden Markov Model (DHMM) is used to represent such stochastic process, the
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noise is modeled by means of discrete distributions and, finally, it is possible to ob-
tain a probability mass function for the noise in each state of the Markov process.
Denoting the current state of the process in time t as θt, a DHMM can be char-
acterized by the following parameters (Rabiner, 1989):
– π = {πi}, i = 1, 2, ..., nθ is the initial state distribution, being nθ the number
of states in the Markov chain, and being πi = p(θ0 = i) the probability of
starting at the i-th state.
– A = {Aij}, 1 ≤ i, j ≤ nθ is the set of transition probabilities among states,
where Aij = p (θt+1 = j|θt = i) is the probability of reaching the j-th state
at time t + 1, coming from the i-th state at time t.
– B = {Bij}, i = 1, 2, ..., nθ, j = 1, 2, ..., nυ is the probability distribution of
the observation symbol, being Bij = Bi(υj) = p (Ot = υj|θt = i), where Ot
is the output at time t, υj are different symbols that can be associated to
the output, and nυ is the total number of symbols.
All parameters are subject to standard stochastic constraints (Rabiner, 1989).
From this definition, the Empirical Entropy (HE) can be defined as:
HE = HMC +Hg (3.65)
where HMC is the entropy due to the Markov process (as defined in Eq. (3.63)),
and Hg is the entropy due to noise. By using the Shannon entropy definition (see
Eq. (3.43)) and replacing, HE becomes:
HES = −
(
nθ∑
ij
πiAij logAij +
nθ∑
i=1
nυ∑
j=1
Bij logBij
)
(3.66)
If instead of using the Shannon entropy in the definition of the Empiric Entropy
we use the Renyi Entropy (Renyi, 1960), the empiric entropy becomes:
HER =
nθ∑
i=1
πi
1− α
log
nθ∑
j=1
Aαij +
nθ∑
i=1
1
1− α
log
nυ∑
j=1
Bαij (3.67)
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where α > 0; and α 6= 1, is the entropy order. The uncertainty is maximum
(and is equal to log nθ + nθ log nυ ) if all states in the Markov chain have equal
likelihood to be achieved from any other state (all directions are equally prob-
able) and also all observation symbols are equally probable in each state of the
process. In other words, no behavior in the state space can be likened to a tra-
jectory. The minimum value (zero) corresponds to the case where only one state
can be achieved from other state in the Markov chain (excluding self-transitions)
and only one observation symbol is likely to be emitted in each state. Therefore,
there exist one evident trajectory into the sate space and its dispersion is zero.
In this case the initial probability does not have any influence in the Empirical
Entropy since there is only one state sequence probable in the Markov chain.
The calculation of the Empirical Entropy requires a previous estimation of the
probability mass function of the embedded attractor through a DHMM. The stan-
dard method for the estimation of the parameters of a DHMM is the Baum-Welch
algorithm (Rabiner, 1989), which is a modification of the well know Expectation
Maximization (EM) (Duda et al., 2000) algorithm for hidden Markov models. In
this section, a deep understanding of the EM algorithm is not crucial (a clear
explanation about hidden Markov models can be found in section 4.2.1), but
it is important to note that there are two parameters of the DHMM that can
be adjusted: the number of states, and the size of the codebook nυ. The first
parameter could be fixed from a cross-validation strategy using different values,
and choosing the optimum number of states based on some criterion, for instance,
the discrimination capabilities of the empirical entropy, which is, in our case, the
main aim. Another strategy could be selecting the number of states following a
sequential pruning algorithm (Bicego et al., 2003), which provides an optimum
number of states but, of course, increasing significatively the computational cost
in the characterization stage.
On the other hand, the codebook has been typically established by means of a
clustering algorithm (in most of the cases the k-means algorithm is used), which
requires that the number of symbols would be an input parameter. It is worth to
point out that for a more stable estimation of the empirical entropy, the cluster-
106
3.5. Discussion
ing algorithm must be initialized by a deterministic method such as the Kaufman
approach (Pen˜a et al., 1999).
3.5 Discussion
The nonlinear analysis of biomedical signals is not a new technique of analysis,
however, the use of it for the evaluation of pathological voices is recent. Although
the existence of a nonlinear behavior in the voice production process has been
established employing different strategies (observations in computerized models
of the vocal folds (Jiang and Zhang, 2002a), experiments with excised larynges
(Berry et al., 1996), and nonlinear dynamic analysis of human voices (Jiang et al.,
2006)), there is not consensus about the methodology that must be followed to
perform a correct nonlinear analysis.
Related with this topic, most of the works published in the last few years, use
completely different strategies of analysis. Several works use the same nonlinear
measures: Correlation Dimension and Lyapunov Exponents, but the length of the
registers used for the estimation of such features differs, even in works published
by the same authors (Jiang and Zhang, 2002b; Zhang and Jiang, 2003). Some
works use the most stable part of the speech utterance to perform the analysis,
whereas others use all the recording except the segments that have strong turbu-
lences.
A very important aspect that has to be taken into account, is the fact that, the-
oretically, the nonlinear analysis based on real signals must be performed using
infinitely long registers. In spite of this, from a practical point of view, several
authors have concluded that a signal length greater than or qual to the factor
10CD is long enough to obtain a good estimation of the nonlinear measures (Ding
et al., 1993). However, this measure should not be considered alone. It is also
necessary to take into account the sampling frequency and the fundamental fre-
quency of the signals being analyzed, because it determines the number of closed
trajectories per period of time in the reconstructed attractor. Also it is important
to highlight that, even though a very long signal can be more useful to obtain
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better estimations of the nonlinear measures, from a practical point of view, the
computational cost of nonlinear measures increases quadratically with respect to
the length of the signal. Therefore, establishing the adequate length is impera-
tive before performing a nonlinear analysis of speech signals. Since there are no
previous works that addressed this study, the first approach must be carried out
using sustained vowels, given that this is the simplest scenario where the focal
folds are continuously vibrating.
On the other hand, performing the nonlinear analysis of voice signals into seg-
ments of “optimum” length (estimated taking into account the aspects exposed
before) corresponds to the use of a short-time analysis strategy. In the last few
years, most of the works dealing with the problem of voice pathology detection
have used a short-time scheme (Cairns et al., 1996; Gavidia-Ceballos et al., 1998;
Godino-Llorente et al., 2006a), due to the fact that this scheme allows character-
izing more dynamic information from the speech signals than a long-time scheme.
Changes in the dynamics of biological systems are usually connected with changes
in the observed status, which means changes in patient health (Silipo et al., 1998),
and such changes are better detected from biomedical signals by a short-time
scheme. Also in the case of nonlinear analysis of biomedical signals, changes in
nonlinear dynamic measures may indicate states of pathophysiological dysfunc-
tion (Jiang et al., 2006) and, moreover, it is important to quantify not only a level
of complexity but also to characterize transitions from health to sickness along
time (McSharry, 2004) in order to detect a pathological behavior. Therefore, the
nonlinear analysis based on a short time scheme could not only be useful from the
computational point of view, but also provide more information for the diagnosis.
The complexity measures exposed through this chapter were selected according
to different criteria. The CD and LLE are the most widely used measures in
nonlinear analysis, including the analysis of voice signals. Additionally, several
studies have reported good results from their use. The Hurst exponent is also a
widely used measure for the nonlinear analysis, but no for the analysis of voice
signals. Anyway, we found an inconsistency between the values reported using
different methods of estimation, due to the fact that the Hurst exponent was
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theoretically defined to characterize fractional Brownian motion, and the speech
signals analyzed in this work present a very different behavior. For this reason,
the Hurst exponent was not considered for the experiments.
On the other hand, the complexity measures listed before based on the entropy,
are currently ones of the most widely employed measures for the complexity
analysis of biomedical signals, because they can be used indistinctly in processes
that contain non-linear deterministic and/or stochastic behavior, which makes
them very robust for practical applications in which there is presence of noise. As
it was pointed out before, an entirely deterministic model of the speech production
is inadequate, since the randomness due turbulences is an inherent part of the
speech production. Therefore, the complexity measures based on entropy seem
more appropriate for characterizing speech signals than other measures designed
to work under the assumption of non-linear deterministic behavior.
In the same way, the hidden Markov entropy measurements take advantage of the
entropy properties and, additionally, are designed to improve the characterization
of the trajectories in the attractor, taking into account the their direction in the
state space.
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Classification and decision
making
This chapter concerns about the last stage of the system (see figure 4.1). Here, the
techniques used and the methodologies of classification developed are presented,
as well as the strategies employed for combining information from the classical
measures found in the state of the art and the complexity measures described in
the previous chapter. In the last section of the chapter, a special attention has
been paid to the mechanism used to take a decision about the presence or absence
of pathology and to automatically rate a voice into a multiclass scale such as the
GRBAS one.
4.1 Detectors
The first approach to take a decision about the presence or absence of pathology
is the use a set of features, which conform a feature space, to feed a classification
machine which will provide a function representing a decision boundary between
the different classes. The literature in the field of voice pathology detection re-
ports the use of a large amount of binary classifiers such asMulti-layer Perceptron
(MLP) (Fraile et al., 2009; Godino-Llorente and Go´mez-Vilda, 2004; Ritchings
et al., 2002), Learning Vector Quantization (LVQ) (Childers and Sung-Bae, 1992;
Hadjitodorov and Mitev, 2002), Self-Organized Maps (SOM) (Boyanov and Had-
jitodorov, 1997; Hadjitodorov et al., 2000), Support Vector Machine (SVM) (Chen
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Figure 4.1: General scheme of a system the for automatic detection of pathological voices
employing information from nonlinear analysis. The blue box corresponds to the classification
stage.
et al., 2007; Daza-Santacoloma et al., 2009; Peng et al., 2007), Gaussian Mixture
Model (GMM) (Daza-Santacoloma et al., 2009; Godino-Llorente et al., 2006a)
and Hidden Markov Model (HMM) (Arias-London˜o et al., 2010; Dibazar et al.,
2002, 2006), among others. Many of them have achieved high classification rates.
The techniques used in this work for the classification stage were chosen on the
basis of the modeling capabilities they present. The non-linear mapping carried
out by a SVM maximizes the generalization capabilities of the classifier. In addi-
tion, the possibility of choosing different basis functions from a priori knowledge
of the problem domain, allows a better adaptation of this system to a given prob-
lem (Duda et al., 2000). On the other hand, the GMMs fit the distribution for
the observed data by means of a set of weighted Gaussian functions. The advan-
tages of using GMMs are that they are computationally inexpensive, and have an
ability to model arbitrarily complex distributions with multiple modes (Reynolds
et al., 2000). These structures have been used before for the detection of patho-
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logical voices, and have proven to be very reliable for this task in comparison to
others used in the state of the art (Godino-Llorente et al., 2006a; Ritchings et al.,
2002; Sa´enz-Lecho´n et al., 2008).
4.1.1 Gaussian Mixture Models
A GMM is a parametric probability density function represented as a weighted
sum of Gaussian component densities. GMMs are commonly used in different
tasks as a parametric model of the probability distribution of continuous mea-
surements (Reynolds et al., 2000). Formally a GMM can be expressed as:
p (x|Θ) =
M∑
i=1
wiN (x|µi,Σi) (4.1)
where x is a ̺-dimensional continuous-valued data vector (i.e. measurements
of features), wi, i = 1, ...,M are the mixtures weights, and N (x|µi,Σi) are the
component Gaussian densities. Each component is a ̺-variate Gaussian function
of the form:
N (x|µi,Σi) =
1
(2π)̺/2 |Σi|
1/2
exp
{
−
1
2
(x− µi)
T Σ−1i (x− µi)
}
(4.2)
with mean vector µi and covariance matrix Σi. The mixture weights satisfy the
constraints wi ≥ 0 and
∑M
i=1wi = 1. The complete GMM is parameterized by
the mean vectors, covariance matrices and mixture weights from all component
densities. These parameters are collectively represented by the notation
Θ = {wi, µi,Σi} , i = 1, . . . ,M (4.3)
There are several variants of the GMM shown in Eq. (4.3): the covariance ma-
trices, Σi, can be full ranked or constrained to be diagonal; additionally, the
parameters can be tied among all the Gaussian components, using a common co-
variance matrix for all components. The choice of the configuration of the model
(number of components, full or diagonal covariance matrices, and parameter ty-
ing) is often determined by the amount of data available for estimating the GMM
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parameters and how the GMM is used in a particular application (Reynolds et al.,
2000). There are several techniques available for estimating the parameters of a
GMM; however, traditionally, the most employed technique is the maximum like-
lihood (ML) estimation (Duda et al., 2000). The ML estimation technique finds
parameters that maximize the joint likelihood of the training data which are sup-
posed to be independent and identically distributed (iid). Given a set X of N iid
observations of ̺ features X = {x1, ...,xN}, the GMM likelihood can be written
as:
p (X|Θ) =
N∐
t=1
p (xt|Θ) (4.4)
Although this expression is a non-linear function of the parameters Θ, the joint
likelihood can be maximized with a simple and efficient update procedure called
Expectation-Maximization (EM) algorithm (Duda et al., 2000). The EM algo-
rithm is a powerful method for finding ML solutions for those models with latent
variables. The latent variables in GMM are the weights wi; if such weights were
known, the estimation of the remaining parameters would be straightforward.
The log likelihood function used by the EM algorithm for a GMM is given by:
L (Θ) =
N∑
t=1
log
(
M∑
i=1
wiN (xt|µi,Σi)
)
(4.5)
Since log(x) is a strictly increasing function, the value of Θ which maximizes
p(X|Θ) also maximizes L(Θ). Setting the derivatives of L in Eq. (4.5) with
respect to the means µi of the Gaussian components to zero, it is possible to
obtain (Bishop, 2006):
0 = −
N∑
t=1
wiN (xt|µi,Σi)∑
k
wkN (xt|µk,Σk)︸ ︷︷ ︸
γ(zti)
Σi (xt − µi) (4.6)
where γ (zti) is the conditional probability of the mixture i given the sample xt.
The estimation of γ corresponds to the expectation step of the EM algorithm.
Multiplying by Σ−1i (which it is assumed to be nonsingular) and rearranging the
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Eq. (4.6), it is possible to obtain
µi =
1
Ni
N∑
t=1
γ (zti)xt (4.7)
where
Ni =
N∑
t=1
γ (zti) (4.8)
Ni can be interpreted as the effective number of points assigned to the cluster i
(Bishop, 2006). Setting the derivative of the Eq. (4.5) with respect to Σi to zero,
and following a similar procedure than before, it is possible to obtain:
Σi =
1
Ni
N∑
t=1
γ (zti) (xt − µi) (xt − µi)
T (4.9)
Finally, it is necessary to maximize the Eq. (4.5) with respect to the weights wi,
but taking into account the constraint
∑M
i=1wi = 1. This can be achieved using
a Lagrange multiplier and maximizing the following quantity
L (Θ) + κ
(
M∑
i=1
wi − 1
)
(4.10)
which gives
0 =
N∑
t=1
N (xt|µi,Σi)∑
k wkN (xt|µk,Σk)
+ κ (4.11)
By multiplying both sides by wi and summing over i making use of the constraint
above, it is possible to find κ = −N . Using this to eliminate κ and rearranging,
the weights wi can be updated by employing (Bishop, 2006)
wi =
Ni
N
(4.12)
The Eqs. (4.7), (4.9) and (4.12) correspond to the maximization step of the EM
algorithm. They do not constitute a closed solution for the parameters of the
mixture model because the conditional probabilities γ (zti) depends on those pa-
rameters in a complex way. However, these results are a simple iterative scheme
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for finding a solution to the maximum likelihood problem.
Once the parameters of the GMM were calculated the detection system is a
straight-forward maximum likelihood classifier. For each class to be recognized
(normal and/or pathologic), the parameters of a different GMM are estimated
(Θn and Θp). Thus, the evaluation is carried out calculating a likelihood ratio, in
which for each GMM the a posteriori probability of a particular feature sequence
X = {x1, ...,xN} (extracted from a particular utterance) is estimated. Applying
the Bayes’ rule and discarding constant prior probabilities, the likelihood ratio in
the log domain becomes (Reynolds, 1995):
Λ (X) = log p (X|Θp)− log p (X|Θn) (4.13)
The likelihood ratio is compared to a threshold Td in order to take a decision about
the presence or absence of pathology. The optimum way to estimate the threshold
Td will be addressed in section 4.4. The likelihood ratio essentially measures how
much the pathological model scores the test utterance in comparison the normal
one. It is worth emphasizing that the terms in the log likelihood ratio must be
computed as:
log p (X|Θ) =
1
N
N∑
t=1
log p (xt|Θ) (4.14)
where the 1
N
scale factor is used to normalize the likelihood with respect to the
duration of the utterance, avoiding a possible bias due to different lengths of the
normal and pathological recordings.
4.1.2 Support Vector Machines
A SVM is a decision machine which provides an optimal separating hyperplane
to reach a maximum margin of separation between classes. The problem in
approaching a SVM (Scho¨lkopf and Smola, 2002) is analogous to solving the
problem of finding a linear function that satisfies:
f (x) = 〈w,x〉+ b with w ∈ X, b ∈ R (4.15)
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where X denotes the space of the input patterns (e.g. X = R̺), and 〈·, ·〉 denotes
the dot product in X. Given a set of training data {(x1, y1) , ..., (xl, yl)}, yi ∈
{−1, 1}, the goal is to find a function f(x) that separates the positive from the
negative samples (a “separating hyperplane”). The points x which lie on the
hyperplane satisfy 〈w,x〉+ b = 0, where w is normal to the hyperplane, b/‖w‖ is
the minimum distance from the hyperplane to the origin, and ‖w‖ is the Euclidian
norm of w.
Assuming that the training data set is linearly separable in the feature space,
there exists at least one choice of the parameters w and b such that a function of
the form (4.15) satisfies f(xi) > 0 for points having yi = +1, and f(xi) < 0 for
points having yi = −1, so that yif(xi) > 0 for all training data points.
The minimum distance of a point x from a hyperplane defined by f(x) = 0 is
given by |f(x)|/‖w‖. Thus the distance of a point xi to the decision surface is
given by (Bishop, 2006):
yif (xi)
‖w‖
=
yi (〈w,xi〉+ b)
‖w‖
(4.16)
As the margin is given by the perpendicular distance to the closest point xi from
the data set, thus the maximum margin solution is found by solving:
argmax
w,b
{
1
‖w‖
min [yi (〈w,xi〉+ b)]
i
}
(4.17)
So this problem can be written as a convex optimization problem (Scho¨lkopf and
Smola, 2002):
minimize 1
2
‖w‖2
subject to yi (〈w,xi〉+ b) ≥ ε
(4.18)
where ε is the minimum distance allowed between the separating hyperplane and
any point in the data set (precision). In most of the real problems the different
classes into the data sets are not separable, therefore l slack variables ξi must
be introduced to cope with otherwise infeasible constraints of the optimization
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problem (4.18), arriving to the formulation stated in (Vapnik, 1999):
minimize 1
2
‖w‖2 + C
l∑
i=1
ξi
subject to
{
yi (〈w,xi〉+ b) ≥ ε− ξi
ξi ≥ 0
(4.19)
where C > 0 determines the trade-off between the margin and the toleration of
such deviations larger than ε (the larger the C value is, the higher the penalty). By
employing Lagrange multipliers the optimization problem (4.19) can be rewritten
as:
L (w, b, a) =
1
2
‖w‖2 + C
l∑
i=1
ξi −
l∑
i=1
ai {yif (xi)− ε+ ξi} −
l∑
i=1
ciξi (4.20)
where {ai ≥ 0} and {ci ≥ 0} are Lagrange multipliers. By optimizing L with
respect to the primal variables (w,b, ξi), it is possible to obtain (Bishop, 2006):
∂L
∂w
= 0⇒ w =
l∑
i=1
aiyixi (4.21)
∂L
∂b
= 0⇒
l∑
i=1
aiyi = 0 (4.22)
∂L
∂ξi
= 0⇒ ai = C − ci (4.23)
Replacing these results in the Eq. (4.20), it becomes
L˜ (a) =
l∑
i=1
ai −
1
2
l∑
i=1
l∑
j=1
aiajyiyj 〈xi,xj〉 (4.24)
This is the so-called Support Vector Expansion, i.e. w can be completely described
as a linear combination of the training patterns xi. The subset of data for which
ai > 0 are called the support vectors and, hence, are the set of points which lie
on the margin. Taking into account that ai, ci ≥ 0 is required because these are
Lagrange multipliers, it implies that ai ≤ C. Therefore, the function (4.24) have
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to be minimized with respect to {ai} subject to
0 ≤ ai ≤ C (4.25)
l∑
i=1
aiyi = 0 (4.26)
To determine the parameter b, it is necessary to take into account that those
support vectors for which 0 < ai < C have ξi = 0 so that yif(xi) = ε and hence
will satisfy
yi
(∑
j∈S
ajyj 〈xi,xj〉+ b
)
= ε (4.27)
where S denotes the set of supper vectors. Using a default value for ε = 1, it is
possible to find a numerically stable solution given by (Bishop, 2006):
b =
1
NM
∑
i∈M
(
yi −
∑
j∈S
ajyj 〈xi,xj〉
)
(4.28)
where M denotes the set of the indices of the data points with 0 < ai < C.
This procedure can be extended for the case of nonlinear functions by replacing
the dot product 〈xi,xj〉 in Eq (4.24) for a kernel function k(xi,xj), which can be
thought as a dot product in a feature space F, which could be achieved by simply
processing the patterns xi by a nonlinear map Ψ : X→ F. The advantage of this
approach is that it is not necessary to know the nonlinear function Ψ but only the
kernel function k. In order to ensure that the kernel function corresponds to a dot
product in some feature space F, it must satisfy the Mercer conditions (Scho¨lkopf
and Smola, 2002). In order to classify new data points using the trained model,
the function (4.15), for the nonlinear case, becomes in:
f (x) =
l∑
i=1
aiyik (x,xi) + b (4.29)
The output value that the SVM gives for a fixed vector is not a posterior proba-
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bility but it can be interpreted as the “probability” that the vector belongs to a
specific class (likelihood).
As for the case of the GMM, the log-likelihood will be called “score” henceforth.
4.2 Dissimilarity-based classification
An alternative approach to classify objects in pattern recognition systems is to
compare objects (or some representation of them) with prototypes. the aim is
to establish their similarities or dissimilarities and then to take a decision about
the class1 those objects belong to. This approach is useful when a feature-based
description of objects is difficult to obtain or inefficient for learning purposes,
e.g., when experts cannot define features in a straightforward way, when data are
highly dimensional, or when the feature space is formed by both continuous and
categorical variables (Pe֒kalska and Duin, 2002). Another important point is that
the dimension of a dissimilarity space convey homogeneous types of information,
due to the fact that all the dimensions come from the same dissimilarity measure.
This is not valid for a general feature-based representation, where the features
are related to different physical quantities and lie in different dynamic ranges
(Pe֒kalska et al., 2006).
Considering that all the complexity measures exposed in chapter 3 attempt to
quantify different dynamics of the embedded attractor, an alternative approach
to classify the speech signals as normal or pathological from its attractor, is to
construct a model of the attractor, using it to perform a dissimilarity-based clas-
sification.
As it was exposed in chapter 3, a reconstructed attractor is a diffeomorphic rep-
resentation of the dynamic behavior of a system in the state space. However, it
can also be considered a sequential of m-dimensional data, which contains the
nonlinear dynamical information of a time series. A direct way to model proba-
bilistically sequential data is by employing a HMM, which models the variability
1A class in this context represents a set of similar objects.
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of a time series allowing the comparison between sequences of different lengths
with no obvious alignment across temporal observations (Jebara et al., 2004).
Moreover, as it was already pointed out, HMMs are able to characterize spatial
and temporal information of the trajectories in the attractor, allowing a more ac-
curate determination of the diverging points present on the trajectory. Besides,
these kind of models can deal with the nonlinear and stochastic components of
the time series (Ragwitz and Kantz, 2002), which are more appropriate for speech
signals. Additionally, HMMs have already been used in the similarity-based recog-
nition paradigm (Bicego et al., 2004), resulting in a significant improvement of
performance with respect to the classic HMM-based classifiers. Therefore, they
provide an interesting and promising alternative to the classification of embedded
attractors.
A dissimilarity-based classification approach can be formalized as follows. Sup-
pose a representation set
R := {p1, p2, ..., pn} (4.30)
as a collection of n prototype objects and suppose a dissimilarity measure d(·, ·),
computed or derived directly from the objects. Such a dissimilarity measure must
be nonnegative and must be subject to the reflexivity condition, d(x, x) = 0, but
it might be non-metric, although it would be better if d satisfies the triangular
inequality.
An object x is represented as a vector of the dissimilarities computed between x
and the prototypes from R:
D(x,R) = [d(x, p1), d(x, p2), ..., d(x, pr)] (4.31)
Then, for a training set T ofN objects, a classifier can be built using the N×n dis-
similarity matrix D(T,R) relating all training objects to all prototypes (Pe֒kalska
and Duin, 2002). The property that states that a dissimilarity should be small
for similar objects and large for distinct objects, gives a possibility for a discri-
mination. If the measure d is metric and the dissimilarity d(pi, pj) is small, then
d(x, pi) ≈ d(x, pj) for objects x. This is guaranteed by the backward triangle
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inequality (Pe֒kalska et al., 2006). For the case of non-metric measure the repre-
sentation set should be chosen such that for two similar objects x1 and x2, the
vectors D(x1,R) and D(x2,R) are correlated, even if for a particular prototype pi
the dissimilarity values d(x1, pi) and d(x2, pi) differ. Then, the vectors D(x1,R)
and D(x2,R) lie close in the dissimilarity spaces.
Bearing this in mind, the basic issue of a (dis)similarity-based strategy is how
to define similarities in a HMM framework. But, first, the models to be used as
prototypes must be defined.
4.2.1 Hidden Markov models
Consider a system which may be described at any time as being in one of a
set of nθ distinct states {θ1, ..., θnθ}. The system can change its state (possibly
back to the same state) at regularly spaced discrete times, according to a set
of probabilities associated to the predecessor states. This system is a random
process known as a Markov chain (Rabiner, 1989). Denoting the current state of
the process in time t as St, the process can be expressed as:
P [St = θj |St−1 = θi, St−2 = θk, ...] (4.32)
For the special case of a discrete, first order, Markov chain, this probabilistic
description is truncated to just the current and the former state, i.e.,
P [St = θj |St−1 = θi] (4.33)
This process can also be called an observable Markov model since the output of the
process is the set of states at each instant of time, where each state corresponds
to a physical (observable) event. However, in practice, there are many random
processes where it is not possible to identify the events necessary to build the
observable Markov model. Therefore, a process in which the observations are
probabilistic functions of the states is an extension of a Markov chain that can
be defined to deal with such problem. The resulting model is a doubly embedded
stochastic process with an underlying stochastic process that is not observable (it
is hidden), but can only be observed through another set of stochastic processes
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that produce the sequence of observations. Such a stochastic process is known as
a hidden Markov model. Given an observations sequence O = {O1, ..., OT} and a
HMM Θ, the probability p(O|Θ) can be written as:
p (O|Θ) =
∑
all S
p (O|S,Θ) p (S|Θ) (4.34)
where S = {S1, ..., ST} is a sequence of states. For a particular sequence of states
θ = {θ1, ..., θT} the term in the sum of the right hand side of the Eq. (4.34) may
be expressed as:
p (O|S,Θ) p (S|Θ) = p(S1 = θ1)p (O1|θ1) p (S2 = θ2|S1 = θ1) p (O2|θ2)
· · · p (ST = θT |ST−1 = θT−1) p (OT |θT ) (4.35)
Considering the probability functions p (Oi|θj), a HMM can be defined as continu-
ous or discrete. A continuous HMM uses parametric probability density functions
(typically assumed to be Gaussian or mixtures of Gaussian functions) associated
to each state of process. On the other hand, discrete HMMs, as those defined in
section 3.4.3, use probability mass functions over a set of a previously defined set
of symbols, commonly called codebook.
Given a set of training observation sequences, there are different procedures to
estimate the set of parameters of a HMM. The standard procedure employing the
maximum likelihood criterion is the Baum-Welch algorithm (Rabiner, 1989). It
is important to note that the training of a HMM also depend on the structure of
the model. So far only the special case of ergodic or fully connected HMMs has
been considered, in which every state of the model could be reached in a single
step and from every other state of the process. However, there exist several diffe-
rent structures that a HMM can take, for instance: left-right models or a Barkis
model, in which the state transition probability p(St = θi)|St−1 = θj) = 0 if i < j.
This type of models are very useful for speech recognition tasks (Rabiner, 1989).
Given that the HMMs are used to model the reconstructed attractors which could
not follow a sequential pattern, and mainly for highly pathological voices, in this
case, only ergodic models must be considered. For this reason, no other types of
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HMMs will be discussed here.
Considering once again the notation used in section 3.4.3, a discrete HMM Θ can
be denoted by
Θ = {A,B,π} (4.36)
In order to describe the procedure for reestimation of the HMM parameters, let
ζt(i, j) be the probability of being in state θi at the time t, and state θj at the
time t + 1, given the model and the observation sequence, i.e.
ζt (i, j) = p (St = θi, St+1 = θj |O,Θ) (4.37)
By defining the forward variable ϕt(i) as:
φt (i) = p (O1, O2, · · · , Ot, St = θi|Θ) (4.38)
φt+1 (j) =
[
nθ∑
i=1
φt (i)Aij
]
Bj (Ot+1) (4.39)
i.e. the probability of the partial observation sequence, {O1, ..., Ot} and state θi
at the time t, being φ1 (i) = πiBi (O1), and let φt(i) the backward variable defined
as:
ϕt (i) = p (Ot+1, Ot+2, · · · , OT |St = θi,Θ) (4.40)
ϕt (i) =
nθ∑
j=1
AijBj (Ot+1)ϕt+1 (j) (4.41)
i.e. the probability of the partial observation sequence from t + 1 to the end,
given the state θi at the time t, the model Θ, and being φT (i) = 1, the Eq. (4.37)
can be rewritten as:
ζt (i, j) =
φt (i)AijBj (Ot+1)ϕt+1 (j)
p (O|Θ)
=
φt (i)AijBj (Ot+1)ϕt+1 (j)
nθ∑
i=1
nθ∑
j=1
φt (i)AijBj (Ot+1)ϕt+1 (j)
(4.42)
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Let γt(i) be the probability of being in state θi at time t, given the observation
sequence and the model, it can be expressed as:
γt(i) =
nθ∑
j=1
ζt (i, j) (4.43)
Using the above formulas ((4.42) and (4.43)), a method for reestimating the
parameters of a HMM is given by (Rabiner, 1989):
π¯i = γ1(i) (4.44)
A¯ij =
T−1∑
t=1
ζt (i, j)
T−1∑
t=1
γt(i)
(4.45)
B¯i (υj) =
T−1∑
t=1
γt(i)1(Ot = υj)
T−1∑
t=1
γt(i)
(4.46)
where 1(Ot = υj) is an indicator function which is equal to 1 if the condition is
satisfied or 0 otherwise. An important aspect of the reestimation procedure is
that the stochastic constrains of the HMM parameters are automatically satisfied
at each iteration.
4.2.2 Dissimilarity measures between HMMs
The problem of comparing two HMMs has been addressed in several works in
the state of art (Gao et al., 2006; Juang and Rabiner, 1985; Nechyba and Xu,
1998). In most of them, this problem has been faced as the problem of compar-
ing two probability density functions given an observation or a set of observation
sequences (Juang and Rabiner, 1985). The most employed measure in this con-
text is the Kullback-Leibler distance, which is a non-symmetric distance measure
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between two density functions p1 and p2, given by:
I (p1, p2) =
∑
∀O
p1 (O) log
(
p1 (O)
p2 (O)
)
(4.47)
Let us consider a HMM as a probability density function of a stochastic process.
Given two HMMs Θ1 and Θ2, it is possible to calculate a distance between them
taking into account the measure in Eq. (4.47), as (Juang and Rabiner, 1985):
d (Θ1,Θ2) = lim
T→∞
1
T
(log p (O1|Θ1)− log p (O1|Θ2)) (4.48)
This distance measure is not symmetric but a natural extension of it can be
written as:
d(Θ1,Θ2) =
1
2
(log(P11P22)− log(P12P21)) , (4.49)
where,
Pij = p(Ôi|Θj)
1/T , (4.50)
being T the length of the observation sequence Oi generated from the model Θi.
Other measures, as those presented in (Nechyba and Xu, 1998) also require the
generation of a large (theoretically infinite) set of observation sequences in order
to reach a good estimation of the distance measure. These approaches are not
appropriate for comparing models trained from embedded attractors, since this
kind of measures do not compare the parameters of the model directly, but also
indirectly from the probabilities p(Ôi|Θj), which depend on the number, length
and type of the observation sequences generated. Moreover, these measures are
computationally very expensive and do not satisfy the triangular inequality.
A first approach to compare HMMs from their parameters corresponds to a gener-
alized Euclidian distance between the probability distribution of the observation
symbols, which can be defined as (Falkhausen et al., 1995):
d(Θ1,Θ2) =
√√√√ 1
nθ
nθ∑
j=1
nυ∑
k=1
‖B
(1)
j (υk)− B
(2)
j (υk) ‖
2, (4.51)
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However, this measure does not take into account the Markov process embebed
into the stochastic process. Recently, a kernel function between HMMs based
on the Bhattacharyya distance was proposed, which is called probability product
kernel (PPK) Jebara et al. (2004). It can be applied to exponential family models
such as multinomials and Gaussians, or even latent distributions such as mixture
models and HMM. The kernel computes a generalized inner product between
two probability distributions, and allows integrating generative models as HMMs
within a discriminative learning paradigm. The PPK between distributions p and
p′ is defined as
Kρ (p, p
′) =
∫
X
p (x)ρ p′ (x)ρ dx = 〈pρ, p′ρ〉L2 (4.52)
where normally ρ ∈ {1/2, 1, 2, 3, ...}. For HMMs, the PPK is considered as the
statistical average of similarities of all possible co-state sequences drawn from
two HMMs (Chen and Man, 2005). Based on (4.52), the PPK of two different
emission matrices is given by:
ψSt,S′t =
nυ∑
i=1
BρSt (υi)B
′ρ
S′t
(υi) (4.53)
To compute the kernel for two complete models in a brute force manner, it would
be necessary to sum over all the configurations of states sequences in each of the
two models, while computing for each state sequence its corresponding elemen-
tary kernel k(p(O1, .., OT |S1, ..., St), p
′(O1, .., OT |S
′
1, ..., S
′
t)). However, in order to
compare the kernel efficiently, it is possible to take advantage of the factorization
of the HMM by using graphical modeling algorithms (Bishop, 2006; Jebara et al.,
2004). Recalling what was said in the former section, given the observations
sequence O and the model Θ, the likelihood can be expressed as:
p (O|Θ) =
∑
S0,...,ST
πS0BS0 (O0)
T∏
t=1
BSt (Ot)AStSt−1 (4.54)
According to this expression, and setting ρ = 1, the PPK of two HMMs with
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discrete emissions can be written as:
Kρ (Θ,Θ
′) =
∑
O
p (O|Θ) p (O|Θ′) dO
=
∑
S0,...,ST
∑
S′
0
,...,S′
T
πS0π
′
S′
0
ψS0,S′0
T∏
t=1
AStSt−1A
′
S′tS
′
t−1
ψSt,S′t
(4.55)
A simple forward procedure described in (Chen and Man, 2005) allows the cal-
culation of PPK; however, a faster version of this algorithm can be seen in the
algorithm 1, in which the induction step was improved to take advantage of a
matricial scheme (Arias-London˜o et al., 2009a).
Algorithm 1 Probability product kernel for HMM
Require: Θ1, Θ2 and T {T is the length of the profile observation sequence}
Initialization
α0 =
(
pi1 · pi
T
2
)
⊗ ψ
Induction
for 1 ≤ τ ≤ T
ατ =
(
AT1 ατ−1A2
)
⊗ ψ
Termination
Kp (Θ1,Θ2) =
∑
i
∑
j
αT (i, j)
Ensure: Kp value.
4.2.3 Prototype selection
At this time it is clear how to construct the dissimilarity matrix of the Eq. (4.31)
by employing HMMs trained from embedded attractors extracted from speech
signals. However, a question remains open: how many prototypes should be used
for representing the training set? It is obvious that not all the recordings (or their
representations) in the training set might be used as prototypes, because it would
demand large storage requirements, large computational effort for the evaluation
of the new objects and, also, a large set of prototypes could be more sensitive
to noisy examples (Pe֒kalska et al., 2006). Moreover, similar objects will yield
a similar contribution to the representation. Thereby, it is worthwhile avoiding
the objects selected with small dissimilarity values. Therefore, it is necessary to
select a subset of prototypes which provide the best representation of the training
set.
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There exists different ways to select the representation set R. The most commonly
used techniques are (Kim and Oommen, 2007; Pe֒kalska et al., 2006):
– Random. This method involves a random selection of nr objects from n.
– RandomC. This method involves a random selection of nrc objects per class.
– KCentres. This technique is similar to the well known k-means clustering
method (Duda et al., 2000), but it presents two principal differences. First
it is applied to each class independently and, second, the center of a cluster
J is the object for which the maximum distance to all other objects in J
is minimum, unlike the k-means in which the center of each cluster J is
defined as the mean value of the objects belonging to J for each iteration
of the algorithm. KCentres as well as k-means is highly dependent on the
initial conditions.
– ModeSeek. This technique defines a neighborhood as the closest ns objects
to each point. Then find a set of objects Rc consisting of all objects for which
the dissimilarity measure d is minimum within its set of ns neighbors. This
procedure is carried out for each class independently and the final set of
prototypes consists of all the sets Rc.
– FeatSel. Feature selection is a traditional supervised procedure to reduce
the size of a feature space. The original dissimilarity representation of size
n is reduced by selecting an optimal set of nf features D(·, pi), i = 1, ..., nf ,
according to any separability measure. The most commonly feature selec-
tion methods are forward and backward procedures, in which many different
combinations of features are evaluated. Ties can easily occur by the same
number of misclassified objects for different representation sets. However,
they can be solved by selecting the set for which the sum of dissimilarities
is minimum.
– LinProg. This method uses a discriminative approach based on training
a linear separating hyperplane f (D (x,R)) =
∑n
j=1wjd (x, pj) + w0. Such
linear function is obtained by solving a linear programming problem. In
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this approach, many weights wj become zero. The objects from the initial
set corresponding to nonzero weights are those selected as prototypes.
– KCentres-LP. This method uses the KCentres algorithm and subsequently
applies a linear programming. However, if the set selected by KCentres is
not sufficiently large this procedure is reduced to the KCentres one.
– EdiCon. This technique is a combination of FeatSel and LinProg methods.
The algorithm takes care that the noisy objects are first removed so that
the prototypes can be chosen to guarantee a good performance according
to a 1-nearest neighbor rule. Similar to the LinProg procedure, the number
of prototypes is determined automatically.
According to (Pe֒kalska et al., 2006), among all the above methods, the one that
has reached better results is LinProg. Therefore it will be presented in a deeper
way.
As it was commented above, the selection of prototypes performed by LinProg
is done automatically by training a properly formulated separating hyperplane
(Pe֒kalska et al., 2006):
f(D(x,R)) =
n∑
j=1
wjd(x, pj) + w0 = w
TD(x,R) + w0 (4.56)
Such linear function is obtained by solving a linear programming problem, where
a sparse solution is imposed by minimizing the ℓ1-norm of the weight vector w,
‖w‖1 =
∑
j = 1
n|wj|. This problem is analogous to solving the problem in Eq.
(4.15), and a solution (as that showed in Eq. (4.19)) can be found. In this
approach a sparse solution w is obtained, which means that many weights wj be-
come zero. The objects from the initial set R corresponding to nonzero weights
are the prototypes selected, forming the representation set RLP .
Although the prototypes are found in the optimization for a particular separating
hyperplane, they can be used by other discrimination functions as well. Never-
theless, this strategy is more appropriate for two-class problems since multi-class
problems may result in a large set RLP (Pe֒kalska et al., 2006).
130
4.3. Fusion of information for classification
4.3 Fusion of information for classification
So far in this chapter the issue of how to make a decision about the presence
or absence of pathology from either a set of features or in a dissimilarity-based
classification scheme has been addressed. However, as it is known, the speech sig-
nals can be characterized by several methods, and each one of them may require
different lengths of the signal, preprocessing procedures, or even different kind of
pronunciations from the patients. Since the main aim of a system developed to
automatically detect pathological voices is to achieve the highest accuracy, the
best strategy for combining the information provided by complexity measures
with others classic measures found in the state of the art should be considered
to take advantage of every phenomenon involved in the voice production process
that could be useful for the automatic detection of pathological speech.
Principally, in pattern recognition systems, there are two different approaches for
merging information: Pre-classification and Post-classification fusion (Jain et al.,
2005).
On one hand, pre-classification fusion combines information prior to the applica-
tion of any classifier or matching algorithm. Such combination could be carried
out at sensor or feature level, although it is more commonly applied at the second
level. The features could come either from multiple sensors or employing multiple
feature extraction algorithms from the same sensor data. If the feature vectors
are compatible, it would be possible to concatenate them to form a single feature
vector (in case of a long-time scheme, or a single matrix for a short-time scheme).
On the other hand, in post-classification fusion the information is combined after
obtaining the first decisions of the classifiers. Also there are two ways of fusing at
this stage: at a score level or at a decision level (He et al., 2010). The application
of each one depends on the type of classifiers used.
This approach can also be used in the same scenarios described above, but it
becomes strictly necessary when the feature sets are incompatible. Before mak-
ing a decision about the strategy to fuse the information, it is very important
to take into account what was stated by Jain et al. (2005): “Biometric systems
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that integrate information at an early stage of processing are believed to be more
effective than those systems which perform integration at a later stage. Since
the features contain richer information about the input biometric data than the
matching score or the output decision of a classifier/matcher, integration at the
feature level should provide better recognition results than other levels of integra-
tion”. This assertion can be applied to many other pattern recognition systems
including automatic systems for voice pathology detection.
In spite of this assertion, there is an advantage on combining outputs from dif-
ferent classifiers instead of merging features, which is that the structure of the
feature space used to feed each classifier is much simpler. Furthermore, although
one of the classifiers would yield a better performance, the set of speech registers
misclassified by each classifier would not necessarily overlap; therefore, the com-
bination of their outputs could improve the overall performance of the system
(Kittler et al., 1998). Furthermore, different classifiers trained using the same
data may not only differ in their global performances, but they also may have
their own region in the feature space where each one performs the best (Jain
et al., 2000).
Besides, there are two important aspects that have to be kept in mind to fuse
information from different classifiers: the score normalization technique used, and
the combination rule. The first one is needed to eliminate the bias due to the
different dynamic ranges of the scores given by the different classifiers, and also
for the use of combination rules which make the assumption that the scores are
taken from a probability density function in the interval [0, 1]. On the other hand,
the problem of selecting the combination rule is related to the function chosen,
which provides the highest accuracy by merging the scores given by the different
classifiers.
Figure 4.2 depicts a general scheme of a system for automatic detection of patho-
logical voices which uses two different characterization methods based on nonli-
near analysis, noise measures and cepstral coefficients, and a post-classification
fusion strategy.
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Figure 4.2: General scheme of a system for automatic detection of pathological voices em-
ploying information from different characterization methods and a strategy of post-classification
fusion. Blue boxes correspond to the stages addressed in this chapter.
4.3.1 Score normalization
The principal theoretical framework for matching scores was developed by Kittler
et al. (1998) and it can be applied only to those systems in which the output of
the individual classifiers may be associated to a posteriori probabilities. Con-
sider the problem where a speech signal s is assigned to one of nc possible classes
{c1, ..., cnc}. Let Q be the set of nQ classifiers each one representing the observa-
tions by a distinct measurement vector. Denote the measurement vector used by
the i-th classifier by xi. According to (Kittler et al., 1998), in the measurement
space each class ck is modeled by the probability density function p (xi|ck), and
its a priori probability of occurrence is denoted by p (ck). In order to assume this
approach, it is necessary to ensure that the outputs of the nQ classifiers may be
assumed as a posteriori probabilities. Moreover, consider the hypothetical situa-
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tion in which the outputs of the i-th classifier are into the interval [0, 1], but the
outputs of the j-th classifier are into the interval [0, 100]. It is clear that no fair
combination of such values can be carried out without a transformation of the
output values of the individual classifiers into a common domain. Therefore, the
use of a normalization technique is a critical part for fusing at a score level.
4.3.1.1 Normalization techniques
The criteria for choosing a normalization technique are robustness and efficiency.
Robustness refers to insensitivity to the presence of outliers and efficiency refers
to the proximity of the obtained estimate to the optimal estimate when the dis-
tribution of the data is known (Jain et al., 2005). There are several different
normalization techniques, but the challenge lies on identifying which technique is
robust and efficient enough.
Min-Max
The simplest normalization technique is the Min-Max normalization. This nor-
malization is best suited for the case where the bounds (maximum and minimum
values) of the scores given by a classifier are known (Jain et al., 2005). However,
even if the scores are not bounded, it is possible to estimate the minimum and
maximum values for a set of scores and then applying the normalization. Let
Xi denote the set of raw matching scores provided by the i-th classifier and let
x ∈ Xi; the normalized score of x is then denoted by x
′. The Min-Max normal-
ization is given by:
x′ =
x−min (Xi)
max (Xi)−min (Xi)
(4.57)
It is important to note that the normalization procedure is performed individually
per each classifier.
z -score
The most commonly used score normalization technique is the z -score which is
calculated using the arithmetic mean and the standard deviation of the given
data. This technique provides a good approach when prior knowledge about
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the average score and the variations of the score of the classifier is available.
Although, this information is typically unknown, it is possible to estimate the
mean µ and standard deviation σ of the scores from a given set of matching
scores. The z -score normalization is given by:
x′ =
x− µ
σ
(4.58)
Both statistical measures (µ and σ) are sensitive to outliers and, hence, this
method is not robust. Moreover, this method does not guarantee a common
numerical range for the normalized scores of the different classifiers, but it only
guarantees that the normalized scores will have mean 0 and standard deviation 1.
Another drawback is that z -score normalization is only optimum for a Gaussian
distribution, because such distribution is the only one that is completely defined
by its mean and standard deviation. Therefore, the distribution of the normalized
scores can differ from the original one.
Decimal Scaling
This technique can be applied when the scores of different classifiers are on a
logarithmic scale (Jain et al., 2005). For instance, raw scores in the range [0, 1000]
are susceptible to this kind of normalization. The decimal scaling normalization
can be written as:
x′ =
x
10n
(4.59)
where n = log10max(Xi). The problems with this approach are the lack of
robustness and the assumption that the scores of different classifiers vary by a
logarithmic factor.
Sigmoidal
Sigmoidal is another widely used normalization technique that uses a logistic
function which allows reducing the effects due to the dispersion of the scores.
This technique uses the sets of matching scores from a specific classifier divided
per class, performing a nonlinear transformation in which the effects of outliers
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are diminished. The sigmoidal function is given by:
x′ =
1
1 + exp (− (ω0 + ωx))
(4.60)
where
ω =
µ2c1 − µ
2
c2
2σ2
, ω0 =
µc2 − µc1
σ2
(4.61)
being µc1 and µc2 the mean of the class 1 (by convention the pathological class)
and class 2 (normal) respectively. This transformation assumes that the distribu-
tion of both scores is Gaussian with a common variance σ. However the scatter
does not have to be equal, so the value of σ = 0.5(σc1 + σc2), is a good trade-off
(Arias-London˜o et al., 2010), being σc1 and σc2 the estimate of the standard devi-
ation for each class. The number of scores per class can also be considered for the
e estimation of the common standard deviation σ, so a more accurate estimation
would be:
σ =
1
2
(
nc1
nt
σc1 +
nc2
n
σc2
)
(4.62)
where nc1 and nc2 are the number of matching scores belonging to class 1 and
class 2 respectively, and nt is the total number of scores nt = nc1 + nc2.
This normalization provides a linear transformation of the scores in the overlap-
ping region, while the scores outside this region are non linearly transformed.
Therefore, this normalization does not retain the shape of the original score dis-
tribution (Jain et al., 2005). Also, although the function (4.62) theoretically maps
the scores into the interval [0, 1], it tends to avoid values close to 0 and therefore
it does not make use of the complete dynamic range.
Another approach of this normalization (Cappelli et al., 2000) uses a double sig-
moidal function which is given by:
x′ =
{
1
1+exp(−2((x−th)/r1))
if x < th,
1
1+exp(−2((x−th)/r2))
otherwise
(4.63)
where th is the reference operating point, and r1 and r2 denote the left and right
edges of the region in which the function is linear, i.e., the double sigmoid function
exhibits linear characteristics in the interval (th − r1, th − r2). Figure 4.3 shows
a double sigmoidal function in which the parameters described in Eq. (4.63)
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are represented. This scheme requires a careful tuning of the parameters th, r1
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Figure 4.3: Double sigmoid normalization (th = 200, r1 = 20 and r2 = 30), taken from (Jain
et al., 2005).
and r2 to obtain a good efficiency. This transformation scheme provides a linear
transformation of the scores in the overlapping region, while the scores outside
this region are non-linearly transformed. It must be noted that this scheme cannot
be applied if there are multiple overlapping intervals between class 1 and class 2
distributions.
Tanh-estimators
The Tanh estimator is a robust and highly efficient nonlinear transformation (He
et al., 2010). It is based on Hampel estimators and can be written as:
x′ =
1
2
{
tanh
(
0.1
(
x− µc1
σc1
))
+ 1
}
(4.64)
where µc1 and σc1 are the mean and standard deviation of the scores belonging
to the target class (in this case, the pathological class), as given by the Hampel
estimators (Hampel et al., 1986). Originally, this method was defined by using
all training scores (belonging to normal and pathological classes) to calculate µ
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and σ. However, in (Jain et al., 2005) only the mean and standard deviation of
the target scores were considered, resulting in a better recognition performance.
Hampel estimators are based on the following influence function:
ψ (u) =

u 0 ≤ |u| < a,
asign (u) a ≤ |u| < b,
asign (u)
(
c−|u|
c−b
)
b ≤ |u| < c,
0 |u| ≥ c
(4.65)
where the input variable u is the value of the target class score after it has been
subtracted by the median of the target class distribution. The Hampel function
reduces the influence of the points at the tails of the distribution during the
estimation of the location and scaling of the parameters. Therefore this method
is not sensitive to outliers. The trade-off between robustness and optimality
of this method is determined by the three parameters a, b and c; hence, they
must be carefully selected. According to (Jain et al., 2005), a good selection
of the parameters a, b and c, is such that 70% of the scores are in the interval
(ν − a, ν + a), 85% of the scores are in the interval (ν − b, ν + b), and 95% of the
scores are in the interval (ν − c, ν + c), where ν is the median score. The main
drawback of this technique is that there are too many parameters that have to
be determined in order to obtain a good result.
Reduction of high-scores effect normalization
This method proposed in (He et al., 2010) is based on the Min-Max normalization
and therefore it is simple and retains the original distribution of the matching
scores except for a scaling factor. The procedure for normalizing a new score is
listed as follows (He et al., 2010):
1. Minimize the number of data sets that are going to be normalized. The
purpose is to minimize the amount of information loss, with the premise
that any kind of normalization always causes loss of information content
(Hu and He, 2007). Thus, if two sets of scores with similar dynamic range
(for instance, [100, 225] and [90, 200]) are going to be fused, this method
uses the raw scores instead of the normalized ones, as their range are quite
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similar. Moreover, if after normalizing only one set of scores both sets lie
into a similar dynamic range, the scores from the other set will not be
normalized.
2. For the data sets X that have to be normalized, the normalization function
is given by:
x′ =
x−min (X)
(mean (Xc1) + std (Xc1))−min (X)
(4.66)
whereXc1 ⊂ X is the set of scores of the target class. The mean of the target
scores distribution added to its standard deviation instead of the maximum
value of all raw scores (as in Min-Max normalization), allows to reduce the
effect of high scores at the right-tail of the target scores distribution (He
et al., 2010).
It is worth to note that for validation purposes, the set of parameters used by all
normalization functions are estimated by employing a training set and, after that,
the same values are used for the validation set. Figure 4.4 shows the effect of
the different normalization techniques in the distribution of the matching scores
when they are applied to a set of Gaussian distributed scores. From the figure it
is possible to observe that only three normalization techniques map the score into
the interval [0, 1]. Furthermore, for the case of Tanh estimators, the coefficient
0.1 in Eq. (4.64) must be adjusted in order to use the complete dynamic range.
4.3.2 Combination rules
The schemes for multiple classifier combinations can also be grouped according to
their architecture into three main categories (Jain et al., 2000): 1) parallel, 2) cas-
cading (or serial combination), and 3) hierarchical (tree-like) (see figure 4.5). In
the parallel architecture, all the individual classifiers are invoked independently,
and their results are then combined by a fusion module. This is the most common
combination scheme. In the cascading architecture, individual classifiers are in-
voked in a linear sequence. This architecture improves the efficiency when cheap
but inaccurate classifiers are followed by expensive but more accurate classifiers.
For the last, in hierarchical architectures, the individual classifiers are combined
into a structure, which is similar to that of a decision tree classifier. This is the
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Figure 4.4: Effects of different normalization techniques in a set of Gaussian distributed
scores. In every sub-figure the blue line corresponds to the class 1 (pathological) and the red
line corresponds to class 2 (normal). The set of parameters for the sigmoidal normalization
were chosen as: t = 2, r1, r2 = 1.
most flexible architecture and exploits the different discriminative power embed-
ded in different groups of features (Fie´rrez-Aguilar, 2006). Using these three basic
architectures, it is possible to build even more complicated classifier combination
systems; nevertheless, a complicated architecture could become computationally
very expensive and also could provide an overfitted decision boundary.
There are different ways of combining the outputs of nQ classifiers which depend
on the kind of information that is obtained from each individual matcher. Some
authors have divided the type of outputs into four classes (Kuncheva, 2004; Xu
et al., 1992). However for clarity purposes, only two type of outputs will be
considered here, which cover together a whole set of possibilities.
– Type 1. Each classifier Qi ∈ Q produces a class label ̟i which can take
values in the set {c1, ..., cnc} of different classes. Thus, for any speech signal
s to be classified, the nQ outputs of the classifiers define a vector ̟ =
[̟1, ..., ̟nQ]. At this level, neither there are information about the certainty
of the labels guess, nor there are any alternative labels suggested. By
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Figure 4.5: Architectures for multiple classifier combination: a) parallel; b) serial; c) hierar-
chical. Adapted from (Fie´rrez-Aguilar, 2006).
definition, any classifier is able of assigning a label for s, so this level is the
most universal one (Kuncheva, 2004).
– Type 2. Each classifier Qi ∈ Q produces a nc-dimensional vector p contain-
ing the values of the likelihood (or another value which can be associated to
a posteriori probability without loss of generality) that the signal s belongs
to each of nc classes. For the case of nc = 2 (for instance, pathologi-
cal/normal), the vector p can be used to calculate a single scalar called
likelihood ratio which is more useful for the estimation of an optimum de-
cision threshold. This fact will be addressed in section 4.4.
The first type of outputs only allows a very restricted framework based mainly
on a democratic classifier combination, while the second type allows broader
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combination possibilities. Moreover, it is easy to infer that the first kind of
outputs requires an odd number of classifiers to take a final decision about the
class that a speech signal belongs to.
On the other hand, by assuming type two outputs (i.e the output of each classifier
can be considered as a likelihood value), the theoretical framework developed by
(Kittler et al., 1998) can be used. Let us denote the measurement vector used
by the i-th classifier by xi. According to the Bayesian theory, and given the
measurements xi, i = 1, ..., nQ, a speech signal s should be assigned to class cj
which provides the maximum a posteriori probability, i.e.
assign s→ cj if
p
(
cj |x1, ...,xnQ
)
= max
k
p
(
ck|x1, ...,xnQ
) (4.67)
The decision rule in Eq. (4.67) states that in order to use all the available
information to reach a decision, the computation of the probabilities of the various
hypotheses should consider all the measurements simultaneously. However, the
calculation of the right hand term in Eq. (4.67) requires the estimation of the
joint probability density function p
(
x1, ...,xnQ|ck
)
, which is difficult to calculate.
Therefore, it would be necessary to simplify the above rule, expressing it in terms
of the outputs given by the individual classifiers. According to the Bayes decision
theory, the a posteriori probability p
(
ck|x1, ...,xnQ
)
can be written as:
p
(
ck|x1, ...,xnQ
)
=
p
(
x1, ...,xnQ|ck
)
p (ck)
p
(
x1, ...,xnQ
) (4.68)
The denominator in Eq. (4.68) is common for all classes and can be viewed
merely as a scale factor that guarantees that the a posteriori probabilities sum
one. Thus, it is necessary to concentrate only on the terms of the numerator in
Eq. (4.68).
The combination rules differ among themselves on the assumptions that must be
made to independently express the numerator of the Eq. (4.68) in terms of the
outputs of the classifiers.
142
4.3. Fusion of information for classification
Product rule
This rule can be derived by assuming that the sets of features feeding each of the
different classifiers are conditionally statistically independent, i.e. the represen-
tations xi are conditionally statistically independent, therefore the numerator in
the Eq. (4.68) can be rewritten as:
p
(
x1, ...,xnQ|ck
)
=
nQ∏
i=1
p (xi|ck) (4.69)
Substituting from (4.69) and (4.68) into (4.67) it is possible to obtain:
assign s→ cj if
p (cj)
nQ∏
i=1
p (xi|cj) =
nc
max
k
p (ck)
nQ∏
i=1
p (xi|ck)
(4.70)
or in terms of the a posteriori probabilities yielded by the respective classifiers:
assign s→ cj if
p−(nQ−1) (cj)
nQ∏
i=1
p (cj|xi) =
nc
max
k
p−(nQ−1) (ck)
nQ∏
i=1
p (ck|xi)
(4.71)
By assuming that p(ck) =
1
nc
, a simple and simplified version of the Eq. (4.71)
can be obtained as:
assign s→ cj if
nQ∏
i=1
p (cj |xi) =
nc
max
k=1
nQ∏
i=1
p (ck|xi)
(4.72)
For the case of a two-class problem, and considering the outputs of the classifiers
as likelihood ratios, p(cp|xj)/p(cn|xj), j = 1, ..., nQ, the result obtained from the
product rule can be understood as another likelihood ratio given by:
Λ =
p (cp|x1)
p (cn|x1)
× · · · ×
p
(
cp|xnQ
)
p
(
cn|xnQ
)
Λ = Λ1 × · · · × ΛnQ (4.73)
being Λ the product of all likelihood ratios obtained by the individual classifiers.
The set of the new likelihood ratios can be used to estimate the optimum decision
threshold according to the product rule. This is a severe rule for fusing the outputs
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of the classifiers, as it is sufficient for a single matcher, whose output equals 0, to
inhibit the value obtained by the other matchers.
Due to the fact that this rule does not require a training procedure it is called
a static rule (Jain et al., 2000). Although this kind of rules are simpler than
trainable combiners, the last ones may lead to a better improvement than static
combiners.
Sum rule
The sum rule may be derived from the assumption that the a posteriori proba-
bilities computed by the respective classifiers will not deviate dramatically from
the a priori probabilities (Kittler, 1998). In such situation, it can be assumed
that the a posteriori probabilities can be expressed as:
p (ck|xi) = p (ck) (1 + δki) (4.74)
where δki satisfies δki ≪ 1. Substituting (4.74) for the a posteriori probabilities
in Eq. (4.71), it is possible to obtain:
p−(nQ−1) (ck)
nQ∏
i=1
p (ck|xi) = p (ck)
nQ∏
i=1
(1 + δki) (4.75)
By expanding the product at the right-hand of the former equation and neglecting
any term of second and higher order (under the assumption that δki ≪ 1), the
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right-hand side of (4.75) is equivalent to:
p (ck)
nQ∏
i=1
(1 + δki) = p (ck) + p (ck)
nQ∑
i=1
δki
= p (ck) +
nQ∑
i=1
p (ck) δki
= −(nQ − 1)p (ck) +
nQ∑
i=1
p (ck) + p (ck) δki
= (1− nQ)p (ck) +
nQ∑
i=1
p (ck) (1 + δki)
= (1− nQ)p (ck) +
nQ∑
i=1
p (ck|xi) (4.76)
Substituting Eq. (4.76) into Eq. (4.71), it is possible to obtain a decision rule
given by:
assign s→ cj if
(1− nQ)p (cj) +
nQ∑
i=1
p (cj |xi) =
nc
max
k=1
[
(1− nQ)p (ck) +
nQ∑
i=1
p (ck|xi)
]
(4.77)
Once again, assuming that p(ck) =
1
nc
, it is possible to get a simple and simplified
version of the Eq. (4.77), given by:
assign s→ cj if
nQ∑
i=1
p (cj |xi) =
nc
max
k=1
nQ∑
i=1
p (ck|xi)
(4.78)
This rule is almost equal to the simple mean rule (average) (Kuncheva, 2004; Xu
et al., 1992), except for the normalizing term 1/nQ.
It is worth to note that the expressions in Eq. (4.71) and Eq. (4.77), share the
bounds given by (Kittler et al., 1998):
nQ∏
i=1
p (ck|xi) ≤
nQ
min
i=1
p (ck|xi) ≤
1
nQ
nQ∑
i=1
p (ck|xi) ≤
nQ
max
i=1
p (ck|xi) (4.79)
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Some of the most widely employed combination rules can be derived from this
expression.
Max rule
Approximating the sum by the maximum of the a posteriori probabilities and
substituting in the Eq. (4.77), the following expression can be obtained:
assign s→ cj if
(1− nQ)p (cj) + nQ
nQ
max
i=1
p (cj |xi) =
nc
max
k=1
[
(1− nQ)p (ck) + nQ
nQ
max
i=1
p (ck|xi)
]
(4.80)
which under the assumption of equal a priori probabilities can be simplified as:
assign s→ cj if
nQ
max
i=1
p (cj |xi) =
nc
max
k=1
nQ
max
i=1
p (ck|xi)
(4.81)
For a two-class problem and considering the outputs of the classifiers as likelihood
ratios, which have been previously normalized into the interval [0, 1], the new
likelihood ratio according to the max rule can be expressed as:
Λ =
nQ
argmin
i=1
{
|1− Λi| , Λi ≥ 0.5
Λi, otherwise
(4.82)
In other words, this rule chooses the maximum likelihood ratio (among the ratios
given by the individual classifiers) which provides more certainty to select one of
the two classes.
Min rule
Similar to the max rule, but bounding the product of the a posteriori probabilities
according to Eq. (4.79), the Eq. (4.71) can be rewritten as:
assign s→ cj if
p−(nQ−1) (cj)
nQ
min
i=1
p (cj|xi) =
nc
max
k=1
p−(nQ−1) (ck)
nQ
min
i=1
p (ck|xi)
(4.83)
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which, under the assumption of equal a priori probabilities, can be simplified as:
assign s→ cj if
nQ
min
i=1
p (cj |xi) =
nc
max
k=1
nQ
min
i=1
p (ck|xi)
(4.84)
For the case of a two-class problem, and considering the outputs of the classifiers
as likelihood ratios which have been previously normalized into the interval [0, 1],
the new likelihood ratio according to the min rule can be expressed as:
Λ =
nQ
argmax
i=1
{
|1− Λi| , Λi ≥ 0.5
Λi, otherwise
(4.85)
In other words, this rule chooses the maximum likelihood ratio (among the ratios
given by the individual classifiers) which provides less certainty to select one of
the two classes.
Median rule
This rule uses the median estimator instead of the average of the a posteriori
probability for each class over all the classifier outputs, as given by the sum rule
(see Eq. (4.78)). It assumes that the median is a robust estimate of the mean
(Kittler et al., 1998), and therefore it provides a more appropriate combination
rule of the a posteriori probabilities. The median rule can be expressed as:
assign s→ cj if
nQ
med
i=1
p (cj |xi) =
nc
max
k=1
nQ
med
i=1
p (ck|xi)
(4.86)
As it is well known, the median is described as the numeric value separating the
higher half of a sample (sorted in ascending) from the lower half. If the number
of values from which the median is even, the median is then defined to be the
mean of the two values that are in the middle. Therefore, when the combination
is carried out over two individual classifiers, this rule is equivalent to the sum
rule.
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Majority rule
This rule can be associated to the concept of democracy in classifier combination,
and it is, perhaps, one of the oldest strategies for decision making. The majority
vote rule counts the votes received for each class from the individual classifiers; the
class which receives the biggest number of votes is then selected as the consensus
(majority) decision. Formally, this rule can be expressed as:
assign s→ cj if
nQ∑
i=1
∆ji =
nc
max
k=1
nQ∑
i=1
∆ki
(4.87)
where
∆ki =
{
1 if p (ck|xi) =
nc
max
j=1
p (cj |xi)
0 otherwise
(4.88)
To ensure a proper decision making, the number of classifiers must be greater
than 2 and odd. This rule can be applied to each of the two types of outputs
described above.
In this case, the estimation of a new likelihood ratio lacks of sense (for the case of
a two-class problem), since the final decision about the class the signal s belongs
to is not taken based on a likelihood threshold, but also on the label assigned to
s by each individual classifier.
Most of the above rules can also be derived from the application of a generalized
mean (Kuncheva, 2004) to the outputs of the individual classifiers, given by:(
1
nQ
nQ∑
i=1
pρ (cj|xi)
)1/ρ
=
nc
max
k=1
(
1
nQ
nQ∑
i=1
pρ (ck|xi)
)1/ρ
(4.89)
where the value given to the parameter ρ chooses among the different combination
rules:
rule

ρ = −∞ → min
ρ = −1→ harmonic mean
ρ = 0→ geometric mean
ρ = 1→ arithmetic mean
ρ =∞→ max
(4.90)
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Weighted sum of scores
This combination rule defines a new matching score as a weighted sum of the
scores of the individual classifiers (Jain et al., 2005). In this way, some repre-
sentation xi or the decision taken by the i-th classifier would has greater weight
than the decision taken by the others. The motivation behind this idea is based
on the fact that not all individual classifiers should have the same weight in the
final decision, since they do not perform equally well. The new likelihood ratio
is given by:
Λ =
nQ∑
i=1
wiΛi (4.91)
with the weights wi satisfying:
nQ∑
i=1
wi = 1, wi ≥ 0 (4.92)
The set of the new likelihood ratios is used to estimate the new optimum deci-
sion threshold. The set of weights that minimizes the total error rate at some
threshold TΛ is chosen. If more than one set of weights minimize the total error
rate, then the set of weights that assigns almost equal weights to all the classifiers
is chosen. This problem can easily be solved as a convex optimization problem,
similar to that described in section 4.1.2 for the linear case.
Another approach of this rule estimates the specific weights for each class (Kuncheva,
2004). Therefore, the new likelihood ratio can be expressed as:
Λ =
nQ∑
i=1
wpip (cp|xi)
nQ∑
i=1
wnip (cn|xi)
(4.93)
the weighs wji must satisfy:
nQ∑
i=1
wji = 1, wji ≥ 0 (4.94)
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Given that the weights wi must be adjusted, this kind of combination belongs to
the trainable rules, which may provide a more successful classification rule than
non trainable rules, like those seen above. However, if the combination rule based
on the generalized mean is considered (see Eq. (4.89)), the optimization of the
function with respect to the parameter ρ could improve the global performance
of the system. Then, such rule could be considered in some sense a trainable rule.
Another layer of classification
One of the most robust and straightforward application of a classifiers combining
strategy is to use an additional classifier for combining the outputs of a previous
set of classifiers to take the final decision. i.e. The outputs of the individual
classifiers are used to construct a new feature space in which another classifier
is trained. This approach has the advantage of, being supported by all the the-
oretical framework developed for the individual classifiers, which can be used to
perform the combination, but also it does not requiere a strict normalization of
the score into the interval [0,1], since no assumption about the outputs of the
classifiers (a posteriori probabilities) must be made.
The most common classifier used in this context is the SVM (He et al., 2010;
Wang and Han, 2009) which, as it has been seen before, separates the training
data into two classes with a hyperplane (linear or non-linear) that maximizes the
margin between them. Thus, currently, it constitutes one of the most accurate
classifier.
From the combination rules described above and from figure 4.5 it is possible to
infer that the scheme for pathological voice detection depicted in figure 4.2 could
belong to the architecture a) or c), depending on the combination rule selected.
4.4 Decision making
4.4.1 Pathological/Non-pathological
The scores given by the detector are used to plot the true and false score curves
(pathological and normal scores respectively). The decision about presence or
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absence of pathology is taken by establishing a decision boundary that ensures
the minimum classification error. Figure 4.6 shows the problem of finding an
optimum decision threshold. The threshold that corresponds to the point where
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Figure 4.6: Likelihood decision thresholds. a) Probability density function of the scores for
both normal (false scores) and pathological voices (true scores); b) Cumulative distribution
functions for both classes. The red line corresponds to the Equal Error Rate threshold and the
blue line corresponds to the Minimum Cost Point threshold.
the distributions of both classes are equal is called Equal Error Rate (EER), and
it is usually considered as an optimum point for the decision. However, the EER
point might not be the best threshold due to the scatter of the density functions;
in such case, a new decision threshold is needed. Under these conditions, the
threshold that corresponds to the minimum average error rate is called Minimum
Cost Point (MCP). According to the Bayes decision theory, this point could
be calculated by taking into account that the risk of the two possible errors
(false acceptance or false positive, and false rejection or false negative) is different
(Duda et al., 2000). However, throughout this work, it is considered that the
risk corresponding to both errors is equal. When a threshold TΛ is chosen, the
samples with scores greater or equal to TΛ, are labeled as class 1 (by convention
the pathological class) whereas the samples with scores lower than TΛ are labeled
as class 2 (normal).
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4.4.2 Rating a voice into the GRBAS scale
Rating a voice into the GRBAS scale is a multiclass problem, since each parameter
of the scale can take one out of four different values i.e. classifying each parameter
of the GRBAS scale is a 4-class problem. There are several strategies which can
be followed to perform a multiclass classification. Some classifiers can be extended
straightforward to a multiclass task. However, the simplest way is to decompose
the multiclass problem into several binary classification tasks that can be solved
efficiently using binary classifiers. Several methods have been proposed for such
decomposition, nevertheless the most widely used methods are those called: one
vs all, all vs all and hierarchical (like tree) classification.
One vs all
The simplest approach is to reduce the problem of classifying among nc classes
into nc binary problems, where each problem discriminates a given class from the
other nc−1 classes (Aly, 2005). For this approach, the number of binary classifiers
required is N = nc, where the k-th classifier is trained with positive examples
belonging to class k and negative examples belonging to the other nc− 1 classes.
When testing an unknown example, the classifier that provides the maximum
output is considered the winner, and the label of this class is assigned to that
example. Formally, consider the set of likelihood ratios obtained by each binary
classifier given a voice sample s and its associated feature vector x,
Λi =
p (ci|x)
p (ck|x)
, i = 1, ..., 4
ck =
4⋃
j=1
j 6=i
cj (4.95)
Therefore, when testing an unknown voice sample, the classification rule can be
expressed as:
assign s→ cj if
Λj = max
i
Λi (4.96)
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Rifkin and Klautau (2004) stated that this approach, although simple, provides
a performance that is comparable to other more complicated approaches when
the binary classifier is well tuned.
All vs all
In this approach, each class is compared to each other class (Aly, 2005)1. A binary
classifier is built to discriminate between each pair of classes, while discarding the
rest of the classes. This requires building N = nc(nc − 1)/2 binary classifiers.
When testing a new example, a voting is performed among the classifiers and the
class with the maximum number of votes wins. Once again, consider the set of
the likelihood ratios obtained by each binary classifier given a voice sample s and
its associated feature vector x,
Λij =
p (ci|x)
p (cj |x)
, i = 1, ..., 4, j = i+ 1, ...4 (4.97)
By using the whole set of training samples it is possible to calculate a decision
threshold TΛij for each binary classifier. Thus, when testing a new voice example,
if its score is greater or equal to TΛij , it will be labeled as class i whereas if its
score is lower than TΛij it will be labeled as class j. This procedure is repeated
for each binary classifier and a final decision about the label of the new sample
is taken as the class with the maximum number of votes.
Although these two strategies have been used successfully, some authors have
argued that these two strategies run into the problem of ambiguos regions in the
feature space.
Hierarchical classification
Another way to address the multiclass classification problem is to perform a
hierarchical division of the output space, i.e. the classes are arranged into a tree
(Aly, 2005). The tree is created in such way that the classes at each parent
1In (Bishop, 2006) this approach is called one vs one classifier which seems to be a more
appropriate name.
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node are divided into a number of clusters, one for each child node. The process
continues until the leaf nodes contain only a single class. At each node of the tree,
a simple classifier, usually a binary classifier, makes the discrimination between
the different child class clusters. Following a path from the root node to a leaf
node leads to a classification of a new pattern. There are different approaches
of hierarchical classification, one of the most simplest is to perform a single “one
vs all” classification in each node. In other words, in the first node a binary
classifier is trained with positive examples belonging to class k and negative
examples belonging to the other nc − 1 classes. In this step of the process, if a
voice sample is classified as belonging to the k-th class, the process stops and
the sample is labeled as class k, otherwise a new binary classifier is trained with
positive examples belonging to class j, extracted from the nc−1 classes left behind
in the previous step, and negative examples belonging to the other nc−2 classes.
The process is repeated until the leaf nodes contain only a single class. This
method uses N = nc − 1 binary classifiers to classify a nc-class problem. Figure
4.7 depicts the process of classifying a new voice sample into one of the four
levels that any of the GRBAS parameters can take, by employing a hierarchical
classification scheme.
After obtaining a value for each of the parameters of the GRBAS scale (by using
any of the methods of classification described above), it is possible to calculate
the global GRBAS value as the sum of the values assigned to each parameter
independently.
4.5 Discussion
The techniques of classification summarized in this chapter cover a wide range
of approaches. Most part of the classification stage is based on the use of GMM
and SVM classifiers which, as pointed out before, were chosen on the basis of the
modeling capabilities that they present. In comparison to others used in the state
of the art, these structures have been used before for the detection of pathological
voices, and have proven to be very reliable for this task (Chen et al., 2007; Fraile
et al., 2009; Godino-Llorente et al., 2006a).
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Figure 4.7: Schematic diagram of a hierarchical multiclass classification scheme.
On the other hand, the dissimilarity based classification is an useful technique
which allows to compare objects (or models of the objects) and take a decision
about the class to which they belong to. This technique has been found advanta-
geous for solving class identification problems, when an appropriate representa-
tion of objects can be constructed (Pe֒kalska and Duin, 2002). The (dis)similarity
based approach can be considered as a connection between perception and higher-
level knowledge, which is closer to the process of human recognition and catego-
rization than the feature based approaches. Besides, the initial hypothesis is that
a patient with a severe pathology produces a voice signal with a larger distortion
(according to some measure) than a moderate pathology and, of course, than a
normal voice. Therefore, the dissimilarity-based classification approach allows,
in some way, implement this idea.
Finally, the techniques used for combining classifiers and for the multiclass clas-
sification problem of rating a voice according to the GRBAS scale, correspond to
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the basic approaches used in the pattern recognition literature. Given that both,
the combination of classifiers and the multiclass classification problem, have not
been addressed in the literature for the specific purposes of this Thesis, initially
the most basic techniques must be used to establish a baseline, as well as the
improvements achieved through the use of the proposed methodology.
Finally, note that this is a really complex supervised problem that uses labels
assigned to the observations with an inherent degree of variability introduced by
the expert, so the final results could depend on the complexity of the classification
techniques used.
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Experimental results of the
complexity analysis of speech
signals
This chapter presents the experimental results of the use of complexity measures
and stochastic nonlinear modeling in the characterization of voice signals and its
impact on a system for automatic detection of pathological voices. All the diffe-
rent classification schemes described in the former chapter and their extensions
for the automatic assessment of voice signals according to the GRBAS scale will
be tested in order to find the most suitable scheme.
The discrimination capabilities provided by the complexity measures is evalu-
ated not only in a isolated way, but also in combination with convencional and
widely used features: noise parameters and Mel-frequency Cepstral coefficients.
A proper explanation of the conventional parameters used here can be found in
the appendix A. Such fusion of information allows a more accurate way to esta-
blish the real value of the information contained in the complexity measures.
The chapter begins with a description of the database used in the experiments
and the validation methodology, which is an important part of the work to allow
comparisons with previous and futures works.
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5.1 Corpus of speakers
The database used was developed by The Massachusetts Eye and Ear Infirmary
Voice Laboratory (MEEI, 1994). It contains the sustained phonation of the vowel
/ah/ (53 normal and 657 pathological files) and continuous speech recordings (53
normal and 661 pathological) from patients with a variety of voice pathologies:
organic, neurological, and traumatic disorders. The continuous speech samples
were recorded reading a fragment of the “Rainbow Passage”: “When the sunlight
strikes raindrops in the air, they act like a prism and form a rainbow. The rain-
bow is a division of white light into many beautiful colours. These take the shape
of a long round arch, with its path high above, and its two ends apparently beyond
the horizon”.
Only the registers of sustained vowels were employed in this work, although the
recordings of running speech were used by a speech therapist as additional infor-
mation to label the registers according to the GRBAS scale. Due to the different
sampling rates of the recordings stored in this database, a downsampling with a
previous half band filtering was carried out when needed to adjust every utterance
to a 25 kHz sampling rate and 16 bits of resolution. The registers were previously
edited to remove the beginning and ending of each utterance, removing the onset
and offset effects in these parts of each utterance. In this work, a subset of 173
registers of pathological and 53 normal speakers has been taken according to the
criteria enumerated by Parsa and Jamieson (2000b). The speakers were chosen
to have a diagnosis and similar age distributions between both groups; table 5.1
shows the sex and ages distribution of the Parsa’s subset. The asymmetry in the
amount of normal and pathological records has not been considered a problem
due to the fact that pathological recordings are approximately 1 s long, whereas
normal recordings last around 3 s. Thus, keeping in mind that the speech signal
is analyzed in a frame basis, the number of feature vectors representing each class
is almost the same and will not bias the training to a particular class. On the
other hand, the larger number of recordings belonging to the pathological class,
allows a better modeling of a class that has an inherent wider variability. This
fact does not imply a slant of the system towards the pathological class, because,
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typically, the dispersion in the feature space of the pathological voices is greater
than in the normal class.
All available 226 voices were presented to an experienced voice therapist1 in a
randomized order and without providing any information about the diagnosis.
For each speaker, both recordings (sustained vowel and running text) were made
available to him and he was asked to provide a perceptual rating for each speaker
according to the GRBAS scale. Figure 5.1 and 5.2 show the distribution of the
samples of the MEEI database according to the GRBAS scale.
Table 5.1: Sex and ages distribution of the Parsa’s subset of the MEEI database
Number Mean age Ages range Standard deviation
Class Men Women Men Women Men Women Men Women
Normal 21 32 38.81 34.16 26-59 22-52 8.49 7.87
Pathological 70 103 41.71 37.58 26-58 21-51 9.38 8.19
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Figure 5.1: Distribution of the GRBAS assessment on the MEEI database.
1Ferna´ndez-Ba´ıllo, Roberto. Laboratory of Speech Communication. Facultad de In-
forma´tica, Universidad Polite´cnica de Madrid - Campus de Montegancedo s/n. 28660 Boadilla
del Monte. Madrid, Spain.
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Figure 5.2: Distribution of the global GRBAS score on the MEEI database.
5.2 Methodology of evaluation
The automatic detection of pathological voices and the automatic grade of voices
according to the GRBAS scale are, from a pattern recognition point of view,
two different classification problems. The first one corresponds to a binary
classification in which a speech signal can be associated to one of two classes
(pathological/non-pathological), whilst the second one is a multiclass classifica-
tion problem where a speech signal can take one of four values (classes) per each
parameter of the GRBAS scale. Therefore, the validation methodology used in
each case cannot be the same.
5.2.1 Binary pathological/non-pathological classification
In order to allow comparisons, the methodology proposed in (Sa´enz-Lecho´n et al.,
2006a) has been used for the evaluation of the system for the detection of patho-
logical voices. According to this methodology, the generalization abilities of the
system have to be tested following a cross-validation scheme with different sets
for training and validation (k -folds). In this work, almost all the experiment
discriminating pathological from normal voices have been carried out by using
10-folds with disjoint subsets for training and validation. The only exception are
the experiments performed for a dissimilarity based classification scheme, which
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requires to split the sample set into three disjoint subsets. A first subset is used
to choose the set of prototypes. The remaining samples along with the samples
which have not been used as prototypes are then split again into training and
validation subsets. This procedure have been repeated 10 times, with different
subsets in order to keep a similar validation methodology.
On the other hand, the experiments for the automatic detection of voice quality
according to a GRBAS scale have been performed by employing a leave-one-out
cross-validation scheme, since there are some classes with a very low number of
samples (for instance, level 3 of the parameters “B” and “A”, which contain only
8 and 5 voices respectively). In this validation, the learning algorithm was trained
multiple times using all but one of the training set samples, and the sample ex-
tracted was used for validation. This procedure is the most appropriate when
the number of samples is low, although it is computationally expensive, since the
computation must be repeated as many times as training sets are available.
The results will be presented by means of confusion matrices, giving the following
rates: true positive rate (TPR), (also called sensitivity): this is the ratio between
pathological files correctly classified (tp) and the total number of pathological
voices (Np); false negative rate (FNR): this is the ratio between pathological files
wrongly classified (fn) and the total number of pathological files; true negative
rate (TNR) (also called specificity): this is the ratio between normal files correctly
classified (tn) and the total number of normal files (Nn); false positive rate (FPR):
this is the ratio between normal files wrongly classified (fp) and the total number
of normal files. The final accuracy of the system is the ratio between all the hits
obtained by the system and the total number of files. In summary,
TPR =
tp
tp + fn
=
tp
Np
; FNR =
fn
Np
TNR =
tn
tn + fp
=
tn
Nn
; FPR =
fp
Nn
Acc =
tp+ tn
Np +Nn
(5.1)
Table 5.2 shows a typical confusion matrix in which the sum of the elements of
each row must be equal to 100%.
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Table 5.2: Confusion matrix.
True Class
Predicted class Pathological Normal
Pathological TPR FNR
Normal FPR TNR
5.2.2 Multiclass GRBAS classification
As it was pointed out before, the automatic assessment of voice according to the
GRBAS scale is a multi-class problem. Therefore the confusion matrix differs
from that showed in table 5.2. In this case, the confusion matrix shows the num-
ber of samples correctly classified (or in percentage) and the number of samples
wrongly classified as belonging to each of the incorrect classes. Also, the final
efficiency of the system is the ratio between all the hits obtained by the system
and the total number of files. In this case, a measure called Fζ function will
be also used as another index of the system performance. The Fζ function is a
measure of the effectiveness of a multiclass classifier. It is based on two ratios
(Sebastiani, 2002):
Precision =
Number of voices correctly assigned to a specific level
Total number of voices assigned to the specific level
Recall =
Number of voices correctly assigned to a specific level
Number of voices in the testing set belonging to the specific level
The Fζ function is a combination of Precision (PF ) and Recall
1 (RF ) satisfying
certain theoretic properties (van Rijsbergen, 1979):
Fζ =
(ζ2 + 1)PFRF
ζ2PF +RF
(5.2)
A high value of Fζ means good effectiveness in the classification. The parameter
ζ ranges between 0 and infinity and controls the relative weight given to RF and
PF . A ζ value of 1 corresponds to equal weighting to PF and RF and is typically
the most employed value. Therefore, such value of ζ will be also used in this work.
1The definition of Recall is equivalent to the definition of Sensitivity given before.
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Finally, another measure of accuracy is extracted from the global GRBAS value
assigned to each voice record. The set of values that the global GRBAS score can
take ({0,...,12}) is split into four different subsets, containing each one four val-
ues ({0,...,2}, {3,...,5}, {6,...,8}, {9,...,12}). Thus, the overall accuracy measure
is calculated as the ratio between the number of samples correctly classified into
the four subsets and the total number of files.
As a figure of merit two curves may be plotted using the scores given by each
classifier to show the performance of the proposed architecture: the Detector
Error Tradeoff (DET), and the Receiver Operating Characteristic (ROC). The
ROC is a popular tool in medical decision-making (Hanley and McNeil, 1982). It
reveals the diagnostic accuracy expressed in terms of sensitivity and 1-specificity.
In addition, the area under the ROC curve (AUC) has been considered. The
AUC is a single scalar representing an estimation of the expected performance of
the system (Michaelis et al., 1998). On the other hand, the DET plot (Martin
et al., 1997) has been widely used for the assessment of detection performance
in speaker identification tasks. The DET curve plots error rates on both axes,
giving uniform treatment to both types of error.
5.3 Results
The first set of experiments carried out were designed in order to set some im-
portant parameters for the characterization stage and also parameters related to
the estimation of particular complexity measures.
First of all, and in order to take into account possible changes in the nonlinear dy-
namics of the speech, the signal was parameterized following a short-time scheme.
This scheme allows characterizing more dynamic information from the speech sig-
nals than a long-time scheme. Changes in the dynamics of biological systems are
usually connected with changes in the observed status, which for biomedical sig-
nals means changes in patient’s health (Silipo et al., 1998), and such changes
are better detected by a short-time scheme. Moreover, in the case of nonlinear
analysis of biomedical signals, there have been found that changes in nonlinear
dynamic measures may indicate states of pathophysiological dysfunction (Jiang
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et al., 2006).
In this framework, the window length is an important variable to set, because it
is linked with the number of points used to reconstruct the state space. In order
to provide a reliable estimation of nonlinear measures a large enough number
of points must be used. In the context of nonlinear analysis of time series the
number of points used to reconstruct the attractor has been established around
10CD (Carvajal et al., 2005; Ding et al., 1993). Several works have found an
average correlation dimension for speech signals around 3.1 or lower (Giovanni
et al., 1999b; Jiang et al., 2006), therefore 1500 points (corresponding to 60 ms
for a sampling rate of 25 kHz) are enough for a proper reconstruction of voice
attractors. Moreover, some experiments were conducted varying the window size
between 25 ms (which contains at least 2 pitch periods for deep voice) and 60
ms, and the final window length was selected as the size that reported the best
detection accuracy between normal and pathological voices using a SVM detec-
tor. The features used to determine the optimum window sizes were mainly LLE
and CD, due to the fact that these measures are more sensible to changes in the
length of the time series than entropy based measures (Pincus, 1991).
On the other hand, it was necessary to set up a value for the tolerance parameter r
(see Eq. (3.52)). This parameter is required to estimate the approximate entropy
and its derived measures. A typical value used in several works is r = rc× std(s),
where std is the standard deviation of the signal, and rc is a coefficient between
0.1 and 0.15 (Richman and Moorman, 2000). However, the above empirical value
was established for electrocardiographic signals (to characterize heart rate vari-
ability) and hence it is important to find an optimum value to characterize the
speech signals. Therefore, at the same time the optimum window size was calcu-
lated, new experiments were performed to set the tolerance parameter r, varying
rc in the interval [0.1, 0.6]. Table 5.3 shows the accuracy obtained by the different
window sizes and their corresponding optimum rc.
According to the results shown in table 5.3, the frame size finally used was 55
ms long with an overlapping of 50%. The frames were extracted using rectangu-
lar windows instead of more complex ones (like Hanning or Hamming functions),
since complexity measures do not lack of the spectral leakage problems presented
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Table 5.3: Accuracy obtained for different values of both windows size and tolerance parameter
Frame size Optimum rc Sensitivity Specificity Accuracy
25 ms 0.50 82.89% 82.42% 82.78%
30 ms 0.30 84.49% 82.42% 84.05%
35 ms 0.35 80.39% 75.15% 79.20%
40 ms 0.30 81.84% 70.91% 75.63%
45 ms 0.40 90.20% 72.73% 86,23
50 ms 0.45 90.37% 69.09% 85.54%
55 ms 0.35 90.20% 76.73% 86.50%
60 ms 0.30 87.88% 72.73% 84.44%
in FFT-based parameters. This kind of window has been used in other works
employing complexity measures for the same task (Vaziri et al., 2010). The opti-
mum value for the rc parameter has been chosen equal to 0.35 according also to
the results showed in table 5.3.
Other parameters to be adjusted are the number of states and the size of the
codebooks of the DHMMs used to estimate the Markov entropy measurements.
In this sense, a cross-validation strategy has been carried out for setting such
parameters. The number of states was chosen to be in the interval [5, 10] and the
size of the codebook as 2i, for i = 4, ..., 7. Such values have been widely employed
in speech recognition tasks and provide a good trade-off between modeling capa-
bilities and computational cost. The number of states can be interpreted as the
number of regions in which the reconstructed attractor will be divided. According
to (Cechin et al., 2008) this number can be selected around 10; however, numbers
up to 10 were also considered, since the experiments showed that low numbers
perform better for attractors reconstructed from voice signals. On the other hand,
the size of the codebook should not excess the 10 percent of the number of ob-
servations used for training (Rabiner, 1989), which in this case is around 1500
according to the optimum frame size. Once again, the values of the parameters
were chosen as the values for which the best recognition rate was reached. Tables
5.4, 5.5 and 5.6 show the different recognition rates yielded by the Markov chain
entropy and the two empirical entropy measures for the different values of their
parameters. From the tables it is possible to observe that the Markov entropy
measurements achieved a very high recognition rate but their performance is very
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sensitive to the parameters of the DHMM. The Markov chain entropy is less sen-
sitive to the number of states than the other two Markov entropies, but it did not
perform as good as the other ones. This result was expected since the Markov
chain entropy has one parameter less to set. Also, this result clarifies that the
size of the codebook has great influence on the discrimination capabilities of the
empirical entropies and it must be adjusted carefully. According to the results
in tables 5.4, 5.5 and 5.6, the optimum number of states have been selected as
6, and the size of the codebook as 32. These values were used henceforth in all
experiments with Markov entropy measurements.
Table 5.4: Accuracy obtained using the Markov chain entropy for different number of states.
Feature Number of states Sizes of codebook Sensitivity Specificity Accuracy
5 – 84.67% 90.91% 86.36%
6 – 87.17% 96.97% 89.39%
HMC 7 – 75.58% 83.64% 77.41%
8 – 79.14% 65.45% 76.03%
9 – 92.69% 75.15% 88.71%
10 – 80.39% 84.24% 81.27%
5.3.1 Pathological/Normal detection
5.3.1.1 Uniform embedding
Table 5.7 shows a statistical summary of the nonlinear features described in chap-
ter 3. Initially, and in order to compare with previous results in the state of the
art, they were estimated using frames of 200 ms. Two different estimations of
LLE are shown; the first one is described in (Giovanni et al., 1999b), and it is
based on the Wolff algorithm (Wolff et al., 1985), but adjusted to speech signals;
the second one was proposed in (Kantz and Schreiber, 2004), theoretically with
better results. The LLE estimated using the Wolff algorithm is noted as LLE1,
while LLE2 corresponds to the second approach.
Table 5.7 shows that the maximum embedding dimension for this database has
been estimated as 7. This is a high value in comparison with the values found in
previous works (usually 2 or 3) (Giovanni et al., 1999b; Manickam et al., 2005).
However, in (Giovanni et al., 1999b), the embedding dimension was 3 for all
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Table 5.5: Accuracy obtained using hidden Markov empirical Shannon entropy for different
number of states and sizes of the codebook.
Feature Number of states Sizes of codebook Sensitivity Specificity Accuracy
16 73.26% 77.58% 74.24%
5 32 92.51% 59.39% 84.99%
64 61.50% 77.58% 65.15%
128 75.04% 92.12% 78.93%
16 83.07% 76.36% 81.54%
6 32 95.19% 86.06% 93.11%
64 72.21% 95.45% 77.49%
128 62.23% 90.00% 68.54%
16 81.82% 73.33% 79.89%
HES 7 32 79.34% 73.64% 78.04%
64 51.53% 88.79% 50.44%
128 51.73% 92.43% 54.63%
16 72.75% 83.33% 75.15%
8 32 74.53% 86.97% 77.36%
64 64.56% 83.64% 65.44%
128 66.84% 66.67% 66.80%
16 69.34% 81.82% 72.18%
9 32 65.24% 78.18% 68.18%
64 63.46% 76.97% 66.53%
128 58.15% 81.67% 60.17%
16 74.33% 80.00% 75.62%
10 32 67.93% 76.36% 69.12%
64 59.18% 83.03% 64.60%
128 58.86% 80.85% 59.31%
voices, because the mean value of the CD was estimated around 3. In (Man-
ickam et al., 2005), the embedding dimension was simply assumed as 2, but for
electroglottographic signals. Nevertheless, other works that used algorithms to
estimate the embedding dimension, have used high values (equal to 11), even for
normal recordings (Nicollas et al., 2008).
On the other hand, table 5.7 shows large differences between the values obtained
with both algorithms used to calculate the LLE. The first one delivered positive
and negative values around zero, while the second provided just positive values.
Since many normal and some pathological voices present attractors with close
trajectories, one might expect LLE to be zero in these voices, but in the second
case the algorithm does not estimate values equal to zero. Figure 5.3 shows the
distributions for CD and both estimates of LLE. The line inside the box marks
167
Chapter 5. Experimental results of the complexity analysis of speech signals
Table 5.6: Accuracy obtained using hidden Markov empirical Renyi entropy for different
number of states and sizes of the codebook.
Feature Number of states Sizes of codebook Sensitivity Specificity Accuracy
16 67.20% 88.48% 72.04%
5 32 77.26% 79.70% 78.26%
64 67.93% 83.64% 68.77%
128 75.76% 83.03% 77.96%
16 85.94% 91.82% 87.27%
6 32 95.54% 92.12% 94.76%
64 85.04% 86.67% 86.01%
128 70.09% 80.61% 74.02%
16 72.19% 84.24% 74.93%
HER 7 32 70.43% 73.91% 72.81%
64 65.45% 74.24% 69.72%
128 55.29% 84.85% 66.56%
16 60.62% 83.64% 68.13%
8 32 74.53% 78.12% 76.25%
64 60.55% 71.52% 64.55%
128 73.80% 56.36% 69.83%
16 67.20% 78.18% 69.70%
9 32 62.92% 78.79% 66.53%
64 52.58% 85.45% 60.05%
128 56.01% 82.42% 66.56%
16 69.16% 90.30% 73.97%
10 32 70.23% 71.52% 70.52%
64 62.76% 83.64% 69.78%
128 62.41% 68.24% 65.10%
the median; whiskers mark 1.5 times the interquartile range from the ends of the
box, and ”+” symbols mark the outlying points. Given that the notches in the
box plot do not overlap, we can conclude, with 95% confidence that the true me-
dians do differ, so medians are statistically different for normal and pathological
voices. These results are in concordance with those found in the literature using
different databases (Jiang et al., 2006). The values of CD present clearer diffe-
rences between normal and pathological voices. Figure 5.4 shows the distribution
of AE and its derived measures for normal and pathological voices. In all cases
the normal voices present (in average) lower values of entropy than pathological
voces. This result is consequence of more stable trajectories in the state space
from normal voices than from pathological voices. Figure 5.5 shows the distri-
bution of RPDE and FDA for normal and pathological voices. Both features
show statistically significant differences between normal and pathological voices.
168
5.3. Results
Table 5.7: Statistics of the nonlinear features estimated on the MEEI database (a frame of
200ms)
Feature Class max min mean std
de Normal 5 3 4.38 0.53
Pathological 7 4 5.20 0.57
τ Normal 10 3 6.75 1.70
Pathological 26 1 9.47 3.71
LLE1 Normal 1.04e-2 -1.09e-2 -0.10e-2 0.52e-2
Pathological 0.87e-2 -3.00e-2 -0.63e-2 0.71e-2
LLE2 Normal 0.34 0.06 0.21 0.05
Pathological 0.40 0.10 0.25 0.06
CD Normal 3.84 1.65 2.38 0.44
Pathological 7.71 1.72 3.87 1.04
AE Normal 0.80 0.37 0.58 0.11
Pathological 0.99 0.00 0.49 0.30
SE Normal 1.12 0.36 0.65 0.16
Pathological 22.82 0.00 1.88 3.41
GAE Normal 0.70 0.26 0.45 0.09
Pathological 0.99 0.27 0.55 0.16
GSE Normal 0.80 0.29 0.49 0.11
Pathological 1.45 0.30 0.61 0.24
RPDE Normal 0.55 0.07 0.25 0.08
Pathological 0.75 0.10 0.40 0.14
DFA Normal 0.72 0.26 0.43 0.10
Pathological 1.17 0.23 0.68 0.15
HMC Normal 1.33 0.13 0.66 0.27
Pathological 1.24 0.19 0.53 0.19
HES Normal 18.29 15.94 16.91 0.55
Pathological 19.28 15.43 16.72 0.54
HER Normal 25.24 21.99 23.51 0.76
Pathological 26.60 21.40 23.19 0.74
However, it must be taken into account that these features were designed to work
jointly (Little et al., 2007), since RPDE characterizes the stochastic component,
whilst DFA characterizes the deterministic part of a voice signal. Therefore,
the joint performance provided by this two features must be estimated by using
both features to feed a classification machine. Figure 5.6 shows the distribution
of the Markov entropy measurement for normal and pathological voices. Once
again, all features showed statistically significant differences between normal and
pathological voices. Although, figures 5.3, 5.4, 5.5 and 5.6 allow to determine
if the features plotted present statistically significant differences between nor-
mal and pathological voices, the main interest is to establish the discrimination
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Figure 5.3: Distributions of CD and two different estimations of LLE for normal and patho-
logical voices. a) LLE was estimated using the algorithm in (Giovanni et al., 1999b). b) LLE
was estimated using the algorithm in (Kantz and Schreiber, 2004). c) CD calculated using the
Takens estimator.
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Figure 5.4: Distributions of AE , SE , GAE and GSE for normal and pathological voices.
capabilities of these features for the automatic detection of pathological voices.
Therefore, the final conclusion about the quality of the information provided by
the complexity measures must be taken running different experiments of classifi-
cation.
Table 5.8 shows the sensitivity, specificity, accuracy and AUC obtained indepen-
dently for each of the nonlinear measures estimated in a short time scheme and
using GMM-based detectors. The experiments were carried out using different
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Figure 5.5: Distributions of RPDE and FDA for normal and pathological voices.
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Figure 5.6: Distributions of hidden Markov entropy measurements for normal and pathological
voices.
number of Gaussians for the GMM (from 2 to 6), and the results showed are the
best obtained for each feature (see table 5.8). These experiments used GMMs
with diagonal covariance matrices, because such configuration has provided good
results for the same task and also in other applications of speech processing. It
is also important to note that the Gaussian components act together to model
the overall feature density, so full covariance matrices are not necessary even if
the features are not statistically independent (Reynolds et al., 2000). The linear
combination of diagonal covariance Gaussians is capable of modeling the correla-
tions between the elements of the feature vectors. The effect of using a set of M
full covariance matrix Gaussians can be equally obtained by using a larger set of
diagonal covariance Gaussians (Bishop, 2006).
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Although figure 5.3 showed that the medians are statistically different, table 5.8
shows that LLE does not provide good discrimination capabilities. Moreover, the
best classification accuracy is obtained with HES. Figure 5.7 shows the ROC
Table 5.8: Best accuracy using each of the complexity measures independently and a GMM-
based detector with M Gaussians for each mixture.
Measure M Sensitivity Specificity Accuracy AUC
LLE1 3 76.30% 77.36% 76.55%± 5.52* 0.89
LLE2 3 65.90% 73.58% 67.70%± 6.10 0.80
CD 2 89.02% 84.91% 88.05%± 4.23 0.94
AE 3 76.30% 86.79% 78.76%± 5.33 0.86
SE 2 84.39% 94.34% 86.73%± 4.42 0.94
GAE 2 72.83% 79.25% 74.34%± 5.69 0.82
GSE 4 78.61% 75.47% 77.87%± 5.41 0.83
RPDE 2 74.57% 79.25% 75.66%± 5.59 0.86
DFA 4 85.55% 86.79% 85.84%± 4.55 0.93
HMC 4 87.28% 94.34% 88.94%± 4.09 0.94
HES 2 95.38% 88.68% 93.81%± 3.14 0.98
HER 2 90.75% 92.45% 91.15%± 3.70 0.97
*The confidence interval is estimated based on a t-student test (Montgomery and Runger,
2003).
curves obtained with the different complexity measures in table 5.8, by using
a different number of Gaussian components in the GMM-based detector. It is
possible to observe that for almost every complexity measure, the behavior of the
system does not change when a different number of Gaussian components were
used in the mixture. Then, it is possible to infer that the statistic distribution
of the log-likelihood ratios extracted from the features approaches to a Gaussian
distribution. This result is confirmed by the DET plots in figure 5.8, which present
a linear behavior (almost all the curves can be approximated to a straight line).
From figures 5.7 and 5.8 is also possible to observe that the best performance is
achieved by HES; however, DET plots fromHER show the most irregular behavior
among all features.
Similarly than the features by themselves, and in order to observe the discrimina-
tion capabilities of the likelihood ratios provided by the features, figure 5.9 shows
the distribution of the validation scores obtained for each feature presented in
table 5.8. Now the differences between normal and pathological voices provided
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Figure 5.7: ROC curves of the complexity measures in the table 5.8, obtained for different
number of Gaussian components (M) using the GMM-based detector.
by the features (see figures 5.3, 5.4, 5.5 and 5.6), and the features after a clas-
sification procedure (in this particular case using GMM-based detectors) can be
compared. This last scenario is more relevant for the automatic detection of
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Figure 5.8: DET curves of the complexity measures in the table 5.8, obtained for different
number of Gaussian components (M) using the GMM-based detector.
pathological voices.
Table 5.9 shows the classification accuracy obtained using different sets of fea-
tures. The first set corresponds to the most classical nonlinear features (LLE and
CD), only the algorithm for LLE1 was used, because it presents a better behavior
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Figure 5.9: Distributions of the log-likelihood ratios obtained from the GMM-based detectors
trained by using the complexity measures in the table 5.8.
than LLE2. The second set is conformed by the entropy measures based on AE ;
the third set corresponds to the recurrence and fractal scaling analysis features
together; the fourth, to the hidden Markov entropy measures; and, for the sake of
comparison, the fifth set corresponds to the classic noise parameters and MFCC
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coefficients described in the appendix A. It is possible to observe that the first
three sets provided a very similar accuracy. Also the number of Gaussians needed
for a good modeling of the feature sets increases. This fact could be explained
since as the dimension of the feature space increases, its complexity increases,
and new clusters of points can easily appear, requiring a greater number of Gaus-
sians to be correctly modeled. Figure 5.10 shows the ROC and DET curves for
Table 5.9: Accuracy using different feature sets and a GMM detector.
Feature set M Sensitivity Specificity Accuracy AUC
LLE1 and CD 5 88.44% 98.11% 90.71%± 3.79 0.97
AE , SE , GAE and GSE 6 89.02% 88.68% 88.93%± 4.09 0.94
RPDE and DFA 3 89.60% 86.79% 88.94%± 4.09 0.96
HMC , HES and HER 3 96.53% 94.34% 96.02%± 2.55 0.99
HNR,NNE,GNE,12MFCC 2 94.80% 94.34% 94.69%± 2.92 0.99
the configurations reported in table 5.9. The best performances are those ob-
tained using: 1) hidden Markov entropy measures; and, 2) noise parameters joint
to MFCC coefficients. Although, according to the table 5.9 Markov entropies
yielded a better accuracy, the DET plot shows that Markov entropies and noise
parameters joint to MFCC coefficients share a region in which is located the best
operating point for an EER criterion. However, this two parameterizations re-
quire different window lengths (55 ms for complexity measures and 40 ms for
noise parameters joint to MFCC coefficients) and different windowing functions
(Rectangular and Hamming respectively), which complicate the use of the whole
set of features in a single feature space, encouraging the use of a classifier com-
bination strategy. The results obtained from such approach will be presented in
section 5.3.1.4.
5.3.1.2 Nonuniform embedding
Table 5.10 shows the performance obtained by using complexity measures after
a reconstruction of the state space by means of the Judd’s embedding method.
The DFA measure was not included since this measure does not depend on the
embedded attractor. Also LLE2 was not considered anymore in view of the bad
results showed in the previous section.
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Figure 5.10: ROC and DET curves of the features sets reported in table 5.9.
Table 5.10: Best accuracy using complexity measures extracted after a nonuniform embedding
by means of the Judd’s method.
Measure M Sensitivity Specificity Accuracy AUC
LLE1 4 87.28% 81.13% 85.84%± 4.55 0.93
CD 2 78.03% 79.25% 78.32%± 5.37 0.83
AE 2 80.92% 90.57% 83.19%± 4.88 0.94
SE 4 75.72% 83.02% 77.43%± 5.45 0.91
GAE 2 71.71% 80.45% 74.32%± 5.98 0.82
GSE 3 76.30% 81.13% 77.43%± 5.45 0.89
RPDE 5 78.61% 88.68% 80.97%± 5.12 0.86
HMC 2 78.25% 100.00% 83.76%± 5.33 0.91
HES 2 84.76% 86.79% 85.50%± 6.34 0.93
HER 2 81.85% 89.25% 85.93%± 6.18 0.93
The results in table 5.10 shows a decrease of the performance in most complexity
measures. The only feature which increased its performance was LLE. In the case
of of AE, although there is an improvement of the performance, the confidence
intervals obtained with uniform and nonuniform embedding are tight enough to
say that the differences are not statistically significant. The results obtained
for CD and the Markov entropies are poor in comparison with the results ob-
tained with an uniform embedding; this is surprisingly bad considering that CD
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is perhaps the most stable nonlinear measure. Moreover, the results achieved by
Markov entropy measurements required to adjust, once again, the values of the
parameters that define the stochastic models. In this case, the optimum values
were established as: number of states 7; and sizes of the codebook 64. this fact
shows an increase in the complexity of the modeling procedure. These results
also demonstrate, once again, the high sensitivity of the Markov entropies to the
attractor reconstruction, as well as the need for a better procedure to set the
parameters that characterize the DHMM. Such sensitivity is due to the fact that
these measures are the only ones (at least in the set of measures considered in
this work) designed to take into account the divergent paths of the trajectories in
the attractor and, for that reason, are more affected by the reconstruction of the
attractor. The other entropy measures obtained similar performances to those
obtained for the uniform embedding; however, their confidence intervals became
larger showing also, in comparison with the uniform embedding, a decrease in the
quality of the results.
Table 5.11 shows the performance obtained by using complexity measures after a
reconstruction of the state space by means of the Ragulskis’ embedding method.
The same parameters than in table 5.10 were considered. In this case, the per-
formance obtained by the complexity measures is even worse than that obtained
using the Judd’s method. Even though the performance obtained with CD is
lightly better than that obtained with the former method.
Table 5.11: Best accuracy using complexity measures extracted after a nonuniform embedding
by means of the Ragulskis’ method.
Measure M Sensitivity Specificity Accuracy AUC
LLE1 4 75.82% 69.13% 71.23%± 5.90 0.78
CD 2 88.03% 80.25% 82.74%± 4.92 0.87
AE 2 88.92% 51.57% 60.17%± 4.88 0.70
SE 4 79.34% 54.57% 60.17%± 6.38 0.85
GAE 2 70.68% 77.45% 72.32%± 5.98 0.81
GSE 3 71.45% 78.34% 76.99%± 5.48 0.83
RPDE 5 75.61% 82.68% 78.97%± 5.12 0.86
HMC 2 72.25% 100.00% 78.76%± 5.33 0.85
HES 2 63.76% 86.79% 71.50%± 6.34 0.79
HER 2 71.85% 79.25% 75.93%± 6.18 0.81
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The problem of the nonuniform embedding methods considered here could be
explained by the fact that the criteria used by such techniques do not take into
account the temporal correlation of the time series, given that such criteria were
designed for forecasting purposes instead of characterizing invariant measures.
Therefore, although the embedded attractors obtained by these methods satisfy
the geometric or modeling criteria established, they suffer from the problem of
data scattering, preventing a good characterization of the trajectories in the at-
tractor. The results allow to infer that, although the main idea behind the nonuni-
form embedding is very consistent, the methods for nonuniform embedding that
currently can be found in the state of the art do not allow a better characteri-
zation of the state space from invariant measures, but only to construct a better
model for forecasting purposes. Moreover, the estimation of invariant measures
might provide more robust results with a simpler embedding (technically, the
estimation of invariant measures as CD, does not require a faithful embedding
since they are purely local properties (Small, 2005a)).
An additional drawback of the nonuniform embedding methods is the computa-
tional cost. The procedure for reconstructing the embedding space by means of
Judd’s method is extremely expensive from the computational point of view, since
this method is based on a complex modeling procedure that use different kind
of basis functions, which requires adjusting multiple parameters. For instance,
getting an embedding attractor from a speech signal by using the Judd’s method
may cost around 300 times more than by employing the conventional uniform
embedding1. The computational cost could be diminished reducing the number
of function families used to construct the model but, unfortunately, there is not
a method for pruning optimally the set of basis functions. In the case of the
Ragulkis’ method, although it is not as expensive as the Judd’s method, it was
much more expensive than the standard embedding (around 150 times). For this
method, the computational cost is also associated with a optimization procedure
but, in this case, the cost is related to the tradeoff between the accuracy required
1Such comparison was made in a computer with the following specifications: operating
system: Ubuntu 8.04; processor: Intel Core 2 Quad Q6700 of 2.67 GHz; RAM memory: 2 GB;
and, software: MATLAB R©R2009a
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from the genetic algorithm used to optimize the function (3.27) and the time
consumed to get a solution.
5.3.1.3 Dissimilarity-based classification
To assess the performance of the dissimilarity-based classification approach, some
tests were performed changing the number of the states of the stochastic model
in the grid {10, 15, 20}, and the size of the codebook in the grid {32, 64, 128, 256}.
It is important to note that, in this case, unlike the estimation of the Markov
entropy measurements, the stochastic model is trained with data from the whole
speech utterance (no previous windowing is carried out), therefore a bigger num-
ber of states and points can be used for the estimation of the codebook.
On the other hand, due to the fact that the embedding dimension de changes for
each voice signal, also the size of the space to be modeled changes. However, in
order to use any distance measure between the probability density functions (even
PPK distance), the multidimensional pdf must have the same dimension. Due to
this fact, and for these experiments, several criteria were established for choosing
an ED for all signals, that, henceforth, will be called overall embedding dimension
Ode. In a first try, Ode was estimated as the average of the ED’s for all voices,
although, in this case, the information used for reconstructing the atractor of
some registers is not enough. In the second scheme, the Ode was established as the
maximum ED present in the database, assuming that in all embedding spaces the
minimum dimension needed was used. In the third scheme, an arbitrary Ode was
established to be 10% bigger than the maximum ED, allowing a tolerance interval
for new registers. In order to design the dissimilarity based classifier, an initial
representation set R of 158 signals (121 pathologic and 37 normal, corresponding
to 70% of the samples of each class) was extracted from the database. Then, the
distances among all objects in the representation set were calculated, constructing
the 158 × 158 dissimilarity matrix D(R,R). The linear programming method
described in section 4.2.3 was then applied to the dissimilarity space, obtaining
a final representation set RLP of np prototypes. The remaining objects in each
case were returned to the training set T for the classification stage. Using the
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dissimilarity matrices D(T,RLP ), a naive 1 -nearest neighbours (1-NN) classifier
(Duda et al., 2000) was trained, as it has been the most employed classifier for
dissimilarity classification approaches (Pe֒kalska et al., 2006). Table 5.12 shows
the accuracy obtained for the 1-NN rule in the dissimilarity space for the different
Ode .
Table 5.12: Accuracy obtained for the dissimilarity based classification scheme.
Parameters of the model Overall embedding dimension
Number of Sizes of 5 7 10
states codebook np Accuracy np Accuracy np Accuracy
10
32 89 92.70% 78 89.20% 83 90.21%
64 86 86.43% 81 86.21% 79 91.84%
128 93 91.00% 80 89.04% 81 89.66%
256 90 90.44% 83 87.41% 82 93.75%
15
32 87 87.10% 80 88.36% 87 87.77%
64 90 88.97% 81 86.90% 82 91.67%
128 90 88.24% 83 83.22% 78 90.54%
256 90 89.71% 82 84.72% 81 94.48%
20
32 87 89.21% 81 91.03% 87 89.93%
64 88 90.58% 81 91.03% 78 91.89%
128 89 85.40% 84 87.32% 77 91.95%
256 86 90.71% 81 87.59% 79 93.88%
Table 5.12 shows that the best performance is obtained for Ode = 10, which shows
that the representation of voice signals was better in the embedding space of
high dimension. On the other hand, the experiments showed that the optimum
number of prototypes is between 77 to 93. However, it is important to note
that, in all cases, the strategy used for prototype selection have not excluded
any normal sample. Also, it is important to highlight that, in average, a lower
embedding dimension requires a higher number of prototypes. The best accuracy
obtained by this approach (94.48%) is very similar to that obtained with the
feature based approach. Nevertheless, the dissimilarity based approach based on
a stochastic model of the embedded attractors presents two main drawbacks: the
first one is the need of assuming a constant embedding dimension for all voice
samples so, the reconstruction of the underlying state space for every signal is
not using the optimum embedding dimension; the second one is that there is not
a straightforward combination of the results obtained by this approach with the
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results obtained from conventional acoustic measures or other kind of features
extracted from the voice signal.
5.3.1.4 Combining classifiers
The main aim of this section is to establish the real importance of the measures
extracted from nonlinear analysis. The information contained in such measures
should improve the overall performance of a system which combines conventional
measures with complexity measures. The set of “conventional” measures used
here is the same as in table 5.9 (see appendix A). As commented before, these
two sets of features require different window lengths and different windowing
functions, which complicate the use of both sets into one single feature space,
requiring the use of a classifier combination strategy.
According to the results in table 5.9, the best performances are those obtained
using: 1) hidden Markov entropy measures; and, 2) noise parameters joint to
MFCC coefficients. Fusing the whole set of nonlinear features, the performance
diminished with respect to the performance obtained using the hidden Markov
entropy measures. Due to this fact, the features based on hidden Markov entropy
measures and the correlation dimension were preferred for the further analysis
combining classifiers.
The experiments to fuse the information were performed using different com-
bination rules and normalization techniques. Table 5.13 shows the best results
obtained by the different combination rules implemented. The rules median and
majority vote were not included in these experiments, since for the case of com-
bining two classifiers, the median rule is equivalent to the sum rule and a majority
vote requires an odd number of classifiers which, in this case is a condition un-
satisfied.
The combination was carried out using a SVM detector trained considering a
Radial Basis Function kernel, which implies adjusting the aperture of the kernel,
γ, and a penalty parameter, C. Table 5.13 shows that all the combination rules
achieved an improvement in the performance of the system. Combining both
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classifiers with a SVM, the error decreased up to 44.47% with respect to the min-
imum error obtained using only complexity measures, representing an absolute
reduction of 2.21% in the final error. Besides, for the sake of comparison, table
5.13 explores the possibility of using a third GMM classifier instead of the pro-
posed SVM, although the results are similar in terms of accuracy, the confidence
intervals of the results using SVM are close to zero, evidencing a better stability.
Sum and product rules obtained very similar results to that obtained using a
GMM. This is surprising considering that the complexity of such combination
rules is much lower than training a GMM (sum and product rule does not re-
quire a training procedure, i.e. they are static rules). Table 5.13 also shows the
optimum values of the parameters for the combination rules that are based on
GMM and SVM classifiers. The weights assigned to each class by the weighted
sum rule, changes in every fold and, for that reason, a unique value can not be
established.
On the other hand, it is important to highlight that Tanh normalization was the
technique which reports, in average, the best performance, which is in concor-
dance with the results in (Jain et al., 2000). However, in all cases that used
dynamic rules, the best performance was obtained by employing min-max nor-
malization. In any case, the logistic transformation did not provided the best
result.
Table 5.13: Classification accuracy obtained using different classifier combination strategies.
Rule Parameters Normalization Sensitivity Specificity Accuracy AUC
Product – Tanh 98.27% 96.23% 97.79%± 1.92 1.00
Sum – Tanh 98.27% 96.23% 97.79%± 1.92 1.00
Max – Tanh 96.53% 98.11% 96.90%± 2.26 0.99
Min – Tanh 96.53% 98.11% 96.90%± 2.26 0.99
Weighted – Min-Max 97.11% 96.23% 96.90%± 2.26 1.00
Sum
GMM M = 2 Min-Max 97.69% 96.23% 97.35%± 2.10 0.99
SVM C = 1, Min-Max 98.27% 98.11% 98.23%± 0.01 1.00
γ = 0.01
Figure 5.11 shows the kernel density estimation for the normal and pathological
scores given by the final SVM based detector, as well as the false positive rate and
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false negative rate curves, which corresponds to the cumulative sum of the density
functions for normal and pathological scores respectively. Figure 5a shows the
graphics obtained with the training set, and Figure 5b the graphics obtained with
the testing set. The similitude of the distribution of scores in both cases confirms
the stability of the system. This is confirmed given the narrow confidence interval
shown in table 5.13.
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Figure 5.11: Probability density functions and cumulative distributions for true and false
scores obtained with: a) training set; and, b) testing set.
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5.3.2 Automatic GRBAS assessment
5.3.2.1 Complexity measures
According to the results obtained from uniform and nonuniform embedding meth-
ods, the complexity measures used for the automatic GRBAS assessment were
extracted after a reconstruction of the state space employing a uniform embed-
ding method, which showed both a better performance and a lower computational
cost than the nonuniform embedding method.
All the experiments were carried out for the three different strategies exposed in
section 4.4.2: one vs all, all vs all, and hierarchical. Only the best results obtained
for each case are shown in this section. When the best results were obtained by
two or more strategies, the one which uses the lower number of binary classifiers
was chosen as the best one.
Table 5.14 shows the confusion matrix representing the best results obtained for
the GRBAS scale using LLE1 and a GMM based detector. The number of Gaus-
sian components for each mixture is M = 3 for all experiments with a single
feature. Figure 5.7 showed that such number of Gaussian components was large
enough to obtain good results.
On the other hand, the multiclass classification strategies that achieved the best
results were not the same for each of the parameter of the GRBAS scale. This be-
havior might be a consequence of the fact that the statistical distribution of each
parameter is different. Therefore, the table also states on the classification strat-
egy used to achieve the results for each parameter. From table 5.14 it is possible
to observe that LLE1 by itself did not achieve a good performance for any of the
parameters of the GRBAS scale. However, taking into account that rating auto-
matically a voice according to the GRBAS scale is far a more complex task than
to differentiate between normal and pathological voices, the results obtained using
LLE1 for the parameter “A” may be considered acceptable in comparison with
other results in the state of the art (Sa´enz-Lecho´n et al., 2006b), even though the
level 2 of the parameter “A” was unrecognized due to the low number of samples
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available to carry out a good training of the classifier. Figure 5.12 shows the effec-
tiveness measured by means of the F1 function (see section 5.2) when LLE1 was
used for the automatic evaluation of the GRBAS scale. It is possible to observe
that the classification of the level 2 is always less effective than the classification
of the level 1, which means that, in most of cases, the level 2 is confused with level
1. On the other hand, the efficiency obtained using LLE1 for the parameter “A”,
is due to, mainly, the high effectiveness reached for the classification of the level 0.
Table 5.14: Confusion matrix representing the best results obtained for the GRBAS scale
using LLE1 and a GMM-based detector. The strategies which provided the best performance
for each parameter were: “G”: One vs all; “R”: One vs all; “B”: One vs all; “A”: One vs all;
“S”: Hierarchical.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 25 75.76 28 38.89 18 22.78 7 17.07
43.11%
1 5 15.15 6 8.33 5 6.33 2 4.88
2 3 9.09 35 48.61 43 54.43 9 21.95
3 0 0.00 3 4.17 13 16.46 23 56.10
“R”
0 35 81.40 26 37.14 19 26.03 6 15.38
46.67%
1 3 6.98 2 2.86 1 1.37 1 2.56
2 5 11.63 38 54.29 44 60.27 8 20.51
3 0 0.00 4 5.71 9 12.33 24 61.54
“B”
0 49 76.56 35 35.35 14 25.92 1 12.5
50.67%
1 13 20.31 57 57.58 25 46.30 1 12.5
2 2 3.13 3 3.03 6 11.11 4 50.00
3 0 0.00 4 4.04 9 16.67 2 25.00
“A”
0 121 72.02 8 24.24 9 47.37 0 0.00
66.67%
1 38 22.62 25 75.76 8 42.11 1 20.00
2 1 0.60 0 0.00 0 0.00 0 0.00
3 8 4.76 0 0.00 2 10.53 4 80.00
“S”
0 31 47.69 20 28.17 7 11.48 3 10.71
44.00%
1 5 7.69 11 15.49 5 8.20 2 7.14
2 18 27.69 36 50.70 42 68.85 8 28.57
3 11 16.92 4 5.63 7 11.48 15 53.57
Moreover, the results obtained using LLE1 for the parameters “G” and “R”
(which are perhaps the two “easiest” parameters to be recognized into GRBAS
scale) are quite modest. In these two parameters, the level “1” was missclassified
as either level “0” or level “2”, which significantly reduced the performance of
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Figure 5.12: Effectiveness reached using LLE1 for the automatic evaluation of the GRBAS
scale.
LLE1 with respect to “G” and “R”.
Table 5.15 shows the results obtained using the CD for the automatic evalua-
tion of the GRBAS scale. Surprisingly, it is possible to observe that, the results
reached for “G” and “R” are not much better than with LLE1, and even worse
for the rest of the parameters of the GRBAS scale. Figure 5.13 shows the effec-
tiveness (F1 function), when CD was used for the automatic evaluation of the
GRBAS scale. It is possible to observe an increase of the effectiveness for almost
all the levels of “G” and “R”. Figure 5.13 also shows the improvement in the
performance achieved using CD in comparison to the one obtained using LLE1,
is due to the increase in the effectiveness of the level 1 in both, “G” and “R”
parameters.
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Figure 5.13: Effectiveness reached using CD for the automatic evaluation of the GRBAS
scale.
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Table 5.15: Confusion matrix representing the best results obtained for the GRBAS scale
using CD and a GMM-based detector. The strategies which provided the best performance for
each parameter were: “G”: Hierarchical; “R”: All vs all; “B”: Hierarchical; “A”: One vs all;
“S”: Hierarchical.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 26 78.79 23 31.94 6 7.59 3 7.31
48.00%
1 7 21.21 40 55.56 36 45.70 5 12.20
2 0 0.00 7 9.72 17 21.52 8 19.51
3 0 0.00 2 2.78 20 25.32 25 60.98
“R”
0 32 74.42 17 24.29 3 4.11 2 5.13
48.44%
1 10 23.26 23 32.86 13 17.81 5 12.82
2 1 2.33 19 27.14 25 34.25 3 7.69
3 0 0.00 11 15.71 32 43.84 29 74.36
“B”
0 47 73.44 32 32.32 4 7.41 1 12.5
48.00%
1 9 14.06 31 31.31 15 27.78 2 25.00
2 8 12.50 35 35.35 25 46.30 0 0.00
3 0 0.00 1 1.01 10 18.52 5 62.50
“A”
0 93 55.36 17 51.51 5 26.32 1 20.00
48.89%
1 30 17.86 10 30.30 5 26.32 0 0.00
2 21 12.50 5 15.15 3 15.79 0 0.00
3 24 14.29 1 3.03 6 31.58 4 80.00
“S”
0 48 73.85 28 39.44 39 63.93 22 78.57
40.44%
1 15 23.08 41 57.75 20 32.79 5 17.86
2 2 3.08 2 2.82 2 3.28 1 3.57
3 0 0.00 0 0.00 0 0.00 0 0.00
The results obtained for the AE and the entropy measures derived from it (see
tables 5.16, 5.17, 5.18 and 5.19), show in general a poorer behavior than CD ex-
cept for SE . SE showed the best classification accuracy for the parameters “G”,
“R” and “B”. The effectiveness reached using such measures is shown in Figures
5.14, 5.14, 5.14, 5.14. The performance obtained using SE is significantly higher
than the performance achieved using the other entropy measures. Although the
effectiveness of GAE and GSE is low, GSE increases the effectiveness of the clas-
sification of the level 3 in both “G” and “R” parameters. Therefore, it is possible
to conclude that SE, and the measures derived from it, performs better than AE ,
which is in concordance with other results found in the state of the art using
different signals (Richman and Moorman, 2000).
Tables 5.20 and 5.21 show the performance achieved by RPDE and DFA. As
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Table 5.16: Confusion matrix representing the best results obtained for the GRBAS scale
using AE and a GMM-based detector. The strategies which provided the best performance for
each parameter were: “G”: One vs all; “R”: Hierarchical; “B”: One vs all; “A”: Hierarchical;
“S”: Hierarchical.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 25 75.76 35 48.61 14 17.72 1 2.44
45.33%
1 6 18.18 17 23.61 14 17.72 4 9.76
2 2 6.06 20 27.78 37 46.84 13 31.71
3 0 0.00 0 0.00 14 17.72 23 56.10
“R”
0 33 76.74 29 41.42 9 12.33 1 2.56
46.22%
1 10 23.26 29 41.43 26 35.62 5 12.82
2 0 0.00 11 15.71 24 32.88 15 38.46
3 0 0.00 1 1.43 14 19.18 18 46.15
“B”
0 49 76.56 37 37.37 10 18.52 0 0.00
46.67%
1 6 9.38 30 30.30 15 27.78 2 25.00
2 9 14.06 32 32.32 26 48.15 6 75.00
3 0 0.00 0 0.00 3 5.56 0 0.00
“A”
0 102 60.71 16 48.48 6 31.58 1 20.00
54.67%
1 42 25.00 15 45.45 4 21.05 0 0.00
2 14 8.33 1 3.03 4 21.05 2 40.00
3 10 5.95 1 3.03 5 26.32 2 40.00
“S”
0 40 61.54 22 30.99 41 67.21 22 78.57
38.22%
1 23 35.38 43 60.54 16 26.23 1 3.57
2 0 0.00 6 8.45 3 4.92 5 17.86
3 2 3.08 0 0.00 1 1.64 0 0.00
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Figure 5.14: Effectiveness reached using AE for the automatic evaluation of the GRBAS
scale.
expected, the results with DFA were much better than with RPDE, keeping
the same behavior obtained for pathological and non-pathological discrimination.
However, looking at the effectiveness of the classification obtained using each of
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Table 5.17: Confusion matrix representing the best results obtained for the GRBAS scale
using SE and a GMM-based detector. The strategies which provided the best performance for
each parameter were: “G”: One vs all; “R”: Hierarchical; “B”: One vs all; “A”: One vs all; “S”:
One vs all.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 26 78.79 27 37.50 4 5.06 4 9.76
53.78%
1 5 15.15 20 27.78 8 10.13 2 4.88
2 2 6.06 25 34.72 54 68.35 14 34.15
3 0 0.00 0 0.00 13 16.46 21 51.22
“R”
0 34 79.07 24 34.29 4 5.48 4 10.26
52.00%
1 7 16.28 13 18.57 8 10.96 2 5.13
2 2 4.65 32 45.71 51 69.86 14 35.90
3 0 0.00 1 1.43 10 13.70 19 48.72
“B”
0 43 67.19 23 23.23 1 1.85 1 12.50
55.56%
1 17 26.56 47 47.47 15 27.78 1 12.50
2 3 4.69 25 25.25 31 57.41 2 25.00
3 1 1.56 4 4.04 7 12.96 4 50.00
“A”
0 65 38.69 4 12.12 0 0.00 0 0.00
44.44%
1 46 27.38 23 69.70 6 31.58 1 20.00
2 45 26.79 5 15.15 10 52.63 2 40.00
3 12 7.14 1 3.03 3 15.79 2 40.00
“S”
0 32 49.23 24 33.80 20 32.79 5 17.85
41.78%
1 11 16.92 38 53.52 16 26.23 4 14.29
2 7 10.77 7 9.86 9 14.75 4 14.29
3 15 23.08 2 2.82 16 26.23 15 53.57
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Figure 5.15: Effectiveness reached using SE for the automatic evaluation of the GRBAS scale.
these two features (figures 5.18 and 5.19), it is possible to observe that for almost
all the parameters of the GRBAS scale, the classification of the level 3 using
RPDE was better than using DFA. Also, the effectiveness of the classification
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Table 5.18: Confusion matrix representing the best results obtained for the GRBAS scale
using GAE and a GMM-based detector. The strategies which provided the best performance
for each parameter were: “G”: One vs all; “R”: One vs all; “B”: One vs all; “A”: Hierarchical;
“S”: Hierarchical.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 13 39.39 17 23.61 14 17.72 7 17.07
40.00%
1 11 33.33 24 33.33 17 21.52 3 7.32
2 7 21.21 26 36.11 36 45.57 14 34.15
3 2 6.06 5 6.94 12 15.19 17 41.46
“R”
0 23 53.49 21 30.00 14 19.18 7 17.95
40.00%
1 9 20.93 16 22.86 14 19.18 3 7.69
2 9 20.93 31 44.29 36 49.32 14 35.90
3 2 4.65 2 2.86 9 12.33 15 38.46
“B”
0 32 50.00 36 36.36 11 20.37 1 12.50
36.89%
1 14 21.88 15 15.15 8 14.81 0 0.00
2 15 23.44 47 47.47 32 59.26 3 37.50
3 3 4.69 1 1.01 3 5.56 4 50.00
“A”
0 114 67.86 24 72.73 10 52.63 1 20.00
54.22%
1 8 4.76 4 12.12 4 21.05 0 0.00
2 39 23.21 5 15.15 2 10.53 2 40.00
3 7 4.17 0 0.00 3 15.79 2 40.00
“S”
0 32 49.23 24 33.80 21 34.43 10 35.71
36.44%
1 24 36.92 41 57.75 31 50.82 9 32.14
2 1 1.54 2 2.82 0 0.00 0 0.00
3 8 12.31 4 5.63 9 14.75 9 32.14
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Figure 5.16: Effectiveness reached using GAE for the automatic evaluation of the GRBAS
scale.
achieved using RPDE for the level 2 of the parameter “S” was much better than
the one obtained using DFA.
By comparing the performance obtained usingDFA with the performance reached
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Table 5.19: Confusion matrix representing the best results obtained for the GRBAS scale
using GSE and a GMM-based detector. The strategies which provided the best performance for
each parameter were: “G”: Hierarchical; “R”: Hierarchical; “B” One vs all; “A”: Hierarchical;
“S”: All vs all.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 21 63.64 31 43.06 18 22.78 5 12.20
42.22%
1 6 18.18 25 34.72 26 32.91 6 14.63
2 5 15.15 14 19.44 23 29.11 4 9.76
3 1 3.03 2 2.78 12 15.19 26 63.41
“R”
0 29 67.44 29 41.43 16 21.92 6 15.38
41.33%
1 7 16.28 23 32.86 28 38.36 3 7.69
2 6 13.95 16 22.86 16 21.92 5 12.82
3 1 2.33 2 2.86 13 17.81 25 64.10
“B”
0 37 57.81 37 37.37 9 16.67 1 12.50
35.56%
1 12 18.75 13 13.13 10 18.52 0 0.00
2 15 23.44 46 46.46 27 50.00 4 50.00
3 0 0.00 3 3.03 8 14.81 3 37.50
“A”
0 114 67.86 24 72.73 10 52.63 1 20.00
54.22%
1 8 4.76 4 12.12 4 21.05 0 0.00
2 39 23.21 5 15.15 2 10.53 2 40.00
3 7 4.17 0 0.00 3 15.79 2 40.00
“S”
0 17 25.15 17 23.94 13 21.31 4 14.29
35.11%
1 19 29.23 33 46.48 21 34.43 7 25.00
2 17 26.15 17 23.94 14 22.95 2 7.14
3 12 18.46 4 5.63 13 21.31 15 53.57
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Figure 5.17: Effectiveness reached using GSE for the automatic evaluation of the GRBAS
scale.
with CD and SE, it is possible to observe that, except for the level 2 of almost
all the parameters of the GRBAS scale, CD showed a better effectiveness than
DFA. On the other hand, SE outperforms the effectiveness achieved using DFA,
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mainly due to the first three parameters of the GRBAS scale.
Table 5.20: Confusion matrix representing the best results obtained for the GRBAS scale
using RPDE and a GMM-based detector. The strategies which provided the best performance
for each parameter were: “G”: One vs all; “R”: One vs all; “B”: Hierarchical; “A”: Hierarchical;
“S”: Hierarchical.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 16 48.48 19 26.39 19 24.05 2 4.88
40.00%
1 8 24.24 13 18.06 6 7.59 6 14.63
2 6 18.18 26 36.11 43 54.43 15 36.59
3 3 9.09 14 19.44 11 13.92 18 43.90
“R”
0 24 55.81 26 37.14 19 26.03 7 17.95
36.89%
1 5 11.63 4 5.71 8 10.96 1 2.56
2 13 30.23 31 44.29 37 50.68 13 33.33
3 1 2.33 9 12.86 9 12.33 18 46.15
“B”
0 42 65.63 37 37.37 9 16.67 1 12.50
38.67%
1 1 1.56 3 3.03 2 3.70 0 0.00
2 20 31.25 55 55.56 39 72.22 4 50.00
3 1 1.56 4 4.04 4 7.41 3 37.50
“A”
0 90 53.57 9 27.27 3 15.79 1 20.00
48.00%
1 57 33.93 14 42.42 13 68.42 1 20.00
2 7 4.17 8 24.24 2 10.53 1 20.00
3 14 8.33 2 6.06 1 5.26 2 40.00
“S”
0 32 49.23 21 29.58 22 36.07 7 25.00
40.00%
1 17 26.15 34 47.89 23 37.70 8 28.57
2 11 16.92 14 19.72 14 22.95 3 10.71
3 5 7.69 2 2.82 2 32.79 10 35.71
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Figure 5.18: Effectiveness reached using RPDE for the automatic evaluation of the GRBAS
scale.
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Table 5.21: Confusion matrix representing the best results obtained for the GRBAS scale
using DFA and a GMM-based detector. The strategies which provided the best performance
for each parameter were: “G”: One vs all; “R”: One vs all; “B”: Hierarchical; “A”: Hierarchical;
“S”: Hierarchical.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 21 63.63 16 22.22 6 7.59 5 12.20
44.44%
1 4 12.12 14 19.44 8 10.13 6 14.63
2 5 15.15 34 47.22 52 65.82 17 41.46
3 3 9.09 8 11.11 13 16.46 13 31.71
“R”
0 30 69.77 21 30.00 7 9.59 7 17.95
39.56%
1 3 6.97 2 2.86 3 4.11 4 10.26
2 7 16.28 39 55.71 45 61.64 16 41.03
3 3 6.98 8 11.43 18 24.66 12 30.77
“B”
0 44 68.75 23 23.23 5 9.26 2 25.00
52.00%
1 7 10.94 37 37.37 11 20.37 2 25.00
2 12 18.75 37 37.37 36 66.67 4 50.00
3 1 1.56 2 2.02 2 3.70 0 0.00
“A”
0 103 61.31 11 33.33 3 15.79 3 60.00
52.44%
1 22 13.10 3 9.09 4 21.05 1 20.00
2 39 23.21 17 51.52 12 63.16 1 20.00
3 4 2.38 2 6.06 0 0.00 0 0.00
“S”
0 50 76.92 22 30.99 28 45.90 11 39.29
42.67%
1 10 15.38 37 52.11 21 34.43 8 28.57
2 0 0.00 2 2.82 0 0.00 0 0.00
3 5 7.69 10 14.08 12 19.67 9 32.14
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Figure 5.19: Effectiveness reached using DFA for the automatic evaluation of the GRBAS
scale.
Last, tables 5.22, 5.23 and 5.24 show the performance obtained using the hidden
Markov entropy measurements, which were, in general, similar to those obtained
using SE. HES and HER provided similar results for the parameter “B” than SE,
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and HMC obtained the best classification accuracy for the parameter “S”. Figures
5.20, 5.21 and 5.22 show the effectiveness of the classification achieved using each
of the hidden Markov entropy measurements. The effectiveness obtained using
HES is, in general, better than the one achieved using HMC or HER. However,
the improvement in the efficiency achieved using HMC for the parameter “S” is
due to the fact that the effectiveness provided by such feature for the level 0 of
“S” was much better than the one obtained for any of the other Markov entropies.
On the other hand, HMC and HES provided better effectiveness than CD for the
level 2 of all the parameters of the GRBAS scale.
From the previous results it is also possible to observe that, in most of the cases,
the best performance was obtained by using a “One-Vs-All” multi-class classifi-
cation strategy. This result suggests that comparing the likelihood of each class
with respect to the rest, instead of doing it separately, would be more realistic.
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Figure 5.20: Effectiveness reached using HMC for the automatic evaluation of the GRBAS
scale.
Figure 5.23 shows the average classification accuracy obtained by the complexity
measures for each level and each parameter of the GRBAS scale. The level most
successfully classified is the level “0”, while the level “1” is, in most of the cases,
confused with level “0”. Level 3 in the parameters “B”, “A” and “S” is, in av-
erage, misclassified. This fact could be explained due to the low number of voice
samples available for training the Gaussian models. However, although the num-
ber of samples in the database at level 1 for the parameter “R” is significant, it is
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Table 5.22: Confusion matrix representing the best results obtained for the GRBAS scale
using HMC and a GMM-based detector. The strategies which provided the best performance
for each parameter were: “G”: Hierarchical; “R”: One vs all; “B”: All vs all; “A”: Hierarchical;
“S”: Hierarchical.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 28 84.85 27 37.50 14 17.72 5 12.20
44.00%
1 2 6.06 11 15.28 2 2.53 1 2.44
2 3 9.09 24 33.33 42 53.16 17 41.46
3 0 0.00 10 13.89 21 26.58 18 43.90
“R”
0 35 81.40 27 38.57 14 19.18 5 12.82
41.33%
1 4 9.30 5 7.14 3 4.11 0 0.00
2 4 9.30 31 44.29 39 53.42 20 51.28
3 0 0.00 7 10.00 17 23.29 14 35.90
“B”
0 39 60.94 23 23.23 4 7.41 1 12.50
43.11%
1 13 20.31 18 18.18 1 1.85 0 0.00
2 9 14.06 39 39.39 35 64.81 2 25.00
3 3 4.69 19 19.19 14 25.93 5 62.50
“A”
0 91 54.17 2 6.06 2 10.53 0 0.00
48.00%
1 39 23.21 14 42.42 6 31.58 1 20.00
2 15 8.93 4 12.12 1 5.26 2 40.00
3 23 13.69 13 39.39 10 52.63 2 40.00
“S”
0 48 73.85 21 29.58 28 45.90 22 78.57
46.67%
1 11 16.92 40 56.34 17 27.87 4 14.29
2 6 9.23 10 14.08 16 26.23 1 3.57
3 0 0.00 0 0.00 0 0.00 1 3.57
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Figure 5.21: Effectiveness reached using HES for the automatic evaluation of the GRBAS
scale.
the class with the highest recognition error: except AE, no parameters exceeded
a 40% of success for this class.
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Table 5.23: Confusion matrix representing the best results obtained for the GRBAS scale
using HES and a GMM-based detector. The strategies which provided the best performance
for each parameter were: “G”: One vs all; “R”: One vs all; “B”: One vs all; “A”: One vs all;
“S”: One vs all.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 23 69.70 22 30.56 8 10.13 2 4.88
43.56%
1 8 24.24 13 18.06 13 16.46 4 9.76
2 2 6.06 37 51.39 46 58.23 19 46.34
3 0 0.00 0 0.00 12 15.19 16 39.02
“R”
0 31 72.09 23 32.86 8 10.96 3 7.69
43.11%
1 8 18.60 8 11.43 11 15.07 2 5.13
2 4 9.30 37 52.86 41 56.16 17 43.59
3 0 0.00 2 2.86 13 17.81 17 43.59
“B”
0 40 62.50 18 18.18 10 18.52 1 12.50
53.33%
1 16 25.00 50 50.51 12 22.22 1 12.50
2 7 10.94 28 28.28 27 50.00 3 37.50
3 1 1.56 3 3.03 5 9.26 3 37.50
“A”
0 68 40.48 9 27.27 4 21.05 0 0.00
41.33%
1 55 32.74 16 48.48 3 15.79 1 20.00
2 33 19.64 8 24.24 8 42.11 3 60.00
3 12 7.14 0 0.00 4 21.05 1 20.00
“S”
0 9 13.85 11 15.49 8 13.11 3 10.71
36.89%
1 25 38.46 45 63.38 21 34.43 2 7.14
2 10 15.38 9 12.68 14 22.95 8 28.57
3 21 32.31 6 8.45 18 29.51 15 53.57
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Figure 5.22: Effectiveness reached using HER for the automatic evaluation of the GRBAS
scale.
It is important to note that, in the same way as a specialist may confuse the
actual perceptual level of a voice signal with any of its adjacent levels, the system
trained with these labels may also incur in such errors. In this sense, it should
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Table 5.24: Confusion matrix representing the best results obtained for the GRBAS scale
using HER and a GMM-based detector. The strategies which provided the best performance
for each parameter were: “G”: One vs all; “R”: All vs all; “B”: Hierarchical; “A”: One vs all;
“S”: Hierarchical.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 21 63.63 22 30.56 11 13.92 1 24.39
41.78%
1 9 27.27 23 31.94 12 15.19 6 14.63
2 3 9.09 23 31.94 30 37.97 14 34.15
3 0 0.00 4 5.56 26 32.91 20 48.78
“R”
0 29 67.44 20 28.57 9 12.33 3 7.69
41.78%
1 3 6.98 2 2.86 2 2.74 1 2.56
2 9 20.93 34 48.57 34 46.57 6 15.38
3 2 4.65 14 20.00 28 38.36 29 74.36
“B”
0 39 60.94 14 14.14 7 12.96 2 25.00
55.11%
1 24 37.50 76 76.77 28 51.85 1 12.50
2 0 0.00 4 4.04 6 11.11 2 25.00
3 1 1.56 5 5.05 13 24.07 3 37.50
“A”
0 66 39.29 10 30.30 7 36.84 0 0.00
39.56%
1 50 29.76 16 48.48 1 5.26 1 20.00
2 43 25.60 7 21.21 7 36.84 4 80.00
3 9 5.36 0 0.00 4 21.05 0 0.00
“S”
0 49 75.38 44 61.97 49 80.34 25 89.29
33.78%
1 15 23.08 27 38.03 12 19.67 3 10.71
2 0 0.00 0 0.00 0 0.00 0 0.00
3 1 1.54 0 0.00 0 0.00 0 0.00
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Figure 5.23: Automatic assessment of the speech based on the GRBAS scale.
not be the same to assign a voice to the class 3 when the real label is 1 than to
assign it to the class 2; the error committed in both cases is different. One way to
take this fact into account is to employ a weighted confusion matrix, which gives
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partial credit for incorrect classifications (Rossiter, 2004). Following this idea, ta-
ble 5.25 shows the accuracy obtained using complexity measures and considering
as a partial correct classification whenever the detected class is adjacent to the
correct class. In this case, the weight assigned to the partial correct classification
was arbitrarily set as 0.5; however, figure 5.24 shows the efficiency obtained using
different values for such weight in the interval [0,1] (0 means that no wrong clas-
sification is considered as a partial correct classification, whilst 1 means that if
the detected class is adjacent to the correct class such detection is also considered
a hit).
From figure 5.24 it is possible to observe that for almost every GRBAS parameter
the efficiency obtained using a weight equal to 1 is higher than 90% (“G” 94.67%,
“R” 92.89%, “B” 95.11%, “A” 91.56%, “S” 80.00%). This result confirms the fact
that most of the errors committed by the system are related to the adjacent classes
of the correct class.
Table 5.25: Efficiency obtained using complexity measures and a weighted confusion matrix.
Efficiency
Feature G R B A S
LLE1 64.22% 65.56% 70.44% 79.11% 62.00%
CD 70.44% 69.33% 70.44% 62.89% 55.11%
AE 68.00% 69.56% 68.67% 70.22% 54.44%
SE 74.22% 69.78% 75.33% 59.11% 59.11%
GAE 61.56% 61.78% 61.56% 70.00% 56.44%
GSE 62.89% 63.11% 61.56% 64.44% 54.89%
RPDE 58.89% 55.11% 61.56% 67.78% 54.89%
DFA 64.89% 61.78% 70.67% 64.67% 57.56%
HMC 64.67% 64.00% 63.56% 62.00% 60.00%
HES 68.22% 67.33% 71.56% 59.56% 57.33%
HER 65.33% 62.44% 74.00% 56.44% 49.56%
Table 5.26 shows the global GRBAS accuracy obtained for each complexity mea-
sure enumerated in table 5.8. The subset 1 (which corresponds to global scores
{0, 1, 2}) showed the best accuracy among all complexity measures. This result
was expected since this group contains, in average, normal voices with a good
quality which, typically, have a low dispersion in the feature space. The subset
2 was, in average, the most wrongly classified, being in almost all cases confused
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Figure 5.24: Efficiency obtained using complexity measures and a weighted partial correct
classification methodology.
with the subset 1 or 3.
Taking the results obtained by each single complexity measure into account, the
set of features which provided the best performance was selected for each GR-
BAS parameter, as well as the best classification procedure that combines such
set of features. Table 5.27 and figure 5.25 show the results obtained. The set
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Table 5.26: Best results obtained for the global GRBAS score using each of the complexity
measures independently.
Feature Subset 1 Subset 2 Subset 3 Subset 4 Efficiency
LLE1 74.36% 4.69% 56.25% 57.14% 44.89%
CD 84.62% 42.19% 22.50% 71.43% 48.00%
AE 82.05% 26.56% 40.00% 33.33% 45.78%
SE 82.05% 45.31% 10.00% 76.19% 44.89%
GAE 43.59% 20.31% 48.75% 42.86% 38.67%
GSE 69.23% 35.94% 25.00% 64.29% 43.11%
RPDE 48.72% 14.06% 53.75% 45.24% 40.00%
DFA 71.79% 6.25% 58.75% 33.33% 41.33%
HMC 82.05% 18.75% 38.75% 52.38% 43.11%
HES 74.36% 10.94% 31.25% 69.05% 40.00%
HER 71.79% 31.25% 30.00% 50.00% 41.33%
of parameters used for the classification of each parameter of the GRBAS scale
was different. For the parameter “G” the feature set was composed by CD, AE ,
SE , HMC and DFA; for the parameter “R”. LLE1, CD, AE and SE were used;
for the parameter “B” the feature set that comprises LLE1, SE , DFA, HES and
HER was used; for the parameter “A” none set of features was able to overcome
the results achieved by LLE1 alone. Finally, for the parameter “S”, and similar
to the former case, no set of features was able to overcome the results achieved
by HMC alone. From these results it is possible to know which characteristics
provide the largest contribution to the automatic evaluation of each of the pa-
rameters of the GRBAS scale. Surprisingly, LLE contains relevant information
for measuring three of the five parameters, which makes it an important feature.
Only GAE, GSE and RPDE were discarded for the recognition of any GRBAS
parameter.
On the other hand, the level 2 of “A” and the level 3 of “S” were completely
confused with other levels. However, since the number of voice samples in the
database belonging to the level 2 of “A” is low, the global efficiency was not
significantly dampered.
For the sake of comparison, table 5.28 and figure 5.27 show the best performance
obtained by employing conventional noise measures and cepstral coefficients for
the same task. Figures 5.26 and 5.28 show the effectiveness provided by the com-
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plexity measures and conventional features respectively. It is possible to observe
that, in average, the complexity measures provided better effectiveness for the
levels 0 and 2 of all parameters of the GRBAS scale, whereas the conventional
features achieved a better effectiveness for the levels 1 and 3 of the parameters
“G” and “R” respectively. On the other hand, by comparing the figures 5.25 and
5.27 it is possible to observe that the level 3 of the parameter “B” was wrongly
classified by both set of features. Also, although the noise parameters and cep-
stral coefficients reached a better performance for the level 3 of the parameter “S”,
the overall efficiency obtained was lower than the one reached using complexity
measures. Something similar happened for the parameter “A”: the performance
obtained using conventional features seems to be more stable for all the levels;
nevertheless, the overall efficiency obtained using complexity measures was better.
Table 5.29 compares the performance achieved by complexity measures with that
obtained using noise measures and cepstral coefficients for the classification of
the global GRBAS score. It is possible to observe that the complexity measures
provided a better GRBAS score for the subsets 1, 3 and 4; however, in average,
the second subset of features performed better than the first one.
5.3.2.2 Combining classifiers
Similarly to the pathological/non-pathological voice detection task, some exper-
iments were performed to combine the information from complexity measures,
noise parameters and cepstral coefficients for the automatic assessment of voice
quality. The experiments were carried out with the scores obtained by using the
complexity and conventional measures independently under a “One-vs-All” clas-
sification strategy. This strategy was the one which provided, in average, the best
performance for every subset of features.
Different normalization techniques and combination rules were tested for each
parameter of the GRBAS scale. When using a combination rule based on a
second classification stage, again it was necessary to select one of the three previ-
ously used multi-class classification strategies. Table 5.30 shows the best results
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Table 5.27: Confusion matrix representing the best results obtained for the automatic evalu-
ation of the GRBAS scale using combinations of complexity measures.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
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te
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re
su
lt
s
“G”
0 20 60.61 12 36.36 1 3.03 0 0.00
56.44%
1 19 26.39 33 45.83 20 27.78 0 0.00
2 3 3.80 14 17.72 50 63.29 12 15.19
3 0 0.00 6 14.63 11 26.83 24 58.54
“R”
0 34 79.07 7 16.28 2 4.65 0 0.00
55.11%
1 16 22.86 21 30.00 31 44.29 2 2.86
2 2 2.74 15 20.55 45 61.64 11 15.07
3 2 5.13 2 5.13 11 28.21 24 61.54
“B”
0 39 60.94 22 34.38 3 4.69 0 0.00
57.18%
1 13 13.13 57 57.58 27 27.27 2 2.02
2 1 1.85 14 25.93 33 61.11 6 11.11
3 0 0.00 2 25.00 5 62.50 1 12.50
“A”
0 121 72.02 8 24.24 9 47.37 0 0.00
66.67%
1 38 22.62 25 75.76 8 42.11 1 20.00
2 1 0.60 0 0.00 0 0.00 0 0.00
3 8 4.76 0 0.00 2 10.53 4 80.00
“S”
0 48 73.85 21 29.58 28 45.90 22 78.57
46.67%
1 11 16.92 40 56.34 17 27.87 4 14.29
2 6 9.23 10 14.08 16 26.23 1 3.57
3 0 0.00 0 0.00 0 0.00 1 3.57
achieved for each parameter of the GRBAS scale. It is possible to observe that for
every GRBAS parameter there is at least one combination rule which provides
an improvement in the efficiency (in comparison with the results obtained by
the “conventional features” and complexity measures independently). It is also
possible to observe that sum and product rules are the most stable combination
strategies; even though these rules do not achieved the best performances, they
reached good results in almost every case. Figure 5.29 shows the best classification
accuracy obtained for each level and each parameter using a fusion information
strategy. Combining classifiers no level was completely missclassified. Moreover,
the level 3 of the parameter “B” reached a 50% of accuracy, which is a surprising
improvement in comparison to the results obtained using conventional and com-
plexity measures independently.
In spite of the overall improvement in the performance of the system, the classifi-
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Figure 5.25: Best results obtained for the automatic evaluation of the GRBAS scale using
combinations of complexity measures.
cation accuracy of some leves decreased, e.g. the accuracy obtained for the level
2 of “B” was worse than the accuracy obtained using, independently, any fea-
ture sets analyzed. However, the efficiency of the level 1 for the same parameter
increased about 30 points. Thus, the reduction of the accuracy of the level 2 is
closely related to the increase in the efficiency of the level 1; the combination of
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Figure 5.26: Effectiveness reached using combinations of complexity measures for the auto-
matic evaluation of the GRBAS scale.
Table 5.28: Confusion matrix representing the best results obtained for the automatic eva-
luation of the GRBAS scale using noise parameters and cepstral coefficients. The strategies
which provided the best performance for each parameter were: “G”: Hierarchical; “R”: One vs
all; “B”: One vs all; “A”: Hierarchical; “S”: Hierarchical.
Perceptual label
0 1 2 3
# % # % # % # % Efficiency
P
re
d
ic
te
d
re
su
lt
s
“G”
0 20 60.61 21 29.17 6 7.59 0 0.00
55.56%
1 12 36.36 39 54.17 20 25.32 4 9.76
2 1 3.03 12 16.67 43 54.43 14 34.15
3 0 0.00 0 0.00 10 12.66 23 56.10
“R”
0 23 53.48 13 18.57 3 4.11 0 0.00
49.78%
1 16 37.21 19 27.14 12 16.44 2 5.13
2 4 9.30 36 51.43 43 58.90 10 25.64
3 0 0.00 2 2.86 15 20.55 27 69.23
“B”
0 35 54.69 14 14.14 1 1.85 0 0.00
58.89%
1 26 40.62 62 62.63 21 38.89 0 0.00
2 3 4.69 22 22.22 31 57.41 6 75.00
3 0 0.00 1 1.01 1 1.85 0 0.00
“A”
0 120 71.43 8 24.24 8 42.11 1 20.00
64.89%
1 26 15.48 17 51.52 4 21.05 0 0.00
2 16 9.52 6 18.18 6 31.58 1 20.00
3 6 3.57 2 6.06 1 5.26 3 60.00
“S”
0 45 69.23 25 35.21 26 42.62 8 28.57
38.67%
1 7 10.77 25 35.21 19 31.15 2 7.14
2 4 6.15 18 25.35 8 13.11 9 32.14
3 9 13.85 3 4.23 8 13.11 9 32.14
scores improved the sensitivity of the system to the level 1 of “B” at the expense
of a decrease in the success of the level 2. There are other cases in which the effi-
ciency reached using the fusion of features is lower than that obtained using one
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Figure 5.27: Best results obtained for the automatic evaluation of the GRBAS scale using
noise parameters and cepstral coefficients.
Table 5.29: Best results obtained for the global GRBAS score using complexity measures,
noise parameters and cepstral coefficients.
Feature Subset 1 Subset 2 Subset 3 Subset 4 Efficiency
Complexity measures 66.67% 37.5% 36.25% 64.29% 47.11%
Noise measures + MFCC 58.97% 53.13% 45.00% 59.52% 52.44%
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Figure 5.28: Effectiveness reached using noise parameters and cepstral coefficients for the
automatic evaluation of the GRBAS scale.
of the two sets of features (conventional or complexity measures); nevertheless, in
any other case, a reduction of the efficiency was found in comparison with both
sets of characteristics (as seen for the level 2 of “B”).
Looking at the table 5.30, it is possible to observe that, in this stage of the pro-
cess, the use of a GMM as a combination function provided very bad results. This
fact could be explained because the EM algorithm, which is used for learning the
parameters of the GMM, follows a generative criterion and such criterion is not
optimum for complex discriminative task (Arias-London˜o et al., 2010). On the
other hand, SVMs were the best classifer for three out of five parameters. Is is
important to highlight that the SVM works well only for a “All-vs-All” classifi-
cation strategy. The results obtained by employing the “One-vs-All” multi-class
classification strategy were far from the results showed in table 5.30.
An important observation that can be made from the results is that when a non
trainable combination rule is used, the tanh normalization technique achieves
the best results. On the contrary, when a trainable rule is used (except for the
weighted sum), a different normalization technique is preferred. In the last cases,
the decision boundary is better learned from data without a previous transfor-
mation.
On the other hand, figure 5.30 shows the efficiency obtained using a combination
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Table 5.30: Best results obtained combining complexity measures, noise parameters and
cepstral coefficients for the automatic evaluation of the GRBAS scale.
Rule Parameters Normalization
Efficiency
G R B A S
Product – tanh 60.00% 56.00% 62.22% 65.33% 46.67%
Sum – tanh 60.00% 56.00% 62.22% 65.33% 46.22%
Max – tanh 56.44% 60.00% 59.11% 63.56% 41.33%
Min – tanh 60.44% 55.11% 61.33% 68.00% 44.89%
Weighted – tanh 59.56% 53.33% 59.56% 66.67% 40.00%
Sum
GMM M = 3 minmax 55.11% 54.22% 54.22% 62.67% 41.33%
SVM C = 1, logistic 49.78% 54.22% 64.44% 68.44% 56.44%
γ = 0.01
of complexity measures, noise parameters plus MFCC, and the fusion strategy
when a weighted partial correct classification methodology is considered. It is
possible to observe that the efficiency obtained using a weight equal to 1 is very
high for the parameters “G” and “R” (about 96%), which is in concordance
with the fact that these two parameters are directly related to the presence of
pathology. The results obtained for the remaining parameters are similar to the
maximum obtained before using complexity measures.
In view of the former results it is possible to conclude that the line between a
perceptual level and its immediately subsequent level is diffuse and most of the
errors committed by the system are located in such boundaries.
Figures 5.31 and 5.32 show an overview of the results obtained using noise mea-
sures plus MFCC coefficients, complexity measures and the best strategy to fuse
information based on combining classifiers. Once again, for all GRBAS param-
eters, the fusion strategy outperforms the results obtained individually by the
other strategies. In figure 5.32 it is possible to observe that although the effi-
ciency of the global GRBAS score is improved by employing the fusion strategy
(63.56% compared to 57.78% using noise parameters plus MFCC, and 55.56%
using complexity measures alone), the recognition rate of the subset 1 was lightly
better with the complexity measures. Something similar happened for the subset
2 but when noise measures plus MFCC were used.
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Figure 5.29: Best results obtained combining complexity measures, noise parameters and
cepstral coefficients, for the automatic evaluation of the GRBAS scale.
5.4 Discussion
This chapter has presented a deep experimental study on the use of the nonlinear
analysis for the automatic detection of pathological voices and for the automatic
evaluation of the voice quality according to the GRBAS scale. First, the study
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Figure 5.31: Comparison of the performance achieved using complexity measures, noise pa-
rameters + cepstral coefficients, and a combination strategy for the automatic assessment of
voice quality according to the GRBAS scale.
determined, according to discriminative criteria, the minimum length that a voice
signal must have to be characterized using complexity measures. This result fills
one the voids that the nonlinear analysis of speech signals has, and provides a
guideline for the minimum requirements that the voice segments must satisfy
before performing a nonlinear analysis. Also, this result open the possibility to
carry out the nonlinear analysis following a short time scheme, which leads to all
the advantages described in the chapter 3.
The experiments using the different complexity measures described in chapter 3,
allowed to establish the real discrimination capabilities of each of the nonlinear
measures for the automatic detection of pathological voices. The hidden Markov
entropy measurements proposed in this work achieved the best performance in
comparison with the rest of the complexity measures. This result confirms that
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the information related to the direction of evolution of the trajectories in the state
space is relevant for the characterization of the pathological behavior. Other
measures, such as the Correlation Dimension, Sample Entropy and Detrended
Fluctuation Analysis, also showed good results for this task. Furthermore, fus-
ing complexity measures with noise parameters and cepstral coefficients leaded
to a significant improvement compared to the results obtained using individually
each of the feature sets. This is a very important result, confirming that there
exist complementary information between complexity measures and conventional
acoustic measures. Besides, it also quantifies the efficiency achieved by combining
both sets of characteristics.
Moreover, from this result, it is possible to conclude that the use of method-
ologies based on combining classifiers (widely used in other pattern recognition
applications), provides good results for the detection of pathological voice, ope-
ning the door to study the feasibility of combining information from many other
techniques of analysis that have also been employed for this task.
On the other hand, the experiments performed to automatically grade the voice
signals according to the GRBAS scale, allow to determine the more relevant fea-
ture subsets for each of the parameters of the GRBAS scale. It is important
to highlight that, the best classification accuracy for the parameters “A” and
“S” was achieved using two nonlinear measures, LLE and HMC respectively, (the
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comparison was made including noise parameters and cepstral coefficients), which
suggests that “A” and “S” are closely related to nonlinear phenomena in the voice
production process. Due to the fact that, these parameters are particularly diffi-
cult to quantify, even for a well trained specialist, the information obtained using
nonlinear analysis becomes more important.
Once again, the most important measures for the automatic evaluation of the
voice quality were: CD, SE, DFA, HMC and HES. Nevertheless, in this case,
LLE has proved to be useful for several parameters of the GRBAS scale. This
result let us interpret that there are phenomena involved in the voice production
process that are not very relevant to determine whether a voice is pathological or
not, but they become important to quantify the voice quality.
On the other hand, the methodology of fusion of information also achieved im-
provements for all the parameter of the GRBAS scale, confirming that it is a very
useful alternative for the development of automatic system for the detection and
evaluation of pathological voices.
As expected, the combination of classifiers based on SVM performed better than
other strategies. The discriminative criterion used in the training of the SVMs
is a very important aspect to achieve a good classification. However, some basic
combination rules achieved similar results in some experiments and, in general,
they showed a good tradeoff between performance and computational cost.
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6.1 Discussion and conclusions
The complexity analysis of speech signals enables the characterization of nonli-
near phenomena involved in the voice production process, providing additional
and complementary information which can be used for the automatic detection
and evaluation of pathological voices. The results obtained using the entropy
based measure suggest that the deterministic and stochastic components of speech
signals must be taken into account for the complexity analysis since both com-
ponents contain relevant information about the underlying dynamics which can
be useful for the detection problem.
The study experimentally demonstrated that the nonlinear analysis of speech
signals can be successfully performed using a short time scheme. The work de-
termined, according to discriminative criteria, the minimum length that a voice
signal must have in order to be characterized using complexity measures. This
result fills the void that the nonlinear analysis of speech signals has had, and
provides a guideline for further works in this field.
The correlation dimension and complexity measures based on entropy showed a
good performance in the automatic detection of pathological voices. The correla-
tion dimension despite being defined for purely deterministic processes, proved to
be a robust measure for the characterization of speech signals. On the contrary,
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the maximum Lyapunov exponent did not provide good discriminative capabil-
ities for this particular problem, and also showed inconsistency regarding the
theoretical and practical values that it should take from voice signals with regu-
lar and irregular trajectories. However, it provided relevant information for the
automatic evaluation of the voice quality according to the GRBAS scale.
The approximate entropy and sample entropy achieved an acceptable performance
and their use in the automatic detection of pathological voices should be further
explored. However, the modifications of the approximate entropy using Gaussian
kernel showed unstable results and in general they achieved low classification
rates.
The measures based on recurrence and fractal scaling analysis showed, together,
a similar performance to that obtained by the entropy based measures but in a
more complex computational procedure. Moreover, the performance achieved by
the feature called Detrended Fluctuation Analysis is high enough to be taken into
account in future studies. The hidden Markov entropy measurements achieved a
very high performance in the automatic detection of pathological voices, however,
their dependence to the DHMM training procedure makes them highly sensitive
to the adjustment of model parameters. Therefore, it is necessary to study al-
ternatives that allow an automatic setting of the optimum values for the DHMM
parameters, in order to improve the robust and reliability of the hidden Markov
entropy measurements. Also, an automatic selection of DHMM parameters could
provide a better adaptation of the model to each particular speech signal.
The performance obtained by the hidden Markov entropy measurements is founded
in the fact that, the DHMM in which such measures are based, provides a better
estimation of the probability density function of the embedded attractors. Such
estimation takes into account the direction of evolution of the trajectories and
allows to determine whether the difference between two points in a trajectory is
actually a divergence or else a convergence phenomenon. On the other hand, the
difference between two points in the attractor can be related to temporal vari-
ations or multiple periodicities present in the speech signal, but does not imply
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that the path followed by the point is out of the original path, and this fact can
be detected by the underlying Markov chain.
In order to obtain a better characterization of the diverging points in the attrac-
tors trajectories, the stochastic modeling provided by the discrete hidden Markov
models is a promising method for the estimation of the probability function which
takes into account the stochastic dynamic of the attractor. Following this method,
the main trajectory in a particular attractor is characterized using the underlying
Markov process, where each state of the process is related to a particular region
of the state space and the random process associated to each state characterizes
the local random behavior in that region, i.e., the probability that a point in a
particular region of the trajectory is considered a diverging one. An additional
advantage of this method is the fact that, it does not require a prior definition
of the maximum distance between two points to be considered neighbors, since
such information is learned from the data in a training procedure. However, the
training of the model does require the adjustment of two parameters: the number
of states and size of the codebook, and the experiments showed that the modeling
procedure is highly sensitive to those parameters.
On the other hand, the fusion of complexity measures with noise parameters and
cepstral coefficients, obtained an important improvement in comparison with the
results obtained using each of the feature sets individually. This is a very im-
portant result since, it does not only confirm that complementary information
between complexity measures and conventional acoustic measures does exist, but
also quantifies the efficiency achieved by combining both sets of characteristics.
It is also possible to conclude from this result that the use of methodologies based
on combining classifiers, which are widely used in other areas of recognition, pro-
vides good results for the detection of pathological voices and opens the door
to study the feasibility of combining information from many other techniques of
analysis that have also been employed for this task.
The performance obtained using the dissimilarity-based approach was very similar
to those obtained with the feature-based approach. Nevertheless, the dissimilarity-
215
Chapter 6. Concluding remarks
based approach that uses stochastic models of the embedded attractors presents
two main drawbacks: the first one is the need of assuming a constant embed-
ding dimension for all voice samples, avoiding the use of optimum embedding
dimension for each signal. The second one is that there is not straightforward
combination of the results obtained by this approach, with the results obtained
from conventional acoustic measures or other kind of features extracted from the
voice signal. It is also important to note that, since in the training and validation
procedures of this method the set of samples available must be split into three
subsets, the number of samples required to obtain a good estimation of the per-
formance is higher.
The experiments using the nonuniform embedding methods achieved classification
accuracies lower than those obtained employing the uniform embedding method.
Although the main idea behind the nonuniform embedding methods is coherent,
the methods currently found in the state of the art are focused on forecasting
applications and the criteria used by these ones do not take into account the
temporal correlation which is an important aspect to achieve a good characteri-
zation of the trajectories in the attractor. Additional studies must be conducted
in this way, in order to establish if such methods can provide better reconstruc-
tions of the state spaces.
The performance of the complexity measures for the automatic evaluation of the
voice quality according to the GRBAS scale, was, in general, similar to the per-
formance obtained using “conventional” noise measures and cepstral coefficients.
However, the performance achieved by the conventional measures for the param-
eter “B” was not matched by any complexity measure. On the other hand, the
best classification accuracy for the parameters “A” and “S” was achieved using
two nonlinear measures, LLE and HMC respectively. This result suggests that
“A” and “S” are closely related to nonlinear physical phenomena, and confirm
the importance of the information obtained using nonlinear analysis.
The experiments with complexity measures showed that for each parameter of
the GRBAS scale, the best recognition rate was obtained with a different set
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of features. The results obtained using conventional noise measures and cepstral
coefficients were, in general, similar to those obtained using complexity measures.
However, the conventional features showed the best performance for the global
GRBAS score. More important is the fact that, the methodology for the fusion
of information also achieved improvements for all the parameter of the GRBAS
scale, confirming that is a very useful alternative for the development of auto-
matic system for the detection and evaluation of pathological voices.
The use of a SVM as combination function, achieved a classification accuracy of
98.23% with a very narrow confidence interval (approximately 0), representing
an reduction in the detection error of 29.85%, 35.83% and 53.15% in comparison
to other works found in the state of the art ( (Godino-Llorente et al., 2006a),
(Sa´enz-Lecho´n et al., 2008), (Hadjitodorov and Mitev, 2002) respectively). It is
important to highlight that the use of an appropriate normalization technique
before the application of a combination rule, can derive in significant improve-
ments of the overall performance of the system. In the experiments, the tanh
normalization technique showed the best results. Moreover, the application of a
similar classification strategy for the automatic evaluation of a voice according to
the GRBAS scale, also achieved an improvement of the overall performance of the
system, reducing the error rate in around 13.69% which represents a reduction of
the classification error around to 6 percentage points for the recognition of the
global GRBAS score, in comparison with the results obtained using conventional
and complexity measures individually.
By comparing the results obtained in this work with the result obtained in (Sa´enz-
Lecho´n et al., 2006b), it is possible to observe that the results provided here are
worse for the parameters “G”, “R” and “S”, and better for the parameters “B”
and “A”. However, the data bases used in both works are different avoiding a
correct comparison between them.
In general, the correlation between the complexity measures and the perceptual
assessment did not show very encouraging results, however this work is one of the
first approaches to this problem and provides, along with other works currently
developed in the Bioengineering and Optoelectronic Research Group, a baseline
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for future works in this field.
Finally, experiments with different data must be carried out in order to validate
this results with signals in different acquisition and environmental conditions. It
is important to note that a public database with a higher number of samples is
essential for further studies in this field.
6.2 Contributions
This work presents a thorough study of the use of nonlinear analysis for the char-
acterization of voice signals and the employment of it for the automatic detection
and evaluation of pathological voices. This analysis is very important in order to
establish the amount of information related to the nonlinear phenomena involved
in the voice production process, that can be useful for the diagnostic and clinical
treatment of pathological speakers.
Listed below are the original contributions of this thesis:
– It was performed the analysis and quantification of the discrimination ca-
pabilities of different complexity measures for the detection of pathological
voices and for the automatic evaluation of the voice quality according to
the GRBAS scale. In this sense, also the real improvements obtained since
the inclusion of complexity measures in the automatic systems for detection
and evaluation of pathological voices were quantified.
– It was established according to discriminative criteria, the minimum length
that a voice signal must have in order to be characterized using complexity
measures. This result allows to demonstrate that the nonlinear analysis of
speech signals can be successfully carried out using a short time scheme.
– Three new complexity measures based on the entropy of the Markov pro-
cesses were proposed. Such measures provided the best results for the de-
tection of pathological voices in comparison with the other nonlinear mea-
sures evaluated. An additional advantage of the measures proposed, is the
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fact that they do not require a prior definition of the maximum distance
between two points to be considered neighbors, since such information is
learned from the data in a training procedure.
– The establishment of the three new complexity measures opens the door to a
new framework in the complexity analysis related to the use of probability
density estimation methods which, are able to characterize the evolution
direction of the trajectories in the space state, and provide more accurate
information about diverging points and unstability of the attractors.
– It was analyzed the use of non-uniform embedding techniques for charac-
terization of speech signals. Although results were not satisfactory, it was
determined that additional studies must be done in this line of work.
– It was developed a faster version of the algorithm for the calculation of the
Probabilistic Product Kernel, in which the induction step was improved to
take advantage of a matricial scheme.
– It was proposed a methodology for the fusion of information from different
characterization methods of the speech signal, which provides successful
results for the automatic detection of pathological voices and reached the
best results currently reported in the state of art. Although such approach
is not new for other pattern recognition applications, its use in this field had
not been explored. Therefore, this work may be considered as the starting
point for the study of a wide variety of techniques, to the particular field of
the automatic detection of voice pathologies.
– It was analyzed which subsets of complexity measures contain relevant in-
formation for the characterization of the voice quality according to the
GRBAS scale. Also the discrimination capabilities of such subsets for au-
tomatic evaluation of voice quality were quantified.
– It was established that especially the parameters “A” and “S” of the GR-
BAS scale, have a close relationship with non-linear phenomena in the voice
production process, and therefore, the information extracted using nonli-
near analysis is quite relevant for the correct evaluation of them.
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– It was proposed a methodology for the multi-class classification problem of
the automatic evaluation of voice quality, based on multiple bi-class classi-
fication. The methodology also allows the fusion of information from other
characterization methods and achieved good results. This methodology be-
comes in a baseline for futures works in this field.
6.3 Future lines
Despite the good results obtained in this thesis, the topics addressed here are far
from being considered closed subjects. On the contrary, the analysis performed
in this work leaves a great number of work lines open, which could be deepened
with the aim of improving the performance of computer-aided systems for the
assistance of diagnosis and clinical treatment of voice pathologies. In the follow-
ing, some estudies derived from this thesis and susceptible to be carried out are
listed.
– The first line of work is related to the study and implementation of methods
for the automatic setting of the DHMM parameters. For instance, the use of
sequential pruning to determine the optimum number of states, and similar
criteria for the selection of the codebook size. This work could not only
improve the accuracy of the model, but also improve the adaptation of the
model to each particular voice signal, since it would be possible to employ
optimal parameters for each particular voice.
– An interesting field of research is to explore the use of short-time nonlinear
analysis for the characterization of continuous speech recordings. Such stud-
ies could provide information from a more realistic scenario for the charac-
terization of pathological voices.
– From a practical point of view, the algorithms for the nonlinear analysis
are computationally very expensive. It is therefore necessary to develop
alternative calculation algorithms that allow the implementation of such
methods in a more efficient way, in order to be used in commercial tools.
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– Additional measures of complexity used in other research fields, such as the
Lempel-Ziv complexity or different entropy measures, such as fuzzy entropy,
should also be studied to characterize pathological voices.
– Further studies should be conducted with the aim of improving the charac-
terization of nonlinear dynamics based on nonuniform embedding methods.
The idea behind the nonuniform embedding is very consistent with the mul-
tiple frequency components of voice signals. However, the current criteria
used for the non-uniform embedding methods are not focused on the prob-
lem of characterization of nonlinear dynamics, but on forecasting tasks.
– Several studies can be conducted using the methodology for fusion of in-
formation proposed in this work, in order to include information from the
characterization of other phenomena involved in the voice production pro-
cess, such as bio-mechanical parameters or parameters extracted from the
mucosal wave and measures from different spectral analysis.
– The results obtained for the automatic evaluation of voice signals according
to the GRBAS scale, make clear that this problem is far from being resolved.
Due to the small number of samples belonging to some of the classes, it the
use of GMM models trained using the method of Universal Background
Model, which is a very useful method for some speech recognition tasks
might be considered. Also, with the aim of improving the classification, it
might be considered the use of discriminative criteria, such as Minimum
Error Classification or Maximum Mutual Information, for the training of
the GMM models.
– The complexity measures proposed in this work, could also be evaluated for
the characterization of other kind of signals, and to establish the general-
ization capabilities of this analysis to other fields of research.
– Finally, and as it was pointed out before, experiments with different data
must be carried out in order to validate this results with signals in different
acquisition and environmental conditions.
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Appendix A
Conventional features: Cepstral
coefficients and noise measures
According to the most widespread speech production model, the speech is usu-
ally represented by a linear model, in which the excitation (i.e. the glottal wave)
is convolved with the impulse response of the vocal tract. In order to model
this response, the use of coefficients such as LPC is very common in speech sig-
nal processing. LPC parameters represent the contribution of the vocal tract to
the phonation process, leaving aside the behavior of the vocal folds. For this
reason they cannot be considered adequate for the detection of voice disorders
since, in presence of pathology, it is very important to evaluate the contribution
of the vocal folds. Moreover, the inherent assumption of linearity of the LPC
model is not appropriate because of the asymmetries in the vibration of the vocal
folds and the presence of turbulent noise. The Linear Prediction Cepstral Coef-
ficients (LPCC) also suffer from the same limitations. On the other hand, the
Mel-frequency Cepstral Coefficients (MFCC) (Huang et al., 2001) are a family
of parameters that can be either estimated using a parametric approach derived
from LPC or using a nonparametric (FFT-based) approach. This nonparamet-
ric approach allows modeling the effects induced by the presence of pathology
over the excitation (vocal folds) and the system (vocal tract) (Godino-Llorente
et al., 2006a). Another justification for using the MFCC parameters is that this
measure follows a transformation in the frequency domain to a perceptual scale.
This transformation corresponds to the human auditory system response (Huang
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Table A.1: Screening accuracy for MFCCs in the automatic detection of pathological voices.
Feature Sensitivity Specificity Accuracy AUC
24 MFCC 100% 88.20% 94.07%± 3.28 0.99
et al., 2001), and matches well with the fact that an experienced speech therapist
can very often detect the presence of a disorder just by listening to it.
The main advantage of the MFCC parameters is that they do not exhibit de-
pendency on previous pitch estimations. This is a common problem with most
of the acoustic parameters found in the state of the art developed to evaluate
pathological voices. On the other hand, it is well known that pathological voice
is induced by an increase of mass, a lack of closure, or a change in the elastic-
ity of the vocal folds. The result is that the movement of the vocal folds is not
balanced and an incomplete closure of the vocal folds may appear in some or all
glottal cycles. This is the reason why changes appear over the whole harmonic
structure, (increasing the inter-harmonic energy and the fundamental frequency
perturbation), and it also explains why energy increases at higher energy com-
ponents due to aerial turbulence induced by an incomplete closure of the glottal
clef. FFT MFCCs (Bou-Ghazale and Hansen, 2000) were considered to be ap-
propriate for the task in this work because in the presence of voice disorders they
demonstrate an inherent ability to model either an irregular movement of the
vocal folds, or a lack of closure induced by an increase of mass or due to a change
in the properties of the tissue covering the vocal folds. The alterations related
with the mucosal waveform due to an increase of mass are reflected in the low
bands used to calculate the MFCC, whereas the higher bands are able to model
the noisy components due to a lack of closure. Both alterations are reflected as
noisy components with poor outstanding components and wide band spectrums
(Fraile et al., 2009; Godino-Llorente and Go´mez-Vilda, 2004; Godino-Llorente
et al., 2006a). Table A.1 shows the best accuracy for the detection of pathologi-
cal voices that has been reported in the literature using MFCC (Godino-Llorente
et al., 2006a).
MFCCs were complemented with three classical short-term measurements, specif-
ically developed to measure the degree of noise present due to disorders: Harmon-
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ics to Noise Ratio (HNR), Normalized Noise Energy (NNE), and Glottal to Noise
Excitation Ratio (GNE). The aim of these features is to separate the contribu-
tion of the excitation and the noise present, that is much higher in pathological
conditions.
Cepstrum based Harmonics to Noise Ratio
This parameter (de Krom, 1993) is a measurement of the voice pureness. It is
based on calculating the ratio of the energy of the harmonics related to the noise
energy present in the voice (both measured in dB). Such measurement is carried
out from the speech cepstrum, removing the energy present at the harmonics
by liftering. The resulting liftered cepstrum provides a noise spectrum which is
subtracted from the original cepstrum. The result is a spectrum that contains only
the harmonic components. After performing a baseline correction, the modified
noise spectrum is subtracted from the original log spectrum in order to provide
the HNR ratio estimation.
Normalized Noise Energy
This parameter (Kasuya et al., 1986) is a measurement of the noise present in the
voice respect to the total energy (i.e. NNE is the ratio between the energy of noise
and total energy of the signal -both measured in dB). Such measurement is carried
out from the speech spectrum, separating by comb filtering the contribution of
the harmonics in the frequency domain, from the valleys (noise). Between the
harmonics, the noise energy is directly obtained from the spectrum. Within a
harmonic, the noise energy is assumed to be the mean value of both adjacent
minima in the spectrum.
Glottal to Noise Excitation Ratio
This parameter (Godino-Llorente et al., 2008b; Michaelis et al., 1997) is based
on the correlation between Hilbert envelopes of different frequency channels ex-
tracted from the inverse filtering of the speech signal. The bandwidth of envelopes
is 1 kHz, and frequency bands are separated 500 Hz. Triggered by a single glottis
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Table A.2: Screening accuracy for a set of noise measures in the automatic detection of
pathological voices.
Feature Sensitivity Specificity Accuracy AUC
HNR 80.35% 88.68% 82.30%± 4.98 0.95
NNE 90.17% 90.57% 90.27%± 3.86 0.96
GNE 85.55% 92.45% 87.17%± 4.36 0.95
closure, all the frequency channels are simultaneously excited, so that the en-
velopes in all channels share the same shape, leading to high correlation between
the envelopes. The shape of each excitation pulse is practically independent of
preceding or following pulses. In case of turbulent signals (noise, whisper) a nar-
rowband noise is excited in each frequency channel. These narrow band noises
are uncorrelated (if the windows that define adjacent frequency channels do not
overlap too much). The GNE is calculated picking the maximum of each cor-
relation functions between adjacent frequency bands. The parameter indicates
whether a given voice signal originates from vibrations of the vocal folds or from
turbulent noise generated in the vocal tract.
Table A.2 shows the ability to differentiate between normal and pathological
voices of these three measures from their individual screening accuracy (Godino-
Llorente et al., 2008a).
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