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ABSTRACT 
Combinatorial extension and composition methods have 
been extensively used in the construction of block designs. 
One of the composition methods, namely the direct product 
or Kronecker product method was utilized by Chakravarti 
[1956] to produce certain types of fractional factorial 
designs. The present paper shows how the direct sum opera-
tion can be utilized in obtaining from initial fractional 
factorial designs for two seperate symmetrical factorials 
a fractional factorial design for the corresponding asym-
metrical factorial. Specifically, we provide some results 
which are useful in the construction of non-singular frac-
tional factorial designs via the direct sum composition 
method. In addition a modified direct sum method is dis-
cussed and the consequences of imposing orthogonality are 
explored. 
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1. INTRODUCTION 
In design theory there are well known algebraic opera-
tions which lead to new designs, when we start out from a 
set of initial designs. For example, the direct product 
(or Kronecker product) operation was used by Chakravarti 
[1956] to produce fractional factorial designs for the asym-
metrical factorial. The designs developed by him through 
this method did not relate to arbitrary initial factorial 
designs. These initi~l deisgns specifically arose from the 
existence of orthogonal arrays, which were much earlier shown 
to be quite useful in factorial design theory by Rao [1947]. 
To illustrate the direct product method we reproduce 
the following example, which follows immediately from theorem 
... 
1 of Chakravarti's [1956] paper. The orthogonal arrays Di 
;m d D ~ b e 1 ow are or t h of. on a 1 m a in e f f e c t p 1 an s in N 1 = 4 an d 
I ] 
1\r':;r'.trch :;upportr~d by NI\C Grant No. A7200 and by NIH Grant 
N (l • I; - I\ 0 I - c M - ! ; q () 0 . 
1<-<'yword:; dlltl phr<~:;e". fr.1ctional replication, sum composition, 
· ~1c>n:; _i n:·,- ~ u L1 r L t y , ~; i m 1 1 a r d c s i g n s , or t h o go n a 1 f r act i on s . 
'. 
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N2 =9 treatment combinations for the 2 3 and 3 4 factorials 
respectively. 
* 
i: 
Dl D2 
000 0000 1120 2210 
( l.l) 110 0112 1202 
101 0221 2022 
011 1011 2101 
·l~ i~ 
The direct product design D1 ®D 2 in N1 N2 =36 treatment combin-
ations provides orthogonal estimates of not only the main 
effects but also of the two factor interaction of one 2-level 
factor with one 3-level factor for the 2 3 x3 4 factorial under 
the assumption that all other effects are negligible . 
... 
" 
-~~ 
Dl®D2 
0000000 0000112 0000221 0002210 
( l. 2) 1100000 1100112 1100221 1102210 
1010000 1010112 1010221 1012210 
0110000 0110112 0110221 0112210 
In addition to the above type of designs there is a need 
to spell out the details of the direct product method for 
arbitrary initial desings and given arbitrary parameters under 
v~rioun asnumptions on the total parametric vector. Such 
i n i t i.1 1 d n :: i ~~ n:::; w o u 1 d c n com p ass r e s o 1 uti on I I I , I V and V d. e -
:: i.p,nu. 
-3-
In some settings (especially when the orthogonality con-
dition is dropped) the resultant direct product design might 
be uneconomical from the viewpoint of number of treatment 
combinations. Thus, in the previous example, if main effects 
are the only ones of interest under the assumption that all 
interactions are negiigible, it is clear that 36 treatment 
combinations are too many for estimation purposes. This is 
so because for the 2 3 x3 4 factorial we need only 12 treatment 
combinations to form a main effect plan if no estimate of 
the error variance is desired. If it is desirable to have 
an estimate of the error variance as well then one or more 
treatment combinations can be added to the plan or one or 
more treatment combinations can be repeated in the plan. 
To obtain economical fractions we can resort to a dif-
ferent operation altogether, e.g. we can compose two initial 
designs using the direct sum operation. Before taking a for-
mal approach consider the main effect designs D1 and D2 con-
sisting of 
ml 2 
k 1 =2 and 
(1.3) 
N1 =4 and N 2 =6 treatment combinations 
m 
k 2 2 =3 2 factorials respectively: 
Dl D2 
10 00 
01 22 
ll 10 
ll 12 
01 
21 
for the 
.e 
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It is easily verified, that the design n 1~n 2 below is a non-
singular main effect plan in N1 +N 2 =4+6=10 treatment comb ina-
tions for the ml m2 2 2 . k 1 xk 2 =2 xs asymmetr1cal factorial. 
Dl~D2 
' 10 1 
I 
I 
Olt 10-
'A 
111 2 -
t 10 20 
I 
11 1 10 20 
I 
where Al and A2 ( 1. 4) ----- = = 
: 00 ' 10 20 
I 
I 22 10 20 
I 
I 
1 10 10 
A I 
ltl2 
I 
I 
1 01 
I 
I 21 
I 
The operation involved in producing this design is clearly 
a direct sum typ~ of operation, which we will call compactly 
d~~ect ~um compo~~t~on. It is clear that the crucial part in 
using this method is the specification of the matrices A1 and 
A2 . The choice of these will depend on what kind of proper-
tien one wishes to impose on the resulting design, given cer-
tdin pr•opertJt!S on the initial designs. 
ln the following sections we explore this new method 
in more detail and show how in some settings it always produces 
ml m2 
a design for the asymmetrical k 1 xk 2 factorial given the 
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initial designs 
ml m2 
f6r the k 1 and k 2 factorials. 
2. PRELIMINARY DEFINITIONS AND NOTATIONS 
To make this paper relatively self-contained we intro-
duce some of the basic notions of fractional replication. 
Consider the symmetric k 1 xk 2x ..• xkt factorial consisting of 
t factors the i-th one having k. levels. Let T denote the 
t 1 
set of N = TI k. treatment combinations. 
i=l 1 
DEFINITION 2.1. A factorial arrangement r with parame-
ters k 1 , k 2 , ... , kt; m; n; r 1 , r 2 , ... , rN is defined to 
N 
be a collection of n = E r. treatments of T such that the 
j = 1 J 
j-th treatment in T ha~ multiplicity (= replication number) 
r., and m is the number of nonzero r.'s. 
J J 
DEFINITION 2.2 A factorial arrangement is said to be 
complete if r.>O for all j. 
J 
DEFINITION 2.4. A factorial arrangement is said to be 
a fractional factorial arrangement, or simply a £ractional 
replicate, if some but not all r.>O. 
J 
Let e denote the NXl vector of single degree of freedom 
paramcteP~ (also referred to as factorial effects) and let 
v11 lle an o!J:;ervation at treatment h. The model w~ associate 
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with T and 8 is: 
( 2. l) 
where an element of the NXl vector of observations YT is yh 
such that: 
( 2. 2) 
Here f is an N-vector of k real valued known functions on 
the h's in T. We assume that the design matrix XT is in 
I 
orthon6rmal form, i.e. XTXT = IN. A familiar model of type 
(2.1) is the orthogonal-polynomial model. 
Corresponding to a factorial arrangement f the model 
for the nXl observation vector Yr as induced by (2.1) is 
equal to: 
( 2 • 3) 
where Xr i~ an nXN matrix simply read off from XT taking re-
petitions into account. 
To make the notation and forthcoming discussion simpler, 
t 
let G = X G. , 
i=l l 
(X = Carthesian product), where G. = {0,1,2,. ,k.-1}. 
l l 
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Identify the e~ements of Gi with the levels of the i-th fac-
tor, so that G is a representation of T. With this repres~n-
tation a treatment or treatment combination g is then an 
element of G. Hence equations (2.1) and (2.2) may be re~ 
written as E[YG]=XGB and E[yg]=B 1 f(~), where XG=XT and 
f(g)=f(h). Thus when dealing with a fractional replicate r 
one is dealing with a collection of g's from G. Further, 
ll u u 
A lA 2 t let an element of B be indicated by the symbol l 2 ... At , 
where (u1 ,u 2 , ..• ,ut) is an element of G. This means that 
w~ have brought both the set of treatment combinations T and 
the set of factorial effects B into one to one correspondence 
with G. 
From the experimenter's viewpoint the most realistic 
partioning of the vector e is the following: 
(2.4) 
where 81 is an N 1 ~vector to be estimated, 8 2 is an N2-vector 
not of iriterest for estimation and not .assumed to be known, 
and 8 3 is an N3-vector assumed to be negligible (i.e. equal 
to zero), lSN1sN, OsN 2sN-l, OsN 3sN-l with N1 +N 2+N 3=N. The 
above partioning then leads to the following four cases: 
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( i ) N1 =N, N =N =0 2 3 
(ii) N2=o, N3#0 ( 2 . 5 ) 
(iii) N 210, N3#0 
(iv) N2#0, N =0 3 
It is well known that case (ii) gives rise to odd reso-
lution problems and case (iii) to even resolution problems~ 
C~se (i) leads to BLU estimation problem of 8 and to response 
surface fitting problems while cases (iii) and (iv) bring 
about the biased estimation problems. 
3. THE SUM COMPOSITION METHOD 
Consider two separate symmetric factorials, i.e. the 
ml m2 
k 1 xk 1 x ... xk 1 =k 1 and the k 2 xk 2x ... xkfk 2 factorials and consi-
der for each factorial the partitioning in (2.4). Explicit-
m. 
ly let the k 2 1 xl parametric vector 6i be partitioned as: 
I I I I 
( 3 . 1 ) s. = (6.1:6.2:6.3), l l • l • l i = 1, 2. 
where ail is the pilXl vector of parameters to be estimated, 
ai 2 is the p 12 x1 vector of parameters not of interest and 
m. 
not assumed to be zero, and, B. 3 is the (k. 1 -p. 1 -p. 2 )xl vec-l l l l 
tor of parameters assumed to be zero. We assume the first 
ml m2 
element of both Bll and B21 in respectively the k 1 and k 2 
-9-
factorials to be equal to the mean ~. Also we limit oursel-
ves in this section to the most popular case, i.e. the odd 
resolution case, where p 12 =p 22 =0. Note that this is case 
(ii) of the previous section for two separate symmetrical 
factorials. 
Let D.=l,2, be a des~gn consisting of N. treatment com-
l l 
m. 
binations from the k.l factorial such that the vector B. is 
l l 
estimable. 
metric vector whose entries are elements of the union of 
B11 and B71 , when these are considered as sets of parameters 
m m 
in the k 1 xk 2 mixed factorial setup. Consider the design: 1 2 
( 3. 1) ........ ' 
where A1 is N2 xm 1 and A2 is N1 xm 2 , and the rows 
m. 
treatment combinations from the k.l factorial. 
l 
of A. are 
l 
We desire 
a choice of A1 and A2 such that the resulting design provides 
unbia~>ed e:;timates for the elements of f3 11 uB 21 . 
dDd 
Ill_ 
1 :,> 
'2 
D l: l' l N I. T [ 0 N 3 • 1 • 
B/ 1 drt~ estimable 
respectively, then 
Given designs D1 and D2 such that B11 
ml 
in the symmetrical factorials k 1 and 
treatment combinations such that B11 uf3 21 is estimable in the 
ml m2 
k 1 xk 2 mixed factorial, is said to be obtained using the 
direct sum composition of design D1 and D2 . 
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It is clear that the crucial part in coming up with a 
design D 1 ~D 2 such that B11 uB 21 is estimable is the specifi-
cation of the matrices A1 and A2 , because they will have 
to guarantee the nonsingularity of the underlying design 
In other words, the selection ·of A1 and 
A2 should he such that rank of the design matrix of D 1~D 2 
Before.providing some nonsingular 
constructions of direct sum designs, we first proceed to 
prove an algeb~aic theorem which is of a fundamental na-
ture. 
Let n 1 ~D 2 be a direct sum design, then its design ma-
has the following structure by virtue of D1 , D2 
m m 
in the k 1 xk 2 mixed factorial setup: 1 2 
I 
c, 
I 
c• 
• I 
• I 
e 
lpll-1 
e 
2p 11-1 
f 
lp 21-1 
f 
2p21-l 
c 1 e N 1 eN 2 . . . eN - 1 1 f N 1 f N 2 . . . fN - 1 
I 1 1 lpll 1 1 ·1 lp21 
- 1- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -· - - - - - - - - - -- ··- - - -
c I gll gl2 glP -1 1 hll hl2 hlp -1 
I 11 .21 
clg g· g h h h 
21 22 2pll-l 21 22 2p21-l 
• I 
• I 
1 
c I gN 1 
2 
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( 3. 3) = [:~~~L~-L~~ 
cl 1 G 1 H N I I 
_ 2 I 1 _ 
Note that tte matribes E and H are essentially determined 
ml m2 
by D1 and D2 and S11 uS 21 in the context of the k 1 xk 2 mixed 
factorial. Let us now form the following vectors of order 
v' 0 = (c,c, ... ,c,O,O, ... ,o) 
w' 0 = (O,O, ... ,O,c,c, ... ,c) 
v' 
( 3 . 4) l 
= (e 1 . ,e 2 . , ... ,eN . ,0,0, ... ,0), i=l,2, ... ,p 11 -l l l 11 
I 
w. 
l = (o,o, ... ,o,gli'g2i''" ,gN2i)' i=l,2, ... ,pll-1 
y~ 
J 
= (f1 j,f2 j, .•. ,fNj'o,o, ... ,o), j=l,2, ... ,p 21-l 
z ~ 
J 
= (o,o, ... ,o,h 1 j,h 2 j, ... ,hN 2 j), j=l,2, ... ,p 21 -l. 
i: -.': 
Denote the columns of XD E&D by x 0 ,x 1 ,x 2 , ... ,x _ 1 ,x 1 ,x 2 ,. · ·, 
* 1 2 pll 
x 1 , then it is seen that: p21-
xo = v' + wl 0 0 
( 3 . 5 ) X~ = v~ + I i=l,2, ... ,pll-l l l wi' 
1:' I I X. = y. + z . ' j=l,2, ... ,p21-l J J J 
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Let X be the subspace spanned by the vectors ~0 ,x 1 ,x 2 , .•• , 
* 
,~ ie i: 
x 1 and X the subspace pll- spanned by x 1 ,x 2 , ..• ,xp _1 , then 
* 21 
the dimension of the space x+x spanned by the two sets of 
vectors is equal to: 
( 3. 6) .. ~ ·l: .. ~ dim(x+x ) = dimx+dimx -dimxnx . 
Now, XD !&D 
1 2 
will have full column rank (i.e. rank of X = 
D 1 !&D 2 
pll+p21-l) * if and only if dimxnx is equal to zero • On the 
... 
other hand for a ~ector X to be in xnxn, it must be a linear 
combination of the set of vectors x 0 ,x1 ,x 2 , ... ,x _1 and it pll 
·i: . 
must also be a linear combination of the set of vectors ~l' 
T'nis means that: 
( 3. 7) 
Utilizing (3.5) we see that (3.7) implies: 
( 3 • 8 ) 
' ' rrom the definition of the vectors v 0 , w0 , ' y. and J 
' z. it follows that: 
., 
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(3.9) 
* Hence for dim(x+x ) to be less than p 11+p 11-l, the two equa-
tions in (3.9) must be satisfied non-trivially. 
The above development immediately leads us to: 
THEOREM 3.1. The dehlgn ma~~lx XD ffiD o6 ~he dl~ee~ hum 
1 2 
dehlgn D1 ffiD 2 ih o6 6ull eolumn ~ank l6 and only l6 ~he ~wo 
equa~lonh in (3.9) a~e no~ ha~lh6led non-~~lvlally. 
The meaning of this theorem is that if the mat~ices A1 
and A2 in (3.1) are chosen such that the vectors in (3.4) do 
not satisfy the equations in (3.9) then the resulting direct 
sum will be capable of providing unbiased estimates of 
811 u8 21 . A sufficient condition for a nonsingular construc-
tion is provided in the following corrollary. 
CORROLLARY 3.1. 16 D1 and D2 a~e dehlgnh hueh ~ha~ 811 
m m 
and 13 21 a~e eh~lmable ln the hepa~a.te k 11 and k 2 2 hymmet~leal 
6ae~o~lalh ~ehpee~lvely, and A1 and/o~ A2 a~e ehohen ~o eon-
hlh~ o6 ~epe~l~lonh o6 a 6lxed ~~ea~men~ eomblna~lon ~hen 
.the dlJtee~ .6um dehlgn D1 ffiD 2 lh hueh ~ha~ 811 u8 21 lh eh.tlmable. 
. m1 m2 in .the m~xe.d k 1 xk 2 6ae~o~ial. 
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PROOF: Suppose that A1 consists of repetitions of a 
ml 
fixed treatment combination from the k 1 symmetrical fac-
torial and that A2 
tions from the k: 2 
consists of arbitrary treatment combina-
factorial. Then from (3.2) and (3.3) 
it follows that each ciolumn of G is a constant vector, i.e. 
a vector whose entries are equal to a scalar. This implies 
that in (3.9) a 0w6+a1 w1 +a 2w2 + ... +a _ 1 w _1 is a constant pll pll 
vector, which in turn implies that z 1 ,z 2 , ... ,z ~l are p21 
linearly dependent. This contradicts the hypothesis of in-
dependence of the z's guaranteed by D2 . Hence the second 
equation in (3.9) cannot be satisfied, so that by Theorem 
3 . 1 . XD ffiD has full column rank and therefore B11 uB 21 is 
1 2 
estimable. 
A similar argument will show that the first equation 
in (3.9) cannot be satisfied if A2 consists of repetitions 
m 
of a fixed treatment combination from the k 2 2 symmetrical 
factorial. Finally, if both A1 and A2 consist of repetitions 
of a fixed treatment combination from their respective 
factorials, then both equations of (3.9) cannot be satisfied 
and hence X will be of full vank. 
Dl@D2 
This dompletes the 
proof. 
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REMARK 3.1. The question arises, whether one may start 
with a D1 or D2 in (3.1) such that the design matrices E or 
H are less than full column rank and by suitable choices of 
A1 and A2 still come up with a direct sum design D1 mo 2 such 
that x 0 IDD is of full column rank. 
l 2 
That this is possible 
is illustrated in the following example. 
Consider the 2 2 and 3 2 factorials and suppose that we 
are interested in main effects only under the orthogonal 
polynomial set up. 
(3.10) D1 iD 2 
Consider the direct sum design: 
= 
I D 
2 
= 
00 10 
01 01 
10 1 ll 
1 .. 
ll 00 
11 10 
ll 20 
ll I 12 
ll 22 
Note that the design o 2 Rives to rise a design matrix which 
11 ,1 ~' r' <1 n k less than P 2 1 = 2 ( 2 ) + l = 5 , s inc e in the 3 2 or tho-
~~on.Jl polynomial set up the design matrix 
-16-
1 1 1 1 1 
3 -- --16 3/2 /6 3/2 
1 0 2 1 1 3 --- --3/2 v6 3/2 
(3.11) XD 
1 1 1 1 1 
= --3 16 3/2 16 3/2 
1 0 2 1 1 
--3 3/2 16 3/2 
1 1 1 1 1 
-- --3 16 3/2 16 3/2 
clearly h a~3 linearly dependent columns. However, the design 
matrix X D1 GlD 2 
of the direct sum design D1 GJD 2 lS of full col-
umn rank, namely pll+p21-1=3+5-1=7, since 
1 1 1 0 1 1 1 6 6 --- --- --6 3/2 216 612 
1 1 1 1 1 0 1 
-6 - -- ---6 6 216 6/2 3/2 
1 1 1 0 1 0 1 --- ---6 6 6 3/2 3/2 
1 1 1 1 1 1 1 
--- -- --- --6 6 6 216 6/2 216 612 (3.12) XD GlD = 
l 2 1 1 1 1 1 1 0 --- --- --6 6 6 3/2 216 612 
1 1 1 1 1 1 1 
-- --- --G 6 6 216 6/2 2/6 612 
1 1 1 0 1 1 1 -- --6 6 6 3/2 2/6 612 
1 1 1 1 1 1 1 
-- -- -- --6 6 6 2/6 6/2 216 612 
h~~ seven linearly independent columns. 
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4. CLASSES OF SIMILAR DESIGNS 
In this section we show that designs obtained via the 
sum composition method can be used to produce classes of 
~imiia~ designs if the parametric vector S11 uS 21 satisfies 
certain regularity conditions, which are typically met in 
many practical applications. 
Let us now apply some of the ideas laid down in two 
recent papers by Srivastava, Raktoe and Pesotan [1970] and 
by Pesotan, Raktoe and Federer [1972]. 
In section 2, we introduced the set Gas the set of 
t 
treatment combinations of order IT k.. In the present setting 
. 1 l m1 m 1= 
G has cardinality (k 1 )(k 2 2 ), since we are dealing with di-
rect sum designs from two symmetrical factorials. We denote 
an element of G by the (m 1 +m 2 )-tuple (x 11 ,x12 ,. · · ,x 1 m1 ,x 21 ' 
x 22 , ... ,x 2m2 ), where xij is an element of Gi={O,l,2, ... ,ki-l}, 
i=l,2,j=l,2, ... ,m .. 
l 
Further, let an element of 8=8 1 uS 2 be 
xll xl2 xlml x21 x22 X2m2 
denoted by the symbol A11 A12 ... A1m A21 A22 · .. A2m · 
0 1 o 0 0 0 2 0 
t 11 il t i_ n t h i s not u t i on t h e m e an V = A 11 A 1 2 . . . Am A 2 1 A 2 2 · · · A 2m 
1 0 0 0 0 0 2 0 0 1 0 0 0 2 <~nd {/\lJ /\1/'. 'Alm 1 /\21/\22 ... /\2m 2 ,AllA12 ... Alm 1 A21 A22 ... A2m 2 ' 
Note 
0 
.• A2 } represents the set of k 1 -l 
m2 
normulized orthogonal parametric contrasts associated with 
the first factor, etc. 
-18-
m m 
DEFINITION 4.1. Two designs D1 and D2 from the k 1 1 xk 2 2 
mixed factorial are said to be similar with respect to a sub-
vector of 8 if and only if the underlying infirmation matrices 
I I 
XD XD and XD XD have the same spectrum. 
1 1 2 2 
DEFINITION 4.2. A parametric sub vector 8 of 8 is said 
xll xl2 x .. 
be admissable if and only if whenever A11 A12 ... AijJ 
xll xl2 r x2m2 
belongs to 8 and xij#O, then A11 A12 ... Aij ... A2m2 
~·; 
belongs to 8 for all r#O. 
Let ~ be the group of level permutations acting on the 
elements of G. An element w of ~ is of the form 
( 4. 1) 
s u c h t h a 1: w • = ( w • 1 , w . 2 , . .. , w . ) and w • . i s a p e r m u t at i on act in g l l l lmi l] 
on G., i=l,2, j=l,2, ... ,m .. 
l l 
The following lemmas are special cases from Srivastava, 
Raktoe and Pesotan [1971]. 
m m 
LCMMA 4.1. 16 D i-6 a.n. a.JtbLtJta.Jty de.J.Jign nJtom .the k 1 1 xk 2 2 
mixed na.c.toJtia.i a.nd w(D) i-6 .the peJtmu.te.d de.J.Jign obtained nJtom 
n and (/' L6 a.dmiJ.JJ.Jibie, .then .theJte. exi.6.t.6 a.n oJt.thogona.i ma..tJtix 
1' 6 uch .tha.t 
(l) 
( 11 • ') ) Xw(D) = XDPw 
whe.Jte x 0 a.nd xw(D) a.Jte deJ.Jign ma.tJtice-6 o6 .the 6Jta.c.tion.6 D and 
... 
w(D) wi.th Jte..6pec.t .to e". 
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LEMMA 4.2. 
'1: *'fl' , o6 e, then the veQto~ e ue obta~ned by ~et the~oetiQ un~on 
* d ** . d b o6 e an e ~~ al~o a m~~~a te. 
These two lemmas together with the definition of w in 
(4.1) lead us immediately to the following theorem. 
THEOREM 4.1. Let o1 and o2 be two 6~aQt~on~ 6~om the 
m1 m 
k 1 and k 2 2 6aQto~~al ~e~peQt~vely 6o~ the adm~~~able veQ-
to~~ sll and s21" Let wl(Dl) and w2(D2) be the 6~aQt~on~ 
obta~ned 6~om o1 and o2 be the aQt~on~ o6 w1 and w2 ~e~pec­
t~vety. 16 
( 4. 3) 
a~e the two d~~ect ~um de~~gn~ 6o~ s 11 uS 21 obta~ned by ~um 
compo~~t~on and act~on o6 w1 and w2 ~e~pect~vely then o 1 ~o 2 
and w 1 <o 1 )~w 2 (o 2 ) a~e ~~m~la~ de~~gn~, ~.e. the unde~ly~ng 
PROOF: By lemma 4.2. we know that S11 uS 21 is admissable 
and from (4.1) we know that w=(w 1 ,w 2 ), which implies that 
tu 1 ( D 1 ) ~ W? ( ll 2 ) = w ( D 1 ~ D 2 ) . He n c e by 1 emma 4 . 1 the r e e x i s t s an 
or l h o 1'. o u d 1 lll<l t r i x P such that 
w 
-20-
( 4. 4) X (D &D ) = XDlffiD2P,,,· w 1<17 2 <17 v.J 
Therefore the underlying information matrices of D1 QlD 2 and 
w(D 1 QlD 2 ) have the same spectrum. 
The meaning of theorem 4.1 is that when a design is 
obtained using the sum composition method one has also 
obtained a class of designs each one providing the same a-
mount of information, if this quantity is taken as a function-
al on the spectrum of the information matrix. In a recent 
paper Pesotan, Raktoe and Federer [1972] have obtained some 
characterization and enumeration results on classes of 
similar designs in a very general setting. These results 
can be applied in the present setting as well. 
As an illustration of theorem 4.1 consider the direct 
sum design for main effects of the 2 2 x3 2 factorial discussed 
in the introductory part of this paper. If w is taken to 
0 0 0 1 
( 4 • 5 ) 
1 1 1 0 
0 0 
1 -+ 1 
2 2 
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Dli&D2 wl(Dl)l&w2(D2) 
10:20 
I 
11 1 oo 
I 
' Olt20 00 I 00 
I 
1o:oo 11120 
I I 
11;2o 10' 00 
( 4 . 6 ) - - -1- - -
10 100 11 110 
I I 
I 
11 1 02 10122 
I 
I ' 10,10 lll 20 
I 
l0tl2 ll! 2 2 
1o:o1 lli ll 
I 
10;21 lli 0 l 
are such that the underlying information matrices have the 
same spectrum. 
5. A MODIFIED SUM COMPOSITION METHOD 
The sum composition method as discussed in section 3 
results always in a direct sum design which has one treatment 
combination too many. This comes from the fact that in the 
individual designs each time the mean is to be estimated. In 
the saturated case the number of treatment combinations should 
equal the number of parameters to be estimated in the mixed 
fdctorial, i.e. N1 +N 2 should be equal to p 11 +p 21 -l. The 
d ir<~ct ~-:urn proc~~dure of section 3 would in this case provide 
PJ 1 +p 17 trPatment combinations, i.e. one two many. 
-22-
Consider the design Di such that pil parameters are 
m. 
estimable in the ki 1 factorial. Suppose that Sil is ad-
missable and that D. contains the treatment combination 
l 
-~~ ~·; it (x. 1 ,x. 2 , ... ,x. ), i=l,2. From the development in the pre-l l liD. 
l A 
vious chapter we know that a similar design w~(D.) can be 
l l 
obtained from D. such that when the permutation w~ is 
l l 
applied to each of the treatment-combinations in D. it 
l 
·'· ':J'~ ~·~ ~·~ takes (x. 1 ,x. 2 , ... ,x. ) into (0,0, ... ,0). l l liD. Hence w~(D 1 ) 
~·: l 
and w2 (D 2 ) can be written as: 
( 5. 1) 
.,., 
wl(Dl) w~(D 2 ) 
0 0 ••• 0 0 0 ••• 0 
"/: ·h 
Dl D2 
~'c 
where D. consists of the remainder of the permuted treatment 
l 
~·: 
combinations of w.(D. ). 
l l 
Following Definition 3.1 we may now 
define the direct sum of designs D1 and D2 as: 
I 
- - - - - -1 - - - - - -
( 5 . 2 ) 00. • .Q I 00. • .0 
- - - - - _I - - - - - -
I ':J'C 
Al D2 
where A. consists of N.-1 treatment combinations from the 
l l 
m. 
k. 1 factorial. 
l 
Note, that such a direct sum design has 
N1 -l+N 2 -l+l=N 1 +N 2-l treatment combinations, yielding a saving 
of one treatment combination over the design in (3.1). 
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As an illustration, consider the designs introduced in 
the introduction and further discussed in section 4. Taking 
0 0 
( 5 • 3 ) 
1 1 
we obtain: 
w:(D 1 ) 
00 
. . . . . . 
01 
and 
~': ( 5 • 4 ) D = 1 10 
00 
';'; 
D = 2 
'/; 
w2(D2) 
00 
. . . . . . 
t 
. 10 
12 
01 
21 
0 0 
1 -+ 1 
2 2 
Utilizing (5.2) we then may produce a direct sum design in 
the following way: 
( 5 . 5 ) 
01 1 
I 
I 10 1 A2 
I 
00 I 
___ I __ -
00' 00 
---1---
1 22 I 
I 
A11 10 
I 
1 12 
I 
I 
•01 
I 
:21 
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where A1 consists of N1 -1=6-1=5 treatment combinations from 
the 2 2 factorial and A2 consists of N2-1=4-1=3 treatment com-
binations from the 3 2 factorial. 
( 5. 6) 
As a further example, consider the main effect plans: 
0 1000 
1 , and D2 = 0111 
2 
3 
lOll 
0001 
0010 
from the 4- 1 and 2 4 symmetrical factorials respectively. Let 
0 0 0 1 0 0 0 0 -~~ 1 1 --~ ·l: --.': -:,': ( 5. 7) wl: -+ and w21: -+ w22: -+ w23: -+ w24: 2 2 1 0 ' 1 1' 1 1' 
3 3 
then 
1' 
2 
( 5 • 8 ) 
3 
I 
--- -~- ---
0 I 0000 
--_I_ - --
I 1111 
0011 A I 
I 
1 1001 
I 
: 1010 
is a direct sum design consisting of 8 treatment combinations 
from the 4-x2 4 mixed factorial if A1 and A2 are chosen properly. 
For example, if 
( 5 • 9 ) 
0 
l 
2 ' 
3 
0101 
0110 
1100 
0 0 
-+ 1 1 
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then the resulting direct sum design provides an orthogonal 
main effect plan in the sense of Addelman [1972], whose de-
sign on page 104 suggested the selected A1 and A2 . 
The algebraic and construction aspects of the direct 
sum design in (5.2) can be explored along the same lines as 
in Theorem 3.1 and Corollary 3.1. 
6. SOME DESIRABLE PROPERTIES 
Safar in the development we have ignored the various 
properties, which come typically into play when dealing with 
fractional replication. The first one is the property of 
oll.thogana.t.i...ty. Suppose that this property is imposed on 
the direct sum design n 1 ~n 2 in (3.1). This means that 
( 6. 1) 
I 
X ~n x0 &D = diagonal matrix = M, say, Dlw 2 1,.,. 2 
so that from (3.3) we must have: 
( 6. 2) 
I 
cl I I Cl I --~J-~--~~ 
E I : G I 
- - - _,_ - - - -
I 
I I I 1 I I 
N1 tN 2 :clN E+clN G1clN F+clN H 
I 1 2 : 1 2 
- - - - - - - - - - - "" - - - - -- - - - - r: - - - ·- - - - - -
eEl +cG 1 l :E 1 E+G 1 G ,E'FtG'H 
Nl N2 I I 
-----------L---------~--- ---F 1 : H 1 cF'l +cH'l 1 F 1 E+H'G •F'F+H 1 H N N I I 
1 2 1 
' 
= 
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ie 
where c =N 1 +N 2 and the Mi's are diagonal matrices of appro-
priate dimensions comprising M. Equation (6.2) implies the 
following conditions: 
( 6. 3) 
E'E+G'G=M 1 
F'F+H'H=M 2 
1' E+1' G=O 
Nl N2 
1' F+1' H=O 
Nl N2 
E'F+G'H=O 
By suitable selections of designs D1 , D2 , A1 and A2 in (3.1) 
one may satisfy the conditions in (6.3) and obtain an ortho-
gonal direct sum design. It is clear that the conditions 
in (6.3) are in addition to the condition that the equations 
in (3.9) are not satisfied. 
Along these same lines conditions can be formulated such 
that the direct sum design D 1~D 2 is va~~ance balanced or b~a~ 
balanced [see Hedayat, Raktoe and Federer [1972]). These 
properties along with the orthogonality property becomes es-
pecially meaningful, if we are dealing with special designs, 
such as the resolution III and V designs. 
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7. DISCUSSION 
As is apparent from section 6 we just have initiated 
thoughts on the direct sum method. Considerable work is 
necessary to exploit in full the ramifications of this method, 
especially in the odd and even resolution settings. 
LITERATURE CITED 
1. Addelman, S. (1972). Recent developments in the design 
of factorial experiments. J. Amer. Statist. Assoc. 67, 
103-110. 
2. Chakravarti, I.M. (1956). Fractional replication in asym-
metrical factorial designs and partially balanced arrays. Sankhya, 
17, 143-164. 
3. Hedayat, A., Raktoe, B. L. and Federer, w. T. (1972) On a 
measure of bias due to fitting an incomplete model. Sub-
mitted for publication in the Annals of Statistics. 
4. Pesotan, H., Raktoe, B. L. and Federer, W. T. (1972). On 
complexes of Abelian groups with applications to fraction-
al factorial designs. Submitted for publication in the 
Annals of Statistics. 
5. Srivastava, J.N., Raktoe, B.L. and Pesotan, H. (1971). 
On invariance and randomization in fractional replication 
In the process of publication with the Annals of Statis-
tics. 
6. Rao, C. R. (1947). Factorial experiments derivable from 
combinatorial arrangements in arrays. J. Roy. Stat. Soc. 
Suppl.) 9, 128-139. 
