The modular equation of order b is a polynomial relation between j(z) and j(z/b), which has astronomically large coefficients even for small values of b. Fricke showed that a two-valued relation exists for 37 small values of b. This relation would have much smaller coefficients and would also be convenient for finding singular moduli. Although Fricke produced no two-valued relations explicitly (no doubt because of the tedious amount of algebraic manipulation), they are now found by use of MACSYMA. For 31 cases ranging from b = 2 to 49, Fricke provided the equations necessary to generate the relations (with two corrections required). The remaining six cases (of order 39, 41, 47, 50, 59, 71) require an extension of Fricke's methods, using the discriminant function, theta functions, and power series approximations.
Introduction.
The modular equation of order b is a well-known polynomial relation between j(z) and j(z/b) for 1 < b E Z. Here we use the usual definitions The (Weber) modular invariant j(z) is defined for z E H, the upper half plane, and its important properties are its invariance under the modular group T = PSL(2, Z) and its behavior at oo:
(1.2a) j(z + \)=j(-l/z)=j(z), (1.2b) j(z) = l/q + 7AA + 0(q) as z -• ¿oo (q -> 0), see [7] , [8] , [5] . The function j(z/b) is invariant under a subgroup of the modular group, namely r°(6), which is of index (1. 3) m = bH(l + t/p) (over primes p \ b). This is the degree of the modular equation. The compactified quotient space H/T°(b) is a Riemann surface Sb over H/T for which the genus is shown (see [7] ) to equal (This involution was generalized by Atkin and Lehner [1] .) Thus the compactified quotient space H/T°(b)* = Sb* is a Riemann surface over which Sb is a double covering. The genus of Sb* was shown [7] to be (1.6b) eb = I 6, ¿> = 7mod8, 3 , otherwise.
(For b < A, special calculations show g* = 0.) Fricke restricts attention to the 37 cases where g* = 0 (see Table I ). For such cases a single-valued function t exists on S* which becomes double-valued on Sb. So a general point on S¡, is determined by the pair (t, s) where (1.7) s2 = P2g+2(t)
for P2g+2(t) a polynomial of degree 2g + 2 (with simple roots). Because j(z/b) = j(-b/z) = j(W(z)), it follows that a rational function Fb(t, s) exists on Sb such that (1.8a) j(z) = Fb(t,s), (1.8b) j(z/b) = Fb(t,-s).
From (1.6a), the 37 cases where g* = 0 necessarily include all cases of genus g = 0 or 1. Conversely, the cases with g > 1 are hyperelliptic. (Some hyperelliptic cases do not occur, however, such as b = 37, and this is a matter of continuing study; see [14] , [17] , [19] .) For the 14 cases of genus g = 0, Fricke [7] gives only a rational parametrization of the relation between j(z) and j(z/b), and it is necessary for us to derive the relation (1.8a,b) from it (see Section 2). For 17 of his cases where g > 0 (listed in Table I ), Fricke [7] , [8] gives the function Fb(t,s) explicitly in a remarkably simple form each time (see Section 3). The cases were run from data common to [7] and [8] (see Tables II and III) , but we note these exceptions as remarks: 7 = data offered only in [7] 8 = data offered only in [8] In all 37 cases where g* = 0, we then have the two-valued modular equation
where 7Vfe(i) is the norm and Db(t, s) is the different, if we think of j(z) and j(z/b) as roots of the equation (1.10a) X2 -Sb(t)X + Nb(t) = 0.
Here, Sb(t) is the trace function defined by
(with positive branch at oo). It is easily seen that Nb(t) and Sb(t) as symmetric functions are rational in t, and so is Rb(t). The functions Nb(t) and Db(t,s) are shown in Tables II and III of the Appendix. The choice of t and s for g > 0 was made by Fricke, and is motivated by the condition that 2 = 0 (and oo) correspond to oo with the following orders of magnitude: (1.11a) j(z) = tb + bCbtb-1 + 0(tb~2),
(1.11b) j(z/b) = t + Cb + 7AA + 0(l/t) (see (1.2b) ). For g = 0, we shall construct the functions Fb(t,s) (in Section 2) to satisfy the same asymptotic conditions. Of course there is still an arbitrary translation in t, as well as an arbitrary rational transformation in the choice of s. The modular equations have astronomically large coefficients and are known in relatively few cases (although the computation is rather straightforward [20] ). We shall note that Fricke's two-valued form (1.9a,b) keeps coefficients small, at least in the factored form of the norm and the different (although not the trace). We observe that the norm is either a cube or it has a major cubic factor whose coefficients are "one-third" as long as otherwise. The different also must have factors of "low degree" to correspond with the small class numbers connected with singular moduli, defined as values of j(zo) for which j(zo) = j(zo/b). These values are necessarily associated with roots in of Db(t, s) (see [3] , [6] , and [9] ). These roots satisfy (1.12) j
Such values arise from equations for zq of the type
for M(z) an element of T. This will be illustrated in Section 2 for b = 2. We should also cite another approach [2] to modular equations (currently associated with Ramanujan). In this approach the coefficients are kept small by using invariants other than j(z), which determine special subgroups of the modular group.
To complete the introduction, we make clear that the present computation serves to create the equations (1.9a,b) from formulas given in Fricke [7] , [8] (and reformulated somewhat when g = 0). We do this by means of MACSYMA, a symbolic language system which handles polynomials and substitutions in (almost) natural language. First, the polynomial s2 -P2g+2(t) is read explicitly into the system so that a rational substitution for s2 is performed every time s2 is encountered. Then the rational simplification operation is performed on the explicit formulas for the product Fb(t,s)Fb(t, -s) to produce Nb(t). Likewise, (Fb(t,s) -Fb(t, -s))/s reduces to the rational function Db(t,s)/s.
Finally, the factorization operation renders the formulas in Tables II and III. 2. Genus Zero. For the cases with g = 0, Fricke [7] , [8] gave implicit modular equations by a rational function Fb(x). We shall change variables (see (2.3a,b,c) below) to produce Fb(t,s). Thus (2.1a) j(z) = Fb(x), xy= 1.
Here, x is uniquely defined by the values x = 0 at z = oo, x = 1 ht z = \f^b, and x = oo at z = 0. Then it follows that as z -► oo,
for some positive D. Thus the involution z ♦-+ W(z) is expressed by x <-> y or j(z) *""> j(z/b). We now change variables so as to turn the symmetry of x and y into that of (t, s) and (t, -s):
Of course, with s = (t + 2B)w, we can write (1.7) as (2.3c) s2 = t2-AB2.
Actually, Fricke's data are not always consistent. Sometimes the roles of x and y are interchanged and sometimes x and y are scaled to avoid radicals (say y/ä) so lixy = 1" becomes "xy = a". We do not dwell on this matter, particularly since algebraic systems like MACSYMA can treat the radical as a symbol.
For the special cases where (b -1)|24, we can take
since A(z) is a modular form for T of weight 12, i.e.,
Thus from the various expansions into q, we evaluate (2.6a) B = 66/(6-1), (2.6b) Cb = 24/(6 -1).
As an illustration for 6 = 2, To find singular moduli for all 6 was indeed a principal goal of Fricke's Algebra [8] (also see [10] ). Fricke could not carry it out completely, however, since he had only the radical factor s in Db(t, s), rather than the whole expansion into factors. j(z) = Fb(t,s), (3.2b) s2 = t(ts -20t2 + 56£ -44).
Here, as elsewhere, the equations (1.9a,b) are derived by using MACSYMA (see Section 1). Fricke's formulas for Fb(t, s) have only two errors, which we proceed to correct (see Table I ).
For 6 = 27, Fricke [8, p. 464 ] used as his starting point the formula for 6 = 9 (genus g = 0):
Fg(X) = 27(X + 1)3(9X3 + 27X2 + 27X + 1)/X(X2 +3X + 3), so that for (2.1a,b),
but here XY = 3 (to avoid using \/3). To proceed to 6 = 27, Fricke needed new variables x and y in Fg(x) and Fg(y) to write
The correct values are given by (3.5a) xV = 81(x2 + 3x + 3)(y2 + Zy + 3), (3.5b) t = 3(x + 3)(y + 3)/(xp-9), (3.5c) s = 27(x -y)(2xy + 3x + 3y)/(xy -9), (3.5d) s2 = (í + 3)(í3-3í2-9í-9).
Thus we substitute into (3.4a,b) x = G(t, s), y = G(t, -s), where
There is another error in Fricke [7, p . 418] for 6 = 23. It is necessary to replace "-288" by "-24" in the formula (47).
Introduction to Remaining
Cases. For six cases (of order 6 = 39,41,47, 50,59,71), Fricke did not provide the formulas to deduce the modular equations by direct substitution.
We must therefore examine Fricke's methods in enough detail to extend the computations.
We use the discriminant function for 6 = 39 and 50
and theta functions for 6 = 41,47,59, and 71.
We need to express j(z) in terms of these modular forms:
When 2 -► 2/6, the parameter q = exp 27r¿2 is replaced by
Following Fricke [7] , we express the action of the involution W: (z -> -b/z) by the use of "primed" symbols:
for F(z) a modular form of weight 2k, and likewise
We also need the result from class field theory [7, p. 366 ] that for prime 6 = 3 (mod 4), the polynomial P2g+2 
The functions Fk(x) used in (2.1a,b) (above) are renormalized as
so that instead of (2.1a,b), we have
The following cases fall under (5.1a,b,c): 26  13  2  13  39  13  3  13  50  25  2  5 Fricke [7] provides us with the formulas: We now define parameters invariant under r°(6) (and indicate the leading term in the Laurent series in r),
Then Wt = t and Wu = Kt9+1 /u, so we have a (monk) polynomial (5.3c) P(t) = u + Kt9+1/u invariant under W', while 2« -P(t) (= s) changes sign. Thus,
Finally, we have the function required for (1.8a,b):
For our specific cases we verify that (5.3d) becomes The equations (5.5a,b,c), or more precisely, the polynomials P(t), are found by expanding t and u into Laurent series truncated to width g + l'mr with pole at 0. (Here "width" refers to the difference between the highest and lowest exponent.) Then in (5.3c), the series for P(t) has a pole of order g + 1, which can be reverted into an expansion in t (actually a polynomial). This is even easily done by hand.
The polynomial P(t) was found for 6 = 26 by Fricke [7] and for 6 = 50 by Birch [4] . (Compare Kenku [11] for 6 = 39.) 6 . Some Special Theta Functions.
For the remaining four values of 6, the relation between s and t is found by using three closely related theta functions. We start with the form
For -b = S2 -ART, 6 = 3 mod 4, we define the series
For -6 = S2 -ART, 6 = 3 mod 8, we define the series (6.2b) <P(R,S,T) = Y1 rF(m'n)/2(-l)n (n,m E Z,m odd).
For -6 = (S2 -ART)/A, 6=1 mod 4, we define the series (6.2c) a(R,S,T) = Y^rF{m'n)/4(-l)n (n,m E Z,m odd).
These functions are interrelated for 6 = 3 mod 8, e.g., <j}(R, S, T) = -6(R/2, S/2, T/2) + 9(R/2, S, 2T) + 9(2R, S, T/2) -9(2R, 2S, 2T).
If we use the symbol 7 to denote 9, d>, or a, then by Poisson's summation method, for each case (see [7] 
This shows the action of Wz = -b/z. A more difficult analysis is required for U(z) = (Az + B)/(Cz + D) E r°(6) (B = 0 mod 6). We summarize a result in Fricke [7] (compare [18]): Set (6.5) p(2) = 7(2)A(2)e, where e = 0, 1/2, or k/A according to 7 = 9, 0, or a, respectively, with R = k mod 4 and k = 1 or 3. Then
with (D/b) the Legendre symbol. Thus each of the theta functions is a form of weight 1 with multiplier dependent on U(z).
Fricke's method [7] is to express t in terms of the theta functions by taking a ratio of linear or quadratic forms in theta functions (see Sections 8 and 9 below). One such ratio can be chosen as t. Now for any such quadratic form T, the function Assume that by methods of Section 6 or 7 we have the Laurent series (7.1) t=l/r-Cb + 0(r), (7. 2) s=l/ra+1 +0(l/r9).
For the computation of the polynomial P2g+2(t), we truncate both of the above series to width 2g + 2. Then we can express
Only the terms of nonpositive degree in the expansion of s2 are required, as we can then use (7.1) to revert the series to t. The constant Cb is important for the equations (7.4a) j(z/b) = l'/r + 744 + 0(r) = t + Cb + 7AA + 0(1/1), (7.4b ) j(z) = l/rb + 744 4-0(rb) = tb + bCbtb-1 + 0(tb~2).
Although it is a higher state of the art to use modular forms to calculate Fb(s, t), it is possible to find the equations (1.8a,b) directly, by a crude approximation, when 6 is prime. Note (7.5) Rb
a polynomial in t of degree b -g-1 (< 6-1 when g > 0). Therefore, if s and t are known in r by series truncated to width 6 -g -1 (see (7.1) and (7.2)), we can then effectively approximate both j(z) and j(z) -j(z/b) by the same approximation 1/r6 (see (7.4a,b) ) and Rb(t) comprises the terms of nonpositive degree of the expansion in t, (7.6) l/(rbs) = Rb(t) + 0(l/t).
Finally, to find Nb(t), we need to find s as a power series in t truncated to width 6 (e.g., from (7.3)). Then we approximate (7.7) Db(t, s) = Rb(t)s = Lb(t) + 0(l/i) thus obtaining a polynomial Lb(t) of degree 6. From (7.4a,b),
Finally, Nb(t) is found from Db(t,s) and Sb(t) by and can be treated by the method which Fricke [7] developed for 6 = 23 (see correction in Section 3 above). We set We define (as in (6.7))
Then we compute (and factor as in (4.5)) (8.5) s2 = P2g+2(t) = pi(t)p2(t), obtaining factors each of degree g + 1.
(The factors are seen in the radicands in Table III .) Actually, Fricke found the polynomial P2g+2(t) for these three cases, but failed to factor it for 6 = 71 (see [12] ).
By generalizing Fricke's method for 6 = 23, we write
Here, qt(t) and rt(t) (i = 1,2) are defined as in (4.4a,b) by
To see the capacity for approximation inherent in (8.7a,b), note that with power series truncated to width degg¿ or degr,, E'2 sa b2 and \/A! sa 0, so we effectively define qi(t) and r¿(í) by (8.9a) (b2 + E2)/T4=qi(t)+0(l/t), (b2 -E2)/(T4s) = q2(t) + 0(l/t), (8.9b ) ^A/(T06v/PiTíy) = n(í) + O(l/í), VÄ/(T*y/p~2~(r)) = r2(t)+0(l/t).
The data for (8.6) are given in Table IV of the appendix, and the computation of Db(t,s) and Nb(t) proceeds as in Section 7.
9. Cases 6 = 41 and 6 = 59. In these cases we do not find Fb(t,s) directly, but use the cruder approximation methods of Eqs. (7.5)-(7.9).
The case 6 = 41 is handled similarly to 6 = 17 and 29 (see [7] ), but there does not seem to be a way of parametrizing all three cases, as in Section 8. We set We finally obtain Db(t, s) by the approximation process of (9.6) and Nb(t) by (7.9).
For the case 6 = 59, we define The genus g = 5. We have expansions (9.8) t = Ti/T0^l/r, (9.9) s = -r(dt/dr)/T0 sa 1/r6, and the relation between s and t comes out as (9.10) S2 = Pi2(t) = P3(t)pg(t) (with factors of degree 3 and 9, see (4.5)). We could proceed with the same crude technique of the last case, but here we can use a power series truncated to smaller width by following Fricke's method [7] for the cases 6 = 11 and 19. In the notation of (4.4a,b), (9.11a) (Eyy/A1 + E3/VÄ)/^p~3U)=p28(t), (9.11b) (E'3/VÄi-E3/^/Ä)/^/p~g~(t)=p23(t), for polynomials of degrees 28 and 23 as shown. In practical terms, we can calculate these polynomials as (9.12a) p28(í) + 0(l/í) = l/(r59/2p3(í)), (9.12b) p23M + 0(lA) = l/(r59/2P9(i)).
We then have D5g(t,s) = p23(t)p2s(t)s by (4.1), and we proceed as in Section 7 to compute ./V59in-curiously, the hardest numerical case was 6 = 41, which was dismissed by Fricke as not worth mentioning ( "dürften kaum besondere Schwierigkeiten darbieten" [8, p. 493]). The hardest theta function computation was for 6 = 59, which Fricke failed to include in his list.
Concluding
Remarks. The cases were run on VAX MACSYMA with individual times ranging from one minute for 6 = 2 to two hours for 6 = 49. Generally, the time increased with the degree, but the cases of genus zero took much longer to run, given the same degree. Otherwise, the genus is scarcely a Appendix. The norms Nb(t) and différents Db(t, s), and data for 6 = 23,47,71.
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