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Práce se zabývá moderními metodami ztrátové komprese statického obrazu a videa. Mezi
tyto metody patří vlnková transformace a algoritmus SPIHT. Na základě získaných po-
znatků je implementován videokodek. Tento kodek používá k rozkladu obrazu Daubechie-
sové vlnky. Na získané koeficienty je následně aplikována modifikovaná varianta algoritmu
SPIHT. Velké úsilí je věnováno optimalizaci tohoto výpočtu. Kodek lze použít v prostředí
multimediálních frameworků Video for Windows, DirectShow a FFmpeg. Na konci práce je
vytvořený kodek srovnán s kodeky běžně používanými.
Abstract
This thesis deals with modern methods of a lossy still image and video compression. Wa-
velet transformation and SPIHT algorithm also belong to these methods. In second half
of this thesis, a videocodec is implemented based on acquired knowledge. This codec uses
Daubechies wavelets to analyse an image. Afterwards there is a modified SPIHT algorithm
applied on gained coefficients. A lot of effort was put in order to optimize this computation.
It is possible to use the created codec in Video for Windows, DirectShow and FFmpeg
multimedia frameworks. At the end of this thesis, commonly used codecs are compared
with newly created one.
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Tato práce se zabývá moderními metodami ztrátové komprese videa. V první části je na-
vržen postup komprese užívající vlnkové transformace a algoritmu SPIHT. Cílem práce je
tvorba kodeku videa a jeho srovnání s kodeky v současnosti používanými. Ve druhé části
je pak popisována jeho implementace na základě poznatků z části první. Na konci práce se
nachází srovnání vytvořeného kodeku s formátem MPEG-4 Part 2, který je implementován
kodekem Xvid, a formátem MJPEG, jenž implementuje knihovna libavcodec.
Druhá kapitola shrnuje teoretické poznatky. Na jejím počátku je představeno typické
schéma ztrátové komprese statického obrazu. Následuje úvod k vlnkové transformaci a defi-
nice její diskrétní formy. Výpočet této transformace je realizován pomocí konvoluce s filtry
dolní a horní propusti. K výpočtu impulzních odezev těchto filtrů jsou užity poznatky
o kvadraturně zrcadlových filtrech. Na koeficienty vzniklé diskrétní vlnkovou transformací
je aplikován algoritmus SPIHT, který umožňuje jejich progresivní kódování do toku bitů.
Vysvětlení tohoto algoritmu je demonstrováno na jednoduchém příkladě stromového kódo-
vání. Dále jsou v této kapitole představeny nejrozšířenější metody srovnání kvality obrazu
a nastíněna specifika komprese videa. Zde se také nachází krátký přehled v současnosti
používaných kodeků. Ke konci kapitoly je vysvětlen pojem multimediální framework násle-
dovaný popisem třech z nich nejpodstatnějších.
Třetí kapitola sleduje implementaci kodeku videa. Tento kodek je založen na diskrétní
vlnkové transformaci užívající vlnek belgické matematičky a fyzičky Ingrid Daubechies.
Protože video je třeba přehrávat v reálném čase, je značné úsilí věnováno optimalizaci to-
hoto výpočtu. Optimalizace na úrovni algoritmu sestává z rozkladu výpočtu série konvolucí
na několik sum součinů vstupů s konstantami. Optimalizace na úrovni zdrojového kódu
spočívá například v převodu do celočíselné aritmetiky. Ke kódování vzniklého stromu ko-
eficientů transformace je použita modifikovaná verze algoritmu SPIHT. Modifikace spočívá
v předsunutí jisté části algoritmu před jinou. Dále se k průchodu stromem koeficientů užívá
Mortonova rozkladu, což činí implementaci velmi rychlou. Na konci této kapitoly se nachází
objektivní srovnání vytvořeného kodeku s kodeky běžně používanými a zhodnocení přínosu
práce.
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V rámci Semestrálního projektu byl navržen postup komprese obrazu pomocí Dau-
bechiesové vlnek. Diplomová práce tento postup rozvíjí o aplikaci algoritmu SPIHT a pře-




Předmětem této práce je demonstrovat postup ztrátové komprese videa.
V této kapitole je postupně rozebrán postup ztrátové komprese obrazu. Mezi dnes často
zkoumané metody takovéto komprese patří vlnková transformace a následně aplikovaný
algoritmus SPIHT. Vlnková transformace umožňuje reprezentovat obraz v časově-frekvenční
oblasti jako strom koeficientů. Algoritmus SPIHT dokáže tento strom progresivně kódovat
jako tok bitů. Postup lze aplikovat také na kompresi videa. Na konci kapitoly se nachází
přehled multimediálních frameworků.
2.1 Pojmy
Komprese dat je postup mající za cíl zmenšit objem těchto dat. Objem dat se může měřit
např. v bitech. Kodek (z anglického codec; coder–decoder) je software nebo hardware schopný
zakódovat a dekódovat datový proud. V této práci bude jako kodek označován software
provádějící kompresi (dekompresi).
Jako digitální obraz (dále jen obraz) je zde označována počítačová reprezentace reálné
scény (například digitálního fotografie). Obraz je dvourozměrný barevný rastr. Skládá se
z pixelů. Parametry obrazu jsou jeho výška, šířka a barevná hloubka. Výšce a šířce se
souhrnně říká rozlišení.
Digitální video (dále jen video) je sekvence obrazů. U videa lze posuzovat jeho kvalitu
a to buďto objektivně nebo subjektivně. Objektivním srovnáním kvality komprimovaného
videa vůči svému originálu se zabývá část 2.2.7. V souvislosti s videem se hovoří také
o dalších parametrech. Důležitá je snímková frekvence (frame rate), která udává počet
snímků zpracovaných (zobrazených, zaznamenaných) za jednu sekundu. Dalším kritériem
je datový tok udávající počet bitů potřebných pro jednu sekundu záznamu. Stejně jako
u obrazu se i u videa hovoří o rozlišení.
Videokodek je pak kodek videa (čili sekvence obrazů). Může jím být počítačový program
nebo hardwarové zařízení, které kóduje a dekóduje video do/z určitého formátu – zpravidla
za účelem zmenšení objemu dat. Takový video proud se pak běžně ukládá do tzv. mul-
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timediálního kontejneru, který umožňuje kombinovat různé multimediální datové proudy
(audio, video, titulky) do jednoho souboru.
Je třeba nezaměňovat pojem (video)kodek s pojmem formát videa. Formát je standard
(specifikace) a kodeky jsou jejími konkrétními implementacemi. Například kodek DivX
pracuje s formátem MPEG-4 Part 2 (profil ASP).
2.2 Problematika komprese obrazu
Tato část se zabývá vlastními algoritmy ztrátové komprese obrazu. Největší část je věno-
vána vlnkovým transformacím a algoritmu SPIHT. Text pojednává o statickém (nehybném)
obrazu. Na video může být nahlíženo jako na sekvenci těchto obrazů. Sousední snímky této
sekvence se budou s velkou pravděpodobností lišit jen nepatrně. Stačí tudíž zakódovat pouze
jejich rozdíl. Jinou možností je nahlížet na video jako na trojrozměrný obraz.
2.2.1 Účel
Obrazová data hrají dnes v životě člověka významnou roli. Lidé denně sledují televizní
vysílání či používají digitální fotoaparáty. Stále více se rozšiřuje televizní formát HDTV.
Bez komprese by přitom měla digitální fotografie o rozlišení 2048 × 1536 pixelů velikost
téměř 10MB či televizní vysílání ve standardu PAL datový tok 30MB/s. Je tedy žádoucí
tato obrazová data komprimovat. Tuto kompresi lze rozdělit na ztrátovou a bezeztrátovou.
Ztrátová komprese dosahuje řádově vyšších kompresních poměrů. Dochází při ní ovšem
k nezvratné ztrátě informací. Tato práce se zabývá pouze touto variantou.
Cílem je tedy zmenšení množství dat potřebných k reprezentaci obrazu.
2.2.2 Typické schéma komprese
Jak již bylo řečeno, účelem komprese obrazu je jeho uložení v co nejmenším objemu dat.
Toho lze dosáhnou snížením redundance uložených informací. V případě ztrátové komprese
také vypuštěním pro lidské vidění informací méně důležitých, čímž v obraze vznikají arte-
fakty.
Většina současných ztrátových kompresních algoritmů je založena na transformaci do frek-
venční oblasti následované kvantováním vzniklých koeficientů a jejich entropickým kódová-
ním. Nejznámějším formátem využívajícím tento postup je pravděpodobně JPEG v případě
statického obrazu a MPEG v případě videa.
Z důvodu vysoké výpočetní náročnosti se v praktických aplikacích nezpracovává celý
obraz najednou nýbrž rozdělen na dlaždice. Tím vznikají různé implementační problémy
– např. pokrytí rohů nebo blokové artefakty v dekomprimovaném obraze. Každý takový
blok (dlaždice) je převeden do vhodného barevného modelu (model RGB se ke ztrátové
kompresi nehodí). Následuje převod do frekvenční oblasti, např. pomocí diskrétní kosinové
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transformace. Pro používanou velikost bloku 8× 8 pixelů je dnes již tento převod optimali-
zován na několik málo sčítání a násobení. Na takto vzniklé koeficienty je aplikováno skalární
kvantování, při kterém teprve dochází ke skutečné ztrátě informací. Kvantované koeficienty
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Obrázek 2.1: Jednoduché schéma ztrátové komprese obrazu. Původní obraz (1) je zpraco-
váván po blocích (2). Ty jsou ve vhodném barevném modelu rozděleny na jednotlivé jeho
složky (3). Každá z těchto složek je pak převedena do frekvenční oblasti (4) a nakonec se
ztrátou zapsána jako tok bitů (5).
2.2.3 Barevné modely
Na statický barevný obraz lze pohlížet jako na dvourozměrnou diskrétní funkci s parametry
(𝑥, 𝑦), jejíž hodnotou je barva obrazového bodu. Ve světě počítačů je běžně používán ba-
revný model RGB (např. elektronová děla v monitoru CRT). Barva je v RGB určena trojicí
(𝑟, 𝑔, 𝑏). Hodnota (0, 0, 0) označuje černou barvu. Změna jediné ze složek (𝑟, 𝑔, 𝑏) ovlivní
jas bodu. V televizní technice jsou naopak pro zachování zpětné kompatibility s černobí-
lými televizory rozšířeny deriváty modelu YUV. Pro ztrátovou kompresi je vhodné použít
právě některý z derivátů tohoto barevného modelu, ve kterém je barva popsána jako tro-
jice (𝑦, 𝑢, 𝑣). Výhodou je oddělení intenzity (jasu) barvy (složka 𝑦), na kterou je lidské oko
velmi citlivé, od barevných (chromatických) informací (složky 𝑢 a 𝑣), na které je lidský zrak
citlivý méně. S touto znalostí se je možno na chromatických složkách dopustit větší ztráty
informací než na složce 𝑦, což vede k lepšímu poměru kvality ku velikosti zkomprimovaného
obrazu.
RGB24
Jako RGB24 se označuje formát obrazového bodu (pixelu) uloženého v modelu RGB, kde je
pro každou jeho složku vyhrazeno přesně 8 bitů (celistvý bajt), celkem tedy 24 bitů na pixel.
Na každou jeho složku připadá 28 = 256 úrovní neboli kvantovacích hladin. Celkem lze




Z uvedených důvodů je tedy vhodnější barvu pixelu reprezentovat složkami v modelu YUV,
ve kterém je oddělen jas (v modelu CIE 1931 odpovídá parametru Y) a chromatické složky,
které určí onu vlastní barvu. U chromatických složek (anglicky se nazývají chrominance) se
je při kompresi možné dopustit větší nepřesnosti než u jasu (anglicky luminance), protože to
lidský zrak rozpozná hůře. Dle standardu ITU-R BT.601 (dříve CCIR Recommendation 601
nebo jen CCIR 601) od organizace Comité consultatif international pour la radio se jas
(intenzita) pro digitální signál spočítá dle známého vzorce 2.1. Tato intenzita by se měla
nazývat luma a ne luminance, protože je spočítána z upravených R’G’B’ a nikoli z CIE RGB
(vizte Appendix A v [8]). Barevnou složku (chrominance) lze udat jako rozdíl primární barvy
(typicky modré a červené) od tohoto jasu. Tyto parametry se označují jako Cb (blue) a Cr.
(red). Pro počítačovou grafiku (digitální signály) by se podle výše zmíněného dokumentu
měl používat pojem chroma. Tento barevný systém se správně označuje jako Y′CbCr. Často
se však lze setkat se zažitým ale nesprávným označením YCbCr.
𝑌 ′ = 0.299𝑅′ + 0.587𝐺′ + 0.114𝐵′ (2.1)
Standard JPEG File Interchange Format [2] z roku 1992 uvádí vztahy, které umožňují
převést RGB s 8 bity na kanál na variantu Y′CbCr definovanou tímto standardem. Hodnoty
celočíselných složek Y′, Cb, Cr získané dle zmíněných vztahů se pohybují v intervalu 0–255.
Výsledkem převodu obrazu z RGB do YCbCr jsou 3 samostatné složky obrazu, které je
dále možno komprimovat odděleně. Intenzita Y se často komprimuje jinou metodou než Cb
a Cr (lidské oko je více citlivé na jas než na barvu). Složky Cb a Cr se mění velmi mírně
a jsou ve srovnání s Y bližší nule, což je ke kompresi výhodné.
2.2.4 Frekvenční analýza
Digitální obraz si je možno představit jako matici, kde hodnota každého prvku představuje
barvu pixelu na daných souřadnicích. Na obraz je pak možno nahlížet jako na dvourozměr-
nou diskrétní (v čase i v hodnotách) funkci.
Francouzský matematik a fyzik Joseph Fourier si všiml, že každou periodickou funkci
či signál o periodě 𝑇 je možno složit (sečíst) z harmonických funkcí o frekvencích, které
jsou násobkem základní frekvence 1/𝑇 . Těmto elementárním harmonickým funkcím se říká
Fourierova řada, studiu těchto řad Fourierova analýza a reprezentaci těchto funkcí čísel-
nými koeficienty Fourierova transformace (FT). V případě diskrétního signálu se hovoří
o v čase diskrétní Fourierově transformaci (DtFT), v případě diskrétního signálu konečné
délky o diskrétní Fourierově transformaci (DFT). DFT se také nazývá reprezentací sig-
nálu ve frekvenční doméně. Pokud se koeficienty DFT vynesou do grafu, nazývá se tento
graf spektrem původního signálu. Fourier používal k reprezentaci signálu sumu funkcí sin
a cos. Použitím Eulerovy rovnice je možno tuto reprezentaci přepsat na sumu komplexních
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exponenciál. DFT je tudíž komplexní funkcí. Analýzou reálných signálů vzniká jeho kom-
plexní reprezentace, což není pro praktické zpracování (kompresi) tohoto signálu počítačem
výhodné. Tuto nevýhodu odstraňuje diskrétní kosinová transformace (DCT), která signál
reprezentuje pouze sumou funkcí cos (naznačeno rovnicí 2.2). DCT vyžaduje na vstupu
reálný signál a vytváří pouze reálné koeficienty. DCT spektrum je graf, ve kterém osa 𝑥
značí frekvence (počínaje 0) a osa 𝑦 energii, kterou analyzovaný signál na dané frekvenci
nese. Nejlevější hodnota tohoto grafu (frekvence 0) obsahuje informaci o průměrné hodnotě
signálu, tzv. stejnosměrné složce (DC). Směrem doprava frekvence rostou. DCT je možno




𝑥[𝑛] cos (. . .) (2.2)
Reprezentace obrazu ve frekvenční oblasti je pro jeho ztrátovou kompresi klíčová. Lid-
ské vidění je totiž mnohem méně citlivé na frekvence vysoké než ty na nízké1 (myšlena je
struktura obrazu, nezaměňovat s frekvencí barvy). S touto znalostí je možno se při kompresi
dopustit ve vhodném poměru větší ztráty informací právě na vyšších obrazových frekvencích
než na těch nižších. Na tomto principu jsou založeny běžně používané algoritmy pro ztráto-
vou kompresi obrazu či videa. Většina z nich je přímo založena na již dlouho známé DCT.
Existují ovšem i jiné postupy. Mezi dnes často zkoumané metody takovéto komprese patří
právě i vlnková transformace a následně aplikovaný algoritmus SPIHT.
2.2.5 Vlnkové transformace
Na rozdíl od transformací do frekvenční domény (Fourierova) nehledají vlnkové transfor-
mace korelaci analyzovaného signálu s posunutými harmonickými funkcemi, ale s posunu-
tými a roztaženými vlnkami. Tím umožňují získat časově-frekvenční popis tohoto signálu.
Transformace se uplatňuje například při odstranění šumu, extrakci příznaků nebo kompresi
signálů. Účinnost její aplikace je dána především výběrem pro daný účel vhodné vlnky.
U diskrétních signálů může být její výpočet realizován konvolucí. Transformaci lze zobecnit
pro vícerozměrné signály (obraz může být signál dvourozměrný).
Vlnka
Vlnka [6] (wavelet) je obecně komplexní funkce, jejíž energie je lokalizována na konečném
úseku. Používá se k rozkladu funkce či signálu vlnkovou transformací.
Anglický výraz wavelet zavedli v počátcích 80. let 20. století francouzští fyzikové Jean
Morlet a Alex Grossman. Použili francouzské slovo ondelette (malá vlna, vlnka). Záhy bylo
toto slovo přeneseno do angličtiny překladem francouzského onde (vlna) na anglické wave.
Tím vznikl termín wavelet.
1Člověk v obraze například snadněji rozpozná větší předmět než vysokofrekvenční šum.
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Vlnka je funkce z Hilbertova prostoru 𝜓 ∈ 𝐿2(R) a musí splňovat následující podmínky.




Musí splňovat tzv. podmínku přípustnosti (tamtéž, rovnice 2.4, kde 𝜓 představuje Fou-










𝜓(𝑡)𝑑𝑡 = 0 (2.5)
Funkce 𝜓 se nazývá mateřská vlnka. Její posunuté a roztažené (škálované, dilatované)










Původní mateřská vlnka 𝜓 má parametry 𝑎 = 1 a 𝑏 = 0. Posun je určen parametrem 𝑏,
měřítko (dilatace) parametrem 𝑎 [6].
Vlnková transformace
Vlnková transformace (wavelet transform, dále WT) je integrální transformace umožňující
získat časově-frekvenční popis signálu. Vlnková transformace spojitého signálu 𝑥 je defino-
vána rovnicí 2.7. Symbol * zde označuje komplexně sdruženou funkci.











V případě, že jsou koeficienty 𝑎 = 𝑎0𝑚 a 𝑏 = 𝑎0𝑚𝑘𝑇 , kde 𝑎0 > 1, 𝑇 > 0 a 𝑚, 𝑘
jsou celočíselné konstanty, nazývá se vlnková transformace diskrétní vlnkovou transformací
(stále se spojitým časem). Jestliže jsou koeficienty 𝑎 = 2𝑚 a 𝑏 = 2𝑚𝑘𝑇 , kde 𝑚 > 0, nazývá
se tato diskrétní vlnková transformace dyadická a má tvar 2.8, kde 𝑚 značí kmitočtové
měřítko, 𝑘 časové měřítko a 𝑇 je konstanta závislá mateřské vlnce.







2−𝑚𝑡− 𝑘𝑇 )︀𝑑𝑡 (2.8)
Dyadickou diskrétní vlnkovou transformaci je možné [4] přepsat na tvar uvedený v rov-
nici 2.9, kde ℎ𝑚 je impulzní charakteristika spojitého filtru, který odpovídá 𝜓𝑚* pro dané𝑚.
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[𝑊𝜓𝑥] (𝑚, 𝑘) =
∫︁ ∞
−∞
𝑥(𝑡)ℎ𝑚 (2𝑚𝑘𝑇 − 𝑡)𝑑𝑡 (2.9)
Analogicky je definována (rovnice 2.10, pozor na změnu značení) dyadická diskrétní
vlnková transformace s diskrétním časem (diskrétního signálu, správně DTWT, dále jen





Pro stupeň rozkladu 𝑚 = 1 je možné DWT zapsat rovnicemi 2.12.
Diskrétní vlnková transformace
DWT diskrétního signálu 𝑥 se může spočítat jako konvoluce. Tento výpočet bude dále
nazýván filtrací. Pokud má být rozložený signál později znovu zrekonstruován, musí být
filtrován vzájemně komplementárními filtry. Nejjednodušším případem je filtrace dvěma
filtry, které se pak označují jako dolní a horní propust. Nejprve se vzorky nechají projít skrze
dolní propust (low pass filtr) s impulzní odezvou ℎ0 vyplývající z konvoluce (rovnice 2.11).
Výstupy z dolní propusti se nazývají aproximované (přibližné) koeficienty.




Signál je také současně rozložen použitím horní propusti (high pass filtru) ℎ1. Výstupy
z horní propusti se nazývají detailní (podrobné) koeficienty. Tyto dva filtry jsou vzájemně
komplementární a splňují další podmínky – označují se jako kvadraturně zrcadlové filtry
(dále jen QMF). Dále se tato práce zabývá pouze ortogonální DWT, která pro výpočet kon-
volučních filtrů používá QMF. Jako ortogonální se označuje WT, u které je signál rekonstru-
ován filtry spjatými s filtry rozkladovými. Jejich konstrukce je popsána dále v části 2.2.5.
Každý z filtrů nyní propustil svou polovinu frekvencí. Ze signálů na jejich výstupech
(koeficienty) byla tedy polovina frekvencí odebrána. Polovina z koeficientů by tudíž měla
být zbytečných a jelikož byly použity QMF, je možné každý druhý vzorek zahodit. Protože
by byly tyto vzorky zahozeny, není třeba je vůbec počítat, což pro dolní i horní propust vy-
jadřují rovnice 2.12. Této části filtrace se říká rozklad (analýza) signálu a inverzní filtrace se











Pro kratší zápis rovnic 2.12 se definuje tzv. podvzorkovací operátor ↓. Zahození každého
druhého vzorku se pak nazývá podvzorkování dvěma (značí se ↓ 2). Podvzorkovací operátor
je definován v rovnici 2.13.
(𝑦 ↓ 𝑘)[𝑛] = 𝑦[𝑘𝑛] (2.13)
K dalšímu zvýšení frekvenčního rozlišení se tento rozklad může opakovat (viz dále
v části 2.2.5). Výpočet DWT pomocí konvoluce s podvzorkováním není jediný možný způsob
– jiným je tzv. lifting. Dále se tato práce věnuje konvoluci.
Kvadraturně zrcadlové filtry
Jako kvadraturně zrcadlové filtry (quadrature mirror filter, QMF) se označují dva filtry
s frekvenčními charakteristikami zrcadlově symetrickými kolem čtvrtiny vzorkovací frek-
vence (𝜋/2). Zrcadlový filtr k původnímu filtru 𝐻0(𝑧) (typicky dolní propust) se může
vytvořit nahrazením 𝑧 za −𝑧 v jeho přenosové charakteristice. Pro ortogonální v čase dis-
krétní vlnkovou transformaci je při konstrukci zrcadlových filtrů nutné splnit další pod-
mínky. Pro rozklad a rekonstrukci signálu WT jsou zapotřebí dva rozkladové filtry 𝐻0 a 𝐻1
a dva rekonstrukční filtry 𝐺0 a 𝐺1 (obr. 2.2).
H (z)1 …
H (z)0 … G (z)0
G (z)1
x[n] x[n]^
Obrázek 2.2: Kvadraturně zrcadlový filtr
Rozkladové filtry musejí splňovat podmínku perfektní rekonstrukce (rovnice 2.14, [12] [5]).
|𝐻0(𝑧)|2 + |𝐻1(𝑧)|2 = 2 (2.14)
Původní dolní propust délky 𝑁 je zde značena 𝐻0. Zrcadlová horní propust 𝐻1 (tzv.
konjugovaný kvadraturní filtr, conjugated quadrature filter, CQF; viz [5], kapitola 1.3. Ortho-
normal filter banks) se vytvoří podle rovnice 2.15 [9] (variant je více).




Impulzní charakteristika horní rozkladové horní propusti je (pro 0 ≤ 𝑛 < 𝑁) uvedena
v rovnici 2.16. Impulzní charakteristiky rekonstrukčních filtrů jsou pouze časově obrácené
vzorky příslušných rozkladových filtrů.
ℎ1[𝑛] = (−1)𝑛ℎ0[𝑁 − 1− 𝑛] (2.16)
Výstupy rozkladových filtrů je nyní možné podvzorkovat dvěma (zahodit každý lichý
nebo každý sudý vzorek), protože filtry propustí polovinu frekvenčního pásma a podle Shan-
nonova teorému je nyní potřeba pouze poloviční množství vzorků ([3], kapitola 3.5.3 Reali-
zace vlnkových transformací bankami filtrů). Před rekonstrukcí se chybějící vzorky doplní
nulami [13]. Výstupy větví s dolní a horní propustí se sečtou. Výsledný signál by měl být
zpožděným vstupním signálem.
Perfektní rekonstrukce Jako perfektní rekonstrukce se označuje situace, kdy se o délku
filtrů zpožděný vstupní signál rovná výstupnímu ?^?[𝑛] = 𝑥[𝑛−𝑙]; více v [5], kapitola 1.1. Filter
banks. V z-doméně se tato situace popíše rovnicemi 2.17, kde 𝑧−𝑙 je zpoždění.
𝐺0(𝑧)𝐻0(𝑧) +𝐺1(𝑧)𝐻1(𝑧) = 2𝑧−𝑙 (2.17a)
𝐺0(𝑧)𝐻0(−𝑧) +𝐺1(𝑧)𝐻1(−𝑧) = 0 (2.17b)
Pyramidový rozklad
DWT se ke kompresi obrazu používá nejčastěji ve formě tzv. pyramidového rozkladu. Py-
ramidový rozklad (také kaskádový) se provádí podle Mallatova schématu (Mallatova al-
goritmu; [6], kapitola 7.7 Separable Wavelet Bases). V tomto schématu se signál rozloží
vlnkovou transformací (obr. 2.3) a pak se opakovaně rozkládá vždy podvzorkovaný výstup






Obrázek 2.3: Jeden stupeň vlnkové transformace.
Na různých úrovních dekompozice nemusejí být k rozkladu použity stejné vlnky. Při opa-
kované dekompozici výstupu dolní propusti nastane situace, kdy je výstupem pouze jeden
vzorek signálu. Ten se samozřejmě již nijak dál nerozkládá. Reprezentuje průměrnou hod-
notu vstupního signálu (tzv. stejnosměrná složka, DC koeficient). V závislosti na použitých
vlnkách může být tato hodnota vynásobena určitým koeficientem. Ostatní koeficienty se
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někdy označují jako AC koeficienty. Podle počtu filtrů, kterými signál ke koeficientu prošel,
se hovoří o stupni rozkladu. Při úplném rozkladu (až k hranici jednoho vzorku) vzniknou
dva koeficienty z nejvyššího stupně rozkladu (jeden z nich je DC koeficient). Další dva koe-
ficienty jsou o jeden stupeň rozkladu níže, další čtyři o dva stupně níže atd. Koeficienty
tak tvoří pomyslnou pyramidu. V této pyramidě se nad sebou naházejí ty vzorky, které
mají v původním signálu stejnou lokalizaci. Zcela vespod pyramidy může tedy ležet onen
původní signál a zcela na vrcholu leží dva koeficienty nejvyšší úrovně rozkladu (jeden z nich
je DC).




Obrázek 2.4: Tři stupně rozkladu pomocí vlnkové transformace.
Dvourozměrná transformace
Dvourozměrnou diskrétní vlnkovou transformaci (2D DWT) lze počítat pomocí výše odvo-
zené transformace jednorozměrné. Vstupem transformace je dvourozměrný diskrétní signál,
tedy matice pixelů. Výstupem je matice vlnkových koeficientů. Koeficienty opět tvoří pyra-
midu, nyní dvourozměrnou. V nejvyšší úrovni této pyramidy se nacházejí čtyři koeficienty.
Jeden z nich reprezentuje stejnosměrnou složku vstupního signálu (obrazu). Je to ten, který
při filtraci prošel pouze dolními propustmi.
1 2 3 4
Obrázek 2.5: Dvourozměrná transformace se počítá jako série transformací jednorozměr-
ných. Blok (1) reprezentuje původní hodnoty pixelů v prostorové (časové oblasti). Vlnkové
transformace se nejprve spočítají nad každým řádkem (2) a na jejich výstupy se pak aplikují
sloupcově (3). Výsledkem je matice vlnkových koeficientů (4) se zvýrazněnou stejnosměrnou
složkou.
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Jak je uvedeno výše, k výpočtu jednorozměrné DWT lze použít konvoluci. Dvourozměr-
nou konvoluci lze chápat jako sérii jednorozměrných a to postupně v každém rozměru ([3],
kapitola 14.1.2 Dvojrozměrná Fourierova transformace a lineární dvojrozměrné systémy).
Dvourozměrnou variantu DWT lze tudíž počítat sérií DWT jednorozměrných – prvně na-
příklad po řádcích, pak po sloupcích a nebo naopak. Inverzní filtrace je ekvivalentní. Obrá-
zek 2.5 znázorňuje situaci v případě aplikace 2D DWT na blok 8× 8 pixelů. Výsledkem je
matice koeficientů, ve které lze odlišit koeficienty na různých úrovních rozkladu (podle toho,
jakými propustmi postupně při filtraci prošly). Tuto situaci znázorňuje obrázek 2.6. Důle-







Obrázek 2.6: Koeficienty dvourozměrné transformace podle úrovně rozkladu. Zvýraznění
koeficient je stejnosměrná složka.
2.2.6 Algoritmus SPIHT
SPIHT (Set Partitioning in Hierarchical Trees, [11]) je kvantovací algoritmus navržený
pro aplikaci na koeficienty vzniklé pyramidovým rozkladem vlnkovou transformací. SPIHT
vychází z algoritmu EZW (Embedded Zerotree Wavelet), který dále zdokonaluje.
Z praktičtějšího pohledu se jedná o algoritmus, který progresivně ukládá vlnkové koe-
ficienty do toku bitů. Při dekódování tohoto toku se koeficienty postupně zpřesňují. Jeho
práci lze tedy kdykoli přerušit a kvalita uložených koeficientů odpovídá doposud vyprodu-
kovanému výstupu.
Algoritmus při svém postupu zohledňuje spojitost mezi koeficienty na různých úrov-
ních rozkladu. Rozložený obraz je na každé úrovni reprezentován dvojnásobným množstvím
koeficientů v každém rozměru než na úrovni předchozí (směrem od kořene k listům). Vln-
kové koeficienty komprimovaných snímků (přirozené scény) mají při vhodně zvolené vlnkové
transformaci určitý (výhodný) charakter. Lze na nich pak vypozorovat, že hodnota každého
koeficientu bude s velkou pravděpodobností menší než hodnota jeho předchůdce. Tohoto
faktu využíval již algoritmus EZW. SPIHT je sice implementačně náročnější, při stejné
kvalitě však dosahuje kratšího výstupního toku bitů. Existují i různé modifikace tohoto
algoritmu. MSPIHT2 (Modified SPIHT) je modifikace s nižšími výpočetními nároky.
2Jako MSPIHT je označováno několik modifikací algoritmu SPIHT. V této práci je jako MSPIHT ozna-
čována varianta představená v [10].
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Princip stromového kódování
Algoritmus SPIHT pracuje s tzv. prostorovými stromy (spatial orientation trees). Jedná se
o datovou strukturu reprezentující vlnkové koeficienty. Strom začíná kořenem. V případě
jednorozměrného signálu má každý uzel dva následníky. U dvourozměrného obrazu bude
mít každý uzel následníky čtyři. Listy reprezentují nejvyšší frekvence.
Nyní uvažme jednoduchý případ3. Vlnkovou transformací jednorozměrného diskrétního
signálu o osmi vzorcích vznikl strom koeficientů 𝑐, kde 𝑐0 je stejnosměrná složka a 𝑐𝑖
s 1 ≤ 𝑖 ≤ 7 jsou výstupy horních propustí (dále jen AC koeficienty, indexy 4–7 značí




c4 c5 c6 c7
Obrázek 2.7: Strom vlnkových koeficientů.
Nyní si představme, že každý koeficient může nabývat pouze hodnot −1, 0 a 1. Existuje
tedy 37 různých možných kombinací (AC koeficientů je 7). Kdybychom chtěli strom jedno-
duše reprezentovat binárním číslem, potřebujeme k tomu ⌈𝑙𝑜𝑔2(37)⌉ = 12 bitů. S použitím
jednoduchého stromového kódování však můžeme tento počet snížit.
Algoritmus tohoto jednoduchého kódování začíná v kořeni stromu. Nejprve se zakóduje
vlastní koeficient. Pokud je jeho hodnota nulová, na výstup se posílá bit 0. V opačném
případě se bit nazývá významným (signifikantním) a na výstup se odešle bit s hodnotou 1
následovaný bitem určujícím znaménko (např. 1 pro záporná a 0 pro kladná čísla). Situaci
shrnuje tabulka 2.1. Pokud jsou hodnoty všech následníků (i nepřímých) právě kódovaného
uzlu nulové, odešle se na výstup bit 0 a kódování končí. V opačném případě se odešle 1





Tabulka 2.1: Výstupní posloupnosti bitů pro jednotlivé hodnoty koeficientů.
3Tato část je inspirována příkladem z [7].
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Z popsaného algoritmu je patrné, že pokud budou koeficienty vyšších frekvencí nulové,
bude k jejich zakódování potřeba méně než 12 bitů. V nepříznivém případě vznikne posloup-
nost delší než původních 12 bitů. Pokud však platí dříve uvedený předpoklad o charakteru
vlnkových koeficientů, vytvoří se s velkou pravděpodobností výsledný tok bitů kratší než
oněch 12 bitů. Například pro koeficienty 𝑐 =
[︁
𝑐0 1 | 0 −1 | 0 0 1 0
]︁
(svislítka
oddělují úrovně rozkladu) bude mít výstupní posloupnost délku 10 bitů a bude ji tvořit
bitová posloupnost 101-00-111-1-0 (pomlčky oddělují jednotlivé iterace algoritmu).
Vlnkové koeficienty nenabývají pouze zmíněných tří hodnot, ale mohou být libovolnými
reálnými čísly. V takovém případě lze tyto koeficienty kódovat následujícím postupem. Nej-
prve je ale třeba stanovit operaci významnosti koeficientu. Koeficient 𝑐 se považuje za vý-
znamný vůči prahu 𝑡, pokud |𝑐| ≥ 𝑡. V ostatních případech je nevýznamný. Před kódováním
je také třeba znát rozsah, jakého mohou hodnoty koeficientů nabývat. Budiž 𝑀𝐴𝑋 ozna-
čena maximální možná hodnota, kterou může absolutní hodnota jakéhokoli z koeficientů
nabýt. Hodnoty všech koeficientů se tedy pohybují v rozsahu −𝑀𝐴𝑋 ≤ 𝑐𝑖 ≤ 𝑀𝐴𝑋 pro 𝑖
přes všechny kódované koeficienty. Na počátku bude 𝑛 = ⌊𝑙𝑜𝑔2(𝑀𝐴𝑋)⌋. Další postup je již
obdobný předchozímu algoritmu. Kódování probíhá opakovaně pro různé snižující se prahy.
Opět se začne s kořenem stromu. Jedna iterace kódování stromu vypadá následovně.
Práh významnosti je 2𝑛. Pokud není hodnota kódovaného koeficientu významná, na vý-
stup se pošle bit 0. V opačném případě (koeficient je významný) se na výstup odešle bit 1
následovaný bitem, který určuje jeho znaménko. Pokud jsou hodnoty všech následníků (i ne-
přímých) právě kódovaného uzlu stromu nevýznamné, odešle se na výstup bit 0 a současná
iterace kódování stromu končí. V opačném případě se odešle 1 a stejným postupem se po-
stupně zakódují všichni přímí potomci kódovaného uzlu. Tedy stejně jako v předchozím
algoritmu.
Až iterace skončí, sníží se hodnota 𝑛 na 𝑛− 1 a celá iterace kódování stromu se opakuje
s jediným rozdílem – již není třeba znovu posílat znaménka.
U právě uvedeného postupu je možno kódování kdykoli přerušit a začít s dekódováním.
Počtu vyprodukovaných bitů bude odpovídat přesnost koeficientů a tedy i kvalita dekódo-
vaného signálu.
Prostorové stromy
Jak již bylo zmíněno, algoritmus SPIHT pracuje s tzv. prostorovými stromy, ve kterých jsou
uloženy hodnoty vlnkových koeficientů. V případě jednorozměrného signálu lze prostorový
strom reprezentovat jako jediný vektor (tedy jednorozměrné pole koeficientů). Vektor začíná
DC koeficientem (prvek s indexem 0) a následují koeficienty postupně od nejvyšší úrovně
rozkladu po nejnižší. Vyjma DC koeficientu má každý prvek s indexem 𝑖 své dva přímé
potomky na indexech 2𝑖 až 2𝑖+ 1. Situaci znázorňuje obrázek 2.8.
U transformace obrazu (tedy dvourozměrného signálu) je situace obdobná. Koeficienty
zde nereprezentuje vektor ale matice (dvourozměrné pole). Kořen stromu (DC koeficient)
je prvek s indexy (0, 0). Vyjma něj má každý prvek s indexy (𝑖, 𝑗) své čtyři přímé potomky
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Obrázek 2.8: Vektor koeficientů u jednorozměrné transformace.
na souřadnicích (2𝑖, 2𝑗) až (2𝑖+1, 2𝑗+1), tedy (2𝑖, 2𝑗), (2𝑖+1, 2𝑗), (2𝑖, 2𝑗+1) a (2𝑖+1, 2𝑗+1).
Situaci znázorňuje obrázek 2.9. Tato struktura odráží vztahy mezi vlnkovými koeficienty,
které vznikly pyramidovým rozkladem.
DC
Obrázek 2.9: Matice koeficientů u dvourozměrné transformace.
Obdobná situace nastane i u vícerozměrných signálů. Pro popis algoritmu SPIHT je
ještě podstatné stanovit nad prostorovými stromy jednu operaci, resp. definovat několik
množin.
První z nich je množina indexů (souřadnic) kořenů. Spadají sem koeficienty z nejvyšší
úrovně rozkladu včetně DC koeficientu. Tato množina se značí ℋ (z anglického highest
pyramid level). Pro dvourozměrnou variantu stromu bude tedy obsahovat indexy (0, 0),
(0, 1), (1, 0) a (1, 1).
Druhou je množina indexů přímých potomků uzlu. Značí se jako𝒪 (offspring) a pro dvou-
rozměrnou variantu stromu může být definována jako𝒪(𝑖, 𝑗) = {(2𝑖, 2𝑗), (2𝑖+1, 2𝑗), (2𝑖, 2𝑗+
1), (2𝑖+ 1, 2𝑗 + 1)}. Pořadí není podstatné, ale musí být vždy stejné.
Třetí je množina indexů všech následníků uzlu (tedy i těch nepřímých). Označuje se jako
𝒟 (descendant). Do této množiny tedy patří všichni přímí potomci, všichni přímí potomci
přímých potomků a tak dál až k listům stromu.
Další množinou je množina indexů všech nepřímých následníku uzlu. Označuje se ℒ
a spadají sem všichni následníci uzlu vyjma jeho přímých potomků. Množina je definována
jako ℒ(𝑖, 𝑗) = 𝒟(𝑖, 𝑗)−𝒪(𝑖, 𝑗).
Nyní je třeba rozšířit operaci významnosti na množinu koeficientů. Množina je významná
tehdy, pokud je významný alespoň jeden její prvek. V ostatních případech je nevýznamná.
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Operace významnosti se značí 𝑆𝑛(𝒯 ), kde 𝒯 je množina indexů. Definici lze zapsat jako rov-
nici 2.18. Ke zjednodušení zápisu jednoprvkových množin lze psát 𝑆𝑛({(𝑖, 𝑗)}) jako 𝑆𝑛(𝑖, 𝑗).
𝑆𝑛(𝒯 ) =




Algoritmus SPIHT pracuje v jedné ze svých částí s dělením množin a používá přitom
množiny právě definované. Dělení množin probíhá podle následujících dvou jednoduchých
pravidel. Počáteční množina je tvořena množinami {(𝑖, 𝑗)} a 𝒟(𝑖, 𝑗) pro všechna (𝑖, 𝑗) ∈ ℋ.
První pravidlo říká, že pokud je množina všech následníků 𝒟(𝑖, 𝑗) významná, je rozdělena
na ℒ(𝑖, 𝑗) a čtyři samostatné prvky (𝑘, 𝑙) ∈ 𝒪(𝑖, 𝑗). Druhé pravidlo říká, že jestliže je
významná množina ℒ(𝑖, 𝑗), je tato rozdělena na čtyři množiny 𝒟(𝑘, 𝑙) s (𝑘, 𝑙) ∈ 𝒪(𝑖, 𝑗).
Vlastní algoritmus SPIHT
Vlastní algoritmus pracuje se třemi seznamy. První seznam se značí LIS (list of insignificant
sets), tedy seznam nevýznamných množin. Druhý se značí LIP (list of insignificant pixels)
a obsahuje seznam nevýznamných koeficientů. Třetím je seznam LSP (list of significant
pixels) a obsahuje seznam významných koeficientů. Seznamy LIP a LSP reprezentují jed-
notlivé koeficienty. Seznam LIS reprezentuje buď množinu 𝒟(𝑖, 𝑗) nebo ℒ(𝑖, 𝑗). Prvky tohoto
seznamu jsou tedy dvojího typu. K jejich rozlišení je ve zmíněné práci použito následující
značení – typ A reprezentuje 𝒟(𝑖, 𝑗) a typ B reprezentuje ℒ(𝑖, 𝑗).
Algoritmus pracuje opět iterativně a vlastní jádro sestává ze třech částí. První je prů-
chod množinou LIP, následuje průchod množinou LIS – tyto kroky se nazývají srovnávací
průchod (sorting pass). Třetí částí je průchod množinou LSP – tento krok se nazývá upřes-
ňovací průchod (refinement pass). Při srovnávacím průchodu jsou koeficienty v LIP testo-
vány na významnost a případně přesunuty do LSP. Obdobně jsou na významnost testovány
množiny v LIS a podle uvedených pravidel případně rozděleny. Nově vzniklé množiny jsou
umístěny zpět do LIS. Dělením vzniklé samostatné koeficienty jsou podle významnosti umís-
těny buďto do LIP nebo LSP. Jako algoritmus 2.1 je uvedena původní varianta představená
v [11].
Algoritmus pro dekódování vytvořeného bitového toku pracuje zcela shodně jako uve-
dený algoritmus pro kódování s tím rozdílem, že slovo ”odešli“ je nahrazeno slovem ”načti“.
Seznamy LIS, LIP a LSP u kodéru a dekodéru musejí být tedy v každém okamžiku stejné.
Dekodér postupně upřesňuje hodnoty vlnkových koeficientů. Když je koeficient přesunut
do LSP, dekodér ví, že je jeho hodnota 2𝑛 ≤ |𝑐𝑖,𝑗 | < 2𝑛+1. Dekodér tedy použije tuto in-
formaci spolu s příchozí informací o znaménku a nastaví rekonstruovaný koeficient 𝑐𝑖,𝑗 =
±1, 5× 2𝑛. Podobně v průběhu upřesňovacího průchodu přičte nebo odečte dekodér od 𝑐𝑖,𝑗
hodnotu 2𝑛−1. Nastavuje tedy odhadovanou hodnotu koeficientů do poloviny možného in-
tervalu – je to klíčová výhoda algoritmu SPIHT.
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Algoritmus 2.1 Poloformální zápis algoritmu SPIHT
{Inicializace}
𝑛 = ⌊𝑙𝑜𝑔2(𝑀𝐴𝑋)⌋; 𝐿𝑆𝑃 = prázdný seznam; 𝐿𝐼𝑃 = ℋ; 𝐿𝐼𝑆 = pouze ty prvky z ℋ,
které mají přímé potomky, jako prvky typu A;
{Srovnávací průchod}
for each (𝑖, 𝑗) ∈ 𝐿𝐼𝑃 do
odešli 𝑆𝑛(𝑖, 𝑗);
if 𝑆𝑛(𝑖, 𝑗) = 1 then
přesuň (𝑖, 𝑗) do 𝐿𝑆𝑃 a odešli znaménko 𝑐𝑖,𝑗 ;
end if
end for
for each (𝑖, 𝑗) ∈ 𝐿𝐼𝑆 do
{Zpracování prvku typu A}
if prvek je typu A then
odešli 𝑆𝑛(𝒟(𝑖, 𝑗));
if 𝑆𝑛(𝒟(𝑖, 𝑗)) = 1 then
for each (𝑘, 𝑙) ∈ 𝒪(𝑖, 𝑗) do
odešli 𝑆𝑛(𝑘, 𝑙);
if 𝑆𝑛(𝑘, 𝑙) = 1 then
přidej (𝑘, 𝑙) do 𝐿𝑆𝑃 a odešli znaménko 𝑐𝑘,𝑙;
end if
if 𝑆𝑛(𝑘, 𝑙) = 0 then
přidej (𝑘, 𝑙) na konec 𝐿𝐼𝑃 ;
end if
end for
if ℒ(𝑖, 𝑗) ̸= ∅ then
přesuň (𝑖, 𝑗) na konec 𝐿𝐼𝑆 jako prvek typu B a jdi na Zpracování prvku typu B;
else




{Zpracování prvku typu B}
if prvek je typu B then
odešli 𝑆𝑛(ℒ(𝑖, 𝑗));
if 𝑆𝑛(ℒ(𝑖, 𝑗)) = 1 then
přidej každý (𝑘, 𝑙) ∈ 𝒪(𝑖, 𝑗) na konec 𝐿𝐼𝑆 jako prvek typu A;





for each (𝑖, 𝑗) ∈ 𝐿𝑆𝑃 vyjma těch prvků přidaných v posledním srovnávacím průchodu
(se stejným 𝑛) do
odešli 𝑛tý nejvýznamnější bit |𝑐𝑖,𝑗 |;
end for
{Další krok}
sniž 𝑛 o 1 a jdi na Srovnávací průchod.
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2.2.7 Srovnání kvality
Při ztrátové kompresi obrazu dochází k nevratné ztrátě informací, tedy kvality. Tuto ztrátu
(vzdálenost komprimovaného obrazu od svému originálu) lze popsat několika metodami.
Většina používaných metod nerespektuje psychovizuální model lidského vidění. U videa se
tato metrika počítá zpravidla jako průměr přes všechny snímky (celková kvalita). Vypoví-
dající hodnotu o použité kompresi však má také sledování kvality videa v čase – např. tzv.
klíčové snímky (viz dále) mívají kvalitu typicky vyšší než snímky neklíčové. Nejpoužívanější
metodou je pravděpodobně PSNR.
Metoda střední kvadratické chyby
Střední kvadratická chyba (mean square(d) error, MSE) je jednoduchá a často používaná
metoda popisující rozdíl dvou signálů (v tomto případě snímků videa). Pro dvourozměrný
jednokanálový obraz je MSE definována rovnicí 2.19, kde 𝑊 , 𝐻 jsou rozměry obrazu a ?^?,
𝑥 značí komprimovaný, resp. původní obraz. V případě naprosté shody komprimovaného
obrazu s originálem nabývá MSE hodnoty nula. S rostoucí MSE klesá podobnost originálu,
tedy kvalita. Snímek s velkou hodnotou MSE se však může lidskému zraku jevit více po-
dobný originálu nežli snímek s hodnotou nižší. Pro subjektivní srovnání kvality obrazu to
tedy není nejvhodnější metoda. U barevného obrazu se hodnota počítá buď jako průměr







|?^?(𝑖, 𝑗)− 𝑥(𝑖, 𝑗)|2 (2.19)
Metoda PSNR
Špičkový poměr signálu k šumu (peak signal to noise ratio, PSNR) je metoda, která vyja-
dřuje poměr mezi maximální možnou energií signálu a energií šumu. Protože mnoho signálů
má velmi široké dynamické spektrum, vyjadřuje se PSNR obvykle v logaritmickém měřítku.
Výpočet metody vychází ze střední kvadratické chyby. Platí zde ovšem opačná úměra –
shodné obrazy mají nekonečnou hodnotu PSNR. S klesající kvalitou klesá i hodnota PSNR
směrem k nule. Pro komprimované obrazy jsou typické hodnoty mezi 30–40 dB. Pro barevné
obrazy se hodnota počítá opět buď jako průměr přes všechny kanály nebo z jasu. PSNR
je definována vztahem 2.20, kde 𝑀𝐴𝑋 je maximální hodnota pixelu v obraze (pro 8 bitů
na kanál tedy 255).












SSIM (structural similarity, [14]) je metoda, jež bere v potaz skutečnost, že lidské vidění
(vnímání scény) je vysoce přizpůsobeno k extrahování strukturální informace. Tento index
nabývá hodnot -1–1, kde 1 vyjadřuje shodné obrazy. U barevných obrazů se obvykle počítá
jen na jasové složce. Hodnota SSIM je udána vztahem 2.21, kde 𝐶𝑖 = (𝐾𝑖𝐿)2, 𝐿 vyjadřuje
dynamický rozsah hodnot pixelů (pro 8 bitů na kanál tedy 255) a 𝐾 ≪ 1 jsou malé kon-
stanty. V původní práci [14] používají hodnoty 𝐾1 = 0, 01 a 𝐾2 = 0, 03. Dále 𝜇 značí vážený
průměr, 𝜎 váženou varianci, resp. kovarianci signálů.
𝑆𝑆𝐼𝑀(𝑥, 𝑦) = (2𝜇𝑥𝜇𝑦 + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)(𝜇2𝑥 + 𝜇2𝑦 + 𝐶1)(𝜎2𝑥 + 𝜎2𝑦 + 𝐶2)
(2.21)
2.2.8 Komprese videa
Video je sekvence statických obrazů, ve které je vysoce pravděpodobné, že se od sebe budou
sousední snímky jen velmi málo lišit. Předešlá věta platí samozřejmě v rámci jedné scény.
Tento vztah se označuje jako časová (temporální) redundance ve videu.
Požadavky
Na rozdíl od komprese statického obrazu má komprese videa svá specifika. V první řadě
se jedná o možnost využít vztah mezi sousedními snímky popsaný v předchozím odstavci
(temporální komprese). Druhé specifikum je výpočetní náročnost. Při dekompresi je totiž
nutné zpracovat tolik snímků za sekundu, aby se lidskému zraku zdál pohyb plynulý. Typické
hodnoty jsou 15 až 30 snímků za sekundu (frames per second, FPS), tedy zhruba 30–70
milisekund na dekódování jednoho snímku.
Typy snímků
Vztahu mezi sousedními snímky se využívá při kompresi videa, kde se kódovaný snímek
popisuje jako rozdíl vůči snímku jinému, např. předchozímu. Tím se šetří množství da-
tového prostoru. S ohledem na tuto skutečnost se komprimované snímky dělí na klíčové
a neklíčové. Jako klíčový snímek (keyframe) se označuje takový snímek, který je kódován
nezávisle na snímcích okolních. Naproti tomu neklíčový (rozdílový, delta frame) snímek je
takový, který k dekódování potřebuje ještě snímky jiné. Způsob, jakým se zapisují rozdíly
oproti okolním snímkům, je samozřejmě záležitostí konkrétního kodeku. Například stan-
dardy MPEG používají k tomuto popisu pohybových vektorů.
V terminologii standardů MPEG se klíčový snímek označuje jako I-snímek (I-frame)
a neklíčový buďto jako P-snímek (P-frame) nebo B-snímek (B-frame). P-snímek popisuje
rozdíl vůči některému předchozímu snímku (nemusí to nutně být přímo předcházející sní-
mek). U B-snímku existuje možnost zvolit, zda se daný blok kóduje proti předchozímu nebo
budoucímu snímku či jejich průměru.
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Použití neklíčových snímků se sebou nese odpovídající výpočetní a paměťové nároky.
V případě použití B-snímků jsou tyto v datovém toku předcházeny svými referenčními
snímky. Tomu se říká změna pořadí (reordering) snímků. Při použití neklíčových snímků
musí dekodér udržovat ve své paměti snímky, které jsou pro dekódování dále příchozích
snímků zapotřebí. Při přesunech ve videu (skok na určitou časovou pozici) musí přehrávač
nejprve nalézt nejbližší předcházející klíčový snímek a pak od něj postupně dekódovat další
snímky až ke snímku, na který má skočit.
Multimediální kontejnery
Multimediální kontejner je formát, ve kterém jsou uložena či přenášena multimediální data.
Některé kontejnery jsou univerzální (umožňují uložení audio i video stop), jiné specializo-
vané. K extrakci konkrétní stopy (například videa) se používá tzv. demuxer (též splitter).
Analogicky se k syntéze různých datových stop do daného kontejneru používá tzv. muxer.
Použití určitého kontejneru ještě nic neříká o kompresi uložených dat, ta je určena použi-
tým kodekem. Některé kontejnery mohou ovšem omezovat množinu použitelných kodeků.
Důležité je, že kontejner nese informaci o tom, jakým kodekem byl který datový proud
kódován, například pomocí kódu FourCC. Mezi nejznámější kontejnery, které jsou použí-
vány pro uložení videa, patří především AVI, dále Matroska, ASF (WMV), MPEG-TS,
MPEG-PS, MOV, případně ještě Ogg a RealMedia.
AVI Pravděpodobně nejrozšířenější a nejpoužívanější kontejner k uložení videa je AVI
(Audio Video Interleave), který vyvinula firma Microsoft. Spolu s frameworkem Video
for Windows jej uvedla na trh v roce 1992 (ve Windows 3.1). Jedná se o derivát for-
mátu RIFF. Soubory používají koncovku .avi. Historickým vývojem vznikly postupně
3 verze (poslední verze 2.0 se označuje jako OpenDML). Použitý kodek zde identifikuje kód
FourCC. Formát má širokou programovou podporu ale i mnohá omezení (např. počet stop).
Index snímků, který udává pozici snímku v souboru, je uložen na jeho konci a určuje jej
číslo snímku, nikoli čas. Pro přesun ve videu je tedy zapotřebí mít dostupný celý soubor,
což se nehodí pro použití na Internetu.
FourCC Jako FourCC (four character code, 4CC) kód se označuje čtyřbajtový iden-
tifikátor kodeku, jenž se používá například v kontejneru AVI. Jeden formát videa může být
podle použitého kodeku označen více různými FourCC kódy. Není dokonce výjimkou, že
jeden kodek používá pro jediný formát FourCC kódů více. Například různé verze kodeku
DivX používají pro formát MPEG-4 ASP kódy DIVX i DX50. Výběr tohoto kódu tedy záleží
na použitém kodeku a tudíž i frameworku.
Běžně používané kodeky
Většina dnes běžně používaných formátů ztrátové komprese videa je založena na DCT.
Budoucnost by mohla patřit formátům založených na vlnkové transformaci. Existují i jiné
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metody (fraktálová komprese), které jsou ovšem příliš výpočetně náročné a nepoužívají se.
Mezi nejpoužívanější formáty patří MPEG-4 Part 2 (konkrétně profil Advanced Simple
Profile, dále jen MPEG-4 ASP) a MPEG-4 Part 10 (Advanced Video Coding, známý též jako
H.264, dále jen MPEG-4 AVC). Mezi méně používanými jsou to pak Windows Media Video
(existují tři verze – WMV 7, WMV 8 a WMV 9), RealVideo a VC-1 (založen na WMV 9).
Existují ale i méně známé formáty, které se ovšem prakticky nepoužívají. Mezi nimi jsou
zajímavé především Theora a novější Dirac, jenž je založen na vlnkové transformaci. Důležité
je také zmínit nestandardizovaný formát MJPEG, ve kterém jsou snímky ukládány jako
obrázky ve formátu JPEG.
MPEG-4 ASP Tento formát je součástí standardu ISO/IECMPEG-4, je založen na DCT
a má mnoho implementací. Profil ASP používá vektory pohybu a B-snímky. Nejznámější
kodeky, které implementují tento standard, jsou komerční DivX, otevřený Xvid, otevřená
knihovna libavcodec (FFmpeg MPEG-4) a také komerční Nero Digital.
Xvid Hlavní výhoda kodeku Xvid (dříve XviD) je jeho svobodná licence GNU GPL.
Zdrojové kódy jsou multiplatformní. Pro operační systém Windows je napsán ovladač
pro Video for Windows, který umí video komprimovat i dekomprimovat, a filtr pro Direct-
Show, který umožňuje pouze dekompresi. Tento ovladač i filtr jsou pouze obálky nad já-
drem kodeku, kterým je knihovna libxvidcore. Tuto knihovnu umožňuje použít i framework
FFmpeg. Kritické funkce této knihovny jsou napsány duplicitně také v jazyce symbolických
instrukcí4 (současná verze 1.2.1 například až s variantou pro instrukční sadu SSE4).
MJPEG MJPEG (Motion JPEG) je formát, který je nejčastěji používán v digitálních
a IP kamerách. Nemá oficiální standard. Implementuje jej však několik kodeků – mezi
nimi především knihovna libavcodec z frameworku FFmpeg. Z absence standardu vyplývají
problémy možné vzájemné nekompatibility těchto kodeků. Všechny zkomprimované snímky
jsou zde klíčové, což má výhodu v rychlém posunu ve videu. Tato vlastnost jej činí vhodným
pro použití při úpravách videa. Nevýhodou je větší velikost výsledného videa ve srovnání
se zmíněným formátem MPEG-4 ASP.
Nekomprimované video Jako nekomprimované video je dále označováno video se snímky
uloženými jako bitmapy ve formátu RGB24. Jeden pixel snímku tedy zabírá přesně 3 bajty.
Každý snímek je ze své podstaty klíčový. Výhodou je rychlý posun ve videu, nevýhodou ne-
adekvátně vysoká velikost videa. Pro práci s nekomprimovaným videem není potřeba žádný
skutečný kodek. Tento formát podporují všechny dále zmíněné multimediální frameworky.
4V češtině častěji označován jako asembler (anglicky x86 assembly language).
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2.3 Multimediální frameworky
Multimediální framework je soubor knihoven (s API) a nástrojů pro práci s multimédii –
především audiem a videem. Některé jsou závislé na platformě, např. Video for Windows
a DirectShow na Microsoft Windows. Jiné jsou portabilní, např. FFmpeg. Na framework
je možno nahlížet jako na prostředek uživatelské aplikace (přehrávač, editor videa) i jako
na prostředek pro tvorbu modulů (filtrů, kodeků). V některých případech vyžaduje při-
dání takového modulu překompilování celého frameworku, resp. jeho části (FFmpeg), v ji-
ných případech pouze registraci nově přidávané části (Video for Windows, DirectShow).
Frameworků existuje větší množství. Mimo tři již zmíněné jsou šířeji používány ještě fra-
meworky GStreamer, xine, QuickTime a nově např. Phonon a Media Foundation (Windows
Vista).
2.3.1 Video for Windows
Video for Windows (VfW, také Video Compression Manager, VCM) je multimediální fra-
mework pro systémy Microsoft Windows. Vyvinul jej Microsoft jako reakci na framework
QuickTime od firmy Apple. První verze (verze 1.0) byla uvedena v listopadu roku 1992. Fra-
mework přišel s vlastním souborovým formátem (multimediálním kontejnerem) AVI. Jeho
nástupcem se stal framework DirectShow. Pro tvorbu modulu (tzv. ovladače) pro tento
framework postačuje pouze překladač pro systém Microsoft Windows s příslušnými hlavič-
kovými soubory. Z pohledu kodeků videa se jedná o naprosto základní framework – každý
používanější kodek umožňuje spolupráci s tímto frameworkem. Dnes jej Microsoft označuje
za zastaralý.
2.3.2 DirectShow
DirectShow (DS, DShow, Quartz) je taktéž multimediální framework od firmy Microsoft.
Je založen na objektovém modelu COM. Moduly pro tento framework jsou tři typy filtrů
(zdrojové, transformační a renderovací). Oproti VfW má mnohé výhody, např. možnost
automatické konverze barevných modelů. Pro vývoj je nutno nainstalovat příslušné SDK
(dnes součást Windows SDK, dříve v DirectX SDK). Framework je zpětně kompatibilní
se svým předchůdcem VfW – VfW kodeky jsou zde obaleny filtrem AVI Decompressor.
Součástí SDK je mimo jiné také nástroj GraphEdit, který umožňuje poskládat rendero-
vací graf pomocí myši. Microsoft jej dnes také označuje za zastaralý ve prospěch Media
Foundation ze systému Windows Vista.
2.3.3 FFmpeg
FFmpeg je multiplatformní a svobodný (LGPL a GPL) framework, jehož nejdůležitějšími
částmi jsou knihovny libavcodec (implementující audio a video kodeky) a libavformat (kon-
tejnery). Framework je vyvíjen v systému Linux a využívají jej např. MPlayer, VLC media
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player, xine, Avidemux a ffdshow. Samotná knihovna libavcodec implementuje množství
kodérů či dekodérů různých formátů videa, mezi nimi i MPEG-4 AVC, MJPEG a MPEG-
4 Part 2 (včetně profilu ASP). Přidání dalšího kodeku do libavcodec vyžaduje změnu zdrojo-
vých kódů této knihovny ale i hlavičkových souborů, které jsou sdíleny s ostatními knihov-
nami, což může rozbít jejich binární kompatibilitu. Taková změna tedy může vyžadovat




Na základě teoretických poznatků z předchozí kapitoly byl implementován videokodek.
Tento kodek je založen na Daubechiesové vlnkách a algoritmu MSPIHT. Na konci kapitoly
se nachází srovnání s běžně používanými kodeky. Kodek byl nazván DBV.
3.1 Architektura kodeku
Protože dekomprese videa je aplikace náročná na čas, je celý kodek (vyjma jediného modulu)
implementován v jazyce C.
Kodek musí umět video zkomprimovat a dekomprimovat. Mohl by se tudíž skládat
ze dvou funkcí – jedna pro kompresi celého videa, druhá pro jeho dekompresi. To by ale
nebylo moudré, protože s videem je třeba pracovat po snímcích (přehrávání v reálném čase,
střih videa). V nejjednodušším případě je tedy nutné vytvořit funkce pro kompresi a de-
kompresi jednoho snímku. V případě, že by byl každý snímek klíčový, nemusely by se mezi
jednotlivými voláními těchto funkcí přenášet žádné informace. Pokud budou ale některé
snímky potřebovat ke kompresi či dekompresi informace o snímcích okolních, je potřeba
mezi voláními zmíněných funkcí udržovat tzv. kontext. Z hlediska implementace je kontext
datová struktura, která udržuje interní data kodeku. Není vhodné, aby k těmto datům mohl
přistupovat použitý framework nebo dokonce aplikace. Zároveň je třeba poskytnou zmíně-
ným funkcím informace o nastavení komprese, resp. dekomprese. V případě komprese se
jedná zejména o požadovanou kvalitu zkomprimovaného videa. Tyto informace se mohou
mezi jednotlivými voláními zmíněných funkcí měnit, takže není možné si je do interní struk-
tury poznamenat. Kontext tedy musí mít svou veřejnou a privátní část. Funkce pro kompresi
a dekompresi pak obdrží informace o zpracovávaném snímku a kontext. Pro kompresi musí
funkce obdržet originální snímek určený ke kompresi a místo, kam zkomprimovaný snímek
zapsat. U dekomprese je situace právě opačná. Tím vzniká potřeba další struktury, která
bude obalovat snímek v jeho komprimované i nekomprimované podobě. Nekomprimovaná
podoba snímku musí být natolik obecná, aby s ní bylo možné lehce pracovat v použi-
tém frameworku (více v 3.1.2). Protože framework musí pro komprimovaná data alokovat
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paměť, bude potřebovat znát maximální velikost, jaké může zkomprimovaný snímek do-
sáhnout. Analogicky si musí podle velikosti komprimovaného snímku alokovat paměť sám
kodek (při použití pouze klíčových snímků by tento požadavek mohl odpadnout, protože
by odpadla potřeba přenášet data mezi jednotlivými voláními funkcí). Dále budou tedy
zapotřebí další dvě funkce. Jedna bude mít za úkol odhadnout maximální velikost zkom-
primovaného snímku (na základě znalosti parametrů snímku nekomprimovaného). Druhá
bude mít za úkol inicializovat interní datové struktury kodeku. Celkem tedy bude nutné
vytvořit minimálně dvě datové struktury a čtyři funkce.
Pro testování správné funkce kodeku byla k tomuto povinnému rozhraní přidána ještě
pátá funkce pro srovnání dvou snímků. Funkce zjišťuje jejich vzájemnou podobnost (kvalitu,
metrika PSNR). Význam podstatných funkcí shrnuje obr. 3.1. Všechny funkce začínají
prefixem dbv_. Vyjma poslední jmenované má jejich volání na starosti framework (resp.







Obrázek 3.1: Komprese a dekomprese obrazu.
3.1.1 Datové typy
Aplikace je důležité psát maximálně přenositelně (z hlediska hardwarových i softwarových
platforem). Z tohoto důvodu nesmí být rozhraní kodeku na konkrétní platformě (ani hard-
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warové architektuře) závislé. Je třeba počítat s různou velikostí datových typů. Je-li nutné
použít datový typ konkrétní délky, je vhodné použít jejich definice ze standardního hla-
vičkového souboru stdint.h. Bohužel je třeba počítat také s tím, že některá prostředí
tento hlavičkový soubor neposkytují (pro Microsoft Visual Studio řeší jeho absenci projekt
msinttypes, který sídlí na adrese http://code.google.com/p/msinttypes/).
V mnoha částech kódu není potřeba použít datový typ konkrétní délky, ale je možné
dosadit ten nejrychlejší a dostupný na dané platformě. V případě celých čísel opět řeší
tento problém datové typy ze stdint.h. Pro čísla reálná je v interním hlavičkovém souboru
kodeku definováno preprocesorové makro REAL1.
3.1.2 Framebuffer
Nekomprimovaný obraz je v paměti uložen v tzv. framebufferu. Ten se skládá z pixelů
ve formátu RGB24. Pixely jsou uloženy souvisle za sebou stejně jako v každém řádku
obrazu – zleva doprava. Jednotlivé řádky jsou také uloženy za sebou, ale v obráceném
pořadí – odspodu nahoru. Nemusejí být navíc uloženy souvisle. Mezi jednotlivými řádky
může být několik nevyužitých bajtů. To je dáno zarovnáním obrazu. Délka řádku spolu









Obrázek 3.2: Souvislost dvourozměrné představy obrazu s obrazem uloženým ve framebu-
fferu. Šedá místa framebufferu jsou nevyužita. Obraz je ve framebufferu umístěn vzhůru
nohama (spodní řádky napřed).
Počet skutečně v paměti alokovaných pixelů je tedy dán součinem výšky a délkou kroku
obrazu. Počet bajtů se získá vynásobením této hodnoty třemi (pixel zabírá 24 bitů čili
1Bylo provedeno srovnání rychlosti výpočtu v různých datových typech. Měřením bylo zjištěno, že testo-
vaný počítač počítá rychleji s datovým typem double nežli s typem float (přestože je delší). Nejpomalejší
je výpočet, kde se tyto dva typy kombinují. Počítání s reálnými čísly je znatelně pomalejší než s čísly celými
(integer).
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3 bajty). Velikost délky kroku lze nastavit stejně jako výšku a šířku obrazu. Formát frame-
bufferu byl zvolen s ohledem na kompatibilitu s použitými frameworky. Například pro VfW
a DShow se používá zarovnání obrazu na 32 bitů. V tomto případě lze k výpočtu délky
kroku použit makro CALC_BI_STRIDE definované v hlavičkovém souboru kodeku.
Framebuffer je tvořen vlastními hodnotami pixelů a informacemi o uloženém obraze
(výška, šířka, délka kroku). Při návrhu architektury kodeku vznikla potřeba existence struk-
tury obalující komprimovanou i nekomprimovanou formu snímku. Komprimovaný snímek
má podobu pole bajtů. Dále je třeba znát počet bajtů, které v tomto poli data snímku sku-
tečně zabírají (velikost zkomprimovaných dat není možné předem přesně spočítat – jediná
možnost je skutečně provést kompresi). Struktura obalující takový snímek bude mít právě
vyjmenované položky. Deklarace je uvedena v příloze A.
3.1.3 Knihovny
Doposud bylo popisováno pouze jádro kodeku. Moduly pro jednotlivé frameworky slouží
jako obálky nad touto knihovnou. Taková obálka má za úkol přeskládat data do/ze struktur
používaných kodekem a zavolat požadovanou funkci.
K jádru kodeku byly vytvořeny moduly celkem pro tři frameworky. V případě ovladače
pro VfW se jedná o modul schoný provádět kompresi i dekompresi. Moduly pro DirectShow
a FFmpeg jsou jen dekodéry. Jednotlivé frameworky se také mohou vzájemně využívat. Celý
systém znázorňuje obr. 3.3. Vlastní jádro kodeku je multiplatformní (stejně jako modul
pro FFmpeg). VfW a DShow jsou frameworky společnosti Microsoft a z pochopitelného
důvodu jsou k dispozici pouze pro systém Windows. DirectShow a VfW jsou založeny
na externích modulech. Tyto moduly stačí mít k dispozici zkompilované a do systému je









Obrázek 3.3: Diagram závislosti knihoven.
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Ovladač pro Video for Windows
Modul pro VfW se správně nazývá instalovatelný ovladač (installable driver) pro Win-
dows Multimedia. Jedná se o dynamicky linkovanou knihovnu (DLL), která exportuje
symbol DriverProc. Kostra tohoto modulu je velmi jednoduchá (viz níže). DriverProc
je funkce, která podle svých parametrů vykoná požadovanou akci. Tyto požadované akce
přímo reflektují dříve popsané funkce jádra kodeku. Ke kompilaci tohoto modulu posta-
čuje pouze překladač (MS Visual Studio). Instalaci zabezpečuje buďto tzv. instalační sou-




        DWORD dwDriverId,
        HDRVR hdrvr,
        UINT msg,
        LONG lParam1,
        LONG lParam2)
{
        switch(msg)
        {
                case ICM_COMPRESS:
                        // komprimuj snímek
                        return Compress((ICCOMPRESS*)lParam1, (DWORD)lParam2);
                case ICM_DECOMPRESS:
                        // dekomprimuj snímek
                        return Decompress((ICDECOMPRESS*)lParam1, (DWORD)lParam2);
        }
}
Filtr pro DirectShow
Filtr pro DS je jako jediná část kodeku vytvořena v jazyce C++. Ve výsledku se také jedná
o knihonu DLL, která je tzv. samoregistrační. Instalaci zabezpečuje buďto uživatel ruční
registrací této knihovny a nebo opět instalátor. Ke kompilaci je zapotřebí příslušné SDK
(k DirectShow), dnes součástí Windows SDK. Jádrem modulu je třída CDBVDecoder imple-
mentující abstraktní třídu CVideoTransformFilter, viz kostra níže. Metody této třídy se
starají o napojení na ostatní DS filtry (ve stejném renderovacím grafu). Jádro filtru tvoří
metoda Transform, která má na starosti dekompresi snímku (uvnitř mimo jiné volá funkci
dbv_decompress).
Framework DirectShow dokáže kromě použití vlastních filtrů použít kodeky pro VfW.
V případě, že jsou v systému takto nainstalovány dva kodeky pro stejný formát videa (stejný
FourCC kód), je upřednostněn DS filtr. Více VfW ovladačů pro jeden formát nainstalovat
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class CDBVDecoder : public CVideoTransformFilter, public IDBVDecoder
{
        public :
                static CUnknown * WINAPI CreateInstance(LPUNKNOWN punk, HRESULT *phr);
                STDMETHODIMP NonDelegatingQueryInterface(REFIID riid, void ** ppv);
                DECLARE_IUNKNOWN;
                CDBVDecoder(LPUNKNOWN punk, HRESULT *phr);
                HRESULT CheckInputType(const CMediaType * mtIn);
                HRESULT GetMediaType(int iPos, CMediaType * pmt);
                HRESULT SetMediaType(PIN_DIRECTION direction, const CMediaType *pmt);
                HRESULT CheckTransform(const CMediaType *mtIn, const CMediaType *mtOut);
                HRESULT DecideBufferSize(IMemAllocator * pima, ALLOCATOR_PROPERTIES * pProperties);
                HRESULT Transform(IMediaSample *pIn, IMediaSample *pOut);
};
nelze. Naopak více DS filtrů nainstalovat lze (pak se uplatňuje mechanizmus priorit). Ren-
derovací grafy pro oba případy (DS i VfW kodek) zobrazuje obr. 3.4.
Obrázek 3.4: Renderovací grafy (nahoře s obaleným kodekem pro VfW a dole s DirectShow
filtrem).
Patch na FFmpeg
Tvorba modulu pro FFmpeg vyžaduje modifikaci knihovny libavcodec (přidání vlastního
modulu, registrace dekodéru) a libavformat (navázání na FourCC kód v kontejneru AVI).
Jádrem modulu je struktura AVCodec (viz kostra níže). Ta obsahuje mimo jiné ukazatel
na funkci, jež má za úkol dekódovat jeden snímek. Tato funkce slouží opět jako obálka
nad funkcí dbv_decompress. Celý modul pro FFmpeg je šířen ve formě tzv. patche2. K dis-
pozici je také ebuild3 pro Gentoo Linux.
Kodeky z knihovny libavcodec je možné použít ve frameworcích VfW a DS prostřednic-
tvím kodeku ffdshow. Sám ffdshow může sloužit i jako obálka nad VfW kodeky (obr. 3.3).
2Patch (česky záplata) označuje soubor rozdílů zdrojového kódu.
3Jedná se o bashový skript automatizující kompilaci a instalaci softwarových balíčků. Používá jej balíč-




        .name           = "dbv1",
        .type           = CODEC_TYPE_VIDEO,
        .id             = CODEC_ID_DBV1,
        .priv_data_size = sizeof(DBV1Context),
        .init           = dbv1_decode_init,
        .close          = dbv1_decode_close,
        .decode         = dbv1_decode_frame,
};
FFmpeg či jeho části (libavcodec) lze použít i v jiných multimediálních frameworcích (GStre-
amer).
3.2 Implementace vlnkové transformace
Vlastní snímek je komprimován po blocích 8× 8 pixelů. Větší velikosti bloků by měly lepší
kompresním poměr, ale nestíhaly by se dekomprimovat v reálném čase (což je ale pouze
otázka optimalizace). Každý blok je převeden do barevného modelu YCbCr. Na každé
složce je pak provedena DWT. Dvourozměrnou transformaci počítám konvolucí nejprve
po řádcích, pak po sloupcích.
3.2.1 Pokrytí rohů obrazu
Protože ne každé video bude mít rozměry, jež jsou přesnými násobky 8, je nutné nějakým
způsobem snímek takovýchto rozměrů zpracovat. Nejjednodušší cestou by bylo odmítnout
takové video komprimovat, nebo jej zpracovat a pixely na okrajích obrazu přitom ignorovat.
Jinou možností je zpracovávaný snímek příslušně zvětšit a nastavit nově přidaným pixelům
vhodnou barvu (nejbližšího pixelu v obraze, černou). To je však výpočetně náročné (je třeba
každý pixel obrázku zkopírovat do nového umístění). Další možností je překrytí bloků jako
to znázorňuje obr. 3.5. V tomto případě je zpracování rychlé za cenu vícenásobného pokrytí
některých pixelů. To vede ke zhoršení kompresního poměru. Na druhou stranu většina filmů
uchovávaných v počítači má rozlišení, které je celistvým násobkem bloku 8× 8 pixelů.
Obrázek 3.5: Pokrytí rohů obrazu bloky 8×8 pixelů. Pixely zcela v rohu obrazu mohou být
zpracovány až celkem třikrát.
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3.2.2 Vlnky Daubechies
K implementaci DWT jsou použity koeficienty Daubechiesové vlnek. Vlnky Daubechies
(Daubechiesové vlnky) jsou rodinou ortogonálních vlnek pojmenovaných podle jejich obje-
vitelky, belgické fyzičky a matematičky Ingrid Daubechies.
Koeficienty vlnkové funkce (dolní propusti 𝐻0 při použití ortogonální banky filtrů)
musejí splňovat určité podmínky. První podmínkou je normalizace (rovnice 3.1). U vari-





















Druhou z podmínek je ortogonalita (rovnice 3.3 pro 𝑘 ̸= 0).
𝑁−1∑︁
𝑛=0
ℎ0[𝑛]ℎ0[𝑛− 2𝑘] = 0 (3.3)
Poslední třetí podmínkou je nulovost momentů ([1], kapitola 3.5 Daubechies wavelets)
nazývaná také jako uhlazenost, podmínka dolní propusti či regulárnosti (rovnice 3.4 pro 0 ≤
𝑚 < 𝑁/2).
Pro tyto rovnice existuje více řešení (je ovšem třeba odlišit dolní propust od horní).
Vlnky se označují jako 𝐷𝑥, kde 𝑥 je buď počet koeficientů (𝑁) nebo počet nulových mo-




(−1)𝑛ℎ0[𝑛]𝑛𝑚 = 0 (3.4)
Výpočet v MATLABu




        'h0*h0 + h1*h1 + h2*h2 + h3*h3 = 1',            % normalizace
        'h2*h0 + h3*h1 = 0',                            % ortogonalita
        '+(0^0)*h0 ‐(1^0)*h1 +(2^0)*h2 ‐(3^0)*h3 = 0',  % nulovost nultého
        '+(0^1)*h0 ‐(1^1)*h1 +(2^1)*h2 ‐(3^1)*h3 = 0'   % a prvního momentu (podmínky uhlazenosti)
);
h0 h1 h2 h3
-0.129409522551260 0.224143868042014 0.836516303737808 0.482962913144534
0.482962913144534 0.836516303737808 0.224143868042014 -0.129409522551260
Tabulka 3.1: Řešení (pouze dolní propusti) vlnky D4.
3.2.3 Optimalizace
Výpočet WT pomocí konvoluce lze značně optimalizovat. Z důvodu následného podvzor-
kování lze rovnou vypustit výpočet každého druhého vzorku. Konvoluci není třeba počítat
postupně pro každý stupeň rozkladu. Takovýto výpočet lze přepsat na sumu součinů vstup-
ního signálu s konstantami. Další možností zrychlení je přepis výpočtu WT do celočíselné
aritmetiky. Účinná je také optimalizace na úrovni zdrojového kódu.
Rozklad konvoluce
Filtrace konvolucí je lineární systém. Série konvolucí je také stále jen lineárním systémem.
Odezvou lineárního systému na jednotkový impulz je právě impulzní odezva tohoto systému
(konvoluční jádro). Celý výpočet koeficientů WT se tak stává součtem součinů vstupů a zís-
kaných konstant. Části těchto výrazů se opakují. Vytknutím těchto částí lze výpočet ještě
více zrychlit. Náčrt původního rekurzivního výpočtu je uveden v alg. 3.1 a optimalizovaná
forma v příloze B.
Algoritmus 3.1 Původní neoptimalizovaný výpočet WT
budiž ℎ0 impulzní odezva odpovídající dolní propusti
budiž ℎ1 impulzní odezva odpovídající horní propusti
symbol * značí operaci konvoluce
symbol ↓ značí podvzorkovací operátor
symbol # značí konkatenaci vektorů
DWT( vstup[] ):
return [ DWT(((vstup * ℎ0) ↓ 2)) # ((vstup * ℎ1) ↓ 2) ]
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Převod do celočíselné aritmetiky
Výpočet realizovaný s čísly v plovoucí řádové čárce (FP) je pomalejší než výpočet s čísly
celými. Protože dekomprese videa je kritická na čas výpočtu (video je třeba přehrávat
v reálném čase), probíhá tedy pouze s celočíselnými datovými typy. Takovým výpočtem
se ovšem akumulují chyby. To je také důvodem, proč komprese zůstala realizována ve FP.
U komprese není větší časová náročnost tolik podstatná.
Podstatou převodu výpočtu do celočíselné aritmetiky je náhrada násobení celého čísla
reálnou (FP) konstantou za násobení tohoto čísla konstantou celočíselnou s následným bi-
tovým posunem výsledku vpravo. Celočíselná konstanta se získá součinem původní reálné
konstanty s 2𝑛, kde 𝑛 je vhodně zvolená délka posunu. Následný bitový posun vpravo odpo-
vídá dělení touto konstantou (2𝑛). Tímto posunem vznikne značná zaokrouhlovací chyba.
Pokud je výpočet složen z opakovaného násobení reálnou konstantou, není vhodné prová-
dět bitový posun vpravo po každém takovém převodu. Mnohem přesnější je provést součiny
s odpovídajícími celočíselnými konstantami a nakonec provést jediný bitový posun vpravo.
Délka tohoto posunu bude odpovídat celkovému součtu vynechaných posunů. Je třeba dát
pozor na to, aby použitý celočíselný datový typ svým rozsahem dostačoval k uložení takto
rozšířeného čísla.
Například výpočet součinu celého čísla 𝑥 s reálnou konstantou 𝑅 (v jazyce C zapsáno
jako x * R) lze přepsat jako součin 𝑥 s celočíselnou konstantou 𝐼 následovaný bitovým
posunem o 𝑆 bitů vpravo ((x * I) » S), kde 𝐼 = 𝑟𝑜𝑢𝑛𝑑(𝑅 ·2𝑆), 𝑆 je celočíselná konstanta
a 𝑟𝑜𝑢𝑛𝑑() značí zaokrouhlení na nejbližší celé číslo. Se stoupající hodnotou konstanty 𝑆
roste přesnost výpočtu.
Optimalizace kódu v jazyce C
Smyslem optimalizace na úrovni zdrojového kódu je dopomoci překladači sestavit překlá-
daný program co nejoptimálněji. Mnohé překladače podporují různá nestandardizovaná
k optimalizaci určená rozšíření4. Důležitou částí optimalizace je vhodné použití modifiká-
torů const, inline, static a register, případně použití maker namísto funkcí.
static Proměnná nebo funkce označená jako static je platná pouze v rámci svého mo-
dulu. To znamená, že takové symboly nejsou z modulu exportovány a nelze se na ně od-
kazovat z modulů jiných (způsobí chybu při linkování). Důsledkem je velmi rychlé volání
takovéto funkce (tzv. krátké volání).
inline Deklarování inline funkce překladači říká, aby se funkci pokusil vložit do místa
jejího volání. V takovém případě by odpadla režie volání této funkce.
4Např. __builtin_expect či __builtin_prefetch u překladače gcc.
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const Označení proměnné modifikátorem const oznamuje překladači, že tato proměnná
není již dále nikdy modifikována (překladač by to neměl ani povolit). Tento krok umožní
překladači generovat znatelně rychlejší kód.
register Svůj význam může mít i použití modifikátoru register. Tento modifikátor na-
povídá překladači, že označenou proměnnou by se měl snažit umístit do registru (odpadala
by tím režie přístupu do paměti).
3.3 Implementace algoritmu SPIHT
SPIHT je algoritmus, který transformuje koeficienty DWT do toku bitů. Zohledňuje při-
tom spojitost mezi koeficienty na různých úrovních rozkladu. Počtu bitů odpovídá kvalita
obrazu. K jeho implementaci je výhodné reprezentovat koeficienty DWT jednorozměrným
polem a k průchodu tímto polem používat indexy udané Mortonovým rozkladem.
3.3.1 Mortonův rozklad
Mortonův rozklad [15] (Morton scan) udává pořadí průchodu koeficientů. Při 2D DWT má
každý prvek (𝑥, 𝑦) potomky (2𝑥, 2𝑦), (2𝑥+1, 2𝑦), (2𝑥, 2𝑦+1) a (2𝑥+1, 2𝑦+1). Při lineárním
průchodu maticí užitím tohoto rozkladu platí, že prvek (𝑖) má potomky (4𝑖) až (4𝑖 + 3)
(obr. 3.6). Rozklad je vhodný k reprezentaci koeficientů DWT a pro implementaci algoritmu
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Obrázek 3.6: Mortonův rozklad matice 8× 8
3.3.2 Modifikace MSPIHT
MSPIHT [10] je modifikace s nižšími výpočetními nároky. Rozdíl proti původnímu algo-
ritmu SPIHT spočívá v předsunutí upřesňovacího průchodu před srovnávací. Odbourá se
tím potřeba sledovat nově přidané prvky seznamu LSP. Na obr. 3.7 je zobrazeno srovnání
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těchto algoritmů z hlediska kvality (metoda PSNR) a času dekomprese, které bylo prove-
deno na obrázku Lenna s bloky 16× 16 pixelů. Protože varianta MSPIHT má při stejném
počtu bitů prakticky stejnou kvalitu jako SPIHT a přitom menší výpočetní nároky, používá



































Obrázek 3.7: Srovnání kvality a času dekomprese
3.3.3 Efektivní implementace algoritmu MSPIHT
Jako algoritmus 3.2 je uvedena implementovaná varianta MSPIHT. Od původního alg. 2.1
se liší jednak předsunutím upřesňovacího průchodu na začátek hlavního cyklu. Algoritmus
lze nyní také ukončit pouze po dokončení celé jeho iterace (cyklu while). Protože prvky
seznamů se již vždy procházejí v pevném pořadí od kořene k poslednímu listu, zmizel
skok ze zpracování uzlu typu A do zpracování uzlu typu B (v podstatě příkaz goto). LIS,
LSP a LIP již vlastně nejsou seznamy nýbrž množiny (které se procházejí vždy ve stejném
pořadí). Je možné nastavit horní a spodní mez (𝑚𝑖𝑛 a 𝑚𝑎𝑥), mezi kterými se mají hodnoty
koeficientů kódovat. 𝑀𝑆𝐵𝑛 značí 𝑛-tý nejvýznamnější bit.
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Algoritmus 3.2 Poloformální zápis varianty algoritmu MSPIHT
inicializace seznamů;
𝑛 := 𝑚𝑎𝑥;
while 𝑛 ≥ 𝑚𝑖𝑛 do
for each 𝑐 ∈ 𝐿𝑆𝑃 do
odešli 𝑀𝑆𝐵𝑛(𝑐);
end for
for each 𝑐 ∈ 𝐿𝐼𝑃 do
odešli 𝑆𝑛(𝑐);
if 𝑆𝑛(𝑐) = 1 then
přesuň 𝑐 do LSP a odešli znaménko 𝑐;
end if
end for
for each 𝑐 ∈ 𝐿𝐼𝑆 do
if 𝑐 je typu 𝐴 then
odešli 𝑆𝑛(𝒟(𝑐));
if 𝑆𝑛(𝒟(𝑐)) then
for each 𝑑 ∈ 𝒪(𝑐) do
odešli 𝑆𝑛(𝑑);
if 𝑆𝑛(𝑑) = 1 then
přidej 𝑑 do 𝐿𝑆𝑃 a odešli znaménko 𝑑;
else
přidej 𝑑 do 𝐿𝐼𝑃 ;
end if
end for
if ℒ(𝑐) ̸= ∅ then
nastav typ 𝑐 na 𝐵;
else





if 𝑆𝑛(ℒ(𝑐)) = 1 then
odeber 𝑐 z 𝐿𝐼𝑆;
for each 𝑑 ∈ 𝒪(𝑐) do









V rámci zhodnocení dosažené účinnosti kodeku bylo provedeno srovnání na devítisekundo-
vém úseku z filmu Big Buck Bunny. Tento film od nadace Blender Foundation je licencován
pod licencí Creative Commons Attribution 3.0 a je jej možno stáhnout ve vysoké kvalitě
z internetové adresy http://www.bigbuckbunny.org/.
Vystřižený úsek se na začátku skládá z téměř nehybné scény. Následuje záběr s pohy-
bujícími se postavami na nehybném pozadí. Dále se pohybuje kamera, tedy i celá scéna.
Zcela na konci se jedna z postav pohybuje prudce přes celý obraz. Tento úsek by tedy měl
zastupovat spektrum záběrů, které se běžně ve filmech vyskytují.
Úsek videa byl pro účely srovnání zmenšen na rozlišení 384 × 216 pixelů. Video má
délku 216 snímků, což při snímkové frekvenci 24FPS činí zmíněných 9 sekund. Originální
(referenční) video bylo uloženo jako nekomprimovaná bitmapa ve formátu RGB24 (pro tento
typ videa není potřeba žádný kodek).
Vytvořený kodek (dále označován jako DBV) byl srovnáván s implementací formátu
MPEG-4 ASP, kodekem Xvid. Jako druhý srovnávaný video kodek posloužil nestandar-
dizovaný formát MJPEG implementovaný knihovnou libavcodec z frameworku FFmpeg.
Ve všech případech byl použit multimediální kontejner AVI.
Pro nastavení kodeku DBV byly zvoleny hodnoty uvedené v tabulce 3.2.
volba anglické značení hodnota
Kvalita jasu u klíčového snímku I-frame luma quality 5
Kvalita barev u klíčového snímku I-frame chroma quality 7
Kvalita jasu u delta snímku P-frame luma quality 5
Kvalita barev u delta snímku P-frame chroma quality 7
Max. vzdálenost dvou klíčových snímků I-frame interval 100
Tabulka 3.2: Nastavení kodeku DBV pro účely srovnání.
Použitý kodek Xvid 1.1.3 (oficiální build) byl nastaven pro jednoprůchodové kódování
s kvantizérem (anglicky quantizier) 9,0. Nastavení komprese do formátu MJPEG bylo stejné
– jen s kvantizérem 1,0.
Srovnávání bylo prováděno v systému Windows. K rekompresi videa byl použit nástroj
VirtualDubMod. Pro použití frameworku FFmpeg (resp. ke kompresi do formátu MJPEG)
byly využity filtry z kodeku ffdshow (2009-04-21, rev. 2895) a frameserver5 AviSynth.
Vlastní srovnání kvality bylo provedeno za pomoci nástroje MSU Video Quality Me-
asurement Tool. Vyjma operačního systému a srovnávacího nástroje je použitý software
svobodný a otevřený.
Nejprve je uvedena tabulka 3.3 se souhrnem použitých formátů a kodeků.
5Frameserver je aplikace, která umožňuje předávat video přímo jiné aplikaci (bez uložení videa do sou-
boru).
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označení formát kodek zkratka kodeku kód 4CC
ref. video RGB24 (není potřeba) DIB
DBV (vlastní DBV) DBV dbv1 dbv1
Xvid MPEG-4 ASP Xvid xvid XVID
MJPEG nestandard. MJPEG ffdshow ffds MJPG
Tabulka 3.3: Přehled srovnávaných formátů resp. kodeků.
Jako srovnávací metriky byly mimo jiné použity dříve rozebrané metody PSNR, MSE,
BI-PSNR (Brightness Independent PSNR) a SSIM; vždy na kanálu Y v barevném modelu
YUV.
Srovnání s kodekem MPEG-4 ASP (Xvid) bylo prováděno ve snaze docílit srovnatelné
kvality komprimovaného videa. Naopak při srovnání s MJPEG byla požadována jeho stejná
velikost. V tabulce 3.4 jsou informativně uvedeny dosažené velikosti videa (resp. průměrné
datové toky a počty bitů na pixel).
označení velikost [MB] datový tok [kbps] bitů/pixel [bpp]
ref. video 51,20 47 776 24,000
DBV 3,36 3 135 1,575
Xvid 0,41 387 0,194
MJPEG 3,41 3 181 1,597
Tabulka 3.4: Dosažené velikosti videa, které budou dále srovnávány.
V referenčním videu je 216 snímků, z nichž všechny je možno považovat za klíčové
(I-frame). Při použití vytvořeného kodeku DBV je video složeno z 29 klíčových snímků,
ostatní jsou delta snímky (P-frame). Také při použití kodeku Xvid byla kladena pozornost
na dosažení podobné hodnoty. Výsledkem je 31 klíčových snímků. Profil ASP (Advanced
Simple Profile) však zahrnuje také B-snímky (B-frame). Zbytek jsou tedy buďto P- nebo
B-snímky. Při kompresi do MJPEG je každý snímek klíčový. Je jich tedy opět 216. Situaci
spolu s průměrnými velikostmi v bajtech shrnuje tabulka 3.5.
označení klíč. snímků velikost I-snímku [B] velikost P/B-snímku [B]
ref. video 216 248 832 -
DBV 29 18 583 15 980
Xvid 31 7 694 1 055
MJPEG 216 16 566 -
Tabulka 3.5: Počty klíčových snímků a průměrné velikosti jednotlivých typů snímků.
Uvedené velikosti ještě nic nevypovídají o kvalitě. Z poslední uvedené tabulky je však
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patrné, že Xvid tvoří zhruba 2 až 2,5 krát menší klíčové snímky a zhruba 15 krát menší
snímky neklíčové. U neklíčových snímků je tato schopnost způsobena také použitím B-
snímků a vektorů pohybu, což vytvořený kodek DBV neumožňuje.
Nyní následuje objektivní srovnání již popsanými metodami PSNR, MSE, BI-PSNR






















































Obrázek 3.8: Srovnání kvality (horizontální osa značí číslo snímku, vertikální danou met-
riku)
Ze srovnání všemi metodami se zdá, že video komprimované kodeky DBV a Xvid mají
přibližně stejnou kvalitu. V grafech lze také jasně vidět, že oba kodeky dělají klíčové snímky
na stejných místech. Z grafů metod MSE, PSNR a SSIM lze také vyčíst, že MJPEG by
proti DBV a Xvid měl mít kvalitu znatelně nižší. Naproti tomu metoda BI-PSNR říká, že
kvalita kodeku MJPEG by měla být zcela nejvyšší. Je to způsobeno posunem jasu, který
vznikne při kódování do formátu JPEG. Obraz se tak z hlediska hodnoty signálu (střední
směrodatné odchylky) vzdálí od originálu. Nicméně lidský zrak posun nepozná (resp. si
na něj zvykne). Srovná-li se kvalita videa bez ohledu na tento jasový posun, pak se zdá
video ve formátu MJPEG značně kvalitnější. Stejně vidí i lidské oko.
Pro subjektivní srovnání jsou v příloze E uvedeny ukázky ze srovnávaných videí u klí-
čového a také u neklíčového snímku.
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3.5 Přínos
Práce demonstrovala postup ztrátové komprese videa založený na vlnkové transformaci a al-
goritmu SPIHT. V rámci implementace byl vytvořen kodek pro frameworky VfW, Direct-
Show a FFmpeg. Všechny zdrojové kódy jsou uvolněny pod svobodnou licencí. Při psaní
tohoto textu byl publikován příspěvek do konference EEICT a vytvořeno několik článků
v internetové encyklopedii Wikipedia.
3.5.1 Otevřený zdrojový kód
Všechny zdrojové kódy kodeku jsou uvolněny pod svobodnými a otevřenými licencemi BSD,
MIT a GNU Lesser General Public License 3. Při užití kodeku je třeba pamatovat na to,
že algoritmus SPIHT je v USA chráněn patenty.
Všechny zdrojové kódy, zkompilované knihovny a ukázková videa lze stáhnout na webo-
vých stránkách http://sourceforge.net/projects/dbv/. Zde je k dispozici také instalá-
tor pro systémy Windows a ebuild pro Gentoo Linux.
3.5.2 Publikace
V rámci tvorby této práce bylo vytvořeno několik článků do české verze otevřené internetové
encyklopedie Wikipedia (http://cs.wikipedia.org/). Jmenovitě jsou to:
∙ Video for Windows
∙ Vlnková transformace
∙ Vlnka
∙ Kvadraturně zrcadlový filtr
∙ Vlnky Daubechies
Postup ztrátové komprese obrazu se zřetelem na nízkou výpočetní náročnost byl demon-
strován v příspěvku do konference a soutěže Student EEICT 2009 pod názvem Still Image





Tato práce se zabývala metodami komprese obrazu a videa. Byly zde shrnuty současné
k tomu používané techniky. Na jejich základě byl navržen postup komprese a implemento-
ván videokodek DBV. Na konci práce byl vytvořený kodek srovnán s kodeky dnes běžně
používanými.
Navržený postup komprese využívá vlnkovou transformaci a následně aplikovaný al-
goritmus SPIHT. Na základě navrženého postupu byl implementován videokodek spolu
s moduly pro tři nejpodstatnější frameworky. Díky ovladači pro Video for Windows a filtru
pro DirectShow lze tento kodek použít v prostředí operačního systému Microsoft Windows.
Pro linuxové systémy byl vytvořen patch pro framework FFmpeg. Tvorba DirectShow filtru
byla vyžadována zadáním.
V závěru práce je vytvořený videokodek srovnáván s kodekem Xvid a formátem MJPEG
implementovaným knihovnou libavcodec. V porovnání s kodekem Xvid nedosahuje DBV tak
vysokých kompresních poměrů. Je to dáno mnoha skutečnostmi. Především na tom má podíl
zvolená velikost bloku, po které se obraz zpracovává (8× 8 pixelů). Na tak malé dlaždici se
výhody vlnkové transformace a algoritmu SPIHT příliš neprojeví. Při použití většího bloku
by se video nemuselo stíhat v reálném čase dekódovat. To je ovšem otázka optimalizace.
Jádro kodeku Xvid je založeno na transformaci, kterou lze spočítat pomocí několika málo
sčítání a násobení. Kritické úseky zdrojových kódů tohoto kodeku jsou duplicitně napsány
v jazyce symbolických instrukcí s podporou mnoha instrukčních sad (např. SSE4). Naproti
tomu porovnání s formátemMJPEG není jednoznačné. Při srovnání středních kvadratických
chyb se zdá, že kodek DBV má při stejné velikosti vyšší kvalitu. Naopak lidskému vidění
se jeví kvalitnější obraz zkomprimovaný do formátu MJPEG.
Veškeré zdrojové kódy tohoto kodeku byly uvolněny pod svobodnými a otevřenými
licencemi. Při tvorbě této práce bylo publikováno několik článků v internetové encyklopedii
Wikipedia a příspěvek do konference EEICT.
Další vývoj navrženého kompresního postupu by mohl spočívat v hledání k analýze ob-
razu vhodnějších vlnek. Zvýšení kompresního poměru by značně pomohlo zvětšení velikosti
bloku, po které je obraz zpracováván. K tomu je zapotřebí výpočet dále optimalizovat.
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Seznam zkratek a symbolů
WT vlnková transformace (wavelet transform)
DWT diskrétní vlnková transformace (discrete wavelet transform)
QMF kvadraturně zrcadlový filtr (quadrature mirror filter)
DS framework DirectShow
DShow framework DirectShow
VfW framework Video for Windows
SPIHT kvantovací algoritmus (set partitioning in hierarchical trees)
DCT diskrétní kosinová transformace (discrete cosine transform)
DC stejnosměrná složka (direct current)
AC střídavá složka (alternating current)
MSE střední kvadratická chyba (mean squared error)
PSNR špičkový poměr signálu k šumu (peak signal to noise ratio)
SSIM srovnávací metoda (structural similarity)





#define CALC_BI_STRIDE(width,bitcount) ((((width * bitcount) + 31) & ~31) >> 3)
typedef struct
{
        uint8_t *bmp;
        int32_t w;
        int32_t h;
        int32_t s;
        void *pck;




        struct intern *i;
        int p_frames;
        int quality_i_y;
        int quality_i_c;
        int quality_p_y;
        int quality_p_c;




        dbv_Context *ctx,
        TFrame *f
);
void dbv_decompress(
        dbv_Context *ctx,
        TFrame *f
);
int32_t dbv_getsize(
        const TFrame *f
);
double dbv_psnr(
        const TFrame *a,
        const TFrame *b
);
void dbv_query(
        dbv_Context *ctx,






#define CW00F  0.35355339059327378636865546468470711261034011840820312500000
#define CW01F  0.09367039618000673473208195218830951489508152008056640625000
#define CW02F  0.34856682832467439370205397608515340834856033325195312500000
#define CW03F  0.53968974814791847993689088980318047106266021728515625000000
#define CW04F  0.28011069176666231195227396710834000259637832641601562500000
#define CW05F  0.72273257593113593433287178413593210279941558837890625000000






#define CW12F  0.15351678544728117326023664190870476886630058288574218750000
#define CW13F ‐0.07576571478950221150139299197689979337155818939208984375000
#define CW14F  0.02963552764600249286863764552890643244609236717224121093750
#define CW15F  0.49761866763277501357620735689124558120965957641601562500000
#define CW16F ‐0.80373875180513210114696676100720651447772979736328125000000
#define CW17F  0.29785779856034122481389658787520602345466613769531250000000
#define CW18F  0.09921954486572433229429890388928470201790332794189453125000
#define CW19F ‐0.01260396727551841948578026375571425887756049633026123046875
#define CW20F ‐0.03222310108861439065242038282121939118951559066772460937500
static void fwt8(const REAL *in, REAL *out)
{
        out[000] =
                + CW00F * (in[0]+in[1]+in[2]+in[3]+in[4]+in[5]+in[6]+in[7]);
        out[010] =
                + CW01F * (in[4]‐in[0])
                + CW02F * (in[5]‐in[1])
                + CW03F * (in[6]‐in[2])
                + CW04F * (in[7]‐in[3]);
        out[020] =
                + CW05F * in[0]
                + CW06F * in[1]
                + CW07F * in[2]
                + CW08F * in[3]
                + CW09F * in[4]
                + CW10F * in[5]
                + CW11F * in[6]
                + CW12F * in[7];
        out[030] =
                + CW09F * in[0]
                + CW10F * in[1]
                + CW11F * in[2]
                + CW12F * in[3]
                + CW05F * in[4]
                + CW06F * in[5]
                + CW07F * in[6]
                + CW08F * in[7];
        out[040] =
                + CW13F * in[0]
                + CW14F * in[1]
                + CW15F * in[2]
                + CW16F * in[3]
                + CW17F * in[4]
                + CW18F * in[5]
                + CW19F * in[6]
                + CW20F * in[7];
        out[050] =
                + CW19F * in[0]
                + CW20F * in[1]
                + CW13F * in[2]
                + CW14F * in[3]
                + CW15F * in[4]
                + CW16F * in[5]
                + CW17F * in[6]
                + CW18F * in[7];
        out[060] =
                + CW17F * in[0]
                + CW18F * in[1]
                + CW19F * in[2]
                + CW20F * in[3]
                + CW13F * in[4]
                + CW14F * in[5]
                + CW15F * in[6]
                + CW16F * in[7];
        out[070] =
                + CW15F * in[0]
                + CW16F * in[1]
                + CW17F * in[2]
                + CW18F * in[3]
                + CW19F * in[4]
                + CW20F * in[5]
                + CW13F * in[6]





void ezw_xy(int level, int x, int y, int n)
{
        if(0 == level)
        {
                echo(0, 0, n);
                return;
        }
        if(level > 1)
        {
                ezw(level‐1, 2*(x  ), 2*(y  ), n);
                ezw(level‐1, 2*(x+1), 2*(y  ), n);
                ezw(level‐1, 2*(x  ), 2*(y+1), n);
                ezw(level‐1, 2*(x+1), 2*(y+1), n);
                return;
        }
        echo(x  , y  , n);
        echo(x+1, y  , n);
        echo(x  , y+1, n);
        echo(x+1, y+1, n);
}
#define MAP(x,y,s) ((y)*(s)+(x))
void echo(int x, int y, int n)
{

















f snímek, který se má zkomprimovat
Funkce se pokusí zkomprimovat předaný snímek. Výsledkem může být I-snímek nebo
P-snímek (podle toho, který bude menší).
dbv_Context *dbv_create()
Vytvoří novou instanci kodeku.
Návratová hodnota:
nová instance kodeku
Vytvoří instanci kodeku, ale nealokuje paměťové prostředky (k tomu slouží funkce
dbv_create).




f snímek, který se má dekomprimovat
Funkce dekomprimuje snímek. Její volání by v porovnání s kompresí mělo být velmi
rychlé. Jestliže je předaný snímek P-snímkem, použije se k dekompresi poslední I-
snímek (uložený v instanci kodeku).
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int32_t dbv_getsize(const TFrame *f)
Zjistí maximální možnou velikost komprimovaného snímku.
Parametry:
f informace o snímku
Návratová hodnota:
maximální velikost komprimovaného snímku v bajtech
Funkce určená k inicializaci frameworku. Nevyžaduje vlastní snímek ale pouze in-
formace o něm (rozměry). Skutečná velikost komprimovaného snímku bude mnohem
menší.
void dbv_query(dbv_Context *ctx, TFrame *f)
Připraví instanci kodeku ke kompresi, resp. dekompresi.
Parametry:
ctx instance kodeku
f informace o snímku
Alokuje prostředky nutné ke kompresi, resp. dekompresi. Nastaví počítadlo klíčových











Obrázek E.5: Referenční video
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Obrázek E.6: DBV
Obrázek E.7: Xvid
Obrázek E.8: MJPEG
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