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Goldman-Turaev formality implies Kashiwara-Vergne
Anton Alekseev∗, Nariya Kawazumi†, Yusuke Kuno‡and Florian Naef§
Abstract
Let Σ be a compact connected oriented 2-dimensional manifold with non-empty
boundary. In our previous work [3], we have shown that the solution of generalized
(higher genus) Kashiwara-Vergne equations for an automorphism F ∈ Aut(L) of a
free Lie algebra implies an isomorphism between the Goldman-Turaev Lie bialgebra
g(Σ) and its associated graded gr g(Σ). In this paper, we prove the converse: if
F induces an isomorphism g(Σ) ∼= gr g(Σ), then it satisfies the Kashiwara-Vergne
equations up to conjugation. As an application of our results, we compute the degree
one non-commutative Poisson cohomology of the Kirillov-Kostant-Souriau double
bracket. The main technical tool used in the paper is a novel characterization of
conjugacy classes in the free Lie algebra in terms of cyclic words.
1 Introduction
Let Σ be a compact connected oriented surface with non-empty boundary and K a
field of characteristic zero. The K-linear space g = g(Σ) spanned by free homotopy
classes of loops in Σ has an interesting Lie bialgebra structure, the Lie bracket being
the Goldman bracket [10] and the Lie cobracket being the Turaev cobracket [26]. (To
be more precise, one needs to fix a framing on Σ in order to define the Lie cobracket
on g and it actually depends on the choice of framing.) As was shown in [3], one can
naturally define the graded version gr g of the Goldman-Turaev Lie bialgebra, and it
turns out to be isomorphic to the necklace Lie bialgebra structure [6, 9, 25] associated
to a certain quiver determined by the topological type of Σ.
The Lie bialgebras g and gr g admit natural completions which we denote by ĝ and
gr ĝ, respectively. They are isomorphic as filtered K-vector spaces, but not canonically.
The formality question for the Goldman-Turaev Lie bialgebras is whether there exists
a filtered Lie bialgebra isomorphism from ĝ to gr ĝ such that the associated graded
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map is the identity on gr ĝ. This question has been studied during the last several
years by various approaches: the study first began with formality for Goldman brackets
[16, 17, 22, 23, 24, 12] and then has been deepened to formality for Turaev cobrackets
[21, 2, 4, 3, 13]. One motivation for considering this question comes from the study of
the Johnson homomorphisms of mapping class groups [18].
In this paper, we impose a restriction on a map ĝ → gr ĝ by assuming that it is
induced by a group-like expansion [20], which is a notion related to 1-formality of a free
group of finite rank. In order to explain this notion, for the moment we assume that the
boundary of Σ is connected. (The general case needs a more careful treatment and will
be explained in Section 2.) The group algebra Kπ of the fundamental group π = π1(Σ)
has a decreasing filtration defined by powers of the augmentation ideal. This defines a
completion K̂π, and the associated graded gr K̂π. Since the fundamental group π is a
free group of finite rank, gr K̂π is canonically isomorphic to the completed tensor algebra
T̂ (H) generated by the first homology H = H1(π,K) ∼= H1(Σ,K). Furthermore, we can
identify K̂π with gr K̂π in a non-canonical way. In this context, a group-like expansion
is a complete Hopf algebra isomorphism
θ : K̂π → T̂ (H) = gr K̂π
such that gr θ = id. Any group-like expansion induces a filtered K-linear isomorphism
θ : ĝ→ gr ĝ. This follows from the fact that there is a natural identification
g = K(π/conj) ∼= |Kπ| := Kπ/[Kπ,Kπ],
where π/conj is the set of conjugacy classes in π and [Kπ,Kπ] is the K-linear span of
elements of the form ab − ba with a, b ∈ Kπ. Our goal is to characterize group-like
expansions which induce Lie bialgebra isomorphisms θ : ĝ→ gr ĝ.
As was shown by Kawazumi-Kuno [16][18] and Massuyeau-Turaev [22] [23] indepen-
dently, if θ satisfies the boundary condition
θ(ζ) = eω,
where ζ ∈ π is the boundary loop of Σ and ω ∈ ∧2H ⊂ T̂ (H) is the 2-tensor corre-
sponding to the intersection pairing on Σ, then the induced map θ : ĝ → gr ĝ is a Lie
algebra isomorphism. Group-like expansions satisfying θ(ζ) = eω are called symplectic
expansions (in the case where the boundary of Σ is connected). In this paper, conversely
we prove the following theorem:
Theorem 1.1 (For the general case, see Theorem 2.5). Assume that the boundary of Σ
is connected. If a group-like expansion θ induces a Lie algebra isomorphism θ : ĝ→ gr ĝ,
then θ is conjugate to a symplectic expansion, i.e., there exists a group-like element g
such that
θ(ζ) = geωg−1.
In our previous work [2, 3], the formality question for the Lie bialgebra g has been
studied in connection with the Kashiwara-Vergne problem from Lie theory [14, 5] and
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its generalization to surfaces of positive genus. In this approach, one fixes generators of
the group π and decomposes any group-like expansion as follows:
θF = F
−1 ◦ θexp.
Here, θexp is the group-like expansion determined by the choice of generators of π and
F is a complete Hopf algebra automorphism of T̂ (H); in other words, F ∈ Aut(L̂)
where L̂ ⊂ T̂ (H) is the completed free Lie algebra generated by H. In this way, the
properties of θ are encoded in the properties of F . In the formulation of the generalized
Kashiwara-Vergne problem in [3], there are two equations (KV I) and (KV II) for the
automorphism F . The equation (KV I) is equivalent to θF (ζ) = e
ω. The second equation
(KV II) depends on the choice of framing on Σ and is related to the formality of the
Turaev cobracket. Recall the following result from [3]:
Theorem 1.2 ([3], Theorem 5.12). Suppose that F ∈ Aut(L̂) satisfies (KV I). Then,
θF = F
−1 ◦ θexp induces a Lie bialgebra isomorphism θF : ĝ → gr ĝ if and only if F
satisfies (KV II).
Since the generalized (higher genus) Kashiwara-Vergne problem admits solutions
(with the exception of certain framings on genus one surfaces) [3, §6], the existence of
the Goldman-Turaev formality isomorphism ĝ→ gr ĝ has been settled.
In this paper, we introduce a modification of equations (KV I) and (KV II), which
we denote by (KV I’) and (KV II’). For an explicit form of these two equations, see
Theorem 2.9. As an application of Theorem 1.1, we prove the following result:
Theorem 1.3 (=Theorem 2.9). Let θF = F
−1 ◦ θexp be a group-like expansion. Then,
θF induces a Lie bialgebra isomorphism θF : ĝ→ gr ĝ if and only if F satisfies equations
(KV I’) and (KV II’).
This result is an improvement on Theorem 1.2, and it gives a complete algebraic char-
acterization of group-like expansions which induce Lie bialgebra isomorphisms θ : ĝ →
gr ĝ.
The results described above are based on a novel characterization of conjugacy classes
in the free Lie algebra. In more detail, let H be a symplectic vector space, L̂ the (degree
completed) free Lie algebra generated by H, ω ∈ ∧2H ⊂ L̂ the element representing the
symplectic form, and
|T̂ (H)| = T̂ (H)/[T̂ (H), T̂ (H)]
the degree completed space of cyclic words with alphabet defined by H. We denote
the natural projection T̂ (H) → |T̂ (H)| by x 7→ |x|. We say that an element a ∈ L̂ is
conjugate to b ∈ L̂ if there is a group-like element g ∈ exp(L̂) such that a = gbg−1. The
following result plays a key role in the paper:
Theorem 1.4 (= Theorem 3.5). The element a ∈ L̂ is conjugate to ω if and only if
| exp(a)| = | exp(ω)|.
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The paper is organized as follows. In Section 2, we recall some material from [3]
such as the definition of group-like expansions for a surface whose boundary may not
be connected, and give a statement of the main result in full generality. We also prove
Theorem 1.3 by using Theorem 1.1. Section 3 is devoted to conjugation theorems for
elements of free Lie algebras. In particular, we prove Theorem 1.4 modulo some technical
statement (Proposition 3.10). In Section 4, we give a proof of Theorem 1.1 and discuss
applications of this result to non-commutative Poisson geometry. Finally, in Section 5
we prove Proposition 3.10.
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2 Setup and statement of results
2.1 Group-like expansions
Let Σ = Σg,n+1 be a compact connected oriented surface of genus g with n+1 boundary
components, where g and n are non-negative integers. Label the boundary components of
Σ by integers 0, 1, . . . , n, and choose a basepoint ∗ on the 0th boundary component. Then
the fundamental group π = π1(Σ, ∗) has a set of free generators αi, βi, γj , i = 1, . . . , g,
j = 1, . . . , n, such that γj is freely homotopic to the jth boundary component with
positive orientation and
g∏
i=1
αiβiαi
−1βi
−1
n∏
j=1
γj = γ0,
where γ0 is the based loop around the 0th boundary component with negative orientation.
The first homology group H = H1(Σ,K) of the surface Σ has a 2-step decreasing
filtration defined by H(1) = H and
H(2) = {x ∈ H | 〈x, y〉 = 0 for all y ∈ H},
where 〈·, ·〉 : H ×H → K is the intersection pairing. Let
grH := H/H(2) ⊕H(2)
be the associated graded vector space. The homology classes of αi and βi give rise to a
basis of H/H(2), we denote the corresponding basis elements by xi and yi. The homology
classes of γj , denoted by zj , give rise to a basis of H
(2).
Let A = T̂ (grH) be the completed tensor algebra over grH. In other words, A is the
completed free associative algebra generated by variables xi, yi, zj . We assign weights
to the generators as follows:
wt(xi) = wt(yi) = 1, wt(zj) = 2. (1)
Then, the algebra A becomes graded and thus filtered. Besides, A naturally carries the
structure of a complete Hopf algebra. We denote by L̂ the set of primitive elements in
A. It is identified with the completed free Lie algebra generated by grH.
As was shown in [3, §3.1], there is a unique multiplicative filtration {Kπ(m)}m≥0 of
two-sided ideals of the group algebra Kπ such that Kπ(0) = Kπ, αi − 1, βi − 1 ∈ Kπ(1),
and γj − 1 ∈ Kπ(2). Furthermore, the (completion of the) associated graded of this
filtration is canonically isomorphic to A [3, Proposition 3.12].
Let K̂π = lim
←−m
Kπ/Kπ(m) be the completion of Kπ with respect to the filtration
described above. We have gr K̂π = grKπ = A.
Definition 2.1 ([3], Definition 3.19). A group-like expansion of π is an isomorphism
θ : K̂π → A of complete filtered Hopf algebras such that the associated graded map is
the identity: gr θ = id.
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For example, the map θexp defined by the following values on generators
θexp(αi) = e
xi , θexp(βi) = e
yi , θexp(γj) = e
zj
is a group-like expansion. Any group-like expansion θ can be written as
θF = F
−1 ◦ θexp
for some F ∈ Aut(L̂) with grF = id.
2.2 Goldman-Turaev Lie bialgebra and its graded version
For a (topological) associative K-algebra A, we denote
|A| := A/[A,A],
where [A,A] is the (closure of the) K-span of elements of the form ab− ba with a, b ∈ A.
If A is filtered, then |A| is naturally filtered. Let | · | : A→ |A| be the natural projection.
The space g = g(Σ) := |Kπ| is canonically isomorphic to the K-span of homotopy
classes of free loops in Σ. As was shown by Goldman [10], the space g has a Lie bracket
[·, ·] defined in terms of intersections of free loops. By using self-intersections of free
loops, Turaev [26] introduced a Lie cobracket on the space g/K1, where 1 denotes the
class of a constant loop. By fixing a framing f on Σ (that is, a choice of trivialization
of the tangent bundle of Σ), one can lift it to a Lie cobracket on the space g, which we
denote by δf . The triple (g, [·, ·], δf ) becomes a Lie bialgebra [3, §2].
The Goldman bracket [·, ·] and the framed Turaev cobracket δf extend naturally to
the Lie bialgebra structure on the completion ĝ = |K̂π|. Moreover, they induce a Lie bial-
gebra struture on the associated graded space gr ĝ, which we denote by (gr ĝ, [·, ·]gr, δ
f
gr).
One can also view the space gr ĝ ∼= |A| as the space spanned by cyclic words in xi, yi,
zj . The Lie bracket [·, ·]gr and Lie cobracket δ
f
gr coincide with the necklace Lie bialgebra
structure associated to the quiver with g circles and n edges emanating from a distin-
guished vertex, where the Lie bracket was introduced by Bocklandt-Le Bruyn [6] and
Ginzburg [9] and the Lie cobracket by Schedler [25]. Any group-like expansion θ induces
an isomorphism
θ : ĝ = |K̂π|
∼=
→ |A| = gr ĝ
of complete filtered K-vector spaces.
2.3 The main result: Goldman formality revisited
Definition 2.2 ([3], Definition 3.21). A group-like expansion θ is called tangential if
for any j = 1, . . . , n, there is a group-like element gj ∈ A such that θ(γj) = gje
zjgj
−1.
Furthermore, a tangential group-like expansion θ is called special if θ(γ0) = e
ω, where
ω =
∑
i[xi, yi] +
∑
j zj .
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Note that the elements ω0 =
∑
i[xi, yi] and
∑
j zj (once we choose the 0th boundary
component of Σ) are independent of the choice of generators αi, βi, γj , and, hence, so is
the element ω.
Remark 2.3. For the defining conditions for special expansions, see also [18, §7.2].
For n = 0, the boundary condition θ(γ0) = e
ω0 was first turned into a definition by
Massuyeau [20]. In this case, special expansions are called symplectic expansions. Special
expansions exist for any g and n. For examples for g = 0 or n = 0, see [11, 1, 15, 19]. For
the general case, there is a gluing argument which proves existence of special expansions,
see [3, §3.5] for details.
Let us recall some results on special expansions and the Goldman bracket.
Theorem 2.4 (Kawazumi-Kuno [16, 18], Massuyeau-Turaev [22, 23]). Every special ex-
pansion θ induces a Lie algebra isomorphism between the completed Goldman Lie algebra
(ĝ, [·, ·]) and its associated graded, (gr ĝ, [·, ·]gr).
The main result of this paper is the converse of Theorem 2.4 (up to conjugacy):
Theorem 2.5. Let θ : K̂π → A be a group-like expansion and assume that θ induces a
Lie algebra isomorphism between (ĝ, [·, ·]) and (gr ĝ, [·, ·]gr). Then, θ is conjugate to a
special expansion. Namely, θ is tangential and there exists a group-like element g0 ∈ A
such that θ(γ0) = g0e
ωg0
−1.
Remark 2.6. Denote by ιj : Z = π1(S
1) → π/conj the maps ιj : t
n 7→ |γnj | induced
by inclusions of the boundary components into Σ. These maps are independent of the
concrete choice of generators γj ∈ π and they are compatible with filtrations if one
assigns a filtration degree 2 to the generator t ∈ Z. Note that the complete Hopf algebra
K̂Z admits a unique group-like expansion θexp : K̂Z → K[[τ ]] given by θexp(t) = exp(τ),
where τ is the primitive generator of degree 2. The map ιj induces a map of associated
graded gr ιj : K[[τ ]]→ |A|. With this notation, Theorem 2.5 is equivalent to the following
statement:
Let θ : K̂π → A be a group-like expansion. Then, θ induces a Lie algebra
isomorphism between (ĝ, [·, ·]) and (gr ĝ, [·, ·]gr) if and only if it preserves all
the boundary components in the sense that for j = 0, . . . , n the following
diagram commutes:
ĝ
θ // gr ĝ
K̂Z
ιj
OO
θexp
// K[[τ ]]
gr ιj
OO
Let Aut(L̂) be the group of filtration preserving automorphisms of L̂. We say that
F ∈ Aut(L̂) is tangential if for any j = 1, . . . , n there is a group-like element fj ∈ A such
that F (zj) = fj
−1zjfj. Note that any F ∈ Aut(L̂) extends to a filtration preserving
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automorphism of A = U(L̂), and thus induces a filtration preserving automorphism of
|A| = gr ĝ. Also, since F is filtration preserving, grF is defined as an automorphism of
gr L̂ = L̂.
It turns out that Theorem 2.5 can be restated as a property of the automorphism
group of the Lie algebra (gr ĝ, [·, ·]gr).
Theorem 2.7. Let F ∈ Aut(L̂) such that grF = id and assume that it induces an
automorphism of the Lie algebra (gr ĝ, [·, ·]gr). Then, F is tangential and there exists a
group-like element f0 ∈ A such that F (ω) = f0
−1ωf0.
Proof. Let θ0 : K̂π → A be a special expansion. Then, by Theorem 2.4, it induces
a Lie algebra isomorphism between (ĝ, [·, ·]) and (gr ĝ, [·, ·]gr). If F ∈ Aut(L̂) satisfies
assumptions of Theorem 2.7, then the map F ◦ θ0 a group-like expansion and it also
induces a Lie algebra isomorphism between (ĝ, [·, ·]) and (gr ĝ, [·, ·]gr). By Theorem 2.5,
we conclude that F ◦θ0 is conjugate to a special expansion. Therefore, F = (F ◦θ0)◦θ
−1
0
maps zj ’s and ω to their conjugates, as required.
2.4 Goldman-Turaev formality and Kashiwara-Vergne equations
In this section, we combine Theorem 2.5 with our previous result [2, 3] and derive
a necessary and sufficient condition for group-like expansions which induce Goldman-
Turaev formality.
In [3, §5.4], for any compact connected oriented surface of genus g with n+1 bound-
ary components and a choice of framing f on it, we introduced the Kashiwara-Vergne
problem KV
(g,n+1)
f , which asks to find a tangential automorphism of L̂ satisfying two
equations (KV I) and (KV II). The original Kashiwara-Vergne problem [14, 5] corre-
sponds to the case of (g, n + 1) = (0, 3).
More concretely, the first equation is of the form
F (ω) = log
 g∏
i=1
(exieyie−xie−yi)
n∏
j=1
ezj
 =: ξ. (KV I)
Since θexp(γ0) = e
ξ, F satisfies (KV I) if and only if θF = F
−1◦θexp is a special expansion.
To write down the second equation, we need more material from [3]. Let
tder+ = (tder(g,n+1))+ = {(u, u1, . . . , un) ∈ Der
+(L̂)× L̂⊕n | u(zj) = [zj , uj ]}
be the Lie algebra of tangential derivations on L̂ and let
TAut = TAut(g,n+1) = {(F, f1, . . . , fn) ∈ Aut
+(L̂)× L̂⊕n | F (zj) = e
−fjzje
fj}
be the group of tangential automorphisms on L̂. The divergence cocycle div : tder+ → |A|
is defined as follows:
div(u) :=
∣∣∣∣∣∣
g∑
i=1
(∂xiu(xi) + ∂yiu(yi)) +
n∑
j=1
∂zju(zj)
∣∣∣∣∣∣ ∈ |A|.
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Here, for any a ∈ A without constant term, we denote
a =
g∑
i=1
((∂xia)xi + (∂yia) yi) +
n∑
j=1
(∂zja) zj . (2)
Now, choose a framing f on Σ. For any immersed closed curve γ in Σ, one can define
its rotation number rotf (γ) ∈ Z with respect to f . Put
p :=
g∑
i=1
(rotf (|βi|)xi − rotf (|αi|) yi) ∈ H/H
(2) ⊂ grH ⊂ A
and define the cocycle cf : tder
+ → |A| by
cf (u) =
∑
j
rotf (|γj |)|uj |.
The cocycles div and cf integrate to group 1-cocycles
j : TAut→ |A| and Cf : TAut→ |A|.
More explicitly, if F = exp(u) ∈ TAut with u ∈ tder+ then j(F ) = e
u−1
u
· div(u). Set
jf := j − Cf .
Finally, introduce the element r ∈ |A| by
r =
g∑
i=1
∣∣∣∣log (exi − 1xi )+ log (e
yi − 1
yi
)∣∣∣∣ .
With the notation as above, the second Kashiwara-Vergne equation is of the form
jf (F ) = r+ |p|+
n∑
j=1
|hj(zj)| − |h(ξ)| for some hj , h ∈ K[[s]]. (KV II)
We recall the following result:
Theorem 2.8 ([3]). Let f be a framing on Σ and F ∈ TAut be a solution of the
equation (KV I). Then, θF = F
−1 ◦ θexp is a Lie bialgebra isomorphism from (ĝ, [·, ·], δ
f )
to (gr ĝ, [·, ·]gr, δ
f
gr) if and only if F satisfies (KV II).
Combining Theorem 2.5 and Theorem 2.8, we obtain the following result:
Theorem 2.9. Let θ be a group-like expansion. Then, θ induces a Lie bialgebra iso-
morphism between (ĝ, [·, ·], δf ) and (gr ĝ, [·, ·]gr, δ
f
gr) if and only if there exists a tangential
automorphism F ∈ TAut such that θ = θF = F
−1 ◦ θexp,
F (ω) = e−ℓ0ξeℓ0 for some ℓ0 ∈ L̂, (KV I’)
and
jf (F )+ rotf (|γ0|) |ℓ0| = r+ |p|+
n∑
j=1
|hj(zj)|− |h(ξ)| for some hj , h ∈ K[[s]]. (KV II’)
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Remark 2.10. Since | · | vanishes on commutators, the expression |ℓ0| is of degree 1.
We can ignore the terms in ℓ0 proportional to zj ’s because they can be absorbed in the
linear terms of functions hj .
Proof. First, we compute the cocycle jf on inner automorphisms. For ℓ ∈ L̂ let uℓ ∈
tder+ be the inner derivation with generator ℓ: uℓ(a) = [a, ℓ] for any a ∈ L̂. The
element Fℓ := exp(uℓ) ∈ TAut is an inner automorphism given by conjugation by e
ℓ:
Fℓ(a) = e
−ℓaeℓ.
We compute
div(uℓ) =
∣∣∣∣∣∣
g∑
i=1
(∂xi [xi, ℓ] + ∂yi [yi, ℓ]) +
n∑
j=1
(∂zj [zj , ℓ])
∣∣∣∣∣∣
=
∣∣∣∣∣∣
g∑
i=1
(xi(∂xiℓ)− ℓ+ yi(∂yiℓ)− ℓ) +
n∑
j=1
(zj(∂zj ℓ)− ℓ)
∣∣∣∣∣∣
= (1− 2g − n)|ℓ|.
In the third line we used the cyclic invariance |xi(∂xiℓ)| = |(∂xiℓ)xi| and formula (2)
for ℓ. Also, we have cf (uℓ) = (
∑
j rot(|γj |))|ℓ|. Since uℓ acts trivially on the space |A|,
integration yields
jf (Fℓ) = (div − cf )(uℓ) = (1− 2g − n−
n∑
j=1
rot(|γj |)) |ℓ| = −rotf (|γ0|) |ℓ|. (3)
In the last equality we have used the Poincare´-Hopf theorem
n∑
j=1
rotf (|γj |)− rotf (|γ0|) = χ(Σ) = 1− 2g − n.
Now let θ be a group-like expansion and assume that it induces a Lie bialgebra
isomorphism θ : ĝ→ gr ĝ. By Theorem 2.5, there exists an element F = (F, f1, . . . , fn) ∈
TAut and a group-like element g0 ∈ A such that θ = θF = F
−1 ◦ θexp and θ(γ0) =
g0e
ωg0
−1. By setting ℓ0 := log F (g0) ∈ L̂ we obtain F (ω) = e
−ℓ0ξeℓ0 , which implies (KV
I’).
By construction, the automorphism F ′ := F−ℓ0 ◦F satisfies (KV I). Since the action
of F−ℓ0 on |A| is trivial, θF ′ = θ on ĝ. By Theorem 2.8, F
′ satisfies (KV II). This implies
that F satisfies (KV II’), since
jf (F
′) = jf (F−ℓ0) + F−ℓ0 · jf (F ) = rotf (|γ0|) |ℓ0|+ jf (F )
by (3) and the fact that F−ℓ0 acts trivially on |A|. This completes the proof of “only if”
part. The other direction can be proved by the same method, so we omit it.
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3 Free Lie algebras and cyclic words
In this section, we will prove several statements about conjugacy classes in free Lie
algebras and their characterization in terms of cyclic words. These statements are the
main technical content of the paper.
3.1 PBW type decompositions
Let g be a Lie algebra over a field K of characteristic zero. Later we will take g to be
the free Lie algebra over a finite dimensional K-vector space. By the PBW theorem, we
have a natural decomposition
U(g) =
∞⊕
m=0
Symmg, (4)
where we denote by Symmg the mth symmetric power of the vector space g. The
isomorphism (4) is given by the maps Symmg→ U(g),
x1x2 · · · xm 7→
1
m!
∑
σ∈Sm
xσ(1)xσ(2) · · · xσ(m),
form ≥ 0. Here x1x2 · · · xm stands for the symmetric tensor product of x1, x2, . . . , xm ∈ g
(see, e.g. [7] Ch. 1, §2, no. 7). It should be remarked that the vector space Symmg is
spanned by the set {xm; x ∈ g}. Now we consider the Lie algebra abelianization of the
associative algebra U(g),
|U(g)| = U(g)/[U(g), U(g)].
We denote the quotient map by | · | : U(g) → |U(g)|, u 7→ |u|. The decomposition (4)
descends to abelianizations:
Theorem 3.1. We have the direct sum decomposition
|U(g)| =
∞⊕
m=0
|Symmg|. (5)
Proof. Since g generates U(g), we have [U(g), U(g)] = [g, U(g)]. Recall that the decom-
position (4) is a g-module decomposition. Hence, we have
[g, U(g)] =
∞∑
m=0
[g,Symmg] ⊂
∞∑
m=0
([g, U(g)] ∩ Symmg).
This means that the subspace [g, U(g)] = [U(g), U(g)] is homogeneous with respect to
the decomposition (4), and this implies the direct sum decomposition in the theorem.
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Let V be a finite dimensional K-vector space, T = T (V ) =
⊕∞
m=0 V
⊗m the tensor
algebra over V , and L = L(V ) the free Lie algebra over V . If we denote by ∆: T → T⊗T
the (standard) coproduct of the Hopf algebra structure on T , then L is identified with the
set of primitive elements, i.e., L = {a ∈ T ; ∆a = a⊗ 1+1⊗ a}, and we have T = U(L).
For our purpose we need completions of T and L; we denote by T̂ = T̂ (V ) =
∏∞
m=0 V
⊗m
the completed tensor algebra over V and by L̂ = L̂(V ) the completed free Lie algebra
over V .
The Lie algebra L admits a grading with finite dimensional graded components given
by tensor powers of V : L =
⊕∞
q=0(L ∩ V
⊗q). This implies that decompositions (4) and
(5) extend to L̂ (with direct sums replaced by direct products):
T̂ = U(L̂) =
∞∏
m=0
SymmL̂, |T̂ | =
∞∏
m=0
|SymmL̂|.
This observation has the following interesting corollaries:
Theorem 3.2. Let u and v ∈ L̂ such that | exp(u)| = | exp(v)| ∈ |T̂ |. Then,
|um| = |vm| ∈ |T̂ |
for all m ≥ 0.
Proof. We have,
| exp(u)| =
∞∑
m=0
1
m!
|um| =
∞∑
m=0
1
m!
|vm| = | exp(v)|.
By decomposition (5) for the Lie algebra L̂, this implies that the series in the middle
are equal term by term:
|um| = |vm|,
as required.
Similarly, one can prove the following statement:
Theorem 3.3. Let u and v0, . . . , vn ∈ L̂ satisfy | exp(u)| ∈
∣∣∣∑nj=0K[[vj]]∣∣∣ . Then, we
have |um| ∈
∑n
j=0K|vj
m| for all m ≥ 0.
Proof. Observe that ∣∣∣∣∣∣
n∑
j=0
K[[vj]]
∣∣∣∣∣∣ ∩
∣∣∣SymmL̂∣∣∣ = n∑
j=0
K|vj
m|.
The component of | exp(u)| in
∣∣∣SymmL̂∣∣∣ is |um|/m!. Hence, we conclude
|um| ∈
n∑
j=0
K|vj
m|,
as required.
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3.2 Conjugacy theorems
This subsection is devoted to two conjugacy theorems. As in the preceding sections, for
a K-vector space V , we denote by T̂ = T̂ (V ) the completed tensor algebra over V , and
by L̂ = L̂(V ) the completed free Lie algebra over V .
We are now ready to formulate the main technical results of the paper:
Theorem 3.4. Let V be a finite dimensional K-vector space. Suppose that an element
z ∈ L̂ has non-trivial linear term, z ∈ L̂ \
∏
l>1(L̂ ∩ V
⊗l), and that another element
a ∈ L̂ satisfies | exp(a)| = | exp(z)| ∈ |T̂ |. Then we have a = gzg−1 for some group-like
element g ∈ exp(L̂).
Theorem 3.5. Let V be a finite dimensional K-symplectic vector space, whose symplec-
tic form we denote by ω0 ∈ ∧
2V . Suppose that an element a ∈ L̂ satisfies | exp(a)| =
| exp(ω0)| ∈ |T̂ |. Then we have a = gω0g
−1 for some group-like element g ∈ exp(L̂).
To prove these theorems we need some preliminary lemmas. Let V be a finite di-
mensional K-vector space.
Lemma 3.6. Let z be an element of the sets V \ {0} or ∧2V \ {0}. Then, we have
{u ∈ T̂ ⊗ T̂ ; [∆z, u] = 0} = K[[z]]⊗K[[z]].
Proof. It suffices to show that the LHS is included in the RHS. As was proved in Propo-
sition 5.6, [3], we have
{a ∈ T̂ ; [z, a] ∈ K[[z]]} = K[[z]]. (6)
In fact, the element z is reduced in the sense of §5.2 in [3].
Choose a basis {x1, . . . , xn} of V (with no relation to z). Let u be an element of the
LHS. We may assume that under the grading defined by powers of V it is homogeneous
of some degree m ≥ 0. One can write uniquely
u = u0 ⊗ 1 +
m∑
k=1
ui1...ik ⊗ xi1 . . . xik , u0 ∈ V
⊗m, ui1...ik ∈ V
⊗(m−k).
Then, since z is primitive, we have
0 = [∆z, u] = [z, u0]⊗ 1 +
m∑
k=1
([z, ui1...ik ]⊗ xi1 . . . xik + ui1...ik ⊗ [z, xi1 . . . xik ]). (7)
We claim that ui1...ik ∈ K[[z]] for all k and i1 . . . ik. First consider the case z ∈ V \{0}.
Then, equation (7) is equivalent to the following family of equations
0 = [z, u0]⊗ 1,
0 =
∑
i1
[z, ui1 ]⊗ xi1 and
0 =
∑
i1,...,ik
[z, ui1...ik ]⊗ xi1 . . . xik +
∑
i1,...,ik−1
ui1...ik−1 ⊗ [z, xi1 . . . xik−1 ]
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for k ≥ 2. By (6), we have u0 ∈ K[[z]] and ui1 ∈ K[[z]] for any i1. Suppose k ≥ 2,
and assume ui1...ik−1 ∈ K[[z]] for all i1 . . . ik−1. Then, the third equation above im-
plies [z, ui1...ik ] ∈ K[[z]]. Again, by (6), we obtain ui1...ik ∈ K[[z]]. This completes the
induction.
In the case z ∈ ∧2V \ {0}, equation (7) is equivalent to the following family of
equations:
0 = [z, u0]⊗ 1,
0 =
∑
i1
[z, ui1 ]⊗ xi1 ,
0 =
∑
i1,i2
[z, ui1,i2 ]⊗ xi1xi2 and
0 =
∑
i1,...,ik
[z, ui1...ik ]⊗ xi1 . . . xik +
∑
i1,...,ik−2
ui1...ik−2 ⊗ [z, xi1 . . . xik−2 ]
for k ≥ 3. The same argument as above applies to give ui1...ik ∈ K[[z]].
In both cases, we have ui1...ik = λi1...ikz
m−k for some λi1...ik ∈ K. Hence, if we write
vk =
∑
i1,...,ik
λi1...ikxi1 . . . xik ∈ V
⊗k, we have u =
∑m
k=0 z
m−k ⊗ vk, which implies
0 = [∆z, u] =
m∑
k=0
zm−k ⊗ [z, vk].
Again, by (6), vk ∈ K[[z]]. This completes the proof of the lemma.
Lemma 3.7. Let z be an element of the sets V \ {0} or ∧2V \ {0}. Then, we have
{a ∈ T̂ ; [z, a] ∈ L̂} = L̂+K[[z]].
Proof. It suffices to show that the LHS is included in the RHS.
By the PBW decomposition (4), we can consider the projection ̟1 : T = U(L) =⊕∞
m=0 Sym
mL→ Sym1L = L, and a linear endomorphism E : T =
⊕∞
m=0 Sym
mL→ T
defined by
E|SymmL =

1
m
1SymmL, if m ≥ 2,
0, if m ≤ 1.
If we denote the multiplication by µ : T ⊗ T → T and use the symbol
sym(ℓ1, . . . , ℓm) :=
∑
σ∈Sm
ℓσ(1) · · · ℓσ(m)
for ℓi ∈ L, 1 ≤ i ≤ m, then one deduces that µ(1T ⊗̟1)(∆a−a⊗1−1⊗a)|a=sym(ℓ1,...,ℓm)
equals m(sym(ℓ1, . . . , ℓm)) if m ≥ 2, and 0 if m ≤ 1. Hence, we have
Eµ(1T ⊗̟1)(∆a− a⊗ 1− 1⊗ a) =
{
a for a ∈
⊕∞
m=2 Sym
mL, and
0 for a ∈ Sym0L⊕ Sym1L.
(8)
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Assume that a ∈ T̂ satisfies [z, a] ∈ L̂. We may assume a is homogeneous, in partic-
ular, that a is an element of T = U(L). Moreover we may assume a ∈
⊕∞
m=2 Sym
mL.
If we write u = ∆a− a⊗ 1− 1⊗ a, then
0 = ∆([z, a])− [z, a]⊗ 1− 1⊗ [z, a] = [∆z,∆a]− [z ⊗ 1 + 1⊗ z, a⊗ 1 + 1⊗ a] = [∆z, u].
Hence, Lemma 3.6 implies that u =
∑∞
i,j=0 λijz
i ⊗ zj for some λij ∈ K, and so
∆a− a⊗ 1− 1⊗ a =
∞∑
i,j=0
λijz
i ⊗ zj . (9)
Applying (8) to (9), we obtain a = Eµ(1T ⊗̟1)(
∑∞
i,j=0 λijz
i ⊗ zj) = Eµ(
∑∞
i=0 λi1z
i ⊗
z) = E(
∑∞
i=0 λi1z
i+1) ∈ K[[z]]. This completes the proof.
Now we can begin the proof of Theorem 3.4. One of the keys to the proof is the
following.
Proposition 3.8 (Proposition A.2 in [2]). Let x ∈ V \ {0} and a ∈ T̂ . If |axl| = 0 for
all l ≥ 1, then a ∈ [x, T̂ ].
Proof of Theorem 3.4. It suffices to prove the theorem in the case z ∈ V \ {0}. Indeed,
write z = z1 + z
′ with z1 ∈ V \ {0} and z
′ ∈ L̂ ∩
∏
l>1 V
⊗l. Then, by the universal
mapping property of L̂, there is a continuous Lie algebra endomorphism ϕ of L̂ such
that ϕ(z1) = z, ϕ(
∏
l>p V
⊗l) ⊂
∏
l>p V
⊗l for any p ≥ 0, and the associated graded of ϕ
with respect to the filtration {
∏
l>p V
⊗l}p≥0 is the identity. From these properties one
can deduce that ϕ is a topological automorphism of L̂. Thus the theorem for z1 implies
that for z.
For the rest of the proof, we suppose z ∈ V \ {0}. We denote the Baker-Campbell-
Hausdorff series by ∗ : L̂ × L̂ → L̂, (u, v) 7→ u ∗ v = bch(u, v). Namely we have
exp(u ∗ v) = exp(u) exp(v) ∈ T̂ .
From Theorem 3.2 follows
|am| = |zm| (10)
for any m ≥ 1. By induction on k ≥ 1, we will prove that there exist elements uk ∈
L̂ ∩ V ⊗k such that
exp(ad(uk)) exp(ad(uk−1)) · · · exp(ad(u1))(a)
(= exp(uk ∗ uk−1 ∗ · · · ∗ u1)(a) exp(uk ∗ uk−1 ∗ · · · ∗ u1)
−1)
≡ z (mod
∞∏
l>k+1
V ⊗l).
Since |a| = |z|, we have a ≡ z + b2 (mod
∏∞
l>2 V
⊗l) for some b2 ∈ L̂ ∩ V
⊗2. The
component of degree (m + 1) in equation (10) reads m|b2z
m−1| = 0 for any m ≥ 2.
Hence, by Proposition 3.8, we have b2 = [z, u1] for some u1 ∈ V = L̂ ∩ V
⊗1 and
exp(ad(u1))(a) ≡ z + b2 + [u1, z] = z (mod
∞∏
l>2
V ⊗l).
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Suppose k ≥ 2. By the inductive assumption we have
exp(ad(uk−1)) · · · exp(ad(u1))(a) ≡ z + bk+1 (mod
∞∏
l>k+1
V ⊗l)
for some bk+1 ∈ L̂∩ V
⊗(k+1) and u1, . . . , uk−1 ∈ L̂. The degree (m+ k) part of equation
(10) reads m|bk+1z
m−1| = 0 for any m ≥ 2. Hence, by Proposition 3.8, we have bk+1 =
[z, u′k] for some u
′
k ∈ V
⊗k. Applying Lemma 3.7 to equation [z, u′k] = bk+1 ∈ L̂, we
obtain u′k = uk + λkz
k, where uk ∈ L̂ ∩ V
⊗k and λk ∈ K. Therefore, bk+1 = [z, uk] and
exp(ad(uk)) exp(ad(uk−1)) · · · exp(ad(u1))(a) ≡ z+bk+1+[uk, z] = z (mod
∞∏
l>k+1
V ⊗l),
as required.
The sequence {vk = uk ∗uk−1 ∗· · ·∗u1}
∞
k=1 converges to an element v∞ ∈ L̂ by degree
counting. Taking g = exp(−v∞) ∈ exp(L̂), we obtain g
−1ag = z ∈ L̂. This completes
the proof.
The proof of Theorem 3.5 is quite similar to that of Theorem 3.4, so we omit it
except for a symplectic analogue of Proposition 3.8.
Proposition 3.9. Let V be a finite dimensional K-symplectic space with symplectic form
ω0 ∈ ∧
2V . If an element a ∈ T̂ satisfies |aω0
l| = 0 for all l ≥ 1, then there is an element
b ∈ T̂ such that a = [ω0, b].
In order to prove this statement, we may assume that a is homogeneous. Thus, it is
sufficient to prove the following proposition.
Proposition 3.10. Let a ∈ V ⊗m for some m ≥ 0. Assume that for some p ≥ 1 we have
|aω0
l| = 0 for all l ≥ p. Then, there is an element b ∈ V ⊗m−2 such that a = [ω0, b].
The proof of this proposition is postponed to Section 5.
4 Proof of Theorem 2.5 and applications
In this section, we prove Theorem 2.5 and explain some applications to non-commutative
Poisson geometry.
4.1 Proof of Theorem 2.5
We consider the situation of Section 2 and use the notation introduced there. We apply
results of the preceding section to V = grH and A = T̂ (V ) = T̂ (grH). Note that if
n > 0, the expression ω = ω0+
∑n
j=1 zj has a non-trivial linear term, and if n = 0, then
ω = ω0 =
∑
i[xi, yi] is a symplectic form on V .
Recall that as a vector space the associated graded of the Goldman Lie algebra gr ĝ
is isomorphic to |A| = |T̂ (grH)|. The following theorem gives a description of its center:
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Theorem 4.1 (Theorem 5.4 in [3]).
Z(gr ĝ, [·, ·]gr) = |K[[ω]] | ⊕
n⊕
j=1
|K[[zj ]]≥1 |.
This result has been proved in [8] by using Poisson geometry of quiver varieties. An
alternative elementary proof is given in [3, §5.4].
Recall that for 1 ≤ j ≤ n we denote by γj the loop along the jth boundary component
(with positive orientation), and that γ0 is the loop along the 0th boundary component
(with negative orientation).
Proposition 4.2. Let θ : K̂π → A be a group-like expansion and assume |θ(γj)| ∈
Z(gr ĝ, [·, ·]gr). Then, we have
|θ(γj)| =
{
| exp(zj)|, for j ≥ 1,
| exp(ω)|, for j = 0.
Proof. Recall the grading on A in which xi and yi have degree 1 and zj has degree 2.
Under this grading, zj’s and the expression ω = ω0+
∑n
j=1 zj are homogeneous and have
degree 2. By Theorem 4.1, we have
|θ(γj)| ∈ |K[[ω]] | ⊕
n⊕
j=1
|K[[zj ]]≥1 |.
By Theorem 3.3, for any m ≥ 0 we have
|(log θ(γj))
m| ∈ K|ωm| ⊕
n⊕
j=1
K|zj
m|.
Note that all the terms on the right hand side have degree exactly 2m. Furthermore,
note that
log θ(γj) ≡
{
zj , if j ≥ 1,
ω, if j = 0,
(mod terms of degree ≥ 3).
Therefore,
|(log θ(γj))
m| ≡
{
|zj
m|, if j ≥ 1,
|ωm|, if j = 0,
(mod terms of degree ≥ 2m+ 1).
But |(log θ(γj))
m| contain no terms of degree higher than 2m. Hence, the equalities above
are verified without error terms of higher degree which proves the proposition.
Proof of Theorem 2.5. Let θ : K̂π → A be a group-like expansion which induces a Lie
algebra isomorphism (ĝ, [·, ·])
∼=
→ (gr ĝ, [·, ·]gr). Since for each boundary loop γj the ex-
pression |γj |, 0 ≤ j ≤ n, is in the center for the Goldman bracket, we have |θ(γj)| ∈
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Z(gr ĝ, [·, ·]gr). Hence, by Proposition 4.2, |θ(γj)| = | exp(log θ(γj))| equals | exp(zj)| if
j ≥ 1, and | exp(ω)| if j = 0.
Suppose j ≥ 1 or n ≥ 1. Then, by Theorem 3.4, we have some group-like element
gj such that log θ(γj) equals gjzjgj
−1 for j ≥ 1, and g0ωg0
−1 for j = 0. In the case
of n = 0, one has ω = ω0 and Theorem 3.5 implies that log θ(γ0) = g0ωg0
−1 for some
group-like element g0. Therefore, the expansion θ is conjugate to a special expansion
which proves the theorem.
4.2 An application to non-commutative Poisson geometry
Recall the context of non-commutative differential calculus. Let A = K〈〈u1, . . . , us〉〉 be
a free associative algebra with s even generators, and
D•A = K〈〈u1, . . . , us, ∂1, . . . , ∂s〉〉
be the free associative algebra with s even generators u1, . . . , us and s odd generators
∂1, . . . , ∂s. The algebra D
•
A carries a double bracket in the sense of van den Bergh defined
by formula
{∂i, uj} = δi,j1⊗ 1, {∂i, ∂j} = {ui, uj} = 0.
The space of cyclic words
|D•A| = D
•
A/[D
•
A,D
•
A] =
∞⊕
k=0
|DkA|
carries the induced graded Lie bracket (the non-commutative analogue of the Schouten
bracket on polyvector fields) [27]. Note that |D0A| = |A|, D
1
A = Der(A,A ⊗ A) is the
space of double derivations of A, |D1A| = Der(A,A) is the Lie algebra of derivations of
A, and |D2A| is the space of double brackets on A. A double bracket Π ∈ |D
2
A| is Poisson
if and only if the non-commutative Schouten bracket vanishes: [Π,Π] = 0. A Poisson
double bracket Π induces a differential dΠ = [Π, ·] on |D
•
A|.
There is a natural map
∂ : |DkA| → HomK(|A|
⊗k, |A|)
defined by differentiating k elements of |A| by k double derivations ∂i contained in an
element of |DkA|. Note that the right hand side also carries a Schouten bracket and the
map ∂ is a Lie homomorphism.
Let E be the double derivation defined by formula E(a) = a ⊗ 1 − 1 ⊗ a for every
a ∈ A. Define the graded quotient space D•A as follows
D•A = coker(D
•−1
A
α7→|αE|
−→ |D•A|).
That is, DkA = |D
k
A|/|D
k−1
A E|.
Proposition 4.3. The map ∂ vanishes on |D•AE|.
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Proof. Since E(a) = a⊗ 1− 1⊗ a, we have E(|a|) = a− a = 0. Hence, |Dk−1A E| acts by
zero on |A|⊗k.
Proposition 4.3 implies that the map ∂ descends to a map (which we denote by the
same letter)
∂ : D•A −→ HomK(|A|
•, |A|). (11)
Proposition 4.4. The subspace |D•AE| ⊂ |D
•
A| is a Lie ideal under the Schouten bracket.
Proof. We compute,
[|a|, |Eb|] = |{|a|, E}b| + |E{|a|, b}| = |E{|a|, b}| ∈ |D•AE|,
where we have used {|a|, E} = −E(|a|) = 0. This shows that |D•AE| is indeed a Lie ideal
in |D•A|.
As a simple example, consider |D0AE|. This space is spanned by elements of the form
|aE| which induce inner derivations on A: {|aE|, b} = ab− ba. The Lie algebra |D1A| is
isomorphic to the Lie algebra derivations of A and, hence, D1A is isomorphic to the Lie
algebra of outer derivations of A.
Proposition 4.4 implies that the Schouten bracket descends to D•A and makes the
map ∂ above into a Lie homomorphism. If Π ∈ |D2A| is a Poisson double bracket,
the differential d = [Π, ·] also descends to D•A and defines a non-commutative Poisson
cohomology theory.
We now choose A = T̂ (grH), where grH is the associated graded of the first homology
of the surface Σ with generators xi, yi of degree 1 and generators zj of degree 2. We
consider the double bracket (see Section 5.1 in [3])
Π =
g∑
i=1
|∂xi∂yi |+
n∑
j=1
|zj∂zj∂zj |.
The first term on the right hand side is the symplectic double bracket induced by the
intersection pairing on the first homology, and the second term is the Kirillov-Kostant-
Souriau (KKS) linear bracket corresponding to boundary components. It induces the
associated graded of the Goldman Lie bracket.
Remark 4.5. In this paper, we assume double brackets to be skew-symmetric. This
explains the difference in the form of the bivector Π above and the bivector Πgr in [3]
(where no skew-symmetry assumption was made).
The main result of this section is the following theorem:
Theorem 4.6.
H0(D•A, d = [Π, ·]) = Z(|A|),
H1(D•A, d = [Π, ·]) =
⊕
i
K|∂zi |.
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Remark 4.7. Let Rep(A,N) = Hom(A,End(KN )) be the space of N -dimensional rep-
resentations of A. In [27], van den Bergh constructs a Lie homomorphism |D•A| →
Tpoly(Rep(A,N))
GLN . Under this correspondence, elements of the form |αE| are in the
image of the map (glN ⊗ T
•−1
poly → T
•
poly)
GLN given by the glN action by conjugation.
Hence, D•A maps to polyvector fields on the quotient space Rep(A,N)/GLN and the
non-commutative Poisson cohomology H(D•A, d = [Π, ·]) maps to the Poisson cohomol-
ogy of Rep(A,N)/GLN .
Proof of Theorem 4.6. In degree zero, the cohomology of d are elements |a| ∈ |A| = D0A
such that {|a|, ·} is an inner derivation of A. By Theorem A.1 in [2], this is equivalent
to |a| being in the center of the associated graded of the Goldman bracket, as required.
In degree one, let u ∈ |D1A| and [u] ∈ D
1
A = Der(A,A)/ inn(A,A) such that d([u]) = 0.
That is, the class of [Π, u] in D2A vanishes and therefore ∂([Π, u]) = [∂(Π), ∂(u)] = 0.
Then, u induces the derivation ∂(u) of the Lie bracket ∂(Π) : |A| ⊗ |A| → |A|.
Assume that u ∈ Der≥−1(A). Then, by Lemma 4.8, u is tangential and u(ω) = [ω, l]
for some l. Hence, u is special up to an inner derivation. As shown in [3, §5.1], any
special derivation is Hamiltonian. That is, there exists |a| ∈ |A| such that u = {|a|, ·}
which implies [u] = d|a|.
If u is of degree (−2), it is of the form
∑
j λj|∂zj |. That is, u(xi) = u(yi) = 0, u(zj) =
λj . Note that
[|z∂z∂z|, |∂z |] = |∂z∂z| = 0,
where we have used the fact that ∂z is odd. Note also that the image of d : D
0
A → D
1
A is a
graded vector space with degree bounded from below by (−1). Hence, all the derivations
of degree (−2) define nontrivial cocycles, as required.
Assume (n, g) 6= (1, 0). Recall that a derivation φ ∈ Der(A) is called tangential if
φ(zi) = [ai, zi] for all i = 1, . . . , n for some ai ∈ A. Set z0 = −ω = −ω0 −
∑n
j=1 zj . We
say that φ ∈ Der(A) is fully tangential if it is tangential and in addition φ(z0) = [a0, z0]
for some a0 ∈ A.
Lemma 4.8. Assume that φ ∈ Der≥−1(A) induces a derivation of the graded Goldman
bracket on |A|. Then, φ is a fully tangential derivation.
Proof. Let φ ∈ Der(A) be such that it induces a derivation of the graded Goldman
bracket. Then, it preserves the center of the graded Goldman Lie algebra. Recall that
the center is spanned by elements |zj
k| for j = 0, . . . , n and k ≥ 0. In particular, for all
l and N we have
|φ(zNl )| = N |z
N−1
l φ(zl)| =
n∑
j=0
|fj(zj)|,
for some fj ∈ K[[s]] of degree at least N − 1. Setting zl = 0 in the equation above, we
obtain for N ≥ 2 ∑
j 6=l
|fj(zj)| = 0.
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Since |zj
k| are linearly independent for k ≥ 2, we obtain that for N ≥ 3,
N |zN−1l φ(zl)| = |fl(zl)|.
Using Propositions 3.8 and 3.9 we conclude that φ(zl) is of the form
φ(zl) = [al, zl] + gl(zl)
for some al ∈ A and gl ∈ K[[s]]. Using the relation |
∑n
j=0 zj | = 0 we obtain that
0 =
∣∣∣∣∣∣φ(
n∑
j=0
zj)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
n∑
j=0
([aj , zj ] + gj(zj))
∣∣∣∣∣∣ =
∣∣∣∣∣∣
n∑
j=0
gj(zj)
∣∣∣∣∣∣ .
This equality implies that functions gj(zj) are at most linear. Since derivations of weight
(−2) were excluded by assumptions, we have gj(zj) = 2λzj for some λ ∈ K. Then, define
a derivation ψ of A by
ψ(xi) = λxi, i = 1, . . . , g
ψ(yi) = λyi, i = 1, . . . , g
ψ(zj) = 2λzj , j = 1, . . . , n.
The difference φ − ψ is now fully tangential, hence preserves the graded Goldman
bracket, and thus ψ preserves the graded Goldman bracket. This implies that the graded
Goldman bracket is of weight zero. Since it is actually of weight (−2), this is a con-
tradiction unless the Goldman bracket vanishes identically (which is only the case if
(n, g) = (1, 0)).
5 Proof of Proposition 3.10
In the proof of Proposition 3.10, it will be convenient to identify |T̂ | with a vector
subspace of cyclically invariant elements of T̂ through the embedding |T̂ | →֒ T̂ defined
by
|x1x2 · · · xl| 7→
l−1∑
k=0
νk(x1x2 · · · xl).
Here xk ∈ V for 1 ≤ k ≤ l and ν is the cyclic permutation:
ν : x1x2 · · · xl 7→ x2 · · · xlx1.
Recall that for l = 0, 1 we have |V ⊗l| = V ⊗l.
Let dimV = 2g be the dimension of the symplectic vector space V and C : V ⊗2 → K
the non-degenerate pairing defined by the symplectic form ω0. Denote Q = Ker(C) and
let π : V ⊗2 → Q ⊂ V ⊗2 be the projection corresponding to the direct sum decomposition
V ⊗2 = Q⊕Kω0.
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In what follows, we use the following simple facts: C(ω0) = 2g, π(ω0) = 0, and
(C⊗l ⊗ 1V )(xω0
l) = (1V ⊗ C
⊗l)(ω0
lx) = (−1)lx (12)
for any x ∈ V and l ≥ 1.
First, we prove Proposition 3.10 for m = 0, 1, 2, 3.
The case m = 0. Since |ω0
l| = l(ω0
l + ν(ω0
l)),
C⊗l|ω0
l| = l((2g)l + (−1)l2g).
If l ≥ 2, the right hand side of this equation is nonzero. Hence, |aω0
l| = 0 implies a = 0,
as required.
The case m = 1. If deg a = 1, then |aω0
l| =
∑l
j=0 ω0
jaω0
l−j +
∑l−1
j=0 ν(ω0
jaω0
l−j).
Since
1V ⊗ C
⊗l : ω0
jaω0
l−j 7→ (−1)j(2g)l−ja, ν(ω0
jaω0
l−j) 7→ (−1)l−j(2g)ja,
we have
(1V ⊗ C
⊗l)|aω0
l| =
l∑
j=0
(−1)j(2g)l−ja+
l−1∑
j=0
(−1)l−j(2g)ja
=
(2g)l + 2(−1)l l−1∑
j=0
(−2g)j
 a.
If l ≥ 2, the coefficient of a is not zero. Hence, |aω0
l| = 0 (for l sufficiently large) implies
a = 0.
The case m = 2. If deg a = 2, then |aω0
l| =
∑l
j=0 ω0
jaω0
l−j +
∑l
j=0 ν(ω0
jaω0
l−j).
We have
π ⊗ C⊗l :

aω0
l 7→ (2g)lπ(a)
ω0
jaω0
l−j 7→ 0 for any 1 ≤ j ≤ l
ν(ω0
jaω0
l−j) 7→ (−1)lπ(ν(a)) for any 0 ≤ j ≤ l
Here, the second case follows from π(ω0) = 0 and the third case from (12). Therefore,
(π ⊗ C⊗l)|aω0
l| = (2g)lπ(a) + (l + 1)(−1)lπ(ν(a)).
Now assume that |aω0
l| = 0 for any l ≥ p. Then, the right hand side of the above
formula vanishes for any l ≥ p, and this shows that π(a) = 0 and π(ν(a)) = 0. The
equation π(a) = 0 implies that a is a multiple of ω0. From the case m = 0, we deduce
that a = 0.
To consider the case of m = 3, we need the following lemma.
Lemma 5.1. V ⊗3 = [ω0, V ]⊕ (V ⊗Q).
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Proof. Let a ∈ [ω0, V ] ∩ (V ⊗ Q). Since a ∈ V ⊗ Q, (1V ⊗ C)(a) = 0. On the other
hand, there is an element b ∈ V such that a = [ω0, b] = ω0b − bω0, and (1V ⊗ C)(a) =
−b− (2g)b = −(2g+1)b. Therefore, b = 0 and a = 0. Thus [ω0, V ]∩ (V ⊗Q) = {0}. By
counting dimensions, the assertion follows.
The case m = 3. In view of Lemma 5.1, it is sufficient to prove the following assertion:
let a ∈ V ⊗ Q and assume that there exists some p ≥ 1 such that |aω0
l| = 0 for any
l ≥ p. Then a = 0.
Assume a ∈ V ⊗Q and introduce the notation a = a1a2a3. Let us apply 1V ⊗π⊗C
⊗l
to
|aω0
l| =
l∑
j=0
ω0
jaω0
l−j +
l∑
j=0
ν(ω0
jaω0
l−j) + a2a3ω0
la1.
Since
1V ⊗ π ⊗ C
⊗l :

aω0
l 7→ (2g)la
ω0
jaω0
l−j 7→ 0 for any 1 ≤ j ≤ l
ν(aω0
l) 7→ (−1)l(1V ⊗ π)(a3a1a2)
ν(ω0
jaω0
l−j) 7→ 0 for any 1 ≤ j ≤ l
a2a3ω0
la1 7→ (−1)
l(1V ⊗ π)(a2a3a1)
,
we have
0 = (1V ⊗ π ⊗ C
⊗l)|aω0
l| = (2g)la+ (−1)l(1V ⊗ π)(a3a1a2 + a2a3a1).
Since this equality holds true for any l ≥ p, we deduce that a = 0.
The case m ≥ 4 can be solved inductively based on the following proposition.
Proposition 5.2. Let m ≥ 4, a ∈ Q⊗ V ⊗m−4⊗Q, and b ∈ V ⊗m−2. Assume that there
exists some p ≥ 1 such that |aω0
l + bω0
l+1| = 0 for all l ≥ p. Then, a = 0.
The case m ≥ 4. Let a ∈ V ⊗m and assume that |aω0
l| = 0 for any l ≥ p. By the
direct sum decomposition V ⊗2 = Q⊕Kω0, we can uniquely write
a = ω0b
′ + b′′ω0 + c,
where b′ ∈ V ⊗m−2, b′′ ∈ Q⊗ V ⊗m−4, and c ∈ Q⊗ V ⊗m−4 ⊗Q. For any l ≥ p,
0 = |aω0
l| = |(ω0b
′ + b′′ω0 + c)ω0
l| = |cω0
l + (b′ + b′′)ω0
l+1|.
Applying Proposition 5.2, we obtain c = 0, a = ω0b
′ + b′′ω0, and |(b
′ + b′′)ω0
l| = 0 for
any l ≥ p + 1. By the inductive assumption, there exists some d ∈ V ⊗m−4 such that
b′ + b′′ = [ω0, d]. Then
a = ω0b
′ + ([ω0, d]− b
′)ω0 = [ω0, b
′] + [ω0, d]ω0 = [ω0, b
′ + dω0],
as required. This completes the proof of Proposition 3.10.
Finally, let us prove Proposition 5.2. We use the following two lemmas, which can
be proved by straightforward computations.
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Lemma 5.3. Letm be an odd integer ≥ 5 and l ≥ (m+1)/2. For any u1, u2, . . . , um ∈ V ,
we have
(π ⊗ 1V
⊗m−4 ⊗ π)(1V
⊗m ⊗ C⊗l)|u1u2 · · · umω0
l|
=(π ⊗ 1V
⊗m−4 ⊗ π)((2g)lu1u2 · · · um + (−1)
lΦ(u)),
where
Φ(u) =
∑
1≤k≤m−1
k odd
(−1)
k−1
2
(
Cont(um−k+1 · · · um−1)umω0
k−1
2 u1u2 · · · um−k
+Cont(u2 · · · uk)uk+1 · · · umω0
k−1
2 u1
)
.
Here, Cont(u2 · · · uk) = C(u2, u3) · · ·C(uk−1, uk) ∈ K.
Lemma 5.4. Let m be an even integer ≥ 4 and l ≥ m/2. For any u1, u2, . . . , um ∈ V ,
we have
(π ⊗ 1V
⊗m−4 ⊗ π)(1V
⊗m ⊗ C⊗l)|u1u2 · · · umω0
l|
=(π ⊗ 1V
⊗m−4 ⊗ π)((2g)lu1u2 · · · um +
(
l −
m
2
)
(−1)lΦ1(u) + (−1)
lΦ2(u)),
where
Φ1(u) = (−1)
m
2
−1Cont(u2 · · · um−1)umω0
m
2
−1u1,
Φ2(u) =
∑
1≤k≤m−1
k odd
(−1)
1
2
(k−1)
(
Cont(um−k+1 · · · um−1)umω0
k−1
2 u1u2 · · · um−k
+Cont(u2 · · · uk)uk+1 · · · umω0
k−1
2 u1
)
.
Proof of Proposition 5.2. First assume that m is odd and ≥ 5. We apply Lemma 5.3 to
u = a + bω0. Since a ∈ Q ⊗ V
⊗m−4 ⊗ Q, (π ⊗ 1V
⊗m−4 ⊗ π)(a) = a. Since π(ω0) = 0,
(π ⊗ 1V
⊗m−4 ⊗ π)(bω0) = 0. Hence
0 = (2g)la+ (−1)l(π ⊗ 1V
⊗m−4 ⊗ π)Φ(a+ bω0)
for any l≫ 0. Therefore, a = 0.
Next, assume that m is even and ≥ 4. We apply Lemma 5.4 to u = a+ bω0. Then,
we obtain
0 = (2g)la+
(
l −
m
2
)
(−1)lΦ1(a+ bω0) + (−1)
lΦ2(a+ bω0)
for any l ≥ p. We can find sufficiently large integers l1, l2, l3 such that
det
(2g)l1 (l1 − m2 )(−1)l1 (−1)l1(2g)l2 (l2 − m2 )(−1)l2 (−1)l2
(2g)l3 (l3 −
m
2 )(−1)
l3 (−1)l3
 6= 0.
Therefore, we can conclude that a = 0.
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