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Abstract
This paper considers the problem of statistical inference in linear regression
models whose stochastic regressors and errors may exhibit long-range depen-
dence. A time-domain sieve-type generalized least squares (GLS) procedure is
proposed based on an autoregressive approximation to the generating mecha-
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11 Introduction
This paper considers the problem of statistical inference in linear regression models in
which both the stochastic regressors and the errors may exhibit long-range dependence
(in the sense of having autocorrelations which are not absolutely summable). In such
models, the ordinary least squares (OLS) estimator of the regression coe±cients not
only fails to attain the Gauss{Markov e±ciency bound but may also have a slow rate of
convergence and a non-Gaussian asymptotic distribution (see, e.g., Robinson (1994);
Chung (2002)). As a result, the use of conventional inferential procedures that rely
on the asymptotic normality of the OLS estimator and a so-called heteroskedasticity
and autocorrelation consistent estimator of its asymptotic covariance matrix (see,
e.g., Andrews (1991)) cannot be justi¯ed in these circumstances. Furthermore, even in
models with nonstochastic regressors, where the OLS estimator can be asymptotically
normal for certain designs, asymptotic e±ciency is generally unattainable and the rate
of convergence may be slow (cf. Yajima (1988, 1991); Dahlhaus (1995)).
An alternative way to conduct inference is by relying on the generalized least
squares (GLS) estimator, which is the best linear unbiased estimator (BLUE) of the
regression coe±cients under very general conditions. The GLS estimator (and suitable
approximations thereof) are known to have the desirable properties of asymptotic
normality and Gauss{Markov e±ciency even under circumstances in which the OLS
estimator has a non-Gaussian asymptotic distribution or a slow rate of convergence
(cf. Robinson and Hidalgo (1997); Choy and Taniguchi (2001)).
The obvious di±culty with the GLS-based approach is that it requires knowledge
of the covariance structure of the errors. To overcome this di±culty, we propose
to follow Amemiya (1973) in employing a GLS procedure which utilizes an autore-
gressive approximation to the generating mechanism of the errors. Amemiya (1973)
established the asymptotic normality and asymptotic Gauss{Markov e±ciency of a
feasible (or two-step) GLS estimator based on such an autoregressive approximation
when the regressors are nonstochastic and the errors are generated by a short-range
dependent linear process with independent and identically distributed (i.i.d.) innova-
tions. Kapetanios (2006) extended the analysis to allow for stochastic regressors and
errors which satisfy quite general near-epoch dependence conditions. What is more,
the simulation evidence in Kapetanios (2006) reveals that GLS-based hypothesis tests
generally have better ¯nite-sample size and power properties than OLS-based robust
2tests that rely on methods such as those discussed in Andrews and Monahan (1992)
and Kiefer, Vogelsang, and Bunzel (2000).
The present paper extends the GLS approach based on autoregressive approxi-
mations to models in which the regressors and errors may exhibit arbitrarily strong
long-range dependence. The basic idea is to approximate the generating mechanism
of the errors by an autoregressive model (for the residuals) the order of which grows
slowly with the sample size; this model is then used to obtain an estimate of the error
covariance matrix that is needed for the computation of feasible GLS estimates. Our
approach is semiparametric in the sense that no particular ¯nite-parameter model for
the errors is assumed; instead, the in¯nite-parameter error process is approximated
by a sequence of autoregressive models of ¯nite but increasing order. Such a sequence
of approximations may be viewed as a sieve, in the sense of Grenander (1981), which
is why we refer to our procedure as semiparametric sieve-type GLS.
Autoregressive sieve-type GLS is, to the best of our knowledge, the only currently
available e±cient estimation procedure that can be implemented in the time domain.
A related approach in the frequency domain was investigated by Hidalgo and Robin-
son (2002), who demonstrated that the unknown spectral density of the errors may be
replaced by a suitable smoothed nonparametric estimator without any e®ect on the
¯rst-order asymptotic distribution of their (approximate) GLS estimator. If the spec-
tral density of the errors is a known function of ¯nitely many unknown parameters,
Robinson and Hidalgo (1997) showed that it is also possible to replace the latter by
suitable estimates and employ a frequency-domain feasible GLS procedure. Nielsen
(2005) considered an alternative frequency-domain feasible GLS estimator which uses
only periodogram ordinates in a degenerating band around the origin in conjunction
with a consistent estimator of the memory parameter of the errors.
The paper proceeds as follows. Section 2 introduces the model and regularity
conditions, describes the sieve-type GLS estimation procedure, and establishes its
asymptotic properties. Section 3 reports the results of a simulation study of the
small-sample performance of the method in the context of testing regression hypothe-
ses. Section 4 summarizes and concludes. Mathematical proofs are presented in an
Appendix.
32 Assumptions, Estimation Method, and Asymp-
totic Results
Consider a regression model of the form
yt = ® + x
0
t¯ + ut; t = 1;:::;T; (1)
where yt is the observable dependent variable, xt = (x1;t;:::;xk;t)0 is a k-dimensional
vector of observable explanatory variables, ® is an unknown intercept, ¯ = (¯1;:::;¯k)0
is a k-dimensional vector of unknown slope coe±cients, and ut is an unobservable ran-
dom error term. The aim is inference on ¯.
Letting L denote the conventional lag operator (Lut = ut¡1), we make the follow-
ing assumptions about the errors and regressors in (1).
Assumption 1 futg is a second-order stationary process satisfying




±j"t¡j; t = 0;§1;§2;:::; (2)
for some 0 · d < 1
2. In (2), f"tg is an ergodic sequence of random variables such
that E("tjFt¡1) = 0 a.s., E("2
tjFt¡1) = ¾2
" > 0 a.s., and supt E(j"tj
4) < 1, Ft being
the ¾-¯eld generated by f"s;s · tg, and f±j;j ¸ 0g is a non-random sequence (with
±0 = 1) satisfying
P1
j=0 j±jj < 1 and ±(z) =
P1
j=0±jzj 6= 0 for all complex z with
jzj · 1.
Assumption 2 fxtg is a fourth-order stationary process such that
lim
jhj!1







j·abcq(0;t1;t2;t3)j = 0; 1 · a;b;c;q · k;
where ¹x = E(xt) and ·abcq(0;t1;t2;t3) is the fourth cumulant of (xa;0;xb;t1;xc;t2;xq;t3).
Assumption 3 f"tg and fxtg are mutually independent.
As usual, the operator (1¡L)¡d in (2) is de¯ned by using the power series expan-









where ¡(¢) denotes the gamma function. Assumption 1 thus requires futg to be a
fractional process with memory (or long-range dependence, or fractional di®erencing)
parameter d. Under this assumption, Á(z) = (1 ¡ z)d=±(z) admits an absolutely
convergent power series expansion Á(z) =
P1
j=0 Ájzj (jzj < 1), with Á0 = 1, implying
that futg has the autoregressive representation
1 X
j=0
Ájut¡j + "t; t = 0;§1;§2;:::: (3)
Similarly, letting Ã(z) = (1 ¡ z)¡d±(z) =
P1
j=0 Ãjzj (jzj < 1), it can be easily seen




Ãj"t¡j; t = 0;§1;§2;:::; (4)
with Ã0 = 1, Ãj s f±(1)=¡(d)gjd¡1 as j ! 1, and
P1
j=0Ã2
j < 1. Furthermore, the





ih¸fu(¸)d¸; h = 0;§1;§2;:::
(with i =
p













; ¡¼ < ¸ · ¼;
and hence has a pole at the origin. Assumption 1 covers many important families
of long-range dependent processes, including autoregressive fractionally integrated
moving average (ARFIMA) processes (Granger and Joyeux (1980); Hosking (1981))
and the fractional Gaussian noise (Mandelbrot and Van Ness (1968)). If d = 0, futg
is evidently a short-range dependent linear process with 0 < fu(0) < 1. We note
that Assumption 1 is stronger than the corresponding assumption of Robinson and
Hidalgo (1997), who only require the existence of the linear representation in (4)
with square-summable coe±cients and innovations which satisfy the same conditions
as ours; Hidalgo and Robinson (2002), on the other hand, essentially require the
innovations in (4) to behave like an i.i.d. sequence up to the 12th moment.
5Assumptions 2{3 are the same as those employed by Robinson and Hidalgo (1997)
and Hidalgo and Robinson (2002). Assumption 2 is fairly mild and allows for stochas-
tic regressors which may exhibit short-range or long-range dependence. An example
of a random process satisfying this assumption is the k-variate ARFIMA process or,
more generally, the fractional process de¯ned by
xt ¡ ¹x = D(L)vt; vt =
1 X
j=0
ªjwt¡j; t = 0;§1;§2;::::
Here, D(L) = diagf(1 ¡ L)¡d1;:::;(1 ¡ L)¡dkg for some 0 · dj < 1
2 (j = 1;:::;k),
fªjg is an absolutely summable sequence of nonstochastic k £ k matrices, and fwtg
is an ergodic k-variate martingale di®erence sequence (with respect to the ¾-¯elds
generated by fws;s · tg) satisfying suitable stationarity and moment conditions.
It is worth pointing out that Assumptions 1{2 permit the errors and regressors to
exhibit strong collective long-range dependence, in the sense that d+dj is allowed to be
arbitrarily close to unity for some 1 · j · k. This is a case of special interest because
the OLS estimator of ¯ is known to have a non-Gaussian limiting distribution and a
rate of convergence slower than Op(1=
p
T) when at least one of the regressors in (1)
has memory parameter dj satisfying dj +d > 1
2 (cf. Robinson (1994); Chung (2002)).
The cumulant condition of Assumption 2 is weaker than the summability conditions
on cumulants that are frequently used in the time-series literature and is satis¯ed
trivially when fxtg is Gaussian. By way of comparison, the maintained assumption
in Nielsen (2005) is that f(x0
t;ut)0g is a (k + 1)-variate linear process with square-
summable coe±cients, fourth-order stationary martingale di®erence innovations, and
spectral density matrix which satis¯es certain long-range dependence conditions.
The strict exogeneity of the explanatory variables imposed by Assumption 3 is
admittedly restrictive. As remarked by Robinson and Hidalgo (1997) and Hidalgo
and Robinson (2002), the assumption could probably be relaxed to a milder orthogo-
nality condition, albeit at the cost of greater structure on fxtg and greater technical
complexity. Even such a condition, however, would rule out dynamic speci¯cations
in which the regressors include lagged values of the regressand. The assumption used
by Nielsen (2005) is essentially a local (in the neighbourhood of the zero frequency)
version of the usual orthogonality condition.
It is well known that, under Assumption 2, there exists a continuous matrix-valued
spectral distribution function Fx(¢) with Hermitian positive semide¯nite increments
6Fx(¸2) ¡ Fx(¸1), ¼ ¸ ¸2 ¸ ¸1 > ¡¼, such that





ih¸dFx(¸); h = 0;§1;§2;::::
We make the following additional identi¯ability assumption, which guarantees non-
degenerate asymptotic distributional results.
Assumption 4 The matrix § =
R ¼
¡¼f2¼fu(¸)g¡1dFx(¸) is positive de¯nite.
Letting y = (y1;:::;yT)0, X = (· x1;:::; · xT)0, with · xt = (x0
t;1)0, and u = (u1;:::;uT)0,
the BLUE of the parameter vector µ = (¯0;®)0 is given by

















In the case where ­ is unknown, a feasible GLS estimator might be used instead of
the BLUE. Such an estimator is of the form








where b ­ is a suitable estimator of ­.
Following Amemiya (1973), we propose to construct b ­ by using an approximation
to the autoregressive representation of futg given in (3). To describe the method in
detail, let
¹ ut = yt ¡ ¹ y ¡ (xt ¡ ¹ x)
0¹ ¯; t = 1;:::;T;
where ¹ y = T ¡1 PT
t=1 yt, ¹ x = T ¡1 PT
t=1 xt, and ¹ ¯ is a preliminary estimator of ¯.
Further, for some positive integer p chosen as a function of T so that p ! 1 and
p=T ! 0 as T ! 1, let b Áp = (b Áp;1;:::; b Áp;p)0 be the p-th order OLS estimator of the





(¹ ut + Áp;1¹ ut¡1 + ::: + Áp;p¹ ut¡p)
2 (7)
over Áp = (Áp;1;:::;Áp;p)0 2 Rp. The estimator of fu(¢) associated with this autore-
gressive approximation is given by




















; ¡¼ < ¸ · ¼; (8)
7where b ¾2






i(t¡s)¸ b f¹ u(¸)d¸;t;s = 1;:::;T
¾
:
The covariance matrix of b µ can be estimated by (X0b ­¡1X)¡1.
Remark 1 It is worth noting that a computationally more attractive feasible GLS
estimator of µ, with the same asymptotic properties as b µ, can be obtained by replacing









b Áp;p b Áp;p¡1 ¢¢¢ b Áp;1 1
b Áp;p b Áp;p¡1 ¢¢¢ b Áp;1 1 0
¢¢¢
0 ¢¢¢














j=1 b Áp;jLj)· xt. We also note that Yule{Walker or Burg-type estimates may
be used instead of the OLS estimates b Áp and b ¾2
¹ u;p; this will not change the ¯rst-order
asymptotic properties of b f¹ u(¸) and b µ.
Remark 2 Using the discrete Fourier transforms of X and y, the GLS estimator e µ
given in (5) may be written as








where W = fexp(2¼its=T)=
p
T;t;s = 0;1;:::;T ¡ 1g, Ä X = WX, Ä y = Wy, and the
asterisk denotes matrix transposition combined with complex conjugation. Since the
matrix W­¡1W ¤ is known to be approximately diagonal with elements fu(2¼j=T)¡1,
0 · j · T ¡ 1, when T is large (Grenander and SzegÄ o (1958, p. 62)), the time-
domain GLS estimator given in (5) can be shown to be asymptotically equivalent to
the frequency-domain estimator
e µf = (e ¯
0
f; e ®f)






where Q = diagffu(2¼j=T);j = 0;1;:::;T ¡ 1g. The approximate GLS estimator
in (9) is a member of the family of estimators considered by Robinson and Hidalgo













Here, Ixx(¢) and Ixy(¢) stand for the periodogram of fxtg and the cross-periodogram
of fxtg and fytg, respectively, and g(¢) is a real-valued, integrable, even, and periodic
function on [¡¼;¼] with period 2¼. We note that the omission of j = 0 from the
summations in (10) is equivalent to sample-mean correction of the data, and e ¯g = e ¯f
if g(¢) = fu(¢)¡1.
To establish the asymptotic distribution of our feasible GLS estimator, we make
the following assumptions about the preliminary estimator ¹ ¯ of the slope coe±cients
and the order p of the autoregressive approximation used to obtain b ­ (or b ©) .
Assumption 5 ¹ ¯ = ¯ + Op(1=
p
T):
Assumption 6 p = p(T) ! 1 and p(T) = O(flogTgr) as T ! 1 for some
0 < r < 1.
Assumption 5 requires the estimator ¹ ¯ to be
p
T-consistent. This generally rules
out the OLS estimator, but one may use the weighted least-squares estimator in (10)
with a weight function g(¢) which satis¯es the conditions of Robinson and Hidalgo
(1997); an example of such a function is g(¸) =
¯
¯1 ¡ ei¸¯
¯. Assumption 6 requires p to
increase with the sample size at a suitably slow rate, and is similar to assumptions
that are commonly employed in the theory of autoregressive approximations (cf. An,
Chen, and Hannan (1982); Hannan and Kavalieris (1986)).
The theorem that follows shows that the autoregressive spectral estimator given
in (8) is uniformly consistent.





¯b f¹ u(¸) ¡ fu(¸)
¯
¯
¯ = op(1) as T ! 1: (11)
In view of the result in (11) and Theorem 1 of Robinson and Hidalgo (1997), it can
now be shown that the feasible GLS estimator b ¯ has the same Gaussian asymptotic
distribution as the BLUE e ¯.
9Theorem 2 If Assumptions 1{6 hold, then
p
T(b ¯ ¡ ¯)
D ! N(0;§
¡1) as T ! 1;
where
D ! signi¯es convergence in distribution.
We conclude this section by noting that a practical issue in sieve-type GLS in-
ference is the choice of the approximating autoregressive order p in (7). Any data-
dependent choice b pT, say, obtained by using a data-driven selection procedure which
guarantees that b pT satis¯es Assumption 6 with probability approaching one as T ! 1
is su±cient for Theorems 1{2 to hold. Using the results in Poskitt (2005), it can be
shown that information criteria such as the familiar Akaike, Bayesian and Hannan{
Quinn criteria return a lag order b pT which is asymptotically acceptable; what is
required is that the maximum allowable order pmax, say, be set so as to satisfy
pmax = O(flogTg
r) as T ! 1 for some 0 < r < 1.
3 Simulation Evidence
The theoretical part of the paper has argued that the approach of Amemiya (1973)
can be extended to cover a rich class of long-range dependent processes, be made
automatic through the use of information criteria, and be applied to the problem of
robust inference. Nevertheless, it is not clear to what extent the asymptotic results
provide good small-sample approximations. The aim of the Monte Carlo study of this
section is to provide some answers to this question by examining the small-sample
size and power properties of hypothesis tests.
In our numerical experiments, arti¯cial data fytg are generated according to the
model in (1) with k = 1, ® = 0 and ¯1 2 f0;0:2;0:5g. The generating mechanism of
the regressor is either the AR(1) model x1;t = 0:5x1;t¡1 +wt or the ARFIMA(0;du;0)
model x1;t = (1 ¡ L)¡dxwt with dx 2 f0:1;0:2;0:3;0:4;0:49g; in both cases, the inno-
vations fwtg are i.i.d. N(0;1) random variables. Similarly, the regression errors are
allowed to exhibit either long-range or short-range dependence. In the former case,
futg is generated as the ARFIMA(1;du;0) process ut = Áut¡1 + (1 ¡ L)¡du"t with
Á 2 f0;0:5;0:9;0:98g and du 2 f0:1;0:2;0:3;0:4;0:49g. In the latter case, we consider
the following data-generating processes (with IfAg denoting the indicator of the event
A):
101. ut = 0:3ut¡1 + "t (AR1)
2. ut = 0:95ut¡1 + "t (AR2)
3. ut = "t + 0:5"t¡1 (MA)
4. ut = 0:5ut¡1"t¡1 + "t (BIL)
5. ut = 0:8"2
t¡1 + "t (NMA)
6. ut = 0:5Ifut¡1·1gut¡1 + 0:4Ifut¡1>1gut¡1 + "t (TAR1)
7. ut = 0:95
p
jut¡1j + "t (SQRT)
8. ut = ¡Ifut¡1·0g + Ifut¡1>0g + "t (SGN)
9. ut = 0:95Ifut¡1·0gut¡1 ¡ 0:2Ifut¡1>0gut¡1 + "t (TAR2)
10. ut =
p




´t"t; ´t = 0:25 + 0:5´t¡1 + 0:5y2
t¡1If"t·0g + 0:2y2
t¡1If"t>0g (NARCH2)
For all the designs, the innovations f"tg are i.i.d. N(0;1) random variables inde-
pendent of fwtg. AR1, AR2 and MA are linear processes, and hence the sieve-type
GLS is expected to work best for these. In order to investigate the robustness of the
method to failure of the linearity assumption, the remaining eight processes under
consideration are nonlinear. We feel they represent a reasonable sample of nonlin-
ear processes used in the literature and have taken many of them from Hong and
White (2005). BIL is a bilinear AR(1) process, NMA is a nonlinear MA(1) process,
TAR1 and TAR2 are threshold AR(1) processes, SQRT is a fractional AR(1) process,
SGN is a sign AR(1) process, and NARCH1 and NARCH2 are nonlinear GARCH
processes. If the sieve-type GLS procedure were found to perform well in these cases,
then it would be reasonable to claim that linear autoregressive approximations are
worth considering more generally. It is worth pointing out that nonlinear short-range
dependent processes have not been widely used in Monte Carlo studies in the robust
inference literature. This seems surprising, especially in the case of methods that
utilize autoregressive prewhitening (such as those discussed in Andrews and Mon-
ahan (1992) and den Haan and Levin (2000), among others), since such methods
11may be reasonably expected to work better for linear processes compared to other
nonparametric approaches.
In our experiments, the objective is to test the null hypothesis H0 : ¯1 = 0 against
the alternative H1 : ¯1 6= 0 using a t-type statistic. The parameter value ¯1 = 0 is thus
used to compute Type I error probabilities, while the values ¯1 = 0:2 and ¯1 = 0:5
are used for power calculations. To ensure meaningful power comparisons, power
calculations are carried out using size-adjusted critical values computed from the
experiments in which ¯1 = 0. We consider sample sizes T 2 f16;32;64;128;256;512g.
The number of Monte Carlo replications is 20,000 in the case of size calculations and
5,000 otherwise. The nominal signi¯cance level of tests is 0.05.
In our implementation of the sieve-type GLS procedure, the preliminary estimator
used to compute the regression residuals is OLS. This, of course, is not a theoretically
attractive choice because the OLS estimator of the slope coe±cients is
p
T-consistent
only when dx + du < 1
2. Nevertheless, we use the OLS estimator because of its
numerical convenience and familiarity, and because we wish to examine whether this
choice has deleterious e®ects on the small-sample properties of the GLS procedure.
The order of the autoregressive approximation is selected by minimizing the Bayesian
information criterion of ? over the range 0 · p · b2logTc (where b¢c denotes the
integer-part function).
As a competitor to tests based on sieve-type GLS, we consider the frequency-
domain GLS procedure of Hidalgo and Robinson (2002).1 Frequency-domain GLS
estimates are computed using the weight function c(u) = 1¡juj and bandwidth para-
meter m = bT=16c. The preliminary estimator employed is again OLS; interestingly,
Hidalgo and Robinson (2002) found this choice of preliminary estimator to yield sat-
isfactory results even in situations where it is theoretically unjusti¯able owing to the
reason mentioned in the previous paragraph.
Table 1 contains Monte Carlo estimates of the rejection probabilities of tests in
the case where the stochastic regressor exhibits short-range dependence but the errors
are long-range dependent. Here and in the other tables, tests based on time-domain
sieve-type GLS are labelled GLS{TD, while tests based on frequency-domain GLS
are labelled GLS{FD. For the most part, the discrepancy between the empirical and
nominal Type I error probabilities of the GLS{TD test is smaller than that of the
1We would like to thank · St· ep¶ ana Lazarov¶ a for providing us with the computer code used in the
simulation study of Hidalgo and Robinson (2002).
12GLS{FD test, the di®erence being particularly prominent in the case of the two
smallest sample sizes considered. Both tests exhibit little size distortion for T ¸
128; the most noticeable exceptions occur when du > 0:4, suggesting that Gaussian
asymptotic approximations become less accurate as the memory parameter of the
errors approaches the boundary of the stationary region. Where power is concerned,
the GLS{TD test has an advantage over the GLS{FD test for most design points;
this advantage is most prominent for small T and large du. As expected, for given du
and Á, the power of both tests tends to approach unity as the sample size increases.
The simulation results for a model with a long-range dependent regressor and
short-range dependent errors are presented in Table 2. In nearly every case (with T ·
256), the empirical size of the GLS{TD test is closer to the nominal 0.05 level than
the GLS{FD test, the di®erence between the two tests being especially noticeable for
the smaller sample sizes. The empirical size of the GLS{TD test never exceeds 0:076
when T ¸ 64, the corresponding ¯gure for GLS{FD being 0:127. The performance
of the GLS{TD test is particularly impressive in the light of the fact that the sieve-
type GLS procedure relies explicitly on a linear autoregressive approximation to the
generating mechanism of the errors, a mechanism which is linear in only three of the
eleven cases considered in the experiments. In fact, nonlinearity in the errors does
not seem to have any noticeable e®ects on the size properties of the GLS{TD test
compared to cases where errors are generated by linear processes. The GLS{TD test
also dominates the GLS{FD test in terms of power for almost all designs, although
the di®erences between the two tests are not substantial. It is not surprising that test
power increases with both the sample size and the di®erence between the true value
of the slope coe±cient and its null value.
The estimated rejection probabilities of tests in the case where both the regressor
and the errors exhibit long-range dependence are shown in Table 3. Results under the
null hypothesis exhibit similar patterns to those reported before. More speci¯cally,
the GLS{TD test dominates GLS{FD in terms of size distortion, especially in the
smaller samples. The GLS{TD test is also more robust than the GLS{FD test with
respect to strong collective long-range dependence (although it is possible that the
performance of the GLS{FD test would improve in cases where dx+du > 0:5 if a
p
T-
consistent preliminary estimator of the slope parameters was used instead of OLS).
The GLS{TD test, and to a lesser extent the GLS{FD test, tend to be somewhat
13conservative in the larger samples if the memory parameter of the errors exceeds
0.4. As far as power is concerned, the GLS{TD test has a clear advantage for most
parameter con¯gurations. This advantage is particularly prominent in cases where
there is strong long-range dependence in the errors (du > 0:4).
In sum, the GLS{TD test is found to have the best overall performance in our
experiments. It generally exhibits smaller size distortions than the GLS{FD test,
especially when the sample size is small, and is also superior in terms of size-adjusted
power. Furthermore, it is robust with respect to the presence of neglected nonlinearity
in the regression errors.
4 Conclusion
This paper has suggested the use of time-domain sieve-type GLS based on autore-
gressive approximations for inference in regression models with long-range dependent
data. By allowing the order of the autoregressive approximation to increase with the
sample size at an appropriate rate, it has been shown that the sieve-type GLS esti-
mator of the slope parameters is
p
T-consistent, asymptotically normal and asymp-
totically Gauss{Markov e±cient under general conditions which permit long-range
dependence in both the stochastic regressors and the errors. A Monte Carlo study
has revealed that hypothesis tests based on sieve-type GLS have better ¯nite-sample
size and power properties than tests based on an alternative frequency-domain GLS
procedure.
5 Appendix
This Appendix provides proofs of Theorems 1 and 2. Throughout, limits in order
symbols are taken as T tends to in¯nity. C, C1 and C2 denote ¯nite constants whose
value may change upon each appearance.















14where ¡p = f°u(j¡s);j;s = 1;:::;pg, °p = (°u(1);:::;°u(p))0 and °u(j) = E(utut+j).
Further, let b Áu
p = (b Áu
p;1;:::; b Áu
p;p)0 be the solution of the equations
b ¡pb Á
u
p = ¡b °p;
b ¾
2




where b ¡p = fb °u(j;s);j;s = 1;:::;pg, b °p = (b °u(1);:::;b °u(p))0, b °u(j) = b °u(0;j), and
b °u(j;s) = T ¡1 PT




































































































= S1 + S2 + S3 + S4;
with an obvious notation for S1;:::;S4. The theorem may, therefore, be proved by
showing that S1 and S2 are op(1) and that S3 and S4 are o(1).
Consider the term S1 ¯rst. It is easy to see that
¯
¯







































































(xt ¡ ¹ x)ut
!
= op (1);
and hence S1 = op(1).















































































¯b °u(0) ¡ °u(0) + (b Á
u
p)






















jb °u(j) ¡ °u(j)j = Op(T
¡r) for some r > 0: (15)
In view of Theorem 5.1 of Poskitt (2005), (14) holds for all 0 · d < 1
2. Furthermore,
by Theorem 4.1 of Poskitt (2005),
max
0·j·p
jb °u(j) ¡ °u(j)j = Op(T




jb °u(j) ¡ °u(j)j · p max
0·j·p
jb °u(j) ¡ °u(j)j;
(15) holds for all 0 · d < 1
2 .
Moving on to the term S3, we have
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where ³p = (³p(1);:::;³p(p))
0 with ³p(j) =
P1

































r); for all r > 0;
where ½min(¢) denotes the minimum eigenvalue of its argument. Hence, S3 = o(1).
Finally, consider the term S4. We have































































r); for all r > 0;
we conclude that S4 = o(1), which completes the proof of the theorem. ¥
Proof of Theorem 2: To establish the claim of the theorem, it is su±cient to show
that
p
T(e ¯ ¡ ¯)
D ¡! N(0;§
¡1) as T ! 1; (16)
and
p
T(e ¯ ¡ ¯) ¡
p
T(b ¯ ¡ ¯) = op(1): (17)
Using classical results from Grenander and SzegÄ o (1958) (cf. Remark 2) and
Theorem 1 of Robinson and Hidalgo (1997), the asymptotic normality of e ¯ in (16)
can be deduced. It remains to verify that the asymptotic equivalence in (17) holds.















¡1u = op(1); (18)
where Z = (1=
p


























= J1 + J2:
Writing zj for the j-th column of Z, it is not di±cult to see that the (j;s)-th element
of Z0­¡1Z ¡ Z0b ­¡1Z, given by z0
j­¡1(­ ¡ b ­)b ­¡1zs, is bounded from above by
C ½max
³






with probability approaching one as T ! 1, where ½max(¢) denotes the maximum
eigenvalue of its argument. By the assumptions of the theorem, ½max(­¡2) is bounded.
Furthermore, in view of Theorem 1, ½max
³
f­ ¡ b ­g2
´
= op(1) and ½max(b ­¡2) is
bounded. In addition, the variance of Z0­¡1u is bounded by a central limit theorem
for long-range dependent processes (see Robinson and Hidalgo (1997, Proposition 2)).
Combining these results gives J1 = op(1). A similar argument leads to the conclusion
that z0
j(b ­ ¡ ­)uu0(b ­ ¡ ­)zj is bounded from above by
C ½max
³





with probability approaching one as T ! 1, from which it follows that J2 = op(1).
This completes the proof of (18) and of the theorem. ¥
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20Table 1: Rejection probabilities under long-range dependence in ut
GLS-TD GLS-FD
du Á/T 16 32 64 128 256 512 16 32 64 128 256 512
¯0
1 = 0
0.1 0 0.157 0.096 0.072 0.063 0.057 0.053 0.377 0.159 0.100 0.074 0.061 0.055
0.1 0.5 0.159 0.098 0.074 0.063 0.056 0.054 0.382 0.164 0.100 0.072 0.057 0.054
0.1 0.9 0.163 0.098 0.072 0.062 0.059 0.056 0.391 0.159 0.097 0.069 0.060 0.054
0.1 0.98 0.167 0.099 0.071 0.062 0.059 0.057 0.403 0.167 0.096 0.069 0.059 0.052
0.2 0 0.164 0.093 0.066 0.062 0.058 0.056 0.409 0.166 0.094 0.069 0.056 0.051
0.2 0.5 0.168 0.092 0.068 0.055 0.055 0.050 0.422 0.170 0.101 0.070 0.061 0.052
0.2 0.9 0.174 0.093 0.064 0.055 0.051 0.050 0.435 0.175 0.102 0.069 0.057 0.050
0.2 0.98 0.168 0.088 0.063 0.057 0.050 0.051 0.446 0.181 0.098 0.068 0.054 0.050
0.3 0 0.165 0.087 0.062 0.053 0.052 0.050 0.453 0.184 0.099 0.065 0.055 0.050
0.3 0.5 0.170 0.085 0.057 0.053 0.051 0.048 0.455 0.180 0.099 0.069 0.051 0.046
0.3 0.9 0.164 0.078 0.055 0.049 0.049 0.050 0.461 0.187 0.092 0.060 0.051 0.048
0.3 0.98 0.164 0.077 0.053 0.047 0.048 0.050 0.468 0.185 0.089 0.057 0.048 0.046
0.4 0 0.164 0.077 0.047 0.045 0.048 0.047 0.470 0.180 0.081 0.051 0.044 0.036
0.4 0.5 0.159 0.071 0.048 0.044 0.043 0.046 0.466 0.174 0.076 0.045 0.037 0.031
0.4 0.9 0.161 0.071 0.048 0.040 0.039 0.043 0.469 0.180 0.080 0.044 0.031 0.029
0.4 0.98 0.161 0.077 0.052 0.043 0.045 0.046 0.452 0.185 0.090 0.052 0.041 0.036
0.49 0 0.159 0.073 0.047 0.043 0.039 0.045 0.455 0.179 0.083 0.047 0.036 0.031
0.49 0.5 0.159 0.071 0.047 0.036 0.037 0.037 0.447 0.183 0.080 0.044 0.033 0.024
0.49 0.9 0.150 0.070 0.040 0.032 0.030 0.029 0.445 0.187 0.084 0.044 0.029 0.022
0.49 0.98 0.152 0.063 0.036 0.030 0.024 0.023 0.454 0.188 0.083 0.049 0.029 0.022
¯0
1 = 0:2
0.1 0 0.088 0.187 0.376 0.652 0.924 0.997 0.077 0.176 0.352 0.638 0.922 0.997
0.1 0.5 0.086 0.173 0.344 0.613 0.898 0.994 0.080 0.162 0.325 0.612 0.905 0.995
0.1 0.9 0.094 0.177 0.337 0.593 0.877 0.994 0.067 0.167 0.332 0.599 0.889 0.995
0.1 0.98 0.086 0.166 0.333 0.606 0.873 0.993 0.065 0.159 0.317 0.607 0.882 0.994
0.2 0 0.094 0.180 0.339 0.593 0.887 0.994 0.068 0.156 0.303 0.592 0.890 0.994
0.2 0.5 0.083 0.159 0.327 0.613 0.886 0.994 0.061 0.146 0.308 0.580 0.875 0.994
0.2 0.9 0.083 0.162 0.351 0.615 0.891 0.995 0.064 0.139 0.308 0.580 0.881 0.995
0.2 0.98 0.077 0.166 0.356 0.637 0.912 0.997 0.069 0.132 0.306 0.601 0.895 0.997
0.3 0 0.089 0.174 0.368 0.671 0.923 0.998 0.063 0.132 0.306 0.620 0.910 0.997
0.3 0.5 0.078 0.188 0.397 0.690 0.932 0.998 0.058 0.137 0.305 0.607 0.915 0.998
0.3 0.9 0.083 0.199 0.390 0.699 0.939 0.999 0.070 0.132 0.289 0.608 0.916 0.999
0.3 0.98 0.083 0.198 0.423 0.722 0.955 1.000 0.060 0.124 0.294 0.597 0.920 1.000
0.4 0 0.072 0.185 0.443 0.756 0.968 0.999 0.055 0.113 0.264 0.572 0.903 0.998
0.4 0.5 0.084 0.204 0.446 0.764 0.974 1.000 0.053 0.105 0.243 0.507 0.856 0.994
0.4 0.9 0.081 0.196 0.450 0.786 0.974 1.000 0.057 0.095 0.186 0.405 0.765 0.968
0.4 0.98 0.084 0.192 0.430 0.747 0.963 1.000 0.063 0.112 0.238 0.504 0.832 0.991
0.49 0 0.079 0.192 0.442 0.750 0.966 1.000 0.058 0.087 0.209 0.430 0.759 0.975
0.49 0.5 0.079 0.194 0.436 0.764 0.963 0.999 0.059 0.080 0.154 0.336 0.592 0.903
0.49 0.9 0.083 0.209 0.427 0.750 0.954 0.997 0.053 0.066 0.122 0.223 0.435 0.732
0.49 0.98 0.082 0.209 0.425 0.706 0.937 0.993 0.047 0.071 0.094 0.154 0.305 0.526
Continued on next page
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GLS-TD GLS-FD
du Á/T 16 32 64 128 256 512 16 32 64 128 256 512
¯0
1 = 0:5
0.1 0 0.308 0.754 0.972 1.000 1.000 1.000 0.218 0.714 0.964 1.000 1.000 1.000
0.1 0.5 0.307 0.704 0.965 1.000 1.000 1.000 0.211 0.668 0.959 1.000 1.000 1.000
0.1 0.9 0.287 0.698 0.955 0.999 1.000 1.000 0.186 0.658 0.953 0.999 1.000 1.000
0.1 0.98 0.277 0.676 0.952 0.999 1.000 1.000 0.172 0.628 0.943 1.000 1.000 1.000
0.2 0 0.298 0.698 0.955 0.999 1.000 1.000 0.176 0.626 0.942 1.000 1.000 1.000
0.2 0.5 0.262 0.684 0.952 1.000 1.000 1.000 0.160 0.607 0.934 1.000 1.000 1.000
0.2 0.9 0.251 0.681 0.963 1.000 1.000 1.000 0.140 0.573 0.936 1.000 1.000 1.000
0.2 0.98 0.268 0.710 0.974 1.000 1.000 1.000 0.142 0.578 0.936 0.999 1.000 1.000
0.3 0 0.268 0.717 0.980 1.000 1.000 1.000 0.131 0.575 0.942 1.000 1.000 1.000
0.3 0.5 0.280 0.738 0.980 1.000 1.000 1.000 0.128 0.554 0.929 0.999 1.000 1.000
0.3 0.9 0.283 0.748 0.982 1.000 1.000 1.000 0.127 0.501 0.905 0.999 1.000 1.000
0.3 0.98 0.284 0.768 0.987 1.000 1.000 1.000 0.100 0.466 0.882 0.997 1.000 1.000
0.4 0 0.289 0.771 0.987 1.000 1.000 1.000 0.095 0.431 0.826 0.989 1.000 1.000
0.4 0.5 0.305 0.778 0.981 1.000 1.000 1.000 0.081 0.364 0.752 0.970 1.000 1.000
0.4 0.9 0.294 0.768 0.981 1.000 1.000 1.000 0.081 0.304 0.633 0.916 0.995 1.000
0.4 0.98 0.294 0.769 0.986 1.000 1.000 1.000 0.100 0.409 0.767 0.974 0.999 1.000
0.49 0 0.289 0.776 0.982 0.999 1.000 1.000 0.081 0.328 0.667 0.926 0.996 1.000
0.49 0.5 0.278 0.765 0.979 1.000 1.000 1.000 0.081 0.251 0.524 0.805 0.968 0.999
0.49 0.9 0.295 0.758 0.973 1.000 1.000 1.000 0.069 0.174 0.371 0.621 0.884 0.987
0.49 0.98 0.282 0.728 0.956 0.998 1.000 1.000 0.067 0.156 0.270 0.455 0.694 0.919
22Table 2: Rejection probabilities under long-range dependence in xt and short-range dependence in ut
GLS-TD GLS-FD
dx ut /T 16 32 64 128 256 512 16 32 64 128 256 512
¯0
1 = 0
0.1 AR1 0.144 0.084 0.064 0.055 0.053 0.050 0.398 0.155 0.093 0.068 0.060 0.054
0.1 AR2 0.121 0.068 0.052 0.048 0.048 0.050 0.432 0.174 0.090 0.059 0.049 0.047
0.1 MA 0.143 0.085 0.068 0.057 0.055 0.053 0.408 0.162 0.093 0.069 0.060 0.056
0.1 BILIN 0.142 0.085 0.067 0.056 0.055 0.050 0.386 0.154 0.099 0.071 0.064 0.054
0.1 NMA 0.140 0.084 0.066 0.058 0.055 0.051 0.388 0.156 0.097 0.072 0.061 0.055
0.1 TAR1 0.146 0.086 0.065 0.060 0.053 0.051 0.382 0.152 0.095 0.074 0.060 0.054
0.1 SQRT 0.141 0.084 0.063 0.055 0.055 0.048 0.394 0.155 0.094 0.068 0.061 0.051
0.1 SGN 0.132 0.079 0.061 0.058 0.056 0.054 0.408 0.160 0.092 0.070 0.057 0.052
0.1 TAR2 0.133 0.075 0.058 0.054 0.053 0.057 0.421 0.167 0.093 0.063 0.054 0.052
0.1 NARCH1 0.142 0.087 0.068 0.060 0.057 0.055 0.380 0.159 0.098 0.074 0.063 0.057
0.1 NARCH2 0.146 0.088 0.067 0.058 0.054 0.052 0.381 0.154 0.095 0.070 0.061 0.055
0.2 AR1 0.148 0.087 0.066 0.057 0.054 0.048 0.399 0.158 0.095 0.073 0.062 0.053
0.2 AR2 0.132 0.069 0.054 0.050 0.049 0.049 0.443 0.174 0.094 0.062 0.047 0.046
0.2 MA 0.147 0.084 0.066 0.058 0.056 0.052 0.408 0.158 0.094 0.069 0.061 0.054
0.2 BILIN 0.140 0.085 0.065 0.057 0.053 0.050 0.391 0.154 0.096 0.073 0.062 0.054
0.2 NMA 0.147 0.091 0.063 0.057 0.053 0.054 0.374 0.159 0.096 0.073 0.062 0.059
0.2 TAR1 0.149 0.087 0.066 0.057 0.053 0.049 0.381 0.156 0.094 0.073 0.060 0.053
0.2 SQRT 0.147 0.084 0.068 0.056 0.051 0.052 0.400 0.156 0.097 0.070 0.058 0.056
0.2 SGN 0.138 0.086 0.065 0.060 0.054 0.052 0.405 0.164 0.101 0.069 0.058 0.052
0.2 TAR2 0.136 0.071 0.059 0.057 0.055 0.057 0.425 0.175 0.094 0.069 0.053 0.053
0.2 NARCH1 0.144 0.087 0.067 0.061 0.054 0.048 0.382 0.155 0.094 0.073 0.060 0.051
0.2 NARCH2 0.149 0.090 0.070 0.060 0.058 0.053 0.380 0.158 0.098 0.072 0.063 0.056
0.3 AR1 0.151 0.094 0.065 0.059 0.055 0.052 0.395 0.161 0.097 0.073 0.063 0.054
0.3 AR2 0.143 0.073 0.053 0.052 0.049 0.049 0.460 0.185 0.098 0.065 0.048 0.043
0.3 MA 0.157 0.095 0.068 0.063 0.053 0.052 0.416 0.168 0.096 0.071 0.059 0.054
0.3 BILIN 0.145 0.088 0.062 0.057 0.049 0.051 0.378 0.157 0.092 0.072 0.059 0.056
0.3 NMA 0.148 0.084 0.068 0.056 0.054 0.049 0.381 0.155 0.098 0.070 0.061 0.054
0.3 TAR1 0.149 0.087 0.066 0.057 0.053 0.052 0.376 0.151 0.097 0.071 0.062 0.056
0.3 SQRT 0.151 0.091 0.069 0.053 0.051 0.051 0.398 0.162 0.099 0.069 0.058 0.055
0.3 SGN 0.153 0.086 0.068 0.058 0.057 0.054 0.414 0.169 0.098 0.071 0.059 0.055
0.3 TAR2 0.148 0.079 0.063 0.057 0.054 0.052 0.435 0.185 0.105 0.072 0.055 0.050
0.3 NARCH1 0.142 0.087 0.066 0.058 0.054 0.051 0.372 0.158 0.096 0.072 0.063 0.054
0.3 NARCH2 0.148 0.092 0.069 0.060 0.056 0.054 0.377 0.156 0.096 0.073 0.061 0.057
0.4 AR1 0.158 0.098 0.069 0.060 0.055 0.053 0.394 0.164 0.101 0.077 0.064 0.056
0.4 AR2 0.157 0.081 0.060 0.053 0.049 0.048 0.476 0.204 0.110 0.069 0.050 0.043
0.4 MA 0.165 0.099 0.073 0.063 0.057 0.055 0.411 0.168 0.103 0.074 0.059 0.053
0.4 BILIN 0.156 0.090 0.069 0.057 0.055 0.053 0.384 0.160 0.102 0.074 0.064 0.059
0.4 NMA 0.147 0.091 0.068 0.058 0.055 0.053 0.371 0.158 0.099 0.075 0.064 0.058
0.4 TAR1 0.155 0.088 0.065 0.056 0.054 0.050 0.378 0.153 0.096 0.073 0.062 0.054
0.4 SQRT 0.159 0.094 0.070 0.059 0.053 0.054 0.405 0.165 0.103 0.075 0.061 0.058
0.4 SGN 0.156 0.095 0.074 0.064 0.058 0.051 0.422 0.176 0.104 0.076 0.061 0.053
0.4 TAR2 0.161 0.092 0.066 0.058 0.051 0.055 0.443 0.203 0.114 0.077 0.057 0.053
0.4 NARCH1 0.152 0.090 0.070 0.059 0.052 0.052 0.375 0.159 0.099 0.075 0.059 0.054
0.4 NARCH2 0.158 0.093 0.070 0.060 0.052 0.053 0.381 0.154 0.100 0.071 0.058 0.056
0.49 AR1 0.169 0.101 0.072 0.062 0.054 0.053 0.395 0.169 0.104 0.080 0.062 0.057
0.49 AR2 0.169 0.096 0.068 0.056 0.052 0.050 0.483 0.235 0.124 0.079 0.060 0.049
0.49 MA 0.174 0.103 0.076 0.065 0.061 0.057 0.416 0.172 0.105 0.077 0.062 0.057
0.49 BILIN 0.163 0.093 0.066 0.056 0.052 0.050 0.388 0.162 0.100 0.074 0.064 0.057
0.49 NMA 0.153 0.090 0.068 0.061 0.051 0.051 0.373 0.160 0.102 0.078 0.061 0.056
0.49 TAR1 0.151 0.092 0.071 0.058 0.054 0.055 0.378 0.157 0.103 0.076 0.062 0.060
0.49 SQRT 0.160 0.102 0.071 0.057 0.057 0.054 0.399 0.169 0.104 0.074 0.065 0.058
0.49 SGN 0.170 0.106 0.076 0.067 0.063 0.062 0.420 0.183 0.110 0.081 0.065 0.061
0.49 TAR2 0.175 0.101 0.071 0.062 0.056 0.053 0.465 0.224 0.127 0.087 0.066 0.057
0.49 NARCH1 0.157 0.095 0.070 0.056 0.054 0.053 0.375 0.164 0.102 0.072 0.061 0.056
0.49 NARCH2 0.160 0.096 0.074 0.064 0.055 0.058 0.373 0.159 0.105 0.078 0.063 0.060
¯0
1 = 0:2
0.1 AR1 0.100 0.173 0.341 0.615 0.895 0.995 0.081 0.167 0.333 0.604 0.890 0.995
0.1 AR2 0.109 0.246 0.513 0.817 0.984 1.000 0.065 0.161 0.389 0.741 0.970 1.000
0.1 MA 0.082 0.178 0.363 0.646 0.928 0.998 0.065 0.164 0.361 0.662 0.932 0.998
Continued on next page
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GLS-TD GLS-FD
d ut /T 16 32 64 128 256 512 16 32 64 128 256 512
0.1 BILIN 0.085 0.131 0.229 0.413 0.691 0.930 0.064 0.127 0.218 0.393 0.681 0.928
0.1 NMA 0.072 0.117 0.185 0.326 0.554 0.856 0.064 0.112 0.179 0.319 0.544 0.850
0.1 TAR1 0.087 0.164 0.293 0.522 0.829 0.982 0.069 0.151 0.283 0.511 0.822 0.982
0.1 SQRT 0.087 0.166 0.324 0.591 0.872 0.990 0.063 0.149 0.303 0.576 0.863 0.989
0.1 SGN 0.085 0.152 0.290 0.548 0.846 0.988 0.074 0.141 0.280 0.535 0.840 0.988
0.1 TAR2 0.104 0.214 0.414 0.740 0.957 0.999 0.070 0.159 0.349 0.683 0.945 0.999
0.1 NARCH1 0.068 0.105 0.160 0.241 0.389 0.627 0.060 0.103 0.157 0.240 0.381 0.625
0.1 NARCH2 0.105 0.165 0.281 0.481 0.735 0.931 0.086 0.168 0.274 0.477 0.733 0.932
0.2 AR1 0.088 0.173 0.324 0.595 0.884 0.993 0.075 0.163 0.316 0.586 0.878 0.992
0.2 AR2 0.110 0.227 0.484 0.790 0.972 0.999 0.064 0.163 0.353 0.697 0.948 0.998
0.2 MA 0.084 0.187 0.340 0.627 0.906 0.997 0.068 0.171 0.346 0.637 0.916 0.997
0.2 BILIN 0.084 0.135 0.231 0.427 0.697 0.936 0.067 0.137 0.223 0.415 0.689 0.937
0.2 NMA 0.072 0.112 0.181 0.337 0.565 0.865 0.056 0.109 0.172 0.331 0.568 0.861
0.2 TAR1 0.089 0.162 0.290 0.547 0.843 0.990 0.069 0.153 0.285 0.539 0.835 0.989
0.2 SQRT 0.089 0.166 0.319 0.577 0.854 0.994 0.065 0.158 0.304 0.561 0.839 0.992
0.2 SGN 0.099 0.160 0.289 0.535 0.820 0.984 0.071 0.148 0.282 0.519 0.814 0.982
0.2 TAR2 0.103 0.192 0.387 0.695 0.943 0.999 0.063 0.146 0.326 0.633 0.921 0.999
0.2 NARCH1 0.071 0.106 0.163 0.251 0.410 0.642 0.052 0.096 0.159 0.248 0.402 0.646
0.2 NARCH2 0.109 0.171 0.292 0.496 0.758 0.944 0.085 0.165 0.285 0.489 0.757 0.942
0.3 AR1 0.097 0.173 0.319 0.609 0.891 0.994 0.069 0.162 0.311 0.603 0.887 0.993
0.3 AR2 0.110 0.218 0.445 0.749 0.959 0.999 0.065 0.150 0.337 0.628 0.918 0.998
0.3 MA 0.089 0.178 0.334 0.625 0.907 0.997 0.066 0.168 0.333 0.630 0.915 0.998
0.3 BILIN 0.087 0.140 0.242 0.453 0.714 0.950 0.067 0.139 0.226 0.441 0.702 0.949
0.3 NMA 0.080 0.119 0.202 0.360 0.637 0.907 0.059 0.109 0.197 0.354 0.632 0.902
0.3 TAR1 0.086 0.154 0.322 0.580 0.880 0.993 0.066 0.145 0.313 0.567 0.872 0.993
0.3 SQRT 0.091 0.169 0.327 0.581 0.878 0.996 0.070 0.152 0.314 0.565 0.872 0.996
0.3 SGN 0.096 0.158 0.286 0.493 0.790 0.981 0.063 0.140 0.272 0.479 0.783 0.979
0.3 TAR2 0.099 0.191 0.380 0.655 0.919 0.997 0.063 0.148 0.309 0.592 0.890 0.996
0.3 NARCH1 0.080 0.108 0.167 0.260 0.455 0.700 0.062 0.098 0.165 0.261 0.455 0.703
0.3 NARCH2 0.113 0.186 0.330 0.536 0.785 0.965 0.077 0.186 0.320 0.525 0.790 0.966
0.4 AR1 0.104 0.174 0.340 0.624 0.909 0.997 0.076 0.171 0.335 0.619 0.905 0.997
0.4 AR2 0.120 0.218 0.406 0.692 0.949 0.999 0.069 0.161 0.309 0.575 0.895 0.995
0.4 MA 0.095 0.178 0.339 0.627 0.916 0.997 0.058 0.163 0.336 0.633 0.919 0.998
0.4 BILIN 0.089 0.145 0.261 0.471 0.777 0.973 0.065 0.146 0.251 0.464 0.771 0.973
0.4 NMA 0.081 0.115 0.201 0.400 0.705 0.950 0.055 0.113 0.197 0.398 0.700 0.950
0.4 TAR1 0.094 0.169 0.364 0.637 0.929 0.998 0.066 0.157 0.348 0.621 0.925 0.998
0.4 SQRT 0.094 0.169 0.335 0.616 0.889 0.997 0.067 0.153 0.317 0.601 0.886 0.997
0.4 SGN 0.109 0.157 0.277 0.489 0.792 0.975 0.070 0.136 0.270 0.475 0.790 0.975
0.4 TAR2 0.106 0.188 0.341 0.634 0.900 0.993 0.070 0.148 0.295 0.570 0.865 0.990
0.4 NARCH1 0.081 0.112 0.185 0.301 0.525 0.780 0.055 0.105 0.180 0.304 0.518 0.780
0.4 NARCH2 0.119 0.208 0.343 0.585 0.844 0.979 0.086 0.198 0.333 0.583 0.844 0.979
0.49 AR1 0.109 0.185 0.367 0.673 0.936 0.999 0.076 0.170 0.361 0.667 0.934 0.999
0.49 AR2 0.122 0.221 0.403 0.672 0.930 0.998 0.070 0.165 0.311 0.564 0.874 0.993
0.49 MA 0.110 0.182 0.364 0.657 0.928 0.998 0.064 0.164 0.371 0.660 0.934 0.998
0.49 BILIN 0.097 0.150 0.294 0.540 0.848 0.987 0.069 0.153 0.283 0.531 0.841 0.987
0.49 NMA 0.087 0.142 0.240 0.460 0.778 0.980 0.063 0.136 0.235 0.458 0.774 0.980
0.49 TAR1 0.102 0.195 0.397 0.728 0.966 0.999 0.072 0.181 0.386 0.714 0.962 0.999
0.49 SQRT 0.100 0.183 0.358 0.659 0.928 0.999 0.072 0.166 0.347 0.651 0.923 0.998
0.49 SGN 0.105 0.158 0.279 0.493 0.794 0.977 0.071 0.138 0.271 0.488 0.789 0.979
0.49 TAR2 0.118 0.194 0.340 0.595 0.876 0.993 0.072 0.157 0.295 0.536 0.846 0.990
0.49 NARCH1 0.084 0.129 0.203 0.363 0.605 0.880 0.057 0.125 0.210 0.358 0.604 0.880
0.49 NARCH2 0.116 0.203 0.400 0.666 0.905 0.992 0.068 0.199 0.385 0.663 0.906 0.993
¯0
1 = 0:5
0.1 AR1 0.325 0.705 0.960 1.000 1.000 1.000 0.198 0.669 0.951 1.000 1.000 1.000
0.1 AR2 0.414 0.863 0.995 1.000 1.000 1.000 0.140 0.637 0.961 1.000 1.000 1.000
0.1 MA 0.314 0.721 0.968 1.000 1.000 1.000 0.164 0.677 0.970 1.000 1.000 1.000
0.1 BILIN 0.266 0.529 0.829 0.981 1.000 1.000 0.164 0.516 0.815 0.979 1.000 1.000
0.1 NMA 0.201 0.430 0.723 0.948 0.999 1.000 0.138 0.396 0.700 0.939 0.998 1.000
0.1 TAR1 0.267 0.634 0.928 0.998 1.000 1.000 0.183 0.606 0.914 0.998 1.000 1.000
0.1 SQRT 0.285 0.679 0.951 0.999 1.000 1.000 0.174 0.626 0.935 0.999 1.000 1.000
0.1 SGN 0.290 0.656 0.938 0.999 1.000 1.000 0.161 0.586 0.925 0.999 1.000 1.000
0.1 TAR2 0.370 0.786 0.984 1.000 1.000 1.000 0.154 0.622 0.951 1.000 1.000 1.000
0.1 NARCH1 0.198 0.384 0.612 0.817 0.949 0.994 0.123 0.354 0.596 0.811 0.949 0.994
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GLS-TD GLS-FD
d ut /T 16 32 64 128 256 512 16 32 64 128 256 512
0.1 NARCH2 0.379 0.660 0.880 0.981 0.998 1.000 0.246 0.652 0.874 0.980 0.998 1.000
0.2 AR1 0.310 0.684 0.964 1.000 1.000 1.000 0.189 0.659 0.956 1.000 1.000 1.000
0.2 AR2 0.389 0.830 0.992 1.000 1.000 1.000 0.140 0.602 0.942 1.000 1.000 1.000
0.2 MA 0.303 0.696 0.956 1.000 1.000 1.000 0.159 0.659 0.957 1.000 1.000 1.000
0.2 BILIN 0.259 0.534 0.834 0.982 1.000 1.000 0.166 0.517 0.819 0.980 1.000 1.000
0.2 NMA 0.204 0.441 0.739 0.948 1.000 1.000 0.130 0.410 0.710 0.947 0.999 1.000
0.2 TAR1 0.280 0.644 0.934 0.999 1.000 1.000 0.174 0.618 0.918 0.998 1.000 1.000
0.2 SQRT 0.286 0.667 0.944 0.999 1.000 1.000 0.179 0.625 0.931 0.998 1.000 1.000
0.2 SGN 0.284 0.614 0.913 0.998 1.000 1.000 0.154 0.553 0.896 0.997 1.000 1.000
0.2 TAR2 0.346 0.747 0.976 1.000 1.000 1.000 0.140 0.581 0.924 0.999 1.000 1.000
0.2 NARCH1 0.202 0.396 0.621 0.837 0.963 0.993 0.124 0.366 0.606 0.832 0.962 0.993
0.2 NARCH2 0.368 0.656 0.878 0.983 0.999 1.000 0.238 0.644 0.870 0.986 0.999 1.000
0.3 AR1 0.307 0.682 0.953 1.000 1.000 1.000 0.186 0.656 0.944 1.000 1.000 1.000
0.3 AR2 0.375 0.816 0.987 1.000 1.000 1.000 0.128 0.581 0.921 0.997 1.000 1.000
0.3 MA 0.303 0.688 0.957 1.000 1.000 1.000 0.160 0.644 0.961 1.000 1.000 1.000
0.3 BILIN 0.261 0.544 0.822 0.982 1.000 1.000 0.157 0.521 0.810 0.980 1.000 1.000
0.3 NMA 0.207 0.462 0.756 0.960 0.999 1.000 0.129 0.421 0.731 0.956 0.999 1.000
0.3 TAR1 0.286 0.658 0.942 0.999 1.000 1.000 0.176 0.621 0.929 0.999 1.000 1.000
0.3 SQRT 0.298 0.651 0.940 0.999 1.000 1.000 0.173 0.606 0.933 0.998 1.000 1.000
0.3 SGN 0.288 0.612 0.907 0.996 1.000 1.000 0.158 0.545 0.894 0.995 1.000 1.000
0.3 TAR2 0.326 0.728 0.964 1.000 1.000 1.000 0.138 0.553 0.909 0.998 1.000 1.000
0.3 NARCH1 0.202 0.392 0.626 0.843 0.970 0.995 0.123 0.371 0.606 0.844 0.972 0.995
0.3 NARCH2 0.387 0.681 0.896 0.982 0.999 1.000 0.241 0.668 0.891 0.982 0.999 1.000
0.4 AR1 0.328 0.694 0.961 1.000 1.000 1.000 0.180 0.667 0.955 1.000 1.000 1.000
0.4 AR2 0.365 0.781 0.976 1.000 1.000 1.000 0.129 0.553 0.896 0.996 1.000 1.000
0.4 MA 0.294 0.699 0.955 1.000 1.000 1.000 0.160 0.656 0.954 1.000 1.000 1.000
0.4 BILIN 0.267 0.556 0.863 0.991 1.000 1.000 0.163 0.548 0.842 0.989 1.000 1.000
0.4 NMA 0.213 0.471 0.784 0.973 1.000 1.000 0.128 0.443 0.762 0.972 1.000 1.000
0.4 TAR1 0.297 0.689 0.950 1.000 1.000 1.000 0.172 0.659 0.942 0.999 1.000 1.000
0.4 SQRT 0.283 0.668 0.949 1.000 1.000 1.000 0.163 0.614 0.934 1.000 1.000 1.000
0.4 SGN 0.275 0.589 0.897 0.995 1.000 1.000 0.141 0.534 0.883 0.994 1.000 1.000
0.4 TAR2 0.326 0.696 0.957 1.000 1.000 1.000 0.126 0.525 0.886 0.997 1.000 1.000
0.4 NARCH1 0.220 0.415 0.674 0.887 0.977 0.997 0.129 0.391 0.660 0.880 0.976 0.997
0.4 NARCH2 0.407 0.699 0.911 0.990 1.000 1.000 0.241 0.677 0.904 0.988 0.999 1.000
0.49 AR1 0.331 0.712 0.964 1.000 1.000 1.000 0.182 0.674 0.957 1.000 1.000 1.000
0.49 AR2 0.368 0.754 0.971 0.999 1.000 1.000 0.131 0.539 0.868 0.992 1.000 1.000
0.49 MA 0.316 0.698 0.962 1.000 1.000 1.000 0.149 0.656 0.958 1.000 1.000 1.000
0.49 BILIN 0.286 0.581 0.888 0.993 1.000 1.000 0.173 0.567 0.875 0.992 1.000 1.000
0.49 NMA 0.243 0.503 0.830 0.988 1.000 1.000 0.137 0.472 0.810 0.985 1.000 1.000
0.49 TAR1 0.318 0.716 0.971 1.000 1.000 1.000 0.191 0.683 0.961 1.000 1.000 1.000
0.49 SQRT 0.306 0.674 0.959 1.000 1.000 1.000 0.165 0.628 0.944 1.000 1.000 1.000
0.49 SGN 0.276 0.574 0.898 0.995 1.000 1.000 0.151 0.519 0.881 0.993 1.000 1.000
0.49 TAR2 0.324 0.683 0.944 0.999 1.000 1.000 0.141 0.529 0.873 0.994 1.000 1.000
0.49 NARCH1 0.229 0.452 0.721 0.920 0.985 0.996 0.127 0.424 0.706 0.917 0.985 0.996
0.49 NARCH2 0.410 0.709 0.932 0.993 0.999 1.000 0.250 0.694 0.927 0.993 1.000 1.000
25Table 3: Rejection probabilities under long-range dependence in xt and ut
GLS-TD GLS-FD
dx du Á/T 16 32 64 128 256 512 16 32 64 128 256 512
¯0
1 = 0
0.1 0.1 0 0.140 0.088 0.065 0.059 0.053 0.053 0.385 0.158 0.095 0.072 0.058 0.054
0.1 0.1 0.5 0.143 0.085 0.068 0.062 0.055 0.054 0.382 0.151 0.095 0.072 0.058 0.055
0.1 0.1 0.9 0.131 0.086 0.067 0.062 0.059 0.054 0.386 0.158 0.093 0.071 0.061 0.051
0.1 0.1 0.98 0.139 0.083 0.068 0.061 0.061 0.060 0.397 0.154 0.092 0.069 0.059 0.056
0.1 0.2 0 0.138 0.083 0.067 0.062 0.058 0.055 0.403 0.158 0.097 0.067 0.057 0.053
0.1 0.2 0.5 0.134 0.076 0.059 0.053 0.051 0.048 0.407 0.158 0.094 0.067 0.059 0.052
0.1 0.2 0.9 0.133 0.071 0.058 0.052 0.048 0.051 0.412 0.161 0.096 0.071 0.055 0.053
0.1 0.2 0.98 0.127 0.069 0.054 0.049 0.047 0.047 0.417 0.163 0.091 0.064 0.054 0.050
0.1 0.3 0 0.127 0.066 0.055 0.046 0.046 0.048 0.421 0.165 0.097 0.064 0.055 0.050
0.1 0.3 0.5 0.125 0.063 0.049 0.044 0.049 0.044 0.428 0.163 0.092 0.064 0.056 0.046
0.1 0.3 0.9 0.120 0.063 0.047 0.047 0.044 0.046 0.433 0.167 0.088 0.062 0.049 0.045
0.1 0.3 0.98 0.119 0.059 0.046 0.040 0.045 0.044 0.446 0.168 0.082 0.058 0.050 0.042
0.1 0.4 0 0.119 0.056 0.044 0.038 0.044 0.044 0.444 0.161 0.083 0.051 0.040 0.038
0.1 0.4 0.5 0.117 0.055 0.038 0.038 0.040 0.040 0.453 0.172 0.078 0.048 0.035 0.032
0.1 0.4 0.9 0.114 0.052 0.040 0.035 0.034 0.034 0.461 0.170 0.079 0.044 0.033 0.027
0.1 0.4 0.98 0.119 0.061 0.049 0.042 0.040 0.039 0.444 0.172 0.091 0.053 0.041 0.034
0.1 0.49 0 0.122 0.057 0.043 0.036 0.035 0.036 0.453 0.183 0.089 0.050 0.037 0.030
0.1 0.49 0.5 0.119 0.055 0.037 0.033 0.029 0.032 0.451 0.191 0.094 0.052 0.034 0.024
0.1 0.49 0.9 0.116 0.055 0.037 0.029 0.025 0.024 0.460 0.194 0.097 0.053 0.035 0.023
0.1 0.49 0.98 0.107 0.052 0.033 0.025 0.020 0.018 0.463 0.207 0.101 0.054 0.034 0.024
0.2 0.1 0 0.147 0.091 0.068 0.058 0.058 0.056 0.389 0.157 0.097 0.072 0.064 0.055
0.2 0.1 0.5 0.146 0.092 0.071 0.064 0.064 0.059 0.390 0.165 0.097 0.074 0.066 0.057
0.2 0.1 0.9 0.148 0.090 0.070 0.063 0.059 0.058 0.393 0.160 0.097 0.071 0.059 0.056
0.2 0.1 0.98 0.142 0.088 0.072 0.064 0.062 0.058 0.395 0.162 0.099 0.070 0.060 0.054
0.2 0.2 0 0.143 0.084 0.071 0.062 0.060 0.059 0.411 0.163 0.100 0.067 0.058 0.054
0.2 0.2 0.5 0.136 0.078 0.061 0.051 0.052 0.049 0.416 0.164 0.097 0.067 0.058 0.052
0.2 0.2 0.9 0.140 0.077 0.058 0.052 0.055 0.051 0.421 0.169 0.096 0.068 0.062 0.055
0.2 0.2 0.98 0.137 0.074 0.056 0.051 0.050 0.049 0.428 0.166 0.099 0.068 0.056 0.051
0.2 0.3 0 0.136 0.069 0.054 0.051 0.048 0.045 0.438 0.172 0.098 0.071 0.056 0.048
0.2 0.3 0.5 0.132 0.068 0.051 0.046 0.044 0.042 0.446 0.174 0.096 0.064 0.052 0.045
0.2 0.3 0.9 0.131 0.065 0.051 0.047 0.047 0.043 0.444 0.175 0.091 0.064 0.051 0.046
0.2 0.3 0.98 0.129 0.063 0.044 0.041 0.041 0.046 0.451 0.175 0.089 0.055 0.046 0.043
0.2 0.4 0 0.131 0.059 0.043 0.041 0.042 0.043 0.468 0.183 0.084 0.053 0.041 0.035
0.2 0.4 0.5 0.128 0.055 0.041 0.037 0.037 0.040 0.477 0.176 0.084 0.048 0.034 0.030
0.2 0.4 0.9 0.123 0.056 0.036 0.032 0.033 0.032 0.473 0.184 0.084 0.048 0.033 0.027
0.2 0.4 0.98 0.131 0.062 0.048 0.039 0.041 0.041 0.457 0.193 0.096 0.054 0.038 0.030
0.2 0.49 0 0.124 0.060 0.045 0.034 0.033 0.031 0.468 0.199 0.094 0.052 0.032 0.024
0.2 0.49 0.5 0.124 0.059 0.040 0.032 0.027 0.026 0.472 0.211 0.104 0.055 0.034 0.020
0.2 0.49 0.9 0.112 0.053 0.035 0.028 0.021 0.020 0.481 0.227 0.109 0.058 0.035 0.023
0.2 0.49 0.98 0.114 0.051 0.031 0.022 0.017 0.014 0.488 0.232 0.118 0.064 0.037 0.025
0.3 0.1 0 0.150 0.093 0.074 0.063 0.059 0.066 0.386 0.157 0.101 0.073 0.060 0.063
0.3 0.1 0.5 0.155 0.091 0.073 0.071 0.067 0.067 0.388 0.158 0.097 0.076 0.065 0.061
0.3 0.1 0.9 0.155 0.095 0.078 0.074 0.066 0.064 0.399 0.163 0.104 0.079 0.064 0.057
0.3 0.1 0.98 0.153 0.094 0.075 0.068 0.067 0.060 0.405 0.169 0.099 0.074 0.063 0.056
0.3 0.2 0 0.153 0.094 0.075 0.068 0.062 0.056 0.410 0.175 0.103 0.076 0.061 0.053
0.3 0.2 0.5 0.147 0.084 0.060 0.053 0.055 0.052 0.416 0.167 0.099 0.070 0.061 0.055
0.3 0.2 0.9 0.149 0.082 0.061 0.056 0.052 0.052 0.431 0.174 0.102 0.074 0.059 0.054
0.3 0.2 0.98 0.145 0.079 0.057 0.052 0.049 0.052 0.435 0.177 0.102 0.071 0.057 0.054
0.3 0.3 0 0.142 0.075 0.055 0.049 0.047 0.047 0.444 0.184 0.101 0.069 0.055 0.049
0.3 0.3 0.5 0.142 0.074 0.052 0.046 0.046 0.046 0.451 0.185 0.099 0.067 0.051 0.047
0.3 0.3 0.9 0.142 0.073 0.055 0.048 0.046 0.044 0.461 0.194 0.101 0.065 0.051 0.045
0.3 0.3 0.98 0.141 0.069 0.049 0.044 0.042 0.047 0.475 0.195 0.094 0.058 0.047 0.040
0.3 0.4 0 0.133 0.064 0.045 0.039 0.040 0.041 0.472 0.196 0.094 0.051 0.037 0.034
0.3 0.4 0.5 0.137 0.063 0.043 0.035 0.030 0.035 0.490 0.205 0.090 0.051 0.033 0.026
0.3 0.4 0.9 0.135 0.059 0.037 0.030 0.029 0.029 0.498 0.211 0.099 0.051 0.034 0.024
0.3 0.4 0.98 0.140 0.069 0.050 0.044 0.039 0.039 0.475 0.208 0.103 0.058 0.038 0.029
0.3 0.49 0 0.136 0.067 0.045 0.036 0.032 0.032 0.492 0.225 0.112 0.058 0.034 0.024
0.3 0.49 0.5 0.137 0.064 0.040 0.032 0.028 0.026 0.500 0.234 0.116 0.058 0.038 0.023
0.3 0.49 0.9 0.132 0.059 0.037 0.025 0.020 0.017 0.510 0.254 0.133 0.069 0.039 0.024
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dx du Á/T 16 32 64 128 256 512 16 32 64 128 256 512
0.3 0.49 0.98 0.124 0.057 0.031 0.020 0.015 0.014 0.518 0.268 0.139 0.074 0.042 0.026
0.4 0.1 0 0.156 0.097 0.076 0.072 0.067 0.071 0.385 0.165 0.102 0.080 0.067 0.063
0.4 0.1 0.5 0.154 0.099 0.082 0.076 0.083 0.087 0.383 0.166 0.108 0.080 0.074 0.068
0.4 0.1 0.9 0.162 0.102 0.086 0.083 0.080 0.078 0.396 0.170 0.111 0.083 0.070 0.067
0.4 0.1 0.98 0.162 0.103 0.085 0.078 0.074 0.068 0.409 0.176 0.112 0.081 0.070 0.065
0.4 0.2 0 0.163 0.103 0.085 0.078 0.069 0.064 0.418 0.183 0.114 0.084 0.068 0.064
0.4 0.2 0.5 0.159 0.090 0.069 0.059 0.053 0.055 0.428 0.177 0.111 0.075 0.062 0.059
0.4 0.2 0.9 0.164 0.089 0.064 0.058 0.056 0.052 0.430 0.179 0.108 0.078 0.065 0.056
0.4 0.2 0.98 0.163 0.088 0.064 0.055 0.053 0.054 0.445 0.188 0.112 0.076 0.063 0.058
0.4 0.3 0 0.155 0.084 0.060 0.048 0.051 0.050 0.458 0.191 0.112 0.073 0.063 0.056
0.4 0.3 0.5 0.154 0.081 0.057 0.049 0.050 0.048 0.460 0.202 0.113 0.077 0.060 0.051
0.4 0.3 0.9 0.151 0.083 0.059 0.049 0.048 0.044 0.475 0.219 0.113 0.071 0.056 0.046
0.4 0.3 0.98 0.155 0.079 0.056 0.046 0.043 0.044 0.489 0.219 0.113 0.068 0.048 0.040
0.4 0.4 0 0.157 0.077 0.047 0.042 0.044 0.044 0.493 0.216 0.104 0.062 0.046 0.035
0.4 0.4 0.5 0.150 0.073 0.048 0.036 0.035 0.034 0.512 0.224 0.115 0.061 0.038 0.027
0.4 0.4 0.9 0.153 0.069 0.045 0.035 0.031 0.029 0.523 0.241 0.119 0.067 0.042 0.028
0.4 0.4 0.98 0.152 0.080 0.053 0.043 0.040 0.039 0.495 0.236 0.129 0.069 0.044 0.032
0.4 0.49 0 0.152 0.077 0.051 0.041 0.035 0.035 0.507 0.250 0.137 0.071 0.040 0.026
0.4 0.49 0.5 0.150 0.076 0.046 0.033 0.027 0.025 0.525 0.274 0.149 0.081 0.045 0.027
0.4 0.49 0.9 0.147 0.071 0.041 0.029 0.022 0.021 0.543 0.297 0.168 0.091 0.052 0.030
0.4 0.49 0.98 0.146 0.068 0.039 0.022 0.016 0.014 0.549 0.316 0.179 0.106 0.062 0.034
0.49 0.1 0 0.160 0.100 0.081 0.073 0.079 0.087 0.383 0.163 0.109 0.082 0.074 0.074
0.49 0.1 0.5 0.165 0.103 0.087 0.087 0.096 0.108 0.394 0.166 0.109 0.086 0.077 0.083
0.49 0.1 0.9 0.170 0.110 0.096 0.099 0.102 0.101 0.405 0.178 0.117 0.098 0.084 0.085
0.49 0.1 0.98 0.173 0.114 0.100 0.095 0.095 0.091 0.418 0.185 0.122 0.093 0.083 0.087
0.49 0.2 0 0.172 0.113 0.095 0.093 0.085 0.080 0.426 0.195 0.128 0.098 0.086 0.086
0.49 0.2 0.5 0.170 0.101 0.074 0.061 0.061 0.058 0.427 0.188 0.113 0.080 0.072 0.062
0.49 0.2 0.9 0.172 0.102 0.074 0.058 0.060 0.058 0.443 0.195 0.124 0.080 0.070 0.063
0.49 0.2 0.98 0.176 0.098 0.068 0.060 0.056 0.060 0.461 0.203 0.123 0.088 0.070 0.069
0.49 0.3 0 0.171 0.097 0.067 0.057 0.057 0.052 0.468 0.211 0.124 0.089 0.075 0.063
0.49 0.3 0.5 0.169 0.092 0.070 0.053 0.053 0.049 0.471 0.220 0.133 0.087 0.072 0.060
0.49 0.3 0.9 0.172 0.095 0.062 0.053 0.046 0.044 0.502 0.238 0.132 0.087 0.060 0.051
0.49 0.3 0.98 0.172 0.091 0.065 0.050 0.045 0.046 0.504 0.238 0.133 0.081 0.060 0.045
0.49 0.4 0 0.168 0.090 0.061 0.047 0.045 0.041 0.522 0.255 0.136 0.080 0.054 0.041
0.49 0.4 0.5 0.169 0.089 0.058 0.044 0.038 0.036 0.534 0.264 0.145 0.081 0.057 0.037
0.49 0.4 0.9 0.170 0.086 0.054 0.041 0.035 0.032 0.549 0.278 0.153 0.092 0.064 0.041
0.49 0.4 0.98 0.171 0.095 0.067 0.054 0.045 0.046 0.513 0.277 0.164 0.101 0.063 0.041
0.49 0.49 0 0.173 0.094 0.061 0.049 0.042 0.035 0.537 0.295 0.179 0.107 0.065 0.042
0.49 0.49 0.5 0.170 0.095 0.059 0.043 0.036 0.031 0.559 0.328 0.200 0.120 0.077 0.042
0.49 0.49 0.9 0.172 0.096 0.060 0.039 0.030 0.026 0.569 0.353 0.224 0.140 0.092 0.053
0.49 0.49 0.98 0.167 0.094 0.053 0.034 0.025 0.019 0.579 0.373 0.242 0.164 0.104 0.061
¯0
1 = 0:2
0.1 0.1 0 0.096 0.166 0.326 0.582 0.884 0.991 0.072 0.162 0.311 0.574 0.882 0.992
0.1 0.1 0.5 0.096 0.173 0.329 0.599 0.874 0.994 0.074 0.174 0.316 0.598 0.873 0.993
0.1 0.1 0.9 0.093 0.170 0.343 0.599 0.883 0.994 0.074 0.158 0.322 0.602 0.886 0.994
0.1 0.1 0.98 0.083 0.183 0.367 0.614 0.896 0.996 0.065 0.160 0.354 0.602 0.900 0.997
0.1 0.2 0 0.100 0.193 0.361 0.656 0.913 0.997 0.076 0.172 0.327 0.643 0.911 0.996
0.1 0.2 0.5 0.099 0.206 0.398 0.688 0.938 0.999 0.080 0.178 0.360 0.656 0.932 0.999
0.1 0.2 0.9 0.095 0.219 0.425 0.730 0.956 1.000 0.074 0.176 0.383 0.688 0.950 1.000
0.1 0.2 0.98 0.099 0.232 0.461 0.767 0.968 1.000 0.070 0.187 0.390 0.736 0.963 1.000
0.1 0.3 0 0.110 0.244 0.491 0.800 0.979 1.000 0.066 0.182 0.405 0.747 0.971 1.000
0.1 0.3 0.5 0.101 0.252 0.535 0.824 0.983 1.000 0.065 0.178 0.414 0.752 0.975 1.000
0.1 0.3 0.9 0.115 0.246 0.548 0.822 0.987 1.000 0.070 0.155 0.399 0.735 0.976 1.000
0.1 0.3 0.98 0.111 0.281 0.553 0.863 0.991 1.000 0.060 0.162 0.387 0.735 0.971 1.000
0.1 0.4 0 0.109 0.301 0.566 0.878 0.992 1.000 0.067 0.159 0.362 0.694 0.963 1.000
0.1 0.4 0.5 0.111 0.300 0.610 0.881 0.992 1.000 0.063 0.124 0.309 0.619 0.919 0.999
0.1 0.4 0.9 0.116 0.313 0.585 0.881 0.990 1.000 0.051 0.115 0.253 0.529 0.835 0.985
0.1 0.4 0.98 0.110 0.278 0.554 0.843 0.987 1.000 0.058 0.139 0.309 0.608 0.900 0.996
0.1 0.49 0 0.104 0.277 0.551 0.843 0.988 1.000 0.060 0.111 0.257 0.519 0.826 0.984
0.1 0.49 0.5 0.102 0.299 0.568 0.839 0.977 0.999 0.052 0.093 0.185 0.371 0.668 0.927
0.1 0.49 0.9 0.113 0.280 0.562 0.808 0.959 0.995 0.053 0.084 0.141 0.264 0.463 0.776
0.1 0.49 0.98 0.116 0.265 0.524 0.760 0.926 0.986 0.054 0.073 0.112 0.179 0.336 0.569
0.2 0.1 0 0.090 0.168 0.336 0.588 0.885 0.993 0.071 0.163 0.326 0.574 0.882 0.993
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GLS-TD GLS-FD
dx du Á/T 16 32 64 128 256 512 16 32 64 128 256 512
0.2 0.1 0.5 0.102 0.184 0.340 0.583 0.863 0.991 0.080 0.175 0.321 0.581 0.862 0.991
0.2 0.1 0.9 0.088 0.163 0.347 0.587 0.869 0.992 0.067 0.149 0.329 0.589 0.873 0.993
0.2 0.1 0.98 0.091 0.186 0.328 0.614 0.884 0.993 0.069 0.170 0.319 0.603 0.887 0.993
0.2 0.2 0 0.089 0.193 0.348 0.619 0.894 0.996 0.073 0.170 0.316 0.606 0.894 0.995
0.2 0.2 0.5 0.100 0.192 0.378 0.655 0.925 0.997 0.077 0.171 0.341 0.634 0.914 0.997
0.2 0.2 0.9 0.101 0.213 0.412 0.690 0.948 0.999 0.074 0.172 0.366 0.640 0.938 0.999
0.2 0.2 0.98 0.102 0.219 0.431 0.730 0.959 1.000 0.064 0.168 0.375 0.690 0.947 0.999
0.2 0.3 0 0.106 0.235 0.438 0.768 0.965 1.000 0.064 0.175 0.356 0.712 0.953 1.000
0.2 0.3 0.5 0.110 0.238 0.490 0.787 0.972 1.000 0.071 0.168 0.381 0.701 0.953 1.000
0.2 0.3 0.9 0.113 0.240 0.487 0.793 0.974 1.000 0.069 0.154 0.360 0.683 0.953 1.000
0.2 0.3 0.98 0.106 0.253 0.524 0.822 0.983 1.000 0.064 0.146 0.359 0.667 0.946 1.000
0.2 0.4 0 0.106 0.269 0.525 0.838 0.987 1.000 0.059 0.138 0.320 0.620 0.936 0.999
0.2 0.4 0.5 0.106 0.258 0.554 0.844 0.983 1.000 0.057 0.124 0.279 0.542 0.855 0.990
0.2 0.4 0.9 0.126 0.279 0.522 0.820 0.980 1.000 0.052 0.107 0.222 0.456 0.750 0.954
0.2 0.4 0.98 0.107 0.253 0.501 0.806 0.979 1.000 0.065 0.136 0.273 0.558 0.842 0.988
0.2 0.49 0 0.115 0.261 0.519 0.807 0.973 0.999 0.063 0.122 0.248 0.447 0.738 0.955
0.2 0.49 0.5 0.109 0.263 0.523 0.795 0.959 0.997 0.054 0.101 0.187 0.331 0.578 0.849
0.2 0.49 0.9 0.108 0.257 0.489 0.755 0.931 0.988 0.058 0.093 0.144 0.225 0.394 0.678
0.2 0.49 0.98 0.117 0.246 0.457 0.689 0.871 0.970 0.058 0.082 0.106 0.164 0.277 0.450
0.3 0.1 0 0.095 0.171 0.355 0.621 0.906 0.995 0.073 0.164 0.342 0.609 0.904 0.994
0.3 0.1 0.5 0.093 0.186 0.337 0.607 0.881 0.991 0.075 0.181 0.320 0.597 0.885 0.991
0.3 0.1 0.9 0.101 0.173 0.332 0.580 0.865 0.991 0.072 0.163 0.318 0.580 0.871 0.992
0.3 0.1 0.98 0.100 0.189 0.337 0.588 0.863 0.990 0.073 0.168 0.321 0.579 0.864 0.991
0.3 0.2 0 0.096 0.187 0.328 0.595 0.873 0.994 0.076 0.167 0.309 0.582 0.869 0.994
0.3 0.2 0.5 0.099 0.200 0.371 0.633 0.910 0.996 0.080 0.178 0.340 0.608 0.903 0.995
0.3 0.2 0.9 0.097 0.201 0.380 0.653 0.928 0.998 0.065 0.170 0.328 0.607 0.915 0.998
0.3 0.2 0.98 0.103 0.211 0.401 0.703 0.935 0.999 0.061 0.165 0.347 0.661 0.919 0.999
0.3 0.3 0 0.107 0.211 0.414 0.726 0.954 0.999 0.058 0.153 0.349 0.665 0.932 0.998
0.3 0.3 0.5 0.113 0.238 0.439 0.762 0.961 1.000 0.064 0.171 0.341 0.657 0.934 0.999
0.3 0.3 0.9 0.119 0.230 0.470 0.747 0.964 1.000 0.072 0.145 0.329 0.643 0.932 1.000
0.3 0.3 0.98 0.116 0.250 0.481 0.789 0.972 1.000 0.066 0.145 0.323 0.617 0.913 0.999
0.3 0.4 0 0.102 0.242 0.491 0.801 0.976 1.000 0.067 0.151 0.299 0.574 0.880 0.993
0.3 0.4 0.5 0.112 0.247 0.523 0.805 0.974 0.999 0.062 0.128 0.250 0.486 0.807 0.975
0.3 0.4 0.9 0.120 0.268 0.481 0.779 0.961 0.997 0.058 0.112 0.206 0.401 0.677 0.904
0.3 0.4 0.98 0.112 0.244 0.461 0.769 0.962 0.999 0.061 0.140 0.263 0.502 0.777 0.966
0.3 0.49 0 0.118 0.230 0.468 0.785 0.962 0.998 0.061 0.118 0.226 0.413 0.664 0.898
0.3 0.49 0.5 0.100 0.237 0.478 0.747 0.940 0.993 0.071 0.108 0.167 0.303 0.503 0.765
0.3 0.49 0.9 0.103 0.235 0.458 0.690 0.895 0.975 0.063 0.103 0.141 0.200 0.337 0.547
0.3 0.49 0.98 0.111 0.226 0.415 0.644 0.831 0.948 0.067 0.102 0.124 0.154 0.224 0.371
0.4 0.1 0 0.110 0.193 0.388 0.665 0.927 0.997 0.070 0.175 0.363 0.648 0.921 0.997
0.4 0.1 0.5 0.105 0.191 0.351 0.622 0.909 0.995 0.072 0.171 0.331 0.608 0.909 0.995
0.4 0.1 0.9 0.109 0.183 0.358 0.593 0.866 0.989 0.069 0.163 0.330 0.580 0.869 0.990
0.4 0.1 0.98 0.104 0.185 0.337 0.584 0.854 0.989 0.071 0.171 0.321 0.575 0.858 0.990
0.4 0.2 0 0.105 0.188 0.344 0.584 0.862 0.991 0.069 0.167 0.318 0.576 0.859 0.988
0.4 0.2 0.5 0.105 0.192 0.359 0.622 0.888 0.995 0.078 0.167 0.325 0.603 0.875 0.995
0.4 0.2 0.9 0.103 0.201 0.372 0.646 0.909 0.996 0.069 0.166 0.332 0.601 0.897 0.995
0.4 0.2 0.98 0.111 0.213 0.378 0.660 0.925 0.998 0.075 0.179 0.329 0.619 0.908 0.997
0.4 0.3 0 0.113 0.226 0.396 0.691 0.931 0.998 0.067 0.168 0.337 0.630 0.902 0.997
0.4 0.3 0.5 0.114 0.222 0.419 0.715 0.937 0.999 0.067 0.170 0.330 0.628 0.894 0.995
0.4 0.3 0.9 0.127 0.226 0.429 0.719 0.950 0.999 0.062 0.154 0.315 0.589 0.897 0.997
0.4 0.3 0.98 0.116 0.243 0.440 0.741 0.959 0.999 0.069 0.155 0.308 0.569 0.881 0.997
0.4 0.4 0 0.111 0.233 0.446 0.766 0.965 1.000 0.070 0.152 0.277 0.522 0.838 0.986
0.4 0.4 0.5 0.107 0.245 0.473 0.742 0.957 0.998 0.063 0.142 0.252 0.441 0.739 0.948
0.4 0.4 0.9 0.121 0.245 0.448 0.736 0.940 0.995 0.061 0.128 0.206 0.380 0.623 0.861
0.4 0.4 0.98 0.116 0.237 0.417 0.722 0.946 0.998 0.066 0.151 0.237 0.455 0.734 0.932
0.4 0.49 0 0.112 0.240 0.430 0.732 0.944 0.996 0.067 0.137 0.216 0.370 0.617 0.840
0.4 0.49 0.5 0.113 0.234 0.444 0.688 0.912 0.988 0.072 0.127 0.189 0.272 0.456 0.684
0.4 0.49 0.9 0.116 0.223 0.419 0.661 0.864 0.970 0.072 0.126 0.157 0.222 0.316 0.493
0.4 0.49 0.98 0.115 0.219 0.384 0.605 0.803 0.929 0.072 0.133 0.141 0.178 0.219 0.320
0.49 0.1 0 0.116 0.203 0.421 0.721 0.967 0.999 0.070 0.192 0.397 0.699 0.962 1.000
0.49 0.1 0.5 0.108 0.204 0.379 0.671 0.925 0.997 0.079 0.192 0.353 0.656 0.925 0.998
0.49 0.1 0.9 0.116 0.194 0.383 0.616 0.879 0.992 0.075 0.173 0.351 0.606 0.889 0.995
0.49 0.1 0.98 0.108 0.191 0.361 0.601 0.859 0.985 0.073 0.170 0.341 0.593 0.863 0.985
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GLS-TD GLS-FD
dx du Á/T 16 32 64 128 256 512 16 32 64 128 256 512
0.49 0.2 0 0.115 0.204 0.357 0.586 0.861 0.989 0.076 0.181 0.323 0.573 0.852 0.984
0.49 0.2 0.5 0.110 0.187 0.362 0.628 0.907 0.996 0.068 0.168 0.330 0.605 0.897 0.996
0.49 0.2 0.9 0.114 0.204 0.352 0.625 0.902 0.995 0.066 0.172 0.318 0.589 0.881 0.993
0.49 0.2 0.98 0.115 0.216 0.373 0.646 0.919 0.995 0.064 0.177 0.335 0.603 0.894 0.994
0.49 0.3 0 0.124 0.210 0.376 0.674 0.916 0.998 0.067 0.165 0.315 0.601 0.888 0.993
0.49 0.3 0.5 0.123 0.226 0.400 0.680 0.931 0.997 0.071 0.179 0.327 0.586 0.878 0.991
0.49 0.3 0.9 0.129 0.227 0.418 0.688 0.943 0.998 0.078 0.164 0.313 0.567 0.883 0.995
0.49 0.3 0.98 0.121 0.243 0.420 0.719 0.942 0.999 0.068 0.168 0.306 0.549 0.848 0.989
0.49 0.4 0 0.119 0.249 0.430 0.724 0.944 0.999 0.073 0.176 0.283 0.500 0.803 0.980
0.49 0.4 0.5 0.130 0.244 0.435 0.714 0.942 0.997 0.069 0.159 0.257 0.434 0.705 0.927
0.49 0.4 0.9 0.137 0.241 0.422 0.704 0.937 0.991 0.072 0.150 0.224 0.374 0.606 0.826
0.49 0.4 0.98 0.130 0.230 0.411 0.682 0.926 0.997 0.071 0.176 0.265 0.439 0.688 0.919
0.49 0.49 0 0.133 0.249 0.422 0.697 0.918 0.993 0.070 0.157 0.253 0.374 0.571 0.817
0.49 0.49 0.5 0.121 0.229 0.435 0.679 0.891 0.985 0.071 0.161 0.212 0.293 0.434 0.645
0.49 0.49 0.9 0.126 0.231 0.400 0.648 0.843 0.955 0.082 0.167 0.200 0.241 0.306 0.464
0.49 0.49 0.98 0.139 0.217 0.379 0.589 0.793 0.916 0.085 0.169 0.189 0.215 0.246 0.304
¯0
1 = 0:5
0.1 0.1 0 0.315 0.678 0.951 1.000 1.000 1.000 0.191 0.651 0.941 0.999 1.000 1.000
0.1 0.1 0.5 0.329 0.702 0.957 1.000 1.000 1.000 0.207 0.668 0.950 1.000 1.000 1.000
0.1 0.1 0.9 0.332 0.701 0.959 0.999 1.000 1.000 0.190 0.658 0.953 0.999 1.000 1.000
0.1 0.1 0.98 0.327 0.742 0.961 1.000 1.000 1.000 0.173 0.670 0.957 1.000 1.000 1.000
0.1 0.2 0 0.325 0.756 0.971 1.000 1.000 1.000 0.175 0.684 0.959 1.000 1.000 1.000
0.1 0.2 0.5 0.355 0.777 0.979 1.000 1.000 1.000 0.180 0.704 0.967 1.000 1.000 1.000
0.1 0.2 0.9 0.369 0.810 0.986 1.000 1.000 1.000 0.171 0.708 0.971 1.000 1.000 1.000
0.1 0.2 0.98 0.388 0.828 0.989 1.000 1.000 1.000 0.168 0.715 0.975 1.000 1.000 1.000
0.1 0.3 0 0.401 0.850 0.994 1.000 1.000 1.000 0.145 0.701 0.979 1.000 1.000 1.000
0.1 0.3 0.5 0.413 0.870 0.994 1.000 1.000 1.000 0.156 0.678 0.969 1.000 1.000 1.000
0.1 0.3 0.9 0.440 0.880 0.995 1.000 1.000 1.000 0.141 0.636 0.957 1.000 1.000 1.000
0.1 0.3 0.98 0.426 0.911 0.995 1.000 1.000 1.000 0.124 0.620 0.939 0.999 1.000 1.000
0.1 0.4 0 0.444 0.899 0.996 1.000 1.000 1.000 0.114 0.550 0.896 0.997 1.000 1.000
0.1 0.4 0.5 0.465 0.905 0.995 1.000 1.000 1.000 0.099 0.468 0.829 0.982 1.000 1.000
0.1 0.4 0.9 0.482 0.902 0.989 0.999 1.000 1.000 0.088 0.389 0.708 0.941 0.997 1.000
0.1 0.4 0.98 0.446 0.892 0.996 1.000 1.000 1.000 0.117 0.528 0.851 0.987 1.000 1.000
0.1 0.49 0 0.462 0.891 0.993 1.000 1.000 1.000 0.101 0.410 0.746 0.950 0.998 1.000
0.1 0.49 0.5 0.448 0.886 0.991 1.000 1.000 1.000 0.084 0.306 0.583 0.843 0.980 1.000
0.1 0.49 0.9 0.439 0.863 0.986 0.998 1.000 1.000 0.074 0.222 0.414 0.664 0.884 0.992
0.1 0.49 0.98 0.441 0.839 0.970 0.996 0.999 1.000 0.061 0.167 0.305 0.510 0.736 0.931
0.2 0.1 0 0.322 0.681 0.952 0.999 1.000 1.000 0.188 0.643 0.944 0.999 1.000 1.000
0.2 0.1 0.5 0.318 0.701 0.948 0.999 1.000 1.000 0.201 0.673 0.944 0.999 1.000 1.000
0.2 0.1 0.9 0.339 0.690 0.946 0.999 1.000 1.000 0.192 0.644 0.938 0.999 1.000 1.000
0.2 0.1 0.98 0.328 0.715 0.961 0.999 1.000 1.000 0.181 0.654 0.953 0.999 1.000 1.000
0.2 0.2 0 0.335 0.725 0.961 1.000 1.000 1.000 0.188 0.651 0.954 0.999 1.000 1.000
0.2 0.2 0.5 0.337 0.742 0.976 1.000 1.000 1.000 0.182 0.660 0.962 1.000 1.000 1.000
0.2 0.2 0.9 0.345 0.777 0.980 1.000 1.000 1.000 0.167 0.677 0.959 1.000 1.000 1.000
0.2 0.2 0.98 0.359 0.804 0.986 1.000 1.000 1.000 0.162 0.682 0.963 1.000 1.000 1.000
0.2 0.3 0 0.387 0.829 0.990 1.000 1.000 1.000 0.130 0.665 0.968 1.000 1.000 1.000
0.2 0.3 0.5 0.407 0.845 0.993 1.000 1.000 1.000 0.144 0.660 0.957 1.000 1.000 1.000
0.2 0.3 0.9 0.421 0.849 0.993 1.000 1.000 1.000 0.148 0.598 0.939 0.999 1.000 1.000
0.2 0.3 0.98 0.408 0.859 0.995 1.000 1.000 1.000 0.126 0.554 0.921 0.998 1.000 1.000
0.2 0.4 0 0.418 0.874 0.992 1.000 1.000 1.000 0.118 0.503 0.860 0.993 1.000 1.000
0.2 0.4 0.5 0.422 0.867 0.989 1.000 1.000 1.000 0.094 0.430 0.784 0.968 0.999 1.000
0.2 0.4 0.9 0.435 0.863 0.983 1.000 1.000 1.000 0.088 0.358 0.660 0.916 0.995 1.000
0.2 0.4 0.98 0.421 0.858 0.990 1.000 1.000 1.000 0.120 0.490 0.801 0.970 0.999 1.000
0.2 0.49 0 0.423 0.870 0.987 0.999 1.000 1.000 0.102 0.393 0.694 0.925 0.989 1.000
0.2 0.49 0.5 0.420 0.849 0.981 0.999 1.000 1.000 0.088 0.290 0.539 0.796 0.955 0.998
0.2 0.49 0.9 0.411 0.827 0.971 0.997 1.000 1.000 0.079 0.213 0.412 0.623 0.837 0.974
0.2 0.49 0.98 0.403 0.796 0.954 0.992 1.000 1.000 0.066 0.173 0.299 0.462 0.665 0.868
0.3 0.1 0 0.320 0.692 0.951 1.000 1.000 1.000 0.181 0.665 0.946 0.999 1.000 1.000
0.3 0.1 0.5 0.302 0.712 0.961 1.000 1.000 1.000 0.190 0.672 0.953 0.999 1.000 1.000
0.3 0.1 0.9 0.332 0.690 0.953 0.998 1.000 1.000 0.179 0.647 0.944 0.999 1.000 1.000
0.3 0.1 0.98 0.320 0.696 0.950 0.999 1.000 1.000 0.176 0.640 0.945 0.999 1.000 1.000
0.3 0.2 0 0.317 0.706 0.953 0.999 1.000 1.000 0.166 0.646 0.939 0.999 1.000 1.000
0.3 0.2 0.5 0.319 0.730 0.965 0.999 1.000 1.000 0.169 0.658 0.947 0.999 1.000 1.000
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GLS-TD GLS-FD
dx du Á/T 16 32 64 128 256 512 16 32 64 128 256 512
0.3 0.2 0.9 0.332 0.762 0.975 1.000 1.000 1.000 0.151 0.655 0.949 1.000 1.000 1.000
0.3 0.2 0.98 0.352 0.765 0.976 0.999 1.000 1.000 0.149 0.639 0.951 0.999 1.000 1.000
0.3 0.3 0 0.357 0.797 0.984 1.000 1.000 1.000 0.137 0.622 0.946 0.999 1.000 1.000
0.3 0.3 0.5 0.387 0.814 0.989 1.000 1.000 1.000 0.137 0.617 0.941 0.999 1.000 1.000
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