We prove the existence of quadratic polynomials having a Julia set with positive Lebesgue measure in three cases: the presence of a Cremer fixed point, the presence of a Siegel disk, the presence of infinitely many (satellite) renormalizations. 1 Conjecturally, this is true for a dense and open set of quadratic polynomials. If there were an open set of non-hyperbolic quadratic polynomials, those would have a Julia set of positive area.
Introduction
Assume P : C → C is a polynomial of degree 2. Its filled-in Julia set K(P ) is the set of points whose orbit under iteration of P is bounded: K(P ) := z ∈ C the sequence P •n (z) is bounded .
Its Julia set J(P ) is the boundary of K(P ). It is a compact subset of C with empty interior. Fatou suggested that one should apply to J(P ) the methods of Borel-Lebesgue for the measure of sets.
In most cases, it is known that the area (Lebesgue measure) of J(P ) is zero:
• if P is hyperbolic; 1 • if P has a parabolic cycle ( [DH1] ); • if P is not infinitely renormalizable ( [L] or [S1] );
• if P has a (linearizable) indifferent cycle with multiplier e 2iπα such that α = a 0 + 1 a 1 + 1 a 2 + . . .
with log a n = O( √ n) ( [PZ] ). 2
Recently, we completed a program initiated by Douady with major advances by the second author in [C] : there exist quadratic polynomials with a Cremer fixed point and a Julia set of positive area. In this article, we present a slightly different approach (the general ideas are essentially the same).
Theorem 1. There exist quadratic polynomials which have a Cremer fixed point and a Julia set of positive area.
We also sketch the proof of the following two results.
Theorem 2. There exist quadratic polynomials which have a Siegel disk and a Julia set of positive area.
The proof is based on • McMullen's results [McM] regarding the measurable density of the filled-in Julia set near the boundary of a Siegel disk with bounded type rotation number; • Chéritat's techniques of parabolic explosion [C] and Yoccoz's renormalization techniques [Y] to control the shape of Siegel disks; • Inou and Shishikura's results [IS] to control the post-critical sets of polynomials having an indifferent fixed point.
The Cremer case
We will first prove the existence of a quadratic polynomial having a Cremer fixed point and a Julia set of positive measure. Let us introduce some notations.
Definition 1. For α ∈ C, we denote by P a the quadratic polynomial P a : z → e 2iπα z + z 2 .
We denote by K α the filled-in Julia set of P α and by J α its Julia set.
1.1. Strategy of the proof. The main proposition is the following. We postpone the proof. Proposition 1. There exists a set S of bounded type irrationals such that for all α ∈ S and all ε > 0, there exists α ′ ∈ S with • |α ′ − α| < ε, • P α ′ has a cycle in D(0, ε) \ {0} and • area(K α ′ ) ≥ (1 − ε)area(K α ).
Note that when α is a bounded type irrational P α has a Siegel disk and the area of K α is positive. Figure 1 . Two filled-in Julia sets K α and K α ′ . The loss of measure from K α to K α ′ is small.
Proof of theorem 1 assuming proposition 1. We choose a sequence of real numbers ε n in (0, 1) such that (1 − ε n ) > 0. We construct inductively a sequence α n ∈ S such that for all n ≥ 1
• P αn has a cycle in D(0, 1/n) \ {0}, • area(K αn ) ≥ (1 − ε n )area(K αn−1 ). By choosing α n sufficiently close to α n−1 at each step, we guaranty that • the sequence (α n ) is a Cauchy sequence that converges to a limit α, • for all n ≥ 1, P α has a cycle in D(0, 1/n) \ {0}. So, the polynomial P α has small cycles and is a Cremer polynomial. The result then follows easily since J α = K α = lim K αn and thus area(J α ) = area(K α ) ≥ area(K α0 ) ·
(1 − ε n ) > 0.
1.2. Reformulation of proposition 1. For a finite or infinite sequence of integers, we will use the continued fraction notation [a 0 , a 1 , a 2 , . . .] := a 0 + 1 a 1 + 1 a 2 + . . .
. Definition 2. If N ≥ 1 is an integer, we set
Note that S N +1 ⊂ S N ⊂ · · · ⊂ S 1 and S 1 is the set of bounded type irrationals. If α ∈ S 1 , the polynomial P α has a Siegel disk bounded by a quasicircle containing the critical point. In particular, the post-critical set of P α is contained in the boundary of the Siegel disk.
Proposition 1 is an immediate consequence of the following proposition.
(1) α n := [a 0 , a 1 , . . . , a n , A n , N, N, N, . . .] with qn A n −→ n→+∞ +∞, then for all ε > 0, if n is sufficiently large,
• P αn has a cycle in D(0, ε) \ {0} and
The rest of this section is devoted to the proof of this proposition. We will denote by p k /q k the approximants to α. For k ≤ n, the approximants p k /q k are the same for α and for α n . The polynomial P α (resp. P αn ) has a Siegel disk ∆ (resp. ∆ n ). Let r (resp. r n ) be the conformal radius of ∆ (resp. ∆ n ) at 0 and let φ : D(0, r) → ∆ (resp. φ n : D(0, r n ) → ∆ n ) be the conformal isomorphism which fixes 0 with derivative 1.
1.3. The control of the parabolic explosion. We first recall results of [C] (see also [ABC] ).
Proposition 3. For each k, there exists a holomorphic function
with the following properties:
(
In other words,
(4) |λ k | −→ k→+∞ r (the conformal radius of ∆) and
(5) the sequence of maps ψ k : δ → χ k (δ/λ k ) converges uniformly on every compact subset of D(0, r) to the isomorphism φ : D(0, r) → ∆ which fixes 0 with derivative 1.
Corollary 1. Assume α n is a sequence defined by equation (1). Then, for all ε > 0, if n is sufficiently large, P αn has a cycle in D(0, ε) \ {0}.
Proof. Let C n be the set of q n -th roots of
Since qn A ′ n −→ n→+∞ +∞, for n large enough, the set C n is contained in an arbitrarily small neighborhood of 0. Its image by χ n is a cycle of P αn contained in an arbitrarily small neighborhood of 0.
1.4. Perturbed Siegel disks.
Definition 3. If U and X are two measurable subsets of C, we use the notation
Proposition 4. Assume α := [a 0 , a 1 , . . .] and θ := [0, t 1 , . . .] are Brjuno numbers and α n := [a 0 , a 1 , . . . , a n , A n , t 1 , t 2 , . . .]
with (A n ) a sequence of positive integers. Let ∆ (resp. ∆ n ) be the Siegel disk of P α (resp. P αn ) and ∆ ′ n be the largest topological disk contained in ∆ ∩ ∆ n and invariant by P αn . Then, for all open set U ⊂ ∆,
Figure 2. Superposition of two Siegel disks ∆ (light grey) and ∆ n (dark grey).
Proof. One easily checks (as in the proof of proposition 2 in [ABC] for example)
In particular if qn √ A n → 1, Φ α n → Φ(α). It then follows (see [R] or [ABC] corollary 4 for example) that r n (the conformal radius of ∆ n ) tends to r (the conformal radius of ∆). In that case, for all open set U ⊂ ∆,
This is also true if we consider subsequences of the sequence (α n ). We can therefore assume, without loss of generality, that lim inf This domain is star-shaped with respect to 0 and avoids the q n -th roots of ε n . It is contained but not relatively compact in D(0, ρ). For all open set U contained in D(0, ρ), lim inf n→+∞ dens U X n (ρ) ≥ 1 2 .
Since the limit values of the sequence χ n : D n → C are isomorphisms χ : D → ∆, proposition 4 is a corollary of proposition 5 below.
Proposition 5. Under the same assumptions as in proposition 4, for all ρ < 1, if n is large enough, the topological disk ∆ ′ n contains χ n X n (ρ) .
Proof. For simplicity we will assume that n is even. In that case, ε n > 0 and q n−1 · (p n /q n ) = −1/q n mod(1).
The limit values of the sequence χ n : D n → C are isomorphisms χ : D → ∆. Thus, as n → +∞, the domain of the map f n := χ −1 n • P αn • χ n eventually contains any compact subset of D. We will show that for ρ < ρ ′ < 1 and n sufficiently large, X n (ρ) is contained in the set of points whose orbit under iteration of f n remains in D(0, ρ ′ ). This will complete the proof of the proposition.
Let us first give a dynamical interpretation of X n (ρ) and for this, let us consider the vector field
This vector field is tangent to the boundary of X n (ρ), which is therefore invariant by the (real) dynamics of ξ n . Figure 4 . Some real trajectories for the vector field ξ n ; zeroes of the vector field are shown.
We will compare the dynamics of f n to that of ξ n . A lemma of Jellouli (see [J1] or [J2] ) implies that the domains of f •qn−1 n and f •qn n eventually contain any compact subset of D. Let us recall that we are working under the hypothesis that n is even, and thus q n−1 · (p n /q n ) = −1/q n mod(1).
Proof. The map f n coincides with the rotation of angle p n /q n on the set of q n -th roots of ε n and q n−1 · (p n /q n ) = −1/q n mod(1). Thus, e 2iπ/qn f •qn−1 n (z) fixes 0 and the q n -th roots of ε n . This shows that e 2iπ/qn f •qn−1 n can be written as prescribed. The estimate on the modulus of g n follows from the fact that z qn g n (z) → 0 uniformly on every compact subset of D, because e 2iπ/qn f •qn−1 n takes its values in D.
Lemma 2. We have
Proof. The map f •qn n fixes 0 with multiplier e 2iπqnεn and the q n -th roots of ε n with the same multiplier for each root. It is therefore of the required form with e 2iπqnεn = 1 + 2iπq n ε n 1 + η n + ε n h n (0) , (the derivative of f •qn n at the q n -th roots of ε n being equal to 1 − 2iπq 2 n ε n (1 + η n )). When n → +∞, 2iπq n ε n → 0, and thus
It is therefore enough to show that
This follows from the fact that z 2qn h n (z) → 0 uniformly on every compact subset of D, because f •qn n takes its values in D.
Corollary 2. We have
It is therefore reasonable to think of f •qn n as a perturbation of the time-1 flow of the vector field ξ n . To compare the dynamics of f n to that of ξ n , we will estimate the complex time taken to go from z to e 2iπ/qn f •qn−1 n (z) and f •qn n (z) following the vector field ξ n . This is the purpose of the following two lemmas. 
By the mean value theorem, if
Thus, the vector field ξ n does not vanish on the segment I z joining z to f
This gives the upper bound for v n .
Lemma 4. When n → +∞, the domain of the map
Proof. In the preceding proof, replacing g n by the function k n of corollary 2 shows that the domain of u n eventually contains any compact subset of D. In addition, by the mean value theorem,
Using lemma 2 to give an upper bound on k n (z) − 1, the result follows easily. We must show that for all ρ < ρ ′ < 1, if n is sufficiently large, X n (ρ) is contained in the set of points whose orbit under iteration of f n remains in D(0, ρ ′ ). We will use the renormalization techniques of Douady-Ghys-Yoccoz. For this purpose, we will work in a coordinate that straightens the vector field ξ n .
Let us first consider the open set
which is invariant by the real flow of the vector field ξ n . The map
is a ramified covering of degree q n , ramified at 0. Thus, there is an isomorphism ψ n : Ω n → D such that
An example of open set Ω n (the shaded region) and some trajectories of the vector field ξ n (q n = 3).
We note φ n : D → Ω n its inverse and π n : H → Ω n \ {0} (H is the upper half-plane) the universal covering given by π n (Z) := φ n e 2iπqnεnZ .
We then have π * n ξ n = ∂ ∂z .
The preimage of X n (ρ) is the half-plane
We define maps F n and G n by
Since the domains of u n and v n eventually contain any compact subset of D, for all ρ < 1, if n is sufficiently large, the domains of F n and G n contain H n (ρ). In addition, the estimates on the modulus of u n and v n show that for all ρ < ρ ′ < 1, if n is sufficiently large, the restrictions of F n and G n to H n (ρ) take their values in H n (ρ ′ ).
Since u n π n (Z) is the complex time taken to go from π n (Z) to f •qn n • π n (Z) following the vector field ξ n , for ρ < ρ ′ < 1 and for n sufficiently large, the map
Since the rotation of angle −1/q n lifts to the translation Z → Z − 1/(q 2 n ε n ) and since v n π n (Z) is the complex time taken to go from π n (Z) to e 2iπ/qn f •qn−1 n •π n (Z) following the vector field ξ n , the map G n :
We now wish to control iterates of F n for a large number of iterates. We will use the following lemma.
Proof. Let K be the antiderivative whose graph is Γ. Assume by contradiction that there is a point
However,
This is the required contradiction. By lemma 4, for all ρ < 1 and all Z ∈ H n (ρ),
Set T n := 1/(q 2 n ε n ). We have π n (Z) qn = ε n e 2iπZ/Tn 1 + e 2iπZ/Tn .
It follows that for all ρ < 1 and all Z ∈ H n (ρ),
with k n a T n -periodic function, given by k n (X) := B n ε n 1 + 1 1 + s n e 2iπX/Tn with s n = ρ qn ρ qn + ε n .
For n sufficiently large, k n satifies the conditions of lemma 5. If K n is an antiderivative of −2k n , on each interval of length T n , the function K n decreases by 2 Tn 0 k n (t) dt.
One can show that this integral is O(B n ). Those considerations yield the following key lemma.
We can now use Douady-Ghys-Yoccoz's renormalization techniques. Assume
If n is sufficiently large, we can define an approximate half-strip U n whose boundary is the union of
and the segment joining
so that the image of Z n is 1. The map g n extends to 0 which is fixed with multiplier e −2iπα , where α is the Brjuno number (independent on n) which was used in the definition of the sequence (θ n ). When n → +∞, R n → +∞ and g n converges to the rotation of angle θ uniformly on every compact subset of C. Thus, the Siegel disk of g n eventually contains any compact subset of C and for n sufficiently large, the orbit of 1 under iteration of g n is infinite.
We see that if ρ < 1, if (z n ) is a sequence of points in X n (ρ) and if (Z n ) is a sequence of points in H n (ρ) such that π n (Z n ) = z n , then there exists a sequence of compositions of G n and F n for which the orbit of Z n is infinite. Thus, there exists a sequence of compositions of f •qn−1 n and f •qn n for which the orbit of z n is infinite. This shows that X n (ρ) is contained in the Siegel disk of f n . This completes the proof of proposition 5.
1.5. Controlling the post-critical set.
Definition 4. We denote by ∂ the Hausdorff semi-distance:
Definition 5. We denote by PC(P α ) the post-critical set of P α :
Proposition 6. There exists N such that as α ′ ∈ S N → α ∈ S N , we have
Corollary 3. If (α n ) is a sequence defined by equation (1), for any δ > 0, if n is large enough, the post-critical set of P αn is contained in the δ-neighborhood of the Siegel disk of P α .
This section is devoted to the proof of proposition 6. We will essentially proceed as in [BC2] . We first recall results of Inou and Shishikura [IS] . Consider the cubic polynomial P (z) = z(1 + z) 2 . This polynomial has a multiple fixed point at 0, a critical point at −1/3 which is mapped to the critical value at −4/27, and a second critical point at −1 which is mapped to 0. We set R = e 4π and v = −4/27. Let U be the open set defined by Figure 6 . A schematic representation of the set U . We colored gray the set of points in U whose image by P is contained in the lower half-plane.
Consider the class of maps
Remark. The set F 1 is identified with the space of univalent maps in the unit disk fixing 0 with derivative 1, which is compact.
Such a map f ∈ F 1 fixes 0 with multiplier 1. The map f : U f → D 0, |v|R is surjective. It is not a ramified covering. The map f has a critical value at v = −4/27.
Theorem 4 (Inou-Shishikura [IS] ). Any f ∈ F 1 has a fixed point at 0 of multiplicity 2. There exists an attracting petal P att,f , a repelling petal P rép,f and Fatou coordinates Φ att,f : P att,f → C and Φ rép,f : P rép,f → C such that the following holds:
and
(3)
then, for all f ∈ F 0 and for all k > 0, Figure 7 . The open set W P the union of the W −k P . We emphasized the boundaries of the sets W P , W −3 P and W −7 P . For a map f ∈ F 1 , the union of W f and its preimages by f has a similar structure.
It easily follows from the compactness of F 1 that there exist integers k 0 , k 1 ≤ k 0 − 2 and N such that if 0 < α < 1/N , then for f ∈ e 2iπα F 1 , we can define a perturbed petal P f and a perturbed Fatou coordinate Φ f :
(2) if V f and W f are defined as in formulaes (2) and (3), then for all 0
We therefore have the following result.
Theorem 5 (Inou-Shishikura [IS] ).
The construction we described also works for polynomials P α with α > 0 sufficiently close to 0 (the only difference is that the critical value of P α is not normalized at −4/27). In the sequel, N is chosen sufficiently large so that a map f which either is a polynomial P α , or belongs to e 2iπα F 1 , has a renormalization R(f ) ∈ e −2iπ/α F 1 . Now, given θ ∈ S N , we can define an infinite sequence of renormalizations by
the conjugacy by s : z →z being introduce so that the rotation number at the origin is ≥ 0. We will now define a sequence of open sets U j containing the post-critical set of P θ . For j ≥ 0, define
If N is sufficiently large, we can define an inverse branch ψ j of φ j−1 on the perturbed petal P fj with values in P fj−1 (there are several possible choices). The map
is then univalent on P fj with values in the dynamical plane of the polynomial P θ . We define P j (resp. P
Proof. This property holds close to 0 where the maps are close to rotations. It therefore holds everywhere by analytic continuation.
Lemma 8. The post-critical set of P θ is contained in
Proof. For all n > j, we can iterate f n at least twice at its critical point. Since f n is a renormalization of f j+1 , this means that we can iterate f j+1 many times at its critical point. Since n can be taken arbitrarily large, the postcritical set of f j+1 is infinite.
It follows that if the orbit of z ′ under iteration of f j+1 is infinite, the orbit of z under iteration of f j is infinite, returns in D j infinitely many times, two consecutive returns differing by at most a j+1 + ℓ iterates. In particular, this is the case if z is a preimage of the critical point of f j such that z ′ is the critical point of f j+1 .
Using lemma 7 to transfer this result to the dynamical plane of P θ , we see that there is a preimage of the critical orbit of P θ whose orbit returns in C j infinitely many times, two consecutive returns differing by at most q j+1 + ℓq j iterates.
Note that for each fixed j, the set U j depends continuously on θ as long as the first j approximants remain unchanged. Hence, given θ ∈ S N and δ > 0, if n is sufficiently large and if the continued fraction of θ 1 ∈ S N has the same first n coefficients as θ, then U j (θ 1 ) is contained in a δ-neighborhood of U j (θ).
In order to complete the proof of proposition 6, it is therefore enough to show that for all θ ∈ S N , as j → +∞, U j → ∆ where ∆ is the Siegel disk of P θ .
Set
. Let us first show that C ′′ j is contained in a small neighborhood of ∆ θ for j large. Points in D ′′ j which are images by Ψ j of points in the Siegel disk ∆ fj of f j are contained in the Siegel disk ∆ θ of P θ . They do not pose any problem. The disks ∆ fj contain a disk D(0, r) whose radius does not depend on j (because θ is of bounded type). Thus, there exist an annulus contained in P fj whose modulus is bounded from below independently on j and which surrounds D ′′ j \ ∆ fj . The map Ψ j is univalent on P fj . We can therefore apply Koebe's distortion lemma to show that C ′′ j \ ∆ θ has a diameter comparable to the distance between to point of the boundary of ∆ θ contained in C ′′ j , the first being mapped to the second by P qj θ . Points in U j \ ∆ θ are preimages of points in C ′′ j \ ∆ θ by inverse branches of P k θ , k ≤ q j+1 + ℓq j . The number of critical values of P qj+1+ℓqj θ in ψ j (P fj ) is equal to the number of critical values of f aj+1+ℓ j in P fj . This number is bounded from above by a j+1 and since θ is of bounded type, the bound does not depend on j. A variant of Koebe's distortion lemma for ramified coverings enables to conclude that points in U j \ ∆ θ are at a distance to ∆ θ less than
where M is a constant that does not depend on j. This supremum tends to 0 as j tends to +∞.
1.6. Lebesgue density near the boundary of a Siegel disk. Definition 6. If α is a Brjuno number and if δ > 0, we denote by ∆ the Siegel disk of P α and by K(δ) the set of points whose orbit under iteration of P α remains at distance less than δ of ∆.
Our proof will be based on the following theorem of Curtis T. McMullen [McM] .
Theorem 6 (McMullen). Assume α is a bounded type irrational and δ > 0. Then, every point z ∈ ∂∆ is a Lebesgue density point of K(δ).
Corollary 4. Assume α is a bounded type irrational and δ > 0. Then,
Proof. Given any η > 0, we can write ∂∆ as a union of closed sets X i such that
By Baire category, one of these sets X i contains an open subset of ∂∆. Using the dynamics, we spread X i around to get a finite cover of ∂∆, and conclude ∂∆ = X j for some j. In other words, √ 5−1)/2, the critical point of P α is a Lebesgue density point of the set of points whose orbit remain in D(0, 1). 1.7. The proof. Let (α n ) be a sequence defined by equation (1) with N sufficiently large so that the results of the previous section apply.
By proposition 4, lim inf area(K αn ) ≥ 1 2 area(K α ).
Everything relies on our ability to promote the coefficient 1/2 to a coefficient 1. Denote by K (resp. K n ) the filled-in Julia set of P α (resp. P αn ) and by ∆ (resp. ∆ n ) its Siegel disk. For δ > 0, set
. Those sets are compact subsets of C. This is an immediate consequence of proposition 4.
Proposition 8. For all δ > 0, if n is sufficiently large, the post-critical set of P αn is contained in V (δ). This is just a restatement of corollary 3.
Proposition 9. For all η > 0 and all δ > 0, there exists
This is an immediate consequence of corollary 4. Let us now come to the key proposition.
Proposition 10. For all δ > 0, dens ∆ K n (δ) −→ n→+∞ 1.
Proof. Define ρ n : ]0, +∞[ → [0, 1] by:
We want to show that (∀δ > 0) ρ n (δ) −→ n→+∞ 0.
We will show that
This yields
The result follows easily.
Step 1. By Koebe distortion theorem, there exists a constant κ such that for all map φ : D := D(a, r) → C which extends univalently to D(a, 3r/2), we have
We choose η > 0 such that
Given c > 0, we choose γ > 0 so that area V (γ) \ ∆ < c · area(∆).
Step 2. Fix δ > 0. By proposition 9, there exists δ ′ > 0 such that 2δ ′ < δ and
Taking a smaller δ ′ if necessary, for n sufficiently large, the orbit under iteration of P αn of a point z ∈ ∆ cannot escape from V (2δ ′ ) without landing in W . Indeed, if δ ′ is sufficiently small, |P ′ α | < 4 on V (2δ ′ ) and since P α (∆) = ∆, we have
This inclusion is still valid for α n sufficiently close to α. Set
For n sufficiently large, we therefore have
Step 3. By proposition 8, for n sufficiently large, the post-critical set of P αn is contained in V (δ ′ /2). In that case, if z ∈ X n and if z k := P •k αn (z) ∈ W , there exists a univalent map φ : D := D(z k , δ ′ ) → C such that
• φ is the inverse branch of P •k αn which maps z k to z and • φ extends univalently to D(z k , 3δ ′ /2).
Step 4. Set
If n is sufficiently large, we then have
Step 5. We will now use the notation m| X for the Lebesgue measure on X, extended by 0 outside X. By proposition 7, we have lim inf n→+∞ m| Kn(δ) ≥ 1 2 m| ∆ for the weak convergence of measures. It follows that for all ℓ,
• for all univalent map φ :
• for the largest disk D := D φ(z), r ⊂ U ,
• for all square Q ⊂ D with edge of length greater than r/2 √ 2,
Step 6. We call douadic square a square of the form p 2 r , p + 1 2 r + i q 2 r , q + 1 2 r with p, q, r ∈ Z. For all r > 0, the largest douadic square containing z and contained in the disk D(z, r) has an edge of length greater than r/2 √ 2. So, for all z ∈ X n such that z k := P •k αn (z) ∈ W , there exists a douadic square Q z which contains z, is contained in V (γ) \ K n (δ ′ ), such that
This implies that
Then,
We have just proved that for n sufficiently large,
We therefore have area(∆ α ∩ K αn ) −→ n→+∞ area(∆ α ) and area(K αn ) −→ n→+∞ area(K α ).
This completes the proof of the existence of a quadratic polynomial having a Cremer fixed point and a Julia set of positive area.
The linearizable case
In order to find a quadratic polynomial with a linearizable fixed point and a Julia set of positive area, we need to improve the argument.
Definition 7. If α is a Brjuno number, we denote by ∆ α the Siegel disk of P α and by r α its conformal radius. For ρ < r α , we denote by ∆ α (ρ) the invariant sub-disk with conformal radius ρ and by L α (ρ) the set of point in K α whose orbit does not intersect ∆ α (ρ).
The main proposition is the following.
Proposition 11. There exists a set S of bounded type irrationals such that for all α ∈ S, all ρ < ρ ′ < r α and all ε > 0, there exists α ′ ∈ S with • |α ′ − α| < ε,
Proof. We can choose S = S N with N large enough (in order to be able to apply Inou and Shishikura techniques) . The proof goes exactly as in the Cremer case except for two differences.
In the definition of the sequence (α n ) (equation 1), we choose the sequence A n so that
This guaranties that r αn −→ n→+∞ ρ ′ (see [ABC] ).
We need to replace the set K(δ) (resp. K n (δ)) by the set L(δ) (resp. L n (δ)) of points whose orbit under iteration of P α (resp. P αn ) remain in V (δ) and never enters ∆ α (ρ) (resp. ∆ αn (ρ)). McMullen's result implies that every point in ∂∆ α is a Lebesgue density point of L(δ).
Proof of theorem 2. We start with α 0 ∈ S and set ρ 0 := r α0 . We then choose two sequences of real numbers ε n in (0, 1) and ρ n in (0, ρ 0 ) such that (1 − ε n ) > 0 and ρ n ց ρ > 0. We can construct inductively a sequence (α n ∈ S) such that for all n ≥ 1,
• r αn ∈ (ρ n , ρ n−1 ) and • area L αn (ρ) ≥ (1 − ε n )area L αn−1 (ρ) . We set L n := L αn (ρ).
Since the conformal radius of a fixed Siegel disk depends upper semi-continuously on the polynomial (a limit of linearizations linearizes the limit), by choosing α n sufficiently close to α n−1 at each step, we can guaranty that
• the sequence (α n ) is a Cauchy sequence that converges to a limit α and • r α = ρ. We then have area(lim sup L n ) ≥ area(L 0 ) · (1 − ε n ) > 0.
On the one hand, lim sup L n ⊂ lim sup K αn ⊂ K α . On the other hand, lim sup L n ⊂ C\ • Kα . Otherwise, we could find a sequence of points z n ∈ L n converging to a point z such that P k α (z) ∈ ∆ α for some integer k. Replacing z n by P k αn (z n ) we could assume that z n → z ∈ ∆ α . Since the sequence of linearizing maps φ n : D(0, r αn ) → ∆ n converges to the linearizing map φ : D(0, ρ) → C on every compact subset of D(0, ρ), it would follow that for n large enough, z n = φ n (w n ) with w n close to w = φ −1 (z). We would obtain a contradiction since |w| < ρ and |w n | > ρ.
Hence, lim sup L n ⊂ J α and area(J α ) ≥ area(lim sup L n ) > 0.
The infinitely renormalizable case
In order to find an infinitely renormalizable quadratic polynomial with a Julia set of positive area, we need a minor modification based on Sørensen's construction of an infinitely renormalizable quadratic polynomial with a non-locally connected Julia set.
Proposition 12. There exists a set S of bounded type irrationals such that for all α ∈ S and all ε > 0, there exists α ′ ∈ C \ R with
• |α ′ − α| < ε, • P α ′ has a periodic Siegel disk with rotation number in S and
Since α ′ is not real, if α ′ is sufficiently close to α, the periodic Siegel disk is not fixed.
Proof. We can choose S = S N with N large enough (in order to be able to apply Inou and Shishikura techniques). The proof essentially goes as in the Cremer case Given α ∈ S, we let p k /q k be its approximants, and we consider the functions of explosion χ k given by proposition 3. If α ′ belongs to the disk centered at p k /q k with radius 1/q 3 k , the set
We consider a sequence (α n ) converging to α so that
• lim sup n→+∞ qn α n − p n /q n = +∞ and N, N, N, . . .] with lim sup n→+∞ qn A n = +∞.
We control the shape of the cycle of Siegel disk as in the Cremer case. For all ρ < 1 and all n sufficiently large, the cycle of Siegel disks contains the χ n Y n (ρ) with Y n (ρ) := z ∈ C z qn − ε n z qn ∈ D(0, s n ) with s n := ρ qn − |ε n | ρ qn .
For this purpose, we work in the coordinate given by χ n and compare the dynamics of the conjugated map to the flow of a vector field. We control the post-critical set of P αn via Inou-Shishikura's techniques. We then control the loss of area as in the Cremer case.
Definition 8. For c ∈ C, we denote by Q c the quadratic polynomial Q c : z → z 2 +c.
With an abuse of notations, we denote by K c its filled-in Julia set and by J c its Julia set. We denote by M the Mandelbrot set, i.e. the set of parameters c for which K c is connected.
The previous proposition can be restated as follows.
Proposition 13. Assume P c has a fixed Siegel disk with rotation number in S. Then, for all ε > 0, there exists c ′ such that • |c ′ − c| < ε, • P c ′ has a periodic Siegel disk with rotation number in S and • area(K c ′ ) > (1 − ε)area(K c ).
In fact, such a c is on the boundary of the main cardioid of M and the proof we proposed yields a c ′ which is on the boundary of a satellite component of the main cardioid of M .
Using the theory of quadratic-like maps introduced by Douady and Hubbard [DH2] , we can transfer this statement to perturbations of quadratic polynomials having periodic Siegel disks. We will use the notions of renormalization and tuning (see for example [H] ).
If 0 is periodic of period p under iteration of Q c0 , then c 0 is the center of a hyperbolic component Ω of the Mandelbrot set. This component Ω has a root: the parameter c 1 ∈ ∂Ω such that Q c1 has an indifferent cycle with multiplier 1. In addition, there exist Proof. Let p be the period of 0 under iteration of Q c0 . We can find a neighborhood Λ of c 0 ⊥ c and an analytic family of quadratic-like maps f λ := Q •p λ : U ′ λ → U λ λ∈Λ such that for all c ′ ∈ M sufficiently close to c, f c0⊥c ′ is hybrid conjugate to Q c ′ .
Let φ c ′ : U c0⊥c ′ → C be the hybrid conjugacies. As c ′ → c, the modulus of the annulus U c0⊥c ′ \ U ′ c0⊥c ′ is bounded from below. So, the φ c ′ can be chosen to have a uniformly bounded quasiconformal dilatation. They are in a compact family and since they are absolutely continuous with respect to the Lebesgue measure. Thus, if c ′ ∈ M → c ∈ M with area(K c ′ ) → area(K c ), we have
It follows easily that area(K c0⊥c ′ ) → area(K c0⊥c ) since almost every point in K c0⊥c has an orbit terminating in φ −1 c (K c ). Proof of theorem 3. If Q c has a periodic Siegel disk then c is on the boundary of a hyperbolic component with center c 0 . We denote by Ω c this hyperbolic component and we set M c := c 0 ⊥ M .
We will denote by S the image of S by the map α → e 2iπα /2 − e 4iπα /4. Then, c ∈ S if and only if P c has a fixed Siegel disk with rotation number in S. Moreover, P c has a periodic Siegel disk with rotation number in S if and only if c = c 0 ⊥ s with c 0 the center of the hyperbolic component containing c in its boundary and s ∈ S.
It follows from propositions 13 and 14 that if Q c has a periodic Siegel disk with rotation number in S, then for all ε > 0, we can find c ′ ∈ M c \ Ω c such that • |c ′ − c| < ε, • P c ′ has a periodic Siegel disk with rotation number in S and • area(K c ′ ) > (1 − ε)area(K c ). Let us choose a parameter c 0 ∈ S and a sequence of real number ε n in (0, 1) such that (1 − ε n ) > 0. We can construct inductively a sequence (c n ) such that
