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Abstract 
Forecasting is one of the important research topics in the analysis of the hydrological time series. In order to improve 
the prediction accuracy for complex flood process, this paper presents a hybrid prediction method, which is based on 
combining multiple support vector machine (SVM) models. According to different discharge levels, multiple sub-
models are established respectively, from which the final result is integrated. For each sub-model, the input is 
optimally determined by elaborate correlation analysis. Experimental results on the discharge prediction of 
Wangjiaba station on Huaihe River of China show that the hybrid model can significantly improve the prediction 
accuracy, compared to the single model without partitioning of the discharge. 
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1. Introduction 
Time series data mining research mainly include: forecasting, classification, clustering, similarity 
analysis and sequential pattern mining. Among hydrological time series analysis, runoff forecasting is a 
kind of classical hydrological problem, with important significance in water resource allocation 
management and flood control and disaster alleviation decision support. However, due to factors of the 
upriver flow, the climate and various underlying surface situation, the flow often displays a complicated 
nonlinear and non-stationary characteristics[1-4]. Wangjiaba on the Huaihe River is of great importance, 
due to its complex physical geography situation and location. The factors affecting Wangjiaba’s flow 
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mainly come from the following three upstream sites: XiXian, HuangChuan , and BanTai, in addition to 
the area rainfall or precipitation. The impact is very complex, and the relationship between flood season 
and non-flood season is different too. With different level of flow, the flow velocity is different, which 
will result in different flood transmission time. If only a single model is employed, it is difficult to fit a 
proper model for all the data from different situations. According to the special characteristics of flow 
prediction, this paper has proposed a hybrid forecasting method on the basis of support vector machine 
(SVM) , training each sub-model respectively, putting emphasis on the relationship between input and 
output of different level of water discharge, and finally integrating these multiple sub-models to forecast. 
The experiments have proved that, compared to a single model, this method can effectively improve the 
prediction accuracy, especially for those higher flow level prediction during the flood season, whose 
accuracy have been dramatically improved.  
 Previous studies mostly focus on predicting the value of the peak flow, not on the flood peak 
propagation time, which is often given by experienced hydrological observers. But in fact with the natural 
and social conditions changed, this propagation time changes gradually[5].With the proposed hybrid 
forecasting model, this paper also makes use of the correlation coefficient method to estimate the 
propagation time of different flood peaks. Different propagation time means different input for the 
prediction model. It has an important significance in hydrology forecasting. Through mining the historical 
hydrological time series data, the relationship between the flow of upstream and downstream stations is 
discovered, which is helpful to determine the input of the prediction model. The experimental results 
show that the method is simple and effective, not only can estimate each sub-model accurately, but also is 
beneficial to ensure the proper input of each sub-model. 
2. The proposed method 
2.1. Support Vector Machine (SVM) 
Support Vector Machine (SVM in short) method is one of the youngest in the statistical theory[6]. In 
the medium of 1990s, the success of statistical learning theory and SVM method has attracted a lot of 
researchers’ attention. It has a solid theoretical foundation and good ability of extension, and has achieved 
great success in the pattern recognition area, such as handwritten character recognition, text classification 
and face recognition. The basic idea of SVM can be summarized as follows: the input space is firstly 
transformed into a high dimensional space by nonlinear transformation, and then an optimal linear 
classification hyperplane is constructed in the new space, while this kind of nonlinear transform is defined 
by the appropriate inner product function (or kernel function). With the principle of minimizing structural 
risk, SVM is better than the traditional neural networks.  
Another key characteristic of SVM is that training SVM is equivalent to solving a linearly constrained 
quadratic programming problem so that the solution of SVM is always unique and globally optimal, 
unlike other neural networks training which requires nonlinear optimization with the danger of getting 
stuck into local minima. In SVM, the solution to the problem is only dependent on a subset of training 
data points which are referred to as support vectors. Using only support vectors, the same solution can be 
obtained as using all the training data points.  
Although SVM is firstly proposed for classification purpose, it can also be used to perform regression, 
which is called support vector regression (SVR). In this paper, SVR is utilized as the basis model to build 
a hybrid water discharge prediction model. 
2.2. The hybrid model 
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2.2.1 Establishment of the single sub-model 
Previous flow forecasting models often adopt single model and then try to optimize its performance, 
however, in the flow prediction process of Wangjiaba station, we have found that a single SVM model is 
inadequate to completely describe its complex hydrological processes, especially during different levels 
of flood and non-flood periods. The change of flood peaks’ travel time will lead to different input and 
output relationship. A single model is so hard to get unified hydrological conditions of different periods 
that the forecasting results are thus not satisfactory. 
In order to improve the above situation, and boost the prediction accuracy, we establish a mixed model 
to different level of flow charges, based on the different relationship of input and output during different 
flood periods. One single SVM sub-model is established respectively for different level of flow and then 
they are combined. Since most data are concentrated in the non-flood period, the data density of low flow 
is much higher than those of the higher ones. According to the density of the data, we have divided the 
flow into the following flow levels: 0-300, 300-1000, 1000-2000, 2000-4000, and 4000-8000. 
After partitioning the model, the next step is to determine the input of each sub-model. We adopt the 
correlation coefficient to estimate different flood peak transmission time and then decide the 
corresponding input of each sub-model. 
2.2.2 Input determination based on correlation coefficient 
Correlation coefficient is also called Pearson correlation coefficient, which is often used to indicate the 
correlation between two variables [7]. Let r be the correlation coefficient and its value is within [-1, 1]. If 
value r is positive, then the two variables are positive correlation; otherwise is negative correlation. Its 
absolute value signifies the correlation degree of two variables. The larger is the absolute value of r, the 
more closely related between them. 
The formula for computing correlation coefficient is defined in (1): 
r= =                                                            (1) 
In this article, correlation coefficient is employed to investigate the relevance of the input and the 
prediction target. Our goal is to improve the correlation between the input and the output of the model. 
For Area Rainfall, when the correlation is smaller in the consecutive flood season, its cumulative sum is 
used instead. Due to space limitation, we only choose the sub-model between 1000- 2000 as an example 
to illustrate how to determine the inputs. For the forecast lead time is 24h, the input must be 24h ahead. 
The detailed correlation coefficients are shown in table 1. 












wjb-24h 0.42 xx-24h 0.66 hc-24h 0.66 bt-24h 0.35 pa-24h 0.49 
wjb-30h 0.01 xx-30h 0.52 hc-30h 0.55 bt-30h 0.26 pa-30h 0.63 
  xx-36h 0.38 hc-36h 0.38 bt-36h 0.15 pa-36h 0.63 
  xx-42h 0.23 hc-42h 0.27 bt-42h 0.05 pa-42h 0.57 
  xx-48h 0.08 hc-48h 0.14 bt-48h 0.02 pa-48h 0.46 
        pa-54h 0.37 
        pa-60h 0.31 
        pa-66h 0.18 
        pa-72h 0.17 
where CC stands for correlation coefficient; wjb, xx, hc, bt, pa denote the Wangjiaba, Xixian, HuangChuan, BanTai, area rainfall 
respectively, wjb-24h stands for the flow of Wangjiaba before 24 hours, the rest means in the same manner. 
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From table 1 it can be found, correlation coefficients of wjb, xx, hc, bt with a delay of 24h are 
obviously higher. Hence, these points are selected as the input. In addition, the difference at these points 
are also added to boost the prediction accuracy. For pa (area precipitation), correlation coefficient 
distribute relatively average, which is determined by its underlying geographical and physical 
characteristics. We select several strong correlated points before 24h-48h as the input. Taking its equal 
characteristics into consideration, summarizing all points as an additional input, and finally determined 
the inputs as follows, wjb-24h, ⊿wjb24h, xx24h, ⊿xx24h, hc24h, ⊿hc24h, bt24h, ⊿bt24h, Pa24h, Pa30h, Pa36h, 
Pa42h, Pa48h, and pasum. ⊿ wjb24h = wjb24h-wjb30h, and so forth. Adding of difference information 
implicitly includes the information of the near future trend of flow, which can also improve the situation 
of high correlation between the inputs in another way. The pasum is the accumulation of area rainfall at 
each time. 
3. Experimental results and analysis 
The discharge of Wangjiaba station in flood season is chosen as the research subject. Wangjiaba 
station is located in the middle stream of the Huaihe River, which covers more than 2 billion people in 
HeNan, AnHui and JiangSu provinces and is of vital importance to the nation. The basin’s climate 
conditions vary from semi-humid in the south to semi-arid in the north. Precipitation mainly occurs in the 
period from mid-May to mid-October, which often causes basin wide flooding[8].The 1975 flood in the 
Huaihe River Basin led to 26,000 deaths, with one million people affected and the collapse of two big 
reservoirs and 60 smaller ones[9]. 
The forecast lead time is 24h. The experimental data is the discharge series of Wangjiaba, Xixian, 
Huangchuan, Bantai, and the area rainfall. The time spans from every May to September during year 
1998 to 2008, and the sampling rate of the data is every six hours. The training set includes those data 
from 1998 to 2006, while the rest two years data act as the test set. 
Before giving out the detailed experimental results, we first introduce the evaluation standard adopted 
in this paper. In the field of hydrology forecasting, the deterministic coefficient is generally used as the 
evaluation measure. Deterministic coefficient is in the range [0, 1]. The more close to 1.0, the higher is 
the prediction precision. It is defined as follows in (2): 
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where DC stands for the Deterministic coefficient; 0 ( )y i  the measured value; ( )cy i  the predicted 
value; 0y  the mean value of the measured value; n  the total sample number used for forecasting; 
Firstly, multiple sub-models are trained on the data from year 1998 to 2006, then testing with data of 
year 2007-2008, and finally a hybrid model is formed to get the prediction results. Table 2 gives the final 
results, where 0-8000 stands for the hybrid model.  
Table 2. Prediction results of the hybrid model 
Models 0-300 300-1000 1000-2000 2000-4000 4000-8000 0-8000 
Deterministic Coefficient 0.9618 0.9732 0.9918 0.9941 0.9963 0.9891 
We have also trained another single SVM without partitioning all the flow data. It is denoted as the 
single model. The Deterministic Coefficient of the single model only reaches 0.9586, which is much 
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lower than the proposed hybrid model (0.9891). The corresponding prediction curves of the two models 
are shown in Figure 1 and Figure 2 respectively. 
 
Fig. 1. Predicting curves of the single model 
 
Fig. 2. Predicting curves of the hybrid model 
The results show that the proposed hybrid model is much better than the single model, which is trained 
as a whole model. At the same time, the deterministic coefficient is improved greatly. From the curves in 
figure 1 and figure 2, the predicting value of the hybrid model fit the actual measured value better, 
especially during the flood peak process. 
The above experiments have proved that, compared with the single model, the proposed hybrid model 
has stronger predictive capability, whose rationale lies in that the hybrid model cope with forecasting by 
dividing flows into different levels, which correspond to the actual underlying hydrological physical 
situations.  
4. Conclusion 
This paper aims at tackling the problem of complex hydrological time series prediction from the 
perspective of data-driven paradigm. Based on the support vector machine (SVM), multiple sub-models 
combination is put forward to deal with the complicated flow discharge process. Experiments on the flow 
prediction of Wangjiaba station on Huaihe River have proved that the hybrid model withholds stronger 
predictive capability than the single model without flow partitioning, especially in the prediction of high 
flow in severe floods, thus greatly improving the total accuracy. It can be concluded that combining data 
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mining technique from the data-driven perspective and the actual hydrological physical information can 
improve the accuracy of time series prediction effectively. Limitations of this paper lie in the division of 
the water charge levels just based on the domain expertise. How to partition the flow levels and determine 
the model numbers more reasonably will be the focus of our future research. 
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