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Abstract
The treatment of strongly interacting two-dimensional Fermi systems constitutes one of
the most challenging problems in the field of condensed matter physics. Many theoretical
works focused on the strongly coupled Hubbard model, since it is expected to capture
the most important physics of cuprate superconductors. Due to our methodological
improvements and understanding of the frequency dependence of the two-particle vertex
function, the functional renormalization group combined with the dynamical mean field
theory can now be used to study competing correlations in the strongly interacting
regime.
While limited to moderate interaction strengths, the functional renormalization group
describes efficiently systems with a hierarchy of different energy scales and competing
correlations. For instance, it provides definite evidence for d-wave superconductivity in
the two-dimensional Hubbard model at moderate coupling. In a first project, we study
the frequency dependence of the one-particle irreducible vertex function generated by
the functional renormalization group flow. The frequency dependence, which becomes
singular for strong interactions, appears to be important already for moderate couplings,
and it cannot be represented by separate channels each depending on a single linear
combination of frequencies.
For strongly interacting systems, the dynamical mean field theory captures strong
local correlation effects nonperturbatively. With this approximation, we study the im-
pact of local correlations on the magnetic susceptibility. The local dynamics strongly
affects the spin response function and its momentum dependence. In contrast to the
widely used random-phase approximation with self-energy corrections that predicts Ne´el
antiferromagnetic order, the local vertex corrections favor an incommensurate order sim-
ilar to the ordering instability predicted by the Fermi surface geometry, as for weakly
i
interacting systems.
The dynamical mean field theory is also used as starting point for the functional
renormalization group flow. We demonstrate that, due to our improvements for the
parametrization of the vertex function, this approach is actually able to access the strong
coupling physics. Moreover, we derive a flow scheme that conserves the local contribu-
tions and reduces the truncation error of the flow equations. In the strongly interacting
regime, we capture strong d-wave pairing correlations driven by magnetic fluctuations
with a mechanism similar to the one observed in the weakly interacting system.
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Introduction
Motivation and overview
The discovery of high-temperature superconductivity in cuprates by Bednorz and Mu¨ller
[1] opened new challenges in the field of strongly correlated electron systems. Since then,
much progress has been made on both the theoretical and experimental side. Due to the
low dimensionality of the Cu-O plane, responsible for the relevant physics, nonlocal fluc-
tuation effects are particularly important, leading to competing instabilities and a rich
phase diagram [2, 3]. The competition between the antiferromagnetic and superconduct-
ing instabilities represents only part of the phase diagram, which exhibits many other
features, such as, anomalous transport properties in the normal state [4], a pseudogap
phase, and charge-density-wave order [5, 6].
Right after the discovery of superconducting cuprates, P. W. Anderson [7] proposed
the two-dimensional Hubbard model on a square lattice for the electrons moving in the
Cu-O planes. Zhang and Rice [8] showed that the single-band Hamiltonian is indeed
able to capture the low energy physics of these compounds. This model [9] has been
originally introduced for three-dimensional materials with partially filled d- or f -shells
which exhibit, on one side, properties predicted by the band theory and, on the other
side, features explained by the atomic model. The Hubbard model describes spin-1
2
lattice fermions with inter-site hopping amplitudes tij and a local interaction U . The
Hamiltonian is given by
H =
∑
i,j,σ
tijc
†
i,σcj,σ + U
∑
i
ni,↑ni,↓, (1)
where c†i,σ (ci,σ) creates (annihilates) fermions on site i with spin orientation σ (↑ or
v
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↓), and ni,σ = c†i,σci,σ. We consider the two-dimensional case on a square lattice and
repulsive interaction U > 0. The hopping amplitude is restricted to tij = −t for nearest
neighbors and tij = −t′ for next-to-nearest neighbors. Fourier transforming the hopping
matrix yields the bare dispersion relation as
εk = −2t (cos kx + cos ky)− 4t′ cos kx cos ky. (2)
The Hamiltonian in Eq. (1) represents the competition between the tendency towards
localization, driven by the onsite interaction term, and an itinerant electron picture at
small coupling. Recently, it became possible to realize the Hubbard model in experiments
by using an atomic quantum gas in an optical lattice [10, 11], see Ref. [12] for a review.
At half-filling the physics is dominated by strong antiferromagnetic fluctuations and
the low energy physics is captured by the nonlinear sigma model [13].
While limited to weak coupling, methods like the fluctuations exchange approxima-
tion (FLEX) [14, 15], self-consistent perturbation theory around an ordered state [16],
parquet approximation [17, 18] and functional renormalization group (fRG) [19, 20],
provide a better understanding of the model. The self-consistent perturbation theory
expands in powers of the interaction strength at fixed order parameter and can be used
to correct the mean-field solution of the system [16]. The FLEX approximation par-
tially decouples the fluctuating channels and describes the pairing instability with a
spin-fluctuations mediated mechanism. On the other side, the parquet approach and the
fRG treat all the interacting channels on equal footing. The equations involved in the
parquet approach are, however, difficult to be implemented and have been solved only
in special cases [17] or, more recently, with a rough momentum discretization [18].
The renormalization group (RG) dates back to the early 70s, when K. G. Wilson [21]
applied the renormalization group to the quantum field theory for critical phenomena
and reinterpreted it in terms of the scaling picture by Kadanoff [22]. The idea is to
treat fluctuations at different scales by continuously taking them into account from the
high-energy to the low-energy scales. This continuous integration defines the RG flow.
Among the different implementations of the Wilsonian flows [23, 24], Wetterich’s formu-
lation, the one-particle irreducible fRG, is particularly efficient [19]. The fRG solves the
functional integrals in a scale-selective way through an exact differential equation for the
functional generator of the one-particle irreducible (1PI) vertex functions. The truncated
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field expansion in terms of 1PI vertices introduces, in the context of the Hubbard model,
a limitation to weak-to-moderate interaction strengths. Functional RG equations were
first used for an unbiased instability analysis of the two-dimensional Hubbard model by
Halboth and Metzner [25], Honerkamp et al. [26] and Zanchi and Schulz [27, 28]. A
d-wave pairing instability in the Cooper channel has been observed in the weak coupling
regime. The pairing mechanism is clearly of magnetic type, where strong antiferromag-
netic fluctuations, generated at the early stage of the flow, drive the divergence of the
d-wave pairing interaction.
A key object of the fRG is the two-particle vertex function, representing the fermionic
effective interaction. For instance, it determines the susceptibilities and the flow of the
self-energy. In a translation invariant system, the vertex depends on three independent
frequency and momentum variables, making a precise numerical treatment difficult. A
suitable parametrization is necessary for the numerical implementation of the flow equa-
tions. Several parametrizations in both frequency and momentum space have been pro-
posed, for instance, in the Anderson impurity model [29, 30, 31], the Holstein-Hubbard
model [32] and in the 2D Hubbard model [33, 34, 35]. The frequency dependence has
received an increasing attention in this field. While irrelevant in power counting, the
vertex frequency dependence becomes singular upon approaching instabilities toward
symmetry breaking [34]; the singular dependence is associated with the appearance of
Goldstone modes [36]. Husemann et al. [33] introduced a vertex decomposition in terms
of pairing, magnetic and charge channels with a simplified treatment of the frequency
dependence. In an earlier fRG analysis of the single-impurity Anderson model, Karrasch
et al. [29] suggested an approximate parametrization where the frequency dependence
of the vertex is supposed to be separable, where each channel depends only on a linear
combination of frequencies. In the Hubbard model, with a refined parametrization, a
spurious divergence without physical interpretation was found in the charge channel at
finite frequency transfer [34].
Baier et al. [37] treated the fluctuations of the antiferromagnetic order parameter
via a Hubbard-Stratonovich transformation. By using the dynamical bosonization [38],
where the bosonization is continuously applied during the flow, they showed that at
low temperature the flow is governed by the fluctuations associated with the Goldstone
mode. In this way, the Mermin-Wagner theorem [39] is fulfilled already at the one-loop
level.
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At strong coupling, methods like quantum Monte Carlo (QMC) and the dynamical
mean field theory (DMFT) [40, 41, 42], together with its extensions [43, 44], treat the
correlation effects nonperturbatively. QMC is limited by the system size and by the
statistical error which becomes a dramatic issue when considering the doped regime
due to the famous sign problem. For a review of QMC for the 2D Hubbard model see
Ref. [45].
By mapping the lattice system onto an impurity problem, the DMFT is able to include
strong local correlations nonperturbatively. A major success of DMFT is the description
of the Mott metal-insulator transition, which plays a crucial role in the strongly interact-
ing Hubbard model. This method has been extended to cluster approximations to take
short-ranged nonlocal correlations into account [43]. In this case, pairing order has been
found by forcing the paramagnetic solution [46, 47]. Diagrammatic extensions of DMFT
are able to include long-ranged correlations by perturbative methods [44]; for instance,
we mention the dynamical vertex approximation (DΓA) [48] and the triply irreducible
local expansion (TRILEX) [49]. In the search for superconducting solutions, both use
the Eliashberg-type approximation with local vertex corrections. Within the DΓA in its
ladder-approximation supplemented by the Moriyaesque λ-correction [50], Kitatani et
al. [51] found a superconducting solution at moderate-to-strong coupling. The TRILEX
has been recently applied to the Hubbard model [52].
Another diagrammatic extension of DMFT is the DMF2RG, introduced by Taranto
et al. [53] and able to combine the strength of the DMFT with the fRG. In this for-
malism, the DMFT solution provides the starting condition for the flow equations. The
Mott physics is captured by the DMFT, while the weaker nonlocal correlations may
be captured by a manageable approximation of the exact fRG flow. This new method
aims at the treatment of competing instabilities in the regime of intermediate-to-strong
coupling. Taranto et al. [53] used an approximate vertex parametrization that limited
the applicability to weak-to-moderate coupling. They applied this method at half-filling,
t′ = 0 and finite temperature, where the expected antiferromagnetic instability has been
found. Close to such instability, the self-energy acquires a strong momentum dependence
only for the lowest available Matsubara frequency.
A better understanding of the effective interaction is essential in approaching the
strong coupling regime. The frequency dependence of the vertex plays an increasingly
important role in this regime, as has been confirmed for quantum impurity models [30,
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31], and in the DMFT [44, 54]. A proper treatment of the frequency dependence of the
vertex is mandatory for methods dealing with the interplay between fluctuations in all
the channels and, at the same time, correlation effects at strong coupling.
Contributions and outline
The thesis is organized as follows:
• In Chapter 1, we give a short introduction of the methods used in the thesis; these
are the fRG, the DMFT, and the DMF2RG. The derivation of the fRG equations
follows the formalism and conventions of the review by Metzner et al. [20]. We also
comment on the truncation of the flow equation hierarchy for the vertices. Then, by
starting from the local approximation of the self-energy, we derive the DMFT self-
consistency condition for the Hubbard model. Within the DMFT, we discuss both
the paramagnetic and the antiferromagnetic solutions at half-filling. Finally, we show
how to consistently combine the fRG with the DMFT into the DMF2RG by letting
the flow start from the DMFT solution.
• In Chapter 2, we apply the fRG at moderate coupling and finite temperature. We pro-
vide parametrizations of the vertex and the self-energy without any assumption on the
frequency dependence, while projecting the momentum dependence onto a small set
of form factors. We extend the decomposition introduced by Husemann et al. [34] by
retaining the full frequency dependence of all interacting channels. A detailed analysis
is performed by specifically focusing on the understanding and interpretation of the
frequency structures that becomes important already at moderate coupling. Nonsepa-
rable frequency dependences appear to be important, meaning that the channels do not
only depend on the bosonic frequency transfer but also on the remaining two fermionic
frequencies. We confirm the presence of the spurious divergence in the charge channel
observed in Ref. [34] and reveal its mechanism as a feedback effect of the frequency
dependent magnetic channel on the charge channel. Such divergence is cancelled by
the feedback of the self-energy, in contrast with the widespread assumption that the
self-energy plays a minor role for moderate interaction. Consistently, we also study
the frequency dependence of the self-energy, which is entirely generated by the vertex
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frequency dependence, and calculate the quasiparticle weight and decay rate close to
the antiferromagnetic instability. Parts of the chapter are published in
D. Vilardi, C. Taranto, and W. Metzner
Nonseparable frequency dependence of the two-particle vertex in interacting fermion
systems. Phys. Rev. B, 96 235110 (2017).
• In Chapter 3, we study the effects of the local correlations to nonlocal magnetic prop-
erties. Although local in space, the DMFT vertex strongly changes the momentum
dependence of the spin susceptibility. It not only affects the antiferromagnetic transi-
tion temperature but also the ordering wave vector of the dominant magnetic insta-
bility. We compare the momentum dependences of the DMFT susceptibility with a
random-phase approximation (RPA), where the particle-hole bubble is dressed by the
self-energy only. For instance in a specific doping range, while the RPA susceptibility
predicts a Ne´el antiferromagnetic order, the DMFT susceptibility with vertex correc-
tions exhibits an incommensurate ordering tendency. For large dopings, such local
corrections enhance the distance of the incommensurate ordering wave vector from
(pi, pi). Surprisingly, the incommensurate ordering at strong coupling is similar to the
one predicted by the Fermi surface geometry, as for weakly interacting Fermi systems.
Parts of the chapter are published in
D. Vilardi, C. Taranto, and W. Metzner
Dynamically enhanced magnetic incommensurability: Effects of local dynamics on
nonlocal spin correlations in a strongly correlated metal. Phys. Rev. B, 97 235110
(2018).
• In Chapter 4, we apply the DMF2RG at strong coupling. In this regime, an accu-
rate parametrization of the full frequency dependence of the vertex is required, which
becomes singular for strong interactions. We setup the flow in a new way that con-
serves the local corrections, already included at the DMFT level, thus improving the
accuracy of the error generated by the truncation of the flow equation hierarchy. More-
over, we derive an analytic equivalence between the single-channel approximation of
the DMF2RG and the DMFT. We show the failure of such equivalence at moderate-to-
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strong coupling, once the frequency dependence of the vertex is approximated. This
confirms that a proper parametrization of the vertex frequency dependence is nec-
essary to access the strong coupling regime. We show dominant antiferromagnetic
fluctuations for a wide doping range, predicting a Ne´el ordering at half-filling but
incommensurate magnetic order for a sizeable doping. Strong d-wave pairing correla-
tions appear at the edge of the antiferromagnetic regime. We are able to perform an
analysis of the pairing fluctuations for the lowest reachable temperature. At strong
coupling, the pairing fluctuations are clearly generated by nonlocal magnetic contri-
butions, similar to the superconducting pairing mechanism as seen in the plain fRG
at weak coupling [20]. Parts of the chapter are presented in the preprint
D. Vilardi, C. Taranto, and W. Metzner
Antiferromagnetic and d-wave pairing correlations in the strongly interacting
two-dimensional Hubbard model from the functional renormalization group.
ArXiv:1810.02290.
xii Introduction
From weak to strong coupling: fRG,
DMFT and DMF2RG
In this chapter we introduce the three methods applied in this thesis. First, we focus on
the functional renormalization group (fRG). While limited to weak-coupling, this method
allows for an unbiased treatment of fluctuations, particularly suitable when studying the
interplay of antiferromagnetism and superconductivity, and, more in general, competing
instabilities. In the second part, we briefly introduce the dynamical mean field theory
(DMFT), which allows for an accurate nonperturbative inclusion of local correlations by
mapping the lattice problem onto an impurity model. In this way, the DMFT captures
strong correlation effects at the local level, determining important physics, e.g. the Mott
transition. In the last part, we show how to overcome the limitations of the two previous
formalisms with the introduction of the DMF2RG, which combines the fRG with the
DMFT. As we are going to see, this can be realized by starting the fRG flow from the
DMFT solution. The fRG, DMFT and DMF2RG are applied to the 2D Hubbard model
in Chapters 2, 3, and 4, respectively.
1.1 Functional renormalization group
1.1.1 Functional derivation of flow equations
In this section, we present the formal derivation of the functional renormalization group
equation [19] for the one-particle irreducible (1PI) vertices by following the conventions
of Ref. [20]. Let us start by considering the following action for a spin-1
2
system
S[χ, χ¯] = − (χ¯, G−10 χ)+ V [χ, χ¯], (1.1)
1
2where χ and χ¯ are Grassmann fields representing fermionic degrees of freedom. The
notation (A,B) =
∑
xA(x)B(x) implies summation over the index x, collecting the
imaginary time or frequency and the quantum numbers, which are, in our case, the mo-
mentum and the spin. For continuous variables, the sum over x involves an integration.
Prefactors in the summation, for instance, the temperature T for the Matsubara sum,
are included. The function G0 is the bare propagator, which, in the case of translation
and spin invariant action, takes the form G0(ω,k) = (iω − k + µ)−1, with k being the
single-particle energy. V [χ, χ¯] is a generic many-body interaction that fulfils SU(2) spin
and U(1) global symmetries, corresponding to global spin rotation and global charge
conservation, respectively. Since we do not focus on the symmetry broken regime in
this thesis, we suppose that also the generating functionals, defined below, are fully
symmetric with respect to SU(2) spin and U(1) symmetries.
The quantum theory is determined by the functional
W [η, η¯] = − ln 1
Z0
∫
Dχ¯Dχ exp{−S[χ, χ¯] + (η¯, χ) + (χ¯, η)}, (1.2)
which is the generating functional of connected Green’s functions. Z0, determined by
Z0 =
∫
Dχ¯Dχ exp{(χ¯, G−10 χ)}, (1.3)
is the partition function of the non-interacting system.
The connected Green’s functions can be calculated by functional derivatives
G(2m)(x1, ..., xm;xm+1, ..., x2m) = (−1)m δ
(2m)W [η, η¯]
δη¯(x1)...δη¯(xm)δη(xm+1)...δη(x2m)
∣∣∣
η=η¯=0
. (1.4)
At this point, we introduce a new functional which provides a more efficient way to store
the physical information, the effective action as the Legendre transform of W [η, η¯]. For
this scope, we define the fields
ψ = −δW
δη¯
, ψ¯ =
δW
δη
, (1.5)
3and the effective action as
Γ[ψ, ψ¯] = (η¯, ψ) + (ψ¯, η) +W [η, η¯]. (1.6)
On the right hand side η and η¯ must be understood as functionals η[ψ, ψ¯] and η¯[ψ, ψ¯]
obtained by the inversion of Eqs. (1.5). Taking the functional derivative of Eq. (1.6)
with respect to ψ and ψ¯, the inverse relations read
η = − δΓ
δψ¯
, η¯ =
δΓ
δψ
. (1.7)
The functional Γ[ψ, ψ¯] generates the 1PI vertex functions
V (2m)(x1, ..., xm;xm+1, ..., x2m) =
δ(2m)Γ[ψ, ψ¯]
δψ¯(x1)...δψ¯(xm)δψ(xm+1)...δψ(x2m)
∣∣∣
ψ=ψ¯=0
. (1.8)
There is a relation between the connected Green’s functions, defined in Eq. (1.4), and
the 1PI functions in Eq. (1.8). As an example, by taking the functional derivative of
Eqs. (1.5) and (1.7) with respect to ψ and ψ¯, it is possible to prove the following matrix
relation (
δ(2)W
δη¯δη
− δ(2)W
δη¯δη¯
− δ(2)W
δηδη
δ(2)W
δηδη¯
)
=
(
δ(2)Γ
δψ¯δψ
δ(2)Γ
δψ¯δψ¯
δ(2)Γ
δψδψ
δ(2)Γ
δψδψ¯
)−1
, (1.9)
which, in the case of ψ = ψ¯ = 0, becomes a precise relation between the connected
Green’s function G(2) and the 1PI function V (2).
As a first step towards the fRG formalism, we introduce in the path integral (1.2) a
new parameter Λ in the bilinear part of the action (1.1) by replacing G0 → GΛ0 . The
functional integral (1.2) becomes
WΛ[η, η¯] = − ln 1
ZΛ0
∫
Dχ¯Dχ exp{−SΛ[η, η¯] + (η¯, χ) + (χ¯, η)}, (1.10)
where the action
SΛ[η, η¯] = −(χ¯, GΛ0 −1χ) + V [η, η¯], (1.11)
and the factor
ZΛ0 =
∫
Dχ¯Dχ exp (χ¯, GΛ0 −1χ) (1.12)
4depend on the new parameter Λ only through the function GΛ0 . The idea of the fRG is
to transform the calculation of the path integral (1.2) into a differential equation with
respect to Λ with a well known initial condition. In practice, after having defined from the
functional (1.10) a Λ-dependent effective action ΓΛ[ψ, ψ¯], we derive an exact differential
equation with respect to Λ with the full quantum action Γ[ψ, ψ¯] as final solution. To
recover the standard definition we impose GΛfin0 = G0 for the final value Λ = Λfin.
The function GΛ0 and, hence, the action S
Λ[η, η¯], has to respect the symmetries of
the original action S[η, η¯]. Other properties of the function GΛ0 are discussed in the
Section 1.1.2.
To derive the flow equation, we first extend definition (1.6) as
ΓΛ[ψ, ψ¯] = (η¯, ψ) + (ψ¯, η) +WΛ[η, η¯] (1.13)
and consider the Λ-derivative of Eq. (1.10)
−e−WΛ∂ΛWΛ = −e−WΛ∂Λ (lnZ0,Λ) +
(
δ
δη
, Q˙Λ
δ
δη¯
)
e−W
Λ
, (1.14)
where we used QΛ = (GΛ0 )
−1 and the notation Q˙Λ = ∂ΛQΛ. The term ∂Λ(lnZ0,Λ) can be
rewritten as follows
∂Λ lnZ0,Λ = ∂Λ ln detQ
Λ = ∂Λ Tr lnQ = TrG
Λ
0 Q˙
Λ,
where the trace operator is TrA =
∑
aAa. We are now able to write the flow equation
for WΛ
∂ΛW
Λ = Tr
(
GΛ0 Q˙
Λ
)
+ Tr
[
Q˙Λ
δ(2)WΛ
δηδη¯
]
−
(
δWΛ
δη
, Q˙Λ
δWΛ
δη¯
)
. (1.15)
The flow equation for the effective action can be calculated directly from definition (1.13)
and Eq. (1.15)
∂ΛΓ
Λ[ψ, ψ¯] = ∂ΛW
Λ[η, η¯]
∣∣∣
ηΛ=η¯Λ=fixed
+
(
˙¯η,
δWΛ
δη¯
)
−
(
δWΛ
δη
, η˙
)
+ ( ˙¯η, ψ) +
(
ψ¯, η˙
)
= ∂ΛW
Λ[η, η¯]
∣∣∣
ηΛ=η¯Λ=fixed
,
5which leads to
∂ΛΓ
Λ[ψ, ψ¯] = Tr
(
GΛ0 Q˙
Λ
)
+
(
ψ¯, Q˙Λψ
)
− Tr
[
Q˙Λ
(
Γ(2)Λ[ψ, ψ¯]
)−1
11
]
. (1.16)
(
Γ(2)Λ[ψ, ψ¯]
)−1
11
is the first element of the inverse matrix of second functional derivatives
Γ(2)Λ[ψ, ψ¯] =
(
δ(2)ΓΛ
δψ¯δψ
δ(2)ΓΛ
δψ¯δψ¯
δ(2)ΓΛ
δψδψ
δ(2)ΓΛ
δψδψ¯
)
. (1.17)
Eq. (1.16), named Wetterich’s equation [19], is exact. This equation determines the
functional ΓΛ[ψ, ψ¯] step by step during the flow. It is not exactly solvable, but it repre-
sents a flexible starting point for appropriate approximation schemes based on physical
assumptions. The approximation that is involved in this thesis simplifies the treatment
of the field dependence. In fact, by truncating the field expansion, as discussed in the
next section, Eq. (1.16) transforms into a hierarchy of ordinary differential equations
(ODE) with respect to Λ.
1.1.2 Field expansion and truncation
Solving exactly Eq. (1.16) is more than a challenge, since the unknown variable ΓΛ[ψ, ψ¯]
is not a standard function but rather a functional. To overcome this difficulty, depend-
ing on the underlying physical motivation, one can carry out a specific and pragmatic
approximation [20]. For our scope, we use the field expansion, particularly suitable for
an instability analysis, i.e., selecting the leading instability among different channels.
By following Ref. [20], we expand the functional Γ(Λ)[ψ, ψ¯] using the 1PI functions
defined in Eq. (1.8)
ΓΛ[ψ, ψ¯] =
∞∑
m=0
(−1)m
(m!)2
∑
x1,...,x2m
V (2m)Λ(x1, ..., xm;xm+1, ..., x2m)
× ψ¯(x1)...ψ¯(xm)ψ(xm+1)...ψ(x2m). (1.18)
The idea is to plug Eq. (1.18) into Wetterich’s equation (1.16) and extract an hierarchy
of differential equations for V (2m)Λ. Before proceeding, we take care of the inverse matrix
6(
Γ(2)Λ[ψ, ψ¯]
)−1
by splitting Γ(2)Λ into a field dependent and a field independent part
Γ(2)Λ[ψ, ψ¯] = (GΛ)−1 − Γ˜Λ[ψ, ψ¯]. (1.19)
Since we exclude the possibility of U(1) symmetry breaking, the field independent
part has the form
GΛ =
(
Γ(2)Λ[0, 0]
)−1
= diag
(
GΛ,−GΛ) . (1.20)
Now we can insert the expansion
(Γ(2)Λ)−1 =
(
1−GΛΓ˜
)−1
GΛ =
∞∑
l=0
(GΛΓ˜Λ)lGΛ (1.21)
into Eq. (1.16)
∂ΛΓ
Λ[ψ, ψ¯] = Tr
(
(GΛ0 −GΛ)Q˙Λ
)
+
(
ψ¯, Q˙Λψ
)
+ Tr
{
Q˙Λ
∞∑
l=0
[(
GΛΓ˜Λ[ψ, ψ¯]
)l
GΛ
]
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}
.
(1.22)
We are ready to extract the flow equations for V (2m)Λ by taking the functional deriva-
tives of Eq. (1.22) evaluated at zero fields. The second functional derivatives, together
with the Dyson equation V (2)Λ = (GΛ)−1 = (GΛ0 )
−1 − ΣΛ, leads to the flow equation for
the SU(2) spin symmetric self-energy ΣΛ(k) ≡ ΣΛ↑ (k) = ΣΛ↓ (k)
∂ΛΣ
Λ(k) =
∑
σ
∫
p
SΛ(p)V Λσ,↑,σ,↑(p, k, p). (1.23)
We introduced the so called single-scale propagator
SΛ = ∂ΛG
Λ
∣∣∣
ΣΛ const
= −GΛQ˙ΛGΛ, (1.24)
as the derivative of the Green’s function at fixed self-energy. Here, the index k = (k, ν)
represents, at the same time, the momentum k in the Brillouin zone and the discrete
Matsubara frequency, νn = (2n+1)piT . Moreover, the shorthand notation
∫
p
= T
∑
ω
∫
p
is used, where
∑
ω is the Matsubara frequency sum, and
∫
p
=
∫
dp
(2pi)2
is the normalized
integration over the first Brillouin zone. For the two-particle vertex we used V (4)Λ =
V Λσ1,σ2,σ3,σ4(k1, k2, k3), where ki and the spin indices σi = ↑, ↓ follow the notation in
7Figure 1.1: Vertex notation. The ”bricks” pattern used for the box refers to the famous
record by Pink Floyd: ”The Wall”.
Fig. 1.1. The fourth momentum k4 = k1 + k2 − k3 is fixed by momentum conservation.
The flow equation for the vertex V Λ reads
∂ΛV
Λ
σ1,σ2,σ3,σ4
(k1, k2, k3) = T ppσ1,σ2,σ3,σ4(k1, k2, k3) + T phσ1,σ2,σ3,σ4(k1, k2, k3)
+ T phcσ1,σ2,σ3,σ4(k1, k2, k3) + T V6σ1,σ2,σ3,σ4(k1, k2, k3), (1.25)
where we defined
T ppσ1,σ2,σ3,σ4(k1, k2, k3) = −
1
2
∑
σ¯1,σ¯2
∫
p
PΛpp(k1 + k2, p)V Λσ1,σ2,σ¯1,σ¯2(k1, k2, k1 + k2 − p)
× V Λσ¯1,σ¯2,σ3,σ4(k1 + k2 − p, p, k3), (1.26)
T phσ1,σ2,σ3,σ4(k1, k2, k3) =
∑
σ¯1,σ¯2
∫
p
PΛph(k3 − k1, p)V Λσ1,σ¯1,σ3,σ¯2(k1, p+ k3 − k1, k3)
× V Λσ¯2,σ2,σ¯1,σ4(p, k2, p+ k3 − k1), (1.27)
T phcσ1,σ2,σ3,σ4(k1, k2, k3) = −
∑
σ¯1,σ¯2
∫
p
PΛph(k2 − k3, p)V Λσ1,σ¯1,σ4,σ¯2(k1, p+ k2 − k3, k1 + k2 − k3)
× V Λσ¯2,σ2,σ¯1,σ3(p, k2, p+ k2 − k3), (1.28)
8T V6σ1,σ2,σ3,σ4(k1, k2, k3) = −
∑
σ¯
∫
q
SΛ(q)V
(6)Λ
σ¯,σ1,σ2,σ¯,σ3,σ4(q, k1, k2; q, k3). (1.29)
We have defined the quantities
PΛph(Q, p) = GΛ(Q+ p)SΛ(p) +GΛ(p)SΛ(Q+ p), (1.30a)
PΛpp(Q, p) = GΛ(Q− p)SΛ(p) +GΛ(p)SΛ(Q− p). (1.30b)
In Fig. 1.2, we report the diagrammatic representation of the flow equations.
As in the case of the self-energy, the SU(2) symmetry impliesGΛ(k) ≡ GΛ↑ (k) = GΛ↓ (k)
and SΛ(k) ≡ SΛ↑ (k) = SΛ↓ (k). Eqs. (1.23) and (1.25) do not constitute a closed set of
equations, since the term (1.29) depends on V (6)Λ; its flow equation can be computed by
taking higher functional derivatives of Wetterich’s equation (1.22) and can be found in
Ref. [20]. In general, we obtain an infinite hierarchy of equations where V˙ (n)Λ depends
also on V (n+2)Λ; as a consequence, to come up with a closed set of equations, a truncation
is necessary. In this thesis, we use the so called level-2 truncation, defined by the approx-
imation T V6 ' 0. However, the remaining terms T pp, T ph and T phc capture the unbiased
competition of particle-particle and particle-hole fluctuations. With this truncation, the
resulting fRG equations are able to fully describe the interplay between antiferromag-
netism and d-wave superconductivity at weak-to-intermediate coupling [25, 55, 56, 20].
On the other hand, neglecting the term T V6 has physical consequences that go be-
yond the scope of this thesis. For example, an approximate inclusion of T V6 improves
the fulfilment of the Ward identities [57] and allows for a continuation of the flow into
the symmetry broken phase [58, 59] in the fermionic fRG. We will see that our truncation
violates the Mermin-Wagner theorem [39], stating that, in case of a short range inter-
action, continuous symmetries cannot be spontaneously broken at finite temperature in
two-dimensional systems and at any temperature in one dimension.
So far, we did not discuss the details of the Λ-dependence in the function GΛ0 , impor-
tant for the flow of the vertex and of the self-energy. The derivation of flow equations
is valid for any choice of the function GΛ0 , providing the following properties are ful-
filled [20]: proper initial (discussed below) condition and final condition as GΛfin0 = G0;
the regularization of the infrared divergences, when present in G0; the differentiability
(with respect to Λ) of all the functions involved in the flow; finally, as stated above,
9Figure 1.2: Diagrammatic representation of self-energy and vertex flow equations,
Eqs. (1.25) and (1.23). The internal line with a cut refers to the single-scale propa-
gator SΛ. For the vertex equation, center and bottom rows, the fermionic internal lines
accounts for the definitions (1.30), i.e. combinations of propagator GΛ and single-scale
prop. SΛ.
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the fulfilment of the symmetries of the action. Besides these requirements, there is a
remaining arbitrariness in the Λ-dependence of GΛ0 that one can exploit for convenience.
In this thesis, when discussing the specific Λ-dependence of GΛ0 we use the term flow
scheme.
The specific choice of the flow scheme, and in particular the value GΛini0 , determines
the initial condition for the self-energy ΣΛini and the vertex V Λini . For our scope, we
introduce two classes of flow schemes, depending on the initial value GΛini0 leading to
correlated or uncorrelated initial conditions. First, we analyze the case of an uncorre-
lated starting point, when ΓΛini [ψ, ψ¯] does not include fluctuations at all. For instance,
momentum and frequency cutoff [20], temperature flow [56], and interaction scheme [60]
belong to this class. While the physical meaning of the parameter Λ varies for different
schemes, this category shares the starting condition GΛini0 = 0. In this case, at Λini the
path integral (1.10) leads to the initial values for the self-energy and the vertex
ΣΛini(k) = 0, (1.31a)
V Λiniσ1,σ2,σ3,σ4(k1, k2, k3) = U [δσ1,↑δσ2,↓δσ3,↑δσ4,↓ + δσ1,↓δσ2,↑δσ3,↓δσ4,↑
− δσ1,↓δσ2,↑δσ3,↑δσ4,↓ − δσ1,↑δσ2,↓δσ3,↓δσ4,↑], (1.31b)
V (n)Λini(k1, . . . , kn−1) = 0, n ≥ 6. (1.31c)
Moreover, due to the approximation T V6 ' 0, the higher order vertices V (n)Λ, for n ≥ 6,
are completely neglected during the flow; this approximation restricts the calculations
to the weak-to-intermediate coupling regime [61], making inaccessible strong coupling
physics. In this thesis, unless specified, we use the nomenclature ’fRG’ in connection to
the case of an uncorrelated starting condition.
In the second class of flow schemes the function GΛini0 is nonzero and allows for an
exactly solvable effective action ΓΛini [ψ, ψ¯] containing already correlation effects. The
possibility for a correlated starting point has been analyzed in Refs. [53, 62], and will be
addressed addressed in the last part of this chapter, where we introduce the DMF2RG.
In this case, the initial conditions (1.31) are no longer true, and the effects of higher
order vertices are included, for instance in DMF2RG, at the local level by the DMFT,
mitigating the consequences of the truncation T V6 ' 0.
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1.1.3 Vertex properties and flow equations
Since the two-particle vertex function is a key mathematical object throughout this
thesis, we discuss in this section a few specific properties that are needed later on. We
first underline the symmetries that reduce the number of independent components of the
vertex; these are: U(1) charge, SU(2) spin and the crossing symmetries. The crossing
symmetry is a consequence of the Pauli principle, indeed, the exchange of two derivatives
in (1.8) with respect to the same field ψ (or ψ¯) leads to a sign change. By applying this
symmetry to the vertex function we obtain the following relation
V Λσ1,σ2,σ3,σ4(k1, k2, k3) = V
Λ
σ2,σ1,σ4,σ3
(k2, k1, k1 + k2 − k3). (1.32)
Regarding, instead, the SU(2) spin symmetry, the vertex function V Λσ1,σ2,σ3,σ4(k1, k2, k3)
consists of 16 spin components, that are not independent. In fact, when three spins are
equal, e.g. σ1 = σ2 = σ3 6= σ4, or when (σ1 = σ2) 6= (σ3 = σ4) with σ1 =↑, ↓, the spin
conservation is violated; hence, the relative 10 components of the vertex are zero.
We can further reduce the remaining 6 components as a function of V↑↓↑↓(k1, k2, k3)
only [54] by using V Λ↑↑↑↑ = V
Λ
↓↓↓↓, V
Λ
↑↓↑↓ = V
Λ
↓↑↓↑, V
Λ
↑↓↓↑ = V
Λ
↓↑↑↓,
V Λ↑↑↑↑(k1, k2, k3) = V
Λ
↑↓↑↓(k1, k2, k3)
− V Λ↑↓↑↓(k1, k2, k1 + k2 − k3), (1.33)
V Λ↑↓↓↑(k1, k2, k3) = −V Λ↑↓↑↓(k1, k2, k1 + k2 − k3). (1.34)
Note that it is not possible to write all components as functions of V Λ↑↑↑↑ or of combinations
like the charge and magnetic components Vc,m = V
Λ
↑↑↑↑ ± V Λ↑↓↑↓ [54].
Now we are able to rewrite the fRG equations [33] in terms of the component V Λ ≡
V Λ↑↓↑↓ only
∂ΛV
Λ(k1, k2, k3) = T pp(k1, k2, k3) + T ph(k1, k2, k3) + T phc(k1, k2, k3), (1.35a)
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where
T pp(k1, k2, k3) = −
∫
p
PΛpp(k1 + k2, p)V Λ(k1, k2, k1 + k2 − p)V Λ(k1 + k2 − p, p, k3),
(1.35b)
T ph(k1, k2, k3) =
∫
p
PΛph(k3 − k1, p)
{
2V Λ(k1, k3 − k1 + p, k3)V Λ(p, k2, k3 − k1 + p)
− V Λ(k1, k3 − k1 + p, p)V Λ(p, k2, k3 − k1 + p)
− V Λ(k1, k3 − k1 + p, k3)V Λ(k2, p, k3 − k1 + p)
}
, (1.35c)
T phc(k1, k2, k3) = −
∫
p
PΛph(k2 − k3, p)V Λ(k1, k2 − k3 + p, p)V Λ(p, k2, k3). (1.35d)
that, together with the self-energy flow equation
∂ΛΣ
Λ(k) =
∫
p
SΛ(p)
[
2V Λ(k, p, p)− V Λ(k, p, k)] , (1.36)
constitutes a closed set of differential equations. The functions PΛpp and PΛph are defined
in Eqs. (1.30).
1.1.4 Hubbard model: instabilities at weak coupling
In this section, we summarize on previous selected applications of the fRG equations to
the 2D Hubbard model and the approximations involved. Starting the equations from
an initial scale Λini, the flow has to be stopped before the vertex diverges at the scale
Λcri, named critical scale, and by looking at the dominant interaction, which governs the
tendency towards a specific order, one can reconstruct the phase diagram of the system.
This procedure is known as instability analysis [20]. The physical meaning of the critical
scale Λcri varies according to the chosen flow scheme.
In the context of the instability analysis, the functional RG methods were first ap-
plied by Halboth and Metzner [25], Honerkamp et al. [26] and Zanchi and Schulz [27, 28],
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the latter by using the Polchinski RG equations. Away from half-filling, a d-wave pairing
instability, driven by antiferromagnetic fluctuations, has been found at weak to moderate
coupling, showing that the interplay between magnetism and superconductivity is cap-
tured by the Hubbard model. In this way, the fRG method showed its suitability in the
unbiased treatment of channel competitions, and in particular in the application of the
Hubbard model, at least for weak interaction. Over the years the fRG calculations have
been improved and extended [55, 37, 63, 33, 35]. For instance, Baier et al. [37] showed,
in the context of the fRG, that the inclusion of the order parameter fluctuations restores
the symmetric solution at finite temperature in accordance with the Mermin-Wagner
theorem.
Before discussing the improvements of the vertex parametrization in the flow equa-
tions, we illustrate the superconducting instability as seen by the flow equation by select-
ing a more recent calculation performed by Eberlein and Metzner [35], shown in Fig. 1.3.
This figure shows the flows of the magnetic and d-wave pairing channels; the latter is
written in terms of amplitude and phase coupling functions [35]. A frequency cutoff has
been used and, hence, the Λ parameter can be interpreted as an energy scale. At the
beginning of the flow, i.e., for large values of Λ, only one-loop diagrams contribute to the
flow [61] and the magnetic channel is the leading interaction. In the intermediate part
of the flow, where also nested loop diagrams [61] are generated, the effective magnetic
interaction generates a d-wave channel which diverges at the critical scale. This picture
supports the idea of d-wave superconductivity as spin fluctuation driven phenomenon.
Moreover, the figure shows also the continuation of the flow towards the symmetry broken
phase, below the critical scale, where the vertex and the self-energy acquire anomalous
contributions.
An important topic in this thesis is, however, the role of the frequency dependence
of the vertex function. The numerical solution of the vertex flow equation is challenging
and further approximations on the momentum and frequency dependence are necessary.
In Ref. [55], Honerkamp and Salmhofer derived the flow for a static, i.e. frequency
independent, vertex while keeping all the momentum dependence. The momentum de-
pendence of the vertex has been studied since the first application of the fRG. On the
other hand, the role of the frequency dependence has been first analyzed for the sin-
gle impurity Anderson model (SIAM) by Karrasch et al. [29], who suggested that the
frequency dependence is separable, i.e. each channel depends only on a particular combi-
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Figure 1.3: Flow of magnetic and d-wave (amplitude and phase modes) pairing channels.
Figure taken from Ref. [35].
nation of two frequencies, depending on the relative channel. Regarding the 2D Hubbard
model, the same approximate treatment of the vertex frequency dependence has been
used in Ref. [34], based on a decomposition into magnetic, charge and pairing channels.
Although simplified, this frequency dependence strongly affects the critical scales and
also other physical quantities like the magnetic and pairing susceptibilities. Moreover,
Husemann and Salmhofer [34] refined the decomposition by introducing the dependence
on the two remaining frequencies, noticing a minor impact on the critical scale. At the
same time, Uebelacker and Honerkamp [64] derived and solved the flow for both the
frequency dependences of the vertex and the self-energy, but with a rough frequency grid
involving only 10 points.
In Chapter 2, we analyze the role of the vertex frequency dependence with a high
resolution and without any further simplifying assumption, as published in [65]. We
show that a nonseparable frequency dependence appears already at moderate coupling;
in fact, the vertex acquires a strong dependence on the two remaining frequencies, that
can be explained by simple diagrams.
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1.2 Dynamical mean field theory: strong correlation
effects
In this section we introduce the dynamical mean field theory (DMFT), a method that
is able to capture strong correlation effects, at least at the local level. Here we do not
provide a detailed introduction to the method, which can be found in Refs. [42, 66], but
rather an overview that addresses its physical aspects and prepares the way for the last
part of this chapter, where we discuss the combination of DMFT with the fRG.
Metzner and Vollhardt [40] proposed a consistent way of performing the limit of
infinite dimensions d → ∞ in the Hubbard Model. In this limit, to define a finite
noninteracting density of states, the hopping amplitude should scale as t = t∗/(2d)1/2
with t∗ fixed. With this proper rescaling, Metzner and Vollhardt [40] found that for
d → ∞ nontrivial correlation effects are present, and the skeleton expansion for the
self-energy is local at any order. A few years later, Georges and Kotliar [41] showed that
the Hubbard Model in infinite dimensions can be mapped onto a self-consistent impurity
model (IM).
We first introduce the main approximation of DMFT, where the self-energy is con-
strained to be a local function. We then proceed with the consequent mapping onto
an impurity model and show the DMFT self-consistent condition as the fundamental
relation between the impurity and the original lattice model. The DMFT procedure
becomes exact for d→∞; in finite dimensions, the DMFT is an approximation but still
includes all local correlations. Towards the end, we analyze the physical picture of the
Hubbard model at half-filling as seen by the inclusion of strong local fluctuations.
1.2.1 Dynamical mean field
In this section we discuss the basic ideas of DMFT for the Hubbard model, defined by
the Hamiltonian
H =
∑
i,j,σ
tijc
†
i,σcj,σ + U
∑
i
ni,↑ni,↓. (1.37)
Here c†i,σ (ci,σ) creates (annihilates) a fermion on site i with spin orientation σ (↑ or ↓).
The second term represents a local interaction, while in the first term tij refers to the
hopping amplitude between lattice sites i and j.
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The fundamental idea is to keep track of the local physics at each site, by reducing,
in the smartest way, the lattice degrees of freedom. Hence, we consider the key quantity
of DMFT, which is the local Green’s function at the given lattice site i:
Gii(τ − τ ′) ≡ −〈T ci,σ(τ)c†i,σ(τ ′)〉. (1.38)
With this quantity, we do not concentrate on correlations at different sites but rather on
correlations at different times, τ and τ ′. In connection to this idea, we present the main
approximation of the DMFT, i.e., we approximate the self-energy to be a local function
Σij(ω) ≈ Σ(ω)δij, (1.39)
In the limit of infinite dimensions d→∞, the self-energy is indeed local and the approx-
imation (1.39) becomes exact [40, 67, 41].
To show the implication of the DMFT approximation (1.39) we consider the skeleton
expansion for the self-energy. In this particular expansion for Σij(ω), all the internal
lines correspond to the full interacting fermionic propagator Gij(ω). In this way, the
self-energy can be seen as a functional of the Green’s function Σij(ω) = Σ
skel
ij [{Gkl}] [42].
The Luttinger-Ward free energy Φ[{Gkl}], built from all vacuum-to-vacuum skeleton
diagrams, obeys the relation [68]
Σij(ω) =
δΦ
δGij(ω)
. (1.40)
When the DMFT approximation (1.39) is taken into account, the relation (1.40) implies
that the Luttinger-Ward and the Σskel functionals depend only on the local Green’s
function Gii: Φ =
∑
i φ[Gii] and Σ
skel[Gii]. As a consequence, it must be possible to
generate φ[Gii] and Σ
skel[Gii] from a purely local theory.
For our scope, we introduce the effective action of an impurity problem as
Simp[ψ, ψ¯] = − 1
β
∫ β
0
dτ
∫ β
0
dτ ′
∑
σ
ψ¯σ(τ)G−10 (τ − τ ′)ψσ(τ ′)+U
∫ β
0
dτn↑(τ)n↓(τ), (1.41)
where G0 plays the role of the bare Green’s function for the action (1.41) and should not
be confused with the bare Green’s function of the lattice system.
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The action (1.41) represents the dynamics of the impurity, which feels the presence of
a dynamical external field through the function G0. We interpret, in this way, G−10 (τ−τ ′)
as a quantum generalisation of the Weiss effective field in the classical case, which is now
a function of time and plays the role of a dynamical mean-field in which the impurity is
embedded. For this reason, G−10 is sometimes called Weiss field. As discussed in the next
section, the impurity action (1.41) can be solved numerically for a given function G0. We
are also able to define the interacting Green’s function of the impurity Gimp(τ − τ ′) ≡
−〈ψσ(τ)ψ¯σ(τ ′)〉, as described by the model (1.41) and the relative self-energy of the
impurity
Σimp(ω) = G−10 (ω)−G−1imp(ω). (1.42)
It is possible to establish a connection between the original lattice system and the
impurity problem through their respective free energies Ω and Ωimp [42, 69], when the
DMFT approximation (1.39) is taken into account. In this case, the two models have
equivalent free energies if the following condition is satisfied∫
k
1
iω + µ− k − Σ(ω) =
[G−10 (ω)− Σ(ω)]−1 , (1.43)
where the notation
∫
k
=
∫
dk
(2pi)2
is understood. Note that in Eq. (1.43) the left-hand
side is the local Green’s function, Gii(ω) =
∫
k
G(k, ω), of the lattice system and equals
the impurity Green’s function on the right-hand side. The relation (1.43) is also called
DMFT self-consistency condition. With self-consistency, we mean the convergence of the
following loop:
1. Start with a local initial guess for the self-energy.
2. By inverting Eq. (1.43), compute the Weiss field G0.
3. Solve the impurity model (1.41) with G0 given in point 2 with the help of a numerical
solver, compute the impurity self-energy and go back to point 2.
Once self-consistency is reached for a given accuracy, such an iterative procedure, called
DMFT self-consistency loop, provides the DMFT solution for the lattice system. The IM
that fulfils the DMFT loop is sometimes called self-consistent IM. Thanks to the mapping
onto the impurity model and the self-consistency procedure, the DMFT captures, at the
local level, strong correlation effects.
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Before proceeding, here we mention a few cases of the Hubbard model where the
DMFT solution becomes exact. First, the non-interacting case U = 0, since the ac-
tion (1.41) gives Σ(ω) = 0 and the self-consistency condition (1.43) implies Gii(ω) =
G0(ω). Then, the atomic limit tij = 0, representing a collection of independent, hence
uncorrrelated, sites, where Eq. (1.43) gives G−10 (ω) = iω + µ. As already discussed
above, another limit where the DMFT becomes exact is the infinite dimension limit
d→∞ [40, 41].
So far we addressed the key ideas of the DMFT with the introduction of an impurity
model able to capture the local physics of the full lattice system. In the next part, we
discuss the specific method we use in order to solve the impurity problem with the help
of exact diagonalization.
1.2.2 Anderson impurity model
An important step in the calculation of the DMFT self-consistency loop is represented by
the solution the impurity model, defined by the action (1.41), which can be treated nu-
merically with a variety of techniques. Examples are: quantum Monte Carlo (QMC) [70],
iterated perturbation theory (IPT) [41], numerical renormalization group (NRG) [71]
and exact diagonalization (ED) [72]. In our calculations we use the ED. This method
requires a Hamiltonian formalism equivalent to the effective action (1.41). For this scope
we consider the Anderson impurity model (AIM), defined by the following Hamiltonian
HAIM = Hatom +Hbath +Hcoupling. (1.44)
The first term describes the interaction at the impurity
Hatom = Un↑n↓, (1.45)
here nσ = c
†
σcσ, and c
†
σ (cσ) being creation (annihilation) operator of the impurity. The
other two terms in the Hamiltonian (1.44) describe the properties of the bath
Hbath =
∑
k,σ
˜ka
†
k,σak,σ, (1.46a)
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and the coupling between the bath and the impurity
Hcoupling =
∑
k,σ
Vk(a
†
k,σcσ + c
†
σak,σ), (1.46b)
where the operators (ak,σ,a
†
k,σ) together with the dispersion ˜k defines the bath as a
“conduction band”. Vk represents a hopping amplitude between the impurity and the
bath. The parameters ˜k and Vk are also called Anderson parameters.
Similar to a mean field calculation, the single site feels the effect of the other sites
through a bath governed by the Hamiltonian (1.46). The main difference with a static
mean field is that the bath is fully dynamical and, hence, possesses non-trivial time-
dependent correlations.
The connection with the impurity model in the DMFT is revealed when considering
the action formalism for the AIM. The bath degrees of freedom can be integrated out,
leading to the following effective action for the impurity [73, 74]
SAIM[ψ, ψ¯] = − 1
β
∫ β
0
dτ
∫ β
0
dτ ′
∑
σ
ψ¯σ(τ) (−∂τ ′ + µ−∆(τ − τ ′))ψσ(τ ′)
+ U
∫ β
0
dτn↑(τ)n↓(τ). (1.47)
Here we introduced the so-called hybridization function
∆(ω) =
∑
k
|Vk|2
iω − ˜k , (1.48)
which results from the integration of bath degrees of freedom. The two actions (1.47)
and (1.41) are equivalent with
G−10 (ω) = iω + µ−∆(ω). (1.49)
We use the ED by following the Ref. [72]. There, the continuous energy spectrum ˜k
is replaced by a finite number ns of energy levels: ˜l, with l = 1, ..., ns. In the same way,
the continuous function Vk is replaced by the parameters Vl. The strict self-consistency
can only be obtained in the limit ns → ∞. The representation of the hybridization
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function now has the form
∆ED(ω) =
ns∑
l=1
|Vl|2
iω − ˜l . (1.50)
Caffarel and Krauth [72] proposed a way to determine ˜l and Vl by minimizing the
difference between Eqs. (1.48) and (1.50). We calculate the Green’s function and the
vertex of the impurity by using the Lehmann representation; the impurity self-energy
is then determined by Eq. (1.42). In Appendix B, we provide few more details in the
application of the ED method to DMFT calculations.
1.2.3 Hubbard model at half-filling: Mott transition vs Anti-
ferromagnetism
In this section, we discuss the physical picture of the half-filled Hubbard model in infinite
dimensions as seen by DMFT. As a matter of fact, for d→∞ the DMFT provides two
solutions depending on whether we allow for spin symmetry breaking or not. In the first
case, when we impose the symmetric solution with Σ↑ = Σ↓, the DMFT shows a first
order Mott transition [42]. In the second case, by modifying the DMFT procedure, in-
troduced above, to allow for an antiferromagnetic symmetry broken solution, the DMFT
shows a second order phase transition towards an antiferromagnetic state below the Ne´el
temperature TN.
The Mott metal-to-insulator (MIT) transition has been proposed by the Nobel lau-
reate Nevill Mott in the 1950s [75, 76]. Certain materials, like V2O3, predicted to be
conducting by the bandstructure theory, show a transition from a metallic to an insulat-
ing state due to strong correlation effects.
One of the successes of DMFT was to capture and to better understand the Mott
physics [42]. When not allowing for symmetry breaking, the DMFT solution of the
Hubbard model at half-filling shows a first order metal-to-insulator transition driven
by the coupling strength. From Ref. [42], we take a picture of the Mott transition as
observed by DMFT, see Fig. 1.4. In the following, we describe the physical properties
characterizing the metallic and the insulating state. In the weak coupling regime, the
system is a Fermi liquid. This state is characterized by the presence of fermionic quasi-
particles, whose quasi-particle weight Z is k-independent and 0 < Z < 1. Hence, the
system is in a metallic state. When we increase the coupling U , for some critical value
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Figure 1.4: Mott transition as observed in DMFT. Figure taken from Ref.[42].
Uc, we encounter a first order transition towards an insulating state, with a gap in the
single particle energy spectrum. This state is characterized by the presence of unscreened
local moments, which obey the Curie law for the local spin susceptibility,
∑
q χq ∼ 1/T .
However, the picture changes when we allow for spontaneous symmetry breaking
(SSB) in the DMFT calculation. In this case, the solution predicts a second order tran-
sition towards an antiferromagnetic long range order at a finite Ne´el temperature [42].
Hence, applied to low dimensional systems, (d ≤ 2), the DMFT approximation violates
the Mermin-Wagner theorem [39]. A sketch of the phase diagram at half-filling n = 1
and t′ = 0 is reported in Fig. 1.5 taken from Ref. [12]. With a nearest neighbor hopping
only, strong antiferromagnetic correlations lead to a transition at finite temperature for
any finite value of the coupling U . With a finite t′, the antiferromagnetic order appears
only above a certain value of the coupling Uc, which separates the ordered state from the
Fermi liquid solution at weak coupling. However, we have different properties regarding
the antiferromagnetic solutions in the weak and in the strong coupling regimes. At weak
coupling, the antiferromagnetic state is determined by the perfect nesting of the Fermi
surface and the Ne´el temperature shows an exponential behaviour as a function of the
coupling. In this regime, the antiferromagnetic state is preferred to the paramagnetic
one due to a lower potential energy [77, 50] and is named Slater antiferromagnet. In
the strong coupling regime, the antiferromagnetic solution is determined by an effective
Heisenberg interaction and is preferred due to a lower kinetic energy. The Ne´el tempera-
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Figure 1.5: Sketch of the solution of DMFT with antiferromagnetic symmetry breaking
at half-filling n = 1 and t′ = 0. Figure taken from Ref.[12].
ture shows the behaviour TN ≈ J ≡ 4t2/U , where J is the Heisenberg coupling constant
between spins.
When considering the finite dimensional case, the DMFT solution becomes an ap-
proximation. In finite dimensions, the two DMFT solutions described above do not
qualitatively change and constitute, at this level, our starting point in understanding
the physics in two dimensions. We point out that the paramagnetic solution in 2D is
quite important in our calculations as it determines the starting point for the DMF2RG
calculation.
Although with different properties, the antiferromagnetic solution extends away from
half-filling, as we will see in Chapter 3 for the two-dimensional case, where we analyze
the nonlocal spin correlation function.
1.2.4 Vertex function and ladder-DMFT
In this section, we discuss the two-particle vertex in DMFT [54]. The DMFT loop,
as presented above, involves the calculation of single-particle quantities, like the local
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Green’s function and the local self-energy, while the higher order vertex functions are
not involved in the calculation. On the other hand, many physical observables, such
as magnetic properties and collective excitation spectra, require the explicit calculation
of two-particle quantities. Besides this, the DMFT vertex function [54] is also a key
ingredient for diagrammatic extensions of the DMFT [44], e.g., the DMF2RG method
introduced later in this chapter and applied to the Hubbard model in Chapter 4. In
this section we focus on the definition of the local DMFT vertex and how to generate a
momentum dependence with a ladder summation.
We define the DMFT vertex function as the local vertex of the self-consistent impurity
model [42, 54]
Vσ1,σ2,σ3,σ4(ν1, ν2, ν3) ≡ V impσ1,σ2,σ3,σ4(ν1, ν2, ν3). (1.51)
The notation of the vertex function follows Fig. 1.1. To be precise, after having reached
the convergence in the DMFT loop, as introduced in the previous sections, we calcu-
late the vertex function of the IM associated with the self-consistent bath. As stated
above, the DMFT self-energy is exact in the limit of infinite dimensions. The vertex
function (1.51) coincides with the local vertex in infinite dimensions. In this limit, the
vertex differs from the impurity vertex (1.51) only for special choices of momenta. The
details on the computation of the impurity vertex with a numerical solver are reported
in Appendix B.
Here, we report a few properties of the frequency structure of the DMFT vertex for
the 2D Hubbard model, relevant for the DMF2RG calculations presented in Chapter 4.
A detailed study of the frequency dependence of the DMFT vertex in the 2D Hubbard
model can be found in Ref. [54].
In Fig. 1.6 we show the vertex Vω(ν1, ν2) ≡ V↑↓↑↓(ν1, ν2, ω + ν1) as a function of the
two incoming frequencies ν1 and ν2 for fixed particle-hole frequency ω = ν3 − ν1 = 0 at
half-filling n = 1 and t′ = 0. In this case, due to particle-hole symmetry, the DMFT
self-energy is purely imaginary and the DMFT vertex is real. On the left, the vertex
is shown in the intermediate coupling regime U = 4t at temperature T = 0.31t. The
vertex shows pronounced structures both on the diagonals and on the central cross that
extend to large frequencies; these structures are explained by perturbative contributions
in Ref. [54], at second order for the diagonals, and at third order for the central cross.
A nonperturbative and general understanding of the frequency structures can be found
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Figure 1.6: Vertex function Vω(ν1, ν2) with ω = 0 at half-filling n = 1 and t
′ = 0. Left:
DMFT vertex for U = 4t, T = 0.31t. Center: DMFT vertex for U = 16t, T = 0.285t.
Right: Atomic limit Vertex function for U = 16t, T = 0.285t.
in Ref. [31].
At the center of Fig. 1.6, we show the vertex in the Mott regime at strong coupling
U = 16t and temperature T = 0.285t. Here the structures differ from the intermediate
coupling case; the most pronounced one is strongly localized and reaches values of the
order ∼ 106. To understand the origin of this effect, we plot on the right of Fig. 1.6
the vertex in the atomic limit, defined with t = 0, for the coupling value U = 16.
The exact formulae for the vertex and the self-energy in the atomic limit can be found
in Refs. [78, 79] at particle-hole symmetry, and in Ref. [80] for the general case. The
atomic limit vertex, on the right, captures the frequency structure characteristic of the
Mott regime. For a better understanding we introduce the following function [54]
χω,σ1σ2(ν1, ν2) =− βG(ν1)G(ν1 + ω)δν1ν2δσ1σ2
−G(ν1)G(ν1 + ω)Vσ1,σ2,σ1,σ2(ν1, ν2, ω + ν1)G(ν2)G(ν2 + ω), (1.52)
where, in this context, G(ν) is the local DMFT Green’s function. The function defined
as χω =
∑
ν1,ν2
χω,↑↑(ν1, ν2)− χω,↑↓(ν1, ν2) is the local spin susceptibility [54]. At strong
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coupling, its diagonal part ν1 = ν2 for ω = 0 follows the Curie-Weiss law χω=0 ∼
βU−2 [42, 54]. Since the aim is to give insights on the localized structure in Fig. 1.6,
referring to the function V↑↓↑↓, we consider in Eq. (1.52) the combination σ1 =↑, σ2 =↓
and frequencies ν1 = ν2 = piT , ω = 0. From the behaviour of χω=0 we can extract
the estimated proportionality of the vertex by supposing that the low frequency Green’s
function obeys the atomic limit formula G(piT ) ∼ β−1U−2 (for T  U)
Vω=0,dmft(ν1 = piT, ν2 = piT ) ∼ β5U6, (1.53)
which is the leading behaviour of the vertex function in the atomic limit for large U and
low temperatures [78].
Hence, the central structure of the DMFT vertex is a consequence of the insulating
Green’s function and the Curie-Weiss law for the susceptibility. This law is, however, con-
nected with the formation of long-living magnetic moments, a characteristic of the Mott
insulating phase. As a consequence, the low frequency component of the vertex (1.53)
strongly diverges in the zero temperature limit β →∞.
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1.3 DMF2RG: Combining the fRG with the DMFT
In the previous section, we introduced the DMFT as a method able to include local
correlations nonperturbatively. As explained, in the limit of infinite lattice dimensions,
where correlations are local [40], the DMFT becomes exact. In finite dimension the
DMFT is an approximation, since it cannot take into account nonlocal correlations,
which become crucial in low-dimensional systems, for instance, in the 2D Hubbard model
considered in this thesis. Fortunately, the DMFT formalism allows for extensions that
include, in different ways, nonlocal correlation effects [43, 46, 44, 48]. Here we concentrate
on the DMF2RG, which combines the DMFT with the fRG.
As explained in the previous sections, the truncation in the fRG together with the
uncorrelated starting conditions (1.31) introduces important limitations, for instance,
the inability to access the strong coupling regime. Taranto et al. [53] proposed for the
first time the DMF2RG idea, a way to overcome this limitation by starting the fRG flow
from the DMFT solution. This technique is able to combine the two main aspects of the
parents’ methods: the strong but local correlation effects of DMFT and the unbiased
channel competition at the nonlocal level of the fRG.
In Chapter 4 we show the application of the DMF2RG to the 2D Hubbard model
with a particular focus on the interplay between antiferromagnetic and superconducting
fluctuations at strong coupling.
1.3.1 Formalism and implementation
In this section we formalize the idea of starting the fRG flow from the DMFT solution.
This formalism, first introduced in Ref. [53], has been extended to general correlated
starting points by Wentzell et al. [62].
To formalize the DMF2RG idea, we benefit from the derivation of the fRG given in
the first part of this chapter. To fix the initial effective action ΓΛini [ψ, ψ¯] in Wetterich’s
equation (1.16), we consider the function GΛ0 (ω,k), whose Λ-dependence determines
the initial condition. Its final value is always the bare Green’s function, GΛfin(ω,k) =
G−10 (ω,k) = iω+µ− k, implying that the final solution for ΓΛ[ψ, ψ¯] is the full quantum
effective action.
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Figure 1.7: Graphical representation of DMF2RG idea. For Λ = Λini we start from an
impurity problem determined by the DMFT solution, while with the flowing of Λ we
turn the lattice degrees of freedom on. Figure taken from [53].
To start from the DMFT solution, we can impose
GΛini0 (ω,k) = G0(ω) Λ−→Λfin−−−−−−−−→ GΛfin0 (ω,k) = G0(ω,k), (1.54)
where G0(ω) is the Weiss field determined by the DMFT solution of the lattice problem.
In other words, we start from a k-independent solution and turn on the nonlocal degrees
of freedom during the flow. In Fig. 1.7 we show a graphical representation of Eq. (1.54).
At the beginning of the flow, the GΛ0 is local and each lattice site sees the others as an
effective, time dependent, Weiss field. While solving the fRG flow, the lattice degrees
of freedom are adiabatically turned on, restoring the bare lattice Green’s function G0 at
the end of the flow.
Let us discuss more on the implication of condition (1.54) to the action formalism of
the fRG. At Λini the action in the path integral (1.2) is S
Λini [ψ, ψ¯] = Sdmft[ψ, ψ¯], with
Sdmft[ψ, ψ¯] = − 1
β
∫ β
0
dτ
∫ β
0
dτ ′
∑
k,σ
ψ¯k,σ(τ)G0−1(τ−τ ′)ψk,σ(τ ′)+U
∫ β
0
dτ
∑
i
n↑,i(τ)n↓,i(τ).
(1.55)
Since the function G0 is local, the action (1.55) decouples into a series of single site actions,
each representing an impurity problem governed by the AIM action. As a consequence,
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we write the resulting effective action as
ΓΛini [ψ, ψ¯] = Γdmft[ψ, ψ¯], (1.56)
which determines the initial condition for the fRG flow.
A comment on the meaning of Γdmft here is necessary. The DMFT procedure, as dis-
cussed in the previous sections, involves the calculation of the local self-energy Σdmft(ω)
and not of the full sequence of 1PI vertices that compose the effective action (1.56). As
advertised in Section 1.2.4, here Γdmft[ψ, ψ¯] is the effective action of the Anderson impu-
rity model with a self-consistent Weiss field. Hence, for the 1PI functions of DMFT, at
any order, we intend the local 1PI functions resulting from the self-consistent IM.
As in the fRG calculations, we concentrate on the flow of the vertex V Λ(k1, k2, k3)
and of the self-energy ΣΛ(k), whose initial conditions can be determined by expanding
Eq. (1.56)
ΣΛini(ω,k) = Σdmft(ω), (1.57)
V Λini(ω1, ω2, ω3,k1,k2,k3) = Vdmft(ω1, ω2, ω3), (1.58)
where Σdmft is the self-energy of the DMFT and Vdmft is the local vertex of the self-
consistent AIM.
The flow equations of the DMF2RG are formally identical to those of the fRG,
Eq. (1.36) for the self-energy and Eq. (1.35a) for the vertex, with the difference that
the function GΛ0 must fulfil the property (1.54). We recall that Eqs. (1.36) and (1.35a)
are derived by using explicitly SU(2) spin and U(1) charge symmetry relations; hence,
like in the fRG case, the present formulation of the flow equations cannot access phases
with SU(2) spin or U(1) charge symmetry breaking. Moreover, the underling flow equa-
tions truncate the term T V6 . We discuss later the effects of this truncation in DMF2RG
compared to the conventional fRG.
To sum up, the DMF2RG calculation is composed by the following steps:
1. Find the DMFT solution of the lattice problem.
2. Extract the vertex function from the self-consistent AIM determined by point 1.
3. Solve the fRG flow by starting from Σdmft and Vdmft, with the function G
Λ
0 following
the property (1.54).
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We briefly mention here the results of the application of this method that has been
presented for the first time in Ref. [53], where Taranto et al. showed numerical results
for the 2D Hubbard model at half-filling. In this case, the GΛ0 function has been chosen
as a linear interpolation between the Weiss field and the lattice bare Green’s function
GΛ0
−1
(ω,k) = ΛG0−1(ω) + (1− Λ)G0−1(ω,k), (1.59)
that automatically fulfils condition (1.54) when Λini = 1 and Λfin = 0. This relation can
be rewritten in terms of the hybridization function ∆(ω) = iω + µ − G0−1(ω), and by
using G−10 (ω,k) = iω + µ− k, as
GΛ0
−1
(ω,k) = iω + µ− Λ∆(ω)− (1− Λ)k. (1.60)
Here, the idea of the DMF2RG is more transparent. The hybridization function (1.48)
represents the connection between the impurity and the bath. Hence, during the flow
from Λini = 1 to Λfin = 0 the effect of the hybridization ∆(ω) is slowly turned off, while
at the same time the lattice dispersion k is restored.
To reduce the numerical effort of the flow, Taranto et al. [53] decomposed the vertex
function into channels, each function of a single frequency. As we will see in Chapter 4,
in order to access the strong coupling regime the full frequency dependence for each
channel is required. However, in Ref. [53] as a test case only the intermediate coupling
U = 4t case has been treated. In Fig. 1.8 we report from Ref. [53] the imaginary part of
the self-energy shown as a function of frequency for a specific set of k-points. The case
reported refers to half-filling n = 1, with t′ = 0 and T = 0.1t. In the inset the static spin
correlation function shows strong antiferromagnetic fluctuations.
Before commenting on the role of the truncation, we mention here the absence of
the double counting problem that might affect an extension of the DMFT, i.e., the
possibility for a double inclusion of the local correlations already taken into account in
DMFT. In principle, the DMF2RG in its functional formulation is exact, since, as in
the conventional fRG, the final value of the functional ΓΛ[ψ, ψ¯] is the exact quantum
effective action. When considering the flow of the vertex and the self-energy, the only
approximation involved is the truncation, that takes the form T V6 ' 0 (1.29), containing
the six-points vertex V (6). While in the fRG this truncation translates into neglecting
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Figure 1.8: Imaginary part of the self-energy (n = 1, t′ = 0 and T = 0.1t) in frequency
space for specific set of k-points in units of 4t = 1. In the inset the static spin correlation
functions along a path in the BZ is shown for different inverse temperature β. Figure
taken from [53].
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completely the effects of higher order 1PI vertices V (n) with n ≥ 6, in the DMF2RG the
DMFT solution captures their effects at least at the local level. Hence, the truncation
must be understood at the level of nonlocal contributions beyond DMFT.
More insights on the truncation effects in DMF2RG are discussed in Chapter 4,
where we apply this method to the 2D Hubbard model at strong coupling. As we shall
see, already at half-filling the DMF2RG is able to capture important strong coupling
physics, e.g., antiferromagnetic correlations described by the Heisenberg coupling. We
also shall apply the DMF2RG to the case with finite doping and with a next-to-nearest
neighbor hopping amplitude at strong coupling, where the interplay of antiferromagnetic
fluctuations with other channels becomes more interesting.
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Frequency dependent interaction
with the functional RG
As stated in the introduction, in this thesis we address the role of the frequency depen-
dence in the vertex function, particularly important when accessing the strong coupling
regime in the DMF2RG. In the fRG a comprehensive understanding of a fully dynamical
interaction has not been addressed so far for the 2D Hubbard model. It has been al-
ready analyzed in a quantum impurity model by Karrasch et al. [29], who suggested that
the frequency dependence can be simplified with the introduction of three interaction
channels, each depending only on a specific combination of frequencies. In the Holstein-
Hubbard model, as shown by RG studies [32, 81, 82], the phonon exchange generates an
effective electron-electron interaction whose frequency dependence is physically relevant,
since it describes the retardation of these interactions.
In the 2D Hubbard model, the channel decomposition has been used in combination
with a form-factor expansion in momentum space [33, 36, 35]. Husemann et al. [34] and,
at about the same time, Uebelacker and Honerkamp [64] introduced the dependence
on the two remaining frequencies and observed a minor impact on the critical scale.
Husemann et al. [34] also observed a singularity in the charge channel that cannot be
interpreted as a standard instability. In this chapter, we derive and solve numerically
the flow equations for the self-energy and the vertex at finite temperature without any
assumption on the frequency dependence and with a high resolution. We perform a de-
tailed analysis of the frequency dependence by specifically focusing on the understanding
and interpretation of important frequency structures arising already in the intermediate
coupling region. The results shown in this chapter are also presented in the peer reviewed
paper [65].
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2.1 Full dynamical decomposition
In Chapter 1, we derived the flow equations for the self-energy ΣΛ(k), (1.36), and the
vertex V Λ(k1, k2, k3), (1.35). For a better parametrization of the vertex function in terms
of momentum and frequency dependence, we use the channel decomposition introduced
by Husemann and Salmhofer [33]
V Λ(k1, k2, k3) = U − φΛp (k1 + k2; k1, k3) + φΛm(k2 − k3; k1, k2)
+
1
2
φΛm(k3 − k1; k1, k2)−
1
2
φΛc (k3 − k1; k1, k2). (2.1)
We introduced the pairing channel φp, the charge channel φc and the magnetic channel
φm. We use a mixed notation where the first argument of φx is a linear combination of
frequency and momentum, contrary to the second and the third arguments.
To derive the flow equations for φx, we substitute the decomposition (2.1) into the
fRG flow equation for the vertex (1.35)
−φ˙Λp (k1 + k2; k1, k3) + φ˙Λm(k2 − k3; k1, k2) +
1
2
φ˙Λm(k3 − k1; k1, k2)−
1
2
φ˙Λc (k3 − k1; k1, k2)
= T Λpp(k1, k2, k3) + T Λph(k1, k2, k3) + T Λphc(k1, k2, k3). (2.2)
We associate the total momentum argument of Ppp and the total momentum transfer
argument of Pph in Eqs. (1.35) to the corresponding argument of φx, on the right-hand
side of Eq. (2.1). This way, it is easy to attribute T Λpp to the flow equation of the only
function in Eq. (2.1) that depends explicitly on k1 + k2: −φ˙Λp = T Λpp. The same is
true for the particle-hole crossed channel: T Λphc = φ˙Λm. We associate to the particle-hole
diagram, the third and fourth term on the left-hand side of Eq.(2.2): T Λph(k1, k2, k3) =
1
2
φ˙Λm(k3 − k1; k1, k2) − 12 φ˙Λc (k3 − k1; k1, k2). We note that this procedure, based on the
above channel decomposition (2.1), applies for any truncation that separates between
particle-particle, particle-hole direct and crossed contributions.
The flow equations for the φx then read
φ˙Λp (Q; k1, k3) = −T Λpp(k1, Q− k1, k3), (2.3a)
φ˙Λc (Q; k1, k2) = T Λphc(k1, k2, k2 −Q)− 2T Λph(k1, k2, Q+ k1), (2.3b)
φ˙Λm(Q; k1, k2) = T Λphc(k1, k2, k2 −Q). (2.3c)
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As discussed in the introduction, our scope is to treat the frequency dependence
without any further assumption; hence, we keep the full frequency dependence in all
the channels φx. To parametrize the dependence on the fermionic momenta, we use a
decomposition of unity by means of a set of orthonormal form factors {fl(k)} [33]. We
then project each channel on a subset of form factors, based on physical assumptions. In
particular, for the magnetic and charge channel we consider only the s-wave component
fs(k) = 1, while for the pairing channel we allow for both s-wave and d-wave components
with fd(k) = cos(kx)− cos(ky) [33]
φΛp (Q; k1, k3) = SΛQ,Ω(ν1, ν3) + fd
(
Q
2
− k1
)
fd
(
Q
2
− k3
)
DΛQ,Ω(ν1, ν3), (2.4a)
φΛc (Q; k1, k2) = CΛQ,Ω(ν1, ν2), (2.4b)
φΛm(Q; k1, k2) = MΛQ,Ω(ν1, ν2). (2.4c)
A divergence in the channel SΛ (DΛ) represents an instability towards a s-wave (d-
wave) superconducting state, while a divergence in the channels C and M represent an
instability in the s-wave magnetic and s-wave charge channels. [33] The equations for
SΛ, DΛ, CΛ andMΛ can be derived by substituting definitions (2.4) into Eqs. (2.3) and
(1.35) and by projecting onto the form factors. The final equations together with the
derivation details are reported in Appendix A.
Each channel φx in Eq. (2.1) contains a (bosonic) linear combination of momenta
and frequencies, and two remaining independent fermionic momentum and frequency
variables. The choice of the mixed notation is natural since the bosonic momenta and
frequencies play a special role in the diagrammatics. Indeed, it is the only dependence
generated in second-order perturbation theory and the main dependence in finite order
perturbation theory. Although the dependence on the bosonic frequency becomes more
and more dominant when approaching the weak-coupling limit U → 0, we will show
that the dependence on the two remaining fermionic frequencies becomes strong and
non-negligible already at moderate coupling.
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2.2 Interaction scheme
To apply the flow equations we need to specify the Λ dependence of the noninteracting
propagator GΛ0 . Here we use the interaction flow, introduced by Honerkamp et al. [60]
GΛ0 (k) =
Λ
iν + µΛ − εk , (2.5)
where the scale-parameter Λ flows from Λini = 0 to Λfin = 1. We have introduced a Λ-
dependent chemical potential to maintain the density fixed during the flow. In Eq. (2.5),
the flow parameter Λ cannot be interpreted as a scale and, hence, in this case the flow
does not represent a scale-selective inclusion of fluctuations.
For a better understanding of the interaction scheme, we explicitly write the Λ-
dependent action as
SΛ[ψ, ψ¯] = −Λ−1 (ψ¯, G−10 ψ)+ U∑
i
∫
dτni,↑(τ)ni,↓(τ). (2.6)
In terms of the new rescaled fields η = Λ−
1
2ψ and η¯ = Λ−
1
2 ψ¯, action (2.6) has the form
SΛ[η, η¯] = − (η¯, G−10 η)+ UΛeff ∑
i
∫
dτn˜i,↑(τ)n˜i,↓(τ), (2.7)
where we defined n˜σ(τ) = η¯σ(τ)ησ(τ) and U
Λ
eff = Λ
2U . Eq. (2.7) represents the action
of the Hubbard model with interaction strength UΛeff . Hence, in the interaction flow, the
vertex V Λ and the self-energy ΣΛ, can be interpreted as final solutions of the flow with
rescaled interaction UΛeff = Λ
2U .
The flow starts from a noninteracting condition, since Λini = 0 implies U
Λ
eff = 0. While
solving the flow for Λ > 0, the effective interaction correspondingly increases, UΛeff > 0.
When possible, we reach the end of the flow at Λfin = 1, the rescaled fields equal the
original ones η = ψ and η¯ = ψ¯ and the bare coupling UΛeff = U is restored. Instead, when
encountering an instability at Λc, the self-energy Σ
Λc and the vertex V Λc are interpreted
as solutions of the Hubbard model at the critical coupling Uc = Λ
2
cU .
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From the Dyson equation we calculate the interacting Green’s function in the form
GΛ(k) =
Λ
iν − εk + µΛ − ΛΣΛ(k) . (2.8)
The corresponding single-scale propagator is given by
SΛ(k) =
iν − εk + µΛ − Λ∂µΛ/∂Λ
(iν − εk + µΛ − ΛΣΛ)2
. (2.9)
The Λ-dependent chemical potential µΛ has to be determined from the equation
n = 2
∫
k
eiν0
+GΛ(k)
Λ
= 2
∫
k
eiν0
+
iν − εk + µΛ − ΛΣΛ(k) . (2.10)
The factor 2 accounts for the spin degree of freedom. We specifically choose the filling
associated to the rescaled fields since, unlike 〈ψ¯ψ〉, 〈η¯η〉 is well defined also at the initial
value Λini = 0, where the chemical potential µ
Λini is the noninteracting one, and it has a
precise interpretation at any Λ value. While different at the intermediate steps, at the
final value Λ = 1 the fillings (2.10) and 〈ψ¯ψ〉 coincide.
In the interaction flow, contributions to pairing which are discarded by our trunca-
tion at the two-particle level are more important than in the more commonly used flows
with a momentum or frequency cutoff. Unlike magnetism, d-wave pairing is generated
exclusively by diagrams with (at least two) overlapping loops. In fact, the d-wave pair-
ing channel is the most affected, since it is the only channel generated by nested loop
diagrams only.
As an example, we consider the perturbative diagram shown in Fig. 2.1a, which is a
renormalization of the particle-particle interaction due to particle-hole bubble inclusions.
For our scope, we associate the internal line with the Λ-dependent propagator GΛ0 , as
given in the interaction scheme, and consider the derivative with respect to Λ of the
diagram 2.1a. The Λ derivative is composed by three terms, diagrams (b), (c) and
(d) of Fig. 2.1, the only difference being the position of the noninteracting single-scale
propagator SΛ0 = ∂ΛG
Λ
0 . We represent by a long cut, for example in diagram (b), the
combination SΛ0 (q − k)GΛ0 (k) +GΛ0 (q − k)SΛ0 (k) coming from the Λ-derivative.
In the level-2 truncation, only the diagram (b) is taken into account while the dia-
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(b)
(c) (d)
Figure 2.1: (a): Perturbative diagram contributing to the renormalization of the pairing
channel due to the particle-hole bubble. (b), (c) and (d): Λ derivatives of diagram (a).
The internal lines refers to the propagator GΛ0 . The long cut represents the combination,
e.g., SΛ0 (q − k)GΛ0 (k) +GΛ0 (q − k)SΛ0 (k), arising from the Λ-derivative.
grams (c) and (d) are neglected. While the total sum (b)+(c)+(d) is independent of the
flow scheme, the single contribution is not. Hence, the choice of the flow scheme GΛ0 , in
level-2 truncation, can be exploited to mitigate, in principle, the effects of the diagrams
not included in the flow equations, for instance in this case (c) and (d), by making these
contributions subleading. Binz et al. [83] showed that, in the presence of an infrared
cutoff and in the case of the perfect nesting of the Fermi surface, the diagrams arising
from the derivative of the internal loop lines are negligibly small compared to the contri-
bution coming from the derivative of the external loop, see also Ref. [74]. However, this
is not the case for the interaction flow, where GΛ0 = ΛG0 implies S
Λ
0 = G0. In fact, all
the three diagrams (b), (c) and (d) are equal and the level-2 truncation accounts only
for 1/3 of the full diagram (a).
2.3 Instability analysis and phase diagram
In this section we present the numerical solution of the flow equations together with
the resulting instability analysis. The numerical setup is discussed in Appendix B. The
divergence of the vertex in a particular channel signals the presence of an instability
in the given channel. We refer to the value Λc at which this happens as the critical
flow parameter. In the interaction flow, the critical value Λc corresponds to a critical
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Figure 2.2: Critical flow parameter as a function of doping x = 1 − n, for T = 0.08t,
t′ = −0.32t and U = 4t. The black stars refer to a divergence in the charge channel
at Q = (0, 0). The color of squares, circles and diamonds encodes the distance of the
incommensurate magnetic vector Q = (pi, pi−2piη) from (pi, pi): darker color corresponds
to a larger distance. The darkest color corresponds to η = 0.18. The vertical light blue
line marks van Hove filling.
interaction Uc = Λ
2
cU , see Section 2.2. In Fig. 2.2 we show 1 − Λc as a function of the
doping x = 1−n. The critical value Λc is determined as the flow parameter where one of
the channels exceeds the value of 200t. The temperature is T = 0.08t, the next-to-nearest
neighbor hopping amplitude t′ = −0.32t, and the bare interaction strength U = 4t.
A divergence of the vertex at finite temperature is associated with spontaneous sym-
metry breaking, in violation of the Mermin-Wagner theorem [39]. This is a consequence
of the truncation of the flow equations. Instead, we should interpret the finite temper-
ature vertex divergence as the signal of the appearance of strong bosonic fluctuations
that cannot be treated within the approximation scheme we are using [61]. Even though
in our framework the flow cannot be continued beyond the critical flow parameter, from
the analysis of vertex and self-energy we can identify the relevant effective interactions
of the system.
The figure shows the cases with and without self-energy feedback. In the first case
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we have only an antiferromagnetic instability, commensurate (AF) or incommensurate
(iAF) depending on the value of the doping x. The magnetic channel, as well as the spin
susceptibility, has its maximum value at zero exchange frequency Ω = 0 at momentum
Q = (pi, pi − 2piη), where η is the incommensurability factor. The region 0.125 ≤ x ≤
0.150 shows a commensurate peak with η = 0. However, we rather observed a degeneracy
of the commensurate and the incommensurate peaks in the spin susceptibility due to a
large plateau around (pi, pi) observed in the bare bubble.
In the case without self-energy feedback an antiferromagnetic instability has been
observed apart from the dopings x = 0.375 and x = 0.4, where a peculiar divergence
in the charge channel has been observed. This cannot be interpreted as a standard
instability, since the charge channel becomes negatively divergent for the finite particle-
hole frequency Ω = 2piT and momentum Q = (0, 0). This feature has already been
observed by Husemann et al. [34] and was named scattering instability. We also checked
that the charge susceptibility becomes negatively divergent at finite frequency Ω = 2piT .
However, this divergence disappears when including the self-energy feedback. Its origin
will be addressed in the Section 2.4.
We did not find a pairing instability at any doping. While d-wave pairing has been
persistently obtained in most earlier fRG studies of the two-dimensional Hubbard model
at sufficiently strong doping, [20] the d-wave pairing interaction in our calculation remains
rather small.
We attribute this seeming discrepancy to three reasons. First, we chose a relatively
high temperature to be able to accurately parametrize the frequency dependence, while
the pairing interaction is expected to increase substantially only for temperatures close
to the pairing scale [35]. Second, as already observed by Husemann et al.,[34] previous
fRG calculations with a static vertex overestimate the d-wave pairing channel, since the
contributing effective interactions decay at large frequencies. Hence, taking the frequency
dependence of the vertex into account one obtains a lower pairing scale. Third, as
discussed in the previous section, the interaction flow underestimates the d-wave pairing
contributions.
The self-energy feedback has three effects on the critical value Λc. First, it increases
Λc, that is, it suppresses the instabilities. Second, the incommensurability vector is
affected, the region of commensurate antiferromagnetism disappears, and one can observe
a more regular trend of increasing η with x. Third, the divergence in the charge channel is
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(b)
Figure 2.3: (a) Flow of the maximal values of the charge (C) and magnetic (M) channels
as functions of 1 − Λ, for x = 0.4, t′ = −0.32, U = 4t and T = 0.08t. Top: without
self-energy feedback; bottom: with self-energy feedback.
(b) Flow of the maximal values of the magnetic (M) channel as functions of 1 − Λ,
for x = 0.025 (top) and x = 0.375 (bottom). The other parameters are t′ = −0.32,
U = 4t and T = 0.08t. Red symbols: with self-energy feedback; blue symbols: without
self-energy feedback.
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completely suppressed, and the leading instability in the doping region 0.375 ≤ x ≤ 0.4
remains incommensurate antiferromagnetism. This can be also seen from Fig. 2.3a,
where we compare the flow of the maximum (of the absolute value) of magnetic and
charge channels with and without the self-energy feedback for doping x = 0.4. Without
self-energy feedback, the charge channel reaches large and negative values. The presence
of such a large (and negative) charge channel inhibits the magnetic channel. The effect
of the self-energy in the flow is evident: the charge channel is strongly suppressed. At
the same time the magnetic channel is enhanced.
This is confirmed by Fig. 2.3b, where we show the maximum ofM with and without
self-energy feedback for x = 0.025 (top) and x = 0.375 (bottom). One can see that the
enhancement of M due to the self-energy is specific of the large doping region, while,
in the small doping region the self energy decreases M. The self-energy affects the
magnetic channel directly by reducing the particle-hole bubble, and indirectly through
the feedback of other channels, that is, reducing the charge channel. The former effect
dominates for small doping, the latter at large doping.
The suppression of instabilities, and in particular the elimination of the artificial
charge instability by dynamical self-energy feedback was already observed by Husemann
et al. [34] In that work, however, the momentum dependence of the self-energy was
approximated by its value at the van Hove points, where it is particularly large. The
suppression effects are thereby likely somewhat overestimated.
Trying to understand the self-energy feedback effects, we look for possible changes in
the Fermi surface. To this end we analyze the momentum distribution
nΛ(k) = 2T
∑
ν
eiν0
+GΛ(k, ν)
Λ
= 2T
∑
ν
eiν0
+
iν − εk + µΛ − ΛΣΛ(k, ν) . (2.11)
In our calculations, we get rid of the convergence factor eiν0
+
by adding and subtracting
the non-interacting distribution n0(k) = 2T
∑
ν e
iν0+G0(k, ν) and by using the contour
integration method [84]. Note that we defined the momentum distribution with respect
to the rescaled fields η and η¯, introduced in Section 2.2.
In Fig. 2.4 we show the non-interacting (top left) and interacting (top right) momen-
tum distribution in the first quadrant of the Brillouin zone for doping x = 0.025. The
latter is computed at the critical value Λc. Comparing the two panels, one does not ob-
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Figure 2.4: Top row: momentum distribution for t′ = −0.32t, T = 0.08t and doping
x = 0.025. Left panel: non-interacting case. Right panel: interacting case for U = 4t.
The black circles mark the points used to patch the self-energy. Bottom row: cut of the
occupation along the Brillouin zone paths reported as arrows in the insets. Blue dashed
curves are results for the non-interacting system, while red dotted curves are for U = 4t.
serve any relevant shift of the Fermi surface position, but the Fermi surface broadening
is appreciably larger in the interacting case, due to the self-energy.
To observe the effects of the frequency dependence on the critical value Λc, we now
compare our full dynamical approach with an approximation scheme often used used
in the fRG literature [33, 35]. In particular, for this scope we introduce the bosonic
approximation scheme for the channels as XQ,Ω(ν, ν ′) ' XQ,Ω, with X = {S,D, C,M}.
In this approximation, the resulting flow equation, for instance for the magnetic channel
has the form
M˙ΛQ,Ω =
∫
k1,k2
T Λphc(k1, k2, k2 −Q). (2.12)
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Contrary to the left-hand side, the right-hand side still depends on ν1 and ν2, which has
to be fixed to some value.
In Fig. 2.5, we compare the critical value Λc for different approximations on the
vertex frequency dependence: our fully dynamic approach, the bosonic approximation
scheme and a static approximation. In none of these results we took the self-energy
feedback into account. The static approximation is obtained by completely neglecting
the frequency structures of the channels, assuming the vertex to be constant in frequency
space. Following Ref. [33], for the bosonic approximation we evaluate the flow equations
only for Ω = 0, as transfer frequency, and ±piT as fermionic arguments. However, as
shown in the next section, already at moderate coupling the effective interactions have
strong dependences on the other two frequency arguments, too. For this reason, there is
an ambiguity in the way the interaction channels are projected to a function of a single
bosonic frequency. Different projection schemes lead to quantitatively different results.
In Fig. 2.5 we show the results from a low-frequency projection that leads to the critical
flow parameter most consistent with the one of the fully frequency dependent scheme.
We observe that Λc is higher in the static case, that is, the instability occurs at a
larger UΛ. This is due to two reasons, first, by taking ν1 = −ν2 = piT the leading
magnetic channel (at fixed bosonic frequency) is approximated by its minimal value, as
will be shown in the next paragraph. Second, in the static approximation the feedback
of the other channels is overestimated, see below. For x ≥ 0.34 there is no divergence in
any channel in the static approximation for the temperature considered.
In Fig. 2.5 we also show the maximal value of the d-wave pairing interaction DΛ at
Λc in the static, bosonic and fully dynamic parametrizations. In none of these results
d-wave pairing is the leading instability at the temperature under consideration, but in
the static approximation DΛc is orders of magnitude larger than in the other two cases.
At lower temperatures (not shown here) we do observe a d-wave pairing instability in
the static approximation. This suppression of pairing by the frequency dependence of
the vertex, already observed by Husemann et al. [34], has been explained above in this
section.
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Figure 2.5: Critical flow parameter as a function of doping x = 1 − n, for T = 0.08t,
t′ = −0.32t and U = 4t. Squares, circles and triangles refer to leading couplings in
the magnetic channel for dynamic, bosonic, and static implementations respectively.
The black stars refer to a divergence in the charge channel at Q = (0, 0). In all the
implementations, no self-energy feedback has been used. The color of squares and circles
encodes the distance of the incommensurate magnetic Q-vector from (pi, pi): darker color
corresponds to a larger distance, as in Fig. 2.2. The maximal value of DΛ at the critical
value Λc is marked by a solid blue line for the dynamic implementation, by a dashed
light blue line for the bosonic approximation, and by a dashed green line for the static
approximation.
2.4 Vertex frequency dependence and charge diver-
gence
In this section we focus on the remarkable frequency dependence of the vertex. We will
first look at the channels showing a divergence, that is, the charge and the magnetic
instabilities observed in Fig. 2.2, and we will then discuss the pairing channels.
As mentioned in the previous section, the divergences of the charge and magnetic
channels are quite different. The charge channel diverges for a finite frequency transfer,
and only when we neglect the self-energy feedback. Since the dependence on the transfer
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Figure 2.6: Frequency dependence of the magnetic (top) and charge (bottom) channel
for t′ = −0.32, U = 4t and T = 0.08t. The left column corresponds to the doping value
x = 0.025 and with self-energy feedback, while the right column, instead, to x = 0.4 and
without self-energy feedback.
momentum and frequency (Q,Ω) has already been discussed in Ref. [34], we focus on
the dependence on the fermionic frequencies. Therefore we present various color plots
for fixed (Q,Ω), showing the dependence on ν1 and ν2.
In the top left panel of Fig. 2.6 we show the magnetic channel MΛcQ,Ω(ν1, ν2) in the
small doping region, where antiferromagnetism is the leading instability. The results
shown have been calculated with self-energy feedback, but the frequency structures we
discuss do not depend strongly on the presence of the self-energy. For clarity we restrict
the plots to the first 20 positive and negative Matsubara frequencies. When only one
channel in the flow equations is taken into account, the fRG equations are equivalent to
the RPA [85]. The magnetic channel calculated with RPA would depend only on the
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frequency and momentum transfer. Hence any variation in the frequency structure has to
be ascribed to the presence of the other channels in the fRG. The channel competition
suppresses the magnetic channel: the largest value of M is reduced compared to the
RPA, and the frequency dependent structure at the center is further reduced compared
to the asymptotic values at large ν1, ν2.
In the bottom left panel of Fig. 2.6 we show the frequency dependence of the charge
channel CΛcQ,Ω(ν1, ν2) for a finite frequency transfer Ω = 2piT , related to the charge insta-
bility discussed in Ref. [34] and above. The frequency structure is completely different
from the magnetic channel. The charge channel has its maximum for frequencies ν1 = piT
and ν2 = −piT . This structure cannot be explained in terms of standard ladder diagrams.
It is related to the behavior of the retarded interaction described in Refs. [86, 87]. In
the two right panels of Fig. 2.6 we show the same quantities but for x = 0.4 and without
self-energy feedback. In this case, the localized peak in the charge channel is the leading
interaction. The position and shape of the frequency structures are similar to the one
described above.
In Fig. 2.7 we display the frequency dependence of the pairing functions S and D
for two distinct doping values x = 0.025 and x = 0.4. One can see that DΛc is in-
deed asymptotically vanishing at large frequencies,[31] as can be understood from the
frequency dependences in Eqs. (A.11) and (A.13).
Discussing the phase diagram in Fig. 2.2, we mentioned the presence of a spurious
divergence in the charge channel, once the self-energy feedback is not taken into account.
To gain insight into the origin of this singular frequency structure, we identify a simple
set of Feynman diagrams reproducing the same features. The main idea is that the
magnetic channel, which is generated first, is responsible for the singular structure in the
charge channel.
To check this qualitatively, we first compute an effective interaction by means of
an RPA in the magnetic channel, and then insert this effective magnetic interaction
into a subsequent RPA equation for the charge channel. Of course one does not ex-
pect quantitative agreement with the fRG, since we overestimate both interactions, but
the approximation is sufficient to reproduce and explain the qualitative features we are
interested in.
We start by introducing an effective interaction that includes the magnetic fluctua-
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Figure 2.7: Frequency dependence of the pairing channels SΛcQ,Ω(ν1, ν3) and DΛcQ,Ω(ν1, ν3)
for Q = (0, 0) and Ω = 0. The doping is x = 0.025 (top) and x = 0.4 (bottom). The
other parameters are T = 0.08t, t′ = −0.32t, and U = 4t.
tions as computed by RPA in the particle-hole crossed channel:
U effQ,Ω =
U
1− UΠQ,Ω . (2.13)
Since the bare interaction U is local, U eff depends only on the transfer momentum Q
and frequency Ω of the particle-hole bubble
ΠQ,Ω = −T
∑
ν
∫
p
G0(p, ν)G0(p + Q, ν + Ω). (2.14)
The magnetic effective interaction in Eq. (2.13) will now be used to compute the RPA
equation for the charge channel. Adopting the simplified momentum dependences of
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Figure 2.8: In the top row and bottom left panels, the charge channel CQ,Ω(ν1, ν2) =
C˜Q=(0,0),Ω(ν1, ν2 − Ω) computed from Eq. (2.15) is shown as a function of ν1 and ν2 for
transfer frequencies Ω = 0, Ω = 2piT and Ω = 4piT , respectively. In the bottom right
panel, the bubble ΠQ=(0,0),Ω(ν) is shown as a function of ν for Ω = 0, Ω = 2piT and
Ω = 4piT . The model parameters are t′ = −0.32 and U = 4, the doping x = 0.375, and
the temperature T = t.
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the effective interactions used in the fRG calculation, only the momentum integrated,
that is, local part of the magnetic interaction U effΩ =
∫
Q
U effQ,Ω contributes to the charge
channel. We thus obtain CQ,Ω(ν1, ν2) = C˜Q,Ω(ν1, ν2 − Ω), where
C˜Q,Ω(ν1, ν3) = −U effν1−ν3
[
δν1,ν3 + U
eff
ν1−ν3ΠQ,Ω(ν1)
]−1
, (2.15)
with
ΠQ,Ω(ν) = −T
∫
p
G0(p, ν)G0(p + Q, ν + Ω). (2.16)
Note that the fermion frequencies ν are not summed in ΠQ,Ω(ν), and the inverse in
Eq. (2.15) is a matrix inverse of the matrix with indices ν1 and ν3. Eq. (2.15) is nothing
but an RPA equation with a frequency dependent interaction in the particle-hole channel.
In the case of a frequency independent effective interaction U eff , Eq. (2.15) becomes
ν1 and ν3 independent and only the summed bubble ΠQ,Ω appears. The frequency
dependence of U eff qualitatively affects the results.
In Fig. 2.8, we show the charge channel as computed from Eq. (2.15) for Q = (0, 0)
and different Ω as a function of ν1 and ν2 = ν3 + Ω, for T = t and x = 0.375. We have
to choose such a high temperature to stay in a stable paramagnetic phase, due to the
above-mentioned overestimation of the fluctuations within the RPA. In the more accurate
fRG calculation the magnetic instability occurs at lower temperatures. The frequency
structure in Fig. 2.8 for Ω = 2piT is very similar to the one shown in Fig. 2.6. The simple
contributions considered here reproduce the position of the main structures, as well as
the correct sign of the charge channel. This is true also for the other bosonic Matsubara
frequencies shown here, for which we do not report the fRG results. Furthermore, upon
lowering the temperature the charge channel diverges also for other finite bosonic Mat-
subara frequencies, while it does not diverge for Ω = 0. From this we conclude that the
frequency dependent effective magnetic interaction described above is responsible for the
frequency structure of the charge channel observed in the fRG.
To understand why the divergence appears for a non-zero frequency Ω, we notice that
in Eq. (2.15) the Ω dependence appears only through the bubble ΠQ,Ω(ν). The frequency
summed particle-hole bubble obeys the following relation:
ΠQ→(0,0),Ω =
∑
ν
ΠQ→(0,0),Ω(ν) = CδΩ,0, (2.17)
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where C is a positive constant that, at low temperature, approaches the density of states
at the Fermi level. In the bottom right panel of Fig. 2.8, we show the bubble ΠQ=(0,0),Ω(ν)
as a function of ν for different values of Ω. We note that it has a large negative peak
for Ω = 2piT . This is due to the property (2.17): the summed bubble must vanish for
Ω 6= 0, hence a large negative value is needed to cancel the positive contributions at large
frequency. We have thus identified the origin of the frequency structure observed in the
charge channel, which seems to be quite general since it arises from simple Feynman
diagrams.
Including the self-energy in the calculation of the bubble, Eq. (2.17) does not evaluate
to a δ-function anymore, and the difference between the summed bubble at vanishing
frequency and for frequency 2piT is diminished. This is probably the reason why the
inclusion of the self-energy feedback prevents the unphysical divergence of the charge
channel.
2.5 Self-energy and pseudogap
We now discuss the frequency and momentum dependence of the self-energy. In Fig. 2.9a
we show the frequency dependence of the imaginary part of the self-energy at T = 0.08t
and low doping x = 0.025. The spread between the maximal and minimal self-energy
at each frequency is rather small, indicating that the self-energy did not develop a large
momentum dependence even when the flow parameter reached the critical value Λc. At
small frequencies the self-energy has a typical Fermi liquid behavior. One would generally
expect the antinodal region to be more affected by correlation effects. However, there is
only a slight increase of |ImΣ(k, ν)| in this region. At the temperature and interaction
strength we are considering, we do not observe a tendency towards the opening of a
momentum selective gap. In Fig. 2.9b we show the imaginary part of the self-energy
for a larger doping x = 0.4. As in the previous case, we do not see much momentum
differentiation.
The self-energy enters directly in the calculation of the momentum distribution
through the Green’s function, already discussed above, and shown in Figs. 2.4. In the
bottom panels of these figures, we show how the momentum distribution evolves along
two different cuts in the Brillouin zone, crossing the nodal and antinodal regions, respec-
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(b)
Figure 2.9: Self-energy as a function of frequency for U = 4t, t′ = −0.32t at temperature
T = 0.08t, for doping x = 0.025 on the top and x = 0.4 on the bottom. The location
of the k-point in the Brillouin zone is color coded in the inset. The position of all the
patching points taken into account for the self-energy is calculated from the noninteract-
ing Fermi-surface and is shown as black circles in the top row of Figs. 2.4, for instance,
and does not change during the flow. The shaded area highlights the region between the
maximal and minimal value of the self-energy for each frequency.
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Figure 2.10: Quasiparticle weight Zk and decay rate γk as function of the angle θ for the
same parameters as in Fig. 2.9a. The values on the left axis refer to the quasiparticle
weight, the values on the right axis refer to the decay rate.
tively. The drop in the momentum distribution is sharper along the diagonal, and the
self-energy effects are stronger along the antinodal cut. For doping x = 0.4 the broaden-
ing of the Fermi surface, already larger at the non interacting level, is further enhanced
by the self-energy.
To study further the difference between nodal and antinodal regions in the iAF
regime, we studied the quasiparticle weight [68] Zk, and the decay rate γk. Instead of
relying on analytical continuation, we have extracted these parameters directly from the
Matsubara frequencies data. We have fitted the first few frequencies of the imaginary part
of the self-energy with a polynomial of degree l: ImΣ(k, ν) ≈ a0(k)+a1(k)ν+...+al(k)νl
and we identified γk = a0(k) and Zk = [1 − a1(k)]−1. The procedure only works if the
temperature is low enough, and if the frequencies used for the fit are not too high. We
checked that the results were stable upon changing the number of frequencies and the
order of the polynomial used for the fit. In Fig. 2.10 we plot Zk and γk against the angle
θ along the Fermi surface, θ = 0 corresponding to the antinodal direction and θ = pi/4
to the nodal one. The variation of the quasiparticle weight along the Fermi surface is
extremely small with Zk assuming values between 0.754 and 0.760. On the other hand,
the relative variation of the decay rate γ along the Fermi surface is sizable, varying from
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Figure 2.11: (a) Second order correction to the self-energy in spin fluctuations theories.
The wavy line represents the spin susceptibility while the internal continuous line refers
to the noninteracting propagator. (b) Self-energy computed with Eq. (2.18), or diagram
(a). The spin susceptibility is computed with the vertex at the critical value Λc. The
parameters are U = 4t, T = 0.08t, t′ = −0.32t and doping x = 0.025, the same as in
Fig. 2.9a. In the inset, the noninteracting momentum distribution is shown.
γ ≈ 0.056t to γ ≈ 0.082t. These values are comparable to the temperature T = 0.08t.
Decay rates [88] and quasi-particle weights [89] were computed already in early fRG
calculations from two-loop contributions to the self-energy, obtained by inserting the
integrated one-loop equation for the vertex into the flow equation for the self-energy. In
this way the computation of a frequency dependent vertex was avoided. The size and
anisotropy of the decay rates obtained in these calculations are comparable to our results.
The quasi-particle weight was even less reduced, but its anisotropy more pronounced,
probably because the Fermi surface in Ref. [89] is more nested than ours and close to
van Hove points.
We conclude that near the critical value Λc the system generically still has coherent
quasiparticles along the Fermi surface, with a higher decay rate in the antinodal region.
This is consistent with the results of Ref. [90], where non-Fermi liquid behavior of the
self-energy was observed only very close to the pseudo-critical temperature and in the
immediate vicinity of the magnetic hot spots.
We finally discuss the issue of pseudogap in our implementation of the flow equa-
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tions. In fact, somewhat surprisingly, the self-energy in Fig. 2.9 does not show a sig-
nificant momentum dependence. In both calculations the flow has been stopped due to
an antiferromagnetic instability. In other methods, for instance the dynamical vertex
approximation (DΓA) [91], diagrammatic Monte Carlo [92] and the dynamical cluster
approximation (DCA) [46], close to an antiferromagnetic transition the quasi-particle
spectral function shows a gap in the antinodal direction only, i.e. close to k = (pi, 0).
This specific momentum differentiation in the spectral function is associated with the
pseudogap and has been observed in numerous experiments in cuprates [2, 5].
To understand the lack of pseudogap in our calculations, we mention here two partic-
ular approaches, the spin fluctuations theories [93, 94] and the two-particle self-consistent
approach (TPSC) of Vilk and Tremblay [95], see also Ref. [96] in connection with the
pseudogap. These approaches assume that the high energy spin fluctuations decouple
and can be integrated out, leading to a low energy effective field theory. The second
order correction for the self-energy for this effective model is given by [93, 96]
Σ(2)(k, iν) = U2
∫
q
G0(q + k, iω + iν)χs(q, ω). (2.18)
The diagrammatic representation is shown in Fig. 2.11a. By using the Ornstein-Zernike
form for the spin susceptibility [97, 98], Eq. (2.18) predicts a spectral gap only for
momenta close to the hot-spots [95, 96].
Our results with the fRG flow, in Figs. 2.9a and 2.9b, show, instead, Fermi-liquid
excitations on the whole Fermi-surface. In our implementation, the fRG involves two
approximations: the level-2 truncation and the finite expansion in form factors. Although
the self-energy flow equation is exact, an approximation to the vertex flow leads to a
subsequent approximation to the self-energy flow.
For a better understanding, we can extract the spin susceptibility χs(q, ω) from the
fRG vertex function and substitute it in the second order self-energy (2.18). We use the
vertex function at the critical value Λc and the standard diagrammatic expression for
the susceptibilities. The resulting self-energy is shown in Fig. 2.11b, where we used the
same parameter set used also in Fig. 2.9a. In this case, we can clearly see a tendency to a
non Fermi-liquid behaviour for momenta k close to the hot-spots and a strong reduction
of the spectral weight in the antinodal direction. Moreover, we still observe Fermi-liquid
excitations in the nodal direction, confirming the expected pseudogap picture.
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However, the lack of pseudogap physics in the flow equation of the self-energy (1.36)
remains, and this issue has still to be clarified.
Dynamical effects on the nonlocal
magnetic correlations
In the first chapter, we introduced the DMFT as a method able to investigate strong
correlations effects at the local level. The DMFT self-consistency loop involves the calcu-
lation of one-particle quantities only, while many physical observables require the explicit
calculation of the vertex function. In Section 1.2.4, we defined and discussed the local
DMFT vertex function. Since the calculation of the DMFT vertex is computationally
demanding, susceptibilities are often computed by a random-phase approximation (RPA)
with DMFT propagators. This approach has frequently been applied to real materials,
for example, to iron systems [99]. The importance of the vertex corrections for the fre-
quency dependence of the local spin susceptibility has already been addressed in the
context of iron pnictides [100, 101].
Here, we consider the 2D Hubbard model. The effects of the DMFT vertex on charge
correlations has been studied at half-filling by Hafermann et al. [86], who focused also
on gauge invariance from a more fundamental perspective. Instead, we concentrate on
the nonlocal spin correlations away from half-filling. As we shall show, although being
local in space, the DMFT vertex strongly changes the momentum dependence of the spin
susceptibility.
The vertex corrections do not only affect the Ne´el temperature, but also the wave
vector of the dominant magnetic instability. Via its frequency dependence, the DMFT
vertex alters the momentum dependence of the susceptibility as compared to the mo-
mentum dependence of the RPA susceptibility with the particle-hole bubble dressed by
the self-energy only. In large parts of the phase diagram, the RPA susceptibility is maxi-
mal at a wave vector (pi, pi), predicting Ne´el-type commensurate antiferromagnetic order,
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while the susceptibility computed with vertex corrections exhibits pronounced maxima
at incommensurate wave vectors on the Brillouin zone (BZ) boundary away from (pi, pi).
The results reported in this chapter are also shown in the peer reviewed paper [102].
3.1 Bethe-Salpeter equations and nonlocal spin sus-
ceptibility
In Section 1.2.4 we discussed the local DMFT vertex function Vσ1,σ2,σ3,σ4(ν1, ν2, ν3). Here,
we introduce the Bethe-Salpeter equations as a method to generate the momentum de-
pendence of the vertex by using a ladder summation. For our scope, we select the
particle-hole direct channel and the magnetic component V m = V↑↑↑↑ − V↑↓↑↓. A gener-
alization to pairing and charge components can be found in Refs. [54] and [86].
The local Bethe-Salpeter equation in the particle-hole channel reads [54]
V mω (ν1, ν2) = Γ
m
ω (ν1, ν2)− T
∑
ν
Γmω (ν1, ν)χ
0,loc
ω (ν)V
m
ω (ν, ν2), (3.1)
where we used χ0,locω (ν) = −G(ν)G(ω+ν) and the notation Vω(ν1, ν2) ≡ V (ν1, ν2, ω+ν1).
The new object Γm contains two-particle irreducible (2PI) diagrams in the particle-hole
channel. We are now able to write the nonlocal version of the Bethe-Salpeter for the
nonlocal vertex function V mq
V mq,ω(ν1, ν2) = Γ
m
ω (ν1, ν2)− T
∑
ν
Γmω (ν1, ν)χ
0
q,ω(ν)V
m
q,ω(ν, ν2), (3.2)
with
χ0q,ω(ν) = −
∫
k
G(k, ν)G(q + k, ω + ν). (3.3)
Here, G−1(k, ν) = iν − k + µ − Σdmft(ν). By solving Eqs. (3.1) and then (3.2), we
obtain the nonlocal vertex function V mq . From a diagrammatic point of view, the combi-
nation of the local and nonlocal Bethe-Salpeter equations, Eqs. (3.1) and (3.2), provides
a consistent ladder summation without double counting of equivalent diagrams. The
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relations (3.1) and (3.2) can be combined into a single equation
V mq,ω(ν1, ν2) = V
m
ω (ν1, ν2)− T
∑
ν
V mω (ν1, ν)[χ
0
q,ω(ν)− χ0,locω (ν)]V mq,ω(ν, ν2). (3.4)
In the next section, we show the effect of the local DMFT vertex to nonlocal magnetic
properties. We discuss here the momentum dependent magnetic susceptibility with local
vertex corrections. We start by mentioning the exact formula for the spin susceptibility
as
χq,ω =
∫
k,ν
χq,ω(k, ν), (3.5)
where
χq,ω(k, ν) = χ
0
q,ω(k, ν)− χ0q,ω(k, ν)
∫
k′,ν′
Γmk,ω(ν, ν
′,k,k′)χq,ω(k′, ν ′). (3.6)
We used the particle-hole notation of Rohringer et al. [54] and the summation
∫
k,ν
=
T
∑
ν
∫
dk
(2pi)2
is understood. Γm is the two-particle irreducible vertex in the magnetic
channel and corresponds to the magnetic antisymmetric spin combination Γ↑↑↑↑ − Γ↑↓↑↓.
Due to the computationally demanding calculation of the DMFT vertex function,
the spin susceptibility is often computed with a RPA formula, obtained by replacing the
irreducible vertex with the lowest order in perturbation theory Γmk,ω(ν, ν
′,k,k′) = −U
χRPAq,ω =
χ0q,ω
1− Uχ0q,ω
, (3.7)
where
χ0q,ω = T
∑
ν
χ0q,ω(ν) = −T
∑
ν
∫
k
G(k, ν)G(q + k, ω + ν) (3.8)
is the polarization function, or particle-hole bubble. In this context we consider the
Green’s function dressed by the DMFT self-energy. The symmetric phase is stable only if
the denominator in Eq. (3.7) is positive. A vanishing denominator for ω = 0 at a certain
wave vector q signals a magnetic instability. The specific structure of the Eq. (3.7)
implies that the RPA susceptibility χRPA and the bubble χ0 have the same maximum in
momentum space. As a consequence, in a RPA approach the nonlocal spin correlations
are completely determined by the momentum dependence of the bubble itself.
The RPA formula (3.7) can be improved by including the DMFT local vertex correc-
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tion
χq,ω = T
∑
ν1,ν2
(D−1q,ω)
ν1,ν2χ0q,ω(ν2) (3.9)
where Dν1,ν2q,ω = δν1,ν2 + Tχ
0
q,ω(ν1)Γ
m
ω (ν1, ν2).
As discussed in Section 1.2.3, contrary to the local susceptibility, the nonlocal spin
response function (3.9) diverges at finite temperature signaling an antiferromagnetic
instability.
In the next section, we calculate the spin susceptibility with the DMFT vertex cor-
rections for different finite doping values and a finite t′. We will show that, although the
DMFT includes only local contributions, the vertex strongly affects also the momentum
dependence of the susceptibility.
3.2 Dynamical vertex corrections to magnetic sus-
ceptibility
In this section, we analyze how local corrections affect nonlocal magnetic properties.
First, since we concentrate on the magnetic ordering wave vector q = (pi, pi − 2piη), we
introduce the incommensurability factor η that is determined by the maximum in the
BZ of the static spin susceptibility χq,ω=0.
We use the formula (3.7) to compute the RPA spin susceptibility χRPAq,ω , where the
particle-hole bubble χ0q,ω in Eq. (3.8) is computed with the DMFT self-energy feedback.
Note that, due to the specific structure of Eq. (3.7), the RPA susceptibility χRPA and the
bubble χ0 have the same maximum in momentum space. As a consequence, the incom-
mensurability factor η in RPA is completely determined by the momentum dependence
of the bubble itself.
We use Eq. (3.9) for the DMFT susceptibility χq,ω. Note that χq,ω in Eq. (3.9)
includes local correlations both at the two-particle level with the DMFT vertex but also
at the one-particle level with the inclusion of the DMFT self-energy in the bubble. Since
the vertex is local, in Eq. 3.9 the momentum dependence of the susceptibility is generated
by the particle-hole propagator. However, we will see that, due to the convolution with
the frequency dependent vertex, the momentum dependence of the susceptibility does
not simply trace the momentum dependence of the bubble as in the RPA.
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Figure 3.1: Static particle-hole bubble (left) and static susceptibility (right) as a function
of momentum in the first quadrant of the BZ. From top to bottom results for various
densities are shown: n = 0.82, n = 0.76 and n = 0.72. The other parameters are U = 8t,
t′ = −0.2t, and T = 0.08t.
In Fig. 3.1 we show results for the static particle-hole bubble (left column) and
the static DMFT susceptibility (right column) as a function of momentum in the first
quadrant of the Brillouin zone (BZ) for various fermion densities n < 1. All quantities
are computed for t = 1. The interaction is rather strong (U = 8t), and the temperature
T = 0.08t has been chosen within the paramagnetic regime, that is, above the critical
temperature for a magnetic instability (within DMFT). One can clearly see that the
positions of the maxima of the bubble and the susceptibility are generally distinct; in
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Figure 3.2: Bare bubble (dotted line), DMFT bubble (dot-dashed line) and DMFT
susceptibility (continuous line) plotted along a specific path in the BZ for U = 8t,
t′ = −0.2t, and T = 0.08t. From left to right: n = 0.82, n = 0.76 and n = 0.72. The
numbers on the left y-axes refer to both bare and DMFT bubble, while the numbers on
the right y-axes refer to the susceptibility.
particular, for n = 0.82, the maximum of the bubble is located at q = (pi, pi), while the
DMFT susceptibility shows maxima for incommensurate vectors q = (pi, pi − 2piη) and
q = (pi − 2piη, pi), with η ≈ 0.12.
Hence, for n = 0.82, the widely used RPA formula (3.7) yields dominant commen-
surate antiferromagnetic correlations, since the momentum dependence of the RPA sus-
ceptibility is entirely determined by the particle-hole bubble. In this approximation the
local correlations are taken into account only at the one-particle level, through the inclu-
sion of the self-energy. The behavior changes drastically when the local fluctuations are
considered also at the two-particle level by including the DMFT vertex. The results for
the susceptibility in the right panel of Fig. 3.1 exhibit dominant incommensurate spin
correlations for all shown densities. For n = 0.76, both the particle-hole bubble and the
susceptibility have incommensurate maxima, but at different positions. Reducing the
filling further to n = 0.72, the momentum (pi, pi) becomes a marked local minimum for
the bubble and even a global minimum for the DMFT susceptibility.
The peak structure of the bubble and the susceptibility can be seen more clearly when
plotted along a specific path in the BZ, as shown in Fig. 3.2. Here, it is evident that
(pi, pi) becomes a global minimum for the susceptibility at filling n = 0.72. In this plot
we also show the bare bubble χ0,bare, which is computed without self-energy feedback
and with the bare chemical potential.
Despite the fact that the bare bubble does not enter in Eqs. (3.7) and (3.9), since
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Figure 3.3: Incommensurability η as a function of the doping δ = 1 − n, for U = 8t,
t′ = −0.2t, and T = 0.08t. The different curves refer to the DMFT susceptibility,
the DMFT bubble with self-energy, and the bare bubble, respectively. The grey area
indicates the doping values where Eq. (3.9) has no solution, due to a magnetic instability
in that regime.
χ0 is evaluated with self-energy feedback, the momentum dependence of the DMFT
susceptibility resembles much more the one of the bare bubble rather than the bubble
with dressed propagator. This is remarkable since the self-energy strongly affects the
particle-hole bubble: first, as expected, the self-energy globally suppresses the bubble;
second, and more importantly, it smears the peaks in momentum space and thus reduces
or even eliminates the shift η. By contrast, the two-particle vertex has the opposite
effect: it sharpens the peak and increases η.
To study further the relation between the particle-hole bubble and the DMFT sus-
ceptibility, in Fig. 3.3 we show the corresponding incommensurabilities η as function
of the doping δ = 1 − n. The maximum of the dressed particle-hole bubble stays at
(pi, pi) for doping smaller than 0.2, and moves away from (pi, pi) only for δ > 0.2. On the
other hand, the incommensurability vector of the DMFT susceptibility is finite already
for doping x = 0.14, and is always larger than the one of the particle-hole bubble. In
the paramagnetic regime where the DMFT susceptibility is well defined, the incommen-
surability vector of χ is quite close to the one obtained from the bare bubble. When
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Figure 3.4: From left to right, bare bubble at T = 0.013t, bare bubble at T = 0.08t, and
susceptibility at T = 0.08t as a function of momentum for U = 8t and n = 0.82. Top:
t′ = −0.2t, bottom: t′ = −0.08t. The dashed lines represent the nesting vectors of the
Fermi surface as explained in Ref. [103].
the doping is increased, the difference between the incommensurability of the dressed
bubble and of the susceptibility is gradually reduced. Similar results are obtained for
t′ = −0.08t.
The position of the peaks of the bare particle-hole bubble at low temperatures is de-
termined by crossing points of nesting-lines (or ”2kF -lines”) in the BZ (see, for example,
Ref. [103]). The latter are lines formed by the set of all nesting vectors of the Fermi
surface, which connect Fermi momenta with collinear Fermi velocities. The smearing
effect of the self-energy on the bubble spoils the connection with the Fermi surface ge-
ometry. Since the vertex correction strongly affects the momentum dependence of the
susceptibility, the question arises whether the vertex restores a connection between the
susceptibility and the Fermi surface.
To further investigate this point, in Fig. 3.4 we plot the susceptibility at T = 0.08t,
already shown in previous plots, together with the bare bubble at the same temperature,
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Figure 3.5: Incommensurability η as a function of the doping δ = 1 − n, for U = 8t,
t′ = −0.2t, and T = 0.08t. The different curves refer to the DMFT susceptibility, the
bubble χ0 with DMFT self-energy, and the ηFS as in Eq. (3.10).
and also at a lower temperature T = 0.013t, where the signature of the Fermi surface
is more pronounced. Structures along the nesting-lines parallel to the BZ diagonals
are visible only in the bubble, not in the susceptibility. However, the positions of the
incommensurate peaks near the crossing points of nesting lines on the BZ boundary are
quite similar in both quantities. This similarity suggests a connection between the peaks
in the DMFT susceptibility and the Fermi surface geometry.
By following Ref. [103], we calculate analytically the incommensurability factor η
predicted by the Fermi surface geometry as
ηFS =
1
2
− 1
pi
arccos
(
− µ
2t
)
. (3.10)
In Fig. 3.5 we compare the doping dependence of ηFS with the incommensurability
factors extracted from the DMFT susceptibility and the DMFT bubble, shown also in
Fig. 3.3. The incommensurability ηFS, represented with grey points, follows the doping
dependence of the peak positions in the DMFT susceptibility. This comparison supports
the connection between the DMFT susceptibility with vertex corrections and the Fermi
surface geometry.
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Magnetic and superconducting
correlations with the fRG at strong
coupling
As explained in Chapter 1, Taranto et al. [53] managed to combine the strengths of the
DMFT and the fRG in a new computational method, the DMF2RG. Due to the truncated
field expansion, the fRG is limited to weak-to-moderate interactions [20]. For instance,
the fRG equations used so far do not capture the Mott metal-insulator transition, which
plays a crucial role in the strongly interacting Hubbard model. On the other side, this
transition is well described by the DMFT, which captures strong local correlations effects.
In this chapter, we apply the DMF2RG to the 2D Hubbard model. Taranto et al. [53]
used a channel decomposition [29, 34] to simplify the frequency dependence of the vertex
function to one frequency variable in each channel. This approximation limited the
application of the DMF2RG to the weak-to-moderate coupling regime. The momentum
dependences of the vertex and the self-energy were computed only at half-filling for
moderate coupling strengths [53].
At strong coupling, the vertex exhibits frequency dependences which cannot be re-
duced to one frequency per interaction channel [54]. In the fRG, non-separable frequency
dependences are generated even at moderate coupling, see Chapter 2. Hence, we apply
the DMF2RG by requiring an accurate parametrization of the full frequency dependence
of the vertex.
In the first part of this chapter, we focus on methodological aspects. Here we describe
our parametrization of the two-particle vertex and the flow equations for the interacting
channels. In addition to a more accurate parametrization of the vertex, a major advance
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compared to the first version of the DMF2RG is a setup of the flow that conserves local
correlations (already captured by the DMFT). In other words, only nonlocal correlations
are generated by the flow. This substantially improves the accuracy of the unavoidable
truncation of the flow hierarchy.
In the second part, we present results obtained from the DMF2RG for the two-
dimensional Hubbard model at strong coupling, in the parameter regime that applies
to cuprates. The fRG hierarchy is truncated at the two-particle level, that is, only the
influence of nonlocal three-particle interactions (and beyond) is neglected. The momen-
tum dependence of the two-particle vertex is approximated by s-wave and d-wave form
factors. All calculations are carried out at finite temperature, the lowest temperatures
reached are two orders of magnitude smaller than the band width. Antiferromagnetic
fluctuations dominate over a wide doping range. They are of Ne´el type at half-filling,
but incommensurate for a sizable doping. Strong d-wave pairing correlations emerge at
the edge of the antiferromagnetic regime. For the lowest temperature we can reach, the
model is very close to a superconducting instability. The pairing mechanism is clearly
magnetic, similar to the mechanism at weak coupling as seen in the plain fRG [20].
4.1 Vertex parametrization
In Chapter 1, we derived the flow equations for the self-energy ΣΛ(k), (1.36), and the
vertex V Λ(k1, k2, k3), (1.35), whose initial conditions are determined by the DMFT so-
lution. These are the DMFT self-energy, Eq. (1.57), and the DMFT vertex, Eq. (1.58).
We parametrize the vertex function by extending the channel decomposition introduced
by Husemann and Salmhofer[33].
The function V Λ(k1, k2, k3) is decomposed as
V Λ(k1, k2, k3) =Vdmft(ν1, ν2, ν3)− φΛp (k1 + k2; k1, k3) + φΛm(k2 − k3; k1, k2)
+
1
2
φΛm(k3 − k1; k1, k2)−
1
2
φΛc (k3 − k1; k1, k2), (4.1)
in terms of the DMFT vertex, the pairing channel φp, the magnetic channel φm and the
charge channel φc. Note that in Ref. [53] the vertex has been decomposed in terms of
the bare interaction and fluctuating channels, each with a simplified frequency depen-
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dence. In this way, the frequency dependence of the DMFT vertex is not fully captured,
restricting the validity to the weak-to-intermediate coupling range. Here we overcome
this limitation by considering the full frequency dependence of the DMFT vertex. As
a consequence, the functions φx are associated with nonlocal fluctuations beyond the
DMFT solution, since the local pairing, magnetic and charge fluctuations are already
captured by the DMFT vertex. The initial condition for the vertex determines the
starting conditions for the channels as φΛinip = φ
Λini
c = φ
Λini
m = 0.
To derive the flow equations for the interacting channels, we substitute Eq. (4.1) into
Eq. (1.35a) and derive the equations for φx as
φ˙Λp (Q; k1, k3) = −T Λpp(k1, Q− k1, k3), (4.2)
φ˙Λc (Q; k1, k2) = T Λphc(k1, k2, k2 −Q)− 2T Λph(k1, k2, Q+ k1), (4.3)
φ˙Λm(Q; k1, k2) = T Λphc(k1, k2, k2 −Q). (4.4)
While keeping the entire frequency dependence for each channel, we treat the Q
momentum dependence with a patch scheme, see Appendix B, and the momenta k1, k2
and k3 by using an orthonormal set of form factors fl(k). For the charge and magnetic
channels we keep only fs(k) = 1, while for the pairing channel we use fs(k) = 1 and
fd(k) = cos kx − cos ky
φΛp (Q; k1, k3) = SΛQ,Ω(ν1, ν3) + fd
(
Q
2
− k1
)
fd
(
Q
2
− k3
)
DΛQ,Ω(ν1, ν3), (4.5)
φΛc (Q; k1, k2) = CΛQ,Ω(ν1, ν2), (4.6)
φΛm(Q; k1, k2) = MΛQ,Ω(ν1, ν2). (4.7)
As we shall see, simplifying the channels to functions of a single linear combination
of frequencies restricts the validity to the weak-to-intermediate coupling range, while the
aim of the present formalism is to describe strong coupling correlation effects. The flow
equations for C,M, S and D can now be derived by inserting Eqs. (4.5), (4.6) and (4.7)
into Eqs. (4.2), (4.3) and (4.4), respectively, and then by projecting onto form factors.
The final equations for all the channels are derived and shown in Appendix A. For later
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use, we report here the flow equation for the magnetic channel M
M˙ΛQ,Ω(ν1, ν2) = −T
∑
ν
Lm,ΛQ,Ω(ν1, ν)P
Λ
Q,Ω(ν)L
m,Λ
Q,Ω(ν, ν2 − Ω), (4.8)
with
PΛQ,Ω(ω) =
∫
p
GΛ(p, ω)SΛ(Q + p,Ω + ω) +GΛ(Q + p,Ω + ω)SΛ(p, ω), (4.9)
and
Lm,ΛQ,Ω(ν1, ν2) =Vdmft(ν1, ν2, ν2 − Ω) +MΛQ,Ω(ν1, ν2)
+
∫
p
{
− SΛp,ν1+ν2(ν1, ν1 + Ω)−
1
2
DΛp,ν1+ν2(ν1, ν1 + Ω)[cos(Qx) + cos(Qy)]
+
1
2
[
MΛp,ν2−ν1−Ω(ν1, ν2)− CΛp,ν2−ν1−Ω(ν1, ν2)
]}
. (4.10)
4.2 DMFT conserving scheme
In order to compute the flow equations, we have to specify the Λ dependence of the
bare propagator GΛ0 . In the DMF
2RG, GΛ0 has to fulfil condition (1.54), i.e. it has to
interpolate between the Weiss propagator G0(ν) and the lattice noninteracting Green’s
function G0(k, ν). Here, we choose G
Λ
0 such that
GΛloc(ν)|ΣΛ=Σdmft =
∫
k
GΛ(k, ν)|ΣΛ=Σdmft = Gdmft(ν) (4.11)
is independent of Λ, and thus determined by the local propagator as obtained from the
DMFT. Note that in Ref. [53] the condition (4.11) is satisfied only at initial and final
steps. Instead, we require here that the DMFT self-consistency relation is conserved also
during the flow.
Condition (4.11) can be achieved by the following ansatz
GΛ0 (k, ν) =
1
iν + µ− (1− Λ)k − gΛ(ν)∆(ν) , (4.12)
where we introduced the hybridization function ∆(ν) = iν+µ−G−10 (ν) and the function
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Figure 4.1: gΛ(ν) as a function of Λ for the first Matsubara frequency ν0 = piT . Param-
eters are n = 0.82, U = 8t, T = 0.08t and t′ = −0.2t.
gΛ(ν) which has to be determined from Eq. (4.11). The initial and final flow parameters
are Λini = 1 and Λfin = 0; in these cases, we have gΛini(ν) = 1 and gΛfin(ν) = 0. The value
of the chemical potential µ is fixed during the flow and is determined by the DMFT
solution. The simple choice, for instance, gΛ(ν) = Λ, yields the flow scheme used in
Ref. [53].
By inserting Eq. (4.12) into Eq. (4.11), we have∫
k
1
iν + µ− (1− Λ)k − gΛ(ν)∆(ν)− Σdmft(ν) =
[G−10 (ν)− Σdmft(ν)]−1 , (4.13)
which represents an equation for gΛ(ν) and can be solved numerically by the bisection
method for a given Λ.
In Fig. 4.1, we show gΛ(ν) as a function of Λ for the first Matsubara frequency
ν0 = piT and filling n = 0.82. We observed that gΛ(ν) at fixed Λ is almost constant in
frequency space. gΛ(ν) fulfils the same symmetry properties of the self-energy.
From Eq. (4.12), we are able to calculate the single-scale propagator as
SΛ = −GΛdG
Λ
0
−1
dΛ
GΛ = −GΛ
[
k −∆dgΛ
dΛ
]
GΛ. (4.14)
The function dgΛ/dΛ can be easily determined by taking the Λ-derivative of Eq. (4.11).
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Figure 4.2: Diagram contributing to the vertex flow equation neglected in the level-2
truncation. The fermionic internal line refers to the single-scale propagator SΛ. The
hexagon corresponds to the three-particle vertex V (6)Λ.
We now comment on the necessity of fixing the DMFT self-consistency relation during
the flow. This condition conserves the DMFT solution and reduces the truncation error
of the flow equations. To clarify this point, we mention here, in a more compact form,
the neglected contribution to the vertex flow equation, Eq. (1.29), as
T V6 = −SΛ ◦ V (6)Λ, (4.15)
where V (6)Λ is the three-particle vertex. Its diagrammatic representation is shown in
Fig. 4.2.
In this context, we separate the self-energy and the three-particle vertex into DMFT
contribution and a nonlocal part as
ΣΛ = Σdmft + δΣ
Λ, (4.16)
V (6)Λ = V
(6)
dmft + δV
(6)Λ. (4.17)
By expanding the Green’s function in a geometric series (GΛdmft = G
Λ
∣∣
Σ=Σdmft
)
GΛ =
1
GΛ0
−1 − Σdmft − δΣΛ
= GΛdmft
∑
l=0
[
GΛdmftδΣ
Λ
]l
, (4.18)
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we write the single-scale propagator as
SΛ = SΛdmft + δS
Λ, (4.19a)
where
SΛdmft = S
Λ
∣∣∣
Σ=Σdmft
=
dGΛdmft
dΛ
(4.19b)
does not contain δΣΛ. The second term in Eq. (4.19a) can be derived by substituing
Eq. (4.18) into Eq. (4.14) and has the form
δSΛ =
∑
l>0
al
[
δΣΛ
]l
, (4.19c)
where the coefficients al depend on Gdmft but not on δΣ
Λ.
The tadpole (4.15) can now be rewritten as
T V6 = −SΛdmft ◦ V (6)dmft − δSΛ ◦ V (6)dmft − SΛdmft ◦ δV (6)Λ − δSΛ ◦ δV (6)Λ. (4.20)
The first term does not contribute to the final solution of the vertex V Λfin . In fact, since
V
(6)
dmft is a local function and by using Eq. (4.19b) we have∫ Λfin
Λini
dΛSΛdmft ◦ V (6)dmft = T
∑
ν
V
(6)
dmft
∫
k
[
GΛfindmft −GΛinidmft
]
= 0. (4.21)
Here we used GΛinidmft = [G−10 − Σdmft]−1, GΛfindmft = [G−10 − Σdmft]−1 and the DMFT self-
consistency condition (1.43). We note that relation (4.21) is valid for any flow scheme
GΛ0 fulfilling condition (1.54). This term represents local contributions that are already
included at the DMFT level and, in the case of DMFT conserving scheme (4.12), is
zero at every step during the flow. The other terms in Eq. (4.20) contribute only after
nonlocal correlations are generated. At the initial state of the flow, δΣΛ and δV (6)Λ are
zero and, hence, the three-particle tadpole T V6 vanishes.
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4.3 Single-channel approximation
In the conventional fRG, when restricting the flow of the two-particle vertex to a sin-
gle channel, particle-particle or direct/crossed particle-hole, and when neglecting the
self-energy feedback, the solution of the flow equation is equivalent to a random phase
approximation (RPA) in that particular channel [20]. A similar statement holds for the
DMF2RG: neglecting the self-energy flow, the single-channel DMF2RG is equivalent to a
RPA with the irreducible DMFT vertex instead of the bare interaction. The latter is re-
quired for the calculation of response functions within DMFT [42]. We now demonstrate
this equivalence explicitly for the case of the crossed particle-hole channel.
Within DMFT, the momentum dependent vertex function for the calculation of mag-
netic response functions is obtained from the Bethe-Salpeter equation in the crossed
particle-hole channel as [42, 54]
V rpaq,ω (ν1, ν3) =
∑
ν
Vdmft,ω(ν1, ν)A
−1
q,ω(ν, ν3), (4.22)
with Vdmft,ω(ν1, ν3) = Vdmft(ν1, ω + ν3, ν3), and
Aq,ω(ν1, ν3) = δν1,ν3 − T [χ0q,ω(ν1)− χ0loc,ω(ν1)]Vdmft,ω(ν1, ν3). (4.23)
A−1Q,Ω(ν1, ν3) is the matrix inverse of AQ,Ω(ν1, ν3) viewed as matrix with the fermionic
Matsubara frequencies ν1 and ν3 as matrix indices. We also introduced the momentum
integrated particle-hole propagator
χ0q,ω(ν) = −
∫
k
Gdmft(k, ν)Gdmft(q + k, ω + ν), (4.24)
withG−1dmft(k, ν) = iν+µ−k−Σdmft(ν), and the local particle-hole propagator χ0loc,Ω(ν) =
−Gloc(ν)Gloc(Ω + ν) with Gloc(ν) =
∫
k
Gdmft(k, ν).
To prove the equivalence between DMFT-RPA and single channel DMF2RG, we show
that Eq. (4.22) is the solution of the vertex flow equation, once we neglect the flow of
the self-energy and take only the crossed particle-hole channel into account. To this end,
we introduce the Λ dependent particle-hole propagator χ0,ΛQ,Ω(ν) by promoting Gdmft in
Eq. (4.24) to the Λ dependent propagator GΛdmft = [G
Λ
0
−1 − Σdmft]−1, where GΛ0 can be
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any continuous function fulfilling the conditions GΛini0 = G0 and GΛfin0 = G0,latt. The
matrix AQ,Ω in Eq. (4.23) becomes Λ dependent through χ
Λ,0
Q,Ω(ν), and Eq. (4.22) reads
V rpa,Λq,Ω (ν1, ν3) =
∑
ν
Vdmft,Ω(ν1, ν)(A
Λ
q,Ω)
−1(ν, ν3). (4.25)
Defining the function φrpa,Λ = V rpa,Λ−Vdmft and taking the Λ derivative of Eq. (4.25)
yields
dφrpa,Λq,Ω
dΛ
= T
∑
ν
[
Vdmft,Ω(ν1, ν) + φ
rpa,Λ
q,Ω (ν1, ν)
]
×dχ
Λ,0
q,Ω(ν)
dΛ
[
Vdmft,Ω(ν, ν3) + φ
rpa,Λ
q,Ω (ν, ν3)
]
. (4.26)
Eq. (4.26) is equivalent to Eq. (4.8) withMΛ = φrpa,Λ, once the feedback of the self-
energy is neglected and only the first line of Eq. (4.10) is taken into account. Hence, the
solution of the single-channel approximation of the DMF2RG is equivalent to the RPA
with the DMFT vertex in that given channel. We have selected the particle-hole crossed
channel as a concrete example. A similar equivalence between single-channel DMF2RG
and RPA also holds for the particle-particle and the direct particle-hole channels.
4.4 Flow at strong coupling: the role of the fre-
quency dependence
We will now discuss our results obtained by means of DMF2RG in its full frequency
dependent implementation. In the first part of this section we test the method at half-
filling for both weak and strong interactions. We will show that the DMF2RG is able
to access the strong coupling regime, once the vertex frequency dependence is properly
taken into account. The second part of the section is dedicated to the more interesting
parameter regime away from half-filling, relevant for high temperature superconductivity
in cuprates. We will focus on the interplay between the two key players in this regime,
strong magnetic fluctuations and emerging d-wave pairing fluctuations. Numerical details
are described in Appendix B.
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Figure 4.3: Left panel: DMFT Ne´el temperature as a function of U (black line) for n = 1
and t′ = 0. The shadowed area depicts the range of transition temperatures obtained
from a simplified parametrization of the vertex with a single bosonic frequency variable
in each channel. Right panel: Spin susceptibility χs along a path in the BZ zone as
computed from RPA with DMFT vertex and self-energy (black solid line), and by the
single-channel DMF2RG (blue symbols). Here U = 12t and T = 0.038t, corresponding
to the black dot in the left panel.
The spin susceptibility χsq with q = (q,Ω) is obtained from the two-particle vertex as
χsq =
∫
k
χ0q(k) +
∫
k,k′
χ0q(k)V (k, k
′ + q, k′)χ0q(k
′), (4.27)
where χ0q(k) = −G(k)G(k + q). We set t = 1 in all plots of quantities with dimension
energy.
In this section we focus on the special case of pure nearest neighbor hopping (t′ = 0)
at half-filling (n = 1), where particle-hole symmetry leads to several simplifications. Due
to perfect nesting, the physics is dominated by magnetic fluctuations peaked at (pi, pi)
for any coupling strength U . We will present results for the magnetic properties of the
half-filled 2D Hubbard model, and show that taking the full frequency dependence of
the vertex into account is crucial at strong coupling.
In the left panel of Fig. 4.3, we show the U -dependence of the Ne´el temperature as
obtained from the DMFT. The smooth curve is a fit to data points obtained previously
by Kunes [104], which are consistent with our own calculations. We have checked nu-
merically that the Ne´el temperature predicted by the single-channel DMF2RG described
in Sec. 4.3 indeed agrees with the Ne´el temperature computed from the RPA suscep-
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Figure 4.4: Left panel: Flow of the maximum of the magnetic fluctuation term as function
of the flow parameter Λ. Center panel: Flow of the magnetic susceptibility at Q = (pi, pi)
and Ω = 0. Right panel: Frequency dependence of the magnetic fluctuation term for
momentum Q = (pi, pi) and vanishing bosonic frequency Ω = 0. Parameters: U = 16t,
T = 0.29t, t′ = 0 and n = 1.
tibility with the local DMFT vertex. The red shadowed area, instead, shows the Ne´el
temperature as obtained from the single-channel DMF2RG with an approximate ansatz
for the frequency dependence, where only the bosonic frequency dependence of the mag-
netic fluctuation termMΛ is taken into account, while the two fermionic frequencies are
projected to some arbitrary value [53, 65]. Different choices for the projection lead to
different estimates for the transition temperature – hence the shadowed area instead of
a single transition line. As the interaction is increased the difference between the upper
and the lower transition temperatures increases, reflecting the fact that the quality of
the single-frequency approximation deteriorates. As a matter of fact, the error is sizable
already for intermediate coupling. Eventually, the approximation fails to reproduce the
maximum of the Ne´el temperature as a function of U and its decrease at large U .
On the other hand, we have verified numerically that the single-channel DMF2RG
with full frequency dependence reproduces exactly the DMFT results, where the sus-
ceptibility is computed from a RPA (ladder sum) with the DMFT vertex. While this
agreement is dictated by the analytic proof in Sec. 4.3, it is still challenging to reproduce
in a numerical evaluation. To demonstrate the accuracy of the agreement, and thus the
performance of our code, we plot the susceptibility along a specific momentum path in
the Brillouin zone computed with both methods (right panel of Fig. 4.3), for a parameter
set at strong coupling where the single-frequency approximation fails drastically.
The decrease of the Ne´el temperature at large U is known to be associated with a
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change in the mechanism leading to an antiferromagnetic ground state, from Slater-type
to Heisenberg-type [105, 106, 107]. The failure of the single-frequency approximation in
the intermediate to strong coupling regions reveals that the vertex acquires a frequency
structure that cannot be reproduced by a single bosonic frequency only.
We now turn to the first complete DMF2RG calculation at strong coupling. Here
the flow of the vertex is computed with all the channels taken into account. In the
particle-hole symmetric case, the DMF2RG always exhibits an antiferromagnetic insta-
bility toward a Ne´el state at low temperature. In Fig. 4.4 we show, from left to right,
the flow of the maximum of the magnetic fluctuation channel, the flow of the maximum
of the magnetic susceptibility, and the magnetic fluctuation strength for Q = (pi, pi) and
Ω = 0 at the end of the flow, as a function of the fermion frequencies. The coupling
strength is U = 16t, and the temperature T = 0.29t slightly above the Ne´el temperature.
We see that DMF2RG is able to recover convergent results at strong coupling, where the
conventional fRG is clearly inapplicable. Note that the vertex maximum at strong cou-
pling can be thousands or even millions of times larger than the hopping, as can be seen
from the left panel of Fig.4.4. However, the maximum is very sharp in frequency space
– see the right panel of Fig. 4.4. This, together with the self-energy, leads to relatively
moderate values of the magnetic susceptibility shown in the central panel of Fig. 4.4.
In weak coupling fRG calculations [20] the flow is usually stopped when the largest
vertex component exceeds a certain value Vmax of the order of ten or hundred times the
hopping, since this is typically a precursor of a divergence, accompanied by a divergence
of a susceptibility, and the weak coupling truncation is at least questionable at this point.
At strong coupling, we see that the magnetic fluctuation contribution to the two-particle
vertex can be huge in a small frequency regime, while the magnetic susceptibility is only
moderately enhanced, and the flow remains stable. At weak coupling, the dependence
of the vertex on the fermion frequencies is much more shallow [65].
The instability criterion in conventional fRG, suggested by weak coupling argu-
ments [61] and based on the size of the two-particle vertex, is thus misleading at strong
coupling. In fact, at strong coupling already the DMFT vertex can be very large for cer-
tain frequencies, while the susceptibility, which contains a summation over the fermionic
frequencies of the vertex, can still be moderate. Hence, rather than looking at the max-
imal value of the vertex, the instability criterion should be defined by the maximum of
the corresponding susceptibility.
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Figure 4.5: Inverse of the static magnetic susceptibility for Q = (pi, pi) as a function of
the temperature for U = 4t in DMF2RG and in RPA with DMFT vertices for n = 1 and
t′ = 0.
In Fig. 4.5 we plot the inverse of the magnetic susceptibility for Ω = 0 and Q = (pi, pi),
at an intermediate coupling as a function of the temperature. An extrapolation of (χs)−1
indicates a finite Ne´el temperature. For a comparison we also show the same quantity
as computed by the RPA with DMFT vertices. One can see that the Ne´el temperature
in DMF2RG is only slightly reduced compared to the DMFT results, which, in turn,
is much smaller than the temperature predicted by the standard RPA. In conventional
fRG, fluctuations in the non-magnetic channels (mostly pairing) substantially reduce the
Ne´el temperature. On the local level, these effects are already taken into account by the
DMFT, while a further reduction of the Ne´el temperature due to nonlocal fluctuations
in the non-magnetic channels turns out to less pronounced.
At half filling and with t′ = 0, a divergent spin susceptibility signaling a magnetic
instability at low temperature is found in our calculations for any coupling strength.
However, an ordered magnetic state breaking the SU(2) spin symmetry is excluded at
finite temperature in two dimensions by the Mermin-Wagner theorem [39]. The trunca-
tion of nonlocal fluctuation contributions underlying our present implementation of the
DMF2RG misses the order parameter fluctuations preventing the magnetic order at fi-
nite temperatures. This deficiency could be cured by including thermal order parameter
fluctuations using the techniques developed by Baier et al. [37] for the plain fRG.
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Figure 4.6: Left axis: Critical flow parameter Λc for the antiferromagnetic instability as a
function of doping δ = 1−n in full DMF2RG (blue circles) and in single-channel DMF2RG
(orange circles), respectively. Right axis: Maximum of the d-wave pairing interaction
D from the full DMF2RG (blue stars) and in a decoupling approximation (red stars),
respectively. The lines connecting the symbols are guides to the eye. Parameters are:
U = 8t, T = 0.08t and t′ = −0.2t.
4.5 Nonlocal correlations at finite dopings
Let us now switch to the finite doping case in a parameter range relevant for cuprates.
The ratio of next-to-nearest neighbor hopping and nearest neighbor hopping is t′/t =
−0.2 in the entire section. We keep the filling fixed during the flow by properly adjusting
an additive constant in the real part of the self-energy.
Magnetic fluctuations
In Fig. 4.6 we show the critical flow parameter Λc as a function of doping for U =
8t and T = 0.08t. Assuming a hopping value for cuprates of t ≈ 0.4eV, the chosen
temperature is thus about 350K. We observe a magnetic instability for all dopings smaller
than δc = 0.18. For higher doping values the flow reaches Λ = 0 without encountering
any instability. Decreasing the temperature to T = 0.044t, we only observe a very slight
increase of the critical doping value. Hence, from our results, we see that the critical
doping for a magnetic instability δc remains about 0.18 down to the lowest temperatures.
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Figure 4.7: Static magnetic susceptibility in DMFT-RPA (black line) and in full
DMF2RG (blue points) along a specific path in the BZ. Parameters: U = 8t, T = 0.08t,
t′ = −0.2t and δ = 0.18.
This value is roughly comparable to the maximal doping range for which the pseudogap
is experimentally observed, albeit at lower temperatures for δ beyond the underdoped
regime [108]. Hence, the large magnetic fluctuations leading to the instability of the flow
should not be associated with spontaneous symmetry breaking, but rather with the onset
of the pseudogap. The instability occurs at the commensurate antiferromagnetic wave
vector (pi, pi) for δ < 0.16, and at incommensurate wave vectors of the form (pi− 2piη, pi)
with η > 0 for larger values of the doping.
In Fig. 4.7 we compare the magnetic susceptibility of DMF2RG with the one from
RPA with DMFT vertex for doping δ = 0.18 along a specific path in the BZ. The two
susceptibilities are qualitatively similar, showing that the inclusion of the other channels
leads only to minor quantitative modifications in this parameter regime. In particular
we observe that in both cases (pi, pi) is a marked local minimum. The maximum of the
susceptibility in DMF2RG seems to be shifted to a slightly different incommensurate
wave vector compared to the DMFT-RPA, but the limited momentum resolution of the
DMF2RG calculation does not allow for a conclusive statement.
To highlight the different frequency structures that arise in different coupling regimes,
we show in Fig. 4.8 the frequency dependence of MΛ for Ω = 0 and Q = (pi, pi) at weak
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Figure 4.8: Frequency dependence of the magnetic fluctuation channel at weak (left) and
strong (right) coupling close to half-filling for T = 0.08t and t′ = −0.2t.
and strong coupling, with Λ slightly below the critical value Λc. At weak coupling
the maximal value of MΛ is observed for asymptotically large values of ν1 and ν2 in
the frequency region where the channel competition is less effective. The cross shaped
structure, that can be ascribed to the effect of the feedback from the other channels [31],
on the other hand, decreases the value of MΛ. At strong coupling, the cross shaped
structure is still decreasingMΛ, but the maximal values are not in the asymptotic region,
but in a localized area for limited values of ν1 and ν2 (and away from the cross shaped
structure). Although a complete explanation of these features in Matsubara frequency
space is still missing, they hint at a different nature of the magnetic fluctuations at weak
and at strong coupling.
d-wave pairing fluctuations
As discussed above, the pairing and density channels do not strongly affect the magnetic
one. However the reverse is not true: the magnetic channel generates d-wave pairing
fluctuations which, for lower temperatures, are supposed to give rise to a pairing insta-
bility.
In Fig. 4.6 (see stars and right axis) we show the maximal value of DΛ for the lowest
accessible value of Λ, which measures the strength of the d-wave pairing interaction. For
dopings much larger than δc the pairing interaction is very small. Decreasing the doping
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from 0.2 to 0.16 the d-wave pairing interaction rapidly increases. Decreasing the doping
further, the flow runs into the magnetic instability and has to be stopped at the critical
flow parameter Λc. The d-wave interaction at the critical scale Λc then drops again, to
very small values.
These results can be interpreted as follows. For δ & δc the magnetic fluctuations
become strong and the large magnetic channel drives the d-wave interaction to large
values. When the doping is decreased further, the flow has to be stopped before the
d-wave interaction can fully develop. In the context of the conventional fRG it has been
frequently observed [25, 35] that the d-wave pairing increases quite rapidly at a late stage
of the flow, as compared to the more gradual increase of the magnetic channel, which sets
in already at high energy scales. While the flow parameter in DMF2RG is a measure of
nonlocality rather than an energy scale, the retarded but then rapid formation of pairing
interactions seems to be typical here, too.
To confirm the magnetic pairing mechanism, in Fig. 4.6 we also present the critical
value Λc and the pairing interaction DΛ within a simplified approximation, where we
neglect the flow of the self-energy and set CΛ = SΛ = 0, while the magnetic channel is
treated at the single-channel level as in Sec. 4.3. As a consequence, the d-wave pairing
channel receives contributions only from the magnetic channel and the pairing channel
itself. In this approach the feedback of charge and s-wave pairing channels is taken
into account only at the DMFT level. The D channel does not receive any contribution
from the DMFT vertex, since the latter is local. The resulting critical flow parameter Λc,
shown in orange in Fig. 4.6, is always slightly larger than the one from the full DMF2RG.
This confirms that the channel competition has only a modest detrimental effect on the
magnetic fluctuations. The maximal doping value for which the magnetic instability is
observed increases. A sizable d-wave pairing interaction sets in for higher values of the
doping, too. There is no major difference in the d-wave pairing interaction compared to
the full DMF2RG where all the channels are included, supporting the hypothesis that
d-wave pairing is mostly driven by the nonlocal magnetic channel.
In Fig. 4.9 we show the inverse d-wave pairing interaction D−1 for Q = (0, 0) and
Ω = 0, as a function of the flow parameter Λ for different fillings. The parameters are the
same as in Fig. 4.6. For n = 0.88 and n = 0.96, the flow is shown up to the critical value
Λc at which the magnetic instability occurs. Approaching half-filling n = 1, the d-wave
pairing correlations increase but cannot develop further due to the magnetic instability
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Figure 4.9: Inverse d-wave channel as a function of flow parameter Λ for various fillings.
Parameters: U = 8t, T = 0.08t and t′ = −0.2.
Figure 4.10: Left panel: flow of the d-wave pairing channel at higher and lower temper-
ature for U = 8t and t′ = −0.2. Right panel: plot of the d-wave pairing channel as a
function of the Matsubara frequencies ν1 and ν2 for U = 8t, t
′ = −0.2t, T = 0.044t and
n = 0.82.
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which prevents a continuation of the flow to smaller Λ.
Finally, let us discuss the role of the temperature. The results discussed so far are
for a temperature T = 0.08t, roughly comparable with room temperature and thus much
higher than the maximal temperatures for which d-wave superconductivity has been
observed. Therefore, we do not expect a d-wave pairing instability at this temperature,
but the onset of a large d-wave pairing interaction is likely a high-temperature precursor
of a superconducting phase at lower temperature.
Different theoretical studies yield different estimates for the maximal temperature for
which superconductivity is observed for the Hubbard model on the square lattice. For
example, while cluster extensions of the DMFT [47, 109] find a higher scale of T ≈ 0.03t,
more diagrammatic methods [51, 52] observed superconductivity only for temperatures
below T ≈ 0.01t. Experimentally, the maximal superconducting temperature observed
for cuprates is O(100)K, which roughly corresponds to T ∼ 0.02t in units of the nearest-
neighbor hopping amplitude. Hence, we expect that we need to decrease the temperature
by a factor of three or four compared to what we have achieved so far.
Due to the high computational cost of low-T calculations, we cannot reach the su-
perconducting transition temperature at the moment. However, to better understand
the evolution of the d-wave fluctuations at lower temperatures, we have performed few
computations at a reduced (compared to the above) temperature T = 0.044t. In the left
panel of the Fig. 4.10, the flow of the maximum of the d-wave pairing channel D has been
shown for the doping value where the d-wave pairing is most pronounced. In the same
figure, we plot also the flow of D for T = 0.08t and n = 0.84. Our expectation is that, as
the temperature is further decreased, the relative relevance of the d-wave pairing should
increase and its flow become more steep, until, eventually the d-wave pairing becomes
larger than the magnetic one. This is indicated by the comparison in Fig. 4.10, where
the pairing interaction at the lower temperature is not only much larger, but also has a
larger slope. In both cases the critical value Λc is set by the instability in the magnetic
channel, but the d-wave pairing interaction is much larger for the lower temperature.
All these observations lead us to the conclusion that also in the strong-coupling
regime the magnetic fluctuations can generate large d-wave pairing interactions leading
ultimately a pairing instability at sufficiently low temperatures.
In the right panel of the Fig. 4.10, we show the dependence of the D channel on the
Matsubara frequencies ν1, ν3 for Ω = 0 and Q = (0, 0). The frequency structures are
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Figure 4.11: Frequency dependence of the interacting channels. Top row: s-wave and
d-wave pairing channels. Bottom row: charge and magnetic channels. S, D and C are
shown for Ω = 0 and Q = (0, 0) whileM for Ω = 0 and Q = (pi, pi− 2piη) with η ≈ 0.18.
Parameters are: U = 8t, δ = 0.22, T = 0.08t and t′ = −0.2t.
very similar to those observed in the conventional fRG calculation shown in Chapter 2,
see Fig. 2.7. The leading frequency dependence of the d-wave pairing channel is localized
around the lowest Matsubara frequencies ν1 = ±piT and ν3 = ±piT .
Frequency dependence of the nonlocal interacting channels
In Fig. 4.11 we show the channels S, D, C andM as a function of the fermionic Matsubara
frequencies for Ω = 0. All the channels have important frequency structures that cannot
be represented by single-frequency functions. These plots confirm the necessity of the
full frequency parametrization at strong coupling also for the non-magnetic channels.
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Figure 4.12: Frequency dependence of the imaginary part of the charge and magnetic
channels, for transfer frequency Ω = 0 and momentum Q = (0, 0) and Q = (pi, pi − 2piη)
with η ≈ 0.18, respectively. Parameters are: U = 8t, δ = 0.22, T = 0.08t and t′ = −0.2t.
In Fig. 4.12 the imaginary parts of the charge and magnetic channels have been
shown. They both clearly respects the symmetry properties reported in Ref. [31], for
instance,M∗Q,Ω(ν1, ν2) =MQ,Ω(−ν2,−ν1) for Ω = 0 and Q = (pi, pi−2piη) with η ≈ 0.18.
Self-energy
In Fig. 4.13 we show the imaginary part of the self-energy in Matsubara space for different
points in the BZ, and for δ = 0.18. For this doping value, the flow reaches the final Λ
without encountering any instability, but the magnetic fluctuations are already strongly
enhanced. Therefore one could have expected some signature of a strong momentum
differentiation in the self-energy, associated to a suppression of the spectral weight in
the antinodal region. This is not observed in our calculation. The self-energy does
not deviate qualitatively from the DMFT result. This result is very similar to the one
we obtained at weak coupling within a conventional fRG scheme with full-frequency
dependence [65].
In previous weak coupling fRG calculations [57, 90], the self-energy as a function
of real frequencies showed evidence for pseudogap features at the antiferromagnetic hot
spots. In particular, the imaginary part of the self-energy exhibited peaks at low fre-
quencies |ω| < piT . Hence, this feature is not visible in our calculation on the Matsubara
axis, where the lowest frequency equals piT .
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Figure 4.13: Imaginary part of the self-energy as a function of Matsubara frequency for
different points in the BZ along the noninteracting Fermi surface (see inset). The local
DMFT self-energy is shown in black. Parameters: U = 8t, T = 0.08t, t′ = −0.2t and
δ = 0.18.
Conclusions
Understanding the physics of strongly interacting Fermi systems in two-dimension is a
difficult challenge. In this thesis we have dealt with this demanding task by applying to
the Hubbard model two of the most successful theoretical methods in this field, the dy-
namical mean field theory (DMFT), able to capture local correlations nonperturbatively,
and the functional renormalization group (fRG), suitable for an unbiased analysis of com-
peting instabilities. We have presented the first application of the fRG flow at strong
coupling with the DMFT used as a “booster-rocket”, and have shown that competing
instabilities can now be treated also in the strongly interacting regime.
Moderate coupling: nontrivial frequency dependence of the vertex
We first have applied the fRG for moderate coupling strengths. We have shown that a
calculation with the full frequency dependences of both the self-energy and the vertex is
now feasible. We have used a form factor decomposition for the momentum arguments
of the vertex but maintaining intact all the frequency dependence with a high resolution.
The frequency dependence tends to enhance magnetic fluctuations and suppress d-
wave pairing fluctuations. These tendencies are in agreement with previous results ob-
tained from an approximate ansatz for the frequency dependence of the vertex [34]. In a
flow without self-energy feedback, there exist regions of parameter space where the ver-
tex shows a peculiar divergence in the charge channel at nonzero frequency, as already
found by Husemann et al. [34].
We have identified a simple set of Feynman diagrams that qualitatively describe
the above-mentioned divergence, which might generate unexpected singular features in
the charge channel also in other theories that take into account both the frequency
dependence of the vertex and the interplay of different fluctuation channels [86]. We
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have revealed the mechanism of this singularity as the combinations of two effects: the
feedback of an effective and frequency dependent magnetic interaction on the charge
channel and the analytic properties of the particle-hole bubble. This divergence is,
however, suppressed by the self-energy feedback, whose frequency dependence can now
be properly generated by the frequency dependence of the vertex function. Hence, the
feedback of the self-energy into the vertex flow plays an important role also at the
qualitative level. The self-energy does not show strong momentum differentiation in the
Brillouin zone even close to an antiferromagnetic instability. We performed the instability
analysis with different approximation schemes for the vertex and studied their effects on
the pairing fluctuations. Given the increasing importance of the frequency dependence
as more correlated regimes are approached, the detailed analysis presented in this thesis
paves the way for future developments of the fRG for strongly correlated fermion systems.
Strong coupling: dynamically enhanced magnetic incommensurability
At strong coupling, we computed the spin response function and analyzed the impact
of local vertex corrections as given by the dynamical mean field theory (DMFT). We
showed that the momentum dependence of the spin susceptibility is drastically affected
by the local two-particle dynamics. We compared the magnetic properties as captured
by the DMFT vertex corrections with a more conventional RPA-like resummation, where
the vertex is replaced by the bare interaction.
The vertex correction not only affects the transition temperature, but also the mag-
netic ordering type. While the RPA susceptibility shows commensurate Ne´el order as the
dominant magnetic instability over a wide density range below half-filling, the DMFT
vertex correction predicts incommensurate order with a shifted ordering wave vector.
The position of the peaks of the DMFT susceptibility with vertex correction is strik-
ingly close to the peaks determined by the noninteracting Fermi surface geometry. This
is remarkable since at strong coupling the self-energy strongly blurs the Fermi surface.
Hence, the DMFT self-energy and vertex corrections have opposite impacts on nonlocal
magnetic properties with a partial cancellation effects.
Such a dichotomy of the corrections at the single-particle and two-particle levels has
been found also in Fermi and Luttinger liquids for the low energy response functions [110]
and in theoretical studies of the tJ-model in 2D [111, 112]. Although low-dimensional
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systems are affected by strong nonlocal fluctuations, the local two-particle dynamics is
also of crucial importance for the nonlocal spin correlations in a strongly interacting
Fermi system.
Strong coupling: magnetic and superconducting correlations
We finally demonstrated the applicability of the DMF2RG to the strongly interacting
Hubbard model. This method captures the Mott physics at strong coupling and includes
the weaker nonlocal correlations via the fRG flow.
We derived the flow equations in a way that conserves the local contributions already
captured by the DMFT. This improvement reduces the errors of the unavoidable trun-
cation of the flow equation hierarchy. An analytic equivalence between a single-channel
approximation of the DMF2RG and a ladder calculation with DMFT vertices has been
established. We showed that an approximation to a single bosonic frequency variable for
the fluctuating channel breaks such equivalence from moderate to strong interactions.
Hence, the full frequency dependence of the vertex function is essential to access the
strong coupling regime and, for instance, recover the correct atomic limit for large cou-
plings. We managed to converge the fRG flow in the Mott regime, where the frequency
dependence of the vertex becomes singular due to the formation of local moments.
We then applied the DMF2RG to the hole-doped case with finite t′. From half-filling
up to 18 percent doping, strong magnetic fluctuations dominate and lead to an instability
for some critical value of the flow parameter Λc. The strength and the ordering wave
vector of the spin response function are very similar to those predicted by the DMFT;
hence, the magnetic correlations are only mildly affected by nonlocal fluctuations in other
channels. The antiferromagnetic fluctuations are overestimated due to missing feedback
of order parameter fluctuations in the truncated fRG hierarchy. The magnetic instability
should rather be associated with the pseudogap formation and not with a signal of the
symmetry broken phase.
Strong d-wave pairing fluctuations emerge close to the onset of magnetic correlations.
The lowest temperature calculations showed that the system is not far from a pairing
instability, consistent with the temperature range observed in cuprates. We were able to
analyze the pairing mechanism by switching off the feedback of non-magnetic contribu-
tions. We observed that the pairing mechanism is clearly of magnetic type, as already
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observed in the plain fRG at weaker coupling [20].
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Appendix A:
Vertex and self-energy flow
equations
In this appendix we derive the flow equations for the self-energy and the vertex by
starting from Eqs. (1.36) and (1.35). Since the derivation is valid for both fRG and
DMF2RG, we write the decomposition for the vertex as follows
V Λ(k1, k2, k3) = Vini(ν1, ν2, ν3)− φΛp (k1 + k2; k1, k3)
+
1
2
φΛm(k3 − k1; k1, k2)−
1
2
φΛc (k3 − k1; k1, k2)
+ φΛm(k2 − k3; k1, k2), (A.1)
where we introduced the function Vini(ν1, ν2, ν3) which takes a different value depending
on the formalism
Vini(ν1, ν2, ν3) =
U fRGVdmft(ν1, ν2, ν3) DMF2RG . (A.2)
95
96 Appendix
Eq. (A.1) combines decomposition (2.1), used in fRG, and (4.1) in DMF2RG. We truncate
a form factor expansion in the following form
φΛp (Q; k1, k3) = SΛQ,Ω(ν1, ν3) + fd
(
Q
2
− k1
)
fd
(
Q
2
− k3
)
DΛQ,Ω(ν1, ν3), (A.3a)
φΛc (Q; k1, k2) = CΛQ,Ω(ν1, ν2), (A.3b)
φΛm(Q; k1, k2) = MΛQ,Ω(ν1, ν2). (A.3c)
Here we used the s- and d-wave form factors fs(k) = 1 and fd(k) = cos(kx)− cos(ky).
The flow equations for the channels S, D, C and M can be derived from the substi-
tution of Eqs. (A.3) into the decomposition (A.1) and Eq. (1.35a). After a projection
onto form factors we have
S˙ΛQ,Ω(ν1, ν3) = −
∫
k1,k3
T Λpp(k1, Q− k1, k3), (A.4)
D˙ΛQ,Ω(ν1, ν3) = −
∫
k1,k3
fd
(
Q
2
− k1
)
fd
(
Q
2
− k3
)
T Λpp(k1, Q− k1, k3), (A.5)
C˙ΛQ,Ω(ν1, ν2) =
∫
k1,k2
T Λphc(k1, k2, k2 −Q)− 2T Λph(k1, k2, Q+ k1), (A.6)
M˙ΛQ,Ω(ν1, ν2) =
∫
k1,k2
T Λphc(k1, k2, k2 −Q). (A.7)
The final equations are then obtained by substituting the expressions for Tx, Eqs. (1.35b),
(1.35c) and (1.35d), into the equations above, and using trigonometric identities.
The flow equation for the s-wave pairing channel reads
S˙ΛQ,Ω(ν1, ν3) = T
∑
ν
Ls,ΛQ,Ω(ν1, ν)P
s,Λ
Q,Ω(ν)L
s,Λ
Q,Ω(ν, ν3), (A.8)
with
P s,ΛQ,Ω(ν) =
∫
p
GΛ(p, ν)SΛ(Q− p,Ω− ν) +GΛ(Q− p,Ω− ν)SΛ(p, ν), (A.9)
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and
Ls,ΛQ,Ω(ν1, ν3) = Vini(ν1,Ω− ν1, ν3)− SΛQ,Ω(ν1, ν3) +
∫
p
[
MΛp,ν3−ν1(ν1,Ω− ν1) (A.10)
+
1
2
MΛp,Ω−ν1−ν3(ν1,Ω− ν1)−
1
2
CΛp,Ω−ν1−ν3(ν1,Ω− ν1)
]
.
The flow equation for the d-wave pairing channel reads
D˙ΛQ,Ω(ν1, ν3) = T
∑
ν
Ld,ΛQ,Ω(ν1, ν)P
d,Λ
Q,Ω(ν)L
d,Λ
Q,Ω(ν, ν3), (A.11)
with
P d,ΛQ,Ω(ν) =
∫
p
[fd (Q/2− p)]2
[
GΛ(p, ν)SΛ(Q− p,Ω− ν) +GΛ(Q− p,Ω− ν)SΛ(p, ν)] ,
(A.12)
and
Ld,ΛQ,Ω(ν1, ν3) = −DΛQ,Ω(ν1, ν3) +
1
2
∫
p
(cos px + cos py)
[
MΛp,ν3−ν1(ν1,Ω− ν1) (A.13)
+
1
2
MΛp,Ω−ν1−ν3(ν1,Ω− ν1)−
1
2
CΛp,Ω−ν1−ν3(ν1,Ω− ν1)
]
.
Note that D is generated exclusively by fluctuation contributions (not by the Hubbard
interaction U or the DMFT vertex Vdmft).
The flow equation for the charge channel has the form
C˙ΛQ,Ω(ν1, ν2) = −T
∑
ν
Lc,ΛQ,Ω(ν1, ν)P
Λ
Q,Ω(ν)L
c,Λ
Q,Ω(ν, ν2 − Ω), (A.14)
with
PΛQ,Ω(ν) =
∫
p
GΛ(p, ν)SΛ(Q + p,Ω + ν) +GΛ(Q + p,Ω + ν)SΛ(p, ν), (A.15)
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and
Lc,ΛQ,Ω(ν1, ν2) = 2Vini(ν1, ν2,Ω + ν1)− Vini(ν2, ν1,Ω + ν1)− CΛQ,Ω(ν1, ν2)
+
∫
p
[
− 2SΛp,ν1+ν2(ν1, ν2 − Ω) + SΛp,ν1+ν2(ν1,Ω + ν1)
+ [cos(Qx) + cos(Qy)]
(
DΛp,ν1+ν2(ν1, ν2 − Ω)−
1
2
DΛp,ν1+ν2(ν1,Ω + ν1)
)
+
3
2
MΛp,ν2−ν1−Ω(ν1, ν2) +
1
2
CΛp,ν2−ν1−Ω(ν1, ν2)
]
. (A.16)
The flow equation for the magnetic channel is
M˙ΛQ,Ω(ν1, ν2) = −T
∑
ν
Lm,ΛQ,Ω(ν1, ν)P
Λ
Q,Ω(ν)L
m,Λ
Q,Ω(ν, ν2 − Ω), (A.17)
with PΛQ,Ω(ν) as in Eq. (A.15), and
Lm,ΛQ,Ω(ν1, ν2) = Vini(ν1, ν2, ν2 − Ω) +MΛQ,Ω(ν1, ν2)
+
∫
p
{
− SΛp,ν1+ν2(ν1, ν1 + Ω)−
1
2
DΛp,ν1+ν2(ν1, ν1 + Ω)[cos(Qx) + cos(Qy)]
+
1
2
[
MΛp,ν2−ν1−Ω(ν1, ν2)− CΛp,ν2−ν1−Ω(ν1, ν2)
]}
. (A.18)
The form factor decomposition allows to decouple the momentum integrals, in the
calculation of the L’s, Eqs. (A.18), (A.10), (A.13) and (A.16), from the frequency sum-
mations in the flow equations, hence reducing the numerical effort.
Appendix B:
Numerical setup
In this appendix we discuss the numerical setup we used in the DMFT calculations and
in the implementation of the flow equations at finite temperature.
In the DMFT self-consistency loop, we solve the quantum problem associated with
the action (1.41) by using the Anderson impurity model (1.44) and the exact diago-
nalization (ED) [72], see Section 1.2.2. In the DMFT self-consistency procedure, we
calculate the local Green’s function of the impurity on the Matsubara axis by using the
Lehmann representation. The number of bath sites can be 4-10 for the currently avail-
able computing power. However, the calculation of the vertex is more expensive than
the self-consistency procedure. Hence, we fix the number of bath sites to 4 for the whole
calculation, from the DMFT loop to the computation of the vertex function.
As for the Green’s function, we compute the impurity vertex from the Lehmann
representation. The calculation of the vertex function scales with N3ω, where Nω is the
number of Matsubara frequencies. The calculation for different frequencies is indepen-
dent from one another. Hence, the openMP and MPI parallelization techniques can be
both exploited in this case. Outside the frequency box, the vertex function can be ex-
tended by using the asymptotic functions introduced in Ref. [31]. The frequency box
should be large enough to reach the asymptotic regions [31].
We now discuss the numerical setup for the flow equations that we used for both the
fRG in Chapter 2 and the DMF2RG in Chapter 4.
We solved the flow equations reported in Appendix A by writing C++ code. To take
into account the distinct momentum dependences of the self-energy and the vertex, we
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Figure B.1: Left: patch points for the momentum dependence Q of the vertex. Right:
patch points for the self-energy. In this case, it adapts according to the shape of the
noninteracting Fermi surface. See the text for the connection between the patch points
and the patch schemes.
defined two different patching schemes of the Brillouin zone. Similarly to what is done
in Ref. [33], the vertex patching describes more accurately the corners around (0, 0) and
(pi, pi), where we expect the instability vectors. In Fig. B.1 we show the set of points that
define the patch scheme in the following way: whenever a general point in the (reduced)
Brillouin Zone is accessed, we search for the closest point of our set, depicted in the
figure. For the self-energy we concentrate the patches along the noninteracting Fermi
surface and in its immediate vicinity with more points close to the antinodal region near
(pi, 0). In the calculations presented in the Chapters 2 and 4 we have used 29 patches
for the vertex and 44 for the self-energy.
For the implementation of the frequency dependence of the interacting channels we
found convenient to rewrite S, D, C and M as functions of three bosonic frequencies.
Outside the frequency box, we numerically extrapolate the asymptotic values by fol-
lowing the structures presented in Ref. [31]. In the case of a pure bosonic notation, the
extrapolation of the asymptotic behaviour is technically easier due to specific symmetries
of the asymptotic functions [31]. The relation between the fermionic frequencies and the
bosonic ones is nontrivial. In fact, there are combinations of three bosonic frequencies
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that have no fermionic counterparts and, hence, are unphysical. When implementing the
flow equations in this bosonic representation, we specifically calculate only the physical
combinations of bosonic frequencies. For each frequency argument we restricted ourselves
to at least 40 positive and 40 negative Matsubara frequencies.
We now discuss in more detail how we implemented the solution of the flow equations.
For this scope, we report here the flow equation of the magnetic channel
M˙ΛQ,Ω(ν1, ν2) = −T
∑
ν
Lm,ΛQ,Ω(ν1, ν)P
Λ
Q,Ω(ν)L
m,Λ
Q,Ω(ν, ν2 − Ω), (B.1)
with PΛQ,Ω(ω) as in Eq. (A.15), and L
m,Λ
Q,Ω(ν, ν
′) in Eq. (A.18). The ODE is numerically
solved by using the adaptive Runge-Kutta algorithm which mixes the 4th and 5th orders
to estimate the errors. We use the Boost library [113] and set the absolute and relative
error to circa 10−3.
At the step Λ we now show how we calculate the r.h.s. of Eq. (B.1), which depends
on Ω, ν1, ν2 and Q. We first calculate the momentum integrals contained in the function
Lm,ΛQ,Ω(ν, ν
′), second and third line of Eq. (A.18). The loops over the Q-patch and Ω
are parallelized by using openMP directives and setting a dynamical scheduling for the
threads. Inside the loop, we calculate the momentum integral in PΛQ,Ω(ν), Eq. (A.15),
for every frequency ν and only then perform the summation over ν in Eq. (B.1).
For the momentum integrals involved, we choose an adaptive cubature technique as
implemented in the hcubature library [114] and based on Refs. [115, 116]. The relative
and absolute errors are set to circa 10−3 as in the ODE.
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Appendix C:
DMFT from a functional perspective
In this section we propose an alternative perspective in understanding the DMFT pro-
cedure introduced in Chapter 1. We shall prove that, by approximating the self-energy
to be a local function, the DMFT self-consistency condition (1.43) arises from the min-
imization of an action functional of the local Green’s functions. Following Ref. [66], we
start by introducing a new parameter α in the Hubbard Hamiltonian as follows
Hα = HL + αHNL, (C.1)
HL = U
∑
i
ni,↑ni,↓, (C.2)
HNL =
∑
ij
tijc
†
i,σcj,σ. (C.3)
For α = 1 we recover the standard lattice Hamiltonian. Now we introduce
Ωα[∆] =− ln
∫
Dψ¯Dψ exp{( 1
β
∫ β
0
dτ
∫ β
0
dτ ′
∑
iσ
ψ¯i,σ(τ)(−∂τ + µ)ψi,σ(τ ′)−Hα[ψ, ψ¯])
− 1
β
∫ β
0
dτ
∫ β
0
dτ ′
∑
i,σ
∆(τ − τ ′)ψ¯i,σ(τ)ψi,σ(τ ′)}, (C.4)
which is a functional of the external source ∆(τ) and depends on the new parameter α
through the Hamiltonian functional, Hα[ψ, ψ¯], determined by the Hamiltonian operator
Hα. Ωα[∆] is similar to the Baym-Kadanoff functional with the difference here that
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the source ∆(τ) is a local function. Considering the case α = 0, the argument of the
exponential in (C.4) can be written as Seff [∆] =
∑
i Seff,i[∆], with
Seff,i[∆] = − 1
β
∫ β
0
dτ
∫ β
0
dτ ′
∑
σ
ψ¯σ,i(τ) [−∂τ ′ + µ−∆(τ − τ ′)]ψσ,i(τ ′)+U
∫ β
0
dτn↑,i(τ)n↓,i(τ),
(C.5)
which represents the action of the AIM with a given hybridization function ∆(τ). In
analogy with the functional formalism reported in Chapter 1, we can define
Gα[∆] ≡ δΩα
δ∆
= −〈ψi(τ)ψ¯i(τ ′)〉∆, (C.6)
where 〈...〉∆ is evaluated in the presence of the source field. Note that Gα[∆], for a given
∆, is always a local function. We suppose that relation (C.6) is invertible and leads to
the functional ∆α[G]. In case of ∆ = 0, the functional (C.6) becomes the physical local
Green’s function of the lattice systems described by the Hamiltonian Hα (C.1)
Gα[∆ = 0] = −〈ψi(τ)ψ¯i(τ ′)〉α ≡ Gα,phys. (C.7)
Inverting this relation we have
∆α[Gα,phys] = 0. (C.8)
From the functional (C.4) we are now able to define the effective action functional as
the Legendre transform
Γα[G] = Ωα[∆α]−
∫ β
0
∆α(τ)G(τ), (C.9)
where on the r.h.s. ∆α = ∆α[G] is understood. The effective action introduced here
should not be confused with the fRG counterpart, which is instead a functional of the
fields ψ and ψ¯. Taking the derivative of (C.9) with respect to G we have the relation
δΓα
δG
= −∆α[G]. (C.10)
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Now, when restricting to the case of physical Green’s function, and using the rela-
tion (C.8), Eq. (C.10) becomes
δΓα
δG
∣∣∣
G=Gα,phys
= 0. (C.11)
Eq. (C.11) reflects the main idea of this functional derivation, i.e., the physical value
for the local Green’s function can be determined by the stationary point of the effective
action functional. In fact, as we are going to show, after having approximated the
self-energy with a local function, Eq. (C.11) yields the self-consistency relation of the
DMFT.
For this scope, we start from the following trivial identity
Γα=1[G] = Γα=0[G] +
∫ 1
0
dα
dΓα
dα
. (C.12)
Let us now concentrate on the second term of the right hand side in (C.12) by considering
the α-derivative of Eqs. (C.9)
dΓα
dα
=
dΩα
dα
∣∣∣
∆=const
= 〈HNL〉
∣∣
∆α[G]
=
1
β
∫
k
∑
n,σ
kGα(ωn,k)
∣∣
∆α[G]
, (C.13)
where 〈...〉∣∣
∆α[G]
and Gα(ω,k)
∣∣
∆α[G]
are evaluated in the presence of the source field
∆α[G]. Now, we can write
Gα(ω,k)
∣∣
∆α[G]
=
1
iω + µ−∆α[G]− αk − Σα[G;ω,k] , (C.14)
where we introduced the quantity Σα[G;ω,k], which is, in the case of ∆ = 0, the self-
energy of the Hamiltonian (C.1). Here, we make use of the main approximation of the
DMFT, i.e. we replace the functional Σα[G;ω,k] by its value at α = 0, Σα[G;ω,k] '
Σ0[G;ω]. To clarify the meaning of this approximation, we remind that Ωα=0[∆] is
the free energy of the Anderson impurity model for given hybridization function ∆(ω).
Hence, the Σ0[G;ω] represents the local self-energy of the AIM for a given local Green’s
function G
Σ0[G;ω] = iω + µ−∆0[G]−G−1(ω). (C.15)
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Given the DMFT approximation, Eq. (C.14) becomes
Gα(ω,k) =
1
iω + µ−∆α[G]− αk − Σ0[G;ω] . (C.16)
Here, the k-dependence of the Green’s function is determined by the dispersion k only.
To extract the functional ∆α[G], we get rid of the integration over k in Eq. (C.16)
with the help of the density of states D() =
∫
k
δ(− k)
G(ω) =
∫
d
D()
∆0[G]−∆α[G] +G−1(ω)− α =
1
α
D˜
(
∆0[G]−∆α[G]−G−1(ω)
α
)
.
(C.17)
We used the Hilbert transform associated to the density of statesD() as D˜(z) =
∫
dD()
z− .
By using the inverse Hilbert transform D˜[R(g)] = g, we extract ∆α[G] by inverting
Eq. (C.17)
∆α[G] = ∆0[G] +G
−1 − αR[αG]. (C.18)
We are now able to rewrite Eq. (C.13) with the Green’s function (C.16) and func-
tional (C.18)
dΓα
dα
=
1
αβ
∑
n
∫
d
D()
R[αG]−  =
1
αβ
∑
n
[αGR[αG]− 1] . (C.19)
Our starting relation (C.12) becomes
Γα=1[G] = Γα=0[G] +
∫ 1
0
dα
1
αβ
∑
n
[αGR[αG]− 1] . (C.20)
We are now ready to apply the stationary condition (C.11) for α = 1, δΓα=1
δG
∣∣
G=Gphys
= 0.
Taking the functional derivative of Eq. (C.20) and restricting to G = Gphys we have
0 =
δΓα=1
δG
∣∣∣
G=Gphys
=
δΓα=0
δG
∣∣∣
G=Gphys
+
1
β
∑
n
∫ 1
0
dα
δ
δG
[
GR[αG]− 1
α
] ∣∣∣
G=Gphys
. (C.21)
By explicitly using relation (C.10) for α = 0, δΓα=0/δG = −∆0, we have
∆0[Gphys] =
1
β
∑
n
∫ 1
0
dα
δ
δG
[GR[αG]]
∣∣∣
G=Gphys
. (C.22)
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Considering the relationR[αG]+αGR′[αG] = d
dα
[αR[αG]] and the property limx→0R[x] =
1/x, the α-integration can be carried out leading to
∆0[Gphys] = R[Gphys]−G−1phys. (C.23)
Rearranging the terms and taking the Hilbert transform of both sides, we have
Gphys(ω) =
∫
k
1
iω + µ− k − Σ0(ω) , Σ0(ω) = iω + µ−∆0(ω)−G
−1
phys(ω). (C.24)
Here, we restored the summation over k and considered that Σ0(ω) is the solution
of the Anderson impurity problem corresponding to the local Green’s function Gphys.
Eqs. (C.24) are equivalent to Eq. (1.43) and, hence, represent the self-consistency con-
dition of DMFT.
To summarize, the DMFT self-consistency condition can be determined by the mini-
mization of the functional of the local Green’s function of the lattice system, the effective
action (C.9), by approximating the self-energy to be local and determined by the AIM.
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Deutsche Zusammenfassung
Die Behandlung stark wechselwirkender zweidimensionaler Fermi Systeme ist eines der
gro¨ßten Probleme auf dem Gebiet der Festko¨rperphysik. Viele theoretische Arbeiten
konzentrierten sich auf das stark wechselwirkende Hubbard-Modell, da erwartet wird,
dass es die wichtigste Physik von Kupratsupraleitern erfasst. Aufgrund unserer me-
thodischen Verbesserungen und des Versta¨ndnisses der Frequenzabha¨ngigkeit der Zwei-
Teilchen-Vertexfunktion kann die funktionale Renormierungsgruppe in Kombination mit
der dynamischen Molekularfeldtheorie nun dazu verwendet werden, konkurrierende Kor-
relationen im stark wechselwirkenden Regime zu untersuchen.
Die funktionale Renormierungsgruppe ist normalerweise nur bei moderater Wechsel-
wirkung anwendbar, beschreibt aber effizient Systeme mit einer Hierarchie unterschiedli-
cher Energieskalen und konkurrierenden Korrelationen. Zum Beispiel liefert es eindeutige
Evidenz fu¨r die d-Wellen-Supraleitung im zweidimensionalen Hubbard-Modell bei mo-
derater Kopplung. In einem ersten Projekt untersuchen wir die Frequenzabha¨ngigkeit
der durch den funktionalen Renormierungsgruppenfluss generierten einteilchenirredu-
ziblen Vertexfunktion. Die Frequenzabha¨ngigkeit, die fu¨r starke Wechselwirkungen sin-
gula¨r wird, scheint bereits fu¨r moderate Kopplungen wichtig zu sein, und sie kann nicht
durch getrennte Kana¨le repra¨sentiert werden, die jeweils nur von einer einzigen linearen
Kombination von Frequenzen abha¨ngen.
Bei stark wechselwirkenden Systemen erfasst die dynamische Molekularfeldtheorie
starke lokale Korrelationseffekte nicht-perturbativ. Mit dieser Na¨herung untersuchen wir
den Einfluss lokaler Korrelationen auf die magnetische Suszeptibilita¨t. Die lokale Dyna-
mik beeinflusst stark die Spinantwortfunktion und ihre Impulsabha¨ngigkeit. Im Gegen-
satz zu der weit verbreiteten Random-Phase-Approximation mit Selbstenergiekorrektu-
ren, die antiferromagnetische Ne´el Ordnung vorhersagt, begu¨nstigen die lokalen Vertex-
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Korrekturen eine inkommensurable Ordnung a¨hnlich der von der Fermi-fla¨chengeometrie
vorhergesagten Instabilita¨t, wie fu¨r schwach wechselwirkende Systeme.
Die dynamische Molekularfeldtheorie wird auch als Ausgangspunkt fu¨r den funktio-
nalen Renormierungsgruppenfluss verwendet. Wir zeigen, dass ein solcher Ansatz auf-
grund unserer Verbesserungen bei der Parametrisierung der Vertex-Funktion tatsa¨chlich
in der Lage ist, die starke Kopplungsphysik zu erfassen. Daru¨ber hinaus leiten wir ein
Flussschema ab, das die lokalen Beitra¨ge erha¨lt und den Trunkierungsfehler der Fluss-
gleichungen reduziert. Im stark wechselwirkenden Regime finden wir starke d-Wellen-
Paarungskorrelationen, die durch magnetische Fluktuationen angetrieben werden, mit
einem Mechanismus, der dem im schwach wechselwirkenden System a¨hnelt.
