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1. Resumen
La rehabilitacio´n de pacientes que han sufrido un accidente cerebrovascular y que arrastran
secuelas como para´lisis de miembros o hemiplejias, resulta un proceso largo y costoso, donde
los fisioterapeutas, a base de ejercicios y entrenamiento, intentan que el paciente “reaprenda”las
funciones motoras que ha perdido. Actualmente se esta´ investigando co´mo aprovechar el gran
avance que se ha producido en los u´ltimos an˜os en el campo de tratamiento de sen˜ales bioele´ctri-
cas como el electromiograma (EMG, actividad bioele´ctrica muscular) o el electroencefalograma
(EEG, actividad bioele´ctrica del cerebro), para desarrollar novedosas te´cnicas de rehabilitacio´n,
estableciendo nuevos canales de comunicacio´n con el paciente, y ver hasta que grado esto puede
ayudar en la recuperacio´n.
Por esta razo´n nace el Proyecto Roujin, contexto de este PFC. Este proyecto es una inicia-
tiva estudiantil para el desarrollo de un exoesqueleto orientado a rehabilitacio´n, de bajo coste,
controlado por sen˜ales bioele´ctricas. Este PFC pretende ser una base a medio-largo plazo dentro
del Proyecto Roujin, estableciendo las bases conceptuales y metodolo´gicas, y proporcionando
un entorno experimental, de bajo coste, en el que se puedan testear e implementar te´cnicas de
control motor a trave´s de sen˜ales bioele´ctricas. Dicho entorno experimental constara´ de: (1) un
brazo robo´tico humanoide fabricado con tecnolog´ıa de impresio´n 3D; (2) una placa de adquisi-
cio´n de sen˜al EMG; (3) una base de datos de 109 sujetos con ma´s de 1500 registros de EEG; (4)
un conjunto de mo´dulos software basados en Matlab que permitira´n realizar pruebas de registro,
control y evaluacio´n entre las sen˜ales bioele´ctricas y el brazo robo´tico.
En este trabajo se trazara´n dos l´ıneas de desarrollo. Por un lado, se construira´ el brazo
robo´tico, se integrara´ con la placa de adquisicio´n de sen˜al, se implementara´n los mo´dulos de
registro y control del sistema, y se procedera´ a evaluar el control del brazo robo´tico con la
sen˜al electromiogra´fica del antebrazo derecho de varios sujetos. Por otro lado, se procedera´ a
la evaluacio´n del control del brazo robo´tico con sen˜al cerebral (EEG) mediante dos te´cnicas de
clasificacio´n: Mapas Auto-Organizados y Ana´lisis Discrimintante Lineal. Para ello, se definira´n
e implementara´n las etapas de filtrado de sen˜al, extraccio´n de caracter´ısticas y entrenamiento de
los clasificadores, y se procedera´ a la evaluacio´n de los mismos mediante la te´cnica de validacio´n
cruzada aleatoria. Por u´ltimo se presentara´ una discusio´n de e´stos resultados.
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PROYECTO ROUJIN 12
2. Introduccio´n
El accidente cerebrovascular (tambie´n conocido como ictus) es la segunda causa ma´s comu´n
de muerte y la principal causa de discapacidad en el mundo [1]. Segu´n dice textualmente la
Federacio´n Espan˜ola de Ictus (FEI), e´sta es la primera causa de mortalidad entre las mujeres
espan˜olas y la segunda en los varones, segu´n datos del Grupo de Estudio de Enfermedades
Cerebrovasculares de la Sociedad Espan˜ola de Neurolog´ıa (GEECV-SEN). En Europa mueren
650.000 personas anualmente por esta causa y, de ellas, 40.000 son espan˜olas. Al an˜o se detectan
unos 120.000 casos nuevos. De hecho, cada seis minutos se produce un ictus en Espan˜a. Ocurre
cuando se produce una disminucio´n u obstruccio´n del flujo sangu´ıneo hacia el cerebro. En un
accidente cerebrovascular, un a´rea del cerebro empieza a morir porque deja de recibir el ox´ıgeno
y los nutrientes que necesita para funcionar. Las personas que consiguen sobrevivir a un ictus
pueden experimentar para´lisis o pe´rdida de fuerza f´ısica en un lado del cuerpo (hemiplejia) as´ı
como problemas de memoria que dificulten el llevar a cabo actividades de la vida cotidiana. La
rehabilitacio´n es el principal tratamiento para estas minusval´ıas, un proceso que permite a los
pacientes reaprender lo mejor posible el uso de sus extremidades y ganar independencia.
La terapia de rehabilitacio´n se puede alargar an˜os, por lo tanto puede ser un proceso largo y
laborioso. Se han encontrado ciertos factores que pueden contribuir a recuperar ma´s ra´pidamen-
te las funciones motoras, aunque todos ellos no se han aprovechado al ma´ximo dada la falta y
carencia de servicios de rehabilitacio´n [1]. Se sabe, por ejemplo, que para ciertos casos, la terapia
es ma´s efectiva cuanto ma´s pronto se comienza la rehabilitacio´n [2], o que en algunos estudios se
ha visto co´mo la terapia intensiva y ejercicios basados en resolver tareas contribuyen significati-
vamente a la recuperacio´n de las funciones motoras [3]. La fisioterapia aplicada a estos pacientes
que han sufrido un ictus ha mostrado una mejora continuada, sugiriendo que la recuperacio´n
puede continuar por muchos an˜os despue´s del accidente cerebrovascular. Como la poblacio´n de
pacientes que sufren este tipo de enfermedades continua creciendo, proveer de un tratamiento
adecuado a cada uno de ellos es una tarea cada vez ma´s dif´ıcil dado que requiere de una intensa
labor especializada.
En este punto, los exoesqueletos orientados a rehabilitacio´n tienen el potencial para hacer
frente a la fuerte demanda que la terapia convencional se ve incapaz de asumir. Estas estructuras
robo´ticas son disen˜adas para que se adapten a las extremidades y caracter´ısticas espec´ıficas de
cada paciente. Los exoesqueletos tienen el potencial para proveer una rehabilitacio´n intensiva
consistente y de larga duracio´n [4], con la ventaja de resolver el problema de la fatiga del tera-
peuta durante las sesiones. La idea es que estos exoesqueletos puedan llegar a ser utilizados por
los pacientes sin la presencia de un especialista, posibilitando que ellos mismos autogestionen
la frecuencia de las sesiones de entrenamiento, permitiendo, entre otras ventajas, reducir los
altos costes del tratamiento (ver fig. 2.1). Adema´s, otra ventaja de incorporar esta tecnolog´ıa
es que estos robots pueden realizar mediciones precisas y cuantitativas de co´mo el paciente esta´
realizando los entrenamientos, proporcionando una informacio´n muy valiosa que puede servir
tanto para monitorizar como para reforzar aquellos puntos en los que se detecte la necesidad. La
combinacio´n de estos exoesqueletos con aplicaciones de realidad virtual disen˜adas expresamente
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Figura 2.1: Ciclo de neuro-rehabilitacio´n de un miembro superior. El sujeto hace intencio´n de
mover el miembro superior, el sistema lo detecta, ejecuta la accio´n y por feedback visual y
propioceptivo el sujeto recibe la informacio´n del movimiento de su brazo.
para rehabilitacio´n, pueden ayudar tambie´n a mejorar las condiciones en las que el paciente
realiza las sesiones de entrenamiento, tanto por el disen˜o espec´ıfico de tareas como por hacer de
ello una actividad ma´s entretenida y llevadera [5].
Aunque es cierto que en los u´ltimos an˜os se ha experimentado un avance muy significativo
tanto en el desarrollo tecnolo´gico como en la reduccio´n de los costes de produccio´n, para las per-
sonas con ciertas minusval´ıas, como pueden ser falta de movilidad o la amputacio´n de miembros
inferiores o superiores, todav´ıa les es dif´ıcil acceder a equipos de atencio´n y apoyo especializados
debido al alto precio al que ascienden. Por ejemplo, para una persona con un miembro superior
amputado, un brazo neuroprote´sico le puede suponer una inversio´n de unos 60000e.
En paralelo, se esta´ produciendo un auge en el uso y distribucio´n de tecnolog´ıa de prototi-
pado ra´pido (impresoras 3D), hecho que esta´ causando que emerjan comunidades de lo que se
conoce como Makers, en donde e´stos comparten conocimiento y disen˜os, y en donde se aprove-
chan de la experiencia de otros proyectos para desarrollar los suyos propios. Estas comunidades,
beneficia´ndose de la alta conectividad que ofrece ahora mismo internet, adoptan una estructura
distribuida y libre en donde el intercambio de recursos es uno de los pilares esenciales sobre los
que se asientan.
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Figura 2.2: El autor del robot InMoov, Gael Langevin, con su creacio´n.
Dentro de estas comunidades, destacan ciertos grupos de trabajo que se esta´n especializan-
do en intentar proporcionar herramientas de bajo coste para suplir el problema de acceso a
algo tan importante como puede ser una neuropro´tesis o un brazo robo´tico para alguien que
carece de algu´n miembro. En esta l´ınea, proyectos como InMoov, RoboHand o Project Daniel
(ver figuras 2.2 y 2.3) han nacido dentro de estas comunidades de Makers para hacer de esta
idea una realidad y llevar a aquellos que lo necesiten esta tecnolog´ıa. Si bien es cierto que las
prestaciones de e´stas herramientas no son comparables con las funcionalidades y robustez que
ofrecen los s´ımiles comerciales, se han conseguido desarrollar pro´tesis de miembro superior dismi-
nuyendo considerablemente los costes, demostrando su utilidad pra´ctica en personas amputadas.
(a) InMoov (b) Liam, con su RoboHand (c) Project Daniel
Figura 2.3: Algunos de los proyectos OpenSource actuales que esta´n empleando la tecnolog´ıa
de prototipado ra´pido para proporcionar herramientas de bajo coste.
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2.1. Motivacio´n
Aunque es cierto que esta tecnolog´ıa esta´ en creciente desarrollo y las comunidades que
emergen cada vez son ma´s numerosas, la mayor´ıa de proyectos que surgen esta´n orientados al
desarrollo de neuropro´tesis para personas que han perdido alguno de sus miembros.
Despue´s de un tiempo de exploracio´n, y de recibir ayuda y recomendaciones de diferentes
grupos de investigacio´n como el Brain-Machine Interface Systems Lab (http://bmi.umh.es),
de la Universidad Miguel Herna´ndez de Elche, y con el apoyo tanto del Grupo de Informa´tica
Gra´fica Avanzada (http://giga.cps.unizar.es) como del Grupo de Robo´tica, Visio´n y Tiem-
po Real (http://robots.unizar.es) de la Universidad de Zaragoza, nace el Proyecto Roujin.
Este proyecto es una iniciativa de dos estudiantes de la Universidad de Zaragoza que, si bien
se estaban llevando a cabo diferentes proyectos orientados a neuropro´tesis, encontraron que no
exist´ıan equivalentes en temas de rehabilitacio´n. Decidieron entonces poner en marcha el Pro-
yecto Roujin con el objetivo de desarrollar un exoesqueleto orientado a rehabilitacio´n de bajo
coste, para as´ı proporcionar una herramienta de trabajo asequible a docentes e investigadores y
permitir el acceso a esta tecnolog´ıa a cuantas ma´s universidades y centros de investigacio´n sea
posible.
Dada la envergadura de esta iniciativa, la escasez de recursos humanos, te´cnicos y econo´micos
disponibles, y que nuestra formacio´n era complementaria pero distinta (yo aportaba un perfil
informa´tico y mi compan˜ero un perfil industrial) se decidio´, en una primera instancia, segmentar
el desarrollo en tres bloques tema´ticos, de los cuales cada uno abordar´ıa uno de ellos en sendos
PFC’s y dejando un tercero para un desarrollo posterior. Estos bloques fueron:
Tratamiento de sen˜ales bioele´ctricas.
Programacio´n del control orientado a rehabilitacio´n.
Disen˜o del exoesqueleto.
El orden natural de estos bloques se puede ver en la figura 2.4, donde el bloque de tratamien-
to de sen˜al es el encargado de procesar la informacio´n de las sen˜ales electrofisiolo´gicas del sujeto,
el bloque de control hace uso de esta informacio´n preprocesada para determinar las acciones que
debe tomar, y finalmente el exoesqueleto ejecuta las ordenes.
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Figura 2.4: Pipeline del Proyecto Roujin
Sabiendo que e´ste es un tema actual de investigacio´n al que se dedican grandes grupos de
diferentes centros y laboratorios, y que adema´s cuentan con financiacio´n pu´blica y privada, el
objetivo que nos planteamos fue el de que con nuestros proyectos final de carrera se establecieran
unas primeras bases en el desarrollo general, adquirir conocimiento y experiencia en el tema, e
intentar darle difusio´n para que otros estudiantes puedan tomar el relevo en un futuro. Uno de
los fundamentos del Proyecto Roujin es el de que e´ste pueda servir para impartir docencia y dar
la oportunidad a estudiantes para formarse de manera pra´ctica en estos temas. Creemos que en
una escuela de ingenier´ıa en donde coexisten diferentes disciplinas, es necesario, no solo mostrar-
le al estudiante los u´ltimos avances llevados a cabo en las diferentes ramas de su profesio´n, sino
tambie´n habilitar espacios y proyectos comunes en donde diferentes perfiles puedan converger
para as´ı enriquecer su formacio´n y favorecer sinergias. Creemos que e´ste podr´ıa ser uno de ellos.
El Proyecto Roujin no esta´ pensado para ofrecer una alternativa a productos equivalentes que
ofrece la industria, sino que dada su filosof´ıa OpenSource, pretende ser una herramienta gracias
a la cual ma´s gente pueda formarse en temas de neuro-rehabilitacio´n. Una de las formas en las
que se puede mejorar esta l´ınea de investigacio´n, es aumentar el orden de magnitud de personas
formadas en el tema, repercutiendo as´ı en la competencia y facilidad para encontrar mejores
profesionales.
El otro proyecto final de carrera asociado a e´ste llevaba por t´ıtulo “Proyecto Roujin: Disen˜o
de un exobrazo robo´tico de 4 grados de libertad orientado a rehabilitacio´n por impresion 3D” y
fue presentado el pasado Febrero de 2015 por Adria´n Blasco Carrillo.
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2.2. Objetivos y Alcance
Como ya se ha dicho anteriormente, en este proyecto final de carrera se ha pretendido abrir
camino en una l´ınea de trabajo orientada al control de neuropro´tesis y exoesqueletos para reha-
bilitacio´n motora, mediante el procesamiento de sen˜ales electrofisiolo´gicas. Por ello, este PFC
pretende ser una base a medio-largo plazo dentro del Proyecto Roujin.
Cuatro objetivos fueron definidos: (1) construccio´n de brazo robo´tico para validar y testear
algoritmos de control; (2) implementacio´n de un sistema capaz de detectar mediante sen˜al elec-
tromiogra´fica (EMG) del antebrazo, si la mano del sujeto estaba abierta o cerrada, y controlar
con ello el brazo robo´tico; (3) Evaluar la posibilidad de controlar la apertura y cierre de la mano
del brazo robo´tico mediante ana´lisis de sen˜al electroencefalogra´fica (EEG) de varios sujetos; (4)
Autofinanciar el proyecto.
Estos objetivos fueron definidos as´ı porque, con su resolucio´n, se establecio´ una base concep-
tual y metodolo´gica para abordar tanto problemas relacionados con la meca´nica y electro´nica,
como con el procesamiento de sen˜ales electrofisiolo´gicas.
En la figura 2.5 se puede ver un diagrama con las dos l´ıneas de desarrollo de las que consta este
proyecto. Adema´s de la construccio´n del brazo, para poder llevar a cabo el resto de objetivos, se
implementaron una serie de mo´dulos apoyados en Arduino y Matlab, llamados RP MODULES,
que forman la base estructural del entorno experimental y sobre los que se apoyara´n futuros
desarrollos y experimentos.
Figura 2.5: L´ıneas de desarrollo del proyecto
2 INTRODUCCIO´N 18
2.3. Herramientas
Para la construccio´n del brazo robo´tico, adema´s de fungibles y herramientas comunes, fue
necesaria una impresora 3D para la impresio´n de las piezas de pla´stico. Tambie´n fueron necesa-
rios 5 servomotores TowardPro modelo MG996R y una fuente de alimentacio´n de PC. La placa
que actuo´ de controlador fue un Arduino UNO. Para la adquisicio´n de sen˜al EMG, se compro´ la
placa Muscle v3 Sensor de Advancer Technologies. Como plataformas software se utilizaron Ar-
duinoIDE y Matlab. Las toolboxes de Matlab utilizadas fueron ArduinoIO para la comunicacio´n
con Arduino, y Fieldtrip, SOM Toolbox y LDA Package para el procesamiento de sen˜al cerebral.
2.4. Organizacio´n de la memoria
Dado que este proyecto final de carrera esta´ dividido en tres bloques claramente diferencia-
bles, se ha optado por exponer cada uno de ellos en secciones distintas, dejando una seccio´n
previa a modo de esquema general que articula el resto de la memoria. De esta forma se favorece
la legibilidad. Al final del documento se encuentra una serie de anexos como complemento a la
memoria.
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3. Estado del arte
Aunque esta seccio´n se titule Estado del Arte, dadas las restricciones de extensio´n a las que
se ha de cen˜ir este trabajo, y dado que e´ste es un proyecto de integracio´n en el que confluyen
varios campos, lejos de tomar el significado que en la comunidad cient´ıfica adquiere, aqu´ı se va
a tratar de comentar brevemente el panorama actual en cada uno de estos campos, ofreciendo
algunos punteros para que el lector profundice ma´s en el tema en caso de intere´s.
Mundo Opensource
En los u´ltimos an˜os se ha producido un enorme auge en lo que se refiere a la filosof´ıa DIY
(“Do It Yourself”, que en espan˜ol viene a ser “Ha´ztelo tu mismo”). Se han formado comunidades
(a cuyos integrantes se les suele llamar “Makers”) en donde, aprovechando la alta conectividad
que ofrece internet, se comparten disen˜os, modelos, consejos,... en general, conocimiento. La idea
principal que subyace en que, si todos comparten, todos estara´n ma´s cerca de llegar a sus objeti-
vos personales. Existen para ello portales como Thingiverse (https://www.thingiverse.com),
centrado en disen˜os CAD para impresio´n 3D, en donde los usuarios pueden colgar sus trabajos
para que cualquiera se los pueda descargar y adaptar a sus necesidades. Es por ello que muchos
proyectos han surgido como “Spin-offs”de otros, tomando como base los disen˜os de otro autor
y realizando los cambios oportunos. Un ejemplo de estas comunidades podr´ıa ser E-NABLE
(http://enablingthefuture.org) centrada en el desarrollo de pro´tesis de mano por impresio´n
3D.
Dentro de estas comunidades se pueden encontrar proyectos de todo tipo, desde simples
pasatiempos, como pudo ser en sus inicios el robot InMoov (http://www.inmoov.fr), hasta
proyectos con un fin social concreto como pueden ser proyectos relacionados con la salud y el
bienestar. Ejemplos son RoboHand (http://www.robohand.net), Project Daniel (http://www.
notimpossiblenow.com/labs/project-daniel) u OpenBionics (http://www.openbionics.
org), que se centran en el disen˜o y desarrollo de neuropro´tesis de miembro superior, redu-
ciendo su coste entre 30 y 40 veces lo que cuesta un equivalente comercial en el mercado.
Control con EMG
Los sistemas de control mioele´ctricos han sido usados durante muchos an˜os para controlar
dispositivos tanto asistenciales como de rehabilitacio´n, mediante la clasificacio´n de patrones en
la sen˜al electromiogra´fica registrada en la superficie de la piel [6] [7]. Mucha de la literatura
relacionada con el reconocimiento de patrones en EMG esta´ centrada en la optimizacio´n de los
clasificadores y en el nu´mero de movimientos que pueden ser distinguidos [6] [8]. Aunque la pre-
cisio´n a la hora de clasificar movimientos ha alcanzado valores superiores al 90 % de acierto para
la discriminacio´n de mu´ltiples movimientos, haciendo uso de varias combinaciones de avanzadas
te´cnicas de extraccio´n de caracter´ısticas, reduccio´n de la dimensionalidad y clasificacio´n de pa-
trones [7], la usabilidad de estos sistemas todav´ıa esta´ limitada por varias cuestiones [9] [10] [11].
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Figura 3.6: Banda Myo, de Thalmic Labs
Aun as´ı, esta´n surgiendo en el mercado dispositivos que hacen uso de la actividad muscular
para fines ma´s generales y para todo tipo de pu´blico. Por ejemplo, el Myo Gesture Control (ver
fig. 3.6), de Thalmic Labs (https://www.myo.com), ofrece una API de desarrollo para que las
empresas puedan conectar su software con dicho dispositivo y poder manejar mediante gestos
tareas comunes como pueden ser el paso de diapositivas en una presentacio´n PowerPoint, el
panel de control de reproductores multimedia, o incluso conectarlo con las Google Glass.
Control con EEG
Los interfaces Cerebro-Ordenador son una tecnolog´ıa emergente que intenta conectar nuestro
cerebro natural con dispositivos artificiales, estableciendo un nuevo canal de comunicacio´n entre
las sen˜ales ele´ctricas provenientes de la actividad cerebral y dichos dispositivos, sin utilizar los
mecanismos neuromusculares naturales [12] [13]. Un interfaz Cerebro-Ordenados (o “BCI”por
sus siglas en ingle´s), reconoce la intencio´n del usuario a trave´s de su actividad cerebral, decodifica
la informacio´n proveniente de dicha actividad, y la traduce en comandos de salida relacionados
con el objetivo de la accio´n que este´ llevando a cabo el usuario. Estos sistemas se pueden clasifi-
car principalmente en base a dos criterios: su grado de invasio´n corporal, y el tipo de actividad
cerebral que procesa.
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Figura 3.7: Esquema del funcionamiento de un sistema BCI
Respecto al primer criterio, podemos diferenciar dos tipos: sistemas invasivos y sistemas no
invasivos. Los sistemas invasivos son aquellos en los que al paciente se le aplica cirug´ıa para in-
troducirle los electrodos en el cerebro a trave´s del cra´neo. Esto tiene la ventaja de que aumenta
considerablemente la calidad de la sen˜al adquirida, pero tiene el inconveniente del riesgo que
asume el paciente. Los sistemas no invasivos son aquellos en los que no se aplica cirug´ıa, y la ac-
tividad cerebral se registra en la superficie del cuero cabelludo. El EEG es un me´todo no invasivo.
Respecto al segundo criterio, tenemos, por ejemplo, sistemas basados en potenciales evocados
(P300, SSVEP,...), sistemas basados en neurofeedback para la autorregulacio´n de ritmos cere-
brales, o sistemas que mediante cierto tipo de ritmos, permiten al sujeto controlar un dispositivo
como puede ser un brazo robo´tico.
El proceso ser´ıa el siguiente (ver figura 3.7): (a) mediante unos electrodos colocados en la
superficie del cuero cabelludo se registra el EEG de las zonas de intere´s; (b) las sen˜ales EEG son
procesadas para mejorar la calidad de las mismas aplicando cierto tipo de filtros y te´cnicas para
ello; (c) una vez la sen˜al ha sido procesada, se procede a la extraccio´n de caracter´ısticas para
identificar la orden del sujeto; (d) una vez identificada dicha orden, es enviada al dispositivo; (e)
el dispositivo recibe la orden y la ejecuta; (f) el sujeto recibe feedback visual o propioceptivo de
si el dispositivo ha ejecutado la orden correcta.
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4. Esquema general
En este proyecto se desarrollaron una serie de mo´dulos principalmente en Matlab para la
integracio´n tanto del brazo robo´tico como las implementaciones de los respectivos controles por
EMG y EEG. En la figura 4.8 se puede ver un diagrama en donde se muestran los bloques en
los que se apoyan estos mo´dulos. En lo que a programacio´n se refiere, la principal carga de desa-
rrollo consistio´ en la programacio´n de los RP MODULES (RP son las siglas de “Roujin Project”).
Durante la fase de disen˜o se decidio´ que los mo´dulos implementados ofrecieran diferentes
ı´ndices de granularidad, relativa a su funcio´n, con el objetivo de favorecer la escalabilidad y
flexibilidad para futuras modificaciones. Esto desemboco´ en mo´dulos con alta generalizacio´n los
cuales deb´ıan hacer uso de mo´dulos con alta especializacio´n para desempen˜ar sus funciones. La
razo´n fue porque este PFC pretende ser un punto de partida para futuros trabajos, y como
el control de neuropro´tesis y exoesqueletos es un campo todav´ıa en investigacio´n, era necesa-
rio habilitar el sistema para poder testear en un futuro nuevos me´todos dentro de este paradigma.
Figura 4.8: Diagrama de mo´dulos sobre los que se baso´ el desarrollo
En la figura 4.9 se puede ver un diagrama con los mo´dulos implementados en Matlab. En
color verde, se muestran aquellos mo´dulos con alta especializacio´n y que podr´ıan ser sustituidos
por otros mo´dulos equivalentes. En su caso, con una mı´nima reconfiguracio´n del resto de mo´du-
los el sistema quedar´ıa adaptado.
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Figura 4.9: Diagrama de los mo´dulos RP
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5. Construccio´n del brazo robo´tico
En esta fase del proyecto se llevo´ a cabo la construccio´n e integracio´n de una herramienta
con la que poder realizar pruebas de control. Se decidio´ construir un brazo robo´tico humanoide
por impresio´n 3D por varias razones: (1) su bajo coste de produccio´n; (2) utilizar esta tecnolog´ıa
permitir´ıa ganar experiencia y conocimiento sobre la misma para futuros trabajos; (3) un modelo
humanoide permite plantear cuestiones de ergonomı´a y usabilidad; (4) la repercusio´n media´tica
es mucho mayor que con otro tipo de modelos; (5) un modelo de estas caracter´ısticas se puede
reutilizar para posteriores experimentos fuera del a´mbito de este proyecto, ma´s pro´ximos a la
psicolog´ıa y neurociencia.
Entre las opciones disponibles, se opto´ por reutilizar los disen˜os del robot InMoov (www.
inmoov.fr) ya que e´stos esta´n disponibles bajo licencia Creative Commons en la plataforma
Thingiverse (www.thingiverse.com). Se decidio´ construir la mano derecha, incluido el ante-
brazo, hasta el codo. Para este proyecto se considero´ que con los 5 grados de libertad de esta
parte del brazo (uno por dedo de la mano), era ma´s que suficiente, dado que los clasificadores a
implementar solo iban a contemplar dos estados: mano abierta y mano cerrada.
Objetivos
Los objetivos de esta fase del proyecto fueron, adema´s de la construccio´n propiamente dicha
del brazo robo´tico, implementar un control del brazo tanto en lenguaje nativo de Arduino, co-
mo en Matlab. Estas implementaciones servir´ıan como base para los posteriores desarrollos del
control utilizando sen˜ales electrofisiolo´gicas.
Retos/Dificultades encontradas
Durante esta fase, hubo que repasar los conocimientos de electricidad, tanto pra´cticos co-
mo de instrumentacio´n, sobre todo para reorganizar las lineas de alimentacio´n, y minimizar la
complejidad del montaje. Tambie´n hubo que aprender a programar scripts en lenguaje nativo
de Arduino, cargar scripts en el controlador, y depurar errores con ArduinoIDE. Para el control
de los servomotores, hubo que repasar conocimientos de actuadores y auto´matas programables.
Tambie´n, tanto para comunicar el brazo robo´tico con Matlab, como para monitorizar el fun-
cionamiento del mismo, hubo que emplear nociones de transmisiones digitales como el baudaje
o comunicacio´n serie. Por u´ltimo, en relacio´n con la comunicacio´n entre Arduino y Matlab, se
utilizo´ un paquete de interfaz llamado ArduinoIO, que permite abstraerse de la comunicacio´n y
mandar comandos a Arduino directamente con instrucciones de Matlab. Este interfaz requirio´
un trabajo de instalacio´n y comprensio´n para poder ser utilizado en este proyecto.
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5.1. ArduinoIO
Este paquete de software permite que desde Matlab se puedan enviar comandos a Arduino
como si en lenguaje nativo se tratase, de forma transparente. Para ello, primero hay que instalar
un script en Arduino que dependera´ del modelo de la placa y si vamos a usar o no el ADAFRUIT
motor shield (hardware para el control y testeo de motores). Este script funciona a modo de
servidor en Arduino y continuamente se esta´ ejecutando a la espera de recibir comandos a trave´s
del puerto serie.
Por otra parte, desde Matlab tambie´n hay que an˜adir a nuestro PATH una serie de ficheros
con las funciones que nos abstraen de la parte de comunicacio´n y que nos permiten encapsular
comandos propios de Arduino en funciones de Matlab.
5.2. Servomotores y algoritmo de control
Para este montaje se utilizaron 5 Servos TowardPro modelo MG996R, controlados por PWM
(Puse-width modulation). Cada servo esta´ ligado con un u´nico dedo de la mano mediante un
hilo (a modo de tendo´n). Este hilo esta´ enlazado con un disco que rota con el giro del servo, y
dicha rotacio´n puede ir de 0o a 180o aproximadamente. El disen˜o se realizo´ de tal manera que
si el servo se dispon´ıa en uno de los l´ımites de rotacio´n, el hilo quedar´ıa totalmente extendido,
y as´ı como fuese rotando el hilo ir´ıa tirando del dedo hasta llegar a la flexio´n total cuando se
alcanzase el otro extremo de rotacio´n. Esto es comu´n a todos los servos pero en el montaje se
vio que no todos compartir´ıan los mismos l´ımites para definir flexio´n y extensio´n, por lo que en
algunos casos, los dedos quedar´ıan extendidos cuando sus servos se posicionaran a 0o, y en otros
casos a 180o, siendo al reve´s para el caso de la flexio´n. Esto hubo que hacerlo de forma manual,
analizando que montaje ofrec´ıa mejores beneficios en te´rminos de friccio´n, que no se estorbaran
unos servos con otros, etc.
Algoritmo de control de los servos
% Definiciones iniciales
- A cada servo, se le asigna un pin PWM del Arduino
- Para cada servo, se definen las posiciones de dedo abierto y dedo cerrado
% Dentro del bucle principal
Si (condicio´n X = mano abierta) entonces
Asignar a cada servo los valores correspondientes con mano abierta
sino
Asignar a cada servo los valores correspondientes con mano cerrada
fin Si
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5.3. Tabla de tiempos
Las tareas y tiempos referentes al desarrollo de esta fase del proyecto fueron:
Tarea Horas
Impresio´n de las piezas 20
Ensamblaje 15
Conexio´n con Arduino 16
Programacio´n del control 10
Total 61
Cuadro 1: Tabla de tiempos de la fase de construccio´n del brazo robo´tico
5.4. Alcance
Los objetivos planteados en esta fase del proyecto se superaron satisfactoriamente. Se pro-
gramo´ un script de pruebas en el que, durante 2 minutos, cada 20 segundos el brazo cambiaba
de posicio´n entre mano abierta y mano cerrada. Se obtuvo un 100 % de eficacia.
En este v´ıdeo de youtube https://youtu.be/nJrS40FLcI0 se puede ver una demo del brazo
en funcionamiento.
Figura 5.10: Pruebas de funcionamiento del brazo robo´tico
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6. Control con EMG
Esta fase del proyecto consistio´ en implementar un control del brazo robo´tico con sen˜al elec-
tromiogra´fica del antebrazo. Dicha sen˜al refleja la actividad ele´ctrica de los mu´sculos esquele´ticos
y contiene informacio´n acerca de la funcio´n de control que sobre los mu´sculos tienen, tanto el
sistema nervioso central, como el perife´rico. La sen˜al EMG ofrece una caracterizacio´n muy va-
liosa del sistema neuromuscular dado que muchos procesos patolo´gicos, tanto si aparecen en el
sistema nervioso como en los mu´sculos, se manifiestan por cambios en las propiedades de la sen˜al.
La sen˜al EMG se puede registrar tanto de forma invasiva, aplicando cirug´ıa, como de forma
no invasiva, colocando electrodos en la superficie de la piel. La ventaja de los me´todos invasivos
es su precisio´n a la hora de registrar actividad ele´ctrica de un mu´sculo en concreto, o incluso
a una escala menor, de ciertas zonas de dicho mu´sculo. La ventaja de los me´todos no invasivos
es que no hay que realizar ningu´n tipo de operacio´n, pero tienen la desventaja de que se pierde
resolucio´n en el registro, y la sen˜al obtenida se corresponde con la superposicio´n de las sen˜ales
procedentes de todos aquellos mu´sculos pro´ximos a la zona donde se han colocado los electrodos.
Para lecturas grosso modo, este me´todo es suficiente. Se decidio´ que se aplicar´ıa un me´todo no
invasivo para el registro de EMG.
Si bien es cierto que para realizar el control del brazo robo´tico hubiese sido suficiente el
registro de cualquier mu´sculo que el sujeto fuera capaz de contraer y expandir de forma volun-
taria, se opto´ por una configuracio´n realista y se decidio´ aplicar el registro a los mu´sculos del
antebrazo anterior derecho. En concreto, los mu´sculos principalmente implicados son el mu´sculo
flexor superficial de los dedos, el flexor profundo de los dedos y el flexor largo del pulgar (vease
fig. 6.11).
Figura 6.11: Mu´sculos implicados del antebrazo anterior derecho.
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Objetivos
Los objetivos que se marcaron para esta fase fueron: (1) inspeccionar el mercado en busca de
una placa de adquisicio´n de sen˜al EMG asequible y que se pudiese incorporar de forma fa´cil al
sistema montado en la fase anterior; (2) Integrar la placa de adquisicio´n con Arduino y Matlab;
(3) Implementar una interrupcio´n de reloj en Arduino para poder realizar un muestreo regular
de la sen˜al; (4) Implementar un control del brazo robo´tico en Matlab clasificando dos estados
(mano abierta/cerrada) mediante la sen˜al EMG adquirida del antebrazo anterior derecho.
Retos/Dificultades encontradas
Durante esta fase, hubo que aplicar de nuevo nociones de electricidad y soldadura para
integrar la placa de adquisicio´n de sen˜al al sistema. Tambie´n hubo que reparar nociones de
electro´nica analo´gica como, por ejemplo, los amplificadores operacionales, para poder compren-
der las especificaciones de la placa de adquisicio´n de sen˜al. Dado que en el plan de estudios
de Ingenier´ıa informa´tica no existen asignaturas de neuroanatomı´a o electrofisiolog´ıa, hubo que
invertir tiempo en formarse en este campo. La programacio´n de la rutina de interrupcio´n de
reloj para obtener un muestreo regular obligo´ a adquirir nociones de sistemas empotrados y
electro´nica digital. Por u´ltimo, adema´s de implementar el algoritmo de control, dado que las ca-
racter´ısticas electrofisiolo´gicas de los mu´sculos son parecidas pero no iguales entre las personas,
hubo que disen˜ar un algoritmo de calibracio´n para que el sistema se adaptase a cada usuario y
pudiese funcionar de forma o´ptima.
6.1. Programacio´n de la rutina de interrupcio´n de reloj
Arduino UNO tiene tres timers (Timer0, Timer1 y Timer2). Cada uno de ellos tiene un
contador que se incrementa en cada tick de reloj. El reloj del Arduino UNO funciona a una
frecuencia de 16MHz.
Las interrupciones de reloj CTC (Clear Time on Compare) se disparan cuando el contador
de uno de los timers alcanza un valor preestablecido y almacenado en el registro de comparacio´n
(Compare Match Register). Cuando el timer alcanza el valor especificado, se resetea a 0 en el
siguiente tick de reloj, y vuelve a incrementarse de nuevo. Eligiendo el valor de comparacio´n
adecuado y la velocidad a la que se incrementa el contador, se puede controlar la frecuencia de
las interrupciones. Los contadores de Timer0 y Timer2 son de 8 bits, mientras que el contador
de Timer1 es de 16 bits.
El para´metro prescaler permite controlar la frecuencia de incremento de los contadores. Los
valores que puede tomar este para´metro son: 1, 8, 64, 256 y 1024:
Timer Speed (Hz) =
Arduino Clock Speed (16MHz)
Prescaler
(1)
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Para calcular la frecuencia de interrupcio´n, se puede hacer con la siguiente fo´rmula:
Interrupt Frequency (Hz) =
Arduino Clock Speed (16MHz)
Prescaler× Compare Match Register + 1 (2)
Para saber que´ valor he de tener en el registro de comparacio´n, para una frecuencia de
interrupcio´n concreta, dada la fo´rmula anterior, despejamos y nos queda:
Compare Match Register =
[
Arduino Clock Speed (16MHz)
Prescaler×Desired Interrupt Frequency (Hz)
]
− 1 (3)
Los comandos que se quieran ejecutar despue´s de la interrupcio´n de reloj, han de ir en una
rutina diferente a las de setup() y loop(), cuyo nombre ha de ser:
ISR(TIMER0 COMPA vect){}
Como su nombre indica, el prefijo TIMER0 se corresponde con el timer0, y se debera´ cambiar
a TIMER1 cuando la interrupcio´n se desee invocar a trave´s del timer1, o a TIMER2 cuando se
desee utilizar el timer2.
6.2. Descripcio´n de la placa de adquisicio´n de sen˜al
La placa por la que se opto´, que se puede ver en la fig. 6.12, fue la Muscle Sensor v3 de
Advancer Technologies (ver esquema en Anexo I [9]). Esta decisio´n se tomo´ dada su simplicidad
y facilidad de integracio´n con arduino. Consta de un u´nico canal de adquisicio´n.
Figura 6.12: Placa de adquisicio´n de sen˜al EMG
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Esta placa, adema´s de la etapa de amplificacio´n de sen˜al, tiene dos etapas adicionales de
rectificacio´n y suavizado de la sen˜al. En la fig. 6.13 se puede ver, utilizando de referencia una
sen˜al sinusoidal a modo de ejemplo, el efecto de las etapas de rectificacio´n (figura del medio) y
suavizado (figura de abajo).
Figura 6.13: Etapas de la placa de adquisicio´n de sen˜al EMG
6.3. Algoritmo de clasificacio´n de movimiento
Se planteo´ diferenciar cuando el sujeto tuviese la mano abierta y la mano cerrada. El registro
de la actividad electromiogra´fica se realiza colocando un electrodo a mitad del mu´sculo de intere´s,
y otro electrodo al final de e´ste. Existe una correlacio´n entre la tensio´n muscular provocada
voluntariamente por el sujeto, y la amplitud de la sen˜al electromiogra´fica registrada.
Figura 6.14: El umbral delimita cuando esta abierta o cerrada la mano.
El algoritmo que se planteo´ para esta primera clasificacio´n fue, aprovechando la relacio´n
anterior, situar un umbral a un determinado voltaje, que determinase cua´ndo se consideraba
que el mu´sculo estaba flexionado o no (ver fig. 6.14). Teniendo en cuenta dicha relacio´n, si la
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sen˜al sobrepasaba el umbral, se consideraba que el mu´sculo estaba flexionado (mano cerrada),
y si la sen˜al se encontraba por debajo, el mu´sculo estaba extendido (mano abierta).
6.4. Algoritmo de calibracio´n del umbral
Dado que las caracter´ısticas del brazo derecho de cada sujeto variaban, esto afectaba a la
hora definir que´ valor deb´ıa tener el umbral de clasificacio´n, por lo que se decidio´ implementar
un algoritmo de calibracio´n para que de forma ma´s automa´tica, detectase el valor o´ptimo para
cada sujeto. Este proceso de calibracio´n consist´ıa en pedirle al sujeto que, durante unos segun-
tos, alternara flexio´n y extensio´n de los mu´sculos del antebrazo anterior derecho. El algoritmo
detectaba los valores ma´ximo y mı´nimo y con ello determinaba donde deb´ıa posicionar el umbral.
Algoritmo de calibracion del umbral
% Definiciones iniciales
- Inicializamos dos variables (valor max y valor min) en donde almacenaremos
los valores ma´ximo y mı´nimo que se obtengan en un periodo de tiempo prefijado.
- Asignar un pin analo´gico a la placa de adquisicio´n de sen˜al
% En el bucle principal
Durante (30 segundos) hacer
- Leer dato del pin analo´gico correspondiente
Si (valor > valor max) entonces
valor max = valor
sino si (valor < valor min) entonces
valor min = valor
Fin Si
Fin Hacer
% El coeficiente 0.3 es un para´metro que se obtuvo experimentalmente. Dado que el incre-
mento de la diferencia de potencial en funcio´n la intensidad del movimiento no es lineal, este
para´metro sirve como ajuste o regulador.
Umbral = 0.3 × (valor max - valor min);
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6.5. Tabla de tiempos
Las tareas y tiempos referentes al desarrollo de esta fase del proyecto fueron:
Tarea Horas
Estado del arte 40
Programacio´n de la rutina de interrupcio´n de reloj en Arduino para el muestreo a 500Hz 10
Soldadura de pines y cables para integrar la placa en Arduino 5
Programacio´n del control en Matlab 20
Pruebas 2
Total 77
Cuadro 2: Tabla de tiempos de la fase de control con EMG
6.6. Alcance
Los objetivos planteados en esta fase del proyecto se superaron satisfactoriamente. Se realizo´
una bater´ıa de pruebas de caja negra para validar si el sistema hac´ıa lo que deb´ıa hacer. Se conto´
con la ayuda de 4 sujetos a los que se les pidio´ que, durante dos sesiones de 2 minutos cada una,
alternaran mano abierta y mano cerrada cada 20 segundos. El funcionamiento fue el correcto y
se obtuvo una efectividad del 100 %.
En este v´ıdeo de youtube https://youtu.be/DZixSyP47aM se puede ver una demo del con-
trol implementado.
Figura 6.15: Pruebas de control con EMG del brazo robo´tico
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7. Control con EEG
Dado que e´ste es un tema actual de investigacio´n, y que en la comunidad cient´ıfica au´n no
existe consenso respecto a que´ te´cnicas son las mejores, as´ı como los l´ımites que ofrece esta
tecnolog´ıa, en esta fase se procedio´ a la evaluacio´n y puesta a punto de dos clasificadores de
imaginacio´n de movimiento, a trave´s de sen˜ales electroencefalogra´ficas (EEG), con el objetivo
principal de dejar listo el sistema para que se pudiesen enviar o´rdenes al brazo robo´tico cons-
truido anteriormente.
Objetivos
Los objetivos marcados para esta fase fueron: (1) conseguir una copia local de la base de datos
para poder trabajar offline; (2) implementar una etapa de filtrado de artefactos en la sen˜al EEG
para mejorar la calidad sen˜al/ruido; (3) implementar una etapa de extraccio´n de caracter´ısticas
de la sen˜al filtrada relacionadas con la tarea en concreto que se quiso analizar (apertura y cierre
de mano derecha); (4) implementar una etapa de entrenamiento de dos clasificadores (SOM y
LDA) para una posterior evaluacio´n y comparacio´n de resultados; (5) Las implementaciones
deb´ıan ser compatibles con la toolbox de Matlab Fieldtrip, que ofrece una serie de me´todos y
funciones para analizar y visualizar datos de sen˜ales EEG.
En la figura 7.16 se puede ver la pipeline del sistema, ordenada en tres grandes bloques
secuenciales que se corresponden con las diferentes etapas de procesado de la actividad cerebral
hasta obtener los resultados de clasificacio´n. Los mo´dulos correspondientes a cada etapa fueron
disen˜ados de forma que facilitase la escalabilidad, dado que como todav´ıa es un campo que se
esta´ investigando, continuamente van surgiendo diferentes me´todos de ana´lisis que en un futuro
podr´ıa ser interesante incorporar en el sistema.
Figura 7.16: Esquema general del sistema de clasificacio´n y sus diferentes etapas.
Retos/Dificultades encontradas
Esta fase del proyecto sin duda fue la ma´s costosa debido a la falta de formacio´n en este
campo tan amplio. Se invirtio´ mucho tiempo en explorar el estado del arte para entender tanto
que´ metodolog´ıas se empleaban para resolver este tipo de problemas, como las te´cnicas que se
utilizaban. Estas te´cnicas no esta´n incluidas en el plan de estudios de Ingenier´ıa Informa´tica, por
lo que hubo que cursar complementos de formacio´n de otras carreras para solventar este de´ficit.
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As´ı por ejemplo, hubo que cursar asignaturas de Ingenier´ıa de Telecomunicaciones relacionadas
con procesamiento digital de sen˜ales biolo´gicas o Neurocomputacio´n, y como la base de estas
asignaturas tampoco se corresponde con la que se ofrece en Ingenier´ıa Informa´tica, hubo que
complementar esa formacio´n para poder asimilar bien los conceptos. Hubo que aprender a utili-
zar la Toolbox de Matlab Fieldtrip., que si bien es una herramienta muy u´til, no es trivial su uso.
7.1. Co´rtex cerebral y EEG.
1 El co´rtex cerebral forma parte del sistema nervioso central (SNC),y las diferentes regiones
que lo integran son las responsables del procesamiento de funciones vitales como son la per-
cepcio´n, el movimiento voluntario, el habla o el aprendizaje. Tiene un grosor de unos 2-3 mm.
Pese a ser una delgada capa, su superficie esta´ fuertemente circunvolucionada, y su a´rea total
se estima en unos 2,5m2. El co´rtex esta´ constituido por dos hemisferios - izquierdo y derecho -
que esta´n separados por una cisura sagital en la linea media. Cada hemisferio esta´ subdividido
en cuatro lo´bulos: frontal, parietal, occipital y temporal.
Los movimientos voluntarios son principalemente controlados por el a´rea del lo´bulo frontal
justo anterior a la hendidura central - el co´rtex motor. Las tareas que requieren un control notable
de mu´sculos, e.g., habla, ciertos gestos faciales, o el movimiento de los dedos, esta´n asociadas con
la suba´rea ma´s grande del co´rtex motor. La informacio´n sensorial es procesada en varias partes
de los lo´bulos: el co´rtex auditivo esta´ localizado en la parte superior del lo´bulo temporal, el
co´rtex visual esta´ localizado en la parte posterior del lo´bulo occipital y el co´rtex somatosensorial
esta´ localizado en la parte posterior de la hendidura central del lo´bulo parietal,ver Figura 7.17.
Figura 7.17: El co´rtex cerebral
La actividad ele´ctrica colectiva del co´rtex cerebral es referida usualmente como ritmo, porque
1Esta seccio´n esta´ inspirada en el libro de Leif So¨rnmo y Pablo Laguna, “Bioelectrical signal processing in car-
diac and neuro-logical applications”, para ma´s informacio´n consultar los cap´ıtulos 2 (“The Electroencephalogram
- A Brief Background”) [14] y 3 (“EEG Signal Processing”) [15]
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las sen˜ales obtenidas en la medicio´n suelen exhibir un comportamiento oscilatorio, repetitivo. La
actividad de una u´nica neurona no puede ser medida en la superficie del cuero cabelludo debido
a las gruesas capas de tejidos (fluidos, huesos y piel) que atenu´an la sen˜al ele´ctrica cuando se pro-
paga hacia el electrodo. Sin embargo, la actividad conjunta de millones de neuronas del co´rtex, a
una profundidad de varios mil´ımetros, produce un campo ele´ctrico lo suficientemente fuerte para
ser medido en el cuero cabelludo. Al registro de dicha actividad bioele´ctrica se le conoce como
electroencefalograma (EEG). El campo ele´ctrico es generado principalmente por corrientes que
fluyen durante la excitacio´n sina´ptica de las dendritas, los potenciales excitatorios postsina´pticos.
La diversidad de ritmos en el EEG es enorme y depende, entre otras muchas cosas, del estado
mental del sujeto, como puede ser el grado de atencio´n o el suen˜o. Los ritmos suelen caracteri-
zarse por su rango de frecuencias y su amplitud relativa. Dicha amplitud esta´ relacionada con el
grado de sincronizacio´n en el cual las neuronas del co´rtex interactu´an. Una excitacio´n s´ıncrona
de un grupo de neuronas produce una sen˜al de gran amplitud en el cuero cabelludo debido a
que las sen˜ales originadas por neuronas individuales se sumara´n coherentemente en el tiempo.
Repeticiones de excitaciones s´ıncronas resultan en una sen˜al EEG r´ıtmica. Por otro lado, una
excitacio´n as´ıncrona de un grupo de neuronas resulta en un EEG con apariencia irregular con
formas de onda de baja amplitud. En ambos casos (sincron´ıa y asincron´ıa), la excitacio´n pue-
de perfectamente implicar un nu´mero ide´ntico de neuronas, pero, dependiendo de la dispersio´n
temporal del input neuronal, diferentes amplitudes en el EEG aparecen.
Las sen˜ales registradas en el cuero cabelludo suelen alcanzar amplitudes en el rango de unos
pocos microvoltios hasta aproximadamente unos 100 µV, y se suelen mover en el rango de
frecuencias entre 0.5-40 Hz. Los ritmos del EEG son convencionalmente clasificados en 5 bandas
de frecuencia diferentes. La interpretacio´n de estas bandas en te´rminos de normal o anormal es
relativa y depende de la edad y el estado mental del sujeto. Por ejemplo, el EEG de un recie´n
nacido es completamente distinto del de un adulto. Las bandas de frecuencia que se muestran a
continuacio´n son demasiado r´ıgidas, pero aun as´ı permiten una u´til categorizacio´n cl´ınica de los
diferentes ritmos:
Ritmo Delta, < 4 Hz
Ritmo Theta, 4-7 Hz
Ritmo Alpha, 8-13 Hz
Ritmo Beta, 14-30 Hz
Ritmo Gamma, > 30 Hz
Uno de los aspectos cruciales en procesamiento de sen˜ales biome´dicas es adquirir conocimien-
to acerca del ruido y los artefactos que esta´n presentes en la sen˜al, para minimizar su influencia.
Por lo tanto, el procesamiento de artefactos constituye uno de los puntos clave en los ana´lisis
de sen˜ales biome´dicas, y es igual de importante si las sen˜ales son originarias del cerebro, del
corazo´n o de otra fuente ele´ctrica del cuerpo humano. En los registros de EEG, una amplia
variedad de tipos de artefactos pueden ocurrir, algunos de los cuales son fa´ciles de identificar
7 CONTROL CON EEG 36
con algoritmos simples, mientras que otros poseen caracter´ısticas similares al propio EEG, lo
que los hace dif´ıciles de distinguir.
Una clasificacio´n muy u´til de los artefactos es aquella basada en su origen, i.e., origen fi-
siolo´gico o tecnolo´gico. Esta categorizacio´n es adema´s aplicable a otras sen˜ales bioele´ctricas.
Algunos de los artefactos ma´s comunes son:
Movimientos oculares y parpadeos. El movimiento ocular genera actividad ele´ctrica -
el electrooculograma(EOG) - que es lo suficientemente fuerte como para ser claramente visible
en el EEG. El EOG refleja la diferencia de potencial entre la co´rnea y la retina, la cual cambia
durante el movimiento del ojo. Otro artefacto comu´n es el causado por el movimiento de los
pa´rpados (“parpadeos”) que tambie´n influye en la diferencia de potencial entre la co´rnea y la
retina. Los artefactos por parpadeos normalmente producen cambios ma´s abruptos en la forma
de onda que los movimientos oculares, y en consecuencia, contienen ma´s componentes de alta
frecuencia.
Actividad muscular. Otro tipo de artefacto comu´n es aquel generado por la actividad
ele´ctrica de los mu´sculos. Este tipo de artefacto ocurre, e.g., al tragar, gesticular, fruncir el cen˜o,
masticar, hablar o durante un ataque de hipo. La forma total de la sen˜al EMG depende del grado
de contraccio´n muscular: una contraccio´n leve produce una secuencia de picos de baja amplitud,
mientras que un incremento en la fuerza de contraccio´n reduce la distancia entre picos por lo
que el EMG se asemeja ma´s a una sen˜al con caracter´ısticas de ruido “coloreado”. En te´rminos
de procesamiento de artefactos, las propiedades del espectro de frecuencias del EMG son mucho
menos favorables que las asociadas a movimientos oculares, porque hay un solapamiento consi-
derable en la banda Beta, en el rango 15-30 Hz.
Actividad card´ıaca. La actividad ele´ctrica del corazo´n, reflejada en el electrocardiograma
(ECG), puede interferir con el EEG. Aunque la amplitud de la actividad card´ıaca es normalmen-
te baja en el cuero cabelludo en comparacio´n con el EEG (1-2 y 20-100 µV, respectivamente),
puede dificultar la lectura del EEG considerablemente en ciertas localizaciones de los electrodos
y tambie´n segu´n la corpulencia de los sujetos,e.g., pequen˜o, vigoroso, cuello grueso.
Electrodos y equipamiento. Este tipo de artefactos te´cnicos no es u´nico del EEG, sino
que puede ocurrir en cualquier adquisicio´n de sen˜ales bioele´ctricas en la superficie corporal. Si
un electrodo se despega y deja de hacer contacto con la superficie de la piel,produce cambios en
el potencial, que se suele manifestar como un cambio abrupto en la l´ınea base, seguido de una
lenta y gradual regresio´n a la linea base original. El cable del electrodo, que conecta e´ste con el
equipo de adquisicio´n, tambie´n puede ser una fuente de artefactos. Si no esta´ lo suficientemente
protegido puede ser afectado por campos electromagne´ticos causados por corrientes originadas
en equipos cercanos o en tomas de red ele´ctrica cercanas. Como resultado, interferencias a 50/60
Hz de la red ele´ctrica pueden contaminar el EEG.
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El enfoque comu´n en el procesamiento de artefactos es, primero, estimar el ruido ν(n), ya sea
desde la propia sen˜al adquirida, como desde otra sen˜al de referencia, y despue´s substraer dicho
ruido de la sen˜al original. Este enfoque asume impl´ıcitamente que la sen˜al original se puede
descomponer en una suma entre la actividad cerebral s(n) y el ruido ν(n),
x(n) = s(n) + ν(n) (1)
Al mismo tiempo que esta asuncio´n ha sido aceptada, obviamente tiene sentido estimar s(n)
sustrayendo una aproximacio´n del ruido νˆ(n). Este tipo de modelo esta´ asociado no solo con
me´todos de sustraccio´n, sino adema´s subyace una reduccio´n del ruido a trave´s de un filtrado
lineal de la sen˜al original.
La gran popularidad del modelo aditivo en (1) se explica por su simplicidad y la gran cantidad
de me´todos desarrollados que hay disponibles para realizar una estimacio´n o´ptima de s(n). Sin
embargo, hay que saber que este tipo de modelo no ha de ser necesariamente el ma´s apropiado,
sino que existen otros modelos como el multiplicativo, que asume que sen˜al y ruido interactu´an
en el registro como factores de un producto:
x(n) = s(n)ν(n) (2)
7.2. Base de datos
Para llevar a cabo este trabajo, dado que no se dispon´ıa de un equipo de adquisicio´n para
poder realizar mediciones propias, se utilizo´ la base de datos de EEG disponible en Physio-
net [16] EEG Motor Movement/Imagery Dataset, base de datos que fue creada y aportada por
los desarrolladores de BCI2000 [17], sistema que usaron para realizar estos registros. Esta base
de datos consiste en ma´s de 1500 registros de EEG, obtenidos de 109 voluntarios. Los sujetos
realizaron diferentes tareas motoras mientras se les registraba el EEG a trave´s de 64 electrodos
colocados en el cuero cabelludo.
Los registros son proporcionados en ficheros con formato EDF (European Data Format) con-
teniendo cada uno 64 sen˜ales de EEG (una por electrodo), y un canal adicional con anotaciones
relacionadas con eventos del experimento. El EEG fue registrado a una frecuencia de muestreo
de 160 Hz y usando el sistema internacional 10-10 [18] (excluyendo los electrodos Nz, F9, F10,
FT9, FT10, A1, A2, TP9, TP10, P9, y P10), como se muestra en la Figura 7.18.
Por cada sujeto se realizaron catorce registros de EEG: primero se realizo´ un registro de un
minuto donde el sujeto permanec´ıa en reposo con los ojos abiertos; otro registro de un minuto
en donde el sujeto se manten´ıa en reposo pero esta vez con los ojos cerrados (tanto el registro
de ojos abiertos como el de ojos cerrados, son clave para segu´n que tipo de ana´lisis posterior
se quiera hacer), y despue´s, se realizaron doce registros de dos minutos cada uno en los cuales
al sujeto se le pidio´ que llevase a cabo tres repeticiones de cada una de las cuatro tareas que
exponemos a continuacio´n (cada registro de dos minutos corresponde con una repeticio´n de una
tarea en concreto):
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Figura 7.18: Montaje usado en la adquisicio´n.
1. Un objetivo aparec´ıa o bien a la izquierda o bien a la derecha de la pantalla. El sujeto
abr´ıa o cerraba el pun˜o del correspondiente lado hasta que el objetivo desaparec´ıa. Despue´s el
sujeto se relajaba.
2. Un objetivo aparec´ıa o bien a la izquierda o bien a la derecha de la pantalla. El sujeto
imaginaba que abr´ıa o cerraba el pun˜o del correspondiente lado hasta que el objetivo desapa-
rec´ıa. Despue´s el sujeto se relajaba.
3. Un objetivo aparec´ıa o bien arriba o bien abajo de la pantalla. El sujeto abr´ıa o cerraba,
bien ambos pun˜os (si el objetivo aparec´ıa arriba) o bien ambos pies (si el objetivo aparec´ıa
abajo) hasta que desapareciese. Despue´s el sujeto se relajaba.
4. Un objetivo aparec´ıa o bien arriba o bien abajo de la pantalla. El sujeto imaginaba
que abr´ıa o cerraba, bien ambos pun˜os (si el objetivo aparec´ıa arriba) o bien ambos pies (si el
objetivo aparec´ıa abajo) hasta que desapareciese. Despue´s el sujeto se relajaba.
No se especifica si, para cada sujeto, los catorce registros se realizaron en la misma sesio´n
o de forma discontinua, por lo que no podemos asumir, a priori, hechos como que el sujeto no
se quito´ y volvio´ a poner los electrodos en algu´n momento, que no transcurrieron horas o d´ıas
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entre registros, o incluso si el orden de registro fue el que indica la nomenclatura de los ficheros.
7.3. Preprocesado
Durante los ana´lisis, se detectaron errores en el registro y anotaciones de varios sujetos (su-
jetos no 43, 88, 89, 92, 100 y 104) por lo que no fueron tomados en cuenta. Al resto de registros,
se aplico´ un filtro paso-banda Butterworth de orden 4 en [1,70] Hz y un filtro elimina-banda a
60Hz para eliminar las interferencias de l´ınea de alimentacio´n.
Despue´s, se implementaron una serie de algoritmos en Matlab con el objetivo de abordar el
filtrado de artefactos de la sen˜al EEG. Dado que existen mu´ltiples te´cnicas para este cometido
y todav´ıa no hay consenso en la comunidad cient´ıfica respecto a la conveniencia o no del uso
de algunas de ellas, se opto´ por la implementacio´n de tres me´todos correspondientes al filtrado
de tres tipos de artefactos distintos pero se dejo´ definida una estructura modular para facilitar
la integracio´n de nuevos me´todos. En la fig. 7.19 se puede ver un diagrama con los tipos de
artefactos tenidos en cuenta as´ı como los me´todos implementados. A continuacio´n se expondra´n
cada uno de ellos.
Lo primero que se realizo´ fue un ana´lisis de componentes independientes (ICA [19], [20], [21]),
para separar aquellas componentes de la sen˜al correspondientes con la actividad neuronal, de
aquellas que conten´ıan artefactos de algu´n tipo. Despue´s se aplicaron diferentes criterios para
discriminar las componentes, en funcio´n del tipo de artefacto que se analizaba.
Figura 7.19: Mo´dulo de filtrado de artefactos. En color verde se muestran aquellos
componentes que se han implementado en este proyecto, y se muestran sin colorear ejemplos
de otros posibles componentes que se podr´ıan implementar en un futuro.
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7.3.1. Ana´lisis de Componentes Independientes
Inicialmente se realizo un ana´lisis de componentes independientes con el algoritmo FastICA
[22]. Mediante este ana´lisis se asume que las n sen˜ales registradas (una por canal), x1, x2, ...xn,
son una combinacio´n lineal de n fuentes independientes:
xj(t) = aj1s1(t) + aj2s2(t) + ....+ ajnsn(t) (4)
o, usando notacio´n matricial, x = As. As´ı pues, el objetivo es encontrar la matriz de desmezclado
W tal que s = Wx. Una vez se consigue esa matriz de desmezclado, es posible analizar algunas
caracter´ısticas temporales, frecuenciales y topogra´ficas de cada una de las fuentes por separado.
Para ma´s detalle ver Anexo II [10].
7.3.2. Caracter´ısticas de los canales defectuosos
Durante el registro de la actividad cerebral, es posible que uno o varios electrodos se despe-
guen del cuero cabelludo. Esto puede producir fluctuaciones de gran amplitud (en relacio´n con
las producidas por la actividad neuronal) y una no correlacio´n con respecto al resto de canales.
Segu´n Maximilien Chaumon et al. [23], ICA aisla en una u´nica componente este tipo de artefac-
tos. Una componente que captura un canal defectuoso muestra una topograf´ıa muy focalizada
en dicho canal, y una fuerte correlacio´n entre ambos.
Un primer algoritmo para detectar este tipo de componentes consistio´ en calcular el coefi-
ciente de correlacio´n de Pearson entre cada par Canal-Componente, y colocar un umbral “al-
to”mediante el cual se pudiese detectar una fuerte relacio´n entre componentes y canales. Sin
embargo, en las pruebas resulto´ que este criterio, si bien era necesario, no era suficente debido
a que algunas componentes mostraban altas correlaciones con varios canales (ver fig.7.20a). Por
ello, se decidio´ an˜adir un segundo criterio: para cada componente que sobrepasase el umbral
de correlacio´n, dicha correlacio´n deb´ıa ser suficientemente grande con respecto al resto de co-
rrelaciones entre la misma componente y los dema´s canales. Esto se hizo calculando a cuantas
desviaciones t´ıpicas se encontraba dicha correlacio´n, con respecto a la media. As´ı pues, otro
umbral hubo que fijar para determinar cuando un valor era lo suficientemente significativo como
para determinar que se correspond´ıa con un canal defectuoso. Y para generalizar el algoritmo,
se decidio´ normalizar todas las variables segu´n la ecuacio´n:
z =
x− µX
σX
(5)
donde µX y σX son respectivamente la media y desviacio´n t´ıpica del conjunto de correlaciones
Canal-Componente.
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En la fig. 7.20b se puede ver un ejemplo de una componente independiente detectada como
canal defectuoso una vez introducido este segundo criterio en el algoritmo, que se corresponde
con el electrodo T7 segu´n el montaje de la fig. 7.18.
(a) Componente independiente detectada
erroneamente como canal defectuoso
(b) Componente independiente detectada
correctamente como canal defectuoso
Figura 7.20: Topoplots durante la clasificacio´n de canales defectuosos
En la fig. 7.21 se pueden ver dos gra´ficas de dispersio´n correspondientes a las mismas com-
ponentes que en la fig. 7.20, es decir, la fig. 7.21a se corresponde con una componente que fue
detectada como canal defectuoso antes de introducir el criterio de dispersio´n, y la fig. 7.21b se
corresponde con una componente que fue detectada como canal defectuoso despue´s de introducir
el criterio de dispersio´n. Los valores ma´s altos se corresponde con altos ı´ndices de correlacio´n
entre Canal y Componente. Se puede apreciar como en la segunda gra´fica el valor ma´ximo esta´
a ma´s de 7 desviaciones t´ıpicas de la media, mientras que en la primera gra´fica la dispersio´n es
mucho menor.
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(a) Boxplot del conjunto de coeficientes de correlacio´n entre una componente independiente (detectada
erro´neamente como canal defectuoso) y todos los canales.
(b) Boxplot del conjunto de coeficientes de correlacio´n entre una componente independiente (detectada
correctamente como canal defectuoso) y todos los canales. El valor at´ıpico que sobrepasa las siete
desviaciones t´ıpicas se corresponde con el coeficiente de correlacio´n entre la componente y el canal
defectuoso.
Figura 7.21: Boxplots referentes a los coeficientes de correlacio´n entre CIs y canales detectados
como defectuosos.
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7.3.3. Caracter´ısticas de los artefactos musculares
Segu´n Junshui Ma et al. [24], despue´s de estudiar decenas de miles de componentes de sen˜ales
EEG, una caracter´ıstica comu´n que observaron de las componentes musculares fue que algunos
segmentos correspondientes a altas frecuencias de la densidad espectral de potencia (PSD por
sus siglas en ingle´s) se manten´ıan asinto´ticos o incluso aumentaban, mientras que las PSDs de
otras componentes de sen˜al EEG casi siempre decrec´ıan en el rango de frecuencias por encima
de 40 Hz. Una simple explicacio´n biof´ısica de esta observacio´n es que, las sen˜ales generadas en la
corteza cerebral, antes de ser capturadas por los electrodos en la superficie del cuero cabelludo
tienen que pasar varias capas de fluidos, tejido y hueso, que actu´an como un filtro paso-bajo que
atenu´a la potencia de la sen˜al, afectando proporcionalmente a sus componentes frecuenciales
(altas frecuencias sufren mayor atenuacio´n mientras que bajas frecuencias sufren menor atenua-
cio´n). En contraste, la actividad muscular ocurre en la superficie de la cabeza, y por lo tanto se
mantienen considerablemente las componentes de alta frecuencia. Estas observaciones van en la
linea de Goncharova et al. [25].
El me´todo que proponen Junshui Ma et al. [24] consiste, para cada componente indepen-
diente, primero en calcular el que denominan Ratio Espectral en ICA (ICA-SR), definido en la
ecuacio´n (6) y posteriormente aplicar un umbral que indicara´ si la componente corresponde con
un artefacto muscular o no. Este ratio es una relacio´n entre las altas y las bajar frecuencias, que
si toma valores altos indicara´ que las componentes de altas frecuencias mantienen un nivel su-
perior al normal y por lo tanto es un s´ıntoma de que la componente puede contener un artefacto
muscular.
ln[
H(Si(f))
L(Si(f))
]
{≤ ∆→ NO es un artefacto muscular
> ∆→ SI es un artefacto muscular (6)
donde Si(t) es el espectro de potencia de la fuente si(t);
H(Si(f)) =
1
f ∈ [40, 60]
∑
f∈[40,60]
Si(f) (7)
denota la media del espectro de potencia en la banda de altas frecuencias entre 40 y 60 Hz;
L(Si(f)) = mı´n
f∈[4,30]
[Fsmooth ⊗ Si(f)] (8)
se corresponde con el valor ma´s pequen˜o del espectro de potencia en la banda de bajas fre-
cuencias entre 4 y 30 Hz, Fsmooth se corresponde con un filtro de suavizado de media mo´vil y ⊗
es el operador de convolucio´n.
El umbral ∆ es un para´metro del algoritmo de clasificacio´n que debe definirse al comienzo.
Si ∆ > 0 quiere decir que H(Si(f)) > L(Si(f)). Este para´metro, siguiendo las recomendaciones
del art´ıculo, y realizando pruebas experimentales, se fijo´ a 0.2. Si una componente mostraba un
ratio superior a este valor, se etiquetaba como artefacto muscular para despue´s ser eliminada.
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7.3.4. Caracter´ısticas de los parpadeos
Segu´n Maximilien Chaumon et al. [23], las componentes independientes que capturan los
parpadeos oculares presentan una distribucio´n topogra´fica caracter´ıstica, centrando la actividad
en los electrodos del lo´bulo frontal ma´s pro´ximos a los ojos. Estos artefactos producen variacio-
nes abruptas de gran amplitud, mucho mayores que las ocasionadas por la actividad neuronal,
y en instantes concretos del curso de la sen˜al. Una persona con experiencia puede detectar en
que instantes se han producido parpadeos con una simple inspeccio´n visual de la sen˜al registrada.
Aprovechando la focalizacio´n que presentan este tipo de artefactos en su distribucio´n to-
pogra´fica, se decidio´ implementar el siguiente me´todo:
1. Aplicar FastICA para obtener las matrices de mezclado y desmezclado de componentes
2. Analizar cada componente por separado, anulando los coeficientes del resto de componentes
en la matriz de mezclado
3. Fijar un umbral (en nuestro caso se decidio´ poner a 100µV)
4. Analizar si en los canales frontales Fp1 y Fp2 se sobrepasa dicho umbral
5. Si se sobrepasa, considerar que esa componente contiene artefactos y anular sus pesos en
la matriz de mezclado.
6. Una vez analizadas todas las componentes independientes, con la nueva matriz de mezcla-
do reconstruir el EEG.
Para ilustrar el efecto de este me´todo de filtrado, en la figura 7.22 se puede ver la derivacio´n
Fp1-F3 (segu´n el montaje 7.18) antes del filtrado de artefactos. Los cambios abruptos de gran
amplitud se corresponden con parpadeos. En la figura 7.23 se puede ver la sen˜al una vez se han
eliminado los artefactos.
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Figura 7.22: Canal Fp1-F3 en el dominio temporal, antes de realizar el filtrado de artefactos
aplicando ICA. Eje de abscisas: muestras (1/160 s). Eje de ordenadas: µV oltios
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Figura 7.23: Canal Fp1-F3 en el dominio temporal, despues de realizar el filtrado de artefactos
aplicando ICA. Eje de abscisas: muestras (1/160 s). Eje de ordenadas: µV oltios
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7.4. Extraccio´n de patrones
Los registros de la base de datos (especificada en 7.2), salvo los correspondientes con las
lecturas de ojos abiertos y ojos cerrados, mantienen la estructura especificada en la fig. 7.24.
En un mismo registro se realizaron varias repeticiones de las tareas que correspondieran. As´ı,
por cada registro, se tienen delimitados por eventos donde empieza y donde acaba cada tarea.
A estas porciones de registro se les denomina trials. Los eventos indican que´ tarea da comienzo,
por lo que cada trial queda etiquetado con respecto al tipo de evento que le precede. Cada trial
dura aproximadamente 4 segundos.
Figura 7.24: Estructura del fichero de registro de EEG.
Aunque la base de datos utilizada proporcionaba la posibilidad de analizar diferentes tareas,
se opto´ por centrar este trabajo en intentar implementar un clasificador que detectase cuando
el sujeto imaginaba que cerraba el pun˜o derecho, y cuando el sujeto estaba en reposo. Estos
estados se corresponden con la tarea 2 de la base de datos (series 4, 8 y 12). La correspondencia
entre estados y etiquetas para la tarea 2 es la siguiente:
• Etiqueta T0: Reposo
• Etiqueta T1: Imaginar abrir/cerrar pun˜o izquierdo
• Etiqueta T2: Imaginar abrir/cerrar pun˜o derecho
por lo que en este trabajo se extrajeron caracter´ısticas de los trials correspondientes a las
etiquetas T0 y T2. Cada registro consta aproximadamente de 15 trials de tipo T0 y alrededor
de 7 de tipo T2.
Dado que en la comunidad cient´ıfica au´n no esta´n definidas cua´les son las mejores carac-
ter´ısticas para llevar a cabo la tarea que aqu´ı se pretend´ıa, y que este proyecto lo que busca es
proporcionar herramientas para seguir con esa investigacio´n, se decidio´ probar con unas carac-
ter´ısticas muy ba´sicas y comprobar que´ resultados ofrec´ıan los clasificadores.
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Los movimientos voluntarios resultan en una desincronizacio´n en las bandas alfa y beta, ma´s
concretamente en torno a la banda [10 20] Hz ( [26] [27] [28] [29] [30] [31] [32]). Adema´s, segu´n
Pfurtscheller et al. [33], la imaginacio´n de movimiento de la mano activa la zona sensomotora
primaria, con la relacio´n invertida de que el hemisferio izquierdo se relaciona con la parte dere-
cha del cuerpo, y el hemisferio derecho con la parte izquierda. Se decidio´ entonces seleccionar el
canal C3-Ref para extraer caracter´ısticas de la tarea llevada a cabo dado que e´sta se centro´ en
la imaginacio´n de movimiento de la mano derecha.
Tomando la banda de [10 20] Hz como referencia, los pasos que se siguieron para extraer las
caracter´ısticas fueron los siguientes:
1 Se dividio´ la banda de frecuencia de [10 20] Hz en 4 sub-bandas, de anchura 5Hz, centradas
en las frecuencias [10 12.5 17.5 20] Hz.
2 Se calculo´ la potencia media en cada una de las sub-bandas.
En resumen, por cada trial se extrajeron cuatro valores correspondientes a la potencia media
de la sen˜al en cada una de las bandas descritas anteriormente.
7.5. Me´todos de clasificacio´n
Los me´todos de clasificacio´n escogidos fueron los mapas auto-organizados de Kohonen y el
ana´lisis discriminante lineal.
7.5.1. SOM
En este apartado, se uso´ un tipo de red neuronal artifical llamado Mapa Auto-organizado
[34]). El SOFM (Self Organizing Feature Map) propuesto por Teuvo Kohonen, tiene una ar-
quitectura progresiva de dos capas (ver fig. 7.25). La segunda capa forma el mapa de rasgos,
con una disposicio´n rectangular o hexagonal de neuronas. Se comporta como una red K-WTA
(K-Winners Take All, modelo competitivo de neuronas equivalente al K-clustering, donde K
ganadoras se lo quedan todo).
Figura 7.25: Capas representativas del SOM
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Los SOFM proyectan de forma no lineal y topo´logicamente ordenado el espacio multidimen-
sional de entrada sobre el mapa (ver fig. 7.26): entradas similares se corresponden con pesos
w de neuronas pro´ximas. El mapa representa con mayor fidelidad las dimensiones del espacio
sensorial de mayor varianza (suelen coincidir con rasgos ma´s importantes o las dos componentes
principales segu´n un ana´lisis PCA). El entrenamiento consta de dos fases: la fase de despliegue
del mapa, y la fase de ajuste fino.
Figura 7.26: Proyeccio´n del espacio de entrada en el mapa de neuronas.
La implementacio´n que se utilizo´ en este trabajo fue la correspondiente a la SOM toolbox
para Matlab disponible en www.cis.hut.fi/projects/somtoolbox/.
7.5.2. LDA
El Ana´lisis Discriminante Lineal (LDA) suele ser utilizado como te´cnica de reduccio´n de di-
mensionalidad en una etapa previa de aplicaciones de reconocimiento de patrones, pero tambie´n
es usado como clasificador. Es una generalizacio´n del discriminante lineal de Fisher. El objetivo
es proyectar el conjunto de datos inicial en un espacio dimensional de menor orden aumentando
la separabilidad entre las clases que se quieren distinguir.
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Figura 7.27: Ejemplo representativo de un discriminante lineal de dos clases
El enfoque de esta te´cnica es muy similar al Ana´lisis de Componentes Principales (PCA),
solo que, en vez de buscar los ejes que maximicen la variabilidad de los datos, este me´todo busca
los ejes que maximicen la separacio´n entre clases. As´ı, lo que este me´todo tratara´ de buscar, es
un hiperplano que separe el conjunto de datos entre las clases de intere´s.
La implementacio´n utilizada para esta parte fue la de Will Dwinnell y se puede encontrar
en http://www.mathworks.com/matlabcentral.
7.6. Criterios de evaluacio´n
Para la evaluacio´n de los resultados, se escogieron los siguientes criterios: porcentaje de acierto
(en cuanto a la identificacio´n de a que´ tarea correspond´ıa cada trial), porcentaje de falsos positivos
(de todos los trials en los que el sujeto estaba en reposo, cuantos se detectaban como que e´ste es-
taba imaginando que cerraba el pun˜o derecho), porcentaje de no deteccio´n ( de todos los trials
en los que el sujeto imaginaba que cerraba el pun˜o derecho, cua´ntos no se detectaban), y el
ı´ndice Kappa como criterio principal para determinar cuando una clasificacio´n hab´ıa sido mejor
o peor que otra. El ı´ndice Kappa [35] [36] es un estad´ıstico que permite comparar el grado de
concordancia entre dos observadores (en este caso clasificadores), cada uno de los cua´les etiqueta
a N elementos en C clases mutuamente excluyentes. En este caso se compararon los clasificadores
implementados con un clasificador ideal que identificaba correctamente cada trial con la tarea
correspondiente. Cuanto ma´s cercano a uno es el ı´ndice Kappa, mayor concordancia existe entre
los clasificadores.
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Adema´s de estos ı´ndices se tuvo en cuenta a la hora de interpretar los resultados las
matrices de confusio´n, ya que e´stas permiten visualizar de una forma sencilla si el clasifica-
dor esta´ confundiendo una clase con otra. Las columnas representan cada una de las clases
existentes, y las filas las predicciones que el clasificador ha hecho de cada clase. En la diagonal
de la matriz quedan representados el conjunto de valores que se han clasificado correctamente,
mientras que fuera de la matriz se encuentran los elementos que el clasificador ha detectado
que pertenec´ıan a una clase, pero se correspond´ıan con otra. En el cuadro 3 se puede ver un
ejemplo de una matriz de confusio´n de un clasificador de tres clases sobre un conjunto de 140
elementos. En la fila 1 se puede ver que el clasificador ha detectado, de entre los 140 elementos,
35 como que pertenec´ıan a la clase 1. De estos 35 elementos, 20 se han detectado correctamente,
10 pertenec´ıan realmente a la clase 2, y 5 a la clase 3.
Clase 1 Clase 2 Clase 3 Total Detectado
Detectada Clase 1 20 10 5 35
Detectada Clase 2 4 8 3 15
Detectada Clase 3 20 40 30 90
Total Real 44 58 38 140
Cuadro 3: Ejemplo de matriz de confusio´n.
7.7. Validacio´n cruzada
A la hora de entrenar y validar los clasificadores, se realizo´ una particio´n de los datos para
cada una de las fases, ya que no es conveniente realizar la validacio´n con los mismos datos de
entrenamiento. En este trabajo se decidio´ utilizar el 80 % de los trials para entrenamiento, y el
restante 20 % para validacio´n. En muchas ocasiones, este particionado condiciona el rendimiento
del clasificador debido a la buena o mala calidad de los datos empleados para cada una de las
fases. Por este motivo, se decidio´ aplicar el me´todo de validacio´n cruzada aleatoria (este me´todo
consiste en seleccionar de forma aleatoria, que´ datos se utilizara´n para entrenamiento, y que´
datos se usara´n para validacio´n). Adema´s, se realizaron 1000 repeticiones de este proceso para
comprobar la dispersio´n de las medidas de rendimiento que ofrec´ıan los clasificadores.
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7.8. Resultados
A continuacio´n se presenta un resumen de los resultados obtenidos. Dado que en el expe-
rimento, los sujetos deb´ıan repetir tres veces cada serie de tareas, intercalando cada repeticio´n
con la realizacio´n de otras tareas especificadas en el protocolo (ver descripcio´n en [7.2]), es ra-
zonable pensar que el cansancio, el aprendizaje y soltura adquirida con las repeticiones y otro
tipo de factores, pueden producir cambios en la actividad cerebral afectando a la variabilidad
de los patrones extra´ıdos, no solo inter-tarea, sino tambie´n intra-tarea, repercutiendo en el ren-
dimiento de los clasificadores. Por ello, se decidio´ realizar dos ana´lisis, uno teniendo en cuenta
u´nicamente la primera serie de trials que el sujeto deb´ıa realizar respecto a esta tarea (R04 segu´n
el etiquetado de los autores), y otro teniendo en cuenta el conjunto de trials correspondientes a
las 3 series (R04-R08-R12).
Como se ha dicho anteriormente, se realizo´ una validacio´n cruzada aleatoria de 1000 repe-
ticiones. En cada una de ellas se obtuvieron dos ı´ndices Kappa correspondientes al grado de
clasificacio´n de sendos modelos (LDA y SOM) en estudio. En lo que sigue se presenta un des-
criptivo de ambas distribuciones de ı´ndices Kappa obtenidas, casos mejor y peor, y su grado de
dispersio´n.
En cada ana´lisis, se realizo´ un test para comprobar si exist´ıan diferencias significativas entre
las distribuciones de Kappas de cada modelo. Para cada distribucio´n de Kappas se aplico´ un
test de Kolmogorov-Smirnov para determinar si e´stas se ajustaban a una distribucio´n normal.
El resultado fue negativo (α = 0, 05) por lo que se descarto´ aplicar la prueba t-Student y en su
lugar se realizo´ un test de suma de posiciones de Wilcoxon. En ambos ana´lisis se encontraron
diferencias significativas (α = 0, 01).
7.8.1. De una u´nica serie
En el cuadro 4 se puede ver un descriptivo de la distribucio´n de Kappas obtenida por ambos
clasificadores en las 1000 repeticiones. En el cuadro 5 se tienen los resultados correspondientes
con los mejores casos que ofrecieron ambos clasificadores, y en el cuadro 6 los correspondientes
peores casos obtenidos en ambos modelos. Finalmente, en las figuras 7.28 y 7.29 esta´n represen-
tadas mediante diagramas de caja, las distribuciones de los conjuntos de capas y los porcentajes
de acierto respectivamente, de ambos modelos.
Mejor Peor X¯ σ
LDA 0,6041 0,4086 0,5057 ±0, 0276
SOM 0,7327 0,3772 0,6079 ±0, 0527
Cuadro 4: Descriptivo de los Kappas para una u´nica serie
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Caso Mejor
En este caso se pudo ver que SOM ofrec´ıa mejores resultados que LDA en % de acierto y
falsos positivos, pero en cambio este modelo estaba en torno a 6 puntos porcentuales por encima
en cuanto a no deteccio´n de imaginacio´n de movimiento.
Reposo Imaginacio´n
Detectado Reposo 74 28
Detectado Imag. 81 126
(a) Matriz de confusio´n del caso con mejor Kappa
usando un clasificador LDA
Reposo Imaginacio´n
Detectado Reposo 135 37
Detectado Imag. 20 117
(b) Matriz de confusio´n del caso con mejor Kappa
usando un clasificador SOM
Aciertos Falsos positivos No deteccion
LDA 64,72 % 52,26 % 18,18 %
SOM 81,55 % 14,81 % 24,03 %
(c) Comparacio´n de resultados
Cuadro 5: Descriptivo del caso mejor en la clasificacio´n de una u´nica serie
Caso Peor
En este caso se pudo ver que SOM tambie´n ofrec´ıa mejores resultados que LDA en % de
acierto y falsos positivos, pero en cambio este modelo estaba en torno a 13 puntos porcentuales
por encima en cuanto a no deteccio´n de imaginacio´n de movimiento. Cabe destacar la diferencia
notable de porcentajes de falsos positivos (63,23 % en LDA frente a 9,03 % en SOM).
Reposo Imaginacio´n
Detectado Reposo 57 59
Detectado Imag. 98 95
(a) Matriz de confusio´n del caso con peor Kappa
usando un clasificador LDA
Reposo Imaginacio´n
Detectado Reposo 141 80
Detectado Imag. 14 74
(b) Matriz de confusio´n del caso con peor Kappa
usando un clasificador SOM
Aciertos Falsos positivos No deteccio´n
LDA 49,19 % 63,23 % 38,31 %
SOM 69,58 % 9,03 % 51,95 %
(c) Comparacio´n de resultados
Cuadro 6: Descriptivo del caso peor en la clasificacio´n de una u´nica serie
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Figura 7.28: Diagramas de caja de las distribuciones de Kappas referentes a una u´nica serie
Figura 7.29: Diagramas de caja de las distribuciones de % de acierto referentes a una u´nica serie
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7.8.2. De todas las series
En el cuadro 7 se puede ver un descriptivo de la distribucio´n de Kappas obtenida por ambos
clasificadores en las 1000 repeticiones. En el cuadro 8 se tienen los resultados correspondientes
con los mejores casos que ofrecieron ambos clasificadores, y en el cuadro 9 los correspondientes
peores casos obtenidos en ambos modelos. Finalmente, en las figuras 7.30 y 7.31 esta´n represen-
tadas mediante diagramas de caja, las distribuciones de los conjuntos de capas y los porcentajes
de acierto respectivamente, de ambos modelos.
Mejor Peor X¯ σ
LDA 0,5534 0,4312 0,5015 ±0, 0169
SOM 0,6468 0,3417 0,5476 ±0, 0401
Cuadro 7: Descriptivo de los Kappas para todas las series
Caso mejor
En este caso se pudo ver que SOM ofrec´ıa mejores resultados que LDA en % de acierto y
falsos positivos, pero en cambio este modelo estaba en torno a 5 puntos porcentuales por encima
en cuanto a no deteccio´n de imaginacio´n de movimiento.
Reposo Imaginacio´n
Detectado Reposo 185 96
Detectado Imag. 279 365
(a) Matriz de confusio´n del caso con mejor Kappa
usando un clasificador LDA
Reposo Imaginacio´n
Detectado Reposo 335 119
Detectado Imag. 129 342
(b) Matriz de confusio´n del caso con mejor Kappa
usando un clasificador SOM
Aciertos Falsos positivos No deteccio´n
LDA 59,46 % 60,13 % 20,82 %
SOM 73,19 % 27,80 % 25,81 %
(c) Caso mejor Kappa
Cuadro 8: Descriptivo del caso mejor en la clasificacio´n de todas las series
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Caso peor
En este caso se pudo ver que SOM tambie´n ofrec´ıa mejores resultados que LDA en % de
acierto y falsos positivos, pero en cambio este modelo estaba en torno a 17 puntos porcentuales
por encima en cuanto a no deteccio´n de imaginacio´n de movimiento.
Reposo Imaginacio´n
Detectado Reposo 166 162
Detectado Imag. 298 299
(a) Matriz de confusio´n del caso con peor Kappa
usando un clasificador LDA
Reposo Imaginacio´n
Detectado Reposo 351 244
Detectado Imag. 113 217
(b) Matriz de confusio´n del caso con peor Kappa
usando un clasificador SOM
Aciertos Falsos positivos No deteccio´n
LDA 50,27 % 64,22 % 35,14 %
SOM 61,41 % 24,35 % 52,93 %
(c) Caso peor Kappa
Cuadro 9: Descriptivo del caso peor en la clasificacio´n de todas las series
7.9. Discusio´n
Observando los resultados obtenidos en ambos ana´lisis, se puede concluir que SOM ofrecen
mejores resultados en cuando a porcentaje de acierto as´ı como falsos positivos, aunque detecta la
imaginacio´n de movimiento del sujeto en menor porcentaje que el clasificador LDA. Explicando
estos resultados con un ejemplo, si se implementara un sistema BCI con SOM que controlara el
encendido o apagado de las luces de una casa domo´tica, e´stas se encender´ıan erro´neamente en
media menos que si el sistema funcionara con LDA, pero en cambio al sistema le costar´ıa ma´s
detectar la intencio´n del sujeto de encender las luces ma´s que con LDA. Estos para´metros hay
que tenerlos en cuenta en el sistema y valorar que´ es ma´s cr´ıtico, si los falsos positivos o la no
deteccio´n.
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Figura 7.30: Diagramas de caja de las distribuciones de Kappas referentes a todas las series
Figura 7.31: Diagramas de caja de las distribuciones de % de acierto referentes a todas las series
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7.10. Tabla de tiempos
Las tareas y tiempos referentes al desarrollo de esta fase del proyecto fueron:
Tarea Horas
Estado del arte EEG/BCI 200
Ana´lisis 80
Disen˜o 50
Implementacio´n 200
Pruebas 40
Resultados 20
Total 590
Cuadro 10: Tabla de tiempos de la fase de control con EEG
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8. Conclusiones y trabajo futuro
En este proyecto final de carrera se alcanzaron satisfactoriamente los siguientes hitos: (1)
construccio´n de un brazo robo´tico humanoide; (2) implementacio´n de un sistema capaz de de-
tectar mediante la sen˜al electromiogra´fica (EMG) del antebrazo si la mano del sujeto estaba
abierta o cerrada, y controlar mediante ello el brazo robo´tico; (3) Evaluacio´n del control del
brazo robo´tico mediante ana´lisis de sen˜al electroencefalogra´fica (EEG) de 103 sujetos; (4) Au-
tofinanciacio´n del proyecto.
El bloque de desarrollo que ma´s trabajo acumulo´ fue el de evaluacio´n del control mediante
EEG, puesto que no hay consenso en la comunidad cient´ıfica respecto a que´ me´todos son los ma´s
adecuados, y hubo que formar un criterio propio para tomar decisiones en la fase de disen˜o. Aun
as´ı, teniendo en cuenta que se emplearon datos de 103 sujetos, los resultados esta´n por encima
de la media del estado del arte, hito adicional conseguido que da pie a que se continu´e con el
desarrollo de nuevos ana´lisis en esta l´ınea. La inversio´n realizada en este proyecto se estima en
unos 350e. Con la consecucio´n de estos objetivos, se consiguio´ establecer la base de un entorno
de experimentacio´n que servira´ como estructura principal para el desarrollo e investigacio´n de
futuros proyectos relacionados con el tratamiento de sen˜ales bioele´ctricas y control.
Dado que se pretende que exista una continuidad del proyecto, y con la experiencia adquirida
en este trabajo, se proponen a continuacio´n una serie de recomendaciones para futuros desarro-
llos:
Brazo robo´tico
Continuar con la construccio´n del resto del robot InMoov para poder incorporar ma´s grados
de libertad al sistema y poder realizar pruebas relacionadas con otros mu´sculos o miembros
superiores completos.
Control por EMG
Implementar un clasificador ma´s refinado que intente decodificar ma´s movimientos de la
mano o de los dedos. Para ello se recomienda leer el trabajo de Scott Saponas et al. [37]. Tam-
bie´n sera´ necesario ampliar el nu´mero de canales de registro de EMG. Como se requiere un
tratamiento de sen˜al ma´s sofisticado, y la placa que se ha utilizado en este trabajo conten´ıa
unas etapas de rectificado y suavizado, se recomienda cambiar a la placa Olimex SHIELD-EKG-
EMG (https://www.olimex.com/Products/Duino/Shields/SHIELD-EKG-EMG/) que esta´ di-
sen˜ada como mo´dulo de Arduino y se pueden apilar hasta 6 canales EMG.
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En la l´ınea de intentar controlar un exobrazo con sen˜al EMG, se recomienda explorar la
decodificacio´n de los mu´sculos involucrados en los siguientes movimientos:
Elevacio´n/depresio´n y Retraccio´n/protraccio´n de la articulacio´n esca´pulo-tora´cica.
Flexio´n/extensio´n, aduccio´n/abduccio´n y rotacio´n interna/externa de la cabeza Glenohu-
meral.
Flexio´n/extensio´n y pronacio´n/supinacio´n del codo.
Flexio´n/extensio´n y desviacio´n radial/ulnar de la mun˜eca.
Control por EEG
El sistema se ha disen˜ado de forma modular expresamente para probar nuevos me´todos
en cualquiera de las fases de las que consta la pipeline del sistema (filtrado, extraccio´n de
caracter´ısticas, clasificacio´n, validacio´n). Se recomienda explorar nuevos:
Algoritmos de filtrado de artefactos.
Me´tidos de extraccio´n de caracter´ısticas de la sen˜al cerebral que puedan ser u´tiles para
clasificar tareas motoras.
Algoritmos de clasificacio´n.
Me´todos de validacio´n.
Tambie´n se recomienda adaptar el sistema para que pueda ser usado a tiempo real con un
equipo de adquisicio´n de sen˜al EEG.
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9. Anexo I: ESQUEMA PLACA EMG
Esquema en pdf y manual disponibles en:
http://www.advancertechnologies.com/p/muscle-sensor-v3.html
Figura 9.32: Esquema de la placa de adquisicio´n de sen˜al EMG
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10. Anexo II: ANA´LISIS DE COMPONENTES INDEPENDIENTES
[Nota a pie de pa´gina]2
10.1. Definicio´n de ICA
Asumiendo que las n sen˜ales que observamos, x1, x2, ...xn, son una combinacio´n lineal de n
fuentes independientes
xj(t) = aj1s1(t) + aj2s2(t) + ....+ ajnsn(t) (9)
o, usando notacio´n matricial, x = As, nuestro objetivo es encontrar la matriz de desmezclado
W tal que s = Wx. Adema´s, asumimos que:
- Tanto las sen˜ales mezcladas como las fuentes tienen media cero (i.e. E[xi] = E[sj ] =
0,∀i, j). Si no es as´ı, simplemente sustraemos la media.
- Las fuentes tienen distribuciones no gaussianas.
- La matriz de mezclado es cuadrada, i.e., hay tantas fuentes como sen˜ales mezcladas.
10.2. Ambigu¨edades de ICA
La varianza de las componentes independientes no puede ser determinada:
- Dado que las fuentes, s, y la matriz de mezclado, A, no esta´n determinadas, cualquier
factor que multiplique a s, incluyendo un cambio de signo, puede ser contrarrestado por
los coeficientes en A
xj(t) = (kaj1)s1(t) + (kaj2)s2(t) = aj1(ks1(t)) + aj2(ks2(t)) (10)
- Para resolver esta ambigu¨edad, es asumido que las fuentes tienen varianza unidad
E[s2i ] = 1 (11)
El orden de las componentes independientes no puede ser determinado:
- Dado que tanto s como A no son conocidos, cualquier permutacio´n de los te´rminos de
mezclado puede dar el mismo resultado.
2Esta seccio´n ha sido traducida y adaptada de los apuntes del curso “Pattern Analysis”de Ricardo Gutierrez-
Osuna, disponibles en http://research.cs.tamu.edu/prism/lectures/pr/pr_l27.pdf
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10.3. Independencia vs no correlacio´n
¿Que´ es independencia?
- Dos variables aleatorias y1 e y2 se dice que son independientes si el conocimiento del valor
de una no aporta ninguna informacio´n respecto al valor de la otra y viceversa
p(y1|y2) = p(y1)⇔ p(y1, y2) = p(y1)p(y2) (12)
¿Que´ es no correlacio´n?
- Dos variables aleatorias y1 e y2 se dice que no esta´n correladas si su covarianza es cero
E[y21y
2
2] = 0 (13)
Equivalencias
- Independencia implica no correlacio´n
- La no correlacio´n no implica independencia (salvo que las dos variables aleatorias sean
gaussianas, en ese caso independencia y no correlacio´n son equivalentes)
10.4. Independencia vs No Gaussianidad
Como hemos visto anteriormente, una condicio´n necesaria para que ICA funcione es que las
sen˜ales sean no gaussianas
- Si no se cumple, ICA no puede resolver las direcciones de las componentes independientes
debido a simetr´ıas
Ahora vamos a ver que encontrar las componentes independientes es equivalente a encontrar las
direcciones de ma´xima no-gaussianidad.
- Para simplificar, vamos a asumir que las fuentes tienen ide´nticas distribuciones
- Nuestro objetivo es encontrar el vector w tal que y = wTx sea igual a una de las fuentes s
- Realizamos el cambio de variable z = ATw,
• Esto nos lleva a que y = wTx = wTAs = zT s
• Por consiguiente, y es una combinacio´n lineal de las fuentes s
- De acuerdo con el Teorema Central del L´ımite, la sen˜al y es ma´s gaussiana que las fuentes
s, ya que es una combinacio´n lineal de ellas, y es lo menos gaussiana cuando es igual a una
de las fuentes.
- Por lo tanto, el w o´ptimo es el vector que maximiza la no-gaussianidad de wTx, dado que
ello hara´ que y sea igual a una de las fuentes.
- El truco pasa a ser co´mo medir la no-gaussianidad
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- La entrop´ıa de una variable puede ser vista como medida de aleatoriedad
- Para una variable discreta, la entrop´ıa H(Y ) es definida como
H(Y ) = −
∑
i
P (Y = ai)log(P (Y = ai)) (14)
- Mientras que para una variable continua, la entrop´ıa diferencial es
H(Y ) = −
∫
p(y)log(p(y))dy (15)
- Para obtener una medida de no-gaussianidad, uno puede tomar de medida la diferencia de
entrop´ıa relativa a una gaussiana; esto es conoc´ıdo como neguentrop´ıa
J(y) = H(yG)−H(y), (16)
donde yG es una variable gaussiana con la misma varianza que y
- Notar que J(y) siempre es no negativa, y solo igual a cero para una gaussiana.
- Puesto que la estimacio´n de la neguentrop´ıa es dificil, t´ıpicamente se usan aproximaciones
propuestas por Hyvarinen, que tienen la forma
J(y) ∝ [E(G(y)− E(G(v)]2, (17)
donde v es una variable Gaussiana N(0,1), y se asume que tiene media cero,
y G es una funcio´n no cuadra´tica
- Otras elecciones de G han dado buenos resultados, incluyendo
G1(u) =
1
a1
log(cosh(a1u)), 1 ≤ a1 ≤ 2 (18)
G2(u) = −e
−u2
2 (19)
10.5. Preprocesado de ICA
Se pueden mejorar las condiciones iniciales de ICA si los datos son preprocesados antes
del ana´lisis:
Centrado
- este paso consiste en sustraer la media del vector observado
x′ = x− E[x] (20)
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- La media del vector puede ser an˜adida a las fuentes estimadas posteriormente
s = s′ +A−1E[x] (21)
Blanqueado
- consiste en aplicar una transformacio´n lineal a los datos para decorrelar sus componentes
y que tengan varianza unidad
x˜ = Wx⇒ E[x˜x˜] = I (22)
- esto se puede conseguir a trave´s de las componentes principales
x˜ = ED−
1
2ETx, (23)
donde las columnas de E y la diagonal de D son los vectores propios
y valores propios de E[xxT ] respectivamente
E[xxT ] = EDET (24)
10.6. Algoritmo FastICA para una unidad
FastICA es un me´todo muy eficiente de maximizacio´n de medidas de no-gaussianidad
mencionadas anteriormente. A partir de ahora, asumimos que los datos han sido centrados y
blanqueados. Comenzamos con el problema de estimar una u´nica fuente y despue´s lo extende-
remos a varias fuentes.
El objetivo es encontrar un vector de pesos w que maximice la neguentrop´ıa estimada
J(wTx) ∝ [E(G(wTx)− E(G(v)]2, (25)
notar que el ma´ximo de J(wTx) ocurre dado un cierto valor o´ptimo de E(G(wTx), dado que
la segunda parte es independiente de w.
De acuerdo con las condiciones de Kuhn-Tucker, el valor o´ptimo de E(G(wTx), bajo la
restriccio´n E(G(wTx)2 = ‖w‖2 = 1, ocurre en el punto donde
F (w) = E[xg(wTx)]− βw = 0 (26)
donde g(u) =
dG(u)
du
(27)
La restriccio´n E(G(wTx)2 = ‖w‖2 = 1 se debe a que la varianza de wTx tiene que ser igual
a la unidad (por disen˜o): si los datos han sido blanqueados al inicio, entonces el mo´dulo de w
tiene que ser igual a 1.
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El problema puede ser resuelto como una aproximacio´n por el me´todo de Newton. Para
encontrar un cero de f(x), aplicar la iteracio´n
xn = xn − f(xn)
f ′(xn)
(28)
Calculando el jacobiano de F(w) tenemos
JF (X) = ExxT g′(wTx)− βI (29)
para simplificar la inversio´n de la matriz, aproximamos el primer te´rmino de la expresio´n,
E[xxT g(wTx)] ≈ E[xxT ]E[g′(wTx)] = E[g′(wTx)]I (30)
dado que E[g′(wTx)] es un escalar, tenemos que el Jacobiano es diagonal, lo que simplifica la
inversio´n. Por tanto, la iteracio´n (aproximacio´n) de Newton es
w+ = w − (E[xg(w
Tx)]− βw)
(E[g′(wTx)]− β) (31)
el algoritmo puede ser simplificado au´n ma´s, multiplicando a ambos lados por β − E[g′(wTx)],
lo que nos da el algoritmo iterativo de FastICA
1. Elegir un vector de pesos inicial (e.g. aleatorio)
2. Sea w+ = Exg(wTx)− Eg′(wTx)w
3. Sea w = w
+
‖w+‖
4. Si no converge, volver a 2
10.7. Algoritmo FastICA para varias unidades
Para estimar varias componentes independientes, lanzamos el algoritmo FastICA con varias
unidades w1, w2, ..., wn. Para prevenir que varios de estos vectores converjan a la misma solucio´n,
decorrelamos las salidas wT1 x,w
T
2 x, ...w
T
nx en cada iteracio´n.
Esto puede hacerse usando el esquema de deflacio´n basado en Gram-Schmidt:
- Estimamos cada componente una a una)
- Con p componentes estimadas w1, w2, ..., wp lanzamos una iteracio´n de ICA de una unidad
para wp+1
- Despue´s de cada iteracio´n, sustraemos de wp+1 sus proyecciones (w
T
p+1wj)wj del vector
anterior wj
- Despue´s, renormalizamos wp+1
a) Sea wp+1 = wp+1 −
∑P
j=1w
T
p+1wjwj
b) Sea wp+1 =
wp+1√
wTp+1wp+1
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11. Anexo III: DIAGRAMA DE GANTT
Figura 11.33: Diagrama de Gantt del proyecto
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12. Anexo IV: TABLA TOTAL DE TIEMPOS
Tarea Horas
Brazo robo´tico
Impresio´n de las piezas 20
Ensamblaje 15
Conexio´n con Arduino 16
Programacio´n del control 10
EMG
Estado del arte 40
Programacio´n de la rutina de interrupcio´n de reloj en Arduino para el muestreo a 500Hz 10
Soldadura de pines y cables para integrar la placa en Arduino 5
Programacio´n del control en Matlab 20
Pruebas 2
EEG
Estado del arte EEG/BCI 200
Ana´lisis 80
Disen˜o 50
Implementacio´n 200
Pruebas 40
Resultados 20
Memoria
Redaccio´n 100
Total 828
Cuadro 11: Tabla total de tiempos del proyecto
