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Proper orthogonal decomposition (POD) method has been successfully used in the reduced-
order modeling of complex systems. In this paper, we extend the applications of POD
method, i.e., combine a classical ﬁnite volume element (FVE) method with POD method to
establish a reduced FVE formulation with lower dimensions and suﬃciently high accuracy
for two-dimensional viscoelastic problem with real practical applied background, and
analyze the errors between the reduced POD FVE solution and the classical FVE solution so
as to provide scientiﬁc theoretic basis for service applications. Some numerical examples
illustrate the fact that the results of numerical computation are consistent with theoretical
conclusions. Moreover, it is also shown that the reduced FVE formulation based on POD
method is feasible and eﬃcient for solving two-dimensional viscoelastic problem.
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1. Introduction
Let Ω ⊂ R2 be a bounded domain with piecewise smooth boundary ∂Ω and consider the following initial–boundary
value problems for two-dimensional viscoelastic problem in Ω × [0, T ].
Problem I. Find u such that⎧⎨
⎩
utt − δut − εu = f (x, y, t), (x, y, t) ∈ Ω × (0, T ],
u(x, y, t) = 0, (x, y, t) ∈ ∂Ω × (0, T ],
u(x, y,0) = ϕ0(x, y), ut(x, y,0) = ϕ1(x, y), (x, y) ∈ Ω,
(1.1)
where ut = ∂u/∂t , utt = ∂2u/∂t2, δ and ε are two positive constants, source term f (x, y, t) and initial value functions
ϕ0(x, y) and ϕ1(x, y) are all smooth enough to ensure the analysis validity, and T is the total time. For the sake of con-
venience and without loss of generality, we may as well suppose that ϕ0(x, y) and ϕ1(x, y) are all zero functions in the
following theoretical analysis.
Problem I is used to describe many physical processes such as heat transfer with memory (see [18,60,61]), gas diffusion
(see [50]), propagation of sound in viscous media (see [32,56]) and ﬂuid dynamics. It is of important real practical applied
background and usually includes complex computing domain, initial value functions, and source term which are dependent
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Z. Luo et al. / J. Math. Anal. Appl. 385 (2012) 310–321 311on real practical materials. Thus, it isn’t usually easy to ﬁnd its exact solution for the practical viscoelastic problem; on the
contrary, an eﬃcient approach is to ﬁnd its numerical solution (see [10]).
The ﬁnite volume element (FVE) method (see [9,22,54]) is regarded as one of the most effective numerical methods since
it can keep the conservation law of mass or energy and has higher accuracy than the ﬁnite difference method and keeps the
same accuracy as the ﬁnite element method, but it is simpler and more convenient than the ﬁnite element method, which
is also known as a box method in an early reference (see [4]) where one discretizes the integral form of conservation law of
differential equation by choosing linear (or bilinear) ﬁnite element space as trial space, or known as a generalized difference
method (see [29,30]) in China. The FVE method has been widely applied to ﬁnding numerical solutions of different types
of partial differential equations, for example, second order elliptic equations, parabolic equations, Stokes equations, and
viscoelastic problem (see [4,6,9,14,22,27–31,54,58,59]).
Though some classical FVE formulations for two-dimensional viscoelastic problem hold better effectiveness than its ﬁnite
element formulations and its ﬁnite difference schemes (see for instance, mentioned in [27]), they include too many degrees
of freedom. Thus, an important problem is how to reduce their degrees of freedom and alleviate the computational load as
well as save time of calculations and resource demands in the computational process. This is done in a way that guarantees
a suﬃciently accurate numerical solution.
It has been shown that a proper orthogonal decomposition (POD) method by combining with some numerical methods
for partial differential equations can provide an eﬃcient means of generating reduced order models and alleviating the
computational load and memory requirements (see [20]). The POD method has been widely and successfully applied to
numerous ﬁelds, including signal analysis and pattern recognition (see [17]), statistics (see [21]), geophysical ﬂuid dynamics
and meteorology (see also [21]). The POD method essentially provides an orthogonal basis for representing the given data
in a certain least squares optimal sense, that is, it provides a way to ﬁnd optimal lower dimensional approximations of the
given data.
In early times, the POD method was mainly used to perform principal component analysis in computations of statistics
and search the main behavior of a dynamic system (see [3,5,13,17,20–23,33,44,45,49,51–53]), until the method of snapshots
was introduced by Sirovich (see [53]) and was then widely applied to reducing the order of the POD eigenvalue problem.
Until ten years ago, some Galerkin POD methods for parabolic problems and a general equation in ﬂuid dynamics haven’t
been presented (see [24,25]), and the singular value decomposition approach combined with POD technique hasn’t been
used to treat the Burgers equation (see [26]) and the cavity ﬂow problem (see [2]). More recently, some reduced order
ﬁnite difference models and ﬁnite element (or mixed ﬁnite element or least-square mixed ﬁnite element) formulations
and error estimates for the upper tropical Paciﬁc Ocean model, parabolic problems, Burgers equations, the non-stationary
Navier–Stokes equations, the non-stationary conduction–convection problems, and CVD equations based on POD method
were presented by our research group (see [11,12,36–41,43,55,57]). Moreover, there are some reduced basis methods (or
combined with POD method) for incompressible viscous/parabolic ﬂows which play an important role in reducing their
degrees of freedom and saving time-consuming calculations and resource demands (see [8,16,19,46–48]).
Though a reduced basis method for ﬁnite volume approximations of parameterized linear evolution equations has been
presented (see [19]) and a reduced FVE formulation based on POD method for two-dimensional parabolic problems has
been posed in [42], to the best of our knowledge, there are no published results addressing the case that a combination
POD method with FVE methods is used to deal with two-dimensional viscoelastic problem or providing error estimate
between the classical FVE solution and the reduced FVE solution. In this paper, we extend the developments in [19] and
[42], i.e., combine the classical FVE method with POD method to establish a reduced FVE formulation with lower dimensions
and suﬃciently high accuracy for two-dimensional viscoelastic problem with real practical applied background and analyze
the error between the reduced POD FVE solution and the classical FVE solution so as to provide scientiﬁc theoretic basis for
service applications. Some numerical examples illustrate the fact that the results of numerical computation are consistent
with theoretical conclusions. Moreover, it is shown that the reduced FVE formulation based on POD method is feasible and
eﬃcient for solving two-dimensional viscoelastic problem.
The rest of this paper is organized as follows. Section 2 is to derive the classical semi-discrete FVE formulation for two-
dimensional viscoelastic problem and to generate snapshots from transient solutions computed from the equation system
derived by the classical semi-discrete FVE formulation. In Section 3, the optimal orthonormal POD bases are reconstructed
from the elements of the snapshots with POD method and a reduced semi-discrete FVE formulation with lower dimensions
and suﬃciently high accuracy based on POD method for two-dimensional viscoelastic problem is developed. In Section 4,
the error estimate between the classical FVE solution and the POD solution of the reduced semi-discrete FVE formulation
for two-dimensional viscoelastic problem is provided. In Section 5, some numerical examples are presented to illustrate
that the error between the reduced FVE approximate solution and the classical FVE solution is consistent with previously
obtained theoretical results, thus validating the feasibility and eﬃciency of the reduced FVE formulation based on POD
method. Section 6 provides main conclusions and future tentative ideas.
2. A classical semi-discrete FVE formulation for Problem I and generation of snapshots
The Sobolev spaces and their norms used in this context are standard (see [1]). Let U = H10(Ω) be a Hilbert space on
real ﬁeld Ω . Then, the variational formulation for Problem I can be written as follows.
312 Z. Luo et al. / J. Math. Anal. Appl. 385 (2012) 310–321Fig. 1. Left-hand side: A triangle K partitioned into three sub-regions Kz . Right-hand side: A sample region with dotted lines indicating the corresponding
control volume Vz .
Problem II. Find u(t) : [0, T ] → U such that{
(utt,w) + a(ut,w) + b(u,w) = ( f ,w), ∀w ∈ U ,
u(x, y,0) = 0, ut(x, y,0) = 0, (x, y) ∈ Ω, (2.1)
where (·,·) denotes the inner product in L2(Ω), and
a(u,w) = δ(∇u,∇w), b(u,w) = ε(∇u,∇w). (2.2)
In order to derive the semi-discrete FVE formulation for Problem II, it is necessary to introduce a FVE approximation for
the spatial variables of Problem II.
Firstly, let h = {K } be a quasi-uniform triangulation of Ω with h = maxhK , where hK is the diameter of the triangle
K ∈ h (see [4,9,27–29,54,58],). In order to describe the FVE method we shall introduce a dual partition ∗h based on h
whose elements are called the control volumes. We construct the control volume in the same way as in [4,9,29,54]. Let zK
be the barycenter of K ∈ h . We connect zK with line segments to the midpoints of the edges of K , thus partitioning K into
three quadrilaterals Kz (z ∈ Zh(K ), where Zh(K ) are the vertices of K ). Then with each vertex z ∈ Zh =⋃K∈h Zh(K ) we
associate a control volume Vz , which consists of the union of the sub-regions Kz , sharing the vertex z. Finally, we obtain a
group of control volumes covering the domain Ω , which is called the dual partition ∗h of the triangulation h (see Fig. 1).
We denote the set of interior vertices of Zh by Z◦h .
We call the partition ∗h regular or quasi-uniform, if there exist two positive constants M1 and M2, being independent
of the spatial mesh size h and temporal mesh size, such that
M1h
2 mes(Vz) M2h2, ∀Vz ∈ ∗h. (2.3)
The barycenter-type dual partition can be introduced for any ﬁnite element triangulation h and leads to relatively simple
calculations. Besides, if the ﬁnite element triangulation h is quasi-uniform, then the dual partition ∗h is also quasi-uniform
(see [4,7,9,15,29,30,34,54]).
The trial function space Uh chosen as the linear element space related to h is the set of all the functions wh satisfying
the following conditions:
(i) wh ∈ C(Ω), wh|∂Ω = 0;
(ii) wh|K ∈ P1, namely wh is a linear function of x and y on each triangular element K ∈ h , determined only by its
values on the three vertexes. It is obvious that Uh ⊂ U . For w ∈ U , let Πhw be the interpolation projection of w onto the
trial function space Uh . By the interpolation theory of Sobolev spaces (see [4,7,9,15,29,30,34,54]), we have, if w ∈ H2(Ω)2,
that
|w − Πhw|m  Mh2−m|w|2, m = 0,1, (2.4)
where M in this context indicates a positive constant which is possibly different inequality at different occurrences, being
independent of the spatial mesh size h and temporal mesh size.
The test space U˜h is chosen as the piecewise constant function space with respect to ∗h but is zero on any boundary
dual element Vz ∈ ∗h , i.e.,
U˜h =
{
wh ∈ L2(Ω); wh|Vz ∈ P0(Vz)
(∀Vz ∈ ∗h), wh|Vz = 0, on any boundary dual element Vz}
spanned by the following basis functions: for any point z ∈ Z◦h ,
φz(x, y) =
{
1, (x, y) ∈ Vz,
0, elsewhere.
(2.5)
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wh =
∑
z∈Z◦h
wh(z)φz. (2.6)
For w ∈ U , let Π∗h w be the interpolation projection of w onto the test space U˜h , i.e.,
Π∗h w =
∑
z∈Z◦h
w(z)φz. (2.7)
By the interpolation theory (see [7,29,34]) we have
∥∥w − Π∗h w∥∥0  Mh|w|1. (2.8)
Moreover, the interpolation projection Π∗h satisﬁes the following properties (see [29]).
Lemma 1. If vh ∈ Uh, then∫
K
(
vh − Π∗h vh
)
dxdy = 0, K ∈ h;
∥∥vh − Π∗h vh∥∥Lr(Ω)  MhK‖vh‖W 1,r(Ω), 1 r ∞. 
Though the trial function space Uh satisﬁes Uh ⊂ U like ﬁnite element methods, the test space U˜h ⊂ Uh . As in the case
of nonconforming ﬁnite element methods, this is due to the loss of continuity of the functions in U˜h on the boundary
of two neighboring elements. So the bilinear forms a(u,w) and b(u,w) must be revised accordingly. Using the idea of
nonconforming ﬁnite element methods, the integral on the whole region is written as a sum of the integrals on every
element K , a(u,w) and b(u,w) of (2.2) are rewritten as
a(u,w) = δ
∑
K∈h
∫
K
∇u∇w dxdy, b(u,w) = ε
∑
K∈h
∫
K
∇u∇w dxdy. (2.9)
Now a(u,w) and b(u,w) are well-deﬁned on Uh × U˜h . For the FVE methods, i.e., generalized difference methods, we place
a dual grid and interpret (2.9) in the sense of generalized functions, i.e., δ functions on the boundary of neighboring dual
elements. Resulting from the piecewise integrations by parts on the dual elements V z , we have that∫
Ω
wu dxdy =
∑
Vz∈∗h
∫
Vz
wu dxdy = −
∑
Vz∈∗h
∫
Vz
∇u∇w dxdy +
∑
Vz∈∗h
∫
∂Vz
(
∂u
∂x
w dy − ∂u
∂ y
w dx
)
, (2.10)
where
∫
∂Vz
denotes the line integrals, with the counter clockwise direction, on the boundary ∂V z of the dual element. So
we have
a(u,w) = δ
∑
Vz∈∗h
∫
Vz
∇u∇w dxdy − δ
∑
Vz∈∗h
∫
∂Vz
(
∂u
∂x
w dy − ∂u
∂ y
w dx
)
, ∀u,w ∈ U , (2.11)
b(u,w) = ε
∑
Vz∈∗h
∫
Vz
∇u∇w dxdy − ε
∑
Vz∈∗h
∫
∂Vz
(
∂u
∂x
w dy − ∂u
∂ y
w dx
)
, ∀u,w ∈ U . (2.12)
Since U¯h is the piecewise constant function space with the characteristic functions of the dual elements V z as the basis
functions, then
a(uh,wh) = −δ
∑
Vz∈∗h
∫
∂Vz
wh
(
∂uh
∂x
dy − ∂uh
∂ y
dx
)
= −
∑
Vz∈∗h
wh(z)a(uh, φz), ∀uh ∈ Uh, ∀wh ∈ U˜h, (2.13)
b(uh,wh) = −ε
∑
Vz∈∗h
∫
∂Vz
wh
(
∂uh
∂x
dy − ∂uh
∂ y
dx
)
= −
∑
Vz∈∗h
wh(z)b(uh, φz), ∀uh ∈ Uh, ∀wh ∈ U˜h, (2.14)
where a(uh, φz) = δ
∫
(
∂uh dy − ∂uh dx), b(uh, φz) = ε
∫
(
∂uh dy − ∂uh dx).∂Vz ∂x ∂ y ∂Vz ∂x ∂ y
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Problem III. Find uh : [0, T ] → Uh such that{(
uhtt,Π∗h wh
)+ a(uht,Π∗h wh)+ b(uh,Π∗h wh)= ( f ,Π∗h wh), ∀wh ∈ Uh,
uh(x, y,0) = 0, uht(x, y,0) = 0, (x, y) ∈ Ω.
(2.15)
The existence and uniqueness of solutions of the variational Problem II and the semi-discrete FVE formulation, i.e.,
Problem III, are proved by using the same approach as proofs of hyperbolic equations in [29] and the following theorem of
error estimates is provided from Theorem 4.2 in Ref. [27].
Theorem 2. If f (x, y, t) ∈ L2(0, T ;W 1,3(Ω)), then there are the following error estimates between the solution u of Problem II and
the solution uh of Problem III:
‖u − uh‖0 + ‖ut − uht‖0 + ‖utt − uhtt‖0 + h
[∥∥∇(u − uh)∥∥0 + ∥∥∇(ut − uht)∥∥0 + ∥∥∇(utt − uhtt)∥∥0] Mh2, (2.16)
where M is a constant independent of h but dependent on other data δ, ε, and f of Problem II.
Remark 1. If ϕ0(x, y) and ϕ1(x, y) are non-zero functions, then it is necessary to let ϕ0(x, y) and ϕ1(x, y) ∈ W 2,3(Ω) and
uh(x, y,0) = Πhϕ0(x, y), uht(x, y,0) = Πhϕ1(x, y), one may get the same results as Theorem 2 (see [27]). Thus, if only
f (x, y, t), δ, ε, ϕ0(x, y), ϕ1(x, y), the triangulation parameter h, and the trail function space Uh are given, we can obtain a
semi-discrete solution uh ∈ Uh by solving Problem III.
For positive integer L > 0, let τ = T /L denote the time step, and let unht(x, y) = uht(x, y, tn) and unhtt(x, y) = uhtt(x, y, tn)
be respectively the values of the ﬁrst order derivative and the second order derivative of the semi-discrete solution
uh(x, y, t) ∈ Uh to Problem III with respect to t at tn = nτ (n = 0,1, . . . , L), where (unht(x, y),unhtt(x, y)) (n = 1,2, . . . , L)
are referred to as snapshots of POD method.
Remark 2. When one computes actual problems, he may obtain the ensemble of snapshots from physical system trajecto-
ries by drawing samples from experiments and interpolation (or data assimilation). For example, when one computes real
practical viscoelastic problem, one can use the previous viscoelastic system prediction results to construct the ensemble of
snapshots, then restructure the POD optimal basis for the ensemble of snapshots by using the following POD method, and
ﬁnally the trail function space Uh is replaced with the subspace generated with POD basis in order to derive a reduced
order dynamical system with lower dimensions. Thus, the future change of viscoelastic system can be quickly simulated,
which is a result of major importance for real-life applications.
3. Generation of POD basis and reduced FVE formulation based on POD technique for Problem III
For (unht(x, y),u
n
htt(x, y)) (n = 1,2, . . . , L) in Section 2, let W i(x, y) = (uiht(x, y),uihtt(x, y)) (1 i  L) and
V = span{W 1,W 2, . . . ,W L}, (3.1)
and refer to V as the space generating by the snapshots {W i}Li=1 at least one of which is assumed to be non-zero vector.
Let {ψ j}lj=1 denote an orthonormal basis of V with l = dimV . Then each member of the ensemble can be expressed as
W i =
l∑
j=1
(W i,ψ j)Uψ j, i = 1,2, . . . , L, (3.2)
where (W i,ψ j)U = (∇uiht ,∇ψ1 j)+ (∇uihtt ,∇ψ2 j), (·,·) is L2-inner product, ψ1 j and ψ2 j are orthogonal basis corresponding
to uiht and u
i
htt , respectively.
Deﬁnition 1. The method of POD consists in ﬁnding the orthonormal basis ψ j (i = 1,2, . . . , l) such that for every d (1 
d  l) the mean square error between the elements W i (1  i  L) and the corresponding d-th partial sum of (3.2) is
minimized on average
min
{ψ j}dj=1
1
L
L∑
i=1
∥∥∥∥∥W i −
d∑
j=1
(W i,ψ j)Uψ j
∥∥∥∥∥
2
U
(3.3)
subject to
(ψr,ψ j)U = δr j, 1 r  d, 1 j  r, (3.4)
where ‖W i‖2 = ‖∇ui ‖2 + ‖∇ui ‖2. A solution {ψ j}d of (3.3) and (3.4) is known as a POD basis of rank d.U ht 0 htt 0 j=1
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1
L
L∑
i=1
∥∥∥∥∥W i −
d∑
j=1
(W i,ψ j)Uψ j
∥∥∥∥∥
2
U
= 1
L
L∑
i=1
∥∥∥∥∥
l∑
j=d+1
(W i,ψ j)Uψ j
∥∥∥∥∥
2
U
=
l∑
j=d+1
[
1
L
L∑
i=1
∣∣(W i,ψ j)2U ∣∣
]
. (3.5)
Thus, in order to assure (3.5) minimum, it is equivalent to ﬁnd the orthonormal basis ψ j ( j = 1,2, . . . , l) such that
max
{ψ j}dj=1
d∑
j=1
[
1
L
L∑
i=1
∣∣(W i,ψ j)2U ∣∣
]
(3.6)
subject to
(ψr,ψ j)U = δi j, 1 r  d, 1 j  r. (3.7)
In other words, (3.3) and (3.4) are equivalent to look for a vector function ψ , or the so-called POD basis vector, such that
most resembles {W i(x)}Li=1 in mean that it maximizes
1
L
L∑
i=1
∣∣(W i,ψ)U ∣∣2 subject to (ψ,ψ)U = ‖∇ψ‖20 = 1. (3.8)
We cite the idea of snapshots introduced by Sirovich in [53] and choose a special class of trail function for ψ to be of the
form:
ψ =
L∑
i=1
aiW i, (3.9)
where the coeﬃcients ai are to be determined so that ψ given by the expression (3.9) provides a maximum for (3.8). Thus,
(3.8) is equivalent to the eigenvalue problem
Av = λv, (3.10)
where A = (Aik)L×L and
Aik = 1L
∫
Ω
∇W i(x, y) · ∇W k(x, y)dxdy, v = (a1,a2, . . . ,aL)T , (3.11)
and λ depends on h and τ due to V depending on them. Since the matrix A is a nonnegative Hermitian matrix which has
rank l, it has a complete set of orthonormal eigenvectors
v1 = (a11,a12, . . . ,a1L)T , v2 = (a21,a22, . . . ,a2L)T , . . . , vl = (aL1,al2, . . . ,alL)T (3.12)
with the corresponding eigenvalues λ1  λ2  · · · λl > 0. Thus, the solution to the optimization for (3.3) is given by
ψ1 =
1√
Lλ1
L∑
j=1
a1jW j, (3.13)
where a1j are the elements of the eigenvector v
1 corresponding to the largest eigenvalue λ1. The remaining POD basis
elements ψ i (i = 2,3, . . . , l) are obtained by using the elements of other eigenvectors v i (i = 2,3, . . . , l), i.e.,
ψ i =
1√
Lλi
L∑
j=1
aijW j. (3.14)
Moreover, the POD basis {ψ1,ψ2, . . . ,ψ l} forms an orthonormal set and there hold the following results (see [24,35,36,53]).
Proposition 3. Let λ1  λ2  · · · λl > 0 denote the positive eigenvalues of A and v1 , v2, . . . , vl the associated orthonormal eigen-
vectors. Then a POD basis of rank d l is given by
ψ i =
1√
Lλi
L∑(
v i
)
jW j, 1 i  d l, (3.15)j=1
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1
L
L∑
i=1
∥∥∥∥∥W i −
d∑
j=1
(W i,ψ j)Uψ j
∥∥∥∥∥
2
U
=
l∑
j=d+1
λ j. (3.16)
Let Ud = span{ψ11,ψ12, . . . ,ψ1d}, then Ud ⊂ Uh . For u ∈ U , deﬁnite the Generalized Ritz-projection Ph: U → Uh (if Ph is
restricted to the Ritz-projection from Uh to Ud , it is written as Pd) such that Ph|Uh = Pd : Uh → Ud and Ph : U\Uh → Uh\Ud
denoted by(∇ Phu,∇wh)= (∇u,∇wh), ∀wh ∈ Uh. (3.17)
Due to (3.17) the linear operator Ph is well-deﬁned and bounded (see [58])∥∥∇(Phu)∥∥0  ‖∇u‖0, ∀u ∈ U (3.18)
and the following inequality (see [35,36,58]) holds∥∥∥∥ ∂m∂tm
(
u − Phu)∥∥∥∥
0
 Mh
∥∥∥∥∇ ∂m∂tm
(
u − Phu)∥∥∥∥
0
, ∀u ∈ U , m = 1,2. (3.19)
And there hold the following results (see [24,35,36]).
Lemma 4. For every d (1 d l), the projection operator Pd satisﬁes
1
L
L∑
i=1
[∥∥∇(uiht − Pduiht)∥∥20 + ∥∥∇(uihtt − Pduihtt)∥∥20] M
l∑
j=d+1
λ j, (3.20)
where uih ∈ Uh are the values of the solution of Problem III at t = ti = iτ (i = 1,2, . . . , L). 
Thus, by using Ud , we can obtain the reduced semi-discrete FVE formulation based on POD for Problem III as follows.
Problem IV. Find ud : [0, T ] → Ud such that{(
udtt ,Π∗h wd
)+ a(udt,Π∗h wd)+ b(ud,Π∗h wd)= ( f ,Π∗h wd), ∀wd ∈ Ud,
ud(x, y,0) = 0, udt(x, y,0) = 0, (x, y) ∈ Ω.
(3.21)
Remark 3. If ϕ0(x, y) and ϕ1(x, y) are non-zero functions, then it is necessary to put ud(x, y,0) = Pduh(x, y,0),
udt(x, y,0) = Pduht(x, y,0). If h is a uniformly regular triangulation and Uh is the space of piecewise linear function, the
total degrees of freedom for Problem III, i.e., the number of unknown quantities is Nh (where Nh is the number of vertices
of triangles in h , see [15,34]), while the number of total degrees of freedom for Problem IV is d (d  l  L). For scientiﬁc
engineering problems, the number of vertices of triangles in h is more than ten of thousands or even more than a hundred
million, while d is only the number of few maximal eigenvalues so that it is very small (for example, in Section 5, d = 6,
while Nh = 2000×2000 = 4×106). Therefore, Problem IV is a reduced semi-discrete FVE formulation based on POD method
for Problem III. Moreover, since the development and change of viscoelastic substance are closely related to previous results,
one may truly capture laws of change of viscoelastic substance by using existing results as snapshots to structure POD basis
and solving corresponding viscoelastic PDEs. Therefore, the POD method provides a useful and important application.
4. Error estimates of solution for Problem IV
In this section, we recur to the classical FVE method to derive the error estimates of solutions for Problem IV. To this
end, it is necessary to introduce some preparative lemmas. By using the same approaches as proof in [28] or [29], we obtain
the following two lemmas.
Lemma 5. The bilinear forms a(uh,Π∗h wh) and b(uh,Π
∗
h wh) are symmetric, bounded, and positive deﬁnite, i.e.,
a
(
uh,Π
∗
h wh
)= a(wh,Π∗h uh)= a(uh,wh), b(uh,Π∗h wh)= b(wh,Π∗h uh)= b(uh,wh), ∀uh,wh ∈ Uh
and
a(uh,uh) = δ‖∇uh‖20, a(uh,wh) δ‖∇uh‖0‖∇wh‖0, ∀uh,wh ∈ Uh;
b(uh,uh) = ε‖∇uh‖20, b(uh,wh) ε‖∇uh‖0‖∇wh‖0, ∀uh,wh ∈ Uh.
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uh,Π
∗
h wh
)= (wh,Π∗h uh), ∀uh,wh ∈ Uh.
For any u ∈ Hm(Ω)2 (m = 0,1) and wh ∈ Uh,∣∣(u,wh) − (u,Π∗h wh)∣∣ Mhm+n‖u‖m‖wh‖n, n = 0,1.
Set |||wh|||0 = (wh,Π∗h wh)1/2 , then ||| · |||0 is equivalent to ‖ · ‖0 on Uh, i.e., there exist two positive constants M3 and M4 such that
M3‖wh‖0  |||wh|||0  M4‖wh‖0, ∀wh ∈ Uh.
We have the following main results for Problem IV.
Theorem 7. Under hypotheses of Theorem 2, Problem IV has a unique set of solution und ∈ Ud such that
‖udt‖20 + ‖∇udt‖2L2(0,T ;L2(Ω)) + ‖∇ud‖20 
1
min{M3, ε, δ}
[
M4‖ϕ1‖20 + ε‖∇ϕ0‖20 + M24δ−1‖ f ‖2L2(0,T ;H−1(Ω))
]
, (4.1)
if ϕ0(x, y) and ϕ1(x, y) are non-zero functions. And if τ = O (h) and uhtt(x, y, t) and uhttt(x, y, t) are bounded, then the following
error estimates hold
‖uht − udt‖0 +
∥∥∇(uht − udt)∥∥L2(0,T ;L2(Ω)) + ∥∥∇(uh − ud)∥∥0  Mh2 + M
(
h
l∑
j=d+1
λ j
) 1
2
. (4.2)
Proof. Since Problem IV is a linear system of ordinary differential equation of the second order with respect to t , whose
coeﬃcient matrixes are symmetric and positive deﬁnite by noting that Ud ⊂ Uh , Problem IV has a unique solution ud ∈ Ud .
We get by (3.21) and Lemmas 5 and 6 that(
udtt ,Π
∗
h udt
)+ δ(∇udt,∇udt) + ε(∇ud,∇udt) = ( f ,Π∗h udt). (4.3)
Moreover, we have that
1
2
d
dt
|||udt |||20 + δ‖∇udt‖20 +
ε
2
d
dt
‖∇ud‖20 =
(
f ,Π∗h udt
)

M24
2δ
‖ f ‖2−1 +
δ
2
‖∇udt‖20. (4.4)
Reducing (4.4) and integrating from 0 to t  T yields (4.1) if ϕ0(x, y) and ϕ1(x, y) are non-zero functions.
Since Ud ⊂ Uh , subtracting Problem IV from Problem III taking wh = wd ∈ Ud yields from Lemma 5 that(
uhtt − udtt ,Π∗h wd
)+ a(uht − udt,wd) + b(unh − und,wd)= 0, ∀wd ∈ Ud. (4.5)
Thus, we have from (4.5), (3.17), and Lemmas 5 and 6 that(
uhtt − udtt ,Π∗h (uht − udt)
)+ δ(∇(uht − udt),∇(uht − udt))+ ε(∇(uh − ud),∇(uht − udt))
= (uhtt − udtt ,Π∗h (uht − Pduht))+ (uhtt − udtt ,Π∗h (Pduht − udt))
+ δ(∇(uht − Pduht),∇(uht − Pduht))+ δ(∇(uht − udt),∇(Pduht − udt))
+ ε(∇(uh − Pduh),∇(uht − Pduht))+ ε(∇(uh − ud),∇(Pduht − udt))
= d
dt
(
uht − udt,Π∗h
(
uht − Pduht
))− (uht − udt,Π∗h (uhtt − Pduhtt)). (4.6)
By (3.19) and by using the Hölder inequality and the Cauchy inequality, we have from (4.6) that
1
2
d
dt
|||uht − udt |||20 + δ
∥∥∇(uht − udt)∥∥20 + ε 12 ddt
∥∥∇(uh − ud)∥∥20
 d
dt
(
uht − udt,Π∗h
(
uht − Pduht
))+ δ
2
∥∥∇(uht − udt)∥∥20 + Mh2∥∥∇(uhtt − Pduhtt)∥∥20. (4.7)
Reducing (4.7), integrating from 0 to t  T , and using the Hölder inequality and the Cauchy inequality yield from (3.19) that
|||uht − udt |||20 + δ
∥∥∇(uht − udt)∥∥2L2(0,T ;L2(Ω)) + ε∥∥∇(uh − ud)∥∥20
 1 |||uht − udt |||20 + Mh2
∥∥∇(uht − Pduht)∥∥20 + Mh2∥∥∇(uhtt − Pduhtt)∥∥2L2(0,T ;L2(Ω)). (4.8)2
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‖uht − udt‖20 +
∥∥∇(uht − udt)∥∥2L2(0,T ;L2(Ω)) + ∥∥∇(uh − ud)∥∥20
 Mh2
[∥∥∇(uht − Pduht)∥∥20 + ∥∥∇(uhtt − Pduhtt)∥∥2L2(0,T ;L2(Ω))]. (4.9)
For any t ∈ (0, T ], there exist (ti, ti+1] (i = 0,1,2, . . . , L − 1) such that t ∈ (ti, ti+1]. Expanding uh(x, y, t) into Taylor series
with respect to t yields that
uh(x, y, t) = uh(x, y, ti) + (t − ti)uht(x, y, ξi), ti  ξi  ti+1, i = 0,1,2, . . . , L − 1. (4.10)
If uhtt and uhttt are bounded and h = O (τ ), we obtain from (4.9) that
‖uht − udt‖20 +
∥∥∇(uht − udt)∥∥2L2(0,T ;L2(Ω)) + ∥∥∇(uh − ud)∥∥20  Mh2[τ 2 + ∥∥∇(uht(ti) − Pduht(ti))∥∥20]
 Mh4 + Mh
l∑
j=d+1
λ j, (4.11)
which yields (4.2) and completes the proof of Theorem 7. 
Combining Theorem 2 with Theorem 7 yields the following result.
Theorem 8. Under hypotheses of Theorem 7, the error estimates between the solutions for Problem II and the solutions for the reduced
Problem IV are
‖ut − udt‖0 + h
∥∥∇(ut − udt)∥∥L2(0,T ;L2(Ω)) + h∥∥∇(u − ud)∥∥0  Mh2 + M
(
h
l∑
j=d+1
λ j
) 1
2
. (4.12)
Remark 4. The inequality (4.1) has shown that the solution of Problem IV is stable and continuously dependent of source
term f (x, y, t) and initial conditions ϕ0(x, y) and ϕ1(x, y) if we don’t assume that they are zero functions. Theorems 7
and 8 have provided the error estimates between the solution of the reduced FVE formulation Problem IV and the solution
of classical FVE formulation Problem III and Problem II, respectively, which can guide choosing number of POD basis. Our
method here employs some FVE solutions uh(x, y, t) for Problem III as assistant analysis. However, when one computes
actual viscoelastic problem, he may obtain the ensemble of snapshots from physical system trajectories by drawing sam-
ples from experiments and interpolation (or data assimilation) or previous results. Therefore, the assistant uh(x, y, t) could
be replaced with the interpolation functions of experimental and previous results, thus rendering it unnecessary to solve
Problem III, and requiring only to solve directly reduced Problem IV such that Theorem 7 is satisﬁed. And then, total time T
are continuously extrapolated forward and POD basis is ceaselessly renewed, the rules of development and change of future
viscoelastic system would be very well simulated.
5. Some numerical experiments
In this section, some numerical examples of two-dimensional viscoelastic problem are provided for validating the feasi-
bility and eﬃciency of the reduced semi-discrete FVE formulation based on POD method.
For the sake of convenience, without loss of generality, herein we consider a two-dimensional viscoelastic prob-
lem by choosing δ = ε = 1/π2, Ω = [0,2] × [0,2], ϕ0(x, y) = sinπx sinπ y, ϕ1(x, y) = −2sinπx sinπ y, f (x, y, t) =
sinπx sinπ ye−2t , and total time T = 0.2 in Problem I as an example, whose ideas and approaches could be directly applied
to numerical computations for two-dimensional viscoelastic problem with real practical applied background.
We ﬁrst divide the ﬁeld Ω into 2000×2000 small squares with side length x = y = 0.001, and then link the diagonal
of the square to divide each square into two triangles in the same direction which composes the triangularization h . Thus
h = √2 × 0.001. In order to make condition τ = O (h) of Theorem 7 satisﬁed, we take time step as τ = 0.002. The dual
decomposition ∗h is taken as barycenter dual decomposition, i.e., the barycenter of the right triangle K ∈ h is taken as the
node of the dual decomposition.
Set ∂tun = (un+1 − un)/τ , ∂¯tun = (un − un−1)/τ , and un = u(x, y, tn) (tn = nτ ,n = 1,2, . . . , L). Problem III and Problem IV
are further discretized with respect to t by τ = 0.002 as follows, respectively.{(
∂t ∂¯tunh,Π
∗
h wh
)+ a(∂¯tunh,Π∗h wh)+ b(unh,Π∗h wh)= ( f n,Π∗h wh), ∀wh ∈ Uh,
u0 = Πhϕ0(x, y), u1 = τΠhϕ1(x, y) + Πhϕ0(x, y), (x, y) ∈ Ω
(5.1)
h h
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Fig. 3. When t = 100τ , the errors between solutions of Problem IV with different number of the ﬁrst 20 POD bases for 100 snapshots and the classical FVE
formulation Problem III with piecewise 1-st degree polynomials.
and {(
∂t ∂¯tund,Π
∗
h wd
)+ a(∂¯tund,Π∗h wd)+ b(und,Π∗h wd)= ( f n,Π∗h wd), ∀wd ∈ Ud,
u0d = PdΠhϕ0(x, y), u1d = τ PdΠhϕ1(x, y) + PdΠhϕ0(x, y), (x, y) ∈ Ω.
(5.2)
Formulations (5.1) and (5.2) hold the second order approximate accuracy of truncation error with respect to time step τ
(see [34]).
We ﬁrst ﬁnd a group of numerical solution unh of classical FVE method, i.e., fully discrete FVE formulation (5.1) of Problem
III when n = 1,2, . . . ,100, i.e., at time t = 1τ ,2τ , . . . ,100τ , constructing 100 numerical solutions. And then, 100 snapshots
are taken as W n = (unht(x, y),unhtt(x, y)) ≈ (∂¯tunh, ∂t ∂¯tunh) (n = 1,2, . . . ,100). Finally, by using Matlab software, we ﬁnd 100
eigenvalues which are arranged in a non-decreasing order and 100 eigenvectors corresponding to the 100 eigenvalues and
using (3.13) and (3.14) we construct l POD bases ψ j ( j = 1,2, . . . , l) (l = dim{W 1,W 2, . . . ,W100}). Take ﬁrst 6 components
ψ1 j ( j = 1,2, . . . ,6) from l POD bases ψ j = (ψ1 j,ψ2 j) ( j = 1,2, . . . , l) to expand into subspace Ud and compute a numerical
solution at t = 100τ with reduced FVE formulation, i.e., fully discrete FVE formulation (5.2) of the reduced Problem IV. Fig. 2
is the error between the reduced FVE solution and the classical FVE solution at t = 100τ .
When we take 6 POD bases and τ = 0.002, by computing we obtain that [h∑20j=7 λ j]1/2 +h2  5×10−6. Fig. 3 computa-
tionally shows the errors of between solutions und of the reduced FVE formulation with ﬁrst 20 different POD bases among
all POD bases and a set of solutions unh of classical FVE formulation at t = 100τ (i.e., n = 100), respectively. Comparing the
classical FVE formulation with the reduced FVE formulation containing 6 POD bases implementing the numerical simula-
tion computations when total time t = 100τ , we ﬁnd that for classical FVE formulation with piecewise linear polynomials,
which has 2000 × 2000 = 4 × 106 degrees of freedom, the required computing time is 16 minutes, while for the reduced
FVE formulation with 6 POD bases, which has only 6 degrees of freedom, the corresponding time is only 6 seconds, i.e., the
required computing time to solve the classical FVE formulation is as 160 times as that to do the reduced FVE formulation
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sense recomputing what we have already computed by classical FVE formulation, when we compute actual problems, we
may structure the snapshots and POD basis with interpolation or data assimilation by drawing samples from experiments or
previous existing results, then solve directly the reduced FVE formulation, while it is unnecessary to solve the classical FVE
formulation such that the computational load could be alleviated and time-consuming of calculations in the computational
process saved. It is also shown that ﬁnding the approximate solutions for two-dimensional viscoelastic problem with the
reduced FVE formulation is computationally very effective. And the results for numerical examples are consistent with those
obtained for the theoretical case.
6. Conclusions and perspective
In this paper, we have employed the POD method to derive a reduced FVE formulation for two-dimensional viscoelastic
problem with real practical applied background and analyzed the error between the solution of its classical FVE formulation
and solution of the reduced FVE formulation based on POD method, which has shown that our present method has improved
and innovated the existing methods. Comparing with the theoretical error, the error estimate has been veriﬁed to provide
quite good results, namely both the theoretical error and the computing error coincide within plot accuracy, thus validating
both the feasibility and eﬃciency of our reduced FVE formulation. Though snapshots and POD basis of our numerical
examples are structured with the solution of the classical FVE formulation, when one computes actual two-dimensional
viscoelastic problems, this process can be omitted in actual applications and one may structure the snapshots and POD
basis with interpolation or data assimilation by drawing samples from experiments or previous existing results, then solve
Problem IV, while it is unnecessary to solve Problem III such that the computational load could be alleviated and time-
consuming of calculations in the computational process saved. Therefore, the method in this paper holds a good prospect
of extensive applications. Future research work in this area will aim at extending the reduced FVE formulation, applying it
to a realistic viscoelastic operational forecast system and to a set of more complicated PDEs such as the atmosphere quality
forecast system and the ocean ﬂuid forecast system.
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