We consider the nonlinear Stefan problem      ut − d∆u = au − bu 2 for x ∈ Ω(t), t > 0, u = 0 and ut = µ|∇xu| 2 for x ∈ ∂Ω(t), t > 0,
Introduction
In this paper, we investigate the following nonlinear Stefan problem
for x ∈ Ω(t), t > 0, u = 0 and u t = µ|∇ x u| 2 for x ∈ Γ(t), t > 0, u(0, x) = u 0 (x) for x ∈ Ω 0 ,
where Ω(t) ⊂ R N (N ≥ 2) is a varying domain with boundary Γ(t), a, b, µ and d are given positive constants, u 0 is positive in Ω 0 and vanishes on ∂Ω 0 . We are interested in the case that Ω(0) = Ω 0 is an unbounded smooth domain, which induces extra difficulties from the case of bounded Ω 0 , and gives rise to some interesting new phenomena (to be explained below). Problem (1.1) is an analogue of the classical one-phase Stefan problem but with a logistic type nonlinear source term on the right side of the diffusive equation. Such a diffusive equation is often called a Fisher-KPP equation due to the pioneering works of Fisher [17] and Kolmogorov, Petrovski and Piskunov [22] , and has been widely used in the study of propagation questions. In [7, 8, 12, 13] , (1.1) with a bounded Ω 0 was used to describe the spreading of a new or invasive species with population density u(t, x) and population range Ω(t). The evolution of the spreading front is determined by the free boundary Γ(t), governed by the equation u t = µ|∇ x u| 2 on Γ(t), which means the velocity of the movement of a point x ∈ Γ(t) is given by µ|∇ x u|ν x , where ν x denotes the unit outward normal vector of Ω(t) at x (a deduction of this condition from ecological considerations can be found in [2] ). In one space dimension, such a problem was first considered in [9] .
Problem (1.1) is closely related to the following Cauchy problem:
where u 0 (x) is given in (1.1) but extended to R N with value 0 outside Ω 0 . Indeed, when Ω 0 is bounded, it has been shown in [8] that as µ → ∞, for any fixed t > 0, Ω(t) → R N and u(t, x) → U (t, x), where u and U are the unique solutions of (1.1) and (1.2), respectively. (This holds true for unbounded Ω 0 as well; see Theorem 2.11 below.) Problem (1.2) has been studied extensively as a model for propagation (see, for example, [1, 17, 22] ). The basic feature of (1.1) with a bounded Ω 0 is given by the following theorem of [13] : Theorem A. (ii) Γ(t) \ (convex hull of Ω 0 ) is smooth (e.g., C 2 ); (iii) Ω ∞ := ∪ t>0 Ω(t) is either the entire space R N , or it is a bounded set; (iv) When Ω ∞ is bounded, lim t→∞ u(t, ·) L ∞ (Ω(t)) = 0;
(v) When Ω ∞ = R N , for all large t, Γ(t) is a smooth closed hypersurface in R N , and there exists a continuous function M (t) such that
where d 0 is the diameter of Ω 0 . Moreover, it follows from results of [8] The number c * is usually called the spreading speed, which is the unique positive value of c such that the following problem has a unique solution q:
− dq + cq = aq − bq 2 , q > 0 in (0, ∞), q(0) = 0, q (0) = c/µ.
(1.
3)
The main purpose of this paper is to reveal some rather different and interesting behavior of (1.1) for the case that Ω 0 is unbounded. It turns out that such a case is much more complicated than the Ω 0 bounded case. To keep the paper at a reasonable length, we will only examine some very simple situations of unbounded Ω 0 for the long-time behavior of (1.1).
As in [8] , a solution to (1.1) will be understood in a certain weak sense (to be made precise in section 2 below). We will show that (1.1) has a unique weak solution defined for all t > 0. As for Ω 0 , we will assume that there exist two parallel circular cones Λ 1 and Λ 2 , with the same axis, such that Λ 1 ⊂ Ω 0 ⊂ Λ 2 . Without loss of generality, we may assume that the common axis of Λ 1 and Λ 2 is the x N axis in R N . If we denote e N := (0, ..., 0, 1) ∈ R N , then there exist φ ∈ (0, π) and ξ 1 , ξ 2 ∈ R 1 so that Λ i = x ∈ R N :
x − ξ i e N |x − ξ i e N | · e N > cos φ , i = 1, 2.
In other words, Λ i has vertex at ξ i e N and opening angle 2φ. Figure 1 below illustrates a case that φ ∈ (π/2, π) with θ = π − φ ∈ (0, π/2).
For clarity of notations, for φ ∈ (0, π) and ξ ∈ R 1 , we define
So Λ φ and Λ φ + ξe N are parallel cones with vertices at the origin and ξe N , respectively.
We are now able to describe the main results of this paper.
Theorem 1.1. Suppose that there exist φ ∈ (π/2, π) and ξ 1 > ξ 2 such that
Then for any given small > 0, there exists T = T ( ) > 0 such that, for all t > T ,
5)
where c * is the spreading speed determined by (1.3).
The above result indicates that as t → ∞, the free boundary Γ(t) = ∂Ω(t) propagates to infinity in the direction −e N at roughly the speed c * / sin φ, and the shape of the free boundary can be roughly approximated by the boundary of the cone Λ φ .
For any R > 0, if we denote the R-neighbourhood of Λ φ by N [Λ φ , R], namely
then, it is easily seen that when φ ∈ [π/2, π), we have
i.e., N [Λ φ , R] is a shift of Λ φ in the direction of −e N by R/sin φ. Thus (1.5) is equivalent to
In sharp contrast, if φ ∈ (0, π/2), then N [Λ φ , R] has smooth boundary for all R > 0, and for large R > 0, N [Λ φ , R] becomes very different from Λ φ geometrically. Indeed, for such φ, it is easily verified that ∂N [Λ φ , R] can be decomposed into two parts: a spherical part S R on the sphere ∂B R (0), and the remaining part C R on the boundary of the cone Λ φ − R sin φ e N , as follows
The following theorem shows that (1.6) also holds when φ ∈ (0, π/2), though the geometric implications of (1.6) are very different from that in Theorem 1.1 now. Theorem 1.2. In Theorem 1.1 above, if we replace φ ∈ (π/2, π) by φ ∈ (0, π/2), then for any > 0, there existsT =T ( ) > 0 such that
(1.7)
Let us note that (1.7) implies that for all large t, ∂Ω(t) is roughly approximated in shape by ∂N [Λ φ , R], which is very different from ∂Λ φ ; in particular the propagation of ∂Ω(t) in the directions ν satisfying ν · e N ≤ cos(φ + π 2 ) is roughly at speed c * .
) holds with φ = π/2, then much better results than those in Theorems 1.1 and 1.2 can be obtained; it can be shown that the free boundary ∂Ω(t) converges to a moving hyperplane, and the solution converges to the corresponding planar semi-wave. These require very different techniques and will be considered elsewhere.
(ii) In the case of Theorem 1.1, it is natural to conjecture that the solution u converges to a traveling wave with a V-shaped front (free boundary). This and related questions will be investigated in a future work ( [6] ).
Let us mention here that the existence of "V-shaped" non-planar traveling wave solutions for the Cauchy problem (1.2) are well known by now (see e.g., [18, 19, 20, 24, 25] ), which lend support to the validity of our conjecture above, but the existence of V-shaped semi-wave with free boundary is technically much more demanding. Note also that the nonlinearities in [19, 20, 24, 25] are of bistable type, very different from the Fisher-KPP type here.
The rest of the paper is organized as follows. In Section 2, we prove the existence and uniqueness of a weak solution to (1.1) by following the approach of [8] , where the case of bounded Ω 0 was treated. For unbounded Ω 0 , some extra difficulties arise. In view of possible future applications, here we give a unified approach for a much more general problem than (1.1), with Ω 0 either bounded or unbounded; see (2.1).
In Section 3, we study the long-time dynamical behavior of problem (1.1). We consider a special type of unbounded Ω 0 , namely (1.4) holds for some φ ∈ (0, π). The main results are Theorems 3.1, 3.3 and 3.11. In particular, the conclusions stated in Theorem 1.1 above follow from Theorem 3.3, and the statements in Theorem 1.2 are consequences of Theorem 3.11.
The Appendix (Section 4) is concerned with the existence and uniqueness of classical solutions for an auxiliary radially symmetric free boundary problem with initial range the exterior of a ball. These conclusions are used in the proof of Theorem 3.3.
Weak solutions
In this section, we extend the weak solution theory in [8] to cover the case that the initial population range Ω 0 is unbounded. To our knowledge, little is known for problem (1.1) with a general unbounded Ω 0 . For future applications, we consider the following more general problem
where Ω 0 is a domain in R N with Lipschitz boundary ∂Ω 0 , the initial function u 0 (x) satisfies
and the reaction term g(x, u) is assumed to satisfy
To describe the weak formulation of (2.1), it is convenient to start by considering 0 < t ≤ T for some arbitrarily given T ∈ (0, ∞). As in [8] , the idea is to consider the extended u in the bigger region H T := [0, T ] × R N by defining u(t, x) = 0 for x ∈ R N \Ω(t), 0 ≤ t ≤ T , and regard it as a weak solution of an associated equation with certain jumping discontinuity. Throughout this section, we denote
Correspondingly, if u satisfies (2.4) with "=" replaced by "≥ " (resp. "≤") for every test function φ ∈ C ∞ (H T ) satisfying φ ≥ 0 in H T , φ = 0 on {T } × R N and φ has compact support, then we call it a weak supersolution (resp. weak subsolution) of (2.1) over H T .
Moreover, as in [8, 16] , for each weak solution (or weak supersolution, or weak subsolution) u(t, x), the function α(u(t, x)) is defined as u(t, x) if u(t, x) > 0; at points where u(t, x) = 0 the function α(u(t, x)) is only required to satisfy −dµ −1 ≤ α(u(t, x)) ≤ 0 and to be such that it is altogether a measurable function over H T . However, if w(x) is continuous and positive in Ω 0 and identically zero in R N \Ω 0 , then we understand that α(w) = −dµ −1 on R N \Ω 0 . 
By a classical solution of problem (2.1) for 0 < t ≤ T < ∞, we mean a pair (u(t, x), Ω(t)) such that 0≤t≤T ∂Ω(t) is a C 1 hypersurface in R N +1 , u, ∇ x u are continuous in 0≤t≤T Ω(t), and u t , u x i x j are continuous in 0<t≤T Ω(t), and all the equations in (2.1) are satisfied in the classical sense. In this case, there exists Φ ∈ C 1
0<t≤T
and it follows from u = 0 and u t = µ|∇ x u| 2 on Γ(t)
with Ω(0) = Ω 0 , and ∇ x Φ = 0 on Γ(t) := ∂Ω(t).
Setting u = w in 0<t≤T Ω(t), and assume that u, ∇ x u are continuous in 0≤t≤T Ω(t) and that ∇ 2 x u, u t are continuous in 0<t≤T Ω(t). Then (u(t, x), Ω(t)) is a classical solution of (2.1) for t ∈ (0, T ].
Proof. The proof follows that of [8, Theorem 2.3] with some obvious modifications, and we omit the details.
Next we prove the existence and uniqueness of weak solution to problem (2.1). The strategies of the proof are adapted from the approximation method of [21] as used in [8, 16] , but new techniques are required to handle difficulties arising from the unboundedness of Ω 0 . We begin with the uniqueness part, since the existence proof will use some of the arguments in the uniqueness proof. Theorem 2.4. Suppose that µ 1 ≥ µ 2 > 0, u 1 is a weak supersolution of (2.1) over H T with µ = µ 1 and u 2 is a weak subsolution with µ = µ 2 , where the initial data u 0 and Ω 0 are shared. Then u 1 ≥ u 2 a.e. in H T . In particular, problem (2.1) can have at most one weak solution over H T .
Proof. We complete the proof in three steps.
Step 1: Setup of the approximation method.
With u 1 and u 2 as given in the statement of the theorem, we define
and for i = 1, 2, let α i (u) denote α(u) with µ = µ i , and
We then have
It is easily checked that if we write
Moreover, by the condition (2.3) on g and the fact that u 1 , u 2 ∈ L ∞ (H T ), it follows that ∈ L ∞ (H T ). We then approximate e and by smooth functions e m ∈ C ∞ (H T ) and m ∈ C ∞ (H T ), respectively, such that for any R > 0,
and that
for some positive constant C 1 independent of m.
Here and in what follows, we use B R to denote the ball with center the origin and radius R. Now, let R 0 > 0 be fixed, and choose a nonnegative function f ∈ C ∞ (H T ) with f (t, x) = 0 for all |x| ≥ R 0 and 0 ≤ t ≤ T . For any m ≥ 1 and R > R 0 + 1, we consider the following backward parabolic equation
This is a nondegenerate problem and it has a unique smooth solution φ m (see e.g., [23] ). Furthermore, the parabolic maximum principle (applied to φ m (T − t, x)) implies that
Next, for 0 < 1, we take a cutoff function
for some positive constant C 2 independent of . Then for any m > 1 and 0 < 1, define
Clearly, ψ m ≤ 0, it belongs to C ∞ (H T ), and vanishes in (
We may now take −ψ m as a text function in (2.5) to obtain, due to µ 1 ≥ µ 2 > 0,
where
Our aim is to show, through suitable estimates on I m , J m and K m , that
and the conclusions of the theorem would then follow easily from this inequality.
Step 2: Estimates of I m , J m and K m . We first consider I m . Let
By the Hölder inequality, we have
It follows from the proof of [8, Lemma 3.7] that there is a positive constant
Moreover, by the same analysis as that used in the proof of [3, Lemma 5], we may require that the approximation sequence e m satisfies additionally e e m L 2 ([0,T ]×B R ) ≤ C 5
for some positive constant C 5 = C 5 (T, R). We thus obtain
By the comparison arguments used in [8, Lemma 3.6], we have
It remains to estimate K m . Making use of (2.6), (2.10) and (2.11), we have 
where C 10 , β 1 and β 2 are positive constants independent of R, to be chosen later. It is straightforward to verify that
Due to (2.8) and the fact that f (t, x) = 0 for all |x| ≥ R 0 and 0 ≤ t ≤ T , we may choose
and thus conclude that
It then follows from the parabolic maximum principle applied to problem (2.9) that
The function v * (t, x) satisfies ∆v * = 0 and
On the other hand, we have, in view of (2.17),
It then follows from the parabolic maximum principle again that
Since both φ m and v * vanish on ∂B R , we thus obtain
This together with the estimate (2.16) implies that
Thus, if we take β 2 = N/2, then there exists some positive constant C 11 = C 11 (N, C 9 , C 10 ) independent of R and m such that lim sup
Step 3: Completion of the proof.
Combining the estimates in (2.13), (2.14) and (2.18), we obtain from (2.12) that
In view of (2.7) and the facts that C 6 , C 8 depend on R but not on m and that C 11 is independent of m and R, passing to the limit as m → ∞ followed by letting R → ∞ in the above inequality, we obtain
Since it holds for all nonnegative smooth function f (t, x) with compact support in x, it follows that α 2 (u 2 ) ≤ α 1 (u 1 ), and hence in the a.e. sense u 1 (t, x) > 0 whenever u 2 (t, x) > 0, and u 1 ≥ u 2 a.e. in H T . The proof of Theorem 2.4 is now complete.
We now consider the existence of weak solutions of problem (2.1) over H T .
Theorem 2.5. There exists a unique weak solution w of (2.1) over H T .
The proof of this theorem also follows the approximation arguments used in [8, 16] and we only provide the details where considerable changes are required. Before giving the proof, we first introduce some notations and approximation functions. Let {α m (w)} m∈N be a sequence of smooth functions such that
We now consider the following sequence of approximating problems:
For any fixed m ∈ N, we call a function w a bounded supersolution to problem (2.20) Proof. It is easily verified from (2.20) that w satisfies
for every nonnegative function φ ∈ C ∞ (H T ) such that φ has compact support and φ = 0 on {T } × R N . Analogously, w satisfies (2.22) with the inequality sign reversed. Subtracting these two inequalities, due to (2.19) and the fact that
Since w, w ∈ L ∞ (H T ) and since α m (w) ≥ 1 by (2.19), it then follows from the same arguments as those used in the proof of Theorem 2.4 that
This immediately gives
as α m (w), w(t, x) and w(t, x) are all continuous functions, and α m (w) is increasing in w. The proof of Lemma 2.6 is thus complete.
Clearly, w ≡ 0 is a subsolution of (2.20). On the other hand, by the condition (2.3) on g and the property (2.19) of α m , we can conclude that the function w(t) is a bounded supersolution of (2.20), where
is the unique solution to the problem
We are ready to show the existence and uniqueness of classical solution to (2.20) .
Lemma 2.7. Let m ∈ N be fixed and w(t) be given as in (2.23) .
24)
and for any R > 0, there exists a positive constantC 1 =C 1 (T, R) independent of m such that
Proof. The existence part must be a known result, but we failed to find a proof in the literature. So we include a proof here. Note that the uniqueness part follows directly from Lemma 2.6. For each k ∈ N, let B k ∈ R N be the ball with center at 0 and radius k. Consider the following initial boundary value problem [23] ). Moreover, it follows from the comparison result given in [8,
It thus follows that
The comparison argument also gives v 
For any fixed R > 0, let ξ(x) be a smooth function such that
If we multiply the differential equation in (2.20) by α m (w m )ξ 2 , then by following the proof of [8, 
Therefore, combining the above, we obtain (2.25). The proof of Lemma 2.7 is now complete.
To complete the proof of Theorem 2.5, we shall need the following estimate.
Lemma 2.8. For any R > 0, there is a positive constantC 5 depending on R and T but independent of m such that
Proof. Let ξ(x) be a smooth function such that
We multiply both sides of the differential equation in (2.20) by ∂wm ∂t ξ 2 and then integrate the resulting equation over [0, σ] × B R . After suitable integration by parts, we obtain
(2.28)
Moreover, using the assumption (2.3) on g and the estimate (2.27), we have
On the other hand, making use of the estimate (2.25), we deduce that
Substituting the above estimates into (2.28), and recalling that α m (w) ≥ 1 from (2.19), we obtain
It finally follows that
This completes the proof.
We are now ready to give the proof of Theorem 2.5.
Proof of Theorem 2.5. In what follows we will select various subsequences from {w m } and, to avoid inundation by subscripts, we will always denote the subsequence again by {w m }. By the estimate (2.25), and by Rellich's Lemma and a standard diagonal argument, there is a subsequence of {w m } (denoted by itself) and a function w ∈ H 1 loc (H T ) such that, for any R > 0,
In particular, w m → w as m → ∞ and w ≥ 0 almost everywhere in H T . Moreover, in view of (2.27), we have 0 ≤ w ≤C 2 in H T , and hence w ∈ H 1
is closed and convex in H 1 ([0, T ] × B R/2 ), and such sets are closed under the weak limit.
With the above preparations, and noting that the test function φ in Definition 2.1 has compact support, we can follow the same lines as those used in the proof of [8, Theorem 3.1] to verify that w is a weak solution of (2.1) over H T . We do not repeat the details here. The proof of Theorem 2.5 is thereby complete.
Note that since T > 0 is arbitrary in Theorem 2.5, the weak solution u(t, x) of (2.1) given over H T can be extended to all t > 0, and it is unique due to Theorem 2.4.
Next, we present a comparison principle which will be used frequently in the subsequent sections. Suppose that µ andμ are two positive constants, g andĝ both satisfy the assumption (2.3), Ω 0 andΩ 0 are smooth domains in R N , u 0 satisfies (2.2) andû 0 satisfies (2.2) with Ω 0 replaced byΩ 0 . Let u be a weak subsolution of (2.1) corresponding to (Ω 0 , u 0 , g, µ), andû be a weak supersolution corresponding to (Ω 0 ,û 0 ,ĝ,μ), respectively. Theorem 2.9. Suppose that Ω 0 ⊂Ω 0 , u 0 ≤û 0 , µ ≤μ and g ≤ĝ. Then u ≤û a.e. in H T .
Proof. Let w andŵ be the weak solutions of (2.1) corresponding to (Ω 0 , u 0 , g, µ) and (Ω 0 ,û 0 ,ĝ, µ) over H T , respectively. As a direct application of Theorem 2.4, we have u ≤ w,û ≥ŵ a.e. in H T . Suppose that w(t, x) and ∇ x w(t, x) are continuous in 0≤t≤T Ω(t), ∇ 2 x w(t, x), w t (t, x) are continuous in 0<t≤T Ω(t). Then w(t, x) (extended by 0 for x ∈ Ω(t)) is a weak supersolution of (2.1) for t ∈ (0, T ], provided that
If all the inequalities in (2.30) are reversed, then w is a weak subsolution to (2.1).
Proof. We only prove the case for weak supersolution, as the proof for the weak subsolution case is similar. We need to show that For each test function φ as described above, we use the divergence theorem to calculate the following integral
and obtain, with S := 0<t<T ∂Ω(t),
Since the unit outward normal of Ω(t) at x ∈ ∂Ω(t) is given by
On the other hand, we multiply both sides of the first inequality in (2.30) by φ and integrate the resulting inequality over 0<t<T Ω(t), making use of integration by parts and the last inequality in (2.30), and obtain
By this inequality, (2.32), the fact that w(t, x) = 0 for x ∈ Ω(t), and the definition of α, we immediately obtain (2.31).
We now consider the asymptotic behavior of the weak solution to (2.1) as µ → ∞. To emphasize its dependence on µ, we denote by u µ the unique weak solution, and denote Ω µ (t) = {x : u µ (t, x) > 0}. 
where ν 0 can be any number in (0, 1) and U (t, x) is the unique solution of the Cauchy problem
x) for all t > 0 and x ∈ Ω µ (t).
Proof. Making use of Theorem 2.9, the proof is almost identical to that of [8, Theorem 5.4] , and we omit the details.
Remark 2.12. Although our main interest of this paper is for the case Ω 0 ⊂ R N with N ≥ 2, it is easily seen from their proofs that all the results in this section remain valid when N = 1.
Spreading profile of the Fisher-KPP equation
In this section, we study the long-time behavior of the weak solution to problem (1.1), for some special unbounded Ω 0 . More precisely, we assume that there exist φ ∈ (0, π) and ξ 1 > ξ 2 such that (1.4) holds, namely
(3.1) Our first result on the long-time behavior of (1.1) is the following theorem. Proof. We first prove (3.2). Since Ω 0 satisfies (3.1), we can find a ball B r 0 (x 0 ) ⊂ Ω 0 with radius
4)
where λ 1 is the first eigenvalue of the following eigenvalue problem −∆φ = λφ in B 1 (0); φ = 0 on ∂B 1 (0).
We then choose a C 2 radial function v 0 (r) (r = |x − x 0 |) satisfying v 0 (|x − x 0 |) ≤ u 0 (x) for |x − x 0 | < r 0 , v 0 (r) > 0 for r ∈ [0, r 0 ) and v 0 (0) = v 0 (r 0 ) = 0, and consider the following radially symmetric problem
It follows from [7, Theorem 2.1] that this problem admits a (unique) classical solution (v(t, r), k(t)) defined for all t > 0 such that k (t) > 0, v(t, r) > 0 for 0 ≤ r < k(t), t > 0. Moreover, by [7, Theorem 2.5], we have lim
and V (t, x) = v(t, |x − x 0 |). We also extend V (t, ·) to be zero outside G(t). Clearly, for any given T > 0, (V, G) is a classical solution of the free boundary problem
(3.6) By Theorems 2.3 and 2.4, V is the unique weak solution of (3.6) over H T . It then follows from Theorem 2.9 that u ≥ V in H T , and hence by the arbitrariness of T , we have G(t) ⊂ Ω(t) for all t ≥ 0. This together with (3.5) implies (3.2) . It remains to prove (3.3). We claim that
where U (t, x) is the unique solution to the Cauchy problem (2.33). Indeed, the first inequality in (3.7) follows directly from Theorem 2.9, while the second inequality is a consequence of Theorem 2.11. Applying [8, Theorem 6.2] to the equation of V , we obtain
locally uniformly in x ∈ R N . Next we examine the long-time profile of the free boundary ∂Ω(t). For convenience, we first recall the following result from [2] . In our discussion below, since a, b, d and µ are always fixed, we use c * to denote c * (µ, a, b, d). Denote Ω(t) = x : u(t, x) > 0 . Then for any > 0, there exists T = T ( ) > 0 such that for all t > T we have
We prove this theorem by a series of lemmas. We first show Then we consider the following one space dimension free boundary problem
It follows from [5, Theorem 2.11] that, (3.16) admits a (unique) classical solution (w(t, y), ρ(t)) defined for all t > 0 and ρ (t) < 0, w(t, y) > 0 for ρ(t) ≤ y < ∞, t > 0. Moreover, we have the following comparison result.
Proof. If for any 0 ≤ t ≤T , we extend w(t, y) (resp.w(t, y)) to be zero for y < ρ(t) (resp. y <ρ(t)), then it is easily checked that w (reps.w) is a weak solution (resp. weak supersolution) of the free boundary problem induced from (3.16) over HT , and hence the desired comparison result follows from Theorem 2.9. (One could also prove the result directly along the lines of [9] .)
We next show the following estimate of (w, ρ). Proof. The proof follows from [9, Theorem 4.2] with some modifications. For the sake of completeness, and also for the convenience of later applications, we include the details below. We first claim that for any given small δ > 0, there exists t 1 = t 1 (δ) > 0 such that
Indeed, applying the proof of Theorem 3.1 to the one-dimensional problem (3.16), we easily obtain lim t→∞ ρ(t) = −∞ and lim t→∞ w(t, y) = a b locally uniformly for y ∈ R.
Since w 0 (y) is nondecreasing in y ∈ [0, ∞), it follows from the comparison result stated in Lemma 3.4 and the uniqueness of solution to problem (3.16) that, for any fixed t > 0, w(t, y) is nondecreasing in y ∈ [ρ(t), ∞). We thus obtain lim inf t→∞ w(t, y) ≥ a b uniformly for y ≥ 0, which clearly implies (3.19 ). Next, we construct a subsolution to problem (3.16) . To do this, we need a few more notations. For any small δ > 0, denote c δ := c * (µ, a − δ, b + δ, d) and denote by Z δ (r) the solution of (3.10) with k, a, b replaced by c δ , a − δ, b + δ, respectively. Set
It is straightforward to verify that w(t, η(t)) = 0, η (t) = −µw y (t, η(t)) for t > 0.
This together with (3.19) implies
It then follows from Lemma 3.4 that
Since lim δ→0 (1 − δ) 2 c δ = c * := c * (µ, a, b, d), for any > 0, we can find some δ ∈ (0, ) such that
We now fix δ = δ in Z δ , η δ and t 1 (δ). Then (3.20) implies
Thus (3.17) holds with
It remains to prove (3.18) . With δ = δ chosen as above, it follows from Proposition 3.2 that there exists y 0 > 0 sufficiently large such that
On the other hand, by (3.21), we clearly have
Thus, if we chooset
This together with (3.20) and (3.22) implies
as → 0, this gives (3.18) , and the proof of Lemma 3.5 is now complete.
Remark 3.6. The conclusions in Lemma 3.5 can be considerably sharpened (though they are not needed in this paper). It is possible to modify the method of [14] to show that, as t → ∞,
where Z c * is given in Proposition 3.2.
Lemma 3.7. Let u(t, x) and Ω(t) be given in the statement of Theorem 3.3. Then for any > 0, there exists T 2 = T 2 ( ) > 0 such that (3.14) holds for all t ≥ T 2 , and
(3.23)
Proof. By the assumption (3.11), there exists r 1 > 0 sufficiently large such that
Then, due to the assumption (3.1), we have
24)
where θ = π − φ (and so sin θ = sin φ). Let (w, ρ) be the unique solution to problem (3.16) with initial function w 0 satisfying (3.15). For convenience of notation, we write z 1 := ξ 1 + r 1 sin θ e N and Λ z 1 := Λ φ + z 1 .
For any fixed z ∈ ∂Λ z 1 \{z 1 }, let ν z be the inward unit normal vector of Λ z 1 at z, and define Ω z (t) = x : x · ν z ≥ ρ(t) + r 1 + ξ 1 sin θ
(Ω z (0) is illustrated in Figure 2 ), and w z (t, x) = w(t, x · ν z − r 1 − ξ 1 sin θ).
We also extend w z (t, ·) to be zero outside Ω z (t) for t ≥ 0. Clearly, (w z , Ω z ) is a classical solution of the following problem
and hence by Theorems 2.3 and 2.4, it is the unique weak solution. By Lemma 3.5, for any > 0, there exists T 1 = T 1 ( ) > 0 such that
Therefore, if we choose
On the other hand, by the choice of w 0 in (3.15) and the property (3.24), we have
Hence we can use Theorem 2.9 to compare u and w z and then obtain
which clearly implies Ω z (t) ⊂ Ω(t) for t ≥ 0. Thus, we obtain
Finally, by the arbitrariness of z ∈ ∂Λ z 1 \{z 1 }, we obtain
The desired results then follow if we replace by˜ := / sin φ.
Next we prove
by constructing a suitable weak supersolution to problem (1.1). We do this with several lemmas. Lemma 3.8. Let u(t, x) and Ω(t) be given in the statement of Theorem 3.3. Then for any δ > 0, there exist t 2 = t 2 (δ) > 0 and r 2 = r 2 (δ) > 0 such that
25)
and
Proof. Let u * (t) be the unique solution of the problem
for all t ≥ 0 and lim t→∞ u * (t) = a b .
Moreover, it follows from Theorem 2.11 and the parabolic comparison principle that
where U (t, x) is the unique solution of the Cauchy problem (2.33). As a consequence, for any δ > 0, there exists t 2 = t 2 (δ) > 0 such that
which clearly gives (3.25) . It remains to prove (3.26). Let t 2 > 0 be determined as above. It then follows from Proposition 4.1 in the Appendix below that there exists R 0 > 1 depending on t 2 such that, for any given radially symmetric functionv 0 ∈ C 2 ([0, ∞)) satisfying
27)
the following free boundary problem
where due to the radial symmetry, ∆v =v rr + N −1 rv r . Set r 2 := R 0 + 1 and Λ z 2 :
Clearly
Since Ω 0 ⊂ (Λ φ + ξ 2 e N ), it is easily seen that |x −x 0 | − R 0 > 1 for all x ∈ Ω 0 ,x 0 ∈ R N \ Λ z 2 . In view of this, we may require that, in addition to the constraint (3.27) ,v 0 also satisfieŝ
Indeed, this can be ensured by requiringv 0 to satisfyv 0 (r) ≥ u 0 L ∞ (Ω 0 ) for r ≥ 1.
We now define, for eachx 0 ∈ R N \ Λ z 2 ,
and extend it to zero for |x −x 0 | <ĥ(t) (0 ≤ t ≤ t 2 ), then it is easily seen thatV is the unique weak solution of the free boundary problem induced from (3.28) over [0, t 2 ] × R N with initial function v 0 (|x −x 0 | − R 0 ). Furthermore, due to (3.30), we conclude from Theorem 2.9 that
This together with (3.29) clearly implies
It follows that
The proof of Lemma 3.8 is now complete.
We are now ready to construct a weak supersolution of problem (1.1). For any given small δ > 0, denote c δ := c * (µ, a + δ, b − δ, d), and denote by Z δ (r) the solution of (3.10) with k, a, b replaced by c δ , a + δ, b − δ, respectively. For R > 0, we define
with r 2 given in Lemma 3.8 depending on δ > 0, and
We are going to show that for suitably chosen R, u R (t, x) is a weak supersolution to the equation satisfied by u(t 2 + t, x); the desired result then easily follows. Lemma 3.9. Let u be given as above. Then there exists R = R(δ) sufficiently large such that u is a weak supersolution of (1.1) with u 0 (x) replaced by u(0, x).
Proof. Let us observe that ∂Λ φ R is smooth and it can be decomposed into two parts, a spherical part Σ 1 R := ∂B R (0) ∩ Λ φ− π 2 , and part of the surface of the cone Λ φ + R sin θ e N (recall θ = π − φ):
Correspondingly, we can decompose Λ φ R into two parts: Figure 3 ). In a similar way, for each t ≥ 0, we can write
with
and, by some simple geometrical calculations, for
It is straightforward to check that u and ∇ x u are continuous in t≥0 Ω R (t), that ∇ 2 x u, u t are continuous in t>0 Ω R (t).
Next, we show that for R > 0 sufficiently large,
Denote z := x − ξ R (t)e N ; direct calculation shows that, for x ∈ Ω 1 R (t) and t > 0,
Due to |z| > R and z N ≥ |z| sin θ = |z| sin φ for x ∈ Ω 1 R (t) (i.e., z ∈ Λ φ R,1 ), and (Z δ ) > 0, we have
For x ∈ Ω 2 R (t) and t > 0, it follows from a direct calculation that
It is easily checked that for z = (z , z N ) ∈ Λ φ R,2 , we always have |z | ≥ R cos θ. Thus using
Thus for R > 0 satisfying (3.32 ) and x ∈ Ω 2 R (t), we have
and hence,
We have thus proved that (3.31) holds for all R satisfying (3.32). We henceforth fix such an R. We next define
x) < 0} and |∇ x Φ| = 0 for x ∈ ∂Ω R (t). We next show that
It is straightforward to calculate that, for x ∈ ∂Ω R (t) and t > 0,
. On the other hand, it is easily seen that for any z ∈ Λ φ R,1 , z N ≥ |z| sin θ. It then follows that
From this and µ(Z δ ) (0) = c δ , we deduce (3.33). We may now apply Theorem 2.10 to conclude that u is a weak supersolution of (1.1) with u 0 (x) replaced by u(0, x).
Lemma 3.10. Let u(t, x) and Ω(t) be given in the statement of Theorem 3.3. Then for any > 0, there exists T 3 = T 3 ( ) > 0 such that
Proof. For any small δ > 0, let t 2 = t 2 (δ) and R = R(δ) be given in Lemma 3.8 and Lemma 3.9, respectively. By Proposition 3.2, there exists r 3 = r 3 (δ) > 0 such that Indeed, it is easily seen from the definition that
Thus, (3.35 ) is a consequence of Ω(t 2 ) ⊂ Λ z 2 proved in Lemma 3.8. We now prove (3.36) . For any x ∈ Ω(t 2 ), due to Ω(t 2 ) ⊂ Λ z 2 ⊂ Ω R (0), we obtain
Thus, for x ∈ Ω(t 2 ), due to (Z δ ) (r) > 0 in (0, ∞), we have
This together with (3.25) and (3.34) implies that
which proves (3.36). By Lemma 3.9, u(t, x +r 3 e N ) is a weak supersolution of problem (1.1) with u 0 replaced by u(0, x +r 3 e N ), and since u(t + t 2 , x) is a weak solution of (1.1) with u 0 replaced by u(t 2 , x), it follows from (3.35), (3.36) and Theorem 2.9 that
Clearly,
Since lim
for any small > 0, we can find some δ ∈ (0, ) such that
We now fix δ = δ and obtain
Therefore,
as desired.
It is easily seen that (3.12) in Theorem 3.3 follows from Lemmas 3.7 and 3.10, while (3.13) is a direct consequence of (3.23) and (3.25) . Thus, Theorem 3.3 is now proved. Theorem 3.3 implies that if Ω 0 satisfies (3.1) with φ ∈ (π/2, π), then for all large time, the free boundary ∂Ω(t) propagates to infinity in the negative x N -direction with speed c * / sin φ. Moreover, given any direction ν ∈ S N −1 pointing outward of Λ φ , if we denote ψ := arccos [(−e N ) · ν] (and so ψ ∈ (0, θ) = (0, π − φ)), then the spreading of Ω(t) in the direction ν is roughly at speed c * /(sin φ cos ψ). In sharp contrast, we will show in the following theorem, that when Ω 0 satisfies (3.1) with φ ∈ (0, π/2), the spreading of Ω(t) in a set of directions ν ∈ S N −1 pointing outward of Λ φ , including ν = −e N , is roughly at the speed c * . (This set of directions ν is given by Σ φ below.) Theorem 3.11. Let u(t, x) be the unique weak solution of problem (1.1) with Ω 0 satisfying (3.1) for some φ ∈ (0, π/2), and u 0 satisfying (2.2) and (3.11) . Denote Ω(t) = x : u(t, x) > 0 . Then for any > 0, there existsT =T ( ) > 0 such that
(3.37)
Moreover, we have
Proof. We prove this theorem by two steps.
Step 1: Proof of the first relation of (3.37) and (3.38). Due to the assumptions (3.1) and (3.11), we can find ξ 0 > ξ 1 such that
Let R * > 0 be the positive constant given in (3.4) . Then we choose a radial functionṽ
Next, for any fixed 
Then extendingṽ(t, |x − x 0 |) to be zero for |x − x 0 | >k(t) and applying the comparison principle Theorem 2.9, we obtainṽ
x ∈ R N : |x − x 0 | ≤k(t) ⊂ Ω(t) for all t ≥ 0.
This together with (3.40) implies that, for any > 0, there existsT 1 =T 1 ( ) > 0 such that
Note that the above analysis remains valid if x 0 replaced by any pointx 0 such that B R * (x 0 ) ⊂ Λ φ + ξ 0 e N , and that the constantT 1 is independent of the choice of suchx 0 . It then follows that
Furthermore, it is easily seen that there existsT 2 =T 2 ( ) ≥T 1 such that, for all t ≥T 2 ,
We thus obtain the first relation of (3.37). To complete the proof of this step, it remains to show (3.38 ). On the one hand, by (3.42) and (3.43), we have
On the other hand, since u 0 is bounded, by the arguments used at the beginning of the proof of Lemma 3.8, we have lim sup
Combining the above, we immediately obtain (3.38).
Step 2: Proof of the second relation of (3.37). Choose a one-dimensional functionw 0 ∈ C 2 ((−∞, 1]) ∩ L ∞ ((−∞, 1]) such that w 0 (y) ≥ u 0 L ∞ (Ω 0 ) in (−∞, 0],w 0 (x) > 0 in (0, 1) andw 0 (1) = 0.
Then we consider the following one-dimensional free boundary problem
w(t,ρ(t)) = 0, t > 0, ρ (t) = −µw y (t,ρ(t)), t > 0, ρ(0) = 1,w(0, y) =w 0 (y), −∞ < y ≤ 1.
(3.44) It follows from [5, Theorem 2.11] that, (3.44) admits a (unique) classical solution (w(t, y),ρ(t)) defined for all t > 0 andρ (t) > 0,w(t, y) > 0 for −∞ < y <ρ(t), t > 0. For any
Clearly, we have Ω 0 − ξ 2 e N ⊂Ω ν (0), and u 0 (· + ξ 2 e N ) ≤w ν (0, ·) in Ω 0 − ξ 2 e N . Then by similar comparison arguments as those used in the proof of Lemma 3.7, we obtain
Furthermore, it follows from the proof of [9, Theorem 4.2] with similar modifications as those given in the proof of Lemma 3.5 that, for the given > 0, there existsT 3 =T 3 ( ) > 0 such that
This together with (3.45) implies
by enlargingT 3 if necessary (depending on ξ 2 and ), we obtain
which clearly gives the second relation of (3.37).
Remark 3.12. The estimates in Theorem 3.11 can be improved by making use of sharp estimates for the spreading speed for one space dimension free boundary problems in [14] and for radially symmetric free boundary problems in [15] . We leave the details to the interested reader.
Appendix
This appendix is concerned with the existence and uniqueness of classical solutions to an auxiliary radially symmetric problem with initial range the exterior of a ball. These results have been used to construct the weak supersolution for problem (1.1) in the proof of Theorem 3.3, and here we consider a more general problem which might have other applications.
More precisely, for any given T > 0, C 1 > 0 and C 2 > 0, we consider the following radially symmetric free boundary problem where ∆v = v rr + N −1 r v r , R 0 > 1 is a constant to be determined by T, C 1 , C 2 later, and v 0 is a given function in C 2 ([0, ∞)) satisfying 0 < v 0 (r) ≤ C 1 for r ∈ (0, ∞), v 0 (0) = 0, v 0 C 1 ([0,∞)) ≤ C 2 . Proof. For given R 0 > 1, following the proof of [7, Theorem 2.1] we can show that (4.1) has a unique solution for some small T > 0. The proof involves the straightening of the free boundary, and different from [7] , the resulting problem here is over an unbounded interval for the new space variable. However, the estimates easily carry over (by using suitable interior estimates, similar to a related situation treated in [10] ) and so we obtain the local existence and uniqueness all the same. Moreover, all the stated properties in the proposition, except (4.4), also hold. Furthermore, the solution can be extended as long as h(t) > 0. Let T ∞ = T ∞ (R 0 ) be the maximal existence time of the solution. If h(t) ≥ R 0 /2 for all t ∈ (0, T ∞ ), then necessarily T ∞ = ∞ and thus h(T ) > R 0 /2, and there is nothing left to prove.
Suppose now h(t 0 ) < R 0 /2 for some t 0 ∈ (0, T ∞ ). Since h(0) = R 0 , we can find T 0 = T 0 (R 0 ) ∈ (0, t 0 ) such that h(T 0 ) = R 0 /2. We are going to show that T 0 (R 0 ) > T provided that R 0 is sufficiently large, which clearly implies h(T ) > R 0 /2, as desired. We use an indirect argument and assume that T 0 (R 0 ) ≤ T for all R 0 > 1.
By the assumption (4.3), it follows from the parabolic comparison principle that v(t, r) ≤v(t) for r > h(t) and 0 ≤ t ≤ T 0 , wherev(t) is the solution to dv dt = Kv for t > 0;v(0) = v 0 L ∞ ([0,∞)) .
Clearly,v(t) = v 0 L ∞ ([0,∞)) e Kt for t ≥ 0. Thus, we have v(t, r) ≤ C 3 := C 1 e KT for r > h(t), 0 ≤ t ≤ T 0 .
Next we prove that there exists a positive constant C 4 independent of R 0 such that − C 4 ≤ h (t) < 0 for t ∈ (0, T 0 ]. (4.5)
This would lead to a contradiction, since it follows that
Therefore to complete the proof, it suffices to show (4.5). To this end, for M > 0 to be determined later, we define Ω = Ω M := (t, r) : 0 < t ≤ T 0 , h(t) < r < h(t) + M −1 and construct an auxiliary function w(t, r) := C 3 2M (r − h(t)) − M 2 (r − h(t)) 2 ∈ (0, C 3 ) for (t, r) ∈ Ω.
We will show that for some suitable choice of M > 0, w(t, r) ≥ v(t, r) holds over Ω. Direct calculations give, for (t, r) ∈ Ω, w t = 2C 3 M − h (t) 1 − M (r − h(t)) ≥ 0, and −w r = −2C 3 M 1 − M (r − h(t)) ≥ −2C 3 M, −w rr = 2C 3 M 2 . Making use of 1/2 ≤ R 0 /2 ≤ h(t) for t ∈ (0, T 0 ], we obtain, for (t, r) ∈ Ω,
Thus, if we choose
where K is given in (4.3), then w t − d w rr + N − 1 r w r ≥ KC 3 ≥g(r, w) for (t, r) ∈ Ω.
Let us also note that for t ∈ (0, T 0 ], w(t, h(t) + M −1 ) = C 3 ≥ v(t, h(t) + M −1 ), and w(t, h(t)) = 0 = v(t, h(t)).
Thus, if our choice of M also ensures v(0, r) ≤ w(0, r) for r ∈ [R 0 , R 0 + M −1 ], then we can apply the maximum principle to w − v over Ω to deduce that v(t, r) ≤ w(t, r) for (t, r) ∈ Ω. It would then follow that v r (t, h(t)) ≤ w r (t, h(t)) = 2M C 3 , and so h (t) = −µv r (t, h(t)) ≥ −C 4 := −2M C 3 µ, as we wanted.
To complete the proof, we calculate 
which clearly gives v(0, r) ≤ w(0, r). Since M is independent of R 0 , this completes the proof of (4.5).
