Abstract-In this paper, we study the almost sure stability of discretetime jump linear systems with a finite-state Markov-form process. A general condition for almost sure stability, which is a necessary and sufficient condition for (scalar) one-dimensional systems, is derived. Many simpler testable sufficient conditions for almost sure stability are derived from this sufficient condition.
I. INTRODUCTION
Many practical systems which are subject to abrupt changes, such as component and/or interconnection failure or random communication delays in automobile vehicles, can be modeled by jump linear stochastic systems in the form xt+1 = H(t)xt + G(t)ut; t 2Z + =f0;1;111g (1) where ftg is a finite-state Markov chain [5] , [17] , [18] . Therefore, a significant effort has been devoted to the optimal control of jump linear systems with a quadratic cost functional and to developing notions of controllability and observability for this class of systems. Many important results concerning the analysis and design of such systems have been obtained; see, for example, Ji and Chizeck [13] , Mariton [18] , and the references cited therein.
The stability of a dynamical system is one of the primary concerns in the design and synthesis of a control system. The study of stability of jump linear systems has attracted considerable attention. The earliest work can be traced back to Rosenbloom [19] . Bellman [1] and Bergen [2] studied the moment stability properties. Later, Bhuracha [4] used the idea developed in [1] to generalize Bergen's results and studied both the asymptotic stability and the exponential stability of the mean. Darkhovskii and Leibovich [7] investigated the second moment stability of systems where ftg is a semi-Markovian process and obtained necessary and sufficient conditions for second moment stability in terms of the Kronecker matrix product. This is an extension of Bhuracha's result. Kats and Krasovskii [16] and Bertram and Sarachik [3] used a stochastic version of Lyapunov's second method to study almost sure and moment stability. Recently, Ji et al. [15] and Feng et al. [11] used Lyapunov's second method, Costa and Fragoso [6] applied the Kronecker operators, to study the stability of (1) with a finite-state Markov chain form process and obtained necessary and sufficient conditions for the second moment stability. Costa and Fragoso [6] also obtained an interesting condition for almost sure stability. Fang et al. [8] and [9] and Fang [10] systematically studied both almost sure and -moment stability for Manuscript received February 21, 1996; revised April 14, 1996 . The author is with the Department of Electrical and Computer Engineering, College of Engineering, Boston University, Boston, MA 02215 USA (e-mail: yxf2@engc.bu.edu).
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(1) and obtained many sufficient conditions for both kinds of stability. The relationship between almost sure stability and -moment stability was characterized using the large deviation theory. Inspired by this relationship, we derive some less restrictive conditions for almost sure stability. This paper is the continuing research for the stochastic stability of jump linear systems. We present a new sufficient condition for almost sure stability for jump linear systems with a finite-state Markov chain process. From this general condition, we give a few simple testable conditions for almost sure stability.
II. ALMOST SURE STABILITY
We concentrate on the discrete-time jump linear system given by
where k is either an finite-state independently identically distributed (i.i.d.) process in the state space N = f1; 2;111;Ng with probability distribution P f 0 = jg = p j for j 2 N or a finite-state and timehomogeneous Markov chain with state space N , transition probability matrix P = (p ij ) N2N 
The following is one of our main results. 
then (2) is almost surely stable. Proof: Define the Lyapunov function
Then, we have
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Suppose that (3) holds; there exists ; 0 < < 1, such that sup
Then, we can obtain that there exists a > 0 such that for any x 2 R n satisfying kxk = 1 and for any i 2 N , the following holds:
In fact, suppose that this is not true, then for any > 0, there exists i 2 N and x satisfying kxk = 1 such that
As N is a finite set and S n fxjkxk = 1g is compact, without loss of generality, we can choose i 2 N and a convergent sequence k satisfying k # 0+ and a convergent sequence x k satisfying lim k!1 x k = x 0 and kx 0 k = 1 such that
For notational simplicity, let
Since M ij (x) is continuous on S n , for any " > 0, there exists K > 0 such that whenever k > K, we have Mij (x k ) Mij (x0)+". From Letting " go to zero, we obtain
This contradicts (6), thus the claim in (7) is proved.
Taking (7) into (4), we obtain
)(x T P (i)x) =2 < 0 for any x 6 = 0. From the stochastic version of Lyapunov's second method, we conclude that (2) is -moment stable, hence is almost surely stable. This completes the proof.
From this theorem, we can obtain the following criterion.
Corollary 2.2:
Suppose that f k g is a finite-state Markov chain with probability transition matrix P = (p ij ). If there exist pd matrices P (1);P(2);111;P(N) such that
then (2) is almost surely stable.
Proof: Using the following fact, max x6 =0
x Qx x P x = max (P 01=2 QP 01=2 ) = max (QP 01 ) and maximizing each term in the product of (2), we can obtain the proof.
Next, we want to show that Theorem 2.1 provides a very general sufficient condition for almost sure stability of (2). For a onedimensional system, the sufficient condition in Theorem 2.1 is also necessary. And if (2) is second moment stable, then (3) is also necessary.
Corollary 2.3: Suppose that (2) is a one-dimensional system with jH(i)j ai 6 = 0 (i = 1;2;111;N) and that f k g is a finite-state irreducible Markov chain with ergodic measure , then a necessary and sufficient condition for (2) to be almost surely stable is that there exist N positive numbers P (1);P(2);111;P(N) such that (3) holds.
Proof: We only need to prove the necessity. We first prove that We obtain that rank (P 0I) = N 01, so dim(Im(P 0I)) = N 01. Moreover, dim(fz : z = 0g) = N 0 1, and we conclude that Im(P 0 I) = fz : z = 0g. Now let us choose
where a = (log a 1 ; log a 2 ; 1 11;log a N ) T . Since z = 0a + a = 0, i.e., z 2 fz : z = 0g = Im(P 0 I), there exists a y 2 R N such that z = (P 0 I)y, i.e., (P 0 I)y + a = a T T :
Suppose that (2) Proof: Suppose that (2) is second moment stable, then from [13] , there exist pd matrices P (1);P(2);111;P(N) such that N j=1 p ij H T (i)P(j)H(i) 0 P (i) = 0I; i = 1;2;111;N:
For any x 6 = 0, we have
Using the inequality From this, we can conclude that (3) holds.
In the derivation of the proof of Theorem 2.1, we have used the Lyapunov function: V (x k ; k ) = (x T k P( k )x) =2 . It is easy to see that x k is measurable with respect to the -algebra generated by 0 ; 1 ; 111 ; k01 . It is reasonable to construct the Lyapunov function, V (x k ; k01 ) = (x T k P( k01 )x k ) =2 , as we observed before. Then we can obtain the following:
From this consideration, the following results can be achieved.
Theorem 2.5:
If there exist pd matrices P (1);P(2);111;P(N)
then (2) is almost surely stable. An easier testable condition is given by the following corollary.
Corollary 2.6:
Corollary 2.7:
If there exists a nonsingular matrix M such that P log kMH(1)M 01 k 2 ; 111; log kMH(N)M 01 k 2 T < e 0 (13) then the system (2) is almost surely stable.
Proof: Notice that for any nonsingular matrix M, the matrix norm kAk induced by kMxk is given by kMAM 01 k. In (12),
Taking this into (12) and taking the logarithm on both sides, we obtain N j=1 p ij log kMH(j)M 01 k 2 < 0; i = 1;2;111;N:
From this, we can prove the corollary.
For more special cases of H(i), we can obtain simpler criteria. We present one in the following. 
In particular, if H(1);H(2); 1 11; H(N) pairwise commute, then (2) is almost surely stable if (14) holds.
Proof: For lower triangular matrices H(i), in Corollary 2.7 choosing M to be a diagonal matrix with diagonal elements 1;;111; n01 , we complete the proof.
Remark: When the form process f k g is a finite-state i.i.d. process or a finite-state ergodic Markov chain, Fang et al. [8] obtained a similar result.
As we dealt with the -moment stability in [8] , we can transform the high-dimensional system into a one-dimensional system. Then applying our result for one-dimensional system, we can obtain the following.
Corollary 2.9:
If there exists a matrix norm k 1 k satisfying the multiplicative property (i.e., kABk kAkkBk) such that P (log kH(1)k;111 ; log kH(N)k) T + (P 0 I)y <e 0 (15) has a solution y, then (2) is almost surely stable. In particular, (2) is almost surely stable if P (log kH(1)k;11 1;log kH(N)k) T < e 0: (16) Proof: Notice that the almost sure stability of (2) is implied by the almost sure stability of the system z k+1 = kH( k )kz k . Suppose that (15) has a solution y, letting P (i) = e 2y , we can easily verify that (12) holds with H(j) replaced by kH(j)k. From Corollary 2.6, the system z k+1 = kH(j)kz k is almost surely stable. This completes the proof of the first part. The second part is the special case of the first part, y = 0.
In [8] , we have proved the following result for -moment stability.
Theorem 2.10:
is -moment stable if there exists a matrix norm k 1 k such that (P D) < 1. This theorem can be used to give a sufficient condition for almost sure stability.
Corollary 2.11: (2) is almost surely stable if there exists a matrix norm k 1 k and a > 0 such that (P D) < 1.
There is a subtle relationship between Corollary 2.9 and Theorem 2.10. We use a special sufficient condition-the second part of Corollary 2.9-to illustrate this relationship. We show that if (16) holds, then (P D) < 1. In fact, from (16) 
For any i 2 f1;2;1 11; N g, we have
From this and (17), there exists a > 0 such that
From this, we can easily deduce that 
Proof: Using the matrix norm to reduce (2) to a one-dimensional system, then applying the necessary and sufficient condition for the almost sure stability of one-dimensional systems, we can complete the proof (see the similar proof in Corollary 2.9).
Remark: This result can also be obtained from [6, Th. 4] .
III. ILLUSTRATIVE EXAMPLES
In this section, we present a few examples to show how to use the criteria developed in this paper.
Example 3.1 [8] : Let H(1) = 1:9, H(2) = 0:5, and P = From the above, we know that (13) is satisfied, so (2) is almost surely stable. From Theorem 2.5, the system is almost surely stable. However, if
we choose the Euclidean norm in Theorem 2.10, then kH(1)k = kH(2)k 2 = 1, then for any > 0; (P D) = (P ) = 1; hence we cannot apply Theorem 2.10. The same problems happen for some of the other sufficient conditions.
IV. CONCLUSION
This paper address the almost sure stability problems for a class of linear stochastic systems called jump linear systems. A new general sufficient condition for almost sure stability is obtained. From this condition, many simpler testable conditions are derived. However, this condition involves a minimax problem, which is still difficult to solve. The numerical consideration for this problem will be investigated in the future.
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