As a consequence of Theorem 1.2, we also obtain a complete classification of the 3-chromatic distance-regular graphs with diameter 3 and the 3-chromatic distance-regular graphs with diameter 4 and intersection number a 1 = 0. (ii) Let Γ be a 3-chromatic distance-regular graph with diameter 4 and a 1 = 0. Then Γ is the Hamming graph H(4, 3) with intersection array {8, 6, 4, 2; 1, 2, 3, 4}, or the generalized hexagon GO(2, 1) with intersection array {4, 2, 2, 2; 1, 1, 1, 2}.
This result is an extension of Blokhuis et al. [1] . In that paper, they determined all the 3-chromatic distance-regular graphs among the known examples.
This paper is organised as follows, in Section 2 we give definitions and preliminaries, and in Section 3 we give the proof of the valency bound, Theorem 1.1. In Section 4, we treat the strongly regular graphs. In Section 5 we give a bound on the intersection number c 2 . In Sections 6 we treat the case a 1 = 1 and in Section 7 we treat the case a 1 = 0. In Section 8, we give the proofs of Theorems 1.2 and 1.3.In the last section we give some open problems.
Preliminaries and definitions
All graphs considered in this paper are finite, undirected and simple (for more background information, see [2] or [12] ). For a connected graph Γ = (V (Γ), E(Γ)), the distance d(x, y) between any two vertices x, y is the length of a shortest path between x and y in Γ, and the diameter D is the maximum distance between any two vertices of Γ. For any vertex x, let Γ i (x) be the set of vertices in Γ at distance precisely i from x, where 0 ≤ i ≤ D. For a set of vertices 
and thus
A regular graph Γ on n vertices with valency k is called a strongly regular graph with parameters (n, kλ, µ) if there are two non-negative integers λ and µ such that for any two distinct vertices x and y, |Γ 1 ( 
The standard sequence {u i (θ) | 0 ≤ i ≤ D} corresponding to an eigenvalue θ is a sequence satisfying the following recurrence relation
where u 0 (θ) = 1 and u 1 (θ) = θ k . Then the multiplicity of eigenvalue θ is given by
which is known as Biggs' formula (cf. 
This is called the absolute bound.
For a graph Γ, a partition Π = {P 1 , P 2 , . . .
are called the parameters of the equitable partition.
Let Γ be a distance-regular graph. For a set S of vertices of Γ, define
The number ρ = ρ(S) := max{i | S i = ∅} is called the covering radius of S. The set S is called a completely regular code of Γ if the distance-partition {S = S 0 , S 1 , . . . , S ρ(S) } is equitable. The following result was first shown by Delsarte [6] for strongly regular graphs and extended by Godsil to the class of distance-regular graphs.
Lemma 2.1 (Delsarte-Godsil bound) Let Γ be a distance-regular graph with valency k ≥ 2, diameter D ≥ 2 and smallest eigenvalue θ min . Let C ⊆ V (Γ) be a clique with c vertices. Then
with equality if and only if C is a completely regular code with covering radius D − 1.
A clique C with #C = 1 +
, is called a Delsarte clique of Γ. It is known that parameters of a Delsarte clique as a completely regular code only depend on the parameters of Γ.
A distance-regular graph Γ is called a geometric distance-regular graph if Γ contains a set of Delsarte cliques C, such that every edge of Γ lies in exactly one member C of C.
Examples of geometric distance-regular graphs are for example the bipartite distance-regular graphs, the Johnson graphs, the Grassmann graphs, the Hamming graphs and the bilinear forms graphs. See [10] , for more information on geometric distance-regular graphs.
A geometric distance-regular graph with valency k and diameter D is called a regular near 2D-gon if c i a 1 = a i for i = 1, 2, . . . D. A generalized 2D-gon of order (s, t), where s, t ≥ 1 are integers, is a regular near (2D)-gon with valency k = s(t + 1) and intersection number c D−1 = 1. A generalized 4-gon of order (s, t) is called a generalized quadrangle of order (s, t) and is denoted by GQ(s, t). In similar fashion, a generalized 6-gon (respectively 8-gon) of order (s, t) is called a generalized hexagon (octagon) of order (s, t) and is denoted by GH(s, t) (GO(s, t)).
Proof of Theorem 1.1
In this section, we give a proof of the valency bound Theorem 1.1. Proof of Theorem 1.1: As Γ is coconnected, Γ is not complete multipartite. Let m be the multiplicity of θ min . As Γ is not complete multipartite, we see that k ≤ We consider the standard sequence u 0 = 1, u 1 , . . . , u D of θ = θ min . Then u 1 = θ/k and 
Claim 1
The number u i satisfies |u i |α −i ≥ 2 −i for i = 0, 1, 2, . . . , p.
Proof of Claim 1. We will show it by induction on i. For i = 0, it is obvious, as u 0 = 1. For i = 1 we have |u 1 | = |θ/k| ≥ α, so the claim holds for i = 1.
By the induction hypothesis we obtain |u i |α −i ≥ 2 1−i − 2 −i = 2 −i . This shows the claim by induction.
Claim 2
The number of vertices n of Γ satisfies
and hence the claim follows in this case. So we may assume p = q < D. As c q > α q+1 2 −(q+1) k and
By Biggs' formula, see [2, Thm 4.1.4], Claim 1 and Claim 2, we have
Diameter 2
In this section we will determine the connected strongly regular graphs with valency k ≥ 2 and smallest eigenvalue at most −k/2.
Proposition 4.1 Let Γ be a non-complete non-bipartite connected strongly regular graph, valency k ≥ 2 and smallest eigenvalue θ min satisfying θ min ≤ −k/2, then Γ is one of the following:
1. The pentagon with intersection array {2, 1; 1, 1};
2. The Petersen graph with intersection array {3, 2; 1, 1};
3. The folded 5-cube with intersection array {5, 4; 1, 2};
4. The 3 × 3-grid with intersection array {4, 2; 1, 2};
5. The generalized quadrangle GQ(2, 2) with intersection array {6, 4; 1, 3};
6. The generalized quadrangle GQ(2, 4) with intersection array {10, 8; 1, 5};
7. A complete tripartite graph K t,t,t with t ≥ 2, with intersection array {2t, t − 1; 1, 2t}
Before we show this proposition we recall the following classification of Seidel. Let us first consider the case a 1 ≥ 2. Then any triangle T = {x, y, z} is a completely regular code and any vertex u at distance 1 from T has exactly two neighbours in T . Let A ab := {u ∈ V (Γ) | u ∼ a, u ∼ b} where a = b and a, b ∈ {x, y, z}. Then A ab forms a coclique, as there are no 4-cliques by the Delsarte-Godsil bound, and if {a, b, c} = {x, y, z}, then each vertex of A ab is adjacent to each vertex of A ac . As the valency of x, y and z equals #A xy + #A xz , #A xy + #A yz , and #A xz + #A yz , respectively, it follows that Γ is the complete tripartite graph K t,t,t where t = #A xy = #A xz = #A yz . This shows:
Lemma 4.3 Let Γ be a distance-regular graph with valency k ≥ 2, diameter D ≥ 2 and smallest eigenvalue θ min . If θ min ≤ −k/2 and a 1 ≥ 2, then Γ is a complete tripartite graph K t,t,t for some t ≥ 2.
This shows that, if the distance-regular graph is coconnected, then a 1 ≤ 1.
Now we are ready to give the proof of Proposition 4.1
Proof: Assume the graph is not bipartite. First let us discuss the case when θ min is not an integer. Then Γ has intersection array {2t, t; 1, t} and smallest eigenvalue
. Hence θ min ≤ −k/2 = −t implies that t ≤ 2, and we have that Γ is the pentagon as for t = 2, θ min is an integer. So from now we may assume that θ min is an integer. Let θ 1 be the other non-trivial eigenvalue of Γ. Then θ 1 is an non-negative integer. It follows that c 2 − k = θ 1 θ min ≤ −kθ 1 /2. This implies that θ 1 ≤ 1. For θ 1 = 0, we obtain the complete tripartite graphs, and for θ 1 = 1, the complement of Γ has smallest eigenvalue −2. These have been classified in Theorem 4.2 and by checking them we obtain the proposition.
A bound on c 2
In this section we will give a bound on c 2 . We first give the following result. This is a slight generalisation of [2, Prop. 4.4.6 (ii)]. We give a proof for the convenience for the reader, following the proof of [2] . Before we do this we need to introduce the following. Let Γ be a distance-regular graph with valency k with an eigenvalue θ, say with multiplicity m. 
and
hold. In particular, if θ is the second largest eigenvalue, then
Proof: Let X = {x 1 , x 2 , . . . , x r } and Y = {y 1 , y 2 , . . . , y s } be the two color classes of the induced K r,s . Let G be the Gram matrix with respect to the set {u | u ∈ X ∪ Y }. Now {X, Y } is an equitable partition of G with quotient matrix Q where
Multiplying the first column of Q by s and the second column by r we obtain the matrix
As G is positive semi-definite, it follows that Q and Q ′ are both positive semi-definite and hence
Hence we obtain Equations (3) and (4). If θ is the second largest eigenvalue of Γ, then 1 > u 1 > u 2 > · · · > u D (using that the largest eigenvalue of the matrix T of [2, p. 130] equals θ 1 ), and 1 +
both hold. This implies the in particular statement.
This leads us to the following result.
Lemma 5.2 Let Γ be a non-bipartite distance-regular graph with diameter D ≥ 3 and valency k ≥ 2. If the smallest eigenvalue of Γ, θ min , is at most −k/2, then a 1 ≤ 1 and c 2 ≤ 5 + a 1 .
Proof: Let θ := θ min ≤ −k/2. We already have established that if a 1 ≥ 2, then the graph is complete tripartite and hence diameter is equal to 2. So this implies a 1 ≤ 1. Let 1 = u 0 , u 1 , . . . , u D be the standard sequence of Γ with respect to θ. Then u 1 + u 2 = 1 kb 1 (θ + k)(θ + 1) < 0. The induced subgraph of Γ consisting of two vertices at distance 2 and their common neighbours is a K 2,c 2 . By Equation (3), we obtain that if
and hence c 2 ≤ 5. If a 1 = 1 then θ min = −k/2 and σ 1 = −1/2 and σ 2 = 1/4 and again using Equation (3), we obtain c 2 ≤ 6. This shows the lemma. 6 The case a 1 = 1
In this section we will discuss the situation for a 1 = 1. We will start with the following easy observation. Proposition 6.1 Let Γ be a distance-regular graph with valency k ≥ 3, diameter D ≥ 2, intersection number a 1 = 1, and smallest eigenvalue θ min ≤ −k/2. Then θ min = −k/2, Γ is geometric, and there exists an integer i, 2 ≤ i ≤ D, such that a j = c j for 1 ≤ j < i, a i = k/2 and a j = b j for i + 1 ≤ j ≤ D, with the understanding that b D = 0. Moreover, if a D = k/2, then Γ is a regular near 2D-gon of order (2, k/2 − 1).
Proof:
As each triangle is a Delsarte clique, it follows that Γ is a geometric distance-regular graph. This implies the proposition. (For details, we refer to Koolen and Bang [10] .)
In the following result, we summarise the known existence results about regular near 2D-gons with a 1 = 1. For a 1 = 1 and θ min = −k/2, we can improve the valency bound of Theorem 1.1. Note that in Hiraki and Koolen [9] a similar bound was obtained for regular near polygons.
Proposition 6.3 Let Γ be a distance-regular graph with a 1 , valency k ≥ 4 and diameter D ≥ 2.
Proof: Let (u 0 , u 1 , . . . , u D ) be the standard sequence corresponding to θ min = −k/2. Let m be the multiplicity of θ min . By Proposition 6.1 there exists 2 ≤ i ≤ D be such that a i = k/2. It is easy to show by induction, again using Proposition 6.1, that
holds. Using this, we see that Proof: As a 1 = 1, the valency k is even. By Proposition 6.3 we have for diameter 3 that the valency k is bounded by k ≤ 14 and for diameter 4 we obtain k ≤ 62. We generated all the possible intersection arrays of diameter 3 and 4 with k ≤ 14 for diameter 3 and k ≤ 62 for diameter 4, such that c 2 ≤ 6, the c i 's are increasing, the b i 's are decreasing, the valencies k i are positive integers, satisfying the conditions of Proposition 6.1, c d = k and the multiplicities of the eigenvalues are positive integers. Besides the intersection arrays in the theorem we obtained only the following two intersection arrays {10, 8, 3; 1, 2, 10} and {12, 10, 3; 1, 3, 12}. As both have eigenvalue −k/2 with multiplicity 7 and the number of vertices equals 63, we find by the absolute bound (see [2, Prop. 4.1.5] ) that if the graph exists, it must have a vanishing Krein parameter, but that is not the case. So there is no distance-regular graph with either of these two intersection arrays. This shows the theorem.
7 Diameter 3 and a 1 = 0
Note that there are infinitely many bipartite distance-regular graphs with diameter 3.
In the following result, we show that a non-bipartite distance-regular graph with diameter 3, valency k and smallest eigenvalue at most −k/2 has k at most 64. The matrix L has as eigenvalues θ 0 , θ 1 , θ 2 , θ 3 , and hence tr(L 2 ) = θ 2 0 + θ 2 1 + θ 2 2 + θ 2 3 ≥ k 2 + k 2 /4. On the other hand we have tr(L 2 ) = a 2 2 + a 2 3 + 2k + 2c 2 (k − 1) + 2c 3 b 2 . Replacing b 2 by k − a 2 − c 2 and a 3 by k − c 3 , we obtain tr(L 2 ) = k 2 + (c 3 − a 2 ) 2 + k(2 + 2c 2 ) − 2c 2 (1 + c 3 ) ≤ k 2 + (a 2 − c 3 ) 2 + 12k as c 2 ≤ 5 by Lemma 5.2. This means that (a 2 − c 3 ) 2 + 12k ≥ k 2 /4. Now assume k ≥ 65 to obtain a contradiction. Then 12k ≤ (12/65)k 2 . This implies that |a 2 − c 3 | ≥ (0.255)k. This means that at least one of c 3 and a 2 is at least (0.255)k. We are going to estimate the multiplicity m of θ. On the one hand, m ≥ k, as a 1 = 0. On the other hand, by Biggs' formula, we have .
