Abstract: With the availability of resolution boosting and delocalization minimizing techniques, for example, spherical aberration correction and exit-plane wave function reconstruction, high-resolution transmission electron microscopy is drawing to a breakthrough with respect to the atomic-scale imaging of common semiconductor materials. In the present study, we apply a combination of these two state-of-the-art techniques to investigate lattice defects in GaAs-based heterostructures at atomic resolution. Focusing on the direct imaging of stacking faults as well as the core structure of edge and partial dislocations, the practical capabilities of both techniques are illustrated. For the first time, we apply the technique of bright-atom contrast imaging at negative spherical aberration together with an appropriate overfocus setting for the investigation of lattice defects in a semiconductor material. For these purposes, the elastic displacements associated with lattice defects in GaAs viewed along the @ N110# zone axis are measured from experimental images using reciprocal space strain map algorithms. Moreover, we demonstrate the benefits of the retrieval of the exit-plane wave function not only for the elimination of residual imaging artefacts but also for the proper on-line alignment of specimens during operation of the electron microscope-a basic prerequisite to obtain a fair agreement between simulated images and experimental micrographs.
INTRODUCTION
When striving for the local and quantitative characterization of semiconductor materials, state-of-the-art highresolution transmission electron microscopy~HRTEM! techniques offer multifarious possibilities to determine the layer geometry, the composition, and elastic distortions as well as to image lattice defects of corresponding device structures at rather high resolution. Due to various lens imperfections in transmission electron microscopy~TEM!, however, the point-to-point resolution of most 200-kV instruments available at present is limited to about 0.2 nm and the interpretation of images is still far away from being straightforward. Particularly, phase contrast imaging in HRTEM is, by principle, sensitive to the setting of the spherical aberration coefficient C S , the defocus Z, and the alignment conditions of the objective lens, which complicates direct image interpretation~Spence, 1988!. This limitation is especially problematic for the microscopy of interfaces and lattice defects where image delocalization~L ichte, 1991; Coene & Jansen, 1992 ! may result in severe artefacts with respect to the atomic structure investigated Stobbs et al., 1995!. Two novel strategies to overcome the problem of nondirect interpretability of experimental micrographs have attracted much interest in recent years. On the one hand, C S double-hexapole corrector elements as proposed by Rose~1990! have become practically usable for instruments equipped with a field emission gun~FEG! emitter and operated at medium voltages~Haider et al., 1998!. By this means the point resolution at phase contrast imaging conditions was shown to be extendable to the information limit of about 0.13 nm in-line with a low image delocalization well below 0.1 nm when adjusting an optimum value for the spherical aberration coefficient~Lentzen et al., 2002!. Moreover, recent experimental results by Jia et al.~2003 ! demonstrate that the appropriate tuning of the spherical aberration towards negative C S values together with an overfocus setting Z . 0 yields contrast-enhanced micrographs showing pronounced bright-atom image contrast features. This behavior is due to the fact that the phase contrast and the dark field signals add rather than subtract as is usual when applying classical high-resolution imaging modes. On the other hand, numerical retrieval techniques allow for the accurate extraction of the complex exit-plane wave function from a through-focus series of experimental micrographs~Coene Thust et al., 1996a!. By this means, all spatial information up to the information limit of the electron microscope can be retrieved, allowing additionally for a numerical elimination of residual lens aberrations.
In the present study we shall investigate, for the first time, lattice defects associated with the relief of mismatch induced elastic strains in In 0.3 Ga 0.7 As/GaAs heterostructures using both a spherical aberration-corrected 200-kV instrument operated under negative C S conditions together with the retrieval of the exit-plane wave function. We demonstrate that the all-embracing and atomic-scale characterization of common structural defects, for example, stacking faults and misfit dislocations, is possible with an appropriate combination of both techniques. The potential of this combination of techniques for studies focusing on other semiconductor materials is illustrated based upon results and experiences gained in the present analysis.
EXPERIMENTAL SETUP
A lattice mismatched In 0.3 Ga 0.7 As layer with a thickness of 35 nm was grown by molecular beam epitaxy on a GaAs~001! substrate. Growth conditions were chosen similar to those specified in a previous analysis~Tillmann & Förster, 2000! using a growth temperature of 5208C. This layer was thermally treated for 2 h at the growth temperature by maintaining the arsenic background pressure in order to support the formation of misfit dislocations. The epilayer was subsequently overgrown with a GaAs capping layer 55 nm thick.
Electron transparent specimens were prepared by mechanical standard procedures followed by Ar ϩ ion milling at 4 keV under liquid nitrogen conditions until perforation. The finial etching was performed at 2 keV, also using a decreased ion beam current to reduce specimen damage induced by the ion-milling process.
High-resolution images were taken with a spherical aberration-corrected Philips CM-200 FEG ST electron microscope. Prior to recording micrographs of the specimen regions of interest, an optical coarse adjustment of the electron microscope's hexapole correction elements was performed by analyzing Zemlin tableaus taken with an incident electron beam tilted up to 20 mrad from the optical axis Zemlin et al., 1978!, thus yielding an initial estimate on the quality of higher order aberration corrections. Setting down an optimized negative spherical aberration C S ϭ Ϫ40 mm, compare below, the magnitudes of residual aberration coefficients were limited to A 1 Յ 2.0 nm for the twofold astigmatism to A 2 Յ 170 nm for the threefold astigmatism and to B 2 Յ 55 nm for the axial coma~Uhlemann & Haider, 1998!. A subsequent verification of these parasitic aberrations results as a by-product from the reconstruction of the exit-plane wave function as will be discussed later.
Experimental micrographs were taken from crosssectional samples viewed along the crystallographic @ N110# direction. Through-focus series of 20 images were recorded using a 1-k charge-coupled device~CCD! camera system choosing magnification settings that ensured a sampling rate of about 20 pm per picture element, that is, an image discretization well below the Nyquist frequency with respect to half of the information limit 1/~2g max ! ϭ 0.065 nm of the electron microscope.
BASIC RELATIONS OF NEGATIVE SPHERICAL ABERRATION IMAGING
We start off summarizing the essentials of the negative C S imaging~NCSI! technique using an aberration-corrected instrument as discussed in detail by Jia et al.~2003, 2004 When the electron microscope is operated as a variable spherical aberration instrument, the C S value can be used as an additional parameter for the tuning of the image contrast. For instance, the point resolution at a directly interpretable optimum defocus value Z opt can be extended to the information limit 1/g max of the electron microscope at a largely minimized image delocalization. By overcompensating the spherical aberration to negative values and combining this with an overfocus Z . 0, a novel imaging mode that shows conspicuous bright-atom contrast is obtained. Calculations balancing a high amount of phase contrast versus a minimized image delocalization lead to an optimized negative spherical aberration value of~Lentzen et al. With this tuning, the partially coherent phase contrast transfer function of the instrument, displayed in Figure 1 , is positive up to the information limit g max and characterized by a broad Scherzer pass-band with a phase deviation close to p/2. Simplifying the imaging process to linear theory, a weak phase object is then imaged under bright atom contrast conditions. Choosing the aberration-corrected Philips CM-200 FEG ST instrument installed at Jülich, the aforementioned parameter settings amount to Z opt ϭ 11.6 nm, C S ϭ Ϫ40.6 mm and R ϭ 0.08 nm when putting to use an electron wavelength of 2.51 pm and an information limit of 7.8 nm
Ϫ1
, with the latter value measured from a Young's fringe analysis~Lentzen et al., 2002!.
INFOR MATION RECOVERY BY THE RECONSTRUCTION OF THE EXIT-PLANE WAVE FUNCTION
In addition to the NCSI mode described so far, exit-plane wave function reconstruction~EPWFR! techniques as methodically described by Coene et al.~1996! and Thust et al. 1996a ! offer a broad range of further improvements when applied to a through-focus series of experimental micrographs. First, the exit-plane wave function C~r! is free from nonlinear imaging artifacts, 1 which may still be present even in single experimental micrographs recorded with a C S -corrected instrument operated under optimum defocus conditions. Second, by the combination of many images taken at different defoci, the low frequency gap in the phase contrast transfer function, that is, the insufficient contrast transfer of low spatial frequencies in phase contrast mode when employing a low spherical aberration as illustrated in Figure 1 , is reduced considerably. Third, by extracting information from typically 10 to 20 images, the signal-to-noise ratio at high spatial frequencies, which is determined by the coherence properties of the microscope, can be substantially improved. Fourth, even the application of small values of the spherical aberration, which is a prerequisite to obtain phase contrast, induces a parasitic delocalization R whereas the numerically reconstructed exit-plane wave function is ideally free from any image delocalization effects. Fifth, the availability of the complex-valued exit-plane wave function C~r! allows for numerical a posteriori corrections of residual lens aberrations. The latter aspect is of special importance because not all aberrations of the microscope are sufficiently constant over the period of operation or cannot be determined before the experiment with sufficient accuracy.
Thus, apart from the coefficient of spherical aberration, which is a numerically fixed parameter when setting down a particular electron microscope tuning and is measured by the calibration procedures of the hexapole corrector~Uhle-mann & Haider, 1998!, the availability of the exit-plane wave function allows for the determination of the magnitude and, where appropriate, the azimuth of most major aberrations from the imaged contrast motifs. In detail, the measurement of the even aberrations, that is, the defocus Z and the twofold astigmatism A 2 , is based on the processing of the weak signal originating from thin amorphous overlayers covering the top and bottom surfaces of crystalline specimen areas under investigation~Thust et al., 1996b!. The procedure to determine odd aberrations, that is, the axial coma B 2 and the threefold astigmatism A 3 is based on the analysis of the degree of symmetry with respect to crystalline features visible in the extracted phase and amplitude images~Thust et al., 2002!. The latter operation, however, requires sufficiently well-aligned samples as specific contrast features do not exhibit the ideal symmetry otherwise.
Moreover, exit-plane wave function reconstruction analyses allow for the determination and, when performed online during operation of the electron microscope, the correction of local specimen misalignments. Because the exit-plane wave function C~r! is a complex valued quantity, we may easily calculate local diffraction patterns-not to be confused with the centrosymmetric power spectrum obtained by the Fourier transformation of the real image intensity distribution I~r!-from image areas as small as desired. Where appropriate, correspondingly extracted beam amplitudes A g give information on the local alignment conditions of specimen areas under investigation on the nanometer scale. When operating the FEG instrument under parallel illumination conditions, numerical A g values, thus, originate from much smaller specimen regions compared to conventionally obtained selected area diffractioñ SAD! patterns. Asymmetries between pairwise equivalent beam amplitudes A g and A Ϫg may, hence, be used for the fine tuning of the specimen stage.
All EPWFR results presented in the following have been evaluated using the Philips/Brite-Euram software for focal-series reconstruction by Coene and Thust~Coene et al., 1996; Thust et al., 1996a ! running on an Apple PowerBook G4. Figure 2a shows an experimental through-focus series of images taken from the GaAs matrix of the sample and viewed along the crystallographic @ N110# direction under NCSI conditions. The defocus Z runs from 37.4 nm~top left image! to Ϫ23.8 nm~bottom right image! with a focal increment of DZ ϭ Ϫ3.22 nm 6 0.03 nm as gained by EPWFR evaluations~cf. Figure 4 later!. Also included in this series of micrographs is the optimum defocus image taken Z opt ϭ 11.6 nm boxed by the gray frame.
IMAGING OF PERIODIC STRUCTURES: GAAS~110! Experimental Through-Focus Series
In the focal range Z opt Ϫ3.22 nm Յ Z Յ Z opt ϩ 3.22 nm, the image contrast is dominated by sharply separated pairs of contrast dots forming the well-known contrast dumbbells as expected for GaAs when viewed in the @ N110# projection-subject to the condition that the instrumental resolution allows for imaging these atomic columns separated by a distance of a/4 ϭ 0.14 nm, with a ϭ 0.565 nm denoting the lattice parameter of GaAs. These contrast dumbbells, which are directly linked to the gallium and arsenic lattice positions~cf. Figure 5 later!, thus already bring clear evidence for the experimental realization of bright atom imaging conditions. Similar contrast features characterized by a slightly blurred notch in the central parts of the elongated bright contrast tenons are also visible at large overfoci close to Z ϭ 37.4 nm and at underfoci close to Z ϭ Ϫ20.6 nm. Compared with the optimum defocus image, the bright tenon's positions are shifted to the lattice's tunneling positions and, thus, do not represent a direct reproduction of the atomic structure. As typical, also for non-aberration-corrected, high- resolution microscopy, all other images of the throughfocus series show contrast patterns that may not be directly associated with the sphalerite lattice. However, slight contrast pattern asymmetries along the nonpolar @110# direction are visible in some of the micrographs, for example, those taken at Z ϭ 37.4 nm, at 24.5 nm Յ Z Յ 31.0 nm or at Ϫ10.9 nm Յ Z Յ 2.0 nm. Together with the minor kidneyshaped distortion of the dumbbells visible in the Z opt image, this observation indicates a slight sample misorientation or the presence of residual aberrations. Figure 2b displays the uncorrected amplitude A unc~r ! and the phase F unc~r ! of the exit-plane wave function C~r! as retrieved from the through-focus series of experimental micrographs. During the initial reconstruction process, residual aberrations have not been taken into account. However, when considering a twofold astigmatism of A 1 ϭ 2.2 nm with an azimuth of 838 to the @001# direction as gained from the signal from amorphous overlayers and eliminating the odd aberrations B 2 and A 3 by refining the symmetry properties of different object areas simultaneously, the distortions of the initial exit-plane wave function can be eliminated biuniquely. These fine-tuning procedures yield B 2 ϭ 110 nm~838! for the axial coma and A 3 ϭ 150 nm~438! for the threefold astigmatism, with the values in parentheses indicating respective azimuth angles inclined with the @001# axis. With these values, the corrected amplitude A~r! and phase F~r! images displayed in Figure 2c are obtained. Whereas F~r! shows clearly separated and distinctly peaked intensity values at the gallium and arsenic column positions, the reconstructed A~r! image demonstrates a decreased amplitude at these positions. Figure 3a displays the local reciprocal-space beam amplitudes of individual reflections as calculated from the complex-valued exit-plane wave function 2 . This distribution shows pronounced symmetry between most of the low-indexed pairs of equivalent beams, for example, for the $111%, the $022%, and the $133% beams. However, minor asymmetries are visible for the more outward~400! and thẽ N400! as well as for the~N3 N11! and the~3 N11! reflections. This asymmetry gives evidence for a small specimen misalignment with respect to the incident electron beam. Numerical data on these beam amplitudes as gained by putting circular apertures around each reflection and measuring the total amplitude inside these discs are shown at the sketch displayed in Figure 3b .
Reconstructed Exit-Plane Wave Function
Quantifying the misorientation of the local sample area analyzed necessitates the accurate measurement of the reciprocal-space beam amplitudes. To this end an entirety of beam amplitudes as gained by multislice calculations varying the center of the Laue circle must be adopted to the experimentally measured beam amplitude distribution. When reasonably neglecting exorbitantly large misorientations well above 10 mrad and specimen thicknesses larger than 9 nm, that is, thicknesses above half of the extinction distance of the strongest reflections, our set of experimental beam amplitudes is only compatible with the following two demands: A~400! beam that is stronger excited than the~N400! beam~cf. Figs. 3b and 3c! requires dumbbells composed of left-sided arsenic and right-sided gallium columns along the @001# direction. With this restriction an optimum adaption of the calculated beam amplitudes to experimental data is obtained for a sample thickness of t ϭ 6.0 nm and an equivalent sample misorientation of 2 mrad with an azimuth angle of 108 to the @001# direction~cf. Fig. 3c ! displaying the set of relevant beam amplitudes A g in dependence on the specimen thickness.
The EPWFR analysis yields quantitative data on the actual defocus values Z of the individual micrographs displayed in Figure 2a . The correspondingly obtained behavior of Z in dependence on the image number depicted from the series of 20 images demonstrates a broad stability of the focal step width over the complete series of recorded images. An average defocus step width of DZ ϭ Ϫ3.22 nm 6 0.03 nm is found by the linear regression to the measured set of data points shown in Figure 4 .
Calculated Through-Focus Series
The aforementioned residual aberrations derived by the EPWFR analysis have been used as input parameters for numerical image simulations using the macTempas packagẽ O'Keefe & Kilaas, 1988!. Electron-optical parameters of a spherical aberration-corrected Philips CM200 FEG ST instrument operated under NCSI conditions have been chosen, that is, C S ϭ Ϫ40 mm for the coefficient of the spherical aberration, 0.2 mrad for the semi-angle of beam convergence, and 6.4 nm for half of the 1/e-width of the Gaussian spread of defocus. Absorption constants of 0.04 and DebyeWaller factors of 0.006 nm 2 were employed for the gallium and arsenic atoms. Residual mechanical instabilities of the instrument were taken into account by setting the Gaussian halfwidth parameters for mechanical vibrations perpendicular and parallel to the side-entry sample holder axes to 0.03 nm and 0.04 nm, respectively. Multislice calculations with a slice thickness of 0.05 nm were used to calculate the exit-plane wave function and subsequently high-resolution images.
A calculated through-focus series of images assuming t ϭ 6.0 nm is displayed in Figure 5a . The defoci are identical to those plotted in Figure 4 and extracted from the experimental through-focus series. As can be seen from the direct comparison of both series, relevant contrast features visible in conjugate images are in excellent agreement with each other. This is especially true for the optimum defocus Z opt images showing distinctly separated gallium and arsenic columns but also for the slight contrast pattern asymmetries along the nonpolar @110# direction at Z ϭ 37.4 nm, at 24.5 nm Յ Z Յ 31.0 nm and at Z ϭ Ϫ4.5 nm 6 6.4 nm. As not shown here in detail, extensive image simulations demonstrate that these asymmetries are not because of the slight sample misorientation but are primarily due to the residual second-order coma B 2 ϭ 110 nm and occasionally considered as "sufficiently minimized"~Hosokawa et al., 2003!.
Performance Appraisal
Taking it a step further with regard to the comparison of relevant image contrast features, intensity line profiles extracted from experimental and calculated images along the @001# direction represent a convenient tool. Corresponding profiles extracted from the optimum defocus as well as the phase images are displayed in Figure 6 . In general, the overall shapes of paired profiles coincide well on a relative level although absolute intensity and contrast values are not in accordance with each other. The discussion of this observation, which only gives utterance to the well-known factorof-three difference in image contrast between experimental and simulated high-resolution images, as discussed, for example, by H ]ytch and Stobbs~1994! and Boothroyd~1998!, is, however, beyond the scope of this study. Nonetheless, all line profiles demonstrate clearly peaked intensities at the atomic column positions, thus once more confirming a point-to-point resolution of 0.14 nm at directly interpretable images.
When compared to the gallium column positions, the slightly increased intensity visible in all profiles at the arsenic columns, however, must not directly be interpreted as Figure 2c . b: Measured reciprocal-space beam amplitudes-given in parentheses below the spots-for individual reflections specified above the spots. c: Calculated beam amplitudes assuming a specimen misorientation of 2 mrad inclining an azimuthal angle of 108 with the crystallographic @001# direction. some kind of chemically sensitive imaging mode. Instead, image simulations demonstrate that these intensity variations are not due to the marginal differences in the scattering potential between gallium~atomic number ϭ 31! and arsenic~atomic number ϭ 33! but due to the parasitic residual aberrations, especially the second-order coma. By way of example, modified image simulations demonstrate a higher intensity at the gallium column positions when solely changing the residual coma's azimuthal angle with the @001# direction by 1808.
Moreover, having a closer look at the Z opt line profiles displayed in Figure 6 or to the associated images, a conspicuous contrast artefact becomes evident. Although the gallium and arsenic columns are clearly resolved and the mutual distance of intensity extrema positions coincides well with dumbbell spacing of the sphalerite structure, spurious intensity peaks not to be assigned to the crystal structure are observed in between the column positions. The appearance of this contrast artefact is similar to the well-known "halfspacing contrast" observed in previous highresolution analyses performed with uncorrected electron microscopes. However, in the present case, the spurious intensity peaks can be explained as the result of an expended transfer of low spatial frequencies at severe phase offset values, especially of the strongly excited~111! beam amplitudes~Lentzen, 2003!. Because this effect does not occur in the EPWFR analysis, similar secondary peaks are not visible in the intensity line profiles extracted from the reconstructed phase images~cf. Figs. 6b and 6d!. These profiles together with the underlying phase images are also richer in contrast because there are no limitations with respect to the temporal and spatial coherence, thus providing a superior signal-to-noise ratio at high frequencies up to the information limit. Additionally, the retrieved phase information benefits from the averaging of information from a complete series of micrographs, which enhances the signalto-noise ratio compared a single micrograph taken under Z opt defocusing conditions.
IMAGING OF LATTICE DEFECTS: GAAS AND IN 0.3 GA 0.7 AS/GAAS
To demonstrate the capabilities of negative spherical aberration imaging combined with the retrieval of the exit-plane wave function, two case studies focusing on common lattice defects in GaAs-based heterostructures will be discussed in the following. Analysis procedures with respect to the extraction of imaging and specimen-related parameters, for example, the measurement of residual aberrations and sample misorientations, are identical with the procedures described in the previous section.
For comprehensibility reasons, we precede assuming that strain relaxation in lowly lattice mismatched III-V compounds occurs primarily by the formation of 608 dislocations with Burgers vectors of type b ϭ a/2^101& belonging to the glide set~Hirth & Lothe, 1982!. During epitaxial growth, these dislocations move from the free surface to the heterointerface on $111% planes, where b inclines an angle of 608 with the^110& dislocation line direction. By means of subsequent reactions, these 608 dislocations may either dissociate into pairs of 308 and 908 partials bound by stacking faults or, alternatively, two 608 dislocations characterized by pairwise differently Burgers vectors may form pure edge dislocations of a Lomer type~Fitzgerald, 1991!. Figure 7a displays a high-resolution micrograph taken in the GaAs capping layer and showing a multiple stacking fault arrangement referred to as a "nanograin" in the following. 3 The micrograph, which was taken under optimum defocus conditions, demonstrates clearly separated contrast dots forming dumbbell structures. As the micrograph originates only from another area of view of the through-focus series analyzed in the previous section, the kidney-shaped distortions of the clearly resolved GaAs dumbbells are due to the residual aberrations as quantified before. The minor smear out of the atomic column related contrast dots to elongated tenons on the upper right image area, however, indicates that these regions are slightly out of optimum defocus, which is most presumably due to the wedgeshaped geometry of the sample. The dumbbell structures inside the nanograin plane are not resolved, which may 3 Strictly speaking, the two differently oriented $111% lattice planes visible in the micrograph represent two adjoining stacking faults of the same type forming a "nanograin" laterally bound by two 308 partial dislocations. either be due to the residual image delocalization of R ϭ 0.075 nm or due to a genuine structural effect.
Stacking Faults Bound by Partial Dislocations
When putting the complete through-focus series of 20 experimental micrographs to use as input data for the retrieval of the exit-plane wave function, experimental amplitude and phase images displayed in Figure 7c ,b are obtained. Both images do not only show the atomic structure of the surrounding GaAs matrix but also allow for an accurate identification of the atomic arrangement of the stacking fault and, especially, the core structure of the dislocation terminating the nanograin. As can be seen from the direct comparison of the optimum defocus micrograph I~r! and the phase image F~r!, both displayed in Figure 8 at an increased magnification, the latter is characterized by a perceptibly increased signal-to-noise ratio, by less sensitivity with respect to sample thickness variations, and by clearly resolved dumbbell structures down the dislocation core.
By measuring the polarity of the sample, that is, by evaluation of the reconstructed reciprocal-space amplitudes displayed in Figure 3a , individual bright contrast dots in the F~r! image may, thus, be directly associated with gallium and arsenic column positions. This course of action allows for the direct identification of single atom columns down to the dislocation core as is illustrated by the magnified clipping from the phase image displayed in Figure 7d . A Burgers circuit around the dislocation core, at which the starting and terminal points have to be localized inside the central plane of the nanograin, yields a projected closing vector of b proj ϭ a/6@ N1 N12# for the total defect. Taking into account that the nanograin is composed of two adjacent likewise parallel lattice planes showing the same dumbbell misorientation with respect to the surrounding matrix, it is thus reasonable to describe the entire defect as a sequence of two adjoining stacking faults. Both faults are then characterized by a projected component of the Burgers vector amounting to b proj /2. This description is fully compatible with the existence of two 308 partials, each characterized by b proj,308 ϭ a/12@ N1 N12# . Therefore the total lattice displacement between the upper and the lower parts of the crystal far from the terminating dislocation core should be u N1 N12 ϭ 2{b proj,308 ϭ 0.231 nm.
To check this model hypothesis, the elastic displacements associated with the entire defect need to be quantified. For this purpose the displacement component u N1 N12~r ! along the @ N1 N12# direction of the Burgers vector, that is, along the longitudinal direction of the stacking faults, has been extracted from the reconstructed F~r! image using geometrical phase analysis algorithms as proposed by H ]ytch et al. 1998!. The correspondingly evaluated u N1 N12~r ! distribution is shown in Figure 7e in the form of a two-dimensional contour representation. Numerical displacement values, depicted in the accompanying legend, are given with reference to the undistorted image area far from the dislocation core and are marked by the dashed red rectangle. The figure reveals strong displacement gradients, that is, elastic lattice strains, ambient to the dislocation core at the right-sided image regions. Contrastingly, two mainly undistorted lattices that are only homogeneously shifted against each other are found at the left-sided image regions. Figure 7f displays a line profile u N1 N12~r1 N1 N1 ! extracted from the displacement distribution along the @ N1 N1 N1# direction. The associated position of the line profile is indicated in Figure 7e by the dashed blue rectangle. Data values have been averaged along the @ N1 N12# direction over a width of 1 nm, that is, over the drawn-in frame width. The line profile shows two conspicuous plateaus separated by an abrupt discontinuity of Du N1 N12 ϭ 0.234 nm 6 0.06 nm. This quantity is in excellent agreement with the closing vector associated with two parallel 308 partials for which a total shift of lattice planes of u N1 N12 ϭ 2b proj,308 ϭ 0.231 nm is expected~cf. above!.
Interfacial Edge Dislocations
Finally, we apply atomic-resolution imaging to the investigation of the core structure of Lomer type edge dislocations Lomer, 1951!. Figure 9a shows an unprocessed optimum defocus image I~r! of a dislocation with b proj ϭ b ϭ a/2@110# formed at the interface between the In 0.3 Ga 0.7 As epilayer and the GaAs substrate. The dumbbell structure of the matrix materials is clearly visible, although the atomic arrangement in the proximity of the dislocation core is not well resolved. When-although this is not really applicable to nonperiodic structures due to the elimination of relevant spatial frequencies in between crystalline reflectionsapplying a Wiener noise reduction filter to the micrograph, the signal-to-noise ratio is well enhanced but does not reveal additional information on the dislocation core structure, as can be seen from the filtered optimum defocus image I wf~r ! displayed in Figure 9b . However, apart from the kidney-shaped distortion of the dumbbells as induced by residual aberrations, the unprocessed micrograph and the filtered image show mirror symmetry with respect to the medial~110! lattice plane indicated by the upright arrows. With respect to numerous core structure models proposed for Lomer dislocations~Hornstra, 1958; Bourret et al., 1982; Vila et al.,1995 !, this observation gives evidence for conformity with the symmetrical models originally proposed by Hornstra~1958! for cubic diamond and sketched in Figure 10. The core of the first model, denoted as the glide type, consists of an eight-atomic ring with an inner atom and a dangling bond; the other model structure, referred to as the shuffle set, can be derived from the first by omitting the inner atom and connecting the remaining free bonds.
In addition to the optimum defocus micrograph, reconstructed amplitude and phase images also show the atomic arrangement of the dislocation core~cf. Figs. 9e and 9d!. Both images, A~r! and F~r!, reveal a detached atomic column at the point of intersection of extrapolated line positions indicated by the horizontal and vertical arrows added to the figures. Due to a faint smearing of contrast features observed close to the dislocation core in the phase image, we certainly cannot specify whether this single contrast dot has to be associated with a gallium or an arsenic column. By comparison with the two possible core structure models we may, however, unambiguously deduce the existence of a glide set type edge dislocation.
A calculated image of a glide set dislocation core is displayed in Figure 9c for which a sample thickness of t ϭ 4.0 nm, a defocus setting Z ϭ Z opt , and image parameters as specified before have been assumed. The most striking feature when compared to the experimental micrograph is the clear visibility of the core structure in the simulated image, which was calculated assuming elastic bulk conditions, thus, neglecting a potential thin-foil relaxation of the sample. On the one hand, this fundamental resolvability of the dislocation core is primarily due to the negligible image delocalization R ϭ 0.075 nm of the spherical aberration-corrected instrument. On the other hand, the experimental results demonstrate that the atomic arrangement in the vicinity of the dislocation core is only revealed by the retrieval of the exitplane wave function but not by the single optimum defocus image. 4 This finding substantiates that thin-foil relaxation effects indeed play a minor role because, otherwise, the atomic structure information visible in the the reconstructed A~r! and the F~r! images would not be available.
At least three potential explanations may be discussed with respect to the discrepancy between the experimental and the calculated optimum defocus images.
First, during ion milling the highly strained dislocation core may have undergone an enhanced surface etching compared to the surrounding matrix. Along with a correspondingly decreased sample thickness, the optimum defocus tuned to the matrix material may not coincide with those to be used for the dislocation core. When taking into account a sample thickness of about 4 nm and an optimum defocus range Z opt Ϫ3.2 nm Յ Z Յ Z opt ϩ 3.2 nm~cf. above!, together with the experimental finding that none of the recorded micrographs of the through-focus series shows a resolved core, we may dismiss this explanation in all likelihood.
Second, the occupancy of the atomic columns close to the dislocation core may be immutably reduced during image recording. This may either be a genuine effect with a solid-state physics background or it also may be due to sample preparation or electron beam damage. Because a reduced but time-independent reduction of the occupancy of columns is equivalent to an effectively decreased sample thickness as discussed before, we may also prescind from this interpretation.
Third, we may consider a time-dependent structural degeneration of the sample induced by the electron beam, which will be particularly pronounced close to the highly strained regions nearby the dislocation core. During recording of the through-focus series of 20 images, the optimum focus micrograph was taken approximately in the middle of the series. Thus, the sample was fully illuminated for at least 1 min before the recording of the Z opt micrograph~plus the time consumed for alignment procedures! and may have been partly damaged during this time interval. That there will be an impact of the electron beam sample interaction on the specimen quality is corroborated by another experimental observation. As typical for FEG instruments, we observed continuous rapid contrast fluctuations of themost presumably-amorphous overlayers through the binoculars when illuminating the sample, and it is reasonable to assume that the overlayer material will at least partially be supplied from the crystalline regions of the sample. Highly strained regions, that is, areas close to lattice defects, will be increasingly affected by these detachment and degeneration mechanisms. With this observation, the visibility of atomic columns in the reconstructed A~r! and the F~r! images but not in single micrographs may, thus, be explained by the intrinsic averaging of redundant information contained in the full through-focus series of images.
PRACTICAL ASPECTS DURING EXPERIMENTAL OPERATION
Having so far demonstrated the capabilities of the combined negative spherical aberration imaging together with 4 The same finding is also true for the nanograin discussed in the previous subsection, where the two differently orientated stacking fault planes are only visible in the amplitude and phase images at atomic resolution but not in the Z opt image. numerical exit-plane wave reconstruction techniques for the direct atomic scale imaging of lattice defects without the necessity of performing tedious conventional forward image simulations, we shall finally discuss some practical aspects together with limitations and experiences gained during experimental work.
At the outset of the experimental analyses we encountered severe problems with respect to a proper sample alignment as was performed by conventional orientation procedures, that is, by symmetrizing diffraction patterns when operating the instrument under SAD conditions followed by the high-resolution imaging at specimen areas within the first half of the extinction band of the undiffracted beam~Williams & Carter, 1996!. By means of subsequently performed EWPFR analysis, local specimen misorientations with respect to the incident electron beam well above 5 mrad have frequently been observed. As a result, during practical work a significant number of recorded image series turned out not to be suitable for further analysis, although the sample alignment was performed with particular care. It is emphasized that this problem is mainly due to the bending of TEM sample edges, which can only be interiorly influenced by modifying specimen preparation parameters. Compared to more complex solids, the particular problem with sphalerite structure semiconductors originates from the low number of crystalline reflections, which allow for potential sample misorientations to be only faintly visible in SAD patterns. As long as atomic resolution imaging is not the target of experimental work, these misalignments will be negligible from a nonquantitative point of view. When striving for the direct interpretation of micrographs taken at atomic resolution they become essential and need appropriate correction.
In the present study, this deficiency was solved by implementing a semi-automated on-line exit-plane wave function retrieval procedure in the specimen alignment process. For this purpose, just recorded through-focus series of images were transferred to an Apple PowerBook G4 computer and immediately processed for the evaluation of diffraction patterns of the crystalline solid sample regions investigated. As sketched in Figure 11 , in case of an asymmetric pattern, that is, of an off-center orientation of the sample, the microscope goniometer was then fine tuned until a desired symmetry of especially the outer~004! reflections was provided. At the present time, the accuracy of this procedure is limited by the goniometer step width of about 0.8 mrad and, notably, the slippage of the stepping motors. From practical experience we learned that the specimen alignment can be performed with an accuracy of about 3 mrads by this sequence of procedures as was measured from a number of subsequently evaluated diffraction patterns.
It is emphasized that the extraction of beam reflection amplitudes from the complex exit-plane wave function is essential to the accurate determination of local crystal misorientations and, hence, mostly time saving with respect to the retrieval of adequate input parameters to be used for numerical image simulations. When not knowing about this parameter, time-consuming trial-and-error procedures will be necessary because two more imaging parameters, that is, the magnitude and the direction of the specimen tilt, have to be considered during image calculations.
A side issue with respect to atomic resolution imaging of lattice defects is that compound semiconductors like GaAs and InAs show an adverse response to a combination of state-of-the-art sample preparation techniques, which involve ion radiation procedures, together with the use of electron microscopes equipped with a field emission gun. The combination of these techniques yields increased damage of highly strained sample areas, for example, regions in the proximity of lattice defects, during recording of a through-focus series of micrographs. This behavior is most presumably also due to the rather strong gradients of the beam intensity profile associated with the field emission emitter~Williams & Carter, 1996!. Owing to the fact that the insufficient stability of current specimen stages inhibits significantly increased exposure times, a future strategy to overcome the problem of faintly noisy Z opt micrographs might be to average data from a fixed optimum defocus series of images. However, when the necessity of recording a larger image series arises, the strategy to acquire a throughfocus series may be regarded as more advantageous because it allows for extraction of the full information contained in the exit-plane wave function.
CONCLUSIONS
In summary, for the first time a combination of the negative spherical aberration imaging technique and the numerical retrieval of the exit-plane wave function has been applied to the quantitative investigation of lattice defects in GaAsbased heterostructures at atomic resolution. The experimental results demonstrate clearly resolved atomic dumbbell structures when micrographs are taken under directly interpretable bright-atom contrast conditions at an optimum defocus along with an extensively minimized image delocalization. This imaging mode, thus, allows for a largely direct interpretation of experimental images down to the information limit of the instrument. Additionally, the numerical reconstruction of the exit-plane wave function using a through-focus series of images allows for the successful elimination of artificial contrast features still visible in micrographs taken under optimized defocusing conditions, which is especially beneficial when investigating the core structure of lattice defects. Beyond this genuine purpose, the retrieval of the exit-plane wave function was demonstrated to be a most suitable tool for the recognition and the on-line correction of minor sample misalignments as well as for the determination and numerical correction of residual lens aberrations.
