A mesoscale dimensional artifact based on silicon bulk micromachining fabrication has been developed and manufactured with the intention of evaluating the artifact both on a high precision coordinate measuring machine (CMM) and video-probe based measuring systems. This hybrid artifact has features that can be located by both a touch probe and a video probe system with a k=2 uncertainty of 0.4 m, more than twice as good as a glass reference artifact. We also present evidence that this uncertainty could be lowered to as little as 50 nm (k=2).
INTRODUCTION
In recent years there has been a significant increase in the number of manufacturing methods able to produce mesoscale parts with microscale features. Parts produced by these processes are found in a variety of devices, including watch components (see Figure 1) , the small mirrors used in digital projection displays and ink jet heads for printers. The processes used to make mesoscale components span a wide range of fields, from traditional manufacturing such as turning and milling to lithography methods and layer-based manufacturing methods. Mesoscale mechanical components are on the order of 10 0 mm in scale with features on the order of 10 -1 mm and tolerances from 10 -3 mm to 10 -4 mm. Inspection of these components can be quite difficult due to lack of appropriate measurement tools. Frequently, vision-based inspection equipment is used to measure these components. These types of machines generally have a workspace greater than 100 mm × 100 mm horizontally with a lateral repeatability typically on the order of 10 -4 mm. The most typical usage of vision based inspection equipment is inspection of parts that have 2-D characteristics. Another driver for vision-based inspection equipment is the relatively high measurement throughput. The non-contact aspect of vision based measurement is also attractive because even low contact forces can deform many mesoscale components.
An alternative to vision-based inspection, especially with parts that have requirements for features in three dimensions, is the use of micro coordinate measuring machines (micro CMMs) [2] . Micro CMMs are CMMs designed with relatively small work volumes (on the order of 100 mm × 100 mm × 100 mm), typically with touch probe stylus tips smaller than 500m. Hybrid measurement systems are also available that combine a vision or video probe system with a touch probe system on the same machine.
Calibration of these systems is important. In vision systems, the optics and the stage are calibrated independently using different calibration artifacts. Because the artifacts used for optics calibration contribute very little to the overall uncertainty of the system, we focused our attention on decreasing the uncertainty in the stage calibration. For commercial vision-based inspection equipment, the typical stage calibration process uses a glass reference artifact (commonly called a grid plate), with chrome cross-hairs. The uncertainty of these calibration artifacts is often the most significant component of measurement uncertainty of vision-based equipment [3] [4] [5] . Additionally, these artifacts are virtually flat, and thus not useful for tactile or hybrid measurement systems.
For tactile systems, one may follow the guidance of ASME/ANSI and ISO standards for evaluation of CMMs [6] [7] . These standards for evaluation and performance testing require the use of calibrated length artifacts. Typically, gauge blocks or step gauges are used for many of the evaluations. Unfortunately, gauge blocks and step gauges are not suited for use in vision-based systems.
To solve the problem of calibrating a vision-based system with higher accuracy than is available using a glass reference artifact, an artifact has been developed which can be calibrated using a commercially available high-accuracy tactile system and then be used to calibrate typical production vision-based measurement systems. This allows for error mapping to a high degree of accuracy, thus improving the accuracy of vision-based measurement equipment used in production.
This new artifact must have highly accurate structures that can be measured using both tactile and vision probes. The design of the artifact must take into consideration the measurement strengths and weaknesses of both systems as well as provide a straightforward methodology for both calibration by tactile probe and use on a vision system. This paper covers the design and fabrication of the artifact, CMM measurements taken using the artifact, an uncertainty analysis using a Monte Carlo simulation, and methods of improving the artifact.
ARTIFACT DESIGN
The primary design objective for the calibration artifact is to have features that accommodate both vision and touch probing. Vision systems are very good at detecting sharp edges, so the geometric features inspected by the touch probe must also be able to be reduced to edges (e.g., intersection of two planes to construct a straight edge). Bulk silicon micromachining was chosen for manufacture of this artifact due to some very convenient properties, which will be explained in more detail.
Bulk silicon micromachining has a long history. Recent work, which varies processing parameters, using different wet etch conditions, mask optimization, and different masks and etch stops, has greatly increased the possible geometries producible with bulk micromachining. Commercial applications of this technology include pressure sensors and automotive airbag accelerometers.
A useful result of silicon bulk micromachining is that the angles created by anisotropic etching are defined intrinsically by the crystalline structure of the silicon. By use of single crystal material, we can ensure that all of the crystal planes are parallel. Silicon of all crystal orientations, when etched in an anisotropic etchant, such as potassium hydroxide (KOH), etches 400 times faster in the <100> direction than in the <111> direction [8] . This anisotropic etching has the capability to produce exposed crystal planes that are smooth within a few nanometers. Published results vary from a roughness rms of a few nm for a small area [9] to a peak-to valley value of several m [10] . Variations in roughness appear to be attributable to both the process used as well as the size of the measured area.
Anisotropically etched <100> silicon has sidewalls that are angled at 54.74 degrees
from vertical due to the orientation of the crystal structure, which is reproducible for all structures on the same wafer. As a result of the gentle slope, the silicon wafer does not have to be especially thick (1.5 mm is adequate) in order to define a plane with the touch probe. However, the bottom of an etched cavity is not necessarily flat, limiting the use of the bottom as a calibration surface.
In addition to providing good geometry, silicon has desirable properties as a mechanical material including high purity (part-per-million to part-per-billion level), high mechanical fracture strength (>0.6 GPa), and high Young's modulus (165 GPa). Also, because silicon is a brittle material, it will break rather than yield [11] . The material properties (CTE, etc.) are well studied for silicon due to the semiconductor industry.
The silicon bulk micromachining process creates sidewalls that form a sharp and straight intersection line with the top surface of the wafer. This intersection line can be measured by both a touch probe and a vision probe. The touch probe reconstructs the line by intersecting the measured top and etched sidewall plane. The vision probe measures the intersection line directly. The same features that are measured with the touch system are also measurable by a vision system, thus creating a "hybrid artifact". The design of the artifact (the arrangement of the lines) is critical to its success, especially when considering the characteristics of vision measurement systems.
Illumination of an object under measurement by a video probe is extremely important to the validity of the end result [12] . Both the type of illumination and the illumination level need to be chosen when measuring with a video system. Type of illumination is usually dictated by the object being measured, but the level of illumination is operator-selected from within an accepted range. Changing the illumination level, even within the accepted range, can change the measured size of an object, but the centroid of the object is rarely affected. As a result, an etched pit may grow and shrink in size with illumination changes. The centroid, however, will not move. If we measure the pitch between pits, the result should be unaffected by illumination level.
Reference Surfaces (38 Total) Reference Surfaces (38 Total) Thus, our artifact contains series of well-defined lines, created by etching pits into the silicon. The artifact can be calibrated with a vision system and subsequently used to calibrate the lateral (x-y) dimensions of a vision-based measurement system. The series of pits, show in Figure 2 , is similar to a step bar, pictured in Figure 3 , but instead of measuring the distance between planes, the distance between edges is measured. Comparison between the calibration by the touch probe system (high accuracy) and the measurement by a video probe (high resolution, current accuracy approximately 10x worse than resolution) allows for error mapping of the video measurement system by use of standard algorithms. 
ARTIFACT FABRICATION
Process development for the manufacturing of the artifact using bulk silicon micromachining, was undertaken by the MESAFab group at Sandia. The process development goal was to determine the processing parameters that would minimize surface roughness of the sidewalls.
Design of experiments was implemented to determine the optimal process parameters, varying rinse agent and etchant (including chemistry, concentration, and temperature). Both IPA (Isopropyl Alcohol) and water were considered as rinse agents. Potassium hydroxide (KOH), ammonium hydroxide (NH3), and tetramethyl ammonium hydroxide (TMAH) were tested as etchants, at various concentrations and temperatures. Details can be found in [12] .
The roughness was measured by atomic force microscope (AFM). Although roughness on the sidewalls is of particular importance to this project, the AFM was unable to measure the sloping surface, instead measuring the bottom of the trenches. We hope that by minimizing the surface roughness of the bottoms of the trenches, we have also minimized the surface roughness of the sidewalls. The AFM measured both a small area (5 x 5 m) and a large area (30 x 30 mm).
Nineteen trials were run with various processing parameters. Based on the results, final processing parameters were chosen to optimize the combination of surface smoothness, etch rate, and selectivity. KOH at a concentration of 6M and temperature of 80 ºC was selected as the etchant for its combination of smoothness, etch rate, and selectivity. The total time to etch 1 mm, the etch depth for all designs, is about 17 hours.
Two different artifact designs were fabricated using 1.5 mm thick, 150 mm diameter single crystal <100> silicon. The first design has a series of step structures that can be separated into 13 individual artifacts (see Figure 2 ). This artifact, as produced, is shown in Figure 4 . The second design contains a variety of experimental structures, including pits for holding arrays of spheres. The center square section of the artifact is 100 x 100 mm and is intended to be separated from the remaining structures and mounted on glass, as shown in Figure 5 . We are investigating the use of this section as a micro-CMM calibration artifact. 
MEASUREMENTS
A number of important characteristics of the produced artifacts have been evaluated using a variety of measurement systems. A Leitz PMM-C Infinity CMM has been used to collect nominal surface points for a number of different evaluations. This system is located in the Primary Standards Laboratory at Sandia National Laboratories. It has single-axis repeatability of approximately 50 nm (k=2) and a volumetric performance of (0.3 + L/1000) m, where L is the distance measured in mm. This CMM is capable of being used to calibrate the silicon artifacts to be used on a vision system.
A Mitutoyo UMAP optical fiber-probe system at the National Institute of Standards and Technology was used to determine the sharpness of the produced edge. The accuracy of the system is (1.2 + L/300) m with repeatability better than 0.1 m.
An OGP Smartscope Apex vision system, housed in the Mechanical Calibrations Laboratory at Sandia National Laboratories, was used to evaluate the relevant properties of the silicon artifact as well as in comparison with the CMM data. This system has resolution of 0.1 m with an accuracy of ±3 m.
Evaluation of CMM Data
A CMM was used to collect data from the dimensional artifact. The hybrid dimensional artifact, as shown in Figure 5 , has several rows of square pit features. A line of 19 3 mm × 3 mm squares was measured. Twenty-four points from around the top surface of each square (6 points in each of four locations) and 16 points on each of two opposite sidewalls (North and South) were collected for all of the 19 squares (see Figure 6 ). These points are used both to evaluate the geometry and surface quality of the produced artifact as well as to establish the location of the edge for comparisons to vision system measurements. The intersection line between the sidewall and the top surface is calculated independently for the North and South sidewalls. Given data points lying on the two distinct planes, the best-fit plane for each surface is found and the intersection line of the two best-fit planes is calculated. The planes are fit using a highly accurate least-squares reference algorithm specified by Shakarji [13] . The algorithm uses Lagrange multipliers on a constrained minimization problem. Resulting from this algorithm is a point that lies on the plane and a normal vector for each of the fit planes. The line of intersection is calculated directly from these quantities using widely available analytic equations.
The measurements were evaluated for their deviations from the best fit top and sidewall planes and the angle between the normal vectors of the best fit top and sidewall planes. Results comparing the location of the edge to that found using a video system are presented in a later section. ata from the top surface of the artifact is shown in Figure 7 . Six data points were taken in each tness D of four areas. It is possible to distinguish these four areas in the figure. The variability in this data comes from three sources: the CMM repeatability, the roughness of the surface, and the flatness of the top surface. Based on this figure, as well as other collected data, the peak-to-valley roughness of the surface is estimated to be approximately 50 nm and the peak-to-valley fla as 100 nm over 5 mm. These numbers are used in the uncertainty analysis calculations. These numbers are on the order of what was expected based on manufacturers claims and previous experience. Data from th sidewall as a similar appearance. Sixteen data points were taken in four rows of four. The variability in sed e south sidewall of the artifact is shown in Figure 8 . Data from the north h this data comes from the CMM repeatability and the roughness of the surface. Based on this figure, as well knowledge of the CMM and other collected data, the combination of roughness and flatness for the sidewalls is estimated to be approximately ±0.6 m. These numbers are u in the uncertainty analysis calculations. When anisotropically etched, the bulk silicon used to produce the artifact should have sidewalls that are angled at 54.74 degrees from vertical due to the orientation of the crystal structure. A slight misalignment of the crystal structure to the top surface of the wafer would have an effect on the angle between the sidewall normal and the top plane normal. Because we are evaluating sidewalls that are on opposite sides of the crystal structure, a misalignment error would make one angle higher while making the other lower. This is in fact what we observe from the CMM measurements. Figure 9 shows the angle between the sidewall normal and top plane normal for each of the 19 squares, both the north and south edges. The angle at the south edge is higher than expected, with a mean of 54.86 degrees, and range of 0.03 degrees. The angle at the north edge is lower than expected, with a mean of 54.51 degrees and range of 0.06 degrees. The misalignment of the crystal structure with the top plane does not affect the parallelism of the etched reference surfaces.
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Evaluation of Edge Sharpness
In addition to the characteristics of the surfaces as measured by the CMM, the sharpness of the edge between the sidewall is also critical, because it is being used by the video probe as a calibration feature. In order to map the imaged edge with that edge calculated from CMM measurements, it is necessary that the edge be a perfectly sharp intersection of two planes.
The optical fiber-probe system described above was used to determine the sharpness of the edge. This system uses a 2 mm long fiber with a 30 m diameter ball on the end. The probe vibrates at a known frequency. As it comes in contact with an object, the frequency of vibration changes and a measurement point is taken.
Five traces were taken over the edge of a step object on the artifact. The traces are shown in Figure 10 . In this figure, the trace represents the probe center location as it traces over the edge of the object. When a round object traces over a sharp edge, the location of the center of the round object is influenced by its diameter, and the resulting trace should have a radius that is the same as that of the round object. It can be see in Figure 10 , that the trace correlates nicely to the shape of the probe. This indicates that the edge of the artifact is quite sharp. The small deviations from the probe shape are most likely attributable to imperfections in the probe (the ball is not perfectly spherical). 
Comparison between CMM and Video System
To show the feasibility of this object as a calibration artifact, measurements taken with a CMM and two video systems were compared. The high accuracy CMM was used to probe both the sidewalls and the top surface of the artifact. Assuming perfect geometry, the computed intersection of the planes is the edge between the two, which can be imaged with a vision-based inspection system using coaxial lighting. The coordinate measurement machine locates an edge line by finding the intersection of the top plane and the sidewall, as shown in Figure 11 . In this test, 24 points are measured on each the top surface, 16 on each sidewall. The two planes are found using a least-squares fitting routine, and the edge line calculated by intersection of these two planes. This process is repeated for 19 edge areas and the pitch calculated for consecutive line pairs. The video system locates the same edges through use of internal edge detection and line fitting software. Each line is located and the pitch determined for each line pair. An example of a very shallow pit as seen by a video system is shown in Figure 12 . Note the roughness of the bottom of the pit and the black band around the perimeter that is the etched sidewalls. The combination of steepness and smoothness in the sidewall yields sharp contrast between the top surface and the sidewall, which results in good edge location.
Repeatability and invariability under different lighting conditions have been tested on multiple video systems [14] . The video systems have been tested at a range of lighting intensities, representing both the nominal operating intensity as well as intensities above and below the suggested working range. The video measurement systems showed a high degree of repeatability under varying light intensities. It was observed that the lines shift slightly under changing lighting condition, but it appears that all lines shifted by the same amount, resulting in a stable pitch with respect to light intensity. Looking at the south edges, the average difference between the CMM and the vision system measurements is 100 nm, with a maximum of 270 nm. For the north edges, the average difference is 140 nm with a maximum of 550 nm. These differences are well within the uncertainty of the vision system.
UNCERTAINTY OF ARTIFACT CALIBRATION
To determine the feasibility of using silicon bulk micromachining to create a calibration artifact, it is important to understand the uncertainty present in the touch-probe measurements. The most critical feature is the distance between lines created by the intersection of the sidewall and the top plane. The touch-probe does not measure these lines directly, but instead calculates it based on the intersection between two best-fit planes. The uncertainty in the calculated line is important because the positions of the intersection lines calculated from data collected on the CMM will be compared to the line directly measured by the video-probe system. In order to provide an improved calibration artifact, we would like the uncertainty of line location to be less than 100 nm, an order of magnitude lower than uncertainty of current calibration artifacts.
Methodology
The uncertainty of a single line location was calculated using a Monte Carlo Simulation, with knowledge of expected uncertainty due to CMM repeatability, sidewall flatness and roughness, and top surface flatness and roughness. Additional details are presented in [4] .
The standard method for uncertainty evaluation is described in the U.S. Guide to the Expression of Uncertainty in Measurement (GUM) [15] . Unfortunately, due to the complexity of the intersection line calculation, using the GUM methodology to determine the associated uncertainty is exceedingly complicated because sensitivity coefficients can not be derived analytically [16] . An alternative to this calculation is to use a Monte Carlo simulation to estimate the uncertainty. Monte Carlo simulations estimate the uncertainty in a measurement by assessing the uncertainty present in a large number of trials whose input conditions are varied according to the expected magnitude and distribution of uncertainty sources.
Monte Carlo simulation has been used by Schwenke et al. [16] , Cox et al. [17] , Trapet et al. [18] , Balsamo et al. [19] and others to assess measurement uncertainty. In addition, the 2008 GUM includes a supplemental guide that deals with the use of Monte Carlo simulation as a tool for evaluating measurement uncertainty through the propagation of distributions [20] .
To determine the uncertainty using a Monte Carlo simulation, it is necessary to first understand the individual sources of uncertainty which contribute to the overall uncertainty of the measurement, and their respective probability distribution functions (PDF). Once these sources are identified, a model is built to mimic the process which calculates the quantity of interest. In this case the model is dictated by the methods used to calculate each of the best-fit planes and the line formed by their intersection.
Sources of Uncertainty
For this work, the uncertainty lies in the measurement points. Measurement point uncertainty comes from two sources -the touch-probe and the imperfect surface of the part.
High accuracy CMMs are available, with volumetric performance of (0.3 + L/1000) m and repeatability in a single axis below 100 nm. Highly specialized CMMs in extremely well controlled environments are capable of achieving even lower single axis repeatability. The touch-probe uncertainties used here are modeled based on the repeatability values for each axis of very high accuracy CMM over a limited span of time. The calculations assume one-sigma repeatability values, based on observation, of 25 nm for the two horizontal axes, and 15 nm for the vertical axis. A Gaussian distribution is used to model these uncertainties.
The ball on the end of the stylus, which contacts the surfaces of the artifact, has uncertainty associated with it-the size is typically not known to the nm level, and the ball is not perfectly round. However, we can neglect these two sources of uncertainty because they cause a bias which is constant over all lines measured in a single direction. Therefore the uni-directional distance between lines, which is what we are calibrating, is not affected.
Uncertainty due to surface imperfections is a result of the combination of surface roughness and surface planarity. These numbers are taken from observations of CMM data presented earlier.
Peak-to-valley surface roughness of the top plane is approximately ±50 nm with surface planarity of 50 nm over 5 mm. For the sidewall, the combination of surface roughness and planarity observed was approximately ±0.6 m. The uncertainty values due to surface imperfections are modeled as uniform rectangular distributions.
With an understanding of magnitude and sources of point uncertainty and a mathematical model, a Monte Carlo simulation can be run. Each test case starts with the intended measurement points and adds a randomized variation based to the point uncertainty model to create simulated measured data points. The simulated data points are evaluated to determine an intersection line using the algorithm described above. A large number of test cases are run and the set of all intersection lines from the test cases is evaluated to estimate the uncertainty of the intersection line under the given conditions.
Results
The results presented in Figure 14 are from a Monte Carlo trial based on the expected touchprobe measurement locations and associated point uncertainties. Monte Carlo trials were run with up to 250,000 data sets. Figure 14 shows x-z cross sections of the set of lines at the ends and center of the measurement area for a smaller trial of 5000 data sets. The uncertainty region appears elliptical and varies slightly in size by position along the intersection, with the smallest variation in the center of the measurement area.
In order to quantify the uncertainty, the standard deviations () along the major and minor axes of the elliptical region are calculated. An improved algorithm is used to determine the major axis, as standard routines assume no uncertainty in the abscissa.
The 1 values at different points along the fit line are given in Figure 15 . As expected based on the pattern seen in Figure 14 , the deviations are slightly higher at the ends of the line than in the middle. The k=1 uncertainty, or 1 value, along the major axis is approximately 0.21 m at the ends, and 0.19 m in the center of the measurement area. The uncertainty along the minor axis is approximately 0.02 m. Tests were also run which used a sidewall surface uncertainty which is achievable, according to previous experimental work, but lower than that of our produced artifacts. This test showed that if the uncertainty due to sidewall surface texture can be minimized by process optimization to a level of ±50 nm, it is possible to achieve a k=1 uncertainty in line location of 25 nm. Details on this trial and other trials can be found in [4] .
Uncertainty Analysis Conclusions
Current optical calibration artifacts have uncertainty levels around 1 m at k=2. The goal is to create an artifact that can be calibrated with a CMM with resulting uncertainty levels at 1/10 of the current value, or approximately 100 nm at k=2. Due to surface roughness on the sidewalls, the calibration artifact, as produced, has a k=2 uncertainty of approximately 0.4 m. However,
CONCLUSIONS
This article describes an artifact designed to be used to calibrate the stage of a vision system. The innovation is in the use of a common geometry, in this case the edge formed by the intersection of two planes, which can be calibrated by CMM and measured by a vision system. Because the CMM has the ability to calibrate the artifact to a higher degree of accuracy (k=2 uncertainty of 0.4 m for produced artifacts, potential uncertainty as low as 50 nm at k=2) than current vision calibration artifacts (k=2 uncertainty of approximately 1 m), the overall uncertainty of vision system measurements can be decreased. The artifact is also useful for calibrating hybrid systems which use both vision and touch probing.
Silicon bulk micromachining is used to create the sharp edges of the dimensional artifact. The need for sharp edges and smooth sidewalls led to a design of experiments study, which resulted in a better understanding of the effects of processing parameters, such as mask alignment, etchant properties, and nitride removal processes, on sidewall roughness. Wafers were produced using the optimized parameters.
Based on experience, we believe that it is possible to achieve surface variations on the order of ±50 nm for an anisotropically etched silicon sidewall. However, even with process optimization, we are still an order of magnitude away from achieving this surface quality. Very little work has been done to investigate the surface quality of sidewalls, including the potential causes for roughness. Work by Merveille [21] suggests that surface imperfections may originate from mechanical stress in the wafer or precipitation of impurities, such as oxygen, during processing. We continue to work towards better sidewall surface quality.
Even with the roughness present, feasibility of the hybrid dimensional artifact has been established both by simulation and by measurement. Measurements of a step structure on the prototype artifact show agreement between the CMM and vision systems. Tests indicate the insensitivity of pitch measurements under varying lighting intensities. This repeatability is critical to the success of the dimensional artifact, as the operating light intensity is operator dependent.
The cost of these artifacts is also of great interest when considering commercialization. The incremental cost of these artifacts (not counting initial set-up and development costs) is largely driven by the cost of the raw wafer plus the cost of the labor needed to process the wafer to its final stage. In small quantities a 1.5 mm thick, 6" raw silicon wafer is $100. The largest expense for manufacturing comes from labor, not from materials, so if we consider only labor costs: cleaning and patterning requires about 2 hrs of labor per wafer, etching time is approximately 17 hrs (but at least 6 wafers can be etched at one time), dicing/sawing, and packaging adds about 1 hr of labor per wafer. Therefore, a conservative estimate is 6 hrs of labor per wafer. If the labor rate is $1/min (typical commercial rate), each wafer would cost approximately $460. Of particular interest are the step structures on the 2D wafer. Each 2D wafer yields 13 devices, so each 2D step structure would be less than $50 to manufacture. This price, however, does not include calibration. We estimate an additional 1-2 hrs of labor for calibration of the artifact.
