Abstract. Critical limitations of the waveform relaxation method concern the unsolved problems of estimating convergence and controlling the iteration. In this paper, waveform relaxation is applied to a linear, second-order model system and is studied in the Laplace domain. By placing the iteration in a weighted space, computable estimates for a window of rapid convergence are developed. Numerical experiments illustrate the utility of the approach.
1. Introduction. The waveform relaxation (WR) method can be applied to exploit parallel computers in the solution of large systems of ODEs. The method was originally proposed for VLSI circuit simulation 9] but has since been adapted to problems in multibody dynamics 5] and to solve systems of spatially discretized partial di erential equations 15] .
WR relies on a splitting or decoupling of a given system of di erential equations into a set of weakly coupled subsystems. At each sweep, the equations modelling each subsystem are solved independently in a xed interval or window, treating the solutions or waveforms from other subsystems as input functions determined at the previous sweep or at an earlier stage of the current sweep). Although this paper is largely self-contained, the reader may nd the book by Sangiovanni-Vincentelli and White 20] or papers by Nevanlinna and Miekkala 11] , 10] useful background material.
The interest is in waveform relaxation as a parallel (or distributed processing) method for accelerating the time-domain simulation of a large ODE system. Although WR has not yet ful lled its promise in terms of parallel speedups in general implementations, the method is highly competitive in many cases. The primary limiting factor in the development of waveform relaxation as a general method for VLSI circuit simulation has been the need for an e cient automatic partitioning algorithm which identi es a rapidly convergent splitting 17]. We do not present such an algorithm here, but we do examine conditions for the rapid and stable convergence of WR which could be used as acceptance criteria in a partitioning algorithm.
We restrict ourselves primarily to splittings (decouplings) of the block Jacobi form which might be used in a parallel implementation. We avoid the issue of discretization here, relying on the work of 12] to insure that for su ciently small stepsizes, the discrete version of the iteration will mimic the behavior of the continuous one.
In x2, a model linear 2nd order system is examined and several concepts (e.g stable convergence) are discussed. Stable convergence of waveform relaxation is related to spectral properties of the iteration matrix in the Laplace transform of the waveform relaxation iteration. The matrices which de ne a linear system are decomposed using the stamp representation of electronic circuit simulation. Using the stamp representation, it is easy to obtain relations between the quadratic forms on the various matrices. A concept of the speed of the splitting is de ned in terms of a proportionality constant between quadratic forms of the matrices de ning the splitting.
The problem of determining the spectral radius of the Laplace domain iteration matrix R(z) is then considered in x3. Su cient conditions for (R(z)) ! are derived.
These estimates generalize earlier estimates of 11] for convergence rate on an in nite interval.
Department of Mathematics , University of Kansas, Lawrence, KS 66045. The work of this author was supported in part by the Academy of Finland x4 contains two numerical experiments. In particular, a curious relationship between block size and convergence rate for the equations describing a linear RC network (or, alternatively, the spatially discretized 1D di usion equation) is explained in terms of our theory, and a spring-mass particle system is used to illustrate the correctness of an estimate obtained for undamped problems.
2. Linear Systems. In this section we describe the waveform relaxation iteration, and outline the methods used for its analysis for a model class of linear ODE systems that includes multiparticle mechanical systems 3] and linear VLSI RLC circuits 9]. These results could also be extended to nonlinear problems via linearization or to include constraints (e.g. as indicated in 6] or 5]).
We consider here the following second-order problem:
p(0) = p 0 ; _ p(0) = q 0 For multiparticle systems, K and D are, respectively, spring and damper matrices which have N N symmetric, positive semi-de nite structure. For such a network, M, also N N, would typically be positive and diagonal, but we assume only positive de niteness for the moment. Note that the springs in (1) have zero rest states. In general, nonzero rest states lead to nonlinearities. It is also straightforward to interpret (1) in terms of RLC circuits, where the condition that M is positive de nite can be interpreted to mean that there is a capacitor to ground from every node. We will be concerned with spectral properties of R(z).
2.1. Growth and the Window of Stable Convergence. Although the iteration on nite intervals is always (eventually) superlinearly convergent, during the early sweeps of the iteration on long intervals, convergence may be quite slow or there may even be substantial growth; theoretically, all growth eventually settles down, but numerically speaking, the increase in the initial sweeps of the iteration can lead to serious instability. One problem is to estimate the length of a window of stable convergence wherein the growth during the early stages of the iteration is moderate in some sense. More generally, the problem is to estimate the length of a window wherein convergence is approximately geometric with a given rate of decay.
Although proper window length is a highly problem-dependent quantity, and it is apparent that any general-purpose program will have to incorporate an adaptive estimator for the proper window length, good theoretical estimates are needed to guide the development of such algorithmic devices.
Another motivation for pursuing this sort of spectral analysis of the WR iteration is for the purpose of making qualitative comparisons between splittings.
Separating nonphysical behaviour in the computation of sweeps due to inaccuracies in the WR iteration from the true dynamics of the physical problem requires some estimation of the growth or decay mechanism of the iteration; here we use the exponentially weighted norm (following 14]) to try to nd an interval where the convergence is rapid.
The starting point for our discussion is the formula of Proposition 2.1 ( rst shown in 11] in slightly di erent setting) which a ords us a means of computing the spectral radius of the iteration operator in a weighted space. Let R represent the iteration operator for (2). One can say that as Refzg ! 1, the matrix R(z) looks like an O(1=z) perturbation to a normal matrix, which suggests that the spectral radius will, asymptotically as T ! 0, model the convergence rate of the iteration (even in the early sweeps). 2.2. Structure of Linear Systems: the Stamp Representation. We would like to restrict the class of splittings to a subset with practical bene t for parallel processing, namely, block Jacobi splittings. We rst discuss the structure of the matrices involved in the description of (1) using stamps, and then describe the splitting matrices with the same tool. We refer the reader to Collar and Simpson 3] for a discussion of formulating mechanical systems, and to Singal and Vlach 19] for a discussion of the stamp representation in the context of electronic circuits. The stamp representation is a powerful tool for decomposing the structure of a system of di erential equations de ned on a network.
We assume, rst of all, that the network we are studying is connected. Furthermore, we assume that actions take place in some relative coordinate frame: one node of the network is distinguished and xed. (The choice of this node is arbitrary, and there may be more than one xed node.) Let N be the number of non xed nodes.
The ow of information in many network problems is determined by three types Let n K elements of type K have positive coe cients k 1 ; k 2 ; ::; k n K . Suppose element i connects node l i with node r i . The matrix K may be written as a sum of simple rank-1 stamp matrices K i , where, if neither terminal of element number i is xed, the (l i ; l i ) and (r i ; r i ) elements of K i are k i , the (l i ; r i ) and (r i ; l i ) elements are ?k i and the matrix is otherwise zero. (If either of the terminals of the element is a xed node, this formula must be slightly modi ed: the associated stamp has just one nonzero element in the diagonal position corresponding to index of the non xed terminal; its value is k i .)
The block Jacobi splitting relaxes the interconnections between subsystems, so that D + and K + in (2) have a block diagonal structure (or may be permuted to a block diagonal matrix). We will assume that with a certain partitioning of the nodes of the network, the type M elements connect only nodes of a given block. We assume that all the interface elements (elements linking nodes of separated subsystems) connect a pair of non-xed nodes.
We can very easily de ne the described splitting technique using stamps. If element i is a splitting element, letK i represent the diagonal part of K i . Let Spl(K) denote the corresponding set of indices of the splitting elements. With i in f1::
A similar decomposition may be used for D.
For future reference, we denote by G the graph which underlies the network, and by G K (G D ) the subgraph with nodes corresponding to all nodes of the network and edges corresponding to elements of type K (D). We always assume that the type D and K elements together describe a connected graph. 
Bounds on Quadratic
where = u D u=(u u), = u K u=(u u), and = u Mu=(u u). All these quantities are real, since they are quadratic forms on real, symmetric matrices. Notice, too, that they are z-dependent, as the eigenvector u is dependent on z.
In the following propositions we give some facts about and . Assume rst for simplicity that none of the elements are connected to xed nodes; we will see that this is of no consequence. Using the stamp representation of subsection 2.2, we have: 
By the Cauchy-Schwarz inequality, we may easily observe that 0 and that j i j i , and this establishes the desired result. If now some of the (non-splitting) elements were connections to xed nodes, in the above would be formulated slightly di erently, but would remain nonnegative, so the argument would go through unaltered. The matrix K + D is weakly diagonally dominant since it is the sum of stamp matrices. The associated graph of the matrix K + D is precisely G, the graph underlying the network; by assumption, this graph is connected. Furthermore, there is some xed node. Let the ith node of the network be connected directly to this xed node. From the stamp representation, it is evident that in the ith row of K + D, the diagonal element is strictly greater than the sums of the absolute values of the o -diagonal elements. Evidently the matrix K +D is irreducibly diagonally dominant, and this contradicts the existence of a singular vector.
Using these facts about the Rayleigh quotients, it is possible to locate the poles of R(z). 2.4. Speed of a Splitting. It is clear that ! will depend critically on the extent to which the system was naturally decoupled at the splitting. In other words, on the relative in uence of the coupling elements. Our estimates for ! are determined based on the following concept of the speed of the splitting. Both of these terms are clearly nonnegative, regardless of x and y; all that is left is the rst term in (7) which is nonnegative under the stated condition.
On the other hand if D ? = 0, a su cient condition for (7) which holds under the condition of the theorem.
3.2. Estimates Asymptotically Correct as ! ! 0. Although Theorems 3.1 and 3.2 provide insight into the WR process, our experience in computations suggests that a di erent line of reasoning can sometimes yield rather better estimates, particularly as ! ! 0. To begin, let us examine the the graph of R(z) more closely. As a simple example we consider the splitting of the spring network of Fig. 1 into \left" and \right" subsystems each containing two of the mass points. With this splitting, (R(x+iy)) is plotted in Fig. 2 against x and y. A second graphic in Fig. 3 shows the view along the x-axis looking towards the origin, demonstrating that the maximum over lines parallel to the imaginary axis ultimately occurs at y = 0 (for large enough x). This illustration is representative of the general case, and in fact we can say that if x is su ciently large, the maximum value of (R(x + iy)) over y 2 R occurs on the x-axis.
This means that if ! is su ciently small, we may take y = 0, and this simpli es the calculation of ! . In what follows we assume K ? 6 = 0. If K ? = 0, then one cannot easily improve on the estimate of Theorem 3.1.
The key idea is to rewrite the left hand side of (6) The rst term is ultimately positive since x ! ! 1. The second term can be seen to be ultimately positive by use of the proof of the previous lemma.
Lemma 3.6. If ! is su ciently small, then the maximum value of (R(x ! + iy)) for all y is uniquely achieved at y = 0.
Proof For ! su ciently small, b(x ! ; u; !) > 0 independent of u. Since c(x ! ; u; !) 0, clearly (y) > 0 for all y 6 = 0. On the other hand, (0) reduces to the term c(x ! ; u; !) which we know is zero for some choice of u. In other words, (R(x ! )) !, and (R(x ! + iy)) < !, for y 6 = 0. Clearly then for ! su ciently small, the maximum value of (R(x ! + iy)) over y is achieved at y = 0. This con rms our observations in many computational experiments that the Dtype elements dominate the convergence behavior of the iteration in the late sweeps or on a short window. On long windows, or in the early sweeps, it is our experience that the K-type elements are more important since they introduce oscillatory modes that are often di cult to resolve.
4. Numerical Experiments. We rst detail some experiments with the simple RC-interconnect (or RC-line) of Fig. 4 , and then turn to a multiparticle mechanical system. A similar problem to the RC-line was considered in 11] and it has recently been examined in more detail by the author and A. Ruehli 7] from another point of view. Here we compare the observed convergence rate of the iteration for several block sizes and several window sizes and attempt to relate our observations to the estimates obtained in the last section. In doing so, we must be careful to understand those estimates in the proper context: they are essentially heuristic in that they are based on a simpli ed transition from Laplace to time variable and on assumptions which are only strictly valid asymptotically as Refzg ! 1 or as ! ! 0. Despite the limitations, the examples of this section show that the estimates do have practical value. The equations describing the nodal voltages in Fig. 4 are the familiar _ x = Ax, where A is the tridiagonal matrix with 1, ?2 and 1 on, respectively, the sub-, main and super-diagonal. A pseudo-random initial vector was supplied to insure that all parts of the circuit were approximately equally active over the time interval. We used the backward Euler method and a su ciently small xed stepsize h = 0:025 so that the convergence results were not substantially di erent for smaller values of h (and hence mimic the behavior of the time-continuous iteration). In Table 1, we give our observations for the convergence rate of the iteration obtained by splitting the equations of the RC line of length 120 into various size blocks. The entries in the table are of the form r 3 =r 6 , where r i represents the rate of convergence observed over the rst i sweeps (computed as (e i =e 1 ) i?1 , where e i is the di erence between the ith and i?1st iterates in maximum over both time and components). The pair of entries is just meant to give some indication of how much variation there is in the rst few sweeps (bear in mind that the convergence rate will ultimately tend to 0 as i ! 1, due to the superlinear convergence). We can also directly compute the spectral radius of the iteration matrix when z = 0, or ! D for the purposes of our estimation technique, and establish that for the given problem, the spectral radius ((D We were surprised to see that the rate of convergence fell so dramatically when the block size s changed from 1 to 2, while the change was nearly insigni cant going from e.g. s = 2 to s = 4, although this behavior has been observed in other computa- We can get some indication of how good of a quantitative window estimate C=^ ! is by substituting an observed convergence rate r intoT = C=^ r and comparing with the time interval on which r was observed. These calculations have been performed in Table 2 ; the number r 3 corresponding to the third sweep convergence rate estimate was used in each case; the number in the table should be compared to the endpoint of the time interval given at the top of the column in which it appears. We found that taking C 2:7 gives reasonable agreement with the computations in all but the s = 1, T = 1 case. The results are certainly in keeping with our expectations, bearing in mind the points mentioned in the rst paragraph of this section.
4.1. Multiparticle System. We conducted a large number of experiments with spring/mass networks. These problems were solved using an experimental multiparticle system solver developed by the author to serve as a software laboratory during The network of Fig. 5 was split into three subsystems, each containing a single node. The splitting spring coe cient was varied from k = 1 to k = 4 and the intergration was conducted on windows ranging from 0; :3] to 0; :9] . The observed convergence rates (r 3 ) are summarized in Table 3 . We then inserted the estimates into the formula of Theorem 3.7 and scaled using the constant multiple C = 3:9. The results are given in Table 4 . Again, there is reasonable agreement, given the substantial complexity of the phenomenon.
5. Conclusion. The techniques used here can also be applied to handle constrained systems through a projection technique 8]. Although a priori estimates cannot tell the whole story, particularly as we turn to nonlinear systems and attempt to apply the spectral procedure to a linearization of the equations, the a priori estimates do give substantial useful information for little computational expense, and should guide the development of adaptive algorithmic estimates.
