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1.  Introducción. 
1.1. Presentación del problema. 
A día de hoy en los países desarrollados la tecnología es omnipresente. Pero continúa 
habiendo barreras en el acceso a las tecnologías para las personas discapacitadas. Un 
claro ejemplo de estas barreras, es el acceso a los ordenadores para las personas que 
padecen tetraplejía. Estas personas disponen de diferentes alternativas como 
aplicaciones de control mediante voz, implantación de sensores en su organismo, etc… 
Este proyecto pretende aportar una nueva solución basada en las Tecnologías de la 
Información y Comunicación (TIC) para que personas con discapacidades dispongan de 
un sistema alternativo de acceso a los ordenadores. 
1.2. Objetivos del trabajo. 
El objetivo de este proyecto es realizar una aplicación capaz de desplazar el mouse de 
forma relativa y realizar clicks de una forma sencilla mediante la cabeza del usuario. 
Para conseguir el movimiento y las pulsaciones se analizarán los movimientos de la 
cabeza y las expresiones faciales mediante el uso las imágenes capturadas por una 
WebCam de bajo coste. 
1.3. Antecedentes en las TIC. 
A continuación se van a comentar diferentes antecedentes que se pueden encontrar:  
1.3.1. EyeTech Digital Systems. 
EyeTech Digital Systems [1], LLC captura el movimiento de los ojos. Requiere de un 
hardware específico que hace que el sistema completo tenga un precio cercano a los 
10.000$. No obstante, a pesar de su elevado precio, el sistema requiere que el usuario 
permanezca con la cabeza inmóvil y tiene el inconveniente de que convierte el 
desplazamiento absoluto de los ojos en desplazamiento relativo del cursor. 
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Ilustración 1. Sistema EyeTech Digital Systems. 
1.3.2. Loughborough University. 
La realización de un posicionamiento absoluto del cursor [2] se afrontó anteriormente 
en universidades inglesas mediante el uso de visión estereoscópica, con muy buenos 
resultados, aunque su elevado precio y su aparatosidad han limitado su aplicación 
práctica cotidiana. 
1.3.3. Ebisawa laboratory. 
En universidades japonesas [3] actualmente están desarrollando una aplicación para 
controlar el cursor con la rotación de la cabeza y clickar con un guiño. Se basan en el 
uso de una cámara infrarroja (precio > 20.000$) para independizar el dispositivo de la 
iluminación ambiente. 
 
Ilustración 2. Sistema Eye-Gaze. 
1.3.4. Camera Mouse. 
Camera Mouse [4] es una tecnología inicialmente desarrollada por los profesores Jim 
Gips y Margit Betke en la Universidad de Boston. La tecnología ha sido desarrollada 
para ayudar a la gente con discapacidades que solo puede mover su cabeza. Esta 
aplicación permite controlar los movimientos del cursor con pequeños movimientos de 
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cabeza. Para escoger el click a emular se selecciona de una toolbar, y para realizar el 
click se mantiene el mouse en una posición durante un cierto tiempo. CameraMouse 
trabaja con cámaras USB que utilizan un sensor de imagen CCD y  puede ser adquirido 
por un precio de 695$. 
1.3.5. HeadMouse® Extreme. 
HeadMouse traduce los movimientos naturales de la cabeza del usuario a movimientos 
directamente proporcionales del puntero del mouse [5]. HeadMouse es un sensor óptico 
gíreles y no requiere software especial. Cuando se usa HeadMouse con un teclado de 
pantalla como son SofType™ o KeyStrokes™ (se venden por separado, sobre 250$), 
HeadMouse® Extreme proporciona un acceso completo a las funciones del mouse y del 
ratón. HeadMouse® Extreme puede ser adquirido por un precio de 995.00$. 
1.3.6. SmartNAV3 AT. 
Smart-Nav AT Package es una alternativa al teclado y el mouse [6]. Proporciona una 
completa navegación sin manos. Con simples movimientos de la cabeza se puede 
controlar la computadora. Smart-Nav3 AT contiene  un hardware y software. El sistema 
no requiere alimentación externa y es plug-and-play. El usuario puede realizar el click 
derecho, izquierdo, doble clic y arrastrar seleccionando el tipo de click en una toolbar. 
Para realizar el click se debe mantener el cursor en una posición durante un espacio de 
tiempo. SmartNAV3 AT puede ser adquirido por un precio de 375.00$. 
1.4. Estructura del proyecto. 
El proyecto se ha estructurado en los siguientes capítulos: 
• Capítulo 1 – Introducción. Breve descripción de los objetivos del proyecto y sus 
antecedentes. 
• Capítulo 2 – Análisis del problema. División del problema en subproblemas. 
• Capítulo 3 – Localización de la cabeza del usurario. Alternativas analizadas para 
la detección de la cabeza del usuario. 
• Capítulo 4 – Análisis del movimiento de la cabeza del usuario. Alternativas 
analizadas para la detección de la dirección de desplazamiento de la cabeza del 
usuario. 
• Capítulo 5 – Análisis de los gestos faciales del usuario. Explicación de las 
opciones que se han estudiado para poder realizar la operación de click. 
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• Capítulo 6 – Elección de las alternativas. Se escogen las alternativas que se 
implementarán en la aplicación justificando la elección.  
• Capítulo 7 – Implementación de la aplicación. Breve descripción de las 
características de la aplicación implementada. 
• Capítulo 8 – Manual del usuario. Guía de instalación y utilización de la 
aplicación para el usuario.  
• Capítulo 9 – Conclusiones. Trabajos futuros y conclusiones extraídas. 
• Capítulo 10 – Bibliografía. Documentación consultada durante el desarrollo del 
proyecto. 
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2.  Análisis del problema. 
Para afrontar el problema de poder controlar el mouse y hacer click mediante los 
movimientos de la cabeza del usuario se ha dividido el problema en tres grandes partes: 
• Localización de la cabeza del usuario. Para detectar los movimientos del usuario 
y traducirlos en órdenes para el mouse, inicialmente se debe conocer cuál es la 
posición de la cabeza del usuario. 
• Análisis del movimiento de la cabeza usuario. Partiendo de la base que la 
posición de la cabeza es conocida, detectar los movimientos de la cabeza e 
identificarlos para traducirlos en desplazamientos del mouse. 
• Análisis del movimiento de la cara del usuario. Partiendo de la base que la 
posición de la cabeza es conocida, detectar los movimientos faciales del usuario 
para traducirlos en clicks del mouse. 
Para cada una de estas partes se han propuesta diferentes alternativas con sus ventajas e 
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3.  Localización de la 
cabeza del usuario. 
En este capítulo se presentan las diferentes alternativas que se han estudiado para 
detectar la cabeza del usuario. La detección de la cabeza del usuario es clave, ya que a 
partir de esta se puede estudiar sus posibles movimientos. 
Las diferentes alternativas propuestas basan la detección de la cabeza del usuario en la 
realización de unos leves movimientos en el eje horizontal de la cabeza y que no hay 
elementos móviles en el área de visión de la cámara.   
3.1. Alternativa 1. 
La metodología empleada sería la siguiente. Se realiza una resta del frame anterior con 
el actual y se obtiene una nueva imagen en la cuál se puede ver los elementos de la 
imagen que se han desplazado, esta nueva imagen es almacenada en un buffer 
(Ilustración 3). 
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Imatge original, 640 x 480 pixels
















Imatge original, 640 x 480 pixels










Ilustración 3. Alternativa 1 – Localización de la cabeza. Resta de dos imágenes consecutivas para 
obtener los elementos que se han desplazado. 
El proceso de resta de imágenes consecutivas se repite hasta que el buffer este lleno. 
Cuando el buffer esta lleno se hace una suma de las imágenes posición a posición como 








b1+ b2+…+ bn 
a1+ a2+…+ an 
 
Ilustración 4. Alternativa 1 – Localización de la cabeza. Suma del buffer de imágenes. 
La imagen correspondiente a la suma del buffer se segmenta para obtener otra imagen 
en la que solo habrá 0’s y 1’s. En la imagen segmentada se puede localizar la cabeza, al 
buscar una forma de U invertida. Esta forma de U invertida se encuentra mediante 
sumas de filas y sumas de columnas. En la Ilustración 5 se muestra los pasos a seguir. 
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Ilustración 5. Alternativa 1 – Localización de la cabeza. Método de localización de la cabeza. 
3.1.1. Propiedades de las restas de imágenes 
consecutivas. 
Al realizar la resta de imágenes, los bordes de los objetos que se han desplazado 
aparecen resaltados como se observa en la Ilustración 3. Esto se debe porque en los 
bordes de los objetos hay un cambio brusco en los niveles RGB, Ilustración 6. Entonces 
si el objeto es desplazado, en las zonas donde estaba el borde hay una gran diferencia en 
los niveles RGB entre la imagen anterior y la actual. Al realizar la resta se obtienen 
valores altos en esas zonas. Por el contrario si una zona uniforme, como por ejemplo la 
piel, es desplazada apenas se percibe una variación en los píxeles. 
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Ilustración 6. Alternativa 1 – Localización de la cabeza. Niveles RGB de los bordes de los objetos. 
3.1.2. Ejemplo real. 
En la Ilustración 7 se muestra un ejemplo real de la localización de la cabeza mediante 
la alternativa 1. Se puede ver una imagen segmentada de un usuario con el resultado de 
las sumas de filas y columnas necesarias para localizar la cabeza, y de color rojo el 
encuadre que se ha generado de la cabeza del usuario. 
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Ilustración 7. Alternativa 1 – Localización de la cabeza. Ejemplo de detección de la cabeza en una 
imagen segmentada. 
3.1.3. Ventajas e inconvenientes. 
Los principales inconvenientes que se pueden extraer de esta alternativa son:  
• Aparición de ruido. Aunque no haya movimiento, al capturar imágenes 
consecutivas están no son exactamente iguales por las características de las 
cámaras. Entonces en las restas de imágenes se genera un ruido. El acumular las 
imágenes en el buffer sirve para minimizar el efecto de este ruido, pero como se 
puede observar en la Ilustración 7 este sigue apareciendo. Este ruido puede 
llevar a problemas de localización del usuario. 
Las principales ventajas que se han observado son: 
• Bajo tiempo de cómputo. Las operaciones realizadas son muy poco costosas. 
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3.2. Alternativa 2. 
Para detectar la cabeza del usuario está alternativa utiliza dos imágenes, la imagen 
anterior y la actual. La imagen anterior se divide en una malla de cuadrados, Ilustración 
8. 
 
Ilustración 8. Alternativa 2 – Localización de la cabeza. Generación de la malla en la imagen 
anterior. 
Después, buscar la mejor ubicación de los cuadrados de la imagen anterior en la imagen 
actual, ubicación donde el nivel de similitud es máximo (Ilustración 10). Los cuadrados 
buscan su mejor posición a partir de su posición inicial en la malla, llegando a un 
desplazamiento máximo. Primero se busca la mejor ubicación de los cuadrados en el eje 
horizontal guardando el desplazamiento de cada cuadrado al encontrar su posición 
óptima. Después se realiza el mismo procedimiento para el eje vertical. La forma de 
desplazarse los cuadrados se puede ver en la Ilustración 9. Entonces de cada cuadrado 
de la malla se obtienen dos valores, el desplazamiento en eje horizontal y el 
desplazamiento en el eje vertical. Con los valores que se han obtenido de cada cuadrado 
se genera una matriz. La matriz que se genera representa el nivel máximo de 
movimiento de la imagen, para generar esta matriz se obtiene el valor máximo entre el 
valor absoluto del desplazamiento horizontal y el valor absoluto del desplazamiento 
vertical para cada cuadrado. Entonces la matriz resultante tendrá el máximo 
desplazamiento de cada cuadrado. 
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Patrón desplazado para realizar comparación 





Ilustración 9. Alternativa 2 – Localización de la cabeza. Desplazamiento de los elementos de las 
mallas. 
Aplicando sumas de filas y sumas de columnas como en la alternativa anterior se puede 
localizar la cabeza del usuario en la matriz representativa de desplazamientos máximos. 
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Ilustración 10. Calculo del nivel de similitud entre dos imágenes. 
3.2.2. Ejemplo real. 
A continuación se muestra un ejemplo con imágenes reales de la alternativa. Las 
primeras imágenes que se encuentran son la imagen anterior y la actual que se han 
utilizado en el ejemplo. 
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Ilustración 11. Alternativa 2 – Localización de la cabeza. Imágenes anterior y actual. 
En la siguiente imagen se muestra la representación de la matriz de desplazamientos 
máximos de los elementos de la malla. En la matriz se puede observar la cabeza del 
usuario, pero también aparece ruido en la parte superior de la imagen.  
Cabeza del usuario 
Ruido 
 
Ilustración 12. Alternativa 2 – Localización de la cabeza. Matriz de desplazamiento máximo de 
cada elemento de la malla (elementos de 30x30 pixels). 
Al capturar dos imágenes consecutivas, aunque no haya habido movimiento, estas 
difieren entre si. Esto ocurre porque el sensor de la cámara no captura exactamente lo 
mismo. Entonces si una superficie es de un color uniforme, como la cortina negra 
(Ilustración 13). Estas pequeñas variaciones de la captura, pueden ser suficientes para 
que una zona que no se ha desplazado, encuentre una mejor ubicación diferente a su 
posición real. Generando de esta manera el ruido de la imagen anterior. 
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Ilustración 13. Niveles RGB de una cortina negra. 
Si se quiere obtener una mayor precisión para la localización de la cabeza, se debe 
reducir el tamaño de los elementos de la malla. Pero al reducir el tamaño de los 
elementos de la malla el problema del ruido se agudiza. Esto ocurre porque los 
elementos muy pequeños, son más fáciles de ubicar en zonas periféricas al tener menos 
información. 
 
Ilustración 14. Alternativa 2 – Localización de la cabeza. Matriz de desplazamiento máximo de 
cada elemento de la malla (elementos de 10x10 pixels). 
3.2.3. Ventajas e inconvenientes. 
Los principales inconvenientes que se pueden extraer de esta alternativa son:  
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• Tiempo de cómputo elevado. Al buscar la mejor ubicación para cada elemento 
de la malla, el número de comparaciones es grande. 
• Problemas con las superficies uniformes. Aunque los objetos no se desplacen, 
los píxeles de la imagen varían levemente. Entonces si la zona de búsqueda y el 
elemento son uniformes, estos fácilmente pueden encontrar una mejor ubicación 
en las zonas próximas a su ubicación original.  
 Las principales ventajas que se han observado son: 
• Con cuadrados lo suficientemente grandes, el problema del ruido no afecta, 
consiguiendo una aceptable localización de la cabeza del usuario. 
3.3. Alternativa 3. 
Esta alternativa intenta solucionar el principal problema con las superficies uniformes 
de la alternativa anterior. La forma de actuar es similar. Primero se restan las dos 
imágenes consecutivas para obtener las posibles posiciones donde ha habido 
desplazamiento. A la imagen generada se le traza la malla de cuadrados como la 
aplicada en la anterior alternativa. 
 






Ilustración 15. Alternativa 3 – Localización de la cabeza. Malla de detección. 
Los cuadrados donde hay un nivel de movimiento suficientemente elevado, serán los 
examinados. De esta manera se consigue un ahorro de computo, ya que se realizan 
muchas menos comparaciones. Y no se analizan las zonas uniformes, porque estas no 
aparecen resaltadas en las restas de imágenes consecutivas. En este punto se repite el 
método empleado en la alternativa anterior, comparando los diferentes elementos de la 
malla de la imagen anterior con la actual. Pero solo se comparan los elementos que en la 
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resta han obtenido un nivel alto de diferencia. Entonces se genera una matriz 
representativa de desplazamientos máximos como la generada en el apartado anterior. 
Aplicando sumas de filas y sumas de columnas se puede localizar la cabeza del usuario 
en la matriz representativa de desplazamientos máximos. 
3.3.1. Ejemplo real. 
Las imágenes anterior y actual que se utilizan en el siguiente ejemplo son las mismas de 
la alternativa anterior, Ilustración 11. A continuación se muestra el resultado real de la 
esta alternativa en el caso de divisiones de la malla de 10x10 píxeles. La alternativa 
anterior en este caso tenía problemas como se puede ver en la Ilustración 14. Pero se 
puede comprobar como la alternativa 3 soluciona los problemas de las zonas uniformes 
de la imagen. 
 
Ilustración 16. Alternativa 3 – Localización de la cabeza. Matriz de desplazamiento máximo 
(elementos de 10x10 pixels). 
3.3.2. Ventajas e inconvenientes. 
En esta alternativa no se han encontrado inconvenientes después de la experimentación. 
Las principales ventajas que se han observado son: 
• Soluciona el problema de las zonas uniformes 
• Permite una mayor precisión de detección al poder reducir el tamaño de los 
elementos de la malla 
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• Reduce el tiempo de cómputo respecto a la alternativa anterior, porque solo se 
analizan las zonas donde hay movimiento. 
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4.  Análisis del 
movimiento de la cabeza 
del usuario. 
En este capítulo se desarrollan las diferentes alternativas que se han estudiado para 
detectar los movimientos de la cabeza del usuario. El estudio de los movimientos del 
usuario se inicia desde una situación particular. Esta situación particular es que la 
posición de la cabeza es conocida, es decir, previamente se ha localizado por alguno de 
los métodos anteriores.  
4.1. Alternativa 1. 
La metodología de esta alternativa es la siguiente, a cada nueva imagen capturada se le 
resta la anterior. La imagen que genera la resta nos muestra el nivel de movimiento de 
cada posición de la imagen. En la Ilustración 17 se muestra un ejemplo del resultado de 
esta operación. 
 






Ilustración 17. Alternativa 1 – Detección de movimiento. Resta de dos imágenes consecutivas. 
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Como se ha comentado en el apartado 3.1 de la página 6 una de las principales 
características que obtenemos al realizar la resta de imágenes, es que los bordes de los 
objetos que se han desplazado aparecen resaltados. 
Ya conseguida la imagen representativa del movimiento, se deben aplicar los patrones 
para detectar el posible movimiento. Los patrones dos patrones que se emplean en esta 
alternativa están formados por tres partes, la parte central exenta de movimiento y la 
parte superior e inferior, las cuales tienen movimiento. El movimiento que realiza la 
parte superior del patrón es de izquierda a derecha, sin que este afecte a la parte unida al 
patrón central. Es decir, el movimiento es similar al que realizaría un objeto que se 


















Ilustración 18. Alternativa 1 – Detección de movimiento. Estructura del patrón. 
La primera vez, situar los patrones en la imagen representativa del movimiento con su 
columna central sobre el límite de la cabeza que se ha encontrado con el método de la 
localización, uno a cada lado. La función de estos patrones es buscar la columna donde 
hay más movimiento. Las columnas empiezan en el patrón superior, pasando por el 
patrón central y hasta el patrón inferior. Para encontrar donde hay más movimiento se 
debe sumar el contenido de las diferentes columnas y comprobar en cuál de ellas la 
suma es mayor. La comprobación de que columna tiene más movimiento se debe 
realizar para diferentes desplazamientos del patrón inferior y superior. Entonces con 
todos los desplazamientos de los patrones analizados, la posición de la columna con el 
mayor valor de movimiento se considera la nueva posición de inicio de los patrones 
cuando se reciba el nuevo frame. Y también nos sirve para calcular el movimiento 
comparando la posición anterior del patrón y la actual. A continuación se muestra la 
Ilustración 19 que muestra la posición de los patrones. 
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Ilustración 19. Alternativa 1 – Detección de movimiento. Posición de los patrones de detección de 
movimiento. 
4.1.1. Ventajas e inconvenientes. 
Los principales inconvenientes que se pueden extraer de esta alternativa son:  
• No realiza correctamente la detección del movimiento de la cabeza. 
4.2. Alternativa 2. 
El funcionamiento de esta alternativa es el siguiente. A partir de la localización de la 
cabeza que es conocida, se obtienen tres patrones. Estos patrones son trozos de imagen 
RGB, habrá dos patrones laterales y un patrón vertical. Los patrones laterales se 
encargan de controlar el desplazamiento horizontal y el patrón superior del movimiento 
vertical. En la Ilustración 20 se muestra un posicionamiento inicial de los patrones para 
una buena detección del movimiento. 
 
Ilustración 20. Alternativa 2 – Detección de movimiento. Obtención de los patrones. 
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Para detectar el movimiento lateral, desplazar los patrones laterales independientemente 
de un lado a otro, buscando una posición con el mínimo nivel de diferencias. Operar de 
igual forma con el patrón vertical, pero desplazar en el eje vertical. El método de 
desplazar los patrones para encontrar su mejor posicionamiento es el mismo que el de la 
Ilustración 9.  
Para conocer en que dirección se esta movimiento el usuario se compara la posición 
anterior de los patrones con las nuevas posiciones para la nueva imagen. El proceso se 
repite al obtener una nueva imagen, pero cuando no es el caso inicial los patrones 
inician sus movimientos desde su última posición óptima. 
4.2.1. Características de la piel respecto al entorno. 
En esta alternativa se intenta aprovechar las características de la piel y del entorno en las 
imágenes RGB. La piel en las diferentes capas RGB tiene un comportamiento uniforme 
y los niveles del pelo en RGB son muy diferentes de los valores RGB de la piel. Los 
valores RGB del fondo; en fondos heterogéneos no son uniformes y en fondos 
homogéneos son uniformes. En la Ilustración 21 se pueden comprobar estas 
características, a mano derecha se encuentran los niveles RGB del trazado rojo de la 
imagen de la izquierda. Se pueden distinguir las diferentes secciones por donde pasa el 
trazado, la piel, el pelo y el fondo de la imagen. 
PIEL PELO FONDO 
 
Ilustración 21. Alternativa 2 – Detección de movimiento. Características de la piel. 
Estas características hacen que los patrones tiendan a seguir la piel cuando la cara se 
desplace. 
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4.2.2. Ejemplo real. 
Seguidamente se muestran imágenes de un ejemplo real. La primera imagen se 
corresponde a la imagen donde se ha localizado la cabeza. Esta es la imagen de partida 
en la que se ubicaran los patrones. En la siguiente imagen se muestra como el patrón de 
la izquierda se ha desplazado con el movimiento de la cabeza.  
 
Ilustración 22. Alternativa 2 – Detección de movimiento. Ejemplo con patrones. 
4.2.3. Ventajas e inconvenientes. 
Los principales inconvenientes que se pueden extraer de esta alternativa son:  
• Los patrones se pueden quedar anclados en una zona. Este problema se da 
cuando el patrón inicial contiene una proporción grande de fondo y este es muy 
uniforme. Porque entonces sus niveles RGB contienen picos que son difíciles de 
ubicar en otras zonas. 
• Los patrones necesitan abarcar zonas con cambios de niveles RGB. Porque 
basan su posicionamiento en estos cortes bruscos. Por ejemplo, el patrón vertical 
necesita encontrar el límite entre el pelo y la piel de la frente. Porque este basa 
su posicionamiento en este cambio brusco de niveles RGB. Problemas de 
detección con personas con el pelo largo y suelto por no encontrar el punto de 
corte entre el pelo y la cara (posible solución mediante la ayuda de filtros 
morfológicos). 
Las principales ventajas que se han observado son: 
• Pocos requisitos de cálculo. Solo se desplazan y se comparan tres patrones. 
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4.3. Alternativa 3. 
La forma de operar de esta alternativa es la siguiente. Se localizan las cejas del usuario 
en la primera imagen en la que se conoce el encuadre. Y se obtienen los puntos donde se 
inician las cejas partiendo del centro de la cara. Con estos dos puntos se calcula el punto 
medio entre las cejas. Al obtener el punto medio entre las cejas en una imagen donde el 
usuario esta centrado, se pueden definir unos ejes imaginarios alrededor de este punto 
(Ilustración 23). En las siguientes imágenes capturadas se realiza también la 
localización del punto medio entre las cejas. Al desplazar la cabeza, el punto calculado 
se desplazará sobrepasando alguno de los ejes calculados al inicio. Según la dirección 
del movimiento de la cabeza,  el punto sobrepasará uno o varios ejes. A partir de los 
ejes sobrepasados se puede conocer la dirección del movimiento. 
 
Ilustración 23. Alternativa 3 – Detección de movimiento.  Obtención de la dirección del movimiento 
y cantidad. 
4.3.1. Detección de las cejas. 
Para detectar las cejas se realiza una búsqueda exhaustiva mediante un filtro 
morfológico que desciende por las columnas del encuadre de la cabeza. Cuando el filtro 
detecta un inicio de ceja, se almacena su posición x e y, y se continua por la siguiente 
columna hasta una exploración completa del encuadre de la imagen. Todos los puntos 
que se han encontrado no tienen porque pertenecer a las cejas. Entonces se realiza un 
filtrado de los puntos y se generan todas las posibles cejas a partir de esos puntos. Para 
ser una posible ceja se tiene que cumplir que los puntos que la describen tienen que ser 
continuos en el eje de las x y a una distancia corta en el eje de las y. De estas posibles 
cejas solo nos quedamos con las dos de mayor longitud.  
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En la Ilustración 24 se muestra porque se usan filtros morfológicos (buscan formas) 
para la detección de las cejas. La ilustración esta formada por dos imágenes, en la 
primera se muestra la imagen original donde se han obtenido los niveles RGB de la piel 
y la ceja, la línea de color rojo es la zona analizada. En la segunda imagen se muestran 
los detalles de los niveles RGB de la zona marcada. En la gráfica se puede diferenciar la 
zona correspondiente a la piel y la zona correspondiente a la ceja. Esta forma 
claramente definida se debe buscar mediante filtros morfológicos para detectar las cejas. 
PIEL PIELCEJA  
 
Ilustración 24. Alternativa 3 – Detección de movimiento. Niveles RGB de las cejas. 
4.3.2. Ejemplo real. 
A continuación se muestra unas capturas de las pruebas realizadas con esta alternativa. 
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Ilustración 25. Alternativa 3 – Detección de movimiento. Ejemplos de la aplicación de la 
alternativa. 
En la Ilustración 25 en las diferentes imágenes se puede ver como las cejas son 
identificadas. A partir de las cejas se obtiene el punto medio entre ellas el cual sirve 
para decidir en que dirección esta mirando el usuario.  
4.3.3. Ventajas e inconvenientes. 
Los principales inconvenientes que se pueden extraer de esta alternativa son: 
• Hay un gran número de patentes sobre la detección de movimiento a través de 
las cejas. 
• Después de realizar pruebas con diferentes usuarios, se ha encontrado problemas 
con personas que tienen el pelo largo. Los problemas son debidos a que el pelo 
tapaba parcialmente las cejas; o el espacio entre las cejas y el pelo con lo que el 
filtro morfológico no tenía suficiente espacio para realizar la detección. 
• Volver a la posición neutra, es decir que el centro de las cejas no salga de los 
límites para indicar movimiento, puede ser complicado si la distancia entre los 
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límites es muy pequeña. Si por el contrario la distancia entre los límites es 
grande, se necesita de grandes movimientos de la cabeza para poder desplazar el 
ratón. 
• Indicar un movimiento diagonal es complicado de realizar, ya que realizar 
movimientos precisos con la cabeza no es sencillo. 
• Falta comprobar el resultado de los filtros morfológicos en personas de otras 
razas. 
Las ventajas que tiene esta alternativa son: 
• Se pueden detectar 8 orientaciones en los movimientos del usuario. 
• La localización de las cejas en usuarios con el pelo corto es correcta. 
4.4. Alternativa 4. 
Los pasos que sigue la alternativa serían los siguientes. Se quiere localizar los ojos del 
usuario dentro del encuadre de la cara. Para localizar los ojos se emplea una imagen 
patrón de unos ojos con un trozo de piel. Se realiza una búsqueda con la imagen dentro 
del encuadre, probando todas las posibles posiciones. Esta búsqueda se realiza con 
diferentes tamaños de la imagen patrón para encontrar los ojos con mayor exactitud. 
Con los ojos ya localizados se obtiene un nuevo patrón. Este patrón será representativo 
de la cara del usuario, se obtiene de la posición donde se ha encontrado mayor similitud 
y abarca una mayor zona que el patrón que se ha empleado inicialmente, ocupando la 
cara del usuario. Se crean unos límites imaginarios alrededor del perímetro del patrón. 
A continuación al obtener nuevas imágenes se realiza una búsqueda con el patrón de la 
cara en la nueva imagen. Para buscar su nueva posición se desplazará respecto a la 
posición que ocupaba en la imagen anterior dentro de un rango. El patrón se desplaza 
como en la Ilustración 9, en el eje horizontal y en el eje vertical. Después de encontrar 
la mejor ubicación al patrón en la nueva imagen, comprobar si el patrón sobrepasa los 
límites imaginarios. Si los límites son sobrepasados, se puede conocer la dirección en 
que se ha desplazado o girado el usuario.  
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Limites de detección de 
movimiento 
 
Mejor posición del 
patrón 
 
Ilustración 26. Alternativa 4 – Detección de movimiento. Detección del movimiento. 
En la Ilustración 26 se muestra una imagen representativa de esta alternativa. En la 
primera imagen se ha obtenido el nuevo patrón y entonces se han trazado los limites 
para la detección del movimiento. En la siguiente imagen se muestra como al girar la 
cara, el patrón sigue a los ojos y se sobrepasan los límites de detección de movimiento. 
Entonces se puede detectar que el usuario esta girándose hacía su izquierda. 
4.4.1. Características de la cara. 
Si se observa una imagen de la cara de dos dimensiones como una imagen 
tridimensional, donde los ejes x e y corresponden a sus posiciones en la imagen y la 
profundidad corresponde al nivel de color en escala de grises de la posición x e y. Se 
puede ver que la cara tiene una forma característica,  donde los ojos tienen forma de 
cráter. A continuación se muestran unas imágenes de una cara transformadas en 
imágenes 3D donde la profundidad es el nivel de color en escala de grises. 
 
Ilustración 27. Alternativa 4 – Detección de movimiento. Representación 3D de la cara donde el 
color corresponde a la profundidad. 
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Esta forma de los ojos respecto a la piel es la que consigue que al desplazar la cara e 
intentar reubicar el patrón este encaje en la posición de la cara. 
4.4.2. Ejemplo real. 
A continuación se van a mostrar unas capturas de pantalla de un ejemplo real de esta 
alternativa. La primera imagen muestra el usuario, al que se le ha localizado la 
localizada la cabeza, y después se ha realizado la búsqueda de los. En la imagen número 
2 se ha obtenido el nuevo patrón basándose en las posiciones de los ojos y se han 
generado los límites que servirán para detectar el movimiento. Por último la imagen 
número 3 muestra como el patrón se desplaza con la cara y se sobrepasan los límites, 




Ilustración 28. Alternativa 4 – Detección de movimiento. Creación y seguimiento de la mascara. 
4.4.3. Ventajas e inconvenientes. 
Los principales inconvenientes que se pueden extraer de esta alternativa son: 
• Con un único patrón de ojos para localizarlos dentro del encuadre de la cara, no 
es suficiente. Se necesitan patrones con diferentes rasgos para poder obtener una 
localización de los ojos correcta. 
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• Cuando un usuario gira la cabeza, la imagen de la cara que debe buscar el patrón 
ha quedado deformada respecto al patrón de búsqueda obtenido inicialmente. 
Entonces pueden aparecer problemas de seguimiento de la cara. Se han realizado 
pruebas donde el patrón también se redimensionaba pero el resultado es el 
mismo. 
•  Volver a la posición neutra, es decir la posición donde los filtros no detectan 
movimiento, es complicado si la distancia entre los límites es muy pequeña. Si 
por el contrario la distancia entre los límites es grande, se necesita grandes 
movimientos de la cabeza para poder desplazar el ratón. 
Las ventajas que tiene esta alternativa son: 
• Se pueden detectar 8 orientaciones en los movimientos del usuario. 
4.5. Alternativa 5. 
Uno de los problemas de la alternativa 4 era que cuando un usuario gira la cabeza, la 
cara del usuario queda deformada respecto al patrón de búsqueda obtenido inicialmente, 
entonces pueden aparecer problemas de seguimiento de la cara. En esta alternativa se 
intenta solucionar este problema. En la alternativa 4 cuando se habían localizado los 
ojos se generaba un nuevo patrón, en la alternativa 5 también se genera un nuevo 
patrón. Se genera haciendo una proyección de la cara del usuario sobre una sección de 
la superficie lateral de un cilindro. Esta forma cilíndrica en el patrón intenta representar 
la forma de la cabeza. Entonces se puede simular el giro de la cabeza, y obtener el 
patrón de la cara después del giro. Se rota respecto al punto de origen (0,0), que se 
encuentra a la misma altura que el extremo superior de la sección en el centro del 
cilindro imaginario. Para obtener el nuevo patrón se realiza una proyección de la imagen 
cilíndrica sobre un plano situado siempre en la misma zona. 
 
α α(0,0) 
Ilustración 29. Alternativa 5 – Detección de movimiento. Generación de un patrón cilíndrico. 
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La forma de operar de esta alternativa es la misma que la de la alternativa 4, comparar el 
patrón buscando la mayor coincidencia. La diferencia esta en el patrón usado para 
realizar las comparaciones. Esta alternativa emplea diferentes patrones que son la 
proyección de la imagen cilíndrica rotada ha diferentes ángulos. Para detectar el 
movimiento se puede utilizar límites como en la alternativa 4, o basándose en el ángulo 
del patrón que ha dado mayor coincidencia. Por ejemplo, si el ángulo esta entre -10º y 
10º es posición neutra, pero si sobrepasa estos valores podemos considerar que hay 
movimiento. 
4.5.1. Ejemplo real. 
En las siguientes imágenes se puede ver un caso real de la alternativa 5. La primera 
imagen muestra el usuario con la cabeza y los ojos localizados. Estos ojos del usuario 
van a servir para generar el patrón cilíndrico de la siguiente imagen. 
 
Ilustración 30. Alternativa 5 – Detección de movimiento. Localización de los ojos del usuario para 
generar el patrón cilíndrico. 
 
Ilustración 31. Alternativa 5 – Detección de movimiento.  Ejemplo de patrón cilíndrico. 
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El patrón cilíndrico se puede rotar para simular los giros de la cabeza, en las imágenes 
de continuación se muestra primero el patrón original, y debajo el patrón generado 
después de simular un giro de 45 grados. 
 
Ilustración 32. Alternativa 5 – Detección de movimiento. Patrón con simulación de giro de la 
cabeza. 
Seguidamente se muestra un ejemplo donde la alternativa 4 pierde la localización con el 
patrón, y como la alternativa 5 es capaz de ubicarse sin problemas.  
 
Ilustración 33. Alternativa 5 – Detección de movimiento. Perdida de localización de la cara del 
usuario con la alternativa 4. 
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Ilustración 34. Alternativa 5 – Detección de movimiento. Localización de la cara del usuario. 
4.5.2. Ventajas e inconvenientes. 
Los principales inconvenientes que se pueden extraer de esta alternativa son: 
• Con un único patrón de ojos para localizarlos dentro del encuadre de la cara, no 
es suficiente. Se necesitan patrones con diferentes rasgos para poder obtener una 
localización correcta. 
• Al utilizar un mayor número de patrones para realizar la búsqueda (el mismo 
patrón visto desde diferentes ángulos), el tiempo de cómputo aumenta 
considerablemente. 
•  Volver a la posición neutra, es decir la posición donde los filtros no detectan 
movimiento, es complicado si la distancia entre los límites es muy pequeña. Si 
por el contrario la distancia entre los límites es grande, se necesita grandes 
movimientos de la cabeza para poder desplazar el ratón. 
Las ventajas que tiene esta alternativa son: 
• Se pueden detectar 8 orientaciones en los movimientos del usuario. 
• Mejora el funcionamiento de la alternativa 4, reduciendo la mala localización de 
la cara del usuario. 
4.6. Alternativa 6. 
Para detectar la dirección del movimiento del usuario esta alternativa utiliza dos 
imágenes, la imagen anterior del encuadre del usuario y la actual. En encuadre de la 
imagen anterior se divide en una malla de cuadrados, Ilustración 35. En la imagen actual 
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se busca la mejor ubicación de los cuadrados de la imagen anterior, ubicación donde el 
nivel de similitud es máximo, en el eje horizontal y en el eje vertical. Estos cuadrados 
buscan su mejor posición a partir de su posición en la malla con un desplazamiento 
máximo. Primero se busca la mejor ubicación de los cuadrados en el eje horizontal 
guardando el desplazamiento de cada cuadrado al encontrar su posición óptima. 
Después se realiza el mismo procedimiento para el eje vertical. La forma de desplazarse 
los cuadrados es la misma que la de los patrones, ver Ilustración 9, la única diferencia es 
que aquí un cuadrado primero se desplaza en un eje y luego en el otro. Entonces de cada 
cuadrado de la malla obtenemos dos valores, el desplazamiento en eje horizontal y el 
desplazamiento en el eje vertical. Con los valores obtenidos de cada cuadrado se pueden 
generar cinco matrices representativas del movimiento. La primera matriz representa el 
nivel máximo de movimiento de la imagen, para generar esta matriz se obtiene el valor 
máximo entre el valor absoluto del desplazamiento horizontal y el valor absoluto del 
desplazamiento vertical para cada cuadrado. Entonces la matriz resultante tendrá el 
máximo desplazamiento de cada cuadrado. Las otras cuatro matrices contienen el 
desplazamiento de cada cuadrado en un sentido determinado (arriba, abajo, derecha, 
izquierda). Por ejemplo, si en un cuadrado el valor de desplazamiento horizontal para 
obtener la máxima similitud es de -5. Entonces en su posición correspondiente en la 
matriz que indica movimiento a la derecha le corresponde un 0 y en la de la izquierda 
un 5. 
 
Ilustración 35. Alternativa 6 – Detección de movimiento. Generación de la malla en la imagen 
anterior. 
De las cinco matrices obtenidas se puede calcular el nivel medio de movimiento de cada 
una de ellas, realizando una simple media de todos sus valores. Si el valor medio de 
movimiento de la matriz que representa el nivel máximo de movimiento supera un valor 
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umbral se puede decir que hay movimiento en alguna dirección. La dirección en que 
habrá movimiento será la dirección con el mayor nivel medio de movimiento. 
4.6.1. Ejemplo real. 
A continuación se muestra un ejemplo donde se puede comprobar el funcionamiento de 
esta alternativa. Las imágenes siguientes son las imágenes que se obtienen de dentro del 
encuadre. Y son las imágenes analizadas. 
 
Ilustración 36. Alternativa 6 – Detección de movimiento. Imágenes analizadas. 
En la siguiente imagen se muestra la representación de las matrices que se han generado 
aplicando esta alternativa. En el centro se puede ve la matriz de desplazamientos 
máximos de los elementos de la malla. Esta matriz es la que nos sirve para saber si hay 
o no movimiento. El color negro indica desplazamiento 0 y el color blanco máximo 
desplazamiento. En la imagen se puede ver que ha detectado mucho movimiento, ya que 
toda la imagen esta casi de color blanco. Al detectar que ha habido movimiento, se 
buscaría en cuál de las cuatro posibles direcciones hay más movimiento. En las 
imágenes de ejemplo el usuario se ha girado hacía la derecha, y como muestra los 
resultados gráficos la derecha es donde ha habido mayor movimiento.  
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Ilustración 37. Alternativa 6 – Detección de movimiento. Resultados generados de las imágenes 
analizadas. 
4.6.2. Ventajas e inconvenientes. 
Los principales inconvenientes que se pueden extraer de esta alternativa son: 
• Al realizar un gran número de comparaciones el tiempo de cómputo es elevado. 
• Si disminuimos el tamaño de los cuadrados de la malla para obtener mayor 
detalle, el tiempo de cómputo aumenta rápidamente. 
• Problemas con las superficies uniformes. Hay problemas de ruido, ya que es 
fácil que los trozos de malla rellenos de piel puedan encontrar nuevas 
ubicaciones en sus alrededores. Si se reduce el tamaño de los elementos de la 
malla, el ruido aumenta. 
Las ventajas que tiene esta alternativa son: 
• Fácil detección de la dirección del movimiento. 
• Podemos controlar la sensibilidad del movimiento aumentando o disminuyendo 
el valor umbral respecto al que se compara el nivel medio de movimiento por 
píxel de la matriz de movimiento máximo. 
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• Es más fácil indicar una dirección que con las alternativas anteriores. 
4.7. Alternativa 7. 
En la alternativa 7 se intentan mejorar algunos de los problemas de la alternativa 6  
como son el tiempo de cómputo y el problema con las superficies uniformes. La 
metodología de esta alternativa es casi la misma que la de la alternativa 6, la única 
diferencia es que la detección del movimiento solo se realiza en las posiciones que ha 
habido movimiento dentro del encuadre. Para conocer en que posiciones ha habido 
movimiento dentro del encuadre se aplica el mismo sistema que en la alternativa 3 de 
detección de la cabeza del usuario. Es decir, se realizan restas a las imágenes 
consecutivas para obtener las zonas donde ha habido movimiento. 
4.7.1. Ejemplo real. 
Las imágenes sobre las que se han realizado las comparaciones son las mismas que las 
de la Ilustración 36. La siguiente imagen muestra la representación de las matrices 
generadas por la alternativa. En el centro se puede ve la matriz de desplazamientos 
máximos de los elementos de la malla. Esta matriz es la que nos sirve para saber si hay 
o no movimiento. El color negro indica desplazamiento 0 y el color blanco máximo 
desplazamiento. En la imagen se puede ver que ha detectado mucho movimiento, ya que 
toda la imagen esta casi de color blanco. Al detectar que ha habido movimiento, se 
buscaría en cual de las cuatro posibles direcciones hay más movimiento. En las 
imágenes de ejemplo el usuario se ha girado hacía la derecha, y como muestra los 
resultados gráficos la derecha es donde ha habido mayor movimiento.  
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Ilustración 38. Alternativa 6 – Detección de movimiento. Resultados generados de las imágenes 
analizadas. 
4.7.2. Ventajas e inconvenientes. 
Los principales inconvenientes que tenía la alternativa 6 han sido solventados en esta 
alternativa y las ventajas que tiene esta alternativa son: 
• Fácil detección de la dirección del movimiento. 
• Podemos controlar la sensibilidad del movimiento aumentando o disminuyendo 
el valor umbral respecto al que se compara el nivel medio de movimiento por 
píxel de la matriz de movimiento máximo. 
• Es más fácil indicar una dirección que con las alternativas anteriores. 
• Se puede obtener mayor precisión reduciendo el tamaño de los elementos de la 
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5.  Análisis de los gestos 
faciales del usuario. 
En este capítulo se plantean las diferentes opciones para que el usuario pueda realizar el 
click del mouse. Las diferentes opciones para realizar el click del mouse son mediante 
gestos faciales. Para detectar estos movimientos faciales del usuario se ha empleado la  
metodología de la alternativa 7 de detección de movimientos. Esta alternativa permite 
reducir el tamaño de los elementos de la malla, para obtener un mayor detalle de 
detección, sin generar el problema del ruido que genera la piel. 
5.1. Opción 1. 
El usuario puede realizar el click mediante un movimiento de las cejas. Este 
movimiento es el de subir las cejas hacía arriba. Para detectar este movimiento se 
realizan los mismos pasos que en la alternativa 7,  pero de las cinco matrices solo se 
utiliza la matriz de movimiento hacía arriba. Esta matriz se divide en dos partes iguales 
con un corte horizontal. Y se calcula la media de movimiento de cada una de estas 
mitades. Si la media calculada de la mitad superior de la matriz de movimiento hacía 
arriba supera un valor umbral (hay movimiento) y la de la mitad inferior es cercana a 
cero (no hay movimiento), se decide que se ha realizado un click mediante las cejas. 
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Ilustración 39. Imágenes del usuario realizando click con las cejas. 
Media > Valor umbral 
(hay movimiento) 
Media ≈ 0 
(no hay movimiento) 
CLICKy 
 
Ilustración 40. Detección del click con las cejas. 
5.2. Opción 2. 
El usuario puede realizar el click cerrando los ojos. Para detectar este movimiento se 
realizan los mismos pasos que en la alternativa 7, pero de las cinco matrices solo se 
utiliza la matriz de movimiento hacía abajo. Esta matriz se divide en dos partes iguales 
con un corte horizontal. Y se calcula la media de movimiento de cada una de estas 
mitades. Si la media calculada de la mitad superior supera un valor umbral (hay 
movimiento) y la de la mitad inferior es cercana a cero (no hay movimiento), se decide 
que se ha realizado un click mediante los ojos. 
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Ilustración 41. Imágenes del usuario realizando click con los ojos. 
Media > Valor umbral 
(hay movimiento) 
Media ≈ 0 
(no hay movimiento) 
CLICKy 
 
Ilustración 42. Detección del click con las ojos. 
5.3. Opción 3. 
El usuario puede realizar el click abriendo la boca. Para detectar este movimiento se 
realizan los mismos pasos que en la alternativa 7,  pero de las cinco matrices solo se 
utiliza la matriz de movimiento hacía abajo. Esta matriz se divide en dos partes iguales 
con un corte horizontal. Y se calcula la media de movimiento de cada una de estas 
mitades. Si la media calculada de la mitad superior es cercana a cero (no hay 
movimiento) y la de la mitad inferior supera un valor umbral (hay movimiento), se 
decide que se ha realizado un click mediante la boca. 
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Ilustración 43. Imágenes del usuario realizando click con la boca. 
Media > Valor umbral 
(hay movimiento) 
Media ≈ 0 
(no hay movimiento) 
CLICKy 
 
Ilustración 44. Detección del click con la boca. 
5.4. Opción 4. 
Esta opción es la de un click automático. El click automático se realiza al superar un 
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6.  Elección de las 
alternativas. 
Después de haber estudiado las diferentes alternativas para la detección de la cabeza, se 
ha escogido la alternativa 3. Esta alternativa es la que realiza la resta de dos imágenes 
consecutivas y después solo se analizan las zonas donde ha habido movimiento. Para 
obtener un mejor rendimiento, la matriz de resultados se va acumulando hasta alcanzar 
el tamaño máximo del buffer. Con todos los resultados del buffer se obtiene la 
localización de la cabeza del usuario mediante sumas de filas y sumas de columnas. Se 
ha optado por esta alternativa, ya que en la experimentación ha sido la que ha dado 
mejores resultados de detección de la cabeza del usuario y no tenía problemas con el 
ruido.  
Para analizar el movimiento del usuario se ha optado por la alternativa 7. Esta 
alternativa se basa primero en la resta de imágenes consecutivas para detectar las zonas 
donde ha habido movimiento, y después se analizan estas zonas para conocer la 
cantidad y la dirección del movimiento. Se ha optado por esta alternativa, ya que con las 
matrices que genera se puede identificar el movimiento y dirección de forma sencilla, y 
además se pueden aprovechar para detectar los gestos faciales de click por parte del 
usuario. Otra característica importante de esta alternativa, es su velocidad ya que solo se 
analizan las zonas con movimiento y que no tiene problemas de ruido con las 
superficies uniformes. 
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7.  Implementación de la 
aplicación. 
La aplicación ha sido implementada en C++, ya que dispone de diferentes librerías para 
trabajar con WebCams, y también proporciona una alta velocidad de ejecución respecto 
a otros lenguajes de programación. Con el lenguaje de programación decidido, se ha 
tenido que elegir entre la librería Video for Windows (vfw) o openCV para la captura de 
las imágenes vía WebCam. La opción que se ha escogido es vfw que aunque no es 
multiplataforma, aporta una característica muy importante. Con vfw después de realizar 
algunas pruebas se ha conseguido controlar la resolución de la cámara, y con openCV 
no. En nuestro caso esta característica es muy importante ya que se necesita una alta 
resolución (640x480 píxeles) para poder detectar las expresiones de la cara. De esta 
manera con vfw se puede cambiar la resolución de la WebCam y si no soporta la 
resolución parar la aplicación. 
Para capturar las imágenes se ha configurado un timer de 100ms para conseguir un 
refresco de 10 fps. Este es suficiente para detectar los movimientos del usuario y sus 
gestos faciales. 
En una primera etapa la aplicación localiza la cara del usuario. Una vez localizada, ya se 
puede controlar el ratón con los movimientos de la cabeza. Para desplazar el ratón el 
usuario debe hacer movimientos leves hacía alguna de las cuatro direcciones permitidas 
(arriba, abajo, derecha e izquierda). Después de cada movimiento la aplicación deja un 
espacio de tiempo para que el usuario se posicione otra vez en la posición de partida del 
movimiento. En este espacio de tiempo las imágenes no son analizadas y se permite al 
usuario resituarse para poder controlar el ratón con comodidad. Esta forma de volver a 
la posición inicial, en un principio puede parecer incomoda, pero con un corto periodo 
de adaptación se vuelve un movimiento reflejo. Como se ha optado por un 
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desplazamiento del ratón relativo, el ratón se desplazará en el sentido indicado hasta que 
el usuario de la orden de parar o llegue al extremo de la pantalla. Realizando un 
movimiento en el sentido contrario al movimiento del mouse se consigue detenerlo. 
También se ha implementado la posibilidad de acelerar el desplazamiento del mouse 
realizando un movimiento de la cabeza en el sentido de desplazamiento del mouse. Esta 
posibilidad se ha implementado para poder reducir el tiempo de desplazar el mouse de 
extremo a extremo de la pantalla. Combinando los movimientos de la cabeza del usuario 
se puede desplazar el mouse en diagonal. 
En la aplicación se ha implementado una opción de pausa. Para entrar en modo pausa se 
realiza unos movimientos rápidos en el eje horizontal. Cuando la aplicación esta en 
modo pausa, ya no se controla el ratón. Entonces el usuario puede moverse dentro del 
rango de visión de la cámara sin afectar al mouse. Para salir del modo pausa se realiza el 
mismo movimiento que para entrar. Al salir se inicia la búsqueda de la cara del usuario 
como si la aplicación se hubiese iniciado. 
La aplicación dispone de un menú de configuración. Para acceder al menú de 
configuración el usuario debe clickar encima de la aplicación cuando este en ejecución. 
Al situarse encima de la aplicación esta desaparece, por si el usuario necesita acceder a 
esa zona. Si el mouse permanece parado dentro de la zona de la aplicación, esta aparece 
permitiendo al usuario clickar. Entonces se muestra el menú de configuración, el menú 
es un bitmap por el cuál el usuario se desplaza mediante el movimiento de la cabeza y 
selecciona las opciones con los clicks faciales. Las opciones del menú, se explican en el 
siguiente apartado de manual de usuario. 
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TIMER 
CAPTURA IMAGEN WEBCAM(100 MS) 
 
Ilustración 45. Esquema funcionamiento HeadMouse 1. 
Además de la aplicación HeadMouse 1 se ha creado una pequeña aplicación, 
CameraControl, que sirve para acceder a la configuración de la WebCam, por si el 
usuario debe modificar alguna opción de la WebCam. Se ha creado un asistente de 
instalación utilizando los programas Nullsoft Scriptable Install System (NSIS) y HM 
NIS Edit 2.0.3. El asistente de instalación instala las aplicaciones HeadMouse 1 y 
CameraControl en el ordenador, y el software de desinstalación. Crea los accesos 
directos a las aplicaciones y modifica el registro para que cada vez que se inicie 
Windows se inicie la aplicación HeadMouse 1. A continuación se muestra la pantalla de 
presentación del asistente. 
ESTADO?







ESTADO = CONTROL 
RATÓN 
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8.  Manual de usuario. 
Para utilizar la aplicación se ha diseñado un manual de usuario en HTML que se 
incluye a continuación. Este manual estará disponible próximamente en la web del 
grupo de robótica (http://roborica.udl.es): 
 
HeadMouse 1  
Grupo de Robótica - Universitat de Lleida 
 
 
"Control del movimiento del mouse de forma relativa mediante una WebCam 
y los movimientos de la cabeza"  
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1.1. Mover el mouse con los movimientos de la cabeza. 
 
1.2. Proporcionar diversas opciones para realizar el click del mouse con 
movimientos de la cara y/o con un temporizador (si en tres segundos no se 
mueve el mouse se produce un click de forma automática). 
 
  







• Windows 98, XP, Vista.  
• Una Webcam.  
• El programa HeadMouse 1 (gratuito).  






3.1. Se requiere una WebCam que soporte la resolución de 640x480.  
Webcams recomendadas:  
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Logitech Quickcam 
Pro 5000  
Microsoft Live VX-
6000  
Creative Live Ultra  
 
 
3.2. Situar la WebCam encima del monitor y de forma que la cabeza del usuario 




3.3. Configuración de la WebCam (procedimiento manual que debe realizar el 
usuario).  
 
3.3.1. En el menú de propiedades de la WebCam, hay que asegurarse que 
el control de parpadeo corresponda a la frecuencia de la red eléctrica de 
su país (en general 50Hz para Europa y 60Hz para Norteamérica).  
3.3.2. Seleccionar el control automático de ganancia y el equilibrio 
automático de blanco de la WebCam.  
3.3.3. En general, no hace falta invertir horizontalmente la imagen. En 
caso de que el movimiento horizontal de la cabeza no coincida con el 
movimiento horizontal del mouse, se puede optar por invertir la imagen 
mediante los drivers de la WebCam o mediante el menú de configuración 
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4. Instalación del software en 
Windows XP   
 
4.1. Aceptar la licencia de uso. Se permite el uso gratuito de la aplicación. 
(Licencia). 
4.2. Descargar el fichero de instalación HeadMouse1Installer.exe (Versión 1.0). 
4.3. Ejecutar el fichero de instalación headMouse1Installer.exe y seguir los 
pasos del asistente. En el caso que el usuario disponga de un firewall, este le 
alertará que la aplicación intenta acceder al registro. Debe permitir este acceso 
para que la aplicación funcione correctamente. 
4.4. La instalación crea un directorio en el menú Inicio, Todos los programas 
denominado HeadMouse1 que contiene: 
o HeadMouse1: La aplicación.  
o Unistall: Programa de desinstalación.  
o CamaraControl: Permite acceder de forma rápida a las propiedades de la 
cámara.  
o Manual: Enlace a la página web con la última versión del manual del 
programa.  
4.5. HeadMouse 1 se pone en marcha de forma automática, generando una 
pequeña ventana en la parte inferior derecha de la pantalla. 
 
 
5. Configuración óptima de 
Windows XP   
 
5.1. Es recomendable tener activada la opción de "abrir elemento con un click", 
para activarlo:  
5.1.1. Pulsar el botón Inicio de Windows. 
5.1.2. Pulsar el icono Panel de control. 
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5.1.3. Pulsar el icono Mouse. 
5.1.4. En la pestaña "Opciones de puntero", seleccionar "Un solo click 
para abrir elemento (seleccionar al señalar)". 
5.1.5. Pulsar el botón Aplicar. 
5.1.6. Pulsar el botón Aceptar.  
5.2. También es recomendable activar la opción de "mover automáticamente al 
botón predeterminado". Para activarlo:  
5.2.1. Pulsar el botón Inicio de Windows. 
5.2.2. Pulsar el icono Panel de control. 
5.2.3. Pulsar el icono Opciones de carpeta. 
5.2.4. En la pestaña "general", seleccionar "Mover el puntero 
automáticamente al botón predeterminado en un cuadro de diálogo". 
5.2.5. Pulsar el botón Aplicar. 
5.2.6. Pulsar el botón Aceptar.  
 
 
6. Desinstalación del software en 
Windows XP   
 
Para la desinstalación del software HeadMouse 1 existen dos alternativas: 
 
Alternativa 1:  
1. Pulsar el botón Inicio de Windows. 
2. En el desplegable Todos los programas, buscar HeadMouse1 y pulsar 
"Uninstall". 
Alternativa 2:  
1. Pulsar el botón Inicio de Windows. 
2. Pulsar el icono Panel de control. 
3. Pulsar el icono Agregar o quitar programas. 
4. Buscar y seleccionar la entrada HeadMouse1. 
5. Pulsar el botón Cambiar o quitar. 
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7. Manual de uso de HeadMouse 1   
 
Para utilizar HeadMouse 1 es necesario realizar los siguientes pasos: 
7.1. Detección inicial de la cara del usuario.  
Durante la calibración no debe haber elementos móviles en el área de 
visión de la cámara. 
 
Girar la cabeza horizontalmente de forma 
leve (pequeños giros) y rápida hasta que 
aparezca un cuadro verde alrededor de la 
cara. 
 
El cuadro verde indica la zona detectada 
como cara, a partir de este momento 
podremos controlar el mouse con la 
cabeza. Si la selección no es correcta 
repetir el procedimiento. 
 
7.2. Desplazamiento del mouse.  
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Para acelerar el mouse, realizar el movimiento de la cabeza en la misma 
dirección que se desplaza el mouse. 
Para frenar el mouse, realizar el movimiento de la cabeza en la dirección 
contraria a la que se desplaza el mouse. 
Combinando los movimientos de la cabeza se puede conseguir un 
desplazamiento del mouse en diagonal. 
7.3. Realización de un click. 
Para utilizar los 
métodos de click, 
primero el usuario 




Los diferentes métodos de click no son exclusivos: 
o Método 1 
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Cerrar los ojos presionando levemente 
(más duradero que un parpadeo 
involuntario). 
o Método 2 
 
Levantar las cejas (opción activada por 
defecto). 
o Método 3 
 
Abrir la boca. 
o Método 4 
 
Mantener el mouse parado en una 
posición durante 3 segundos. 
 
7.4. Modo pausa. En este modo se deja de controlar el mouse. 









Girar la cabeza 
horizontalmente de forma 
leve (pequeños giros) y 
rápida. 
 Modo pausa activado. 
 




Girar la cabeza 
horizontalmente de forma 
leve (pequeños giros) y 
rápida. 
 
El usuario retoma el 
control del ratón (el cuadro 
se reajusta en este 
proceso). 
 
7.5. Problemas de centrado del usuario. 
Si la cabeza del usuario se desplaza respecto a la localización inicial y aparecen 
problemas de control; ejecutar el procedimiento de pausa para ajustar el cuadro a 
la cabeza del usuario.  
 
7.6. Configuración.  
Pasos a seguir para abrir el menú de configuración. 
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Situar el cursor encima 
de la ventana de 
HeadMouse 1.  
La imagen desaparece. 
Esperar que vuelva a 
aparecer.  
Clickar encima de la 
imagen.  
Se abre el menú.  
 
El desplazamiento dentro del menú de opciones se puede realizar con los 
movimientos de la cabeza, o moviendo el ratón manualmente. 
 
 
Menú de opciones de la aplicación 
 
Permite invertir la 
detección de 
desplazamiento del 
movimiento en el eje 
horizontal (para el caso 
de que al girar la cabeza 
hacia la izquierda el 
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mouse vaya hacia la 
derecha y viceversa.)  
 
Permite escoger la 
velocidad inicial con la 
que se desplazará el 
puntero.  
 
Permite ajustar la 
sensibilidad de detección 
del movimiento.  
 
Selección del método de 
realización del click.  
OK: Aceptar los cambios 
y salir del menú. 
CANCEL: Descartar los 
cambios y salir del 
menú. 
EXIT: Salir del 
programa.  
7.7. Cierre de la aplicación. 




Patrocinadores del proyecto 
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9.  Conclusiones 
9.1. Sumario y Conclusiones. 
• Se ha realizado un estudio comparativo de diversas alternativas de detección de 
la cabeza y movimientos de la cabeza de un usuario situado frente a una 
WebCam. 
• Se ha diseñado e implementado una aplicación que permite controlar las 
evoluciones del ratón mediante movimientos de la cabeza. 
• Se ha observado que el movimiento relativo del ratón es relativamente fácil de 
controlar con movimientos simples de la cabeza del usuario. 
• El principal inconveniente de este método de control radica en el tiempo 
necesario para desplazar el ratón de un extremo a otro de la pantalla. 
9.2. Trabajos futuros. 
La aplicación cumple con los requisitos marcados inicialmente. Pero en una versión más 
avanzada se podría realizar las siguientes tareas: 
• Mejorar el encuadre automática de la cabeza. Se podría realizar un estudio 
estadístico de las proporciones de la cabeza. Entonces con esta relación altura-
anchura se podrían descartar encuadres no válidos. 
• Mejorar la implementación de la detección del click. Analizar un cuadro más 
grande que el encuadre, por si el usuario no esta del todo centrado. De esta 
manera, se localizarían clicks que ahora no son localizados. Probar un método de 
detección de click basándose en la suma filas y suma de columnas sobre las 
matrices resultantes. De esta manera se podría localizar el click dentro de 
cualquier posición del encuadre. 
• Implementar un teclado que pueda ser controlado siguiendo el mismo 
procedimiento de detección de los movimientos de la cabeza para acelerar el 
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proceso de escritura de textos. Windows tiene un teclado que permite escribir 
mediante el mouse. El principal problema de este teclado es que el usuario se 
tiene que desplazar con el mouse para pulsar las diferentes teclas. Esta tarea 
puede ser bastante tediosa. La propuesta que se realiza es la de crear un teclado 
que escriba en el último foco activo. Para iniciar el teclado se puede escoger un 
movimiento rápido de arriba abajo  repetido (igual que el modo pausa, pero en el 
eje vertical). Y el desplazamiento dentro del teclado se puede realizar con la 
cabeza, saltando de tecla en tecla (igual que el menú de configuración de la 
aplicación). De esta manera se mejoraría la escritura. 
 
Ilustración 47. Teclado de Windows. 
• Implementar el clic derecho y arrastrar. La aplicación tiene cuatro formas 
diferentes de realizar un click, tres de ellas son por detección de un gesto facial 
del usuario. Aprovechando estas posibilidades, se puede decidir que los ojos y 
las cejas sirvan  para realizar un click. Y la boca para alternar el modo de click, 
entre click izquierdo, click derecho y arrastrar. Para que el usuario conozca el 
click que tiene activo, se puede poner una referencia visual en la pantalla. Esta 
sería una forma sencilla de poder utilizar los diferentes métodos de click sin 
necesidad de menús como en otras aplicaciones. 
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