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The base system in this paper uses Hidden Markov
Models (HMMs) to model dynamic relationships among
facial features in facial behavior interpretation and un-
derstanding field. The input of HMMs is a new set
of derived features from geometrical distances obtained
from detected and automatically tracked facial points.
Numerical data representation which is in the form of
multi-time series is transformed to a symbolic repre-
sentation in order to reduce dimensionality, extract the
most pertinent information and give a meaningful repre-
sentation to humans. The main problem of the use of
HMMs is that the training is generally trapped in local
minima, so we used the Differential Evolution (DE)
algorithm to offer more diversity and so limit as much as
possible the occurrence of stagnation. For this reason,
this paper proposes to enhance HMM learning abilities
by the use of DE as an optimization tool, instead of the
classical Baum and Welch algorithm. Obtained results
are compared against the traditional learning approach
and significant improvements have been obtained.
Keywords: facial expressions, occurrence order, Hidden
Markov Model, Baum-Welch, optimization, differential
evolution
1. Introduction
Analyzing the dynamics of facial features and
(or) the changes in the appearance of facial fea-
tures (eyes, eyebrows and mouth) is a very im-
portant step in facial expression understanding
and interpretation. Many researchers attempt to
study the dynamic facial behavior. Timing, du-
ration, speed and occurrence order of face/body
actions are crucial parameters related to dy-
namic behavior (Ekman, & Rosenberg, 2005).
For instance, facial expression temporal dynam-
ics are essential for recognition of either full ex-
pressions (Kotsia & Pitas, 2007; Littlewort &
al, 2006), or components of expressions such
as facial Action Units (AUs) (Pantic & Patras,
2006; Valstar & Pantic, 2007). They are essen-
tial for categorization of complex psychologi-
cal states like various types of pain and mood
(Williams, 2002) and are highly important cues
for distinguishing posed from spontaneous fa-
cial expressions (Cohn & Schmidt, 2004; Val-
star & al, 2006). Timing, duration and speed
have been analyzed in several studies (Cohn &
Schmidt, 2004; Valstar & al, 2006; Valstar & al
2007). However, little attention has been given
to occurrence order (Valstar & al, 2006; Valstar
& al 2007).
Several efforts have been recently reported on
automatic analysis of facial expression data
(Zeng & al, 2009; Sandbach & al, 2012; Gunes
& al, 2011). We note from all cited methods
that most recent methods employ probabilistic
(Hidden Markov Models, Dynamic Bayesian
Network), statistical (SupportVectorMachine),
and ensemble learning techniques (Gentle-
-Boost), which seem to be particularly suitable
for automatic facial expression recognition from
face image sequences. Because we want to ex-
plicitly study the dynamic behavior, both the
HMM (Koelstra & al, 2010; Cohen & al, 2003)
and DBN (Tong & al, 2007; Tong & al, 2010)
can be used.
The presented work in this paper is a part of
a project which aims to construct “An Optimal
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Emotional System”, optimal in terms of speed,
precise, full, and its performances reaching the
100%. The aim of this part is to reach the 100%
of the facial expressions recognition rate.
This paper is an extended version of the work
described in (Ghanem(1), 2013), where the au-
thors propose to explicitly analyze facial mo-
tion in terms of the order of occurrence of fa-
cial features by modeling semantic dependen-
cies among facial features. For example, Joy
expression configuration is as follows: Eyes are
slightly closed and mouth is opened, its corners
are pulled backward to ears. The fact is that it
is not known in which order these facial defor-
mations occur when displaying this expression.
This is why we aim to discover temporal rules
to give a new temporal description of each facial
expression.
The evaluatedmethodwasHiddenMarkovMod-
els (HMM) and four facial expressions which
are Joy, Disgust, Anger and Sadness were stud-
ied.
In the proposed approach, characteristic facial
points were localized on the first frame, then,
they were automatically tracked for the rest of
the sequence. Five facial distances were calcu-
lated for each frame from each video leading
to a multivariate facial time series. These time
series were cleaned from noise, segmented and
annotated to get sequence observations. These
sequences were used as input to the HMM to
allow it to learn the best structure of each facial
expression studied.
The main contributions of this paper are sum-
marized as follows:
− As HMM learning is generally trapped in a
local optimal solution, we evaluate the use
of the Differential Evolution (DE) optimiza-
tion algorithm, in order to get a global opti-
mal solution in the learning step of HMMs,
instead of the classical Baum and Welch al-
gorithm.
− To improve DE performances, we evaluate
three (03) DE variants-based mutation crite-
rion.
The remainder of this paper is structured as fol-
lows. We present a brief review of related work
in the next section. Section 3 discusses the use
of HMM in modeling occurrence order of facial
dynamics. In Section 4, we investigate the pro-
posed DE-based training of the HMM, we also
evaluate different Schemes ofDE. Experimental
results and discussions are presented in Section
5. Finally, Section 6 concludes the paper.
2. Related Work
Performance of classification methods is very
dependent on the characteristic features used
as input to classifiers, or, to local classifiers pa-
rameters. Many researchers in facial expression
analysis were interested in enhancing classifi-
cation performance by using statistic methods
such as the Adaboost algorithm (Littlewort &
al, 2006; Bartlett a al, 2005) and the Principal
Component Analysis (PCA) (Lajevardi & Hus-
sain, 2009; Dubuisson & al, 2002) to select the
most pertinent features to be used to classify
expressions.
To optimize local classifiers parameters, a very
few researchers were interested in using meta-
heuristics. The authors in (Ye & al, 2008) pro-
pose a best-step operator (to refine the prey
behavior) with the artificial fish-swarm algo-
rithm (AFSA) for RBF neural network training.
They applied the proposed algorithm to solve
the problem of expression recognition. Their
reported results demonstrate that the BAFSA
has better global astringency and stability. That
research indicates that the new algorithm has
some advantages in terms of convergence per-
formance and recognition rate, compared with
BPandRBFneural network training. In (Mpipe-
ris & al, 2008) anatomical correspondence be-
tween faces is first established using a generic
3D face model which is deformed elastically to
match the facial surfaces. Surface points are
then used as a basis for classification according
to a set of classification rules, which are discov-
ered by the ant colony algorithm and particle
swarm optimization ACO/PSO-based rule dis-
covery algorithm. The performance of that al-
gorithm has been evaluated on theBU-3DFEDB
facial expression database, where a total recog-
nition rate of 92.3% has been achieved, but
the expressions ‘angry’ and ‘sad’ are not com-
pletely discriminated.
In (Ilbeygi & Shah-Hosseini, 2012), a Fuzzy In-
ference System (FIS) for emotion recognition
from facial expressions is proposed. A genetic
algorithm for parameter-tuning of the member-
ship functions having big influence on the final
precision of the fuzzy inference system is used.
Experimental results report an average preci-
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sion rate of 93.96% for emotion recognition of
six basic emotions from RaFD dataset.
To optimize feature selection for input classi-
fiers, the authors in (Bhanu & al, 2004) propose
a genetic programming-based technique, which
learns to discover composite operators and fea-
tures that evolve from combinations of primitive
image processing operations. In the mentioned
approach, the output of the learned composite
operator is a feature vector that is used for fa-
cial expression recognition. The experimental
results show that the proposed approach can find
good composite operators to effectively extract
useful features. Obtained results are about 72%
with genetic programming and 63,3% without
genetic programming on the Japanese Dataset.
In (Yu & Bhanu; 2006), a learning method
can discover the features automatically in a
genetic programming-based approach that uses
Gabor wavelet representation for primitive fea-
tures and linear/nonlinear operators to synthe-
size new features. These new features are
used to train a support vector machine classifier
which is itself used for recognizing facial ex-
pressions. The obtained results are reported to
be about 80,95% on the Japanese Dataset with a
feature vector dimension equal to 35. In (Laje-
vardi & Hussain, 2009), a wrapper approach to
feature selection from image sequences applied
to the facial expression classification problem
is introduced. The pre-processing phase au-
tomatically scans image sequences and detects
frames with maximum intensity of facial ex-
pression. The features are generated using the
log-Gabor filters. A global optimizationgenetic
algorithm (GA) is adopted to select a sub-set of
features based on minimization of the classi-
fication error. The wrapper approach is com-
pared with two previously known filter-based
feature selection methods: MID-mRMR and
MIQ-mRMR. The features are classified using
the naive Bayesian (NB) classifier. The average
classification rates are: 79% (MIQ-mRMR),
78% (wrapper) and 64% (MID-mRMR) on CK
dataset. The results from the filter methods did
not appear to be significantly affected by the
size of the feature subset.
In (Ruihu & Bin, 2011), to build a surveil-
lance system, facial expression and body ges-
ture features are extracted. Particle Swarm Op-
timization algorithm is used to select feature
subset and parameters optimization. The se-
lected features are trained or tested for the cas-
caded Support Vector Machine to obtain a high-
accuracy classifier. The accuracy of anxiety
recognition is found to be about 91,46% with
PSO/SVM, about 85,54% with PCA-SVM and
about 83,27% with PCA-RBF on real video se-
quence captured by cameras control.
In (Anisha & al, 2011), a lip-contour model was
developed to represent the boundary of the lip,
and the parameters of the model were adapted
using an artificial bee colony (ABC) algorithm
to match it with the boundary contour of the
lip. An SVM classifier was then employed to
classify the emotion of the subject from the pa-
rameter set of the subject’s lip-contour. The
experiment was performed on 50 subjects, and
the average case accuracy in emotion classifica-
tion was found to be 86%.
In (Amir & MdJan, 2012), a hybrid model
which combines a special genetic algorithm
called Queen Bee Algorithm (QBA) with a
fuzzy rule-based system is used to make better
performance and parameter optimization to im-
prove the accuracy of facial expression recogni-
tion. Therefore, theQBAas a training technique
sets the fuzzy membership functions under the
adverse conditions.
3. The HMM for Modeling Occurrence
Order of Facial Temporal Dynamics
A specific contribution in the field of facial ex-
pression analysis is to introduce the occurrence
order of facial feature deformations in the de-
scription of each facial expression. The aim is
to study this parameter by usingHidden Markov
Models as a dynamic descriptor tool as well as
a classifier. The main three steps of a classifi-
cation process are as follows:
3.1. Facial Features Extraction
Image sequences from different facial expres-
sion databaseswere used. Eighteen facial points
for each participant’s videoweremanually poin-
ted, and then automatically tracked for the rest
of the sequence. Lucas-Kanade algorithm (Lu-
cas & Kanade, 1981) was used to track the
points as illustrated in Figure 1. The main limi-
tation inherent in this tracker is that the tracking
becomes less precise as the number of sequence
frames increases, because of the accumulation
of tracking errors over time. As we are only
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Figure 1. Characteristic distances.
interested in the first frames, where a facial dis-
tance transits from the neutral state to the onset
one, the errors were negligible. After tracking,
each frame of the video data is represented as a
vector of the 18 facial points’ 2D coordinates.
For each frame, geometric features D1 − D5
(Figure 1) are calculated on the basis of the po-
sitions of facial points. Therefore, each frame
of the captured video was represented as a
5-dimensional vector, so each video segment
containing n frames is represented as a 5Xn-
dimensional vector. This leads to multivariate
(5) time series.
Eye blinking is a natural reaction; it occurs each
300 to 400 milliseconds. Generally, the eyelid
automatically closes 10 to 30 times per minute.
The adjusted seasonality for time series associ-
ated to eyelids movement reflects real eyelids
movement without blinking. The Moving Av-
erages (Makridakis & al, 1998), one of the first
mathematical methods developed for seasonal
factor estimates, is used to adjust seasonality of
D1 time series.
Another problem with the obtained time series
concerns mouth time series which can be dis-
turbed by speaking. Blinking and speaking are
usually manipulators and can disturb time se-
ries values. The solution to this problem is not
discussed in this paper. However, to test the
proposed method we have chosen to remove
manually the speech sections from the studied
sequences.
Interesting information is not directly accessi-
ble from the raw data. So, a common prereq-
uisite task is changing data representation, for
both information extraction and dimensionality
reduction.
3.2. Data Representation
What characterizes a temporal nature is the ex-
istence of an order (temporal) in the data. This
criterion would greatly benefit our analysis of
facial expression dynamics. Indeed, in order
to have a meaningful representation, we pro-
posed to build symbolic representations of time
series by incorporating “the occurrence order
parameter”. The new constructed information
elements which are in a higher level are more
comprehensible for humans.
Figure 2. Example of TS adjustment seasonality. (a): Before; (b): After.
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Each video is characterized by 5-Time series
and each time series counts more than 200
(time) samples (each value is for a particular
frame of the video). To reduce time series di-
mensionality, time series segmentation is per-
formed. Time series segmentation can be seen
as the task of detecting transition points. Transi-
tion points correspond to the frames where the
distance increases or decreases with regard to
the first frame.
Many time series segmentation methods have
been developed in the literature (Arlot, Celisse,
2010; Gu’edon, 2008; Lavielle, 2009). Most of
these methods are based on dynamic program-
ming; they aim at reducing the number of the
obtained segments. However, in our context, we
were only interested in the detection of the first
and second segments (just to know if the time
series increases or decreases). For this purpose,
the first transition point from each time series is
detected. A transition point which corresponds
to the start of a given emotion indicates the tran-
sition from neutral state to an onset one.
To detect transition points, a very simple al-
gorithm based on a mobile means was used
(Ghanem, 2013). A label determining whether
the time series increases or decreases is assigned
to each time series and the rank of these points
is saved.
After segmentation, all time series associated
with each video are sorted to detect the or-
der of the changed time series, according to
the saved ranks. It leads to a set of 2X5
features to describe each video. (2=the la-
bel assigned to each time series and its rank,
5=facial distance time series). Then, the an-
notation process takes place; each time series
(distance) has two discrete states which repre-
sent the “decrease/increase” states of the dis-
tance. If distances from D1 to D5 decrease, the
values 1,2,3,4,5 are associated to each distance
consecutively, and, if the distances from D1 to
D5 increase, the values 6,7,8,9,10 are associ-
ated to each distance consecutively. The num-
ber of observations is 10 (1..5:D1..D5 decrease;
6..10:D1..D5 increase) . These new features
represent all possible observations which can
be emitted from each HMM state.
3.3. Classification Using HMM
In order to classify a studied facial expression,
we choose to explore the HMM classifier.
3.3.1. Formal Definition of an HMM
Formally, an HMM is characterized by the fol-
lowing:
N: the number of hidden states in the model
M: the number of distinct observation symbols
A: The state transition probability distribution
B: The observation symbol probability distri-
bution
: The initial state distribution
Given appropriate values of N, M, A, B and ,
the HMM can be used as a generator to give an
observation sequence: O= O1O2. . . .OT.
The compact notation:  =(A,B,) is used
to indicate the complete parameter set of the
model.
3.3.2. HMM Structure
A Hidden Markov Model HMM is a stochas-
tic process for sequential data. Its performance
depends heavily on the availability of an ade-
quate amount of representative training data to
estimate its parameters, and in some cases its
topology.
In our work, we are interested in video se-
quences which begin by a neutral state. From
each state the possible observations correspond
to any of the 5 changed distances (which can
increase or decrease). As we only consider the
beginning of each facial expression and not the
entire expression, we aim at investigating the
order of changed facial distances when the state
changes from neutral state to the onset one. We
have chosen to study the three first changed
distances for each facial expression. These dis-
tances form the basis for three possible states of
the hidden variables.
On the other hand, with spontaneous smile,
AU12 (lip corner puller) is usually first acti-
vated to express a slight emotion; then, with
the increasing of emotion intensity, AU6 (cheek
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raiser) is activated in an average of 0.4 second
after the activation of AU12 (Schmidt, Cohn,
2001). This means that if the expression in-
tensity is low, the number of activated units is
less than when the intensity is high (HMMs are
well suited when the used examples are of dif-
ferent length). Consequently, the type of our
constructed HMM must have a Left-to-Right
topology; the three states are sequentially con-
nected such that the model is only allowed to
stay in its current state or change to the next
state.
The parameters used in the proposed HMM
can be summarized as follows: The number
of states is 3 (N=3, consequently the dimen-
sions of A are A(3,3)) (neutral, first changed
distance, second changed distance), the num-
ber of observations is 10(M=10, consequently,
the dimensions of Bare B(3,10)), (1..5:D1..D5
decrease; 6..10:D1..D5 increase), and the initial
state probabilities are set to 1 for the neutral state
and 0 for the others. Besides, initial transition
probabilities are generated randomly.
To study the four facial expressions which are
Joy, Sadness, Anger and Disgust, we associate
one HMM to each facial expression.
HMM profiles are usually trained with a set of
sequences that are known to belong to a single
category. Consequently, this set of sequences
is often redundant in the sense that many se-
quences would have the same values taken by
the different features describing the category in
question. Due to the variability among indi-
viduals, many facial expressions (e.g. Disgust
or Anger) can be displayed in different ways.
So, many sets of sequences can be associated to
each category.
In order to reduce the run-time of HMM train-
ing, while providing accurate discovery and dis-
crimination of different category behaviors, an
unsupervised clustering process was performed
(Ghanem(2), 2013). To preserve training data
from any information loss, we have associated
a weight factor to each cluster. This weight fac-
tor is the frequency of observing instances with
similar behavior (characteristics).
In many studies, clusters with small weight are
considered as noisy instances, so they are re-
moved. In this work, each cluster describes a
specific behavior associated to the considered
category, it cannot be considered as noisy se-
quences. In this case, only a human expert can
remove these clusters to improve classification
accuracy.
When clustering sequences, both Euclidean dis-
tance and Dynamic Time warping (DTW) were
used. Euclidean distance has been used be-
cause it is not time consuming. However, it
cannot be used when produced sequences are
not of the same length. In this case, we used
DTW because it offers better accuracy than Eu-
clidean distance in such situation, since it pro-
duces meaningful clusters. As a result, each
cluster of each category represents a specific
configuration (description) of the studied cate-
gory (facial expression) leading to a set of dif-
ferent descriptions which can be formulated in
the form of temporal rules to describe each fa-
cial expression.
Finally, we can deduce the following HMM
parameters: N=3 states, M=10 observations,
“A” dimensions are A(3,3), “B” dimensions are
B(3,10) and  dimensions are (3,1).
3.3.3. Classification
After the representation process, each video is
represented by a simple sequence of three val-
ues instead of 5D time series. As instance “8
51” is a new constructed sequence which repre-
sents Joy expression. According to this config-
uration, three distances have changed, they are
ordered from the first changed distance to the
third one. The first changed distance is D3 and
it increases (8), the second changed distance is
D5 and it decreases (5) and the third changed
distance is D1 and it decreases (1). All these
new sequences are presented to each HMM as
inputs to classify.
In the classification step, given a test sequence
O and multiple HMM structures  i, (in our case
we have 4 structures, one for each class of facial
expressions, namely Joy, Disgust, Sadness and
Anger), and in order to score how well a given
model matches a given observation sequence,
we compute the probability of the observation
sequence given at each time, one of the four
structures, P(O/  i). The test sequence O is as-
signed to the HMM which have the maximum
likelihood.
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4. HMM Learning With Differential
Evolution (DE)
In order to improve HMM classification rates,
we explore in this paper the use of an opti-
mization method to train HMMs instead of the
classical Baum and Welch algorithm.
4.1. Problem Formulation
Training HMMs is a crucial problem for most
applications using them since it is supposed to
allow optimal adaptation of the model param-
eters to the observed training data, in order to
create best models for real phenomena. The fact
is that in literature there is no optimal way of
estimating the model parameters. An iterative
procedure called Baum and Welch method (or,
equivalently, Expectation Maximization (EM))
is widely used to estimate HMM parameters,
but learning is generally trapped in local opti-
mal solutions. Instead of using the Baum and
Welch approach that suffers from stagnation,
we use in this paper a DE approach to train the
system for setting the A, B and  parameters.
4.2. Representation of Solution
In this type of algorithms, a solution is repre-
sented by an “Individual”, and the population
is the whole set of individuals. To choose the
better individual between two individuals, an
objective function, called fitness, is computed.
Each individual represents an instance of the
HMM parameters which are A: the transition
matrix and B the observation matrix. The initial
matrix  is not optimized here because we sup-
pose that each expression starts from the neu-
tral state, so the initial probabilities are always
(1,0,0). A constraint which is the sum of each
row of each vector is equal to “1” and is associ-
ated to both vectors A and B,
4.3. Differential Evolution
Differential Evolution is an evolutionary algo-
rithm introduced by Price and Storn (Storn,
Price, 1997), it is designed for global optimiza-
tion problems over continuous domains. It fol-
lows the general procedure of an evolutionary
algorithm: an initial population of individuals is
created by random selection and evaluated; then
the algorithm enters a loop of generating off-
spring, evaluating offspring, and selecting so-
lutions to create the next generation, till a stop
condition is met. Generating offspring consists
of two operations: differential mutation and dif-
ferential crossover.
The mutation operation creates a new individual
vi called the mutant by adding the weighted dif-
ference between two individuals (vectors) cho-
sen randomly from the population to a third
one, also chosen randomly, as shown in equa-
tion (1) below. In the equation, i, i1, i2 and
i3 ∈ {1, . . . , NP} are mutually different in-
dices, NP is the size of the population, and F
is a real positive scaling factor of the difference
di = xi2 − xi3.
vi = xi1 + F ∗ (xi2 − xi3) (1)
The crossover operator implements a discrete
recombination of the mutant, vi, and the parent
vector, xi, to produce the offspring ui. This op-
erator is formulated as shown in equation (2)
below, where: Uj(0, 1) is a random number in
the interval [0, 1], CR ∈ [0, 1] is the crossover
rate, and k ∈ {1, 2, . . . , d} is a random parame-
ter index, chosen once for each individual i to
make sure that at least one parameter is always
selected from the mutant. The most popular
values for CR are in the range [0.4, 1].
ui (j) =
{
vi (j) , if Uj (0, 1) ≤ CR or j = k,
xi (j) otherwise
(2)
After applying differential crossover, the ob-
tained individual, called trial vector, is com-
pared to the parent individual, also called target
vector. A greedy selection takes place at this
point, i.e. the fittest of them will become the
target vector.
In the case of our work, the mutation and cros-
sover operators are applied on matrices instead
of vectors, but the principle of each remains the
same. Indeed, the mutant individual is defined
as:
Mutant individual = {A mutant, B mutant}{
A mutant = A1 + F ∗ (A2 − A3)
B mutant = B1 + F ∗ (B2 − B3)
(3)
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In equation (3), A1, A2, A3 are randomly cho-
sen individuals representing potential state tran-
sition probability distribution matrices, and B1,
B2, B3 are randomly chosen observation sym-
bol probability distribution matrices which rep-
resent candidate solutions.
The trial individual is obtained after the appli-
cation of a crossover operator on the mutant
individual and the parent (target) individual, it
is defined as:
Trial individual = {A trial, B trial} where:
A trial(i, :) =
{
A mutant(i, :), if rand < CR
A target(i, :), otherwise
(4)
B trial(i, :) =
{
B mutant(i, :), if rand < CR
B target(i, :), otherwise
(5)
Finally the selection operator is defined as the
individual which has the best fitness when com-
paring between target and trial individuals.
In our work, the objective function (fitness) rep-
resents the maximum likelihood and is defined
as:
F = MAX[P (O| )] (6)
O is an observed sequence, and  represents
all numeric parameters defining a considered
HMM ( =(A,B,)).
4.4. The Proposed Hybrid EM-DE
Algorithm
In this work, we propose a new sequential hy-
brid EM-DE learning algorithm where DE ini-
tial individuals are locally optimized with the
classical EM Algorithm. This hybrid can be
formulated as in Algorithm 1 below.
In Algorithm 1, target is the current individual
of the population to be evolved and the trial
individual is that generated after mutation and
crossover operations to be a candidate substitute
of the target one using a greedy selection.
When speaking about the algorithm complex-
ity, we have to note that the complexity of DE
is linear, when associated to Baum & Welch al-
gorithm, we get the same complexity of BW, it
means O(2m2n)where m is the number of states
and n is the number of observations.
Algorithm 1: hybrid EM-DE learning algorithm.
G=1// Initialize number of iterations;
1- Choose the DE parameters: NP, F and CR;
2- PopG < -Initialize population randomly;
3- PopG = EM(PopG)//estimate the HMM parameters with Baum and Welch
algorithm;
4- While (G<Number of iterations) do
For every individual:
a. Choose auxiliary parents: Xr1,G; Xr2,G; Xr3,G;
b. Create mutant individuals muti,G using mutation
operator(Equation3);
c. Add a new individual called trial by applying differential crossover
operator to mutant individual muti,G (Equations 4,5);
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4.5. Different Variants of DE
In this work we evaluate other variants of DE.
Each scheme concerns the mutation operator.
The different evaluated schemes are:
a- DE/best/1: The perturbed parent is the cur-
rent best member added with a weighted dif-
ference vector:
Mutant individual = {A mutant, B mutant}{
A mutant = Abest + F ∗ (A2 − A3)
B mutant = Bbest + F ∗ (B2 − B3)
(7)
b- DE/current-to-best/1: The perturbed parent
is the target member added with a weighted
difference vector:
Mutant individual = {A mutant, B mutant}⎧⎪⎨
⎪⎩
A mutant = A1 + F ∗ (Abest − A1)
+F ∗ (A2 − A3)
B mutant = B1 + F ∗ (Bbest − B1)
+F ∗ (B2 − B3)
(8)
c- DE/self-mutation: The perturbed parent is
a random member added with a weighted
difference vector, but with only two parents
where the mutant individual participates in
the difference vector:
Mutant individual = {A mutant, B mutant}{
A mutant = A1 + F ∗ (A2 − A1)
B mutant = B1 + F ∗ (B2 − B1)
(9)
5. Experimental Results and Discussion
In order to evaluate performances of the pro-
posed method, we conducted a series of exper-
iments following different scenarios on three
universal Datasets.
5.1. Facial Expression Datasets
To validate our approach, we conducted our ex-
periments using theCohn-Kanade (2000),MMI
(2005) and Semaine (2012) databases. The
Cohn-Kanade database consists of 100 univer-
sity students aged between 18 and 30, of whom
65% are females, 15% are African-American
and 3% are Asian or Latino.
For our experiments, we used 231 image se-
quences from the database. The sequences
come from 96 subjects, with 1 − 4 posed ex-
pressions per subject (Joy, Anger, Sadness and
Disgust). The MMI posed database is a re-
source for Action unit (AU) and basic emotion
recognition from face video. It consists of five
parts; each part is recorded in a different con-
dition. The second set of the recorded data is
posed displays of the six basic facial expres-
sions: Joy, Sadness, Anger, Disgust, Fear and
Surprise. In total, 238 videos of 28 subjects are
recorded. All expressions are recorded twice.
For our experiments, we have used 100 image
sequences from the database. Each video con-
tains more than 100 frames. In our experiments
we are interested in all frames displaying the
expressions from the neutral state, the begin-
ning of the expression (onset) until the apex.
We have used 20 frames from each video, so
about 2000 images. The two datasets contain
recordings of subjects displaying posed facial
expressions in frontal or near-frontal head poses
and under controlled lighting conditions.
The Semaine spontaneous dataset contains dis-
plays of spontaneous expressions recorded in a
natural environment. For our experiments, we
have used 80 image sequences. The sequences
come from 10 subjects. After removing the
speech sections from each image sequence, we
extract at least three sub-sequences from each
image sequence leading to more than 240 image
sequences. Most of these sequences display joy
expression (smile displaying).
5.2. Our Experiments
We conducted our experiments in two steps. In
the first step we aimed at evaluating the real
performance of the proposed approach before
optimization using different scenarios. First,
we split posed studied datasets into three parts,
two parts were used as training sets and the last
one as a test set. In the second experiment,
and in order to test the ability of generalizing to
novel conditions, we used one dataset in train-
ing and another in the test (cross datasets). In
order to collect a set of examples that is as
sparse as possible, which spans the problem
space completely, we implemented a last exper-
iment where we used two thirds of two datasets
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in the training step and one third of the two
datasets in the test step.
All our experiments are Subject-Independent.
The obtained results are presented in Table 1
below.
Many important conclusions were drawn from
Table 1 and are discussed in detail in (Ghanem,
2013). The most important one is that HMM
are well suited in situationswhere it is important
to model occurrence order of facial features de-
formations, and many description rules can be
extracted from Transition and Observation (A,
B) Matrices learned by EM algorithm. We have
shown that it is possible to describe the dynamic
of a produced facial expression using one, two
or three temporal rules. Also, it has been shown
that only ‘first order’ (one rule) is not sufficient
to recognize expressions because many facial
expressions can start in the same way when
speaking about the order of facial features de-
formations. This is why the second and third
orders (when present) are considered to recog-
nize facial expressions. This is exactly what
was concluded in (Ghanem, Caplier, 2011).
In the second step, we aimed at evaluating the
performance of the proposed approach after the
optimization using different DE schemes. In
order to fix DE parameters (F, CR, NP), we
have studied the influence of these parameters
on the classification rates. We have found that
the value of CR has no significant influence on
the process in the contrast to F, where we noted
that the variation of this parameter has signif-
icant influence on the results. As a result, we
have found that the best values for these pa-
rameters are NP=20, F=0.4, CR=0.6 and the
number of iterations It=1000. The obtained re-
sults are given as the mean of 30 runs for each
scheme and are summarized in Tables 2 and 3.
It is possible to draw many conclusions from Ta-
bles 2 and 3 with both MMI and CK databases
after optimization. HMM training with the
DE algorithm (DE/rand/1) gives better rates
than training with Baum and Welch (EM) al-
gorithm for all studied expressions. The differ-
ent schemes of DE algorithm give better rates
too, except with DE/best/1 scheme (with MMI
database). The scheme DE/best/1 is the worst
one for both databases, it gives the lowest rates
Training Dataset Test Dataset Joy Anger Sadness Disgust Average Rates
CK CK 100% 100% 100% 81,81% 95.45%
CK MMI 76.47% 47.06% 30.43% 58.62% 53.15%
CK SEMAINE 91.89% 33.33% 90% 100% 78.81%
MMI MMI 100% 80% 81.82% 70.59% 83.10%
MMI CK 100% 56.58% 92.59% 91.35% 85.13%
MMI SEMAINE 94.60% 75% 80% 100% 87.4%
CK+MMI SEMAINE 94.60% 91.67% 100% 100% 96.57%




Anger Disgust Joy Sadness
DE/Self 100% 82,57% 100% 100% 95,64%
DE/rand/1 97,91% 81,81% 100% 100% 94,93%
DE/current-to-best/1 90% 82,11% 100% 100% 93,03%
Baum and Welch 100% 80,29% 100% 100% 95,07%
DE/best/1 91,66% 83,03% 100% 97,77% 93,11%
Table 2. Classification rates of the different DE schemes + EM for Cohn & Kanade database.




Anger Disgust Joy Sadness
DE/Self 100% 75,29% 100% 90,29% 91,40%
DE/rand/1 100% 72,15% 100% 86,96% 89,78%
DE/current-to-best/1 100% 70,98% 99,33% 88,48% 89,69%
Baum and Welch 95,55% 71,36% 100% 86,05% 88%
DE/best/1 97,77% 68,23% 98% 85,14% 87,29%
Table 3. Classification rates of the different DE schemes + EM for MMI database.
when compared to EM and the other variants
of DE. The scheme DE/Self is the algorithm
which gives the best model structure, i. e. the
highest rates for all studied expressions.
For all DE schemes, in addition to the Basic
HMM (EM), Disgust is the most difficult ex-
pression to recognize, it has the lowest rates.
This can be explained by the fact that there are
several configurations of displaying this facial
expressionwhich leads to a confusionwith other
facial expressions (e.g Anger or Sadness).
In the last experiment, in the second step, we
tested the Semaine database. As seen in Fig-
ure 3, there is a stability of the obtained re-
sults for the classification of each facial expres-
sion across different runs when HMM training
is done by the ‘DE/self’ scheme (Figure 3.b)
in contrast to the case where the HMM training
is done by the EM algorithm (Figure 3.a).
A comparison of the recognition rates achieved
for each facial expression with the state of the
art (Fanelli & al, 2010; Khan & al, 2012; Zhao,
Pietik ¨Ainen, 2007; Shan & al, 2009; Aleksi,
Katsaggelos, 2005; Yeasin & al, 2004; Kotsia
& al, 2008), is not really possible. The fact
is that the lack of a standardized training and
testing database do not allow us to compare
any proposed method with others (in term of
our results being higher or lower than others).
Besides rules and protocols on how to use im-
ages or videos in training and testing, a certified
benchmark that contains images and video se-
quences (at different resolutions) of people dis-
playing expressions under different conditions
(lighting, occlusions, head rotations, etc) is re-
quired. Moreover, each method in the literature
has its own constraints, it proposes a full auto-
matic system or a semi automatic system, also it
can study three, four, five, six or seven classes.
Indeed, when training on a higher number of
classes, obtained accuracy rates in testing step,
are reduced.
However, our goal in this work is to prove the
effectiveness of optimization methods to im-
prove classification process. According to this
context, and when considering obtained results
before and after optimization, we can see that
obtained results after optimization are very in-
teresting.
Figure 3. Classification results for Semaine dataset: (a): HMM learning with EM;
(b): HMM learning with EM-DE/self.
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6. Conclusion and Future Work
In this paper, a new HMM approach based
on differential evolution for facial expression
recognition has been proposed. It consists
of improving the performance of basic HMM
through applying the DE algorithm for its train-
ing. The proposed approach has been validated
by using it for two datasets, namely: Cohn &
Kanade and the MMI datasets with different
configurations. Four basic expressions were
considered: anger, disgust, joy and sadness.
Different mutation strategies for the proposed
DE-based HMM were compared against each
other and against the state-of-the-art Baum and
Welch training algorithm. The obtained results
proved superiority of the proposed DE-HMM
hybrid, where we found that, on the whole, the
DE/Self training algorithm gave 95,64% as an
average success rate, then comes the Baum and
Welch training algorithm with a success rate
of 95,07% for the Cohn & Kanade database.
For the MMI database, more superiority of the
DE/Self was observed; it gave a success rate
of 91,40% compared to the Baum and Welch
algorithm with a rate of 88%.
As our future work, we plan to train and test the
model on spontaneous datasets to deduce new
temporal rules, in order to distinguish between
posed and spontaneous expressions. Also, a
comparison between the DE and other meta-
heuristics for HMM training would be a good
path of research.
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