Abstract
Introduction
Several applications, including scientific visualization, medical imaging, and finite element analysis, deal with increasingly large volume data sets. A volume data set consists of a set of points in the three-dimensional Euclidean space where a value for a scalar field is associated with each point. Such data is often modeled by a mesh consisting of tetrahedral cells. A tetrahedral mesh is called regular when generated by a recursive decomposition on the points of a regular grid; it is called irregular otherwise.
In order to analyze volume data sets of large size and to accelerate rendering, multiresolution models have been proposed. Such models basically encode the steps performed by a refinement process applied to a coarse mesh, or by a decimation process applied to the mesh at full resolution (connecting the original data points) in a compact structure. In this way, a virtually continuous collection of simplified meshes at different Levels-Of-Detail (LODs) can be extracted. The resolution (i.e., the density of the cells) of an approximating mesh may vary in different parts of the field domain, or in the proximity of interesting field values. This enables the user not only to interactively explore large volume data using simplified approximations, but also to inspect specific areas of interest. The process of extracting meshes at a variable resolution from a multiresolution model is called selective refinement. It is the basic operation which must be efficiently supported by any multiresolution data structure.
In the computer graphics and finite element literature, much research has been devoted to nested tetrahedral meshes generated by recursive decomposition, which are suitable to deal with regularly distributed data points (usually called structured data sets). In the following, we will focus on nested meshes based on tetrahedron bisection, and we will use the term Hierarchy of Tetrahedra (HT) to describe them. Such meshes, introduced in finite element analysis, are an excellent basis for multiresolution representation of fields defined at the vertices of a regular grid, since several continuous linear approximations of the underlying field, with a level of detail varying in different parts of the domain, can be extracted from them.
Multiresolution models based on irregular tetrahedral meshes are desirable to deal with irregularly-distribuited data points (which define the so-called unstructured data sets) since they are adaptive and thus, they can capture the shape of the field domain accurately even at the lowest resolution. However, not much research has been performed on such models. To our knowledge, the only multiresolution model based on irregular meshes is the Edge-based Multi-Tessellation introduced in [2] , which is built through an edge-collapse simplification process. This model specializes a continuous multiresolution model for representing -dimensional spatial entities through simplicial complexes called a Multi-Tessellation (MT) [4] .
The contribution of this paper is in analyzing and comparing regular and irregular multiresolution models based on tetrahedral decompositions. In particular, we focus on two models, the Hierarchy of Tetrahedra and the Edgebased Multi-Tessellation, and we discuss them within a common framework, that of multiresolution meshes, which allows dealing with the two models and analyzing them in a unifying way. We show that an HT and an edge-based MT are two instances of a multiresolution mesh. We perform an experimental comparisons of the two models based on a set of queries for analyzing and rendering a volume data set at a variable resolution.
We consider our implementation of the HT based on an ordering of the tetrahedra in such a way that it becomes possible to find not just the children and the parent of a given tetrahedron, but also neighboring tetrahedra using simple arithmetic and bit-wise operations [14] . This is the basic tool for performing selective refinement efficiently. We consider a compact implementation of an edge-based MT which is even more economical than encoding the mesh at full resolution [2] .
The rest of this paper is organized as follows. Section 2 reviews some related work. Section 3 discusses some background notions. In Section 4, we discuss a general framework to describe multiresolution meshes, and we define the HT and the edge-based MT within such framework. In Sections 5.1 and 5.2, respectively, the encoding data structures for an edge-based MT and an HT are briefly described. In Section 6, an experimental comparison between the two models is presented. Concluding remarks are drawn in Section 7.
Related Work
Multiresolution models based on nested regular meshes. In the computer graphics literature, there has been a burst of research on nested tetrahedral meshes generated by recursive bisection of tetrahedra (see, for instance, [14, 16, 25] ), or on the so-called red/green tetrahedron refinement (see, for instance, [10] ). Such meshes have been introduced for domain decomposition in finite element analysis [11, 15, 19] . A nested decomposition of the underlying space is also at the heart of methods for isosurface extraction based on octrees (see for instance [21, 24] ).
An important issue in using nested tetrahedral meshes is that if the domain is refined adaptively, the field associated with the extracted mesh (and, thus, the resulting isosurfaces) may present discontinuities in areas of transition. Different authors have proposed different solutions to this problem, including error saturation [25] , re-meshing [10] , insertion of points [21] . In [14] , the continuity of the field associated with the extracted mesh is ensured by efficiently extracting meshes without cracks through worst-case constant time neighbor finding techniques. Hierarchical tetrahedral meshes based on tetrahedron bisection allow also an easy and space/time-efficient progressive encoding of isosurfaces at a variable resolution [17] .
Tetrahedral mesh simplification. The problem of simplifying an irregular mesh has been extensively studied for triangle meshes (see, e.g., [8] for a survey). Several methods are based on incremental techniques, which perform a sequence of atomic modifications on a given mesh by either removing details from a mesh at high resolution, or adding details to a coarse mesh. Some incremental techniques have been proposed in the three-dimensional case for simplification of tetrahedral meshes [3, 9, 20, 23] . Most of such techniques are based on edge collapse and differ in the way they control the error for producing a simplified mesh.
Multiresolution models based on irregular meshes.
There are several proposals for multiresolution models based on irregular triangle meshes, in particular capable of supporting selective refinement, (i.e., of extracting meshes at a variable resolution). This capability derives from organizing updates according to a partial order based on a dependency relation, so that a virtually continuous set of representations, in which the resolution may vary in different parts of the domain, can be extracted (see [5] for a survey).
Less work has been done on multiresolution models based on irregular tetrahedral meshes. The simplest multiresolution models based on irregular meshes are the socalled progressive models. They encode a coarse mesh plus a linear sequence of updates that can be applied to such a mesh in order to progressively refine it [9, 18] . These models support the extraction of a mesh only at those intermediate resolutions which can be obtained by truncating the sequence of refinements at some point. In [1] , a multilevel tetrahedral mesh representation has been defined, which encodes a pyramid of mesh approximations, but allows extracting only meshes at uniform resolution.
Background
In this Section, we review some concepts that we use throughout the paper. A volume data set Ë consists of a set Î of points in the three-dimensional Euclidean space, and of a field value associated with such points. The data points can be regularly, or irregularly spaced over the domain, and, thus, we talk about structured and unstructured data sets. The domain of a volume data set is either the convex hull of Î , or it can be of any arbitrary shape (as it is often the case for unstructured data sets), but we assume that it is a three-dimensional manifold.
A tetrahedral mesh ¦ is a connected set of tetrahedra so that the union of all tetrahedra in ¦ covers and any two distinct tetrahedra have disjoint interiors. A tetrahedral mesh ¦ is called a conforming mesh if the intersection of the boundaries of any two tetrahedra of ¦, which have a non-empty intersection, consists of lower dimensional simplexes that belong to the boundary of both tetrahedra. Conforming meshes have a well-defined combinatorial structure in which each cell is adjacent to exactly one cell along each of its faces. This is important when a tetrahedral mesh ¦ is used as a decomposition of the domain of a volume data set
Ë.
Although, theoretically, the number Ñ of tetrahedra in . When we deal with irregular meshes with a non-convex domain, the error associated with a tetrahedron takes into account the error performed at in approximating the field domain, that we call domain error. The domain error at a tetrahedron is computed as the maximum value of the one-sided Hausdorff distances of the points of the domain from tetrahedron , and it is not null only if is close to the boundary of ¦ (see [2] for details).
Multiresolution Tetrahedral Meshes
The basic idea underlying any multiresolution model is to collect the updates performed on the mesh during topdown refinement, or bottom-up decimation, and to organize them by defining suitable dependency relations. Dependency relations drive the extraction of meshes at intermediate resolutions, possibly variable in space. On the other hand, the type of updates and the notion of dependency used in a model must obey some rules in order to ensure the topological correctness of the meshes that can be retrieved.
Updates in a Multiresolution Mesh
Given a mesh ¦, a sub-mesh ¦ ¼ of ¦ is a mesh defined by any face-connected subset of the tetrahedral cells of ¦. The (combinatorial) boundary of a sub-mesh ¦ ¼ is the set of cells which are common to both ¦ Ò ¦ ¼ and ¦
¼ .
An update of a mesh ¦ can be viewed as a pair of meshes Ù ¦ ½ ¦ ¾ µ, where ¦ ½ is a sub-mesh of ¦, and ¦ can be modified by replacing ¦ ½ with ¦ ¾ in such a way that ¦ ¾ fills the hole left in ¦ after the removal of ¦ ½ . We will refer to ¦ ½ and ¦ ¾ as the first and the second component, respectively, of update Ù. An update Ù ¦ ½ ¦ ¾ µ, is conforming when both ¦ ½ and ¦ ¾ are conforming meshes and the combinatorial boundary of ¦ ½ consist of the same set of cells as that of ¦ ¾ (and, thus, of ¦ Ò ¦ ½ ). Also, for the sake of brevity, below we consider only updates which increase the number of vertices and tetrahedra in the resulting mesh, i.e.,
updates Ù ¦ ½ ¦ ¾ µ in which the number of tetrahedra of ¦ ¾ is greater than the number of tetrahedra of ¦ ½ .
The two types of updates, on which the data structures we compare are based, are edge collapse and tetrahedron bisection. Edge collapse is the most common simplification operator for irregular tetrahedral meshes, because of the difficulties in dealing with a non-convex domain when vertex insertion is applied. Tetrahedron bisection is the most successful recursive subdivision operator for regular meshes because of its higher flexibility, with respect to other techniques, in producing variable resolution conforming meshes. Figure 1a) . The inverse operation of an edge collapse is a vertex split. A vertex split expands a vertex Ú into an edge having its endpoints at Ú ¼ and Ú ¼¼ . The tetrahedra incident at Ú are partitioned into two subsets, which are separated by a fan of triangles incident at Ú. Tetrahedra of the two subsets are deformed to become incident at Ú ¼ and Ú ¼¼ respectively. Triangles belonging to the fan become tetrahedra incident at edge (see Figure 1a ). An edge collapse and a vertex split are both conforming updates, since they do not split the simplexes in the combinatorial boundary of the update.
Tetrahedron bisection. The bisection rule for tetrahedra consists of replacing a tetrahedron with the two tetrahedra obtained by splitting through the middle point of its longest edge and by the plane passing through such point and the opposite edge in (see Figure 2a) . The bisection rule is applied recursively to an initial decomposition of the cubic domain into six tetrahedra (see Figure 2b ). Regardless of the number of times the tetrahedra are bisected, the resulting shapes always fall into one of three cases. These shapes are actually cyclic in that every three levels of decomposition result in a geometrically similar shape. Splitting a tetrahedron in the initial cube subdivision results in two tetrahedra with a shape identical to that obtained by splitting a pyramid with a square base in half along the diagonal of its base. We call such shape a 1/2 pyramid (see Figure 2c ). Splitting a 1/2 pyramid along its longest edge results in two tetrahedra whose shape we call a 1/4 pyramid (see Figure 2d) . Finally, splitting a 1/4 pyramid along its longest edge results in two tetrahedra whose shape we call a 1/8 pyramid (see Figure 2e) . Each of the six initial tetrahedra also has a 1/8 pyramid shape. Tetrahedron bisection is a non-conforming update. Only if a conforming update is applied to a conforming mesh, is the result still a conforming mesh. To this aim, we can cluster non-conforming updates to get conforming ones. Given a collection Í of updates, we consider clusters of updates obtained by merging sets of updates Ù ½ Ù in Í such that the union of Ù ½ Ù is a conforming update, and no other proper subset of Ù ½ Ù has this property. In the case of tetrahedron bisection, conforming updates are defined by clustering tetrahedra along their splitting edge. In each resulting conforming update Ù ´¦ ½ ¦ ¾ µ, we call ¦ ½ a tetrahedral cluster, and ¦ ¾ the corresponding splitset. We have three types of clusters (and, thus, of updates) generated by the three basic tetrahedral shapes, that we call axis-aligned, plane-aligned and non-aligned clusters, respectively. They can be shown to be the smallest conforming updates that can be generated by a tetrahedron bisection:
An axis aligned cluster is formed by eight 1/2 pyramids, as only 1/2 pyramids share an axis-aligned edge.
A plane-aligned cluster is formed by four 1/4 pyramids, as only 1/4 pyramids share a plane-aligned edge, i.e., on an edge parallel to one of the coordinate planes.
A non-aligned cluster is formed by twelve 1/8 pyramids, as only 1/8 pyramids share an edge which is not aligned to a coordinate axis or plane.
Dependencies in a Multiresolution Mesh
Given two updates Ù ½ and Ù ¾ , such that Ù ½ has been performed before Ù ¾ , we say that Ù ¾ directly depends on Ù ½ if Ù ¾ removes some tetrahedra inserted by Ù ½ and not yet removed (and re-inserted) in any other update in between.
The transitive closure of the relation Ê of direct dependency is a partial order. In an edge-based MT, the base mesh is an irregular coarse mesh covering the domain , and all updates are vertex splits. The first component ¦ ½ of an update Ù contains on average 27 tetrahedra, while the second component ¦ ¾ contains on average 32 tetrahedra. Thus, an update adds 5 tetrahedra on average.
In a hierarchy of tetrahedra, the base mesh is defined by the decomposition of the initial cubic domain into six 1/8 pyramids and the updates are defined by the three axisaligned, plane-aligned and non-aligned clusters. In an HT, clusters (first components of an update) contain 4, 6 or 8 tetrahedra, while split-sets (second components of an update) contain 8, 12 or 16 tetrahedra. On average, six tetrahedra are added by an update.
A Multi-Tessellation Å ´¦ Í Ê µ provides a compact way of encoding all conforming meshes that can be obtained by using some of the updates performed during the process of mesh simplification [5] . Such meshes correspond to all subsets of updates in Å which are closed with respect to the partial order. A subset Í ¼ of the updates in Å is called closed if, for each update Ù in Í ¼ , all predecessors of Ù with respect to the transitive closure of Ê belong to Í ¼ . A closed subset of updates corresponds to a set of updates that can be applied to the base mesh while satisfying the dependency relation. The collection of all closed sets of updates in a multiresolution mesh Å defines the complete set of meshes which can be extracted from Å. Moreover, since a Multi-Tessellation is a conforming multiresolution mesh, any of the extracted meshes is conforming.
Data Structures for Multiresolution Tetrahedral Meshes

Encoding an Edge-Based Multi-Tessellation
In this subsection, we briefly describe the data structure for encoding an edge-based MT (see [2] for more details). The algorithm for constructing an edge-based MT, that we use in the experiments shown in Section 6, is described in [3] . There are two basic ingredients in encoding an edgebased MT: encoding the direct dependency relation, and encoding the updates. The base mesh is encoded as an indexed structure with adjacencies.
The direct dependency relation is encoded by extending a technique proposed by El Sana and Varshney [7] for triangle meshes, which is based on a forest of binary trees of vertices, and on a suitable vertex enumeration mechanism. The leaf nodes of the forest correspond to the vertices of the reference mesh, the internal nodes to the vertices generated by the decimation process. which provides an estimate of the approximation error associated with Ù (which is the maximum of the error associated with the tetrahedra forming Ù), and a bit mask used to partition the set of tetrahedra incident at Ú, when performing a vertex split. This bit mask contains one bit for each tetrahedron incident at Ú (see Figure 1) . Note that to obtain a compact structure we only store the error associated with an update and not with each tetrahedra forming it.
In [2] , we have shown that the storage cost for the information associated with a single update contributes for a cost of ½ bytes. Therefore, the total cost of the MT data structure (including the cost of encoding the direct dependencies) is equal to ¿¼Ò bytes plus the cost of storing the base mesh, which is negligible.
The storage cost of the data structure for an edge-based MT is about 1/5 of the cost of storing the reference mesh in a data structure encoding both connectivity and faceadjacency information. If we store the reference mesh only with connectivity information (without face-adjacencies), the cost of the MT structure is still less than 2/5 than that of encoding the reference mesh.
Encoding a Hierarchy of Tetrahedra
The data structure for the HT does not encode the dependency relation and the updates of the multiresolution mesh directly, but it encodes a binary tree which describes the nested structure of the subdivision. It makes use of a linear representation for the hierarchy instead of a pointer-based tree structure. The data structure consists of:
A table containing the field values at the Ò data points.
A forest of six almost full binary trees, containing the errors associated with the tetrahedra encoded as an array. The trees describe the complete subdivision of the initial cube, except for the last level which corresponds to the tetrahedra of the reference mesh, that have a null error.
Location codes, one for each tetrahedron , are used to index the field table. In each location code, the first number is the level of in the tree, and the second number indicates the path from the root of the tree to . The location code is defined on the basis of a labeling scheme for the children of a tetrahedron and for the vertices of these children in the hierarchy. The forest can be traversed using only local computations to determine where we are in space: the only computation is finding the midpoint of the longest edge. All other vertices can be obtained directly from the vertices of the parent tetrahedron.
The dependency relation in the Multi-Tessellation is implicitly encoded by the forest which describes the nesting structure of the tetrahedra in the subdivision. The clusters defining the updates are efficiently computed when extracting a mesh by using location codes and constant-time neighbor finding (see [14] ).
In a data set with Ò points, there are Ò tetrahedra in the reference mesh, and, thus, Ò internal tetrahedra. This yields a storage cost of ½¾Ò bytes for the error values plus ¾Ò bytes for the field table, assuming two bytes per error and field value, leading to a total cost of ½ Ò bytes. Thus, the storage cost of an HT is a little less than 1/2 of the cost of an edge-based MT.
Experiments and Comparisons
In order to compare the HT and the edge-based MT, we used two volume data sets with rather different sizes:
The first data set, termed Smallbucky, is a portion (1/8) of the well-known bucky-ball data set (courtesy of AVS inc.), with 32,768 vertices. In the case of full resolution with ¼± error tolerance, the MT consists of 163,840 tetrahedra, while the HT consists of 196,608 tetrahedra. The difference arises because the MT starts with a reference mesh obtained by splitting each cube formed by eight data points with five tetrahedra, while the HT splits the initial cube into six tetrahedra.
The second data set, termed Plasma, is a large synthetic data set (courtesy of the Visual Computing Group at the Italian National Research Council) with 262,144 vertices. In the case of full resolution with ¼± error tolerance, the MT (HT) consists of 1,310,703
(1,572,864) tetrahedra.
Thus, in terms of the number of tetrahedra, we see that Plasma is about 10 times as complex as Smallbucky.
Our comparison is in terms of the number of tetrahedra: this quantity is directly related to the complexity of the queries as the execution time of the selective refinement algorithms depends on such parameter.
The first comparison that we performed was for a uniform LOD query, where we extracted meshes having an approximation error below a certain error threshold over the whole domain. Figure 4 shows (through an isosurface) an example of a mesh at a uniform LOD in which the error threshold is equal to 0.1% of the field range. Figure 3 shows the number of tetrahedra in the extracted mesh for different error thresholds. From such graphs we see that the HT has more tetrahedra than the MT. The main reason for this is that in the MT there is more flexibility in choosing which tetrahedra are split (e.g., when applying a vertex split operation), while in the HT these are determined by the fixed recursive decomposition rule. Also, note that, when we perform a vertex split in the MT, we introduce 5 tetrahedra on average, and when we perform a conforming update in the HT, we introduce 6 tetrahedra on average.
The second comparison that we performed was extracting a mesh at variable LOD in a region of space, i.e. a certain approximation error is allowed inside a region of interest, while a larger error is allowed elsewhere. For our tests, we chose an axis-aligned box as region of interest. Figure 6 shows (through an isosurface) a mesh extracted with an error threshold equal to 0.1% of the field range in the selected box, and arbitrary large outside. We used a number of different boxes at different positions and recorded the average number of tetrahedra in the resulting meshes, while varying the error threshold for the field values inside the boxes (see Figure 5) . Note that the number of tetrahedra in the HT is less than in the MT. This is due to the use of regular decomposition in the HT which means that the tetrahedra are aligned with the faces of the box (i.e., they are axisparallel). In particular, we know that each of the tetrahedra in the HT has at least one face that is axis-parallel. Thus, as soon as we cross the boundary of a box, we can start having tetrahedra with larger faces, thereby having fewer tetrahedra than in the MT where the tetrahedra may be forced to intersect the boundary of the box, thereby delaying the merging process.
The third comparison that we performed was for a query that extracts a mesh at variable LOD based on the field value (i.e., on the isosurface). A given error threshold is allowed in the tetrahedra intersected by the isosurface while a larger error threshold is allowed elsewhere. Figures 7 and 8 indicate the resulting number of tetrahedra in the extracted mesh and faces in the isosurface for the Smallbucky and Plasma data sets. As in the box query, the number of tetrahedra in the mesh is less for the HT than the MT, while the number of faces is greater for the HT than the MT. Observe that the fact that the HT has less tetrahedra in the mesh than the MT but more faces than the MT means that a higher percentage of tetrahedra in the HT intersect the isosurface. Thus, the HT is better than the MT at pruning the irrelevant tetrahedra from the isosurface field value that forms the query. Of course, it could also be argued that in the MT, the same error value is associated with all of the tetrahedra in the conforming update, while in the HT, an error value is associated with each tetrahedron. Thus we could obtain better performance with the MT if we were to store an error value with each tetrahedron, but this would increase the storage cost of an edge-based MT from ¿¼Ò to Ò bytes, i.e., of about 5/3. For comparison purposes, we also implemented another technique for extracting conforming meshes from a hierarchy of tetrahedra based on error saturation [16, 25] . First, all tetrahedra belonging to the same clusters are assigned the same error value, which is equal to the maximum of their original error values. Moreover, the approximation error associated with each tetrahedron is saturated to be greater than or equal to the error associated with its children. This implies that, during mesh extraction, if a tetrahedron is refined, then all tetrahedra of the same cluster are refined. Thus, all meshes extracted at uniform LOD are guaranteed to be conforming, while consistency is not guaranteed when they are extracted at a variable LOD. Experimental comparisons that we have performed on the basis of uniform LOD queries have shown that the meshes extracted from a saturated HT have slightly more tetrahedra than those extracted by our method. On the other hand, the computing times of our depth-first algorithm are the same as those of the algorithm which extracts from a saturated HT (which simply performs a top-down traversal of the hierarchy without any neighbor finding).
Another important comparison can be performed between the two models on the basis of parameters which characterize the shape of the tetrahedra in the extracted meshes. As discussed in [22] , a widely used and elegant measure for analyzing the shape of the tetrahedra in a mesh is the circumradius-to-shortest-edge ratio Ö of a tetrahedron. The circumradius is the radius of its circumsphere. One would like this ratio to be as smallest as possible. In an HT, Ö is equal to 0.91 on average, where the minimum value of Ö (equal to 0.75) is for the 1/2 pyramid, while its maximum value (equal to 1.19) is for the 1/4 pyramid. In an edge-based MT, our experiments have shown a value of Ö equal to 1.38 on average.
Concluding Remarks
A comparison of two multiresolution representations for large volume data sets based on decompositions of the field domain into tetrahedral cells has been presented. The models differ on the basis of the rule applied to refine an initial coarse mesh (or, to decimate an initially fine mesh). The HT model is based on a refinement of a coarse mesh by tetrahedral bisection, while the MT model is based on a decimation of an initially fine mesh via a vertex split.
An MT can deal with both structured and unstructured data sets, while the HT is specific for structured ones. The meshes extracted from an HT satisfy the Delaunay criterion, and the better shape of the tetrahedra forming it, captured by the circumradius-to-shortest edge ratio, is reflected also in the visual quality of the isosurfaces extracted. The HT is obviously more economical than an MT since it does not store the topology of the mesh explicitly. On the other hand, encoding an edge-based MT is considerably more economical than encoding the mesh at full resolution.
The experiments on the queries that we performed showed that the HT performed better than the MT in terms of the size of the extracted mesh, in that there were fewer tetrahedra for the HT than for the MT, except when using a uniform level of detail. Finally, an important common feature of both the HT and the edge-based MT is that from both of them we extract meshes with connectivity and adjacency information at no extra cost. Such information is fundamental in applications involving geometric computations and navigation over the extracted mesh.
In the case of very large data sets, out-of-core solutions can be very effective. Even when a multiresolution approach is adopted, out-of-core approaches can be useful in order to process the data at the maximum resolution. Moreover, the multiresolution representations of a huge data set can exceed the available in-core memory, and therefore the extraction of LOD models should be implemented out-ofcore. This latter problem is an open research problem that we plan to investigate in the near future. Figure 9 . Variable LOD based on field value: a mesh extracted with an error threshold equal to 0.1% of the field range on the tetrahedra intersected by the isosurface with field value equal to 105.000 (shown in blue), and an error threshold arbitrary large outside. The second isosurface, with a field value equal to 10.000 (shown in yellow), illustrates the lower resolution of the mesh in the region formed by the tetrahedra that do not intersect the selected isosurface (see the corresponding color plate).
