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MINIMIZ ING SEQUENCES FOR D IFFERENTIAL  
INCLUSION PROBLEMS IN THE PRESENCE OF  
STATE CONSTRAINTS 
N. G. MEDHIN 
Department of Mathematics and Computer Science, Atlanta University, Atlanta, GA 30314, U.S.A. 
Al~ract--Necessary conditions for minimizing sequences of a differential inclusion control problem in 
the presence of state constraints are given. We employ the Ekeland variational principle as well as the 
Sumin one to obtain the necessary conditions. The controls used are generalized controls discussed in the 
paper of Kaskosz and Lojasiewicz. 
1. INTRODUCTION 
Many control problems are governed by ordinary differential equations of the form 
Yc = f(t ,  x(t), u(t)). 
A differential inclusion of the form 
:~(t) ~ F(t, x(t)), 
under a suitable regularity assumption on F(t, x) is closely related to the control problem 
g(t) =f(t ,  x(t), u(t)), u(t) ~ ~l(t) c R m, 
through the relation 
Yc(t) ~ F(t, x(t)), F(t, x) =f(t ,  x(t), ql(t)). 
However, there are multivalued functions F(t, x) that have no such representation in terms o f f  
and q/. In the differential inclusion setting, one can assume control constraints depending on the 
state as 
u(t) ~ ~(t ,  x(t)). 
The results for the differential inclusion problem are also valid for the control problem governed 
by 
Yc(t ) = f (t, x(t), u(t)). 
Finally we note that certain control problems with nonsmooth data can be recast as differential 
inclusion problems. 
In this paper we derive necessary conditions for minimizing sequences of a differential inclusion 
control problem in the presence of state constraints. We employ Ekeland's variation principle [1] 
as well as the Sumin one [2] to obtain the necessary conditions. The controls used are generalized 
controls discussed in Ref. [3]. For the convenience of the reader we have repeated the discussion 
of generalized controls found in Ref. [3]. In the differential inclusion setting, the multivalued 
function F(t, x) can be considered as a set of single-valued selections {f(t,  x)}. Each memberf(t, x) 
of the single-valued selections i a Caratheodory function. Each term f ( t ,  x) of the minimizing 
sequence is a smoothed version (smooth in the x-variable) of a single-valued selection. The usefulness 
of the conditions on the minimizing sequences is to assist us in constructing minimizing sequences. 
2. STATEMENT OF THE 
Consider a process where the phase $ obeys 
~b'(t) ~ F(t, c~(t)), 
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and the cost 
is to be a minimum. 
q~ (0) ~ C, (2) 
A(t,c#(t))<<.O, O~<t~l ,  (3) 
g°(q~(1)), (4) 
Assumptions 
(i) A: [0, 1] x •"--*R is continuous in both arguments and continuously differen- 
tiable in the second argument. 
(ii) C is a closed convex subset of R". 
(iii) The multivalued (t, x)-*F(t, x) satisfies the following assumptions: 
A.1. Vt e [0, 1] and Vx E R" F(t, x) is a nonempty, compact, convex subset 
of R". 
A.2. F( ' ,  x) is a measurable multivalued for each fixed x e R"; that is, 
for each closed subset K of R" the set {t el0, l]lF(t,x)c~K~O} is 
measurable. 
A.3. For each bounded subset B of R" there exists a function kBe L~[0, 1] 
such that 
pn(F(t, x), F(t, g)) <~ ks(t)tx - g I, Vx, g ~ B, Vt ~ [0, 1], 
where Pn denotes the Hausdorff metric. 
For each trajectory ~b of conditions (1) and (2) there exists a single-valued selection f(t, x) of 
the multivalued F(t, x). The function f from [0, 1] × R" into R" is such that f ( . ,  x) is measurable 
for each fixed x and f(t,  .) is locally Lipschitz in x for each fixed t e [0, 1] and 
ok'(t) =f(t,  ~(t))eF(t, c#(t)), a.e. t el0, 1]. (5) 
Moreover, for each bounded set B in R", rn(t)= 4nkn(t) is a Lipschitz constant o f f ( t ,  .) in B. 
At this point we introduce the class of functions that will serve controls. Let S be the collection 
of functions f :  [0, 1] × R"~R", f(t, x) ~F(t, x), such that the following properties are satisfied: 
(a) Every f e S is measurable in t for each fixed x. 
(b) For each bounded subset B c R"3rs~ Ll([0, 1]) such that Vfe S, for a.e. t ~ [0, 1] 
we have 
[ f ( t ,x) - f ( t ,g) l<~rn(t) lx -Y~ I, Vx, ~eB,  
where the function re(t)= 4nkn(t) and kB is as in assumption A.3 above. 
Let K(x, r), x ~ R", r >>. O, denote the closed ball with center x and radius r. Take K~ = K(0, l/i), 
i = 1, 2 . . . . .  Choose and fix, for every i = 1, 2 . . . . .  a C~-function Pi: R"-~R such that 
pi~>0, p,.=0 on "-~Ki, fp i (y )dy=l .  
dx  i 
V f e S define 
f i ( t ,x )  = f f ( t ,x  -y)p,(y)dy. 
d Ki 
Since f is locally Lipsehitz it is differentiable for almost every x ~ R" and thus 
f x(t, x) = fxL(t, x - y)p,(y) dy. 
Let 
(6) 
(7) 
Fe(t) =max{re(t),rB+x,(t)}, 0<~ t <~ 1. 
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Then, Yf~ S, letting f~ as in equation (6) we have 
I f(t,  x) - f i ( t ,  x)[ ~< i-t~n(t), 
Let 
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a.e. t • [0, 1], x ~ B. (8) 
S i={f~l f•S} ,  i=  1,2,3 . . . . .  (9) 
Assumption A. 4 
For ease of presentation we make the assumption that 
u{F(t,x)lO<~t <~ 1, x ~ R"} 
is contained in a ball of radius r t in R". We can employ the method shown in Ref. [3] to deal with 
the case when this assumption is abandoned. 
For f~, f2 c SuS i we let 
~(fl ,fz) = meas{t e [0, 1]: sup [fl (t, x) -f~(t,  x)l > 0}. (10) 
x 
3. ASSOCIATED FUNCTIONALS 
In this section we set up and study certain functionals. The study of the effect of the generalized 
controls on these functionals in the next section will provide us minimizing conditions that will be 
discussed in Section 5. 
Lemma 3.1 
(S t, 7~) is a complete metric space for i = 1, 2, 3 , . . . .  
Proof The proof of this lemma can be found in Ref. [3]. 
Define a metric A in the set C x S i by 
A((x0,f0), (x, ,fl)) = Ix0 -- x, I + 7{(f0,fl)- (11) 
Let 
~*~ = {(x,f  )lx • c, f e s, 3~b such that ¢'(t)  =f(t, ok(t)), ¢(0) = x, 
A(t, dp(t))<~O, O~<t ~<l}, (12) 
qlaa = {(x , f ) lx  ~ C, f•  S}. (13) 
By Y//~a we denote the closure of q/,a under A. 
In what follows we will write xf for  (x , f )  E ~,auql*a. Now, let us denote by ~b[xf]( • ) the unique 
solution of 
Let 
and for (x , f )•  ~ad, let 
Now, for (x , f )  • Y//~a let 
Note that 
For a > 0, let 
dp'(t) =f(t, dp(t)), ~(0) = x. 
= inf{g o(q~ [xf ] (1)) [ (x, f ) • ql*~a }, (14) 
I o (x f )  = g° (~[x f ] (1 ) )  - To. (15) 
l*(xf)  = max{lo(xf), max A(t, dp[xf](t))}. 
0gt<l  
(16) 
inf{lo(xf )[ (x , f  ) • all*} = O. (17) 
qlga= {(x , f )e i~a lA( t ,  dp[xf](t)) <<. a, O <~ t <<. 1}. (18) 
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inf{I*(xf ) l (x,f  ) ~ ad~ } = O. 
all~ = {(x,f) lx e C, f e S i, A(t, ¢[xfl(t)) <. a, 0 <. t < 1}. 
(19) 
(20) 
such that, For a positive sequence q,  Q . . . . .  e . . . . . .  converging to zero 3ik, k = I, 2 . . . . .  
Vi ~>ik, 
inf{I*(xf)l (x, f )  ~ atl~'~} <~ inf{I*(xf)l(x,f ) e ~g~} + e~. (21) 
Let (x~,fk)~ q /~,  k = 1, 2 . . . . .  such that 
I*(2k,~) <~ inf{I°(xf)l (x, f )  ~ q/~} + e~. (22) 
Note that 
I*(xk,f~) ~< inf{I*(xf)l(x,f) ~ q:,d} + 2e~. 
NOW, using Ekeland's variational principle [1] ~($~,~)e q/.~2 such that 
I*(xf) + e~ A(xf, .2ff~) > I*(2J~), (x, f )  # (2~,~), (x, f )  ~ ~,  (23) 
A(~d~, 2J~) ~< e~, (24) 
I * (2~)  ~< I * (~) .  (25) 
For v > 0, an integer, determine a T/v-partition of [0, T] and for j  = 0, 1 . . . . .  v let t~ =jT/v. For 
(x, f  ) e ail~2 consider 
P(xf) = max{Io(xf), A(t~, ck[xf](t,)), r = 1 . . . . .  v} + e~ A(xf, 2J~). (26) 
Note that 
inf{I'(xf)l (x , f )  e all',2} <~ P(.2~) <~ I*(2J~). (27) 
It is easy to show that 
lim (inf{lV(xf)l (x, f )  e ~g~k}) = I*(2Jk). (28) 
v-~oo 
Thus, 36t, 62 . . . . .  --*0, 6i i> 0, such that 
IV(2k~) <<. inf{P(xf)l (x , f )  ~ q/~k} + 6 ~. (29) 
Thus, we may conclude 3x~f~, x~f~ . . . . .  x~f; . . . . .  e ~,/~2 such that 
A(x~f~, ~k~) <~ 6~, (30) 
F(x~f ~) <. lV(2k~), (31) 
P(xf)+b~A(xf, x~f~)> I'(x~f~), x f  ¢ x~f~, (x,f)eatl~. (32) 
Remark 3. I 
E ~tlad , < O. From conditions (31), (25) and (22), if v and k are sufficiently large, x~f~ ¢'~' o' 
Let 
M~.k = max{A(/,, ck[xifi](t~)), r = 1 . . . . .  v}, (33) 
Z,x = {0} u { r: A (t,, ~ [x ~,f I ] (G)) >i Mv.k }. (34) 
For r= l ,  2 . . . . .  vlet 
L(x~f ~ ) = A (t,, ¢k[x~f ~](G )). (35) 
Differential inclusion control problems 131 
The tangent cone Fc(z)  to the set C at z e C is defined as follows: 
Fc(z )= {vlv = lim 2j(z~- z), for  some 2y>0,  z~eC, j=  1,2,3 . . . .  and! imzy= z}. (36) 
j~o0 j--*oo 
Lemma 3.2 
For  every v e Fc(2) there exists a sequence zje C , j  = 1, 2, 3 . . . . .  a number e > 0, a continuous 
curve (: [0, E]--*R ~ and a sequence sje (0, ~], !im s~ = 0, such that 
~(sj) = zj, ~(o) = ~, ~'(o)  = v. 
Proof. The proof  of  this lemma can be found in Ref. [3]. 
(37) 
4. PERTURBING THE GENERAL IZED CONTROLS 
In this section we perturb the generalized controls to obtian optimality conditions. 
Let weS t* . Let z #t , ,  r=0,1  . . . . .  k be a Lebesgue point of  t--,f~(t, dp(x~f~](t)) and 
t--*w(t, dp[x~f~](t)). Define f~w(t ,  x) by 
( f [ ( t ,x ) ,  O<~t<~z--s ,  
f Lw( t ,x )={w(t ,x ) ,  z - - s<t<z ,  (38) 
( f~(t ,x ) ,  z<. t<. l .  
(Xk , f  ks,,.) e ql,;~. Now, let Thus, for s >0 small enough, ' ~ o,J 
~'~,k = {(610(~, W), • • •,  6L(~,  w)) l  6/A~, w) ,  
= lim s- ' ( I j (x~f~,w) - / j (x~ f ~))}. 
s~0 
For v eFc(xD,  Ivl < 1, let ~ be as in Lemma 3.2. Then let 
9ff 2 ~,k = {(Mo(V) . . . . .  M~(v))IMAv), 
(39) 
= l im s -  l (6 (~(s ) f~)  - / j (x~, f  ~))}. (40) 
s~0 
Now, let 
~[" v ,k I 2 = Of'~.kU.~F~. k . (41) 
We denote by co (YF~.k) the convex hull of  YF~.k. 
Lemma 4.1 
Let :¢Fi-x = {(ro . . . . .  rv) e W + l[ rj < - Ek -- 6~,j e Z,.k }. Then, :,~7,knco (3¢~,x) = ~b. 
Proof. Otherwise, 3oq , o h . . . . .  or,,, o~j ~ O, ~O~j "~ 1, wl , w2 . . . . .  wte S ~k, z, , T2 . . . . .  zte (0, 1)zi # t,, 
r = 1 . . . . .  v and vt+, . . . . .  Vt+m, v~+~eFc(xD, Iv~+~l < 1, such that for q eZ ,x  
For i - l , . . . , l ,  let 
I 
~jCrIq(~j, wj) + ~ ~j6Iq(vj) < --Ek -- 6v. (42) 
j= l  j= l+ l  
Y(i) = {j: 0 ~<j < i and ,j = %}. 
Define constants bj, i = 1 . . . . .  l as follows 
I J~ ~(0 
if J ( i )  = O, 
if J ( i )  # O. 
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NOW, let 
~)~ = [zi + sbl - s~i, ~i + sbi), 
where zi is a Lebesgue point of  t--'f~k(t, q~[X~kf~k](t)) and t--,w~(t, dp[x~kfi](t)), i = 1 . . . . .  1. Note 
that, if s is sufficiently small dg~dgj = 0, i # j  and d~ c [t~, G+ 1) for some r = 0 . . . . .  v - 1. Let 
f = (z~ . . . . .  zt) and • = (w~ . . . . .  wt). Now, let 
, fw~(t,x), t ~) i , t  
fk~*( t 'x )=l f~k( t ,x ) ,  t ~l~i~= I (Q,. 
If I < m, let ~ be as in I .emma 3.2 when ~ = x~, and v = v~+~, i = 1 . . . . .  m - l. Then 
m-I  m- I  
= IS = X 
i=1  i=1 
is such that 
m-- I  
i= l  
Now, let ~'(s) = ~(fls). Now, if we calculate 
m-!  
and U(0)= ~ (a,+i/[3)v,+,. 
i=1 
lim s- ' ( l j~(s) f  ~f,, - I j (x~f ~))), 
for j ~ Zv~, and use condit ion (42), we will see that condition (32) is contradicted. 
Corollary 4.1 
There exist nonnegative scalars go, , ,k , . . . ,  #,,,,k such that 
~ #j,~s = 1, 
j= l  
} rain #j,,~ 6/j(~, w), #j,~.k6Ij(v) >>- -Ek -- 6,, 
k j= l  j= l  
/Jj,,,k = O, jeZ,,k, 
where di/j(~, w) is as in the definition of X'l,.k and 6Ij(v) is as in the definition of  X'~.k, where 
v Fc(x ), Ivl <1.  
Proof. The proof  follows from a separation theorem for convex sets using Lemma 4.1 and the 
definition of  X'7.k. 
Remark 4.1 
Let d2,~ be the positive Radon measure on [0, 1] concentrated at the points tj, j e Z,~, satisfying 
the condition 
~o I h(t) dAvs,(t) = ~ Uj.v.kh(tj), Vh ~ C([0, 11). 
j ~ Zv.k 
Note that {~b[x~f~,](. ), v, k = 1, 2, 3 . . . .  } is an equicontinuous family and uniformly bounded. 
Let ~b0 be the solution of  
-~O~(t) = ~Oo(t) Oxf ~(t, dp[x~f ~](t)), ~b0(l) = -g°(qb[x~f ~](1)). (43) 
For  0 ~< t ~< s ~< 1, let ~0(.,-) be the solution of  
--O,~O(s, t) -= O(s, t) axf  ~(t, dp[x~f ~](t)), 
g/(s, s) = - Ax(s, 4~[x~f ~l(s)). (44) 
Differential inclusion control problems 133 
Now Corollary 4.1 says 
~z~.~kd/~(t)+f/~(s~)d~pJ`(s)~(w(~q~[~kf~k](t))-f~k(t~p[x~kf~k](t)))>~-`~-~È (45) 
{ f0 } #o.,.k~'o(O)+ t~(s,O)d2p.k(S) "V >i --ek--6k, VV ~Fc(dp[X~kf~k](O)), Ivl < 1, (46) 
/Z0.~.k + I dA,.k I = 1, g0,,.* t> 0, d2,~ >t 0. (47) 
5. CONDITIONS ON MIN IMIZ ING SEQUENCES 
In this section we obtain conditions obeyed by any minimizing sequence {(xk,fk)} where fk is 
differentiable in the x-variable and fk(t, X) ~ F(t, x). If fk(t, x) ~ F(t, x) we want 
fk(t, x) = (hk(t, ")*Pik )(x ) [see condition (6)] where hk(t, x) ~ F(t, x) and k--,oo, ik--,oo. For this 
purpose take the minimizing sequence (~k,fk)e q/~'~. From conditions (24) and (30) we have 
A(~kfk, X~kf~k) <~ ek + 6~. (48) 
Let ffk be the solution of 
-~' , ( t )  = ~k(t) axfk(t, ~b[-rk~](t)), ~k(t) = --g0x(~b[-~k~](1)). (49) 
For 0 ~< t ~< s ~< 1, let ~k(', ") be the solution of 
--Ot~k(S, t) = ~k(S, t) aXfx(t, ~b[~kfk](t)), 
~(s ,  s) = -A~(s, ~[~] (s ) ) .  (50) 
Let 
Ev,k = {t: Ilk(t, ,) --f~(t, ")lifo = 0}. (51) 
From condition (48) meas(Ev,k) ~< Ek + 6v. 
Using conditions (45)-(47) it is easy to verify that for t ¢ Ev,k 
{ f } ~.,.kffk(t) + ~k(S, t) da,,k(S) (W(t, ~b[~k~](t)) --~(t,  q~[-~k~](t))) 1>--(1 + C,)(Ek + 6,), (52) 
{ ;o } ~,v,k~k(O)+ ~k(S,O)dA,s(S ) "V ) --(1 + Ci)(ek+3,) , (53) 
Vv eFc(dp[x~kf~k](O))=Fc(x~k), Inl < 1, 
g0.v~ + I d2v~ I = 1, ~.~,/> 0, day. k t> 0, (54) 
where C~/> 0 is a constant. 
Remark 5.1 
Note that, using condition (53) we can write 
I I0 } ~.v.kffk(0)+ ~k(s,O)dA,.k(S) "V >>. - ( Iv l  + 1)(1 +Cl)(Ek+6,) ,  VV EF(x~), (55) 
where we dropped the condition I vl < 1. 
Remark 5.2 
We would like to have condition (55) holding when v ~ Fc(dp [~kfk](0)) = Fc(fCk). For this we will 
impose a continuity condition on the map z--,Fc(z). 
Assumption 5.1 
For every vl ~ Fc(z~ )~v2 ~ Fc(z2) such that I vl - v21 = tP(Iz~ - z2 I). The points zl, z2 are arbitrary 
elements of C. 
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Remark 5.3 
Under Assumption 5. I, the conditions (52)-(55) hold with the constant C~ being replaced by a 
bigger one. 
We now summarize our results in the following theorem. 
Theorem 5. I 
Suppose the assumptions in Section 2 and Assumption 5.1 hold. Suppose (Xk~)~ ~d~, a > 0 is 
a minimizing sequence for the functional (l 6) over q/~ and that~ is differentiable in the x-variable. 
Then there exist functions ~k(" ), ~*(", " ) as in conditions (43) and (44), nonnegative scalars #k, 
~,, positive Radon measure dAk such that the following conditions hold: 
[ f01 1 (i) #~,,(t )  + ~(s ,  t) d~k(s) (w(t, ~[2,f~l(t)) --~(t,  40[2kfk](t))) >I -- ~rk, VW e ~,  
[ I0' 1 (ii) #k0k(0)+ ~k(s,O)d2k(s) "V~>--(IVl + 1)a,, Vv~Fc(~,), 
(iii) #k + [d~k I = 1 and lira ak = 0. 
k~m 
Remark 5.4 
In Theorem 5.1, fk need not necessarily satisfy fk(t, x )s  F(t, x) if 
f , ( t ,  x )  = ( fk( t ,  " ) * P'k )(X) 
[see condition (6)], where i k~ as k~ and fk(t, x) E F(t, x). 
6. EXAMPLE 
Consider the problem 
Yc ~ F(t, x), x(0) = (xl (0), x2(0)) = ( -  1,0) 
where [3] 
F( t ,x )= {(v l ,v2)~R: l -1  <~ vl <<. 1, -1  - Ixl l ~ v~ <<.xl}. 
The cost is given by x2(1) and we require x~ (t)~< 0. 
A minimizing sequence in this case is given by {fk(t, x) = (0, x~ - 1)}, k = 1, 2, 3 . . . . .  We can 
verify the minimizing conditions in Theorem 5.1 where the multipliers are 
~k(t )  = (t -- l, 1), 'i~k(s, t) = ( - -1 ,  0), #k=0,  d~. k=6(0) .  
where 6(0) is the Dirac delta function concentrated at t = 0. 
Remark 6.1 
Numerical work in this area is obviously difficult. The author is not aware of any work towards 
this goal. 
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