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Asservissement visuel d'un bras robotiqueen l'absence d'informations geometriquesNicolas AndreEquipe BIPINRIA Rhônes-Alpes/GRAVIR-IMAGZIRST, 655 avenue de l'Europe, 38330 Montbonnot Saint Martine-mail : andre@imag.frMai 1996AbstractCet article etend les resultats classiques d'asservissement visuel au cas non calibre. Ces extensions sontl'utilisation de parametres physiques de camera approximativement connus, l'hypothese que la structure de lascene observee est inconnue et que l'on est capable de donner une estimation de la norme de la translationpince/camera.La methode utilisee pour la commande du robot est la regulation par fonction de tâche, la tâche a eectueretant le deplacement d'une camera vis-a-vis d'un objet cible.Cette methode utilise le Jacobien de l'image qui depend de la distance entre la camera et la cible ainsi quede la structure euclidienne de cette derniere. Jusqu'a present, seules etaient utilisees des approximations de ceJacobien.Le principal apport du travail eectue est l'inclusion du calcul du Jacobien par reconstruction euclidienneet de la transformation pince/camera dans la structure de contrôle.La methode adoptee pour la reconstruction est une methode iterative par approximations anes du modleprojectif de camera.Mots-cles | robotique, vision par ordinateur, asservissement visuel, fonctions de tâche, reconstruction3D, coordination main/il.1 IntroductionLe probleme presente ici, plus detaille dans [And95], consiste a deplacer une camera non calibree, monteesur un bras robotique a 6 degres de liberte, jusqu'en une position ou l'image obtenue correspond a uneimage cible. La cle de ce probleme reside en la connaissance du Jacobien de l'image, element principal dela loi de commande. Le Jacobien depend des parametres physiques de la camera (parametres intrinseques),de la transformation rigide reliant la scene observee et la camera (geometrie) et de la transformation rigideliant la camera et l'outil terminal du robot (transformation pince/camera).Les parametres intrinseques sont inconnus puisque l'on utilise une camera non calibree. Il est, deplus, impossible, dans le cas le plus general, d'avoir une estimation a priori concernant la geometrie et latransformation pince/camera. On cherche donc une solution permettant l'obtention de ces informationspuis leur utilisation dans une boucle de commande. Cette solution doit, de plus, impliquer le moins decontraintes possible.Il existe de nombreux algorithmes de reconstruction tridimensionnelle de scenes. Cependant, la plupartse basent sur des calculs d'optimisation non-lineaires, ce qui engendre des temps de calcul trop importantspour pouvoir inclure de telles methodes dans une boucle de commande.Il faut donc trouver un moyen d'estimer rapidement le Jacobien. Plusieurs travaux ont ete menes danscette optique, mais ils sont soit complexes, soit limites par trop de contraintes.1
On citera [SP94] qui ore une solution peu intuitive d'estimation du Jacobien et de la commande apartir d'un ltre de Kalman generalise, [YA94] qui se limite a des mouvements plans, [CAD95] qui travaillesur des objets plans et [SBC94] qui utilise la notion de foyer d'expension de l'image.La solution que je propose ici consiste a integrer dans une loi de commande exprimee selon le formalismedes fonctions de tâches, une methode de reconstruction tridimensionnelle par approximation ane dumodele projectif de la camera [CH94], deja utilisee avec succes en asservissement visuel [HCD94], et unemethode d'estimation de la transformation camera/pince basee sur cette approximation ane [Mor95].Les contraintes imposees par cette solution sont les suivantes : connaissance tres approximative desparametres intrinseques (donnees constructeur, par exemple), marquage d'un minimum de 4 points noncoplanaires quelconques de l'objet cible par des gommettes (pour la simplication du suivi) et connaissancede l'ordre de grandeur de la norme de la translation pince/camera.Apres avoir deni la loi de commande, exhibant le Jacobien, nous rappelerons la forme generale decelui-ci en faisant apparâtre tous les parametres dont il depend. Puis, nous aborderons succintementles questions de reconstruction sous la forme de pointeurs vers les travaux originaux. Nous presenteronsensuite la methode utilisee pour le suivi des points et leur mise en correspondance. Alors, il sera tempsde donner l'algorithme d'asservissement visuel, base de cet article. Une courte discussion s'ensuivraconcernant la mise a jour du Jacobien. Cette discussion sera naturellement suivie d'une courte conclusion.2 Commande2.1 Commande par fonction de tâcheL'asservissement visuel correspond a la minimisation de l'erreur entre l'image courante (s) et l'imagecible (s). Cette minimisation est un cas particulier de la commande par fonction de tâche [ECR92,SLBE91, Cha90] : dans le cadre du probleme presente, la minimisation est eectuee en regulant a zero lafonction de tâche suivante : e = J+(s(r; t)  s(t))ou r, element du groupe des deplacements, represente la position du robot et J+ est la matrice pseudo-inverse du Jacobien de l'image.On desire que la fonction de tâche se comporte comme un systeme decouple du premier ordre, a savoir_e =  e. Cela signie que l'on souhaite que le systeme converge de maniere exponentielle vers son etatnal.De plus, sous certaines conditions concernant le robot (connaissance parfaite du jacobien inverse etcommande par la vitesse articulaire), on peut utiliser le torseur cinematique Tc comme pseudo-commande.L'expression de ce torseur est alors dans ce cas simplie :Tc =  e2.2 Forme generale du JacobienIl est possible d'exprimer le Jacobien, J , sous une forme generale permettant son calcul dans un reperequelconque [Esp93].Soient Rp, le repere associe a la pince (ou plus generalement, a l'outil terminal du robot), dans lequelon souhaite exprimer le Jacobien, et Rc, le repere associe a la camera. Ces deux reperes peuvent êtrerigidement lies (camera xee sur l'eecteur du robot) ou en mouvement relatif (observation du mouvementdu robot avec une camera xe).Notons XT = (XY Z)T les coordonnees d'un point M dans Rp et s = (u; v)T les coordonnees de saprojection dans le repere image. On a alors la relation suivante :  (s; 1)T = P   X; 1T , ou P est la matrice2
de projection du repere pince dans le repere image. Cette matrice peut s'ecrire comme composition dechangements de repere : P = A0@ 1 0 0 00 1 0 00 0 1 0 1AYou  A est la matrice de changement de repere retine!image. Elle contient les 5 parametres intrinsequesde la camera et est egale a :A =  A11 0 0 1  = 0@  u ucotg u00   vsin v00 0 1 1ACes parametres sont les facteurs d'echelle sur chaque axe (u et v), les coordonnees dans le repere de laretine de l'intersection des axes (u0 et v0) et l'angle qu'ils forment ()1. Y est la matrice de changement de repere pince!camera. Elle est composee d'une rotation R etd'une translation t : Y =  R t0 0 0 1 Notant X 0 = (x; y; z)T , les coordonnees de M dans le repere camera, on a, de plus, la relation :  X 0 ; 1T = Y   X; 1T . Introduisons, a present, Jc, le Jacobien exprime dans le repere camera. Il s'ecrit :Jc( X 0 ) =   1=z 0 y=z2 xy=z2  (1 + x2=z2) y=z0  1=z y=z2 1 + y2=z2  xy=z2  x=z Enn, en utilisant la matrice  suivante : =  R  RAs( RT t)0 R  ;on peut ecrire le Jacobien exprime dans le repere pince :J = A11Jc( X 0 ):Cette expression fait clairement apparâtre les parametres dont depend le Jacobien : parametres intrin-seques de la camera, la geometrie de la scene et la transformation pince/camera.3 Reconstruction euclidienne et transformation pince/cameraNous ne detaillerons pas ces etapes, bien mieux presentees par leurs auteurs.La methode de reconstruction utilisee ici est celle presentee dans [CH94]. Il s'agit d'une methodeiterative dont chaque iteration comporte une reconstruction ane et une reconstruction euclidienne parapproximation paraperspective. L'approximation paraperspective est une approximation au premier ordredu modele projectif de camera qui permet de lineariser les equations de reconstruction et donc d'accelererles calculs. Elle depend de la geometrie.Le but des iterations de la methode est d'aner l'approximation. En eet, la reconstruction aneest eectuee a partir de l'approximation courante dont la precision inue sur la qualite de reconstructionane. Puis, la reconstruction euclidienne est lancee en se basant sur les resultats anes. On peut alorsameliorer l'approximation paraperspective et par suite, la reconstruction euclidienne.Cette methode permet l'estimation, au signe et a un facteur d'echelle pres, de la geometrie a partirdes projections dans au moins 3 images, d'un minimum de 4 points non coplanaires (points d'interêt) prisdans la scene et de la valeur, même tres approximative, des parametres intrinseques.1Generalement tres proche de =2 et, par consequent, approxime par cette valeur.3
Quant au calcul de la transformation pince/camera[Mor95], il est eectue sous les mêmes hypothesesauxquelles il faut ajouter la determination de 2 deplacements independants du robot qui separent les 3premieres images. Cependant, il ne fournit pas la norme de la partie translationnelle de cette transfor-mation (i.e. la distance pince/camera). Les consequences sur le Jacobien d'une erreur sur cette norme nesont pas triviales puisque cette norme intervient dans le calcul de celui-ci au niveau de la matrice . Celaimpose donc de connâitre, a defaut de mieux et, esperons-le, de maniere provisoire, un ordre de grandeurde cette distance.Le signe et le facteur d'echelle, laisses indetermines, peuvent être obtenus grâce au mouvement du robot.En eet, le Jacobien depend lineairement de ces deux parametres et d'apres notre loi de commande, letorseur de commande aussi. Pour retrouver les bonnes valeurs, il n'y a plus qu'a comparer le mouvementeectif du robot lors des 2 premiers deplacements et le mouvement qu'aurait eu le robot s'il avait suivi laloi de commande sur ce chemin.4 Suivi des pointsLes deux methodes precedentes necessitent le suivi des points d'interêt et de la mise en correspondancede leurs projections successives. Pour accelerer la localisation de ces points dans l'image, deux dispositionsont ete prises. La premiere, purement materielle, consiste a marquer ces points de pastilles blanches, ande simplier la detection bas-niveau. La seconde est d'ordre logiciel : on predit la position de ces pointsgrâce a la valeur estimee du Jacobien. Cette prediction est obtenue en integrant l'equation qui relie imageet mouvement (torseur cinematique) du robot : _s = J  :En supposant le Jacobien et le torseur cinematique constants sur l'intervalle de temps t separant deuxprises d'images successives et en les approximant respectivement par Ĵ , Jacobien calcule, et Tc, torseurde commande, on obtient l'equation de prediction :spred(t+t) = s(t) + Ĵ  Tc t:Il est desormais possible d'eectuer une detection ecace en recherchant les points d'interêt dans unvoisinage de la valeur predite. Ce voisinage doit être susamment petit pour ne pas prendre un pointd'interêt pour un autre. Cependant, un voisinage trop petit peut se reveler nefaste dans le cas ou laprediction s'avere erronee (perturbations, temps d'application du torseur de commande trop long (ou tropcourt), etc.) car alors, le point a detecter peut se retrouver hors du voisinage.La solution suivante a donc ete mise au point :1. Predire la prochaine position des points d'interêt.2. Fixer la taille des fenêtres de prediction (10 pixels de côte)3. Determiner une petite fenêtre autour de chacune des positions predites.4. Pour chaque fenêtre, detecter le point d'interêt (centre d'une tâche claire).5. Si l'une des detections a echoue et si les fenêtres sont plus petites que l'image complete, alorsaugmenter la taille des fenêtres (+10 pixe ls) et retourner en 3.A la suite de cette boucle, deux cas se presentent : soit la detection a bien fonctionne (i.e. on obtientautant de points distincts que de points d'interêt), soit certains points obtenus sont doubles. Il y a alorsocclusion d'un point et il faut mettre en uvre un traitement d'exception (actuellement, arrêt du systeme).4
5 AlgorithmeOn peut desormais ecrire l'algorithme d'asservissement visuel : Initialisation{ Prendre une image en position initiale (s1){ Eectuer une reconstruction ane avec cette image et l'image cible{ Deplacer le robot et prendre une deuxieme image (s2){ Deplacer le robot et prendre une troisieme image (s3){ Eectuer une reconstruction euclidienne par approximation ane sur les 4 images disponibles{ Estimer la transformation pince/camera (Y ) a l'aide des 3 dernieres images et les 2 deplacementsdu robot{ Calculer le Jacobien dans le repere du robot et sa pseudo-inverse Boucle de commandePour j > 3 faire :{ Evaluer la fonction de tâche : e = J+(sj   s){ Si j e j seuil alors STOP{ Appliquer le torseur de commande Tc =  e au robot{ Prendre une nouvelle image sj+1 en s'aidant de la predictionFin faireCet algorithme a ete mis en uvre sur les robots SCEMI (bras articules a 6 degres de liberte) duLIFIA en utilisant les bibliotheques de programmes du projet MOVI.6 Strategies de mise a jourOn remarquera qu'il n'est pas question de mise a jour de la valeur du Jacobien, ni de celle de latransformation pince/camera. Cette mise a jour peut être faite selon plusieurs strategies.La premiere consiste a faire une nouvelle estimation a chaque iteration de la boucle de commandeen utilisant toutes les images prises depuis le debut. Mais c'est une solution gourmande en memoire.On peut alors se limiter aux n dernieres images (solution choisie (avec n = 5) lors de l'implementation),mais cela s'est avere être une mauvaise idee. En eet, si cette solution fonctionne bien sur une sequencepreenregistree dont les images presentent des dierences notables, elle ne fonctionne pas en pratique caralors, les n dernieres images ne dierent pas susamment les unes des autres puisque le robot convergevers l'image cible. Partant, les qualites de reconstruction et d'estimation du Jacobien diminuent. Onperd, du reste, le benece des 2 mouvements independants du depart.Il faut donc trouver des strategies plus appropriees. Deux voies se presentent : une strategie de misea jour conditionnelle et une strategie de modication en parallele. La strategie conditionnelle consiste adenir une condition logique qui, lorsqu'elle est satisfaite, declenche un nouveau calcul avant de relancerune nouvelle iteration de la boucle de commande. L'inconvenient d'une telle solution est qu'elle imposede nouvelles contraintes sur le temps de calcul.En revanche, le calcul en parallele semble plus attractif. En eet, il y a moins de contraintes de typetemps-reel : au lieu de devoir eectuer les calculs en une iteration de la boucle de commande, on disposede quelques iterations supplementaires. Un autre avantage est que l'on peut dans ce cas mettre en placeun traitement de type ltrage. 5
7 ConclusionLa reponse a la discussion precedente reste un probleme ouvert. On s'attachera aussi a ameliorer lecalcul de la transformation pince/camera. Ces problemes resolus, on pourra alors envisager d'integrer desmethodes plus ecaces de detection et de mise en correspondance des points d'interêt et se passer ainsidu marquage de l'objet cible par des gommettes.Remerciements | Je tiens a remercier Bernard Espiau et Radu Horaud pour l'aide precieuse qu'ilsm'ont apportee au cours de mon projet de DEA, base de cet article.References[And95] Nicolas Andre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