Introduction
This paper introduces a new empirical method for analyzing the capital market. It demonstrates that a combination of (1) microeconometric panel estimation with (2) factor analysis is a powerful tool for explaining asset prices. Connecting these two different approaches enables testing competing theories of the equity market, including the efficient market hypothesis, fundamental data analysis, and the significance of behavioral finance. The goal of this article is not to focus on a single, traditional approach to the capital market but to introduce an empirical procedure that enables combining different modeling paradigms.
(1) Microeconometric dynamic panel analysis enables simultaneous measurement of effects regarded as determinants of capital market yield in the asset market literature. The panel model is restricted to quantify the effects of company and economic fundamentals. Contemporaneously, the expectations of market participants are accounted for to evaluate the influence expectations have on behavior. In addition, the influence of historical yield fluctuations on the present yield are measured to show the power of weak form and semi-strong form tests in a joint model.
(2) The objective of factor analysis is to reduce multicollinearity in a comprehensive data set that combines information on companies and macroeconomic variables. The advantage of factor analysis compared to the method of instrumental variables (IV) is that it is not necessary to make a priori assumptions about interdependencies between companies and the economy or about principles of causality in companies.
The paper is structured as follows. Section 1 shows how combining factor analysis and panel estimation reduces modeling problems in empirical capital market approaches. Section 2 of the paper introduces a dynamic panel estimation to explain composition of the current yield by means of historical yields, fundamentals, and expectations. In Section 3, reduction of multicollinearity is described by the factor analysis. The advantage of this method is that it can be applied even when the causalities of interdependent values are unknown or controversial. After reducing the multicollinearity problems, the results of the dynamic panel estimation are presented in Section 4. Most of the estimated parameters are highly significant and the model has high prediction power, even during the financial crisis of 2008. The paper ends with a summary of the main findings.
Empirical Modeling Problems that are Solved by the New Approach
The aim of this section is to show how a combination of factor analysis and dynamic panel analysis can solve the modeling problems found in previous empirical capital market research. The model is not intended to handle all of the specific problems of the empirical research, such as the best way of restricting a GARCH model; instead, the focus is on explaining stock market yield using a number of variables in a powerful and consistent way. Therefore, the approach resolves the empirical tradeoff between very specific and, perhaps, not sufficiently complex, models designed to solve particular questions and general approaches that suffer from inefficient or even inconsistent empirical design.
To illustrate how this resolution of such a tradeoff works, (1) I start with looking at the problems inherent in the very specific ARCH and GARCH approaches, followed by (2) a discussion of the empirical weaknesses of existing models used to test the theories. By this means, it is demonstrated how a combination of factor analysis and panel analysis can overcome modeling weaknesses. The new approach makes it possible to test different theories simultaneously and thereby reveals how factor analysis and dynamic panel estimation can be combined to reap the excellent advantages of each. (3) Finally, the data set used for the estimation is presented.
(1) The ARCH and GARCH models provide a great deal of information on how volatility influences current yield or volatility.
1 Most of the models generate significant results, but it is not clear how these results should be interpreted. On the one hand, there are good reasons to argue that the effects are "real"; however, it is also well known that significant parameters are often the result of misspecified and not sufficiently complex models.
2 For example, the weak-form tests of the yield show historical patterns, but it is seems likely that the revealed patterns are caused by dependencies of the fundamentals or shocks, which are not modeled in the ARCH and GARCH models.
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(2) The next part of this section compares dynamic panel estimation with common test procedures, focusing first (a) on the problems of pooling in three-or multi-factor-models. Second (b) , it is demonstrated how dynamic panel estimation can combine the weak-and semi-strong-form tests of the efficient market hypothesis. Third (c), I show how the approach is not limited to consideration of hard facts like fundamentals and historical yields, but it is also possible to model the influence of expectations and other psychological factors that have an impact on the behavior of stock traders.
The estimated parameters can be interpreted as proxies for a modeling strategy, which, for the sake of simplicity, avoids inferences about explicit causalities regarding periods experiencing different volatilities. But the models only suggest that exogenous shocks can have an influence on the variance of the yield; the transmission process can be very different. The approach presented in this paper overcomes this difficulty by capturing the reasons for different volatilities by explicitly modeling diverse exogenous variables.
(a) The most common approaches used for evaluating how fundamentals influence yield are the three-or multi-factor models. 4 The chief weakness of these models is that the estimation technique is not able to handle both the time dimension and single individuals. Therefore, it is necessary to pool individuals, which can lead to statistical artifacts. 5 In contrast, panel estimation is a powerful tool for evaluating data sets that contain periodically repeated observations for different individuals.
6
(b) In the literature on the efficient capital market hypothesis, the question of whether historical yield patterns have an impact on current yield is a very important one. Yield patterns would be a strong indication that stock markets are not efficient. Empirical tests have evaluated many sigAdditionally, the panel method not only quantifies the effects of some company indicators in the mean of a more or less arbitrary portfolio, it can also estimate the impact of a great many parameters for every single stock. Thus, a marginal analysis is possible. Furthermore, the model can incorporate macroeconomic data.
1 For a good overview of these models' rich possibilities, see Harris/Sollis (2005, pp. 213-258) and for some latest examples in the capital market research Visser (2011 ), Bernard et al. (2008 ), McAleer/ Da Veiga (2008 , Engle/Rangel (2008) . 2 Auer (2007, pp. 250-258) . 3 Ederington/Guan (2009, pp. 313-322) , Hansen/Lunde (2005, pp. 882-888) . 4 Fama/French (1992 , pp. 430-431, 1993 ; Griffin/Lemmon (2002 , pp. 2325 -2328 ; Fuertes et al. (2010 Fuertes et al. ( , pp. 2544 Fuertes et al. ( -2545 . 5 Petersen (2009, pp. 436-437 nificant parameters, hypothesizing an existence of yield patterns. 7 It is suggested that yield patterns are statistical artifacts of weak-form tests and are not evidence against the efficient market hypothesis.
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(c) The behavioral finance literature argues that market actors do not behave as rationally as other theories assume for their formal models, such as the efficient market hypothesis.
Whether historical yield patterns exist or whether the patterns found are simply the result of misspecification is not only a theoretical question, it is also a challenge for the testing procedure. A dynamic data generating process estimated in a static model leads to inconsistent results. However, the dynamic panel approach can detect historical dependencies simultaneously with company and macroeconomic indicators. Thus, weak-and semi-strong-form tests can be combined. If there are no historical patterns, the dynamic approach does not become inconsistent, it merely becomes inefficient.
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(3) The model's use of a multitude of explanatory variables solves two common problems experienced by extant empirical research. First (a), to avoid a model which is not able to handle the complexity of stock markets and to evaluate the influence of expectations, corporate and macroeconomic figures, a comprehensive data set is employed. Second (b), to increase predictive power, the alteration rates of the fundamentals and of their determinants are used.
Consequently, the formal approaches need to more accurately model human behavior, which is, on the one hand, driven by many and complex motives and, on the other, naturally restricted. In addition to historic dependencies and fundamentals, the dynamic panel method can also take into consideration, for example, the expectations of economic agents. It is also feasible to include the interdependencies between expectations, historical patterns, and the fundamentals using factor analysis. The approach is therefore able to test different assumptions not only in formal micro models or experiments, but can empirically test assumptions under real circumstances. Moreover, the model can be enhanced to account for different motives and behavioral restrictions.
(a) Compared with the data sets of the three-or multi-factor models or those used in empirical research on the influence of fundamentals, 10 (b) To improve the estimation power, it is not only the alteration rates of fundamentals such as the BE/ME-or E/P-ratio that are considered; the alteration rates of the determinants of the ratios are evaluated. A focus on the determinants of the ratios makes the estimation results more precise because, under realistic conditions, the alteration rates of many ratios cannot be interpreted in a unique way. For example, if the numerator of a ratio changes and, at the same time, the denominator also changes, interpretation of the alteration rate is possible only in the context of the changed figures. In this case, a general interpretation of the alteration rate of the ratio is nearly impossible. Therefore, this paper's approach takes both the alteration rates of the ratios and of the determinants into account. the data set used in this paper is far more comprehensive. As shown in Tables 2 and 4 , the parameters for about 40 variables, plus dummy variables, are estimated for the 160 companies listed in the German DAX, MDAX, SDAX, and TecDAX for a period of 24 quarters (2004) (2005) (2006) (2007) (2008) (2009) ).
The panel model designed to combine different explanatory approaches and to appropriately deal with a great many variables in a longitudinal data set is introduced in the next section, after which is presented the factor analysis designed to reduce problems of multicollinearity and enhance the model's predictive power.
A Panel Model to Explain the Yield

Dynamic Model Restriction
Estimation of the yield is based on historic yields, company and macroeconomic rates of change, and expectations of market participants, which are reflected in the business prospects and in the futures of the exchange rate. To quantify historic yield patterns a dynamic component is introduced. Therefore, the model is restricted as follows: . As shown in Equation (1), restriction of the model implies that only the yield is dynamic. Thus, independent regressors over time are assumed for the empirical model.
The panel model enables a consistent estimation of effects over time and over individuals.
The parameters are not influenced by a pooling strategy. Furthermore, marginal analysis is not only possible for an average stock, but also feasible for every stock in the data set. Additionally, the panel analysis can consider unobserved heterogeneity. In Equation (1) Determination of the fixed effects involves an important implication: the dynamic panel approach allows the consideration of information that cannot be captured in a (mixed) AR model with exogenous regressors. No additional data have to be explicitly surveyed to account for fixed effect. This restriction contains an additional forecast possibility when analyzing the stock market. Determinants of the yield can be found without having to observe the regressors or shocks
The fixed effect j α provides an explanation for different levels of yields that cannot be directly derived from observation. For example, the individual effect may quantify how market participants evaluate the expectations for a company. The variable j α can thus be interpreted as an individual risk premium that is constant over time.
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11 Cameron/Trivedi (2005, p. 697) . 12 Cameron/Trivedi (2005, pp. 700, 763-764) . 13 For the relationship between risk and return, see Fama/Miller (1972, pp. 281-286) . The problem with modeling the unobserved heterogeneity is that it has to be constant over time; especially if the unobserved risk premium varies over time j α is not able to reflect these changes in an appropriate way. In this case, only the unobserved individual risk, which is constant over time, is quantified. Deviations from the average of the individual long-term risk premium are taken up by the regressors or by the residuum.
Arellano-Bond Estimation for the Dynamic Panel Model
A dynamic approach is taken for estimating the parameters so as to obtain a consistent estimation because of the historic yield patterns. Hence, fixed effects (FE) and random effects (RE) estimations are not consistent for short panels. The regressors are correlated with the residuals, even when both the regressors and the residuals are differenced by their means.
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(1) If Equation (1) is changed to a first-differences (FD) model, we obtain:
Thus, an estimation approach capable of explicitly taking into account historical dependencies and the exogenous variables is needed. These requirements for a consistent estimation are fulfilled only by the Arellano-Bond estimator. In the first step, (1) Equation (1) is replaced by a panel model with first differences, thus making possible a consistent estimation of the parameters for the historic yield patterns and the exogenous variables if, in the second step, (2) the model is adapted to the behavior of stock market shocks. consistently by 2SLS or GMM. The 2SLS approach for the estimation is not as efficient as the GMM estimator (Arellano-Bond estimator) . 16 In contrast to the 2SLS approach, the GMM estimator uses in the first step a weighting matrix to estimate in the second step the parameters on the basis of the weighting matrix. The weighting matrix prevents a correlation of the lagged variables with the second difference by a forward subtraction.
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(2) Furthermore, the residuals of Equation (1) are modeled by a MA process because of hysteresis effects of the stock market shocks. For the 2SLS and GMM methods, a robust estimation of the variance-covariance matrix is possible if the error term is heteroscedastic. However, the robust estimation is inconsistent if the residuals are partially correlated. If the shocks cause fluctuations, which is plausible, effects of hysteresis bias the estimation of the stock market yield. ε of Equation (1) is generated by an MA process.
Note that a consistent estimation of the parameters is not possible if the residuals are correlated across units. For the quarterly data used here, the effects of correlated residuals across the units are negligible compared to those for shorter periods such as days or weeks. For quarters, it can be assumed that some shocks hit several stocks, but these shocks are superimposed by shocks that have an influence only on single stocks. The results of different weak-form tests on the quarterly data suggest that shocks that hit only single stocks are mainly responsible for changes of the yield.
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Also note that under the FD approach, it is not possible to estimate variables that are constant over time, for example, the business sector dummy. These variables are dropped by the subtraction. 
Factor Analysis for a Reduction of Multicollinearity
This section introduces the factor analysis used for the data set. The aim of factor analysis is to reduce problems of multicollinearity so as to enable an efficient estimation of the parameters by the dynamic panel model. Subsection 3.1 discusses the consequences of multicollinearity for the estimation and presents the interdependencies in the data set. In Subsection 3.2, estimation of the factor loadings and factor scores is shown. Subsection 3.2 introduces a powerful selection mechanism that replaces the exogenous variables explained by the common factors. Finally, in Subsection 3.4, the determined factors are introduced.
Multicollinearity in the Data Set
Factor analysis is employed to reduce multicollinearity. This section explains why interdependent variables lead to poor estimation results. To reveal the multicollinearity in the applied data set, a product-moment correlation is performed. In the next subsection, the factor analysis is introduced and implemented.
If the explanatory variables of a formal model are interdependent it implies imperfect multicollinearity. Indeed, imperfect multicollinearity leads to an efficient and unbiased estimation of the overall model. However, the estimation accuracy of the single parameters declines. The estimated variance of the parameters suffering from multicollinearity becomes larger, leading to insignificant t-tests. The situation is different if the overall model is tested for significance (such as a F-test). In contrast to t-tests, the confidence intervals of the test procedures for the significance of the overall model are narrowed.
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To prevent the problem of multicollinearity, correlation analyses are applied. In addition to identifying spurious correlations, the correlation analysis can quantify linear dependencies between two explanatory variables.
Multicollinearity makes the overall model appear to be more significant than it is.
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19 The weak-form tests are not included here in the interests of saving space, but are available on request. These tests are pure panel AR(q) models that gauge the influence of historic yields on current yield. For the analysis of correlated shocks over time, the dynamic GMM or IV estimation with a MA component for the residuals is used. For the quantification of correlated shocks across units and over time, the Driscoll-Kraay approaches are used. The results of the GMM, IV, and Driscoll-Kraay methods are not significantly different. Therefore, models that do not consider the shocks across units are appropriate.
The correlation analysis in this article is implemented with continuous parameters such as the binary dummies. The dummies refer to real dichotomous criteria and thus do not need to be artificially dichotomized. Consequently, a correlation analysis can 20 Cameron/Trivedi (2005, S. 705). 21 Auer (2007, pp. 484-485, 490-491 be performed via the product-moment correlation. 23 The product-moment correlations among the variables of Table 1 indicate that the data set suffers from strong multicollinearity (only correlations larger than 0.3 are shown in Table 1 ). One way to deal with this multicollinearity is to instrument the exogenous variables. The instrument variable method is able to handle the interactions in the empirical model. There is an IV method for panel estimation; 24 however, an alternative to IV estimation is a factor analysis conducted prior to the panel estimation. In contrast to the IV method, the factor analysis needs no ex ante assumptions about causality. Also, as will be shown, factor analysis can reveal dependencies that are not obvious when employing correlation analysis. Thus, a model in which the IV method is used is not able to discover all the dependencies. As a consequence, the IV method is less powerful than the approach used in this paper. In the next step, the factor analysis is conducted to reveal the causalities.
The Non-Iterative Principal-Factor Approach
Factor analysis is capable of coping with multicollinearity. Factor analysis is used to create a data set that is nearly free of multicollinearity. Therefore, the factor analysis is implemented prior to conducting the panel estimation. The factor scores, being uncorrelated and representing the causal structure of the data set, are taken as exogenous variables of the factor analysis. In this section, the functionality of the non-iterative principal factor approach is described.
The way factor analysis handles interdependencies is to separate the variance of the exogenous variables. The part of the variance that is common to other variables is segregated from the part of the variance that is specific to that variable. 25 Below, (1) the basic model of the factor analysis is shown. Then, (2) the optimal number of factors is determined. Finally, (3) the restrictions of the approach and the estimated factor loadings are presented.
Next, common factors are formed out of the common variance. The specific variance determines the (theoretical) specific factor. The main difference between this approach and principal component analysis is what the factors explain. The aim of principal component analysis is to explain the total variance by a minimum of factors. In contrast, the aim of factor analysis is to explain the original variables by revealing causality in the data set.
(1) The basic model of the factor analysis for the non-longitudinal application is:
The exogenous variable is described by n x , m f is the common factor, and m n, κ is the appropriate factor loading of the explained variable n x . For the specific factor of the exogenous variable n x , the residuum n s is formed. The specific factors n s cannot be explained by the common 26 According to the model restrictions of Equation (2), only linear combinations can be identified among the exogenous data. Before the theory of factor estimation is discussed, Equation (2) (2) Nine factors are sufficient to reproduce most of the information originally contained by the exogenous variables. Both the scree test and the Kaiser criteria (Figure 1 ) recommend nine factors as an optimal number. Because of the high KMO criteria of the data set (Table 2) , 27 (3) The factor loadings are calculated using the principal-factor approach based on the communalities estimated by the multiple coefficient of determination. a great many of the exogenous variables can be substituted for by the nine factors, meaning that these variables have a low level of uniqueness (see Table 2 ). Increasing the number of factors to the maximum of 43 does not result in much additional explanatory power for the common factors. Because of the selection criteria (see Subsection 3.3), it is desirable that the uniqueness of the variables polarize to either zero or one. 28 No iterative calculation of the communalities is made. The iterative process would minimize the specific factors, but the structure of the data produces Heywood cases.
29 To reveal and clarify the factor pattern, it is rotated by the orthogonal varimax rotation (Table 3) . Tests of correlated factors (not shown) confirm that the varimax rotation is consistent because of uncorrelated factors. For the panel estimation the factor scores are calculated by the regression analysis.
A Selection Criterion for the Application of the Exogenous Variables in the Panel Estimation
As Table 2 illustrates, not all the exogenous variables can be substituted for by the nine factors. A panel estimation of the yield using only those nine factors entails a large loss of information. Therefore, the exogenous variables demonstrating a high level of uniqueness (> 0.5) are adopted in the panel estimation. The variables that can be sufficiently represented by the factors (i.e., uniqueness < 0.5) are replaced with the common factors. As the specific factors cannot be estimated, a reduction of the variables having a high degree of uniqueness is not feasible in the panel estimation; the result would be a model with biased parameters.
Alternatively, if exogenous variables with a low KMO value (< 0.5) are not incorporated by the factor analysis, the estimated factor scores will be inconsistent. Similar to the removal of variables in the regression analysis, if the significance tests of the variables show a high probability of error, the estimated parameters will be biased.
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26 Jolliffe (2002, pp. 151-152) . 27 Kaiser (1970, S. 404-406) . 28 Backhaus et al. (2006, S. 289-290) ; Mukhopadhyay (2009, S. 343-344) . 29 The same happens when the maximum likelihood (ML) estimator is used. Therefore, the ML approach is not applied in this paper. Note that the ML approach is only consistent when the data are normally distributed. This is an additional restriction and is not valid for the capital market, especially in light of the crisis of 2008, which led to extraordinary capital market patterns. The principal-component approach is not used either because this approach assumes that communalities equal one. This is a very restrictive assumption, especially when it is expected that the specific factors include additional information. 30 Auer (2007, S. 264). Therefore, the selection criterion, which variables are substituted for by the nine common factors is based on degree of uniqueness. To see, how suitable this criterion is, it's focused on the average of the uniqueness. Now, two groups are built: In the first group the variables are collected, whose uniqueness is less than 0.5. In the second group are variables with a uniqueness bigger than 0.5. The average uniqueness of the variables having a degree of uniqueness less than 0.5 is 0.22. The average uniqueness of the variables having a degree of uniqueness above 0.5 is 0.86. Hence, there is evidence that the factor analysis is able to reduce multicollinearity in the data set without a large loss of information if the variables with a high degree of uniqueness are retained and employed in the dynamic panel estimation.
Calculated Factors
According to the factor loading matrix in Table 3 , the nine estimated factors are (1) market adjustment, (2) liquidity, (3) outstanding shares, (4) money supply, (5) cash and short-term investments, (6) golden rule of balance sheet, (7) total assets, (8) business expectations, and (9) extraordinary profits.
When interpreting these results, it must be kept in mind that the factors found reflect quarterly rates of change in the fundamentals and expectations. In contrast to the correlation analysis, the factor loadings prove that there is an interdependence between business data and macroeconomic changes. The factor scores are estimated by the factor loadings as described in the previous section. The calculated factor scores are uncorrelated. However, correlation analysis reveals a dependence between some remaining exogenous variables and the factor scores (not shown). For example, the factor "money supply" and variables closely linked to money supply, such as M1, M3 (without M2), and the key interest rate, are correlated (the correlation coefficient is between 0.59 and 0.69).
An additional factor analysis on basis of the already extracted factor scores and the remaining exogenous variables minimally simplifies the data set at the cost of losing a large amount of information. Furthermore, interpreting the factors becomes difficult. Additionally, a second and separate factor analysis was performed for the EBT (without unusual items) and operating income. These two variables are very strongly correlated (0.98). Using the above non-iterative principal-factor method, an additional factor -(10) profits from operating activities -is generated.
Interpretation of the Estimated Results
This section investigates how expectations, the historic yield, and company and macroeconomic fundamentals influence current stock market yield. The parameters are estimated by the dynamic panel model set out in Section 2. Prior to estimating the parameters, the factor analysis described Section 3 was run to reduce multicollinearity. Subsection 4.1, below, is a general guide to interpreting the parameters of Table 4 . The most important results of the estimation are set forth in Subsection 4.2. Finally, the results of some test statistics used to evaluate the quality of the overall model are discussed in Subsection 4.3.
General Interpretation of the Parameters in the Arellano-Bond Approach
Due to the preceding factor analysis and separation of the data set by levels of uniqueness, multicollinearity is no longer a problem. Therefore, the precision of the parameters is not affected by the problem of interdependent exogenous variables and a clear interpretation of the parameters is possible. Due to the FD approach employed, each parameter can be generally interpreted as follows: 31 (a) Membership in a stock market index increases the quarterly yield by the amount of the estimated parameter. When belonging to an index, the dummy has the value of one.
(b) The alteration rates of the metric, not of the logarithmized variables, influence the yield by the amount of the rate of the estimated parameters. It is noteworthy that the estimated parameters are mostly in the tenths or hundredths. However, this is plausible because an increase of the dependent variable of, say, 20% would cause an increase in the yield of 2% per quarter(!) when the estimated parameter is 0.1. Of course, this is a singular effect, since the model assumes that the exogenous numbers are independent over time.
(c) The logarithmized market value is interpreted as a semi-elasticity. According to the model, a 100% increase in the market value would lead to an 8-12 percentage point increase in the yield per quarter. Compared with empirical findings in the literature, 32 market value has a positive, not a negative, effect on the yield. The meaning of the estimated results is discussed in the next section.
Explicit Estimation Results of the Arellano-Bond Approach
The following interpretation focuses on those parameters found to be significant at p < 0.1. For the interpretation of the estimated parameters (1) the historical dependencies are very interesting. Afterwards (2) the index dummies are described. The first fundamentals, which are discussed, are (3) the different sorts of borrowed capital. Continuing, (4) the influence of assets and (5) the dividend payout on the yield are described. As assumed in this paper, it can be shown, that (6) the alteration rates of the fundamentals have a small prediction power. And (7) the expectations of the economic agents have a significant influence on the yield. These parameters are at first glance counter-intuitive, but some good reasons exist, which explain the counter-intuition convincingly. (8) The change in money supply, in contrast to (9) the interest rates and the rate of inflation has a low predictive power. Then, (10) the influence of the market value is discussed. Finally, (11) the constant is interpreted.
(1) The most interesting result is the influence of historical yield. The parameters are not dominant and the p-value is nearly always above 0.1. Incidentally, this is not a consequence of the factor analysis. A dynamic panel estimation based on the original data (without the factor scores) provides identical results regarding the historical dependencies (values not shown). The assumption of the efficient market theory that dependencies over time are statistical artifacts of a misspecification of the empirical model cannot be rejected. Indeed, the efficient market hypothesis finds support in results set out in Table 4 . The dependencies calculated in other papers, especially in weak-form tests, thus do not constitute a valid criticism of the efficient market theory. This is not really new, but a confirmation of the empirical results of models, which are less complex.
33 Very weak dependencies are still found, but the parameters usually have a low significance level. Including fundamentals and expectations in the model leads to weak historical dependencies compared to a model that considers only historical yields. In contrast to Fama and French's three-factor model, here it is shown that the influence of historical yields is not dependent on the portfolio.
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(2) The index dummies are not only highly significant, they are also positive. Compared to the DAX, companies listed on other indices earn higher returns. The companies not listed on the DAX are usually smaller companies that exploit new markets by way of innovations and catch up growth. Compared to the big companies listed on the DAX, the increase of the yield captures the innovative strength and catch-up growth.
Thus, the dynamic panel model is a superior method of testing the efficient market hypothesis.
(3) An increase of long-term debt is interpreted as a negative signal by investors. In this context, consideration of current liabilities is interesting, although the parameters are not significant, which is due to a high estimation variance. However, the parameter is notably negative in every model and is very high compared to the other parameters. Stock markets appear to react very sensitively to changes in current liabilities. This is plausible as liquidity and short-term liabilities are strongly linked. An increase in liquidity leads to a lower yield. Investors may interpret this ratio as an indicator of poor liquidity management. Investors might wonder why a company needs so much liquidity. This is exactly what the liquidity factor scores reveal: positive factor scores imply an outstanding liquidity.
(4) The negative influence of the liquidation value can be explained analogously. The parameters of the total assets, the golden rule of the balance sheet, and the net assets have a positive sign and thus the liquidation value sends different signals to investors, compared to the determinants of this figure. Like liquidity, there must be an equilibrium in the capital market. Values below the efficient equilibrium signal that a cheap investment is possible for risk neutral investors or if the risks are correctly anticipated or hedged; values above the equilibrium look like a bad deal for risk neutral investors.
(5) Companies not distributing their profits to the owners and instead reinvesting the money are treated significantly worse by the capital market. An analogous situation exists when outstanding shares are increased. Market participants interpret a company's increase of equity to invest worse than other kinds of capital allocation via the capital market. In other words, it appears that market participants do not interpret an increase in equity as a means of enabling catch-up growth or increasing rents from innovations, but as contingent. It looks like the institution of the capital market is regarded as more trustworthy to allocate capital efficiently than the intra-firm allocation.
(6) It is surprising that the various cashflow and profit indicators have no significant impact on yield. This is particularly true for the price-earnings ratios. If the shareholders invest according to expected profits, the current rates of change in earnings are evaluated very differently. These results are not a contradiction of the fundamental approach or the efficient market hypothesis; both theories assume that market prices reflect not only current trends but also expectations.
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(7) Regarding the pricing of expectations factor, the parameter value is counterintuitive at first sight: the algebraic sign is negative. This is also true of the parameters for the Euro Bund 33 Fama/French (1988, pp. 265-266) ; Malkiel (2003, pp. 10-11) . 34 Fama/French (1996, pp. 63-66) . 35 Fama (1970, pp . 387-388); Graham/ Dodd (1934, p. 24).
Future. The usual assumption, a parallel course for stocks and expectations, does not hold. However, for investors, it is very profitable to invest non-cyclically: a sustainable investment strategy is to buy shares during an economic downturn and sell them during a boom. This non-cyclical investment explains the negative algebraic signs of the Euro Bund Future and the expectations.
This non-cyclical investment strategy leads to a partial smoothing of the stock market's cyclical price movements. Of course, the net effect is pro-cyclical, and it is this pro-cyclical effect that is perceived by economic indicator research. The model used in this paper handles the effects of the trade cycle in two ways. In one, the macroeconomic indicators are evaluated and, in the other, the business data of every firm are considered. As a result, the transmission of economic shocks is modeled by the business figures, the macroeconomic rates, and by expectations of market participants. Thus, it is not surprising that some parameters differ from those found in research on economic indicators, which only focuses on some macroeconomic variables.
(8) The variables and factors describing the development of the money supply have poor prediction power as indicated by their significance levels. By trend a negative dependence on the yield can be extracted. There are various explanations for figures. On the one hand, multicollinearity may be responsible for the predicted results. On the other hand, the period covered by the data set includes the financial crisis of 2008, which prompted the central bank to increase the money supply drastically to bolster the financial system.
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(9) The negative correlation between interest rates and yield is just as plausible as the negative influence of inflation. An increase in the key interest rate raises the cost of debt, The increased money supply was a crisis indicator, and during a capital market crisis, willingness to invest in stocks declines. Alternatively, the link between money supply and the stock market yield may also be indefinite. 37 which has a negative effect on expected profit and reduces the stock market yield. If a change in the inflation rate is interpreted as uncertainty about the future,
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(10) As mentioned earlier, the algebraic sign of the logarithmized market value is plausible. According to the hypothesis espoused by fundamental data analysts, this relationship is reasonable. Investors prefer companies with a high market value because such an evaluation is a good signal of a secure investment. However, it is not obvious that an enhancing effect of the market value is the consequence. Market participants have strong incentives to model their behavior not only on the behavior of other participants but to also use private information to their own advantage. the estimated parameter is reasonable.
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The negative dependence between market value and yield could be a consequence of restrictions of the models used by Banz, Fama, and French. For example, in their most comprehensive models, only market capitalization, book-to-market ratio, ratio of the shares to the market value, and the earnings-price ratio are taken into account. A reduction of variables that have explanatory power leads, as previously discussed, to biased point and interval estimates and to incorrect hypothesis tests.
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36 EZB (2010d, pp. 106-112) . 37 Tomann (1997, p. 95) . 38 Blanchard/Illing (2006, p. 730) . Because of the range of variation in inflation in the Euro area, it is generally unlikely that the inflation rate is an indicator of uncertainty. However, remember that the financial crisis of 2008 took place during the period of observation. Therefore, the rate of inflation, which is linked to monetary policy, can be interpreted as an indicator of uncertainty for this period. 39 Grossmann (1977, S. 441-443) ; Fama/French (2007, pp. 671, 683) . 40 Auer (2007, pp. 250-258) .
(11) An additional interesting finding is the sign of the constant. If all detected change rates are zero and the overall economic development as well as the dummies are not taken into consideration, stagnation of the company would cause a permanent decrease of the stock market yield. Econometrically, this represents a negative time trend.
41 Therefore, the data generating process can be described as trend stationary. 42 Indeed, the data generating process of the stock market is a supermartingale, 43 which contradicts the assumption of a constant or increasing rate of return. 44 However, the results are very plausible if the capital market is regarded as an institution that forces the listed companies to be companies in the Schumpeterian sense. The stock market enforces innovations and can be seen as an alternative to the Schumpeterian banker as ephor of the economy (Ephor der Verkehrswirtschaft). 
Power of the Overall Model
The results presented above are extensive and in some cases cast doubt on assumptions made by practitioners and theoreticians when explaining capital market returns. However, the model shows the influence of changing fundamentals and expectations. The effect on yield is in many cases statistically significant. Moreover, the dependence is measured in quarters instead of for very short-term horizons, as is usually the case in classical event studies. The validity of the results is confirmed by the Wald-χ²-values of the different models. The Wald-χ²-values are, perhaps, a bit high due to remaining (but very low) multicollinearity, 46 Arellano-Bond tests were conducted to test for autocorrelated differentiated error terms. There is some serial autocorrelation in the quarterly estimates. The null hypothesis, that but as the results of the Wald-χ²-tests are very clear, this seems to be unproblematic. Sargan tests on overidentified restrictions were implemented for each model restriction. The results were inconsistent since Sargan tests require independently and normally distributed residuals. Thus, the test results should be interpreted cautiously. Because the results are very straightforward (p-values between 36 and 100%) and the results of the 2SLS and the GMM approaches differ only marginally, the GMM estimates can be used as an alternative modeling strategy.
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Summary
The approach taken in this paper combines factor analysis and panel estimation. Hence, extremely complex theoretical issues can be investigated as to their explanatory contribution to capital mar-41 Cameron/ Trivedi (2009, p. 264) . 42 Enders (2004, pp. 156-157) . 43 Fama (1970, S. 387, 393-394) ; Schmid/Trede (2006, S. 127-128) . 44 Fama (1976b, pp. 137-151) . 45 Schumpeter (1997, p. 110) . 46 Cameron/Trivedi (2005 , p. 136, 2009 . 47 Results of the Arellano-Bond and Sargan tests not shown. ket theory. Expectations and company and macroeconomic fundamentals can be considered and a link between weak-form and semi-strong-form tests is possible, too. Therefore, a powerful estimation of the influence of static exogenous variables and dynamic endogenous variables is possible.
(1) The goal of factor analysis is to generate an uncorrelated data set, which is a necessary precondition for a powerful panel estimation. However, in a extensive data set, like the one used here, interdependencies are common. The aim is to reduce multicollinearity without a loss of information. Depending on the data set, many empirical findings can be extracted, including, for example, the interdependence of different company data at the intra-company level. Or in other words: Is there a universal production technology that determines the rates of change in the company's figures? Analogously, factor analysis can be applied to macroeconomic data as an alternative to methodologically complex macroeconomic models.
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(2) Dynamic panel analysis is able to estimate the effects of individual determinants of the yield simultaneously because multicollinearity is reduced via the factor analysis. In addition, a dynamic model can take time series effects into account. Therefore, the Arellano-Bond estimator is applied. Also, the moving average process of capital market shocks can be modeled by a MA restriction of the shocks. Due to these restrictions, the panel estimation of the yield is a very powerful method for testing various factors of the yield. In the cases of the dotcom bubble of 2000-2005, as well as the financial crisis of 2008, both of which at least partially occurred during the observation period (2004) (2005) (2006) (2007) (2008) (2009) , the model performed very well in explaining movements of the German stock market. Supplementary subjective information can be included to test hypotheses from the field of behavioral finance. Moreover, the same approach can be extended to investigate what the CAPM is really explaining, or how periods with high volatility affect the stock market yield.
In particular, the main advantage of factor analysis is its ability to identify dependencies without making assumptions about macroeconomic interactions. At the same time, the interdependence of macroeconomic and company data can be identified, which is not possibly when correlation analysis is employed. Factor analysis is also capable of handling expectations. Thus, it is possible to discover how subjective expectations influence yield. Even distinguishing between a direct influence and an indirect influence via the company and macroeconomic fundamentals is possible.
(3) The innovative aspect of combining factor analysis and panel estimation is the simultaneous consideration of different theories. The approach presented in this paper illustrates very clearly that each and every theory does not have to be examined in isolation. The approach allows bringing together previously competing theories in a kind of meta-model to test them empirically. This opens up a new scientific discourse: the important question is no longer which theory explains the capital market best, but to what extent the different theories can work together to explain the capital market.
The approach described in this paper is in its infancy but I hope that its potential is clear and inspires further empirical effort. The alternative-continuing to expand on already existing theories and, consequently, focusing on the differences between them-does not appear to be a useful path if the final objective is an encompassing and thorough explanation of how the capital market works. In many cases, the extant, highly specialized models are a black box. That is, the numbers they produce are significant, but what, exactly, do they signify? The approach presented in this paper is intended as way of opening that box. Legend: * p<.1; ** p<.05; *** p<.01
Note: all the variables, apart from the logarithmized market cap, are quarterly alteration rates; because of the estimation method the number of the observed companies is reduced from 159 to 126
Source: Capital IQ, EZB, ifo Institut für Wirtschaftsforschung e. V., ariva.de, Deutsche Börse AG, own calculations
