Let p(x) be a polynomial of degree n 2 with coecients in a subeld K with f (j) in g as well as m ().
For B m (x) we obtain m () = (01) m det(L (2) m+1 ())=det(L (1) m ()). det(L (1) m01 (x)) det(L (1) m (x)) ;
(1:2) denes a xed-point iteration function which has local m-th order convergence for simple roots of p(x) (see Remark 1.1 below). Here det is the determinant function. We shall refer to the set of all B m (x)'s, m = 2; 3; : : :, as the Basic F amily of xed-point iteration functions for polynomial root nding. Specic members of the family are
which is the well-known Newton's function, and The function B 2 (x) is derived in almost all the numerical analysis textbooks with the usual geometric interpretations (see e.g. Atkinson [2] ). The Function B 3 (x), credited to the astronomer Halley [12] , is perhaps the best-known third-order method, and has been rediscovered and/or derived through various interesting means, see e.g. Bateman [3] , Wall [25] , Bodewig [4] , Hamilton [13] , Stewart [22] , Frame [7, 8, 9] , Traub [23] , Hansen and Patrick [14] , Popovski [17] , Gander [10] . For the interesting history of Halley's function see the recent paper of Scavo and Thoo [18] .
Halley's function can also be obtained by applying Newton's method to the function p(x)= q p 0 (x), see Bateman [3] , as well as Brown [5] , and Alefeld [1] . Most recently, this was rediscovered by Gerlach [11] who also generalized it to get high order methods : Let F 1 (x) = p(x), and dene inductively for i = 2; 3; : : :,
Then for m = 2; 3; : : :, the function G m (x) = x 0 F m01 (x)=F 0 m01 (x), under some very restrictive conditions, will have m-th order convergence rate. Interestingly, G 4 (x) coincides with B 4 (x) and possibly they are all identical. Gerlach however oers no closed formula for G m (x). Moreover, the domain of G m 's is very restrictive. Indeed the computation of G m (x) is too cumbersome and Gerlach only obtains G 4 (x) for p(x) = x 3 0 .
In [15] , the closed formula for B m (x) corresponding to this cubic polynomial as well as to p(x) = x 2 0 was obtained. Indeed for general functions, B 4 (x) had been obtained previously and through dierent schemes by Snyder [21] , Traub [23] (page 91), and others. Interestingly, Hamilton [13] , made use of determinants in deriving Halley's function. In fact Hamilton does make use of the determinant of the matrix L (1) m (x), to arrive at high order methods, but he does not obtain B m (x) for any m 4. For instance he obtains a forth-order method which is dierent than B 4 (x) (see page 521, [13] ).
The algebraic characterization and the existence of the Basic Family was proved in [16] . The present paper gives further characterizations, closed formula for its members, their corresponding asymptotic constant, and thus oers a deeper understanding of each of its individual members, including Newton's and Halley's functions. 
In particular for m = 2 and m = 3 we get We show that if all roots of p are simple, B m (x) is the unique member of S(m; m +n 02).
The following denition provides means by which members from two dierent S(m; M)'s can be compared. where the degree of r(y) is less than n. Since 0 () = 0, for all roots of p, it follows that r(y) 0 (see e.g. [24] ). Note that in particular we must have
( We will give two formulas for generating new members of S(m; M) with higher orders. Both formulas make use of the following relationship which is a consequence of Taylor's Theorem, but can also be derived using purely algebraic means (see [16] 
(1:11)
(1 :13) and adding corresponding sides to (1.12) we get
From (1.11) we also immediately get Newton's function as a member of S(2; n)
(1:15)
As we shall see from B 1 (x) and B 2 (x) together with the application of the two formulas one can construct a large class of iterative solutions which include the Basic Family, and the Euler-Schr oder family. Finally, we show that the iteration functions within S(m; M) can be extended to arbitrary smooth functions f, with the automatic replacement of p (j) with f (j) in g, and the asymptotic constant of convergence m ().
In Section 2, we give an algebraic proof of the existence of B m (x). The result will be used in Section 3 for deriving a closed formula for B m (x), and in Section 4, which describes the two formulas for generation of new iteration functions. In Section 5, we consider the extension of iteration function within S(m; M) to arbitrary smooth functions.
ALGEBRAIC PROOF OF EXISTENCE OF THE BASIC FAMILY
In this section we prove algebraically the existence of an iteration function in S(m; m+ n02) as well as its uniqueness under the assumption that p(x) has simple roots. We shall only be concerned with the existence of B m (x) as opposed to its closed form. The theorem of this section will be used in the subsequent sections in deriving the closed form, as well as proving the equivalence of S(m; m + n 0 2), S (m; m + n 0 2), and S(m; m + n 0 2), given that p(x) has simple roots. The proof of the theorem also motivates the denition of S (m; m + n 0 2) which in turn gives rise to the closed formula for B m (x). Moreover the theorem will be used to prove that the Basic Family can also be obtained recursively using one the formulas derived in Section 4. hence not identically zero by Lemma 2.1.
We must show that m (x) and m+n02 (x) are not identically zero. To prove this rst suppose that p(x) has simple roots and consider the expression 0g(x) + P n01 
TWO FORMULAS AND THEIR APPLICATIONS.
In this section we derive two formulas that will result in the generation of very large class of iteration functions. Both will all rely on (1:12). The claim on the depth can be proved inductively using that theorem and (4:5). 2
For a given i let us denote the i 's corresponding to E m by
EXTENSIONS TO NON-POLYNOMIAL ROOT FINDING
In the previous sections we have shown the existence of many xed point iteration functions for nding roots of a given polynomial p(x), namely functions within S(m; M), any of whose members, say g(x), has m-th order rate of convergence to any simple root of p(x). In this section we will prove that these high order methods derived for polynomials extend to high order methods for arbitrary smooth functions f(x), having the same order of convergence to simple roots, where in the formulas for g(x), one simply replaces p(x) and its higher derivatives with f(x) and its corresponding derivatives. Moreover, for a simple root , its asymptotic constant of convergence m () can be obtained by simply replacing p (j) () with f (j) (). In particular, both depth and simple-root-depth will be unchanged.
Theorem 5.1. Assume that there exists h : < m ! <, m 2, so that for any polynomial p(x) of degree at most (2m 0 1) the following property holds: If is a simple root of the chain rule we have simplicity of the roots, the m-th order iteration function was shown to be the unique member of the class S(m; m + n 0 2). We also described two simple recursive formulas for generation of new iteration functions which in particular resulted in the generation of the Euler-Schr oder family whose m-th order member belongs to S(m; mn), m > 2. Shub and Smale [19] refer to an \incremental" version of Euler-Schr oder family as the \the most appropriate for practically computing zeros of complex polynomials" (see Example 5 k , page 110). In view of the development of the Basic Family, the closed forms, and properties established in this paper, it is fair to venture that their incremental version would be at least as good as the Euler-Schr oder family. In particular, the closed form of the Basic Family suggests parallel implementations (see e.g. [15] for a theoretical analysis of parallel implementation of the Basic Family as applied to square-root computation). Another theoretical and practical problem of interest is the study of global convergence of the Basic Family.
