Methodological progress is reported in the challenging direction of a black-box-type variational solution of the (ro)vibrational Schrödinger equation applicable to floppy, polyatomic systems with multiple large-amplitude motions. This progress is achieved through the combination of (i) the 
I. INTRODUCTION
Molecular systems with many vibrational degrees of freedom, including multiple fluxional modes have been challenging for nuclear motion theory (also known as quantum dynamics) for decades. These systems are difficult to handle because 1) they require a curvilinear coordinate representation, for which we might not have an analytic kinetic energy operator (KEO) readily available; 2) their wave functions are spread over multiple wells of the potential energy surface (PES); and 3) assume the evaluation of high-dimensional (sometimes singular) integrals due to the multiple, coupled (curvilinear) internal degrees of freedom.
There are important, high-dimensional molecular systems with multiple, large-amplitude motions. For example, molecular complexes belong to this class. Molecular complexes are prototypes for molecular interactions and they can be probed in high-resolution spectroscopy experiments. Weakly-bound complexes have a shallow PES valley, so they exhibit only a few, low-energy transitions between bound states, but they usually have a rich predissociation spectrum which can be probed in overtone spectroscopy experiments.
The theory of molecular complexes has been restricted to the explicit quantum mechanical description of the inter-monomer modes, while the monomers were held fixed, described with some rigid, effective structure [1, 2] . An explicit consideration of monomer-flexibility effects [3, 4] has come to the focus only in recent years [5] [6] [7] . This is not surprising: adding the monomer degrees of freedom to the quantum dynamics treatment rapidly increases the vibrational dimensionality, while in molecular complexes, monomer flexibility effects are usually small, so they can be averaged upon a first look at the system. At the same time, the flexibility of monomers, through the kinetic and the potential energy couplings, plays a central role in the energy transfer between the inter-and the intra-molecular degrees of freedom during the (ro)vibrational and collision dynamics.
Motivation for the present work is provided by these ideas, but we hope that the methodological developments described in this article will become useful for solving the (ro)vibrational Schrödinger equation of (high-dimensional, floppy) molecular systems, in general.
II. CURSE OF DIMENSIONALITY IN VIBRATIONAL COMPUTATIONS
We focus in the present work on the variational solution of the Schrödinger equation including the (ro)vibrational Hamiltonian of D vibrational degrees of freedom, ξ = (ξ 1 , . . . , ξ D ),
where the vibrational wave function is as a linear combination of N bas orthogonal basis
and the expansion coefficients C 
constructed from the ψ . . .
in which the number of terms (multi-dimensional basis functions) scales exponentially with the vibrational dimensionality, N bas = 
+ 1). For low-dimensional systems this
is not a problem, but many challenging systems are high dimensional. Our example system, CH 4 ·Ar has twelve vibrational degrees of freedom. For a 12-dimensional (12D) problem, if we pick 10 basis functions per coordinate (a reasonable starting point if the coordinates are equally coupled), the number of product basis functions will be 10 12 . In this representation, we would need to store a vector with 10 12 elements to represent a single vibrational state, which would require ca. 7.3 TB of memory in double precision arithmetics. For this reason, beyond ca. 9 vibrational dimensions, it is necessary to develop and use methods which attenuate the curse of dimensionality in the basis set.
There are different strategies for breaking the exponential growth of the vibrational basis.
The first option is to improve the quality of the basis functions in order to decrease the number of functions per coordinate, at least for a subset of the coordinates. The second option is to find a way to identify and discard the basis functions from the direct-product basis set, which have little effect on the accuracy of the computed eigenvalues. The first alternative is efficiently realized by the multi-configuration time-dependent Hartree (MCTDH) method [8, 9] , the canonical polyadic (CP) approach [10] [11] [12] or in a contracted basis representation obtained by solving reduced-dimensionality eigenproblems [13] [14] [15] . The second alternative is achieved by finding physically motivated restrictions on the basis set indices.
These restrictions can be as simple as the selection of an appropriate multi-polyad [16, 17] , 
This basis-pruning strategy will be used later in this work. More elaborate basis-pruning restrictions are used, for example, in the MULTIMODE program [18, 19] .
B. Curse of dimensionality due to multi-dimensional integrals
Reducing the number of the multi-dimensional basis functions solves only half of the problem. In (ro)vibrational computations, multi-dimensional integrals must be evaluated to construct the Hamiltonian matrix.
There are two common ways to cope with the integrals problem. The first option is to expand the Hamiltonian in a Sum-of-Products form (SOP). For example, the potential energy in a SOP form isV
Using the SOP form, multi-dimensional integrals are obtained as the sum of products of
which is evaluated with a 1D numerical quadrature using the w χ,kχ and ξ χ,kχ quadrature weights and points, respectively, defined for the ξ χ coordinate (in this work, we account for the Jacobian in the wave function). The integrals converge to their exact value upon the increase of the number of quadrature points, K quad . The SOP form is useful when a small number of terms is sufficient in Eq. (6) to represent the Hamiltonian. This form is usually employed in MCTDH and in the CP method [8] [9] [10] [11] [12] . There are methods which can find an excellent 'basis set' for the SOP representation of the Hamiltonian [20] . If the SOP representation, however, requires an excessive number of function evaluations over a multi-dimensional grid of the vibrational coordinates, the exponential scale up with the dimension is re-introduced. This feature is related to the fact that a SOP representation of the Hamiltonian can be as expensive as the representation of the multi-dimensional wave function. In any case, an effective way for attenuating this type of curse of dimensionality was proposed in Ref. [20] .
As an alternative to a sum-of-product representation of the Hamiltonian, one can approximate it with a truncated multi-mode expansion of nth-order terms [12, 18, 19, 21] . For example, a five-mode expansion of the the potential energy is
This expansion is exact if n = D, but under certain circumstances (also depending on the ξ 1 , . . . ξ D coordinates) it is very well converged with n < D. Using this approximation, the integrals are evaluated using a D = 1, 2, . . . , n dimensional direct-product Gauss quadrature, and thereby, the curse of dimensionality is attenuated.
If we want to use the Hamiltonian directly, without approximating or expanding it, we have to tackle the direct evaluation of multi-dimensional integrals by multi-dimensional quadrature. In this case, the integral of the potential energy over a multi-dimensional basis set is evaluated as
where w k is the multi-dimensional quadrature weight for the ξ χ,kχ points, we used the con-
The integral approaches its exact value as the K quad number of points is increased. The most common multi-dimensional quadrature is the multi-dimensional direct-product quadrature
. . .
where w χ,kχ and q χ,kχ (χ = 1, . . . , D) are the 1D quadrature weights and points for the χth coordinate. 1D quadrature rules are most often Gauss (G) quadrature rules, which integrate exactly
and d = 2(K G quad − 1) is called the (1D) accuracy of the Gauss quadrature. A multi-dimensional direct-product quadrature integration suffers from a similar curse of dimensionality problem as a multi-dimensional direct-product basis set: the number of quadrature points, K quad = D χ=1 K max χ , increases exponentially with the vibrational dimensionality. To continue the 12D example from the previous section in which we had 10 basis functions per coordinate, we choose 13 quadrature points per coordinate (a reasonable value) to evaluate the integrals. Then, the number of points in a direct-product grid is 2.33 × 10
13 .
Storage of this many double-precision numbers would require 170 TB.
As it was explained earlier, the curse of dimensionality in the basis set can be attenuated by identifying and discarding the product basis functions, which are not necessary for the desired precision of the vibrational states. Then, we may think about attenuating the curse of dimensionality in the quadrature grid by using grids which have a non-product structure.
In general terms, the application of non-product quadrature grids can be justified, if the integrand I(ξ 1 , . . . , ξ D ) is smooth, i.e., it can be expanded with respect to a pruned, product basis set:
For smooth functions, it makes sense to distinguish between necessary product basis functions:
and non-necessary product basis functions:
The total number of necessary and non-necessary product basis functions scales exponentially with the dimension and this is the reason why the total number of product quadrature grid points, which integrate the overlap of all these functions exactly, also scales exponentially with the dimension. If we need to integrate accurately only the necessary product basis functions, the number of which does not grow exponentially with the dimensionality, it is possible to find a multi-dimensional quadrature, which integrates exactly only the necessary basis functions and which does not grow exponentially with the dimension. In such an approach, the curse of dimensionality in the integration grid can be attenuated, i.e.,
with
during the course of the evaluation of the Hamiltonian terms (without approximating by some expansion). Optimal non-product quadratures exist for special cases, two of them are explained in the following paragraphs.
An optimal, two-dimensional, non-product quadrature
The most popular non-product quadrature grid is probably the Lebedev quadrature designed to integrate spherical harmonics [22] . Lebedev grids are used in density functional theory [23] and they have been used also in rovibrational computations [24] . In particular, if we want to obtain the exact value of all integrals, related to the overlap of the spherical harmonics functions, by numerical integration
we would need to use a total number of 2(l max + 1) 2 grid points in the two-dimensional direct-product grid composed of Gauss-Legendre quadrature points for the θ and GaussChebyshev (first kind) quadrature points for the φ coordinate. Note that in the expansion 
An optimal, three-dimensional, non-product quadrature
Our next example is about the calculation of the exact value of the overlap integrals in a numerical integration scheme, for products of harmonic oscillator functions,
with the restrictions l + n + m ≤ 4 and
where H n is the nth Hermite polynomial. The smallest, 3D Gauss-Hermite direct-product grid, which recovers the exact value for all these integrals contains 5 3 = 125 points. By explicitly considering the restrictions in Eq. (19), we may realize that there are only 35 different product functions in the integrand. The smallest non-product grid (for a maximum multi-dimensional accuracy of 9), which recovers the exact value of the integrals for the possible integrands consists of only 77 points [25] . We note that the corresponding Smolyak grid consists of 93 points, which is less than the direct-product grid, but more than the optimal non-product grid.
In spite of the fact that the optimal multi-dimensional, non-product quadratures use the smallest number of points, they have some handicaps. First, the construction of optimal, non-product quadratures may be cumbersome. There are only a limited number of cases for which the optimal multi-dimensional quadrature is tabulated in the literature (in practice, limited to D = 2 or 3 for the available cases) [25] : the points and weights are available only for certain types of polynomials and for limited values of a maximum multi-dimensional accuracy. Second, optimal non-product quadratures lack any structure, which is a serious disadvantage in rovibrational applications [24] . If a non-product grid has some structure (reminiscent of a direct-product grid), then it can be used to compute sums over the 1D quadrature points sequentially, which is an important algorithmic element in efficient variational vibrational approaches.
The Smolyak scheme for non-product grids with a structure
There is a simple way to construct non-product quadrature grids, first proposed by the Russian mathematician Sergey A. Smolyak. The Smolyak grid may be slightly larger than the optimal non-product grid but it retains some useful features of direct-product grids.
The Smolyak scheme was first adopted for solving the (ro)vibrational Schrödinger equation
by Avila and Carrington in 2009 [16, 17] who exploited that the Smolyak grid is built from a sequence of quadrature rules, and its special structure makes it possible to compute the potential and kinetic energy matrix-vector products by doing sums sequentially. It is possible to combine the Smolyak algorithm with optimal non-product grids of Stroud [25] , terms over a grid-thereby, the burdensome derivation and implementation of the kinetic energy operator for various molecular and coordinate choices was eliminated. The GENIUSH program was developed using the discrete variable representation (DVR) [28] , and it suffered from the curse of dimensionality (Section II). The present work aims for the elimination of this bottleneck, both in respect of the basis and the grid representations, using the ideas first described by Avila and Carrington in 2009 [16] . In principle, the numerical but exact differentiation scheme of Yachmenev and Yurchenko [29] (using chain rule sequences and the derivatives of 'all' possible elementary functions and thereby extending Ref. [30] ) could also be used to eliminate the numerical differentiation step.
The G matrix is calculated by inverting g, 
withg = detg, because it requires the calculation of only first coordinate derivatives. The volume element for this Hamiltonian [27, 31, 32] , and for all its rearranged variants, Eqs. (21), (24), (51) appearing later in this article, is dV =
[27] also used a general but "rearranged" form of the (ro)vibrational Hamiltonian
with U = 1 32
which can be further rearranged tô
This last form was used by Lauvergnat and Nauts in their numerical KEO approach [30] .
Eqs. (21)- (23) and (24)- (25) require third-order derivatives of the coordinates, which are obtained in GENIUSH by using quadruple precision arithmetic to ensure numerical stability for the finite differences. All functions appearing next to the differential operators in Eqs. (20)- (25) have been available from the original implementation [27] , so we were able to change between different KEO representations, which has turned out to be necessary for this work (vide infra).
As a first step for implementing the Smolyak algorithm, we had to replace the original DVR implementation with FBR, because we wanted to discard functions from the direct product using simple, physical arguments, e.g., to restrict the basis to a certain (multi) polyad, Eq. (5).
It is important to notice that the application of the Podolsky form, Eq. (20), assumes the insertion of multiple (truncated) resolutions of identities in the basis during the construction of the KEO representation. In our earlier DVR applications, this did not cause any problem, but since we are aiming for a compact FBR, an accurate representation of the Podolsky form could be ensured only if an auxiliary basis set was introduced to converge the completeness
For example, in a 3D FBR computation with a basis set
the matrix-vector products
would have to be expanded with respect to a larger, basis
where m is determined by the coordinate-dependence of theg will be explained in Section IV D.
Definition of the coordinates for the example of CH 4 ·Ar
The vibrational dynamics of the CH 4 ·Ar complex was described using the
) spherical coordinates, and the nine dimensionless normal coordinates of the isolated CH 4 molecule, ξ 3+i = q i ∈ (−∞, +∞) (i = 1, . . . , 9).
At the reference structure (necessary to define the normal coordinates), the methane was oriented in the most symmetric fashion in the Cartesian space with the C atom is at the origin (this orientation also ensured that the KEO singularity is not at the equilibrium structure of the complex):
and r = r eq CH = 2.052 410 803 bohr was the equilibrium C-H distance corresponding to the PES of Ref. [33] . The GENIUSH program evaluates functions appearing in the KEO from a coordinate conversion routine in which the instantaneous (body-fixed) Cartesian coordinates must be specified in terms of the internal coordinates. The Cartesian positions of the carbon and the hydrogen atoms were calculated from the q 1 , . . . , q 9 normal coordinate values as
where ǫ = x, y, z and i = 1, 2, . . . 5, and the Cartesian coordinates of the Ar atom, ǫ 6 (ǫ = x, y, z), were measured from the center of mass of the methane moiety and were obtained as
In the last step of the calculation of the Cartesian coordinates, the center of mass of the complex was shifted to the origin. The orientetation of the body-fixed frame corresponding to the coordinates just described corresponds to the orientation of the frame used to define the methane's normal coordinates. A more sophisticated choice of the body-fixed frame can be useful to make rovibrational computations efficient. In the present work however, we focus on the computation of the vibrational states. We used the atomic masses [34] m(H) = 1.007 825 032 23 u, m(C) = 12 u, and m(Ar) = 39.962 383 123 7 u throughout this work.
Potential energy surface
Due to the lack of any full-dimensional methane-argon potential energy surface, we used the sum of the 3D intermolecular potential energy surface of Ref. [35, 36] and the 9D methane PES from Wang and Carrington [33] . This setup allows us to study the kinetic coupling of this weakly bound complex. Should a full-dimensional PES become available, the computations can be adapted to it.
IV. IMPLEMENTATION OF THE SMOLYAK SCHEME IN GENIUSH A. Pruning the basis functions
For the example of the CH 4 ·Ar complex described with the (R, θ, φ, q 1 , . . . , q 9 ) vibrational coordinates defined in Section III A 1, we chose the following 1D basis functions: L (α) generalized Laguerre basis functions (with α = 2) or tridiagonal Morse basis functions for R;
Legendre basis functions (and variants of them) or Jacobi associated basis functions for θ;
Fourier functions, composed of cos(n φ φ), sin(n φ φ), for φ; and harmonic oscillator functions for the q 1 , . . . , q 9 methane normal coordinates. As a result, the direct-product expansion of the vibrational wave function can be written as 
by replacing the 0 and b lower and upper summation limits of each normal coordinate with the basis-pruning condition
which we call 'standard' pruning. This condition is a natural choice for normal coordinates and harmonic oscillator basis functions, which provide a good 'zeroth-order' model. This be better to use a more sophisticated pruning condition.) For the intermolecular basis set ψ R,n R (R)ψ θ,n θ (θ)ψ φ,n φ (φ) we do not introduce any pruning, because the selected functions are not close to any zeroth-order approximate basis set for this system, so we cannot discard any of the functions based on simple arguments. Nevertheless, standard pruning of the methane part already reduces the basis set substantially. The storage of one vector in the direct-product basis set with 10 basis functions per coordinate would require ca. 8 TB of memory, while using standard pruning, Eq. (35), reduces this value to 0.39 GB.
B. Pruning the grid with the Smolyak scheme
The GENIUSH program computes the values of the G i,j , B i , and U multi-dimensional functions of the KEO at multi-dimensional points of the vibrational coordinates. Since we do not use any interpolation procedure to fit G i,j , B i , and V +U to special analytic functions, a multi-dimensional quadrature grid is necessary to obtain the integrals.
It is straightforward to design non-product quadrature grids for the evaluation of the 
with i χ = 1, 2, 3, 4, . . . and χ = 1(R), 2(θ), . . . , 12(q 9 ) , and the general grid-pruning condition is
The i χ th incremental operator is defined as We also note that Eq. (36) can be written as a linear combination of the 1D integration operators (instead of using the incremental operators) aŝ 
which allows us to better understand the structure of the Smolyak grid. The Smolyak quadrature grid is a linear combination of product quadrature grids with different 1D accuracies, while it has a smaller number of points than the product grid ⊗ 12 iχ=1Q 
nq 9 (q 9 ), can be integrated exactly by the product quadrature gridQ
q 9 , that product basis function is also exactly integrated by the Smolyak quadrature gridQ(12, H), because it comprises this smaller product grid [37] .
To ensure accurate integration, we have to tune three factors: a) the pruning function, For the case of CH 4 ·Ar, the basis-set pruning condition was (Section IV A)
i.e., the intermolecular basis was retained in its product form and pruning was introduced for the methane fragment. The corresponding non-product grid includes the intermolecular grid in its product form, and a pruned intramolecular grid implemented using following grid-pruning functions:
The correspondingQ iχ χ integration operators are chosen aŝ
with m χ (i χ ) = 1, 3, 3, 7, 9, 9, 9, 9, 17, 19, 19, 19, 31, 33, 41, 41, . . .
for i χ = 1, 2, 3, . . . , respectively.
This choice of the integration operators allowed us to use the 12D Smolyak operator for the special case when the first three degrees of freedom are described with a direct-product grid. In this paragraph, we compare the orders of magnitudes for a direct-product and for a Smolyak grid just defined for the example of CH 4 ·Ar. Let us assume, that we have a directproduct basis set with 0 ≤ n R , n θ , n φ ≤ 9 functions for the spherical degrees of freedom, and 0 ≤ n q 1 . . . + n q 9 ≤ b = 3 for the methane's degrees of freedom. The smallest 12D product Gauss grid which gives correctly the overlap integrals for this basis set includes we choose an H value slightly larger than this minimal necessary value:
was usually found to be sufficient to converge the results for the example computations (Section V).
It is important that the Smolyak algorithm uses nested sequences of quadrature rules.
Nesting ensures that the non-product grid has a special structure. By exploiting this structure, a multi-dimensional integral of a multi-variable function, F (x 1 , . . . , x D ), can be rewritten as
where the structure of the Smolyak grid appears in the second equation through the k max i
upper summation indexes [16, 17] only for structured grids, otherwise only the first, computationally more demanding, form is applicable.
C. An efficient matrix-vector product algorithm for computing eigenvalues and eigenvectors with an iterative eigensolver
We develop a method to compute (ro)vibrational states of polyatomic molecules with multiple large-amplitude motions. Probably, the most common way to tackle (ro)vibrational problems is to compute the Hamiltonian matrix elements in FBR, and then diagonalize the Hamiltonian matrix following the pioneering work of Whitehead and Handy [40] . For polyatomic molecules and complexes, the size of the basis set, even if we use a pruned, product basis, may be larger than 100 000 (10 5 ), and a corresponding non-product quadrature grid would consists of more than 10 000 000 (10 7 ) points. Unless the Hamiltonian matrix is very sparse and the system has a high permutation-inversion symmetry, the 'traditional' route of using a direct eigensolver is not feasible for time and memory reasons.
Using iterative eigensolvers is a practical alternative [41, 42] , which allows us to compute eigenvalues and eigenvectors without storing or even explicitly computing the Hamiltonian matrix elements. The key algorithmic element in relation with iterative eigensolvers, is the efficient multiplication of an input vector with the Hamiltonian matrix.
In this section, we develop an efficient matrix-vector products algorithm in relation with the numerical KEO approach (Section III) and the Smolyak scheme (Section IV B). The multiplication is made efficient by exploiting the structure of the pruned basis set and the structure of the non-product Smolyak grid. Multiplication with the potential energy matrix is carried out as
with the condensed indexing of the basis labels, grid labels, and multi-dimensional grid points: 
The grid pruning condition in Eq. (42) determines the structure of the quadrature indexes according to 
If the FBR method is used for the intermolecular coordinates R, c, or φ, we use more grid points than basis functions K max > N max in order to get exact integrals (typically, K max − N max ≈ 5 was sufficient to achieve convergence). If the DVR scheme is used (due to the reasons explained in Section IV D), then we have the same number of points and functions, so K max = N max + 1.
D. Singularity concerns and a hybrid DVR-FBR solution
We have numerically identified that KEO we use to describe the CH 4 ·Ar complex has singularities along the θ spherical angle (also related to φ). These singularities appear at θ = 0 and θ = π (c = cos θ = ±1), and they represent a considerable challenge for a non-analytic KEO representation, especially because two kinds of singularities appear:
This singular property can be discerned from numerical tests with the numerical KEO coefficients and by calculating matrix elements for the G i,j ∂ 2 /∂R i ∂R j terms using an associated Jacobi basis set, J α,β n (c), for example. An obvious way to avoid these types of singular integrals for analytic KEOs would be to use the 2D spherical harmonics functions for θ and φ. This option is the way to go for tailor-made approaches, but it would destroy the simplicity and generality of a universal (ro)vibrational approach we are developing, especially if there are several groups of spherical coordinates (θ i , φ i ) i = 1, 2, . . . in the system [24] . In particular, the application of spherical harmonics would require the development of special matrix-vector product routines for each i = 1, 2, . . . values.
Another possibility would be to use Jacobi associated functions, J α,β n (c), with α and β close to zero. We could follow this alternative, if an analytic KEO and analytic KEO integrals were available.
Since we develop a universal method for numerical KEO representations, we need to find a multi-dimensional quadrature which allows us to evaluate all the different kinds of integrals appearing in the KEO without knowing its exact, analytic form, but knowing only the characteristic singular behavior, Eq. (49). Let us use Jacobi associated functions with α = β = 0.001 for c. Then, we have to find a quadrature rule which integrates exactly the following types of integrals simultaneously (50) with 0 ≤ n, n ′ ≤ N. Gauss-quadrature rules exist for each integral in Eq. (50) separately, but there is not any single Gauss quadrature that integrates exactly all three types of integrals, whereas in the numerical KEO, it is not possible to separate different terms of different singular behavior (which we know again from numerical test calculations). Then, the next logical step is to find a (non-Gauss) quadrature rule of M points that gives exactly all the integrals in Eq. (50) at the same time. We determined such a quadrature using a twostep procedure. First, we optimized the quadrature points with a simplex algorithm and calculated the quadrature weights by solving an overdetermined set of equations; this set of points and weights was refined by optimizing both the quadrature points and weights with the simplex algorithm. Unfortunately, this (non-Gauss) quadrature includes a large number of points (K ≫ N) (three times as many as a single Gauss-quadrature rule) and some of the points come extremely close to the singular points at c = −1 and c = 1.
Since GENIUSH calculates the G i,j elements through finite differences, the finite step size will place limitations on increasing the number of quadrature points. Due to the large number of points and their accumulation near the singular values, we cannot accept this special quadrature as a practical solution for the problem, but we will use this (non-Gauss) quadrature rule to check the practical ideas we explain in the following paragraphs.
Since we do not have analytic integral expressions, and it is not possible to find any com-pact (Gauss) numerical integration scheme which ensures exact integration, let us consider approximate integrals (which become accurate at the limit of a large number of points). First of all, non-exact integration, due to the singularities, manifests itself in a non-symmetric matrix representation of the KEO in Eq. (24) . Then, instead of aiming for exact integrals (with a compact grid), let's aim for a symmetric matrix representation at the first place. Construction of a symmetric matrix representation is straightforward by using Legendre-DVR (or the variants of it discussed below) and the inherently more symmetric general KEO in Eq. (21) for c = cos(θ). We will ensure a symmetric representation in the same way, as in the original DVR-based GENIUSH implementation [27] (see also Ref. [43] concerning the Legendre polynomials) and in its applications to floppy systems [44] [45] [46] [47] [48] [49] , which did not suffer from the present singularity problems but which did suffer from the curse of dimensionality.
So, we handle the singular coordinate c as we would do it in GENIUSH-DVR, for the rest of the coordinates, we use FBR.
So, instead of using the fully rearranged KEO, Eq. (24), for which we obtain a nonsymmetric matrix representation due to inexact integration (the off-diagonal elements with different basis indexes of c fail to be equal unless they are exactly integrated), we re-write the KEO for the c coordinate into the more symmetric form 
Using this KEO and a hybrid DVR(c)-FBR representation, the

Smolyak weights
were obtained using a quadrature rule for the c coordinate with weights equal to one.
1. The matrix-vector product for the potential (and the U pseudo-potential) term is carried out as in Eq. (45), but for the c coordinate, we make the following replacements:
2. The matrix-vector product for the
term is calculated as in Eq. (45), but for the c coordinate, we make the following replacements:
where Θ nc (c) is the n c th (cot-, sincot-)Legendre-DVR function with K term, where R is not the c coordinate, is calculated as in Eq. (45) with the following replacements:
4. The matrix-vector product for the
term, where R is not the c coordinate, is calculated as in Eq. (45) with the following replacements:
5. The matrix-vector product for the G R,R ∂ 2 ∂R 2 term, where R is not the c coordinate, is calculated as in Eq. (45) with the following replacements:
6. The matrix-vector product for the B R
∂ ∂R
term, where R is not the c coordinate, is calculated as in Eq. (45) with the following changes
7. The matrix-vector product for the G Rs,Rt
∂R 2 term, where R s and R t are not the c coordinate, is calculated as in Eq. (45) with the replacements
F. Analysis and improvements for the intermolecular representation
To test the convergence properties, and to determine the optimal basis set and grid sizes for our example system, CH 4 ·Ar, we performed reduced-dimensionality computations. Intermolecular (3D) computations were performed with a fixed methane structure corresponding In 2010, Schiffel and Manthe [50] proposed more efficient alternatives to Legendre DVR to be used for the type of singularities we have to tackle. First of all, the quadrature is improved by selecting the quadrature points, different from the Legendre points, as the inverse cotangent of the eigenvalues (w i ) of the following matrix
where L n (c) is the nth normalized Legendre function. These integrals are calculated exactly using the Gauss-Chebyshev quadrature with a sufficiently large number of points. Using the eigenvectors, A, of P the cot-Legendre DVR basis functions are defined as
and the first derivative matrix, M , for the cot-Legendre DVR functions is
In our test calculations, it was sufficient to use 50 cot-Legendre DVR points to converge all bound states of the CH 4 ·Ar in 3D (within 0.01 cm −1 ) (see also Table I ). 2. A P sin−cos matrix is introduced with the elements
The DVR points are the inverse cotangent of the w i eigenvalues of P sin−cos . The sincot-Legendre DVR basis functions are obtained from the eigenvectors of the P sin−cos matrix, collected in A sin−cos , as
3. The first derivative matrix, M sin−cos , for sincot-Legendre DVR is
The integrals for the S sin−cos , P sin−cos , and M sin−cos matrices can be calculated analytically using elementary properties of trigonometric functions and they were tabulated in Ref. [50] .
We used the sincot-Legendre DVR points and the corresponding first derivative matrix elements (as an alternative to Legendre DVR) in the matrix-vector multiplication procedure described in Section IV D. Our 3D test computations show that it is sufficient to use 21 sincot-Legendre DVR points for coordinate c to converge all the bound states within 0.01 cm −1 for CH 4 ·Ar, which is a significant reduction compared to the original Legendre DVR which required more than 120 points. The performance of a few different representations for the c coordinate is compared in Table I . In all computations, we used the L It is important to observe in Table I that n generalized Laguerre basis functions (with α = 2) for the R radial coordinate, we have to use a large number, more than 30, basis functions to converge the vibrational bound states. Since in the present work we focus on the computation of bound states, it is better to use tridiagonal Morse basis set [51] [52] [53] . The parameters of Morse function functions were determined according to the equations in Ref. [51] with D = 143.49 cm −1 , α = 0.65, and γ = 0.00033. These parameters were adjusted to obtain 13 functions that recover the exact vibrational energies for the bound states of the radial Hamiltonian
where µ CH 4 ,Ar is the reduced mass of methane and argon, and θ eq and φ eq are the equilibrium values of the 3D PES. Since the CH 4 ·Ar complex is a very isotropic system, the parameters and the radial basis set determined in this way should be useful over the entire range of the θ ∈ [0, π] and φ ∈ [0, 2π) coordinates.
G. Analysis of the intramolecular representation: vibrational states of CH 4
The vibrational basis set used to describe the intramolecular vibrational dynamics, i.e.,
vibrations of the methane molecule, was constructed from the harmonic oscillator basis set with the standard pruning condition, 9 k=1 n q k ≤ b in Eq. (41), and the Smolyak quadrature with In a minimalistic setup (to be transferred for the 12D computations), we chose a representation which allowed us to converge the fundamental vibrational energies within 1 cm −1 . In this representation the 9D Smolyak grid includes more than 100 000 points, which is approximately an order of magnitude larger than what is necessary for a meaningful representation of the zero-point vibration. (41) and (42), respectively.
In general, H = b+D+2 ≥ b+D was found to be sufficient to converge the results (note that D = 9 for isolated methane). 
V. FULL-DIMENSIONAL (12D) RESULTS FOR METHANE-ARGON
All bound-state vibrational energies were computed for the CH 4 ·Ar complex in full (12D)
vibrational dimensionality (Table IV) Table IV using an in-house Lanczos implementation (it might be possible to reduce the number of matrix-vector products with a Lanczos and a pre-conditioning algorithm optimized for the present system).
Based on the isolated-methane test computations (Table II) (Table II) .
We only note that a full 12D computation with b = 4 would also be feasible with the current implementation, but it would only change the ZPVE, since the vibrational energies were converged already with b = 3.
We also show the b = 0 results, which correspond to a single harmonic oscillator function for methane (the product of the zeroth harmonic oscillator basis functions for q 1 , . . . , q 9 ).
Since the present model includes only kinetic coupling (the PES coupling is also probably very small), the deviation ofν A (b = 0) andν A (b = 3) is due to the structural differences of methane: the effective structure for the b = 0 ground-state harmonic oscillator basis function is the equilibrium structure, whereas b > 0 accounts for structural distortions due to anharmonicity effects. This change is related to the common wisdom in reduced- dimensionality computations of weakly-bound complexes that it is better to use effective (vibrationally averaged) monomer structures than equilibrium monomer structures [54] . In agreement with this prescription, the 3D computation (column F 3D in Table III) performed with an effective methane structure corresponding to the (isolated) ground-state vibration very well reproduces the 12D result (remember that only kinetic coupling is included in the present computation, due to the lack of a 12D fully coupled PES). The potential energy was approximated with the sum of the molecule-atom interaction PES of Ref. [35, 36] and the isolated methane PES of Ref. [33] . The A, B, C, and D basis and grid representations defined in Table III The numerical kinetic-energy operator (KEO) approach as implemented in the GENIUSH program [27] has been extended with the Smolyak algorithm [16, 17] , which opens a promising route towards variational (ro)vibrational computations for polyatomic systems with multiple large-amplitude motions.
A direct, variational solution of the (ro)vibrational Schrödinger equation of polyatomic systems (without imposing constraints on the coordinates) is difficult due to the high vibrational dimensionality, which generates an exponential growth in the direct-product basis used to represent the wave functions, and an exponential growth in the direct-product grid necessary to calculate integrals of multi-dimensional operator terms in the Hamiltonian.
If coordinates well-suited for the motions in the system and good zeroth-order basis functions can be found for each coordinate, it is not necessary to use a direct-product basis, but a much smaller, 'pruned' basis can be defined, the size of which does not scale exponentially with the number of vibrational degrees of freedom. If it is possible to prune a direct-product basis, it is also possible to find a pruned product grid to calculate integrals.
The Smolyak scheme of Avila and Carrington [16, 17] makes it possible to define non-product (Smolyak) grids, which are orders of magnitude smaller than a direct-product grid but which retain some of the practical features of a direct-product grid. Most importantly, Smolyak grids can be efficiently used in computing matrix-vector products and efficient matrix-vector products allow us to compute eigenvalues and eigenfunctions with an iterative (Lanczos) eigensolver without storing or even explicitly computing the Hamiltonian matrix elements.
In the present work, the combination of these ideas with the numerical KEO approach of GENIUSH were elaborated and explained for all stages of the vibrational computation of the floppy CH 4 ·Ar complex treated in full vibrational dimensionality. Due to the highly fluxional nature of this system, regions of the curvilinear coordinate domains above which the KEO has singularities are dynamically important.
In a fully finite basis representation (FBR) treatment of the numerical KEO, the Hamiltonian matrix fails to be Hermitian due to inaccurate integration of the singularities in general coordinates. As a practical way to avoid these singularity problems in FBR, we proposed to use (efficient) DVRs and an inherently symmetric form of the general KEO for the singular coordinate(s), which ensures a symmetric matrix representation by construction and correct limiting (convergence) behavior at the same time. In practice, this hybrid DVR-FBR treatment allows us to converge all bound vibrational states of CH 4 ·Ar.
In general, this hybrid DVR-FBR approach makes it possible to continue using 1) numerical KEOs; and 2) a general and simple starting product basis sets and grids (both pruned according to physically motivated restrictions) for systems with multiple large-amplitude motions; and ultimately, to (further) develop a universal, black-box-type (ro)vibrational procedure practical for polyatomic systems. Extension of the algorithm for J > 0 rotational quantum number is straightforward, limitations might be set by the memory requirements and the computational time.
We can foresee future possible improvements of the present procedure to (at least partially) eliminate the current bottlenecks in terms of memory usage (storage of the numerical KEO terms over the grid, see for example Ref. [55] ) and perhaps also in terms of the computational cost. Furthermore, the present developments, in particular the fact that the Smolyak grid is several orders of magnitude smaller than the direct product grid, can be combined with the basis-set contraction idea [7, 13, 56] . With these or other developments, it will become possible to directly access the predissociation spectral range corresponding to the molecule's fundamental (and lowest overtone) vibrations in weakly or more strongly bound complexes of the size of CH 4 ·Ar, i.e., with D = 12 or perhaps beyond this value.
In general, a careful choice of the coordinate set, the basis, and the grid representation are required to make full use of the ideas combined, developed, and described in the present work. We hope that these ideas will find applications, also beyond the realm of molecular complexes, among high-dimensional molecular systems with multiple large-amplitude motions.
