Measuring conditional dependence is an important topic in statistics with broad applications including graphical models. Under a factor model setting, a new conditional dependence measure is proposed. The measure is derived by using distance covariance after adjusting the common observable factors or covariates. The corresponding conditional independence test is given with the asymptotic null distribution unveiled. The latter gives a somewhat surprising result: the estimating errors in factor loading matrices, while of root-n order, do not have material impact on the asymptotic null distribution of the test statistic, which is also in the root-n domain.
Introduction
Undirected graphs are important tools to capture dependence among random variables and have drawn tremendous attention in various fields including signal processing, bioinformatics and network modeling (Wainwright and Jordan, 2008) . Let z = (z (1) , · · · , z (p) ) be a p-dimensional random vector. We denote the undirected graph corresponding to z by (V, E), where vertices V correspond to components of z and edges E = {e ij , 1 ≤ i, j ≤ p} indicates whether node z (i) and z (j) are conditionally independent given the remaining nodes. In particular, the edge e ij is absent if and only if z (i) ⊥ ⊥ z (j) |z \ {z (i) , z (j) }. When z follows multivariate Gaussian distribution with mean µ and covariance matrix Σ, the precision matrix Ω = (w ij ) p×p = Σ −1 captures exactly this relationship; that is w ij = 0 if and only if e ij is absent (Lauritzen, 1996; Edwards, 2000) . Therefore, under the Gaussian assumption, this problem reduces to the estimation of precision matrix, where a rich literature on model selection and parameter estimation can be found in both low dimensional and high dimensional settings, including Dempster (1972) , Drton and Perlman (2004) , Meinshausen and Bühlmann (2006) , Friedman et al. (2008) , Fan et al. (2009), and Cai et al. (2011) . While Gaussian graphical model can be useful, the stringent requirement on normality is not always satisfied in real applications where the observed data usually have fat tails or are skewed (Xue et al., 2012) .
To relax the Gaussian assumption, Liu et al. (2009) proposed the nonparanormal model, where they find transformations that Gaussianize the data and then work under the Gaussian graphical model framework to estimate the network structure. Under the nonparanormal model, Xue et al. (2012) proposed rank-based estimators to approximate the precision matrix. The nonparanormal model, although flexible, still assumes the transformed data follow a multivariate Gaussian distribution, which can also be restrictive.
Instead of using these nonparametric methods to find transformations and work under
Gaussian graphical model, we would like to propose a more natural way of constructing graphs. That is, we work directly on the conditional dependence structure by introducing a measure for conditional dependence between node i and j given the remaining nodes or other factors (variables). Then, we can introduce a hypothesis testing procedure to decide whether the edge e ij is present or not.
In economics, there has been abundant literature on different conditional independence tests. Linton and Gozalo (1996) proposed two nonparametric tests of conditional independence based on a generalization of the empirical distribution function; however, a complicated bootstrap procedure is needed to calculate the critical values of the test, which leads to limited practical value for high-dimensional applications. Su and White (2007 , 2014 proposed conditional independence tests based on Hellinger distance, conditional characteristic function, and empirical likelihood, respectively. However, all those tests either have tuning parameters or are computationally expensive.
Motivated by the above problems, we consider the following factor model setup. Suppose x 1 , · · · , x n ∈ R p and y 1 , · · · , y n ∈ R q are from the following model
where B x and B y are factor loading matrices of dimension p × K and q × K respectively,
are i.i.d. idiosyncratic errors with the same distribution as ( x , y ), and {f i } n i=1 are i.i.d. observations of the K-dimensional vector of common factors f . Here, we assume independence between {( i,x , i,y )} n i=1 and {f i } n i=1 . Our goal is to test whether x and y are independent given f , i.e., H 0 : x ⊥ ⊥ y|f vs. H 1 : not H 0 .
Under model (1), the testing problem is equivalent to test whether x and y are independent, i.e.,
In the case of building graphical models, x and y are nodes of a graph and f represents the rest of the nodes.
To complete our proposal, we would need to find a suitable measure of dependence between variables. In this regards, many different measures of dependence have been proposed. Some of them rely heavily on Gaussian assumptions, such as Pearson correlation, which measures linear dependence and the uncorrelated-ness is equivalent to independence only when Gaussian distribution is satisfied; or Wilks' Lambda (Wilks, 1935) , where normality is adopted to calculate the likelihood ratio. To deal with nonlinear dependence and non-Gaussian distribution, statisticians have proposed rank-based dependence measures, including Spearman's ρ and Kendall's τ , which are more robust than Pearson correlation against deviations from normality. However, these dependence measures are usually only effective for monotonic types of dependence. In addition, under the null hypothesis that two variables are independent, no general statistical distribution of the coefficients associated with these measures has been derived. Other related works include Hoeffding (1948) , Blomqvist (1950) , Blum et al. (1961) , and some methods described in Hollander et al. (2013) and Anderson (1958) . Taking these into consideration, distance correlation (Székely et al., 2007) was introduced to address all these deficiencies.
The benefits of distance correlation are two-fold: first, zero distance correlation implies independence, and hence it is a true dependence measure. Second, distance correlation can measure the dependence between any two vectors which can be of different dimensions. It also excels the classical methods like Puri-Sen likelihood ratio tests (Puri and Sen, 1971) which are not directly applicable when the dimension exceeds the sample size.
Due to these advantages, we will employ distance correlation (or distance covariance) in this paper as our measure of dependence.
Another important application of the proposed test is to build graphs that incorporates covariate information. Some existing research along this line includes Fan et al. (2011), Yin and Li (2011) and Cai et al. (2013) ; however, they either has the Gaussian assumption on errors or the estimated precision matrix does not represent the general dependence structure. In this work, the proposed conditional dependence measure has mild assumptions on errors.
The main contribution of this paper is two-fold. First, under the factor model assumption, we propose a computationally efficient conditional independence test. Both the response vectors and the common factors can be of different dimensions. Second, we apply this test to build conditional dependency graph and covariates-adjusted dependency graph, as a relaxation of the Gaussian graphical model.
The rest of this paper is organized as follows. In Section 2, we present our new procedure for testing conditional independence via distance covariance (C-DCov) and describe how to construct conditional dependency graphs based on the proposed test.
Section 3 gives theoretical properties including the asymptotic distribution of the test statistic under the null hypothesis as well as the type I error guarantee. Section 4 contains numerical studies and Section 5 demonstrates the performance of C-DCov via two real data sets. We conclude the paper with a short discussion in Section 6. Several technical lemmas and all proofs are relegated to the appendix.
Methods
First, we introduce some notations. For a p-dimensional random vector z, |z| represents its Euclidean norm. A collection of n i.i.d. observations for z is denoted as {z 1 , · · · , z n },
k ) represents the k-th sample. For any matrix M, M F and M denote its Frobenius norm and operator norm, respectively. Also, given random vectors x and y, their characteristic functions are denoted by g x and g y respectively and the joint characteristic function is denoted by g x,y .
A review of distance covariance
As an important tool, distance covariance is briefly reviewed in this section with further details available in Székely et al. (2007) . We introduce several definitions as follows.
, for any positive integer d, where Γ is the Gamma function. Then for function γ defined on R p × R q , the w-weighted L 2 norm of γ is defined by
Definition 2. (Distance covariance) The distance covariance between vectors x ∈ R p and y ∈ R q with finite first moments is the nonnegative number V(x, y) defined by
Suppose we observe a random sample {(x k , y k ) : k = 1, · · · , n} from joint distribution of (x, y).
Definition 3. (Empirical distance covariance) The empirical distance covariance between vectors x ∈ R p and y ∈ R q is the nonnegative V n (x, y) defined by
where
With above definitions, Lemma 1 depicts the consistency of V n (x, y). Lemma 2 shows the asymptotic distribution of V n (x, y) under the null hypothesis that x and y are independent. Corollary 1 reveals properties of the test statistics nV ∼ N (0, 1) and {λ j } are non-negative constants depending on the distribution of (x, y);
(ii) If x and y are dependent, then nV 
Conditional independence test via distance covariance (C-

DCov)
Now, we are in the position to propose a test for problem (2). From the equivalence of (2) and (3), it seems that one can directly apply the distance covariance techniques to x and y . However, realizations of true errors like i,x 's are not observed. As a result, we first provide an estimate for the errors and calculate distance covariance for the estimated errors. The conditional independence test is summarized in the following steps.
Step 1: Estimate factor loading matrices B x and B y by ordinary least square (OLS).
The estimates are denoted asB x andB y .
Step 2: Estimate the error vectors i,x and i,y bŷ
Step 3: Calculate the empirical distance covariance betweenˆ x andˆ y as
Step 4: Define the C-DCov test statistic as T (x, y, f ) = nV 2 n (ˆ x ,ˆ y )/S 2 (ˆ x ,ˆ y ).
Step 5: With predetermined significance level α, we reject the null hypothesis when
Remark 1. In Step 1, when the dimensionality of f is large, one can replace the OLS estimator by the penalized least square estimator, which will be elaborated in Section 2.4.
Theoretical properties of the proposed conditional independence test will be studied in Section 3. See Theorem 3 for the justification of the critical value used in Step 5.
Building graphs via conditional independence tests
Generally speaking, there are two different types of applications for building dependency graphs. In the first type, the factors are external, having impacts on the majority of variables in a graph. In this scenario, the observed data are
, in which f i represents the observed factors or covariates that have influence on the outcomes z i in a graph. We then employ model (1) to adjust the factor or covariate effect for every component in z. Given the factors or covariates, the conditional graph is then constructed based on the distance covariance of the residuals. That is, for each pair (z (j) , z (k) ), we apply the
, f ) in the previous section to check whether the corresponding components are conditionally dependent, by setting x = z (j) and y = z (k) in model (1).
See Section 5.1 for such an application.
The second type of applications is to create the factors or covariates internally, as exemplified in Section 5.2. An interesting question is to identify the conditional independence relationship between two nodes given the remaining nodes, i.e., z
We assume
) represents all coordinates of z i other than z 
Therefore, for each node pair (j, k), we define z (−j,−k) the data without z (j) and z (k) and
) using the same steps as in Section 2.2. The statistic is used to test the conditional independence hypothesis:
If we reject T (j,k) at level α, e jk as the edge between node j and node k is drawn; and if H 0 is accepted, edge e jk is absent.
Conditional independence test for high-dimensional settings
In the conditional independence test proposed in Section 2.2, it is implicitly assumed that the dimension of f is relatively small compared with the sample size n. In many scenarios, it will be of interest to extend this test to the case where f is high-dimensional.
One example is the construction of dependency graph as described in Section 2.3. If there are many nodes in the graph, the corresponding f would be a high-dimensional vector.
This motivates us to modify the first step of the conditional independence test introduced in Section 2.2 as follows.
Step 1': Estimate factor loading matrices B x and B y by the penalized least square (PLS) estimatorsB x andB y defined as follows.
where p λ (·) is a penalty function with penalty level λ. It can be taken as the ridge penalty or folded-concave penalty (Fan and Li, 2001 ).
Theoretical Results
In this section, we derive the asymptotic distribution of our conditional independence test under the null hypothesis. First, we introduce several assumptions on x , y and f .
Condition 2. Let il,x , it,y , and f ik be the l-th, t-th and k-th components of i,x , i,y and f i respectively. We also define h x as the density function of random variable x.
(i) There exist constants r 1 > 0 and b 1 > 0, such that for any s > 0, 1 ≤ l ≤ p and
(ii) There exist constants r 2 > 0, b 2 > 0, such that for any s > 0 and 1 ≤ k ≤ K,
Condition 1 puts mild moment conditions on x , y and f . Condition 2 assumes the tails of x , y and f are not too heavy, and it is more general than the sub-exponential assumption and imply the finite moment conditions in Condition 1.
In particular, when x and y are independent, V 2 n (ˆ x ,ˆ y )
Theorem 1 shows that the sample distance covariance between the estimated residual vectors converges to the population one. It enables us to use the distance covariance of the estimated residual vectors to construct the conditional independence test as described in Section 2.2. The result of Theorem 1 cannot be implied from that of Theorem 2 below, since independence between x and y is not assumed.
Theorem 2. Under Conditions 1 and 2, and the null hypothesis that x ⊥ ⊥ y (or equiv-
where ζ is a zero-mean Gaussian process as in Lemma 2.
Theorem 2 provides an asymptotic distribution for the test statistic T (x, y, f ) under the null hypothesis, which is the basis of the results of Theorem 3. It also indicates that the estimation errors inˆ x andˆ y are indeed negligible for the null distribution. This is somewhat surprising since the estimation errors in the residuals are of order O p (n −1/2 ) when the test statistic in Theorem 2 is also at O(n −1/2 ) scale, which makes the technical proof challenging.
Corollary 2. Under the same conditions of Theorem 2,
∼ N (0, 1) and {λ j } are non-negative constants depending on the distribution of (x, y); E(Q) = 1.
Theorem 3. Suppose C-DCov rejects independence when
where Φ(·) is the cumulative distribution function of N (0, 1). Let α n (x, y, f ) denote the achieved significance level, then for all 0 < α ≤ 0.215,
Part (i) of Theorem 3 indicates the proposed test with reject region (6) has an asymptotic type I error at most α. As described in Székely et al. (2007) , the theoretical critical value in (6) could sometimes be too conservative in practice. Therefore, we recommend a data driven estimate for the critical value, which will be described in detail in Section 4.
Part (ii) of Theorem 3 implies that there exists a pair ( x , y ) such that the pre-specified significance level α is achieved asymptotically. In other words, (6) is a critical region with size α for the nonparametric testing problem (3).
Monte Carlo Experiments
In this section, we investigate the performance of C-DCov with three simulation examples.
In Example 4.1, we consider a factor model and test the conditional independence between two vectors x and y given their common factor f , via C-DCov. In Examples 4.2 and 4.3, we consider a Gaussian graphical model and a discrete graphical model, respectively.
Example 4.1. [Factor model] Let p = 5, q = 10 and K = 3. We generate rows of
of log-normal distribution lnN (0, Σ) where Σ is an equal correlation matrix of size (p + q) × (p + q) with Σ jk = ρ + (1 − ρ)1{j = k}. i,x and i,y are the centered version of the first p coordinates and the last q coordinates of r i . Then, {x i } n i=1 and {y i } n i=1 are generated according to x i = B x f i + i,x and y i = B y f i + i,y correspondingly.
We calculate T (x, y, f ) in the C-DCov test, and T 0 (x, y, f ) in which we replaceˆ i,x andˆ i,y with the true i,x and i,y as an oracle test to compare with. To get the null distributions of T (x, y, f ) and T 0 (x, y, f ) for small sample size n, we compute R(n) replicates of T (x, y, f ) and T 0 (x, y, f ) by randomly decoupling the observation indices ofˆ x andˆ y respectively, where we choose R(n) = 200 + 5000/n following Székely et al. (2007) . In other words, we use the permuted data {(ˆ i,x ,ˆ π(i),y )} n i=1 to compute the test statistic, denoted by T π , where {π(1), · · · , π(n)} is a random permutation of {1, · · · , n}.
This process is repeated R(n) times, resulting in an estimate of the null distribution of T (x, y, f ). The null distribution of T 0 (x, y, f ) can be obtained in a similar fashion.
In this example, we set the significance level α = 0.1. We vary the sample size from 30 to 200 with increment of 10 and show the empirical power based on a testing sample of size 1000 for both T (x, y, f ) and T 0 (x, y, f ) in Figure 1 for ρ ∈ {0.05, 0.1, · · · , 0.4}.
From Figure 1 , it is clear that as the sample size or ρ increases, the empirical power also increases in general. Also, comparing the panels (a) and (b) in Figure 1 , we can see that they are nearly indistinguishable, which indicates that the C-DCov test works as well as the oracle test where the true regression coefficients are known. When ρ = 0, Table   1 reports the empirical type I error for both C-DCov as well as the oracle version. It is clear that the type I error is under good control for all sample sizes. 
where Ω is a tridiagonal precision matrix of size p × p, which is associated with the autoregression process of order one. We set p = 30 and the (i, j)-
We construct dependency graphs through C-DCov at pre-specified significance level α = 0.05 with sample sizes n = 150, 200, 250, 300. Then we compare the graphs with those induced by the estimators corresponding to the LASSO, adaptive LASSO and SCAD penalized likelihoods for precision matrix (Friedman et al., 2008; Fan et al., 2009 ).
We examine their performances by reporting two types of errors: "FP", the number of false positive errors (i.e., the true entry of the precision matrix is zero but estimated Table 2 shows that as the sample size increases, both FN and FP of C-DCov decrease.
Interestingly, the penalized likelihood methods do not exhibit such a monotonic trend for In Figure 2 , we show the average sparsity patterns (frequency of nonzero estimates over 1000 replicates) of the three penalized methods and C-DCov, together with the true sparsity pattern. We use the grayscale version of Matlab function "imagesc" to plot these sparsity pattern graphs. It is clear from the figure that the newly proposed C-DCov approach can recover the sparsity pattern very well and has the fewest false positives.
Among the penalized likelihood estimators, it appears that the folded concave penalty SCAD leads to the sparsest solution on average. Their answers x 1 , x 2 , · · · , x 10 are binary random variables and form an undirected graphical model of ten nodes (p = 10) and nine edges with discrete joint probability distribution
and {φ e } 9 e=1 are potential functions for nodes and edges respectively, and Z is the normalization constant.
Suppose several students prepare for the exam better than others. For instance, when working independently, let us assume the 2nd, the 6th and the 10th students have 75%, 80% and 75% chance of getting the correct answer for each question, respectively; other students get the correct or the wrong answer with probability of 50%. Therefore, the potential functions for nodes take form:
In addition, suppose students believe that their neighbors' answers carry useful information and they have the incentive to learn from their neighbors. In our example, we assume that the potential functions for edges take form:
We use Matlab package UGM to generate answers of the ten students for 200 questions (n = 200) independently in each experiment. This results in 200 × 10 binary observations.
We replicate the process for 1000 times. Furthermore, we plot the average sparsity patterns of the graphs resulted from different methods in Figure 3 . From the figures, we can see that C-DCov closely mimics the true sparsity pattern while the penalized likelihood methods identify many false edges. 5 Real Data
Financial Data
In the first empirical example, we consider the Fama-French three-factor model (Fama and French, 1993 
for i = 1, · · · , 90 and t = 1, · · · , 252. At time t, r it represents the return for stock i, r f t is the risk free return rate, and MKT, SMB and HML constitute market, size and value factors, which are observable at time t.
We perform C-DCov test on all pairs of stocks and study the dependence between stocks conditional on the Fama-French three-factors. Under significance level α = 0.001, we found out that 15.01% of the pairs of stocks are conditionally dependent given the three factors, which implies that the three factors may not be sufficient to explain the dependencies among stocks. As a comparison, we also implemented the conditional in- and Pfizer). This shows that by using the proposed C-DCov, some interesting conditional dependence structures could be recovered.
Breast Cancer Data
In this section, we explore the difference in genetic networks between breast cancer patients who achieve pathologic Complete Response (pCR) and patients who do not achieve pCR.
Achieving pCR is defined as no invasive and no in situ residuals left in breast in the surgical specimen. As studied in Kuerer et al. (1999) and Kaufmann et al. (2006) , pCR has predicted long-term outcome in several neoadjuvant studies and hence serves as a potential surrogate marker for survival. In this study, we use the normalized gene expression data of 130 patients with stages I-III breast cancers analyzed by Hess et al. (2006) . Among the 130 patients, 33 of them achieved pCR (class 1), while the other 97 patients did not achieve pCR (class 2). To construct the conditional dependence network for each class, we first perform a two-sample t-test between the two groups and select the most significant 100 genes that have the smallest p-values. Afterwards, we construct networks of these 100
selected genes for each class using C-DCov, at significance level α = 0.01. Notice, in this case, p = 100 and the corresponding sample sizes in two groups are n 1 = 33 and n 2 = 97 respectively. Since we are in the scenario of p > n, as described in Section 2.4, we adopt ridge regression in estimation of the regression coefficients.
For a network, the degree of a particular node describes how many edges are connected to this node, and the average degree serves as a measure of connectivity of the graphs.
In Figure 4 , we summarize the distributions of degrees for the genetic networks of class 1 and class 2 respectively. We see that the average degree of genetic network for class 1 is 17.525 which is much smaller than that for class 2, which is 47.172. To look at the networks more closely, we select 7 genes among the 100 genes and draw the corresponding networks in Figure 5 . We see that for Class 1 where pCR is achieved, gene MCCC2 is a hub and is connected with four other genes. However, in the network for Class 2, gene MCCC2 is disconnected from the other six genes. On the other hand, gene MAPT is isolated in the network for Class 1, but is connected with two other genes in class 2.
These findings imply that these two classes may have very different conditional depen- 
Discussion
The proposed conditional independence test is based on the linearity assumption. A natural extension of the proposed method is to work under an additive model framework where the factors contribute to the response in a nonparametric way. The current theoretical results assume that number of factors are finite. How to extend the theory to the case where factors are high-dimensional would be an interesting future work.
A Proofs
We apply Taylor expansion to |ˆ i,x −ˆ j,x | at i,x − j,x and get
where c i,
Lemma 3. Under Condition 2, we have the following bounds on the estimatorsB x and B y .
Proof. The results can be carried out similarly as in Lemma B.2 in Fan et al. (2011) .
Lemma 4. Under Condition 2, we have the following characterization on the norm of the factors f i .
Proof. By Condition 2, we see that
Therefore, for every > 0, we can always find a pair (C, n 0 ) such that
for any n ≥ n 0 . For n < n 0 , we could find corresponding C n 's to ensure P ( max i∈{1,··· ,n} |f i | > C n (log n) 1/r 2 ) ≤ for each specific n < n 0 .
To make (9) holds for all n, we take the maximum of C,
A.1 Proof of Theorem 1
From now on, we use S 1 as abbreviation of S 1 (ˆ x ,ˆ y ), and similarly we define S 2 and S 3 .
Using the Taylor expansion in (7), we have the following decomposition
There are two facts that we easily see:
, since E| i,x − j,x | is uniformly bounded over all (i, j) pairs and so is E(
Therefore, the three terms T 1 , T 2 and T 3 can be bounded as follows.
where we used Lemma 3 and Lemma 4. Hence we know
This combined with Lemma 1 leads to
Lemma 5. For the c i,j,x and c i,j,y defined in (7), we have the following approximation error bound on the normalized version.
Proof. Similar to Lemma 3, it suffices to show (13). First, we will show
Denote by α 1 and α 2 the angle between c i,j,x and i,x − j,x , and the angle between i,x −ˆ j,x and i,x − j,x , respectively. It is easy to see that 0 ≤ α 1 ≤ α 2 ≤ π, and hence cos α 1 ≥ cos α 2 . By cosine formula,
Therefore, (15) is proved and it remains to show that
Left hand side of (16) can be rewritten as
Combining (15) and (16), the lemma is proved.
Lemma 6. Under Conditions 1 and 2, and the null hypothesis that x ⊥ ⊥ y , for any
Proof. We will only show the first result involving x with the other one follows similarly.
For any δ > 0, let
Then for any > 0,
due to the Condition 2 that the density function of | i,x − j,x | is pointwise bounded.
Therefore, |R n −R n | P → 0, which leads to
On the other hand,
where h | i,x − j,x | is the density of | i,x − j,x |. In the above derivation, the first inequality can be easily seen from (17) and the second inequality utilizes Condition 2.
Therefore,R n /log n is bounded in L 1 and since n γ → ∞,R n /[n γ log(n)] converges to 0 in L 1 and hence in probability, i.e.,R n n γ log(n)
This combined with (18) leads to
Lemma 7. Under Conditions 1 and 2, and the null hypothesis that x ⊥ ⊥ y , for any
Proof. Similar to Lemma 6, for any δ > 0, let
Then we know for any > 0,
due to the Condition 2 that the density functions of | i,x − j,x | and | i,y − j,y | are pointwise bounded. As a result,
where the first equality is due to the independence between x and y and the second inequality can be derived similarly as in (19). Therefore,Ū n /(log n) 2 is bounded in L 1 and for any γ > 0,Ū n /[n γ (log n) 2 ] P → 0. Together with (22), we proved
Lemma 8. Under Conditions 1 and 2, and the null hypothesis that x ⊥ ⊥ y , for any
Proof. Similar to Lemma 7, for any δ > 0, let
due to the Condition 2 that the density functions of | i,x − j,x | and | i,y − k,y | are bounded
due to the independence between x and y , and similar reasoning as in (19). Therefore,
A.2 Proof of Theorem 2
Recall the notations we used in the proof of Theorem 1,
By Propositions 1 and 2 (to be introduced next), we have for any γ > 0,
Combined with Lemma 2, the theorem is proved.
Proposition 1. Under Conditions 1 and 2, and the null hypothesis that x ⊥ ⊥ y ,
Proof. From (10), we rewrite T 1 as
and T i,j,x , M are self-defined by the above equation. Let us consider any single element M (t, s), the element at t-th row and s-th column in matrix M . It is easy to see that A i,j,x are identically distributed with respect to different pairs of (i, j), and
Since A i,j,x (t, s) is uniformly bounded in L 2 as stated above, we know T i,j,x (t, s) is uniformly bounded in L 2 as well and
Also, we observe that n j=1 T i,j,x (t, s) = 0 by definition and D i,j,x = D j,i,x , so we have
Therefore, E(
This combined with our previous calculations leads to E(
Together with Chebychev inequality, we
2 ) from Lemma 3. Similarly, we could show that
Proposition 2. Under Conditions 1 and 2, and the null hypothesis that x ⊥ ⊥ y ,
Proof. Recall that
Here, we write D i,j,x in another form as a sum of two terms and bound them separately.
By Lemma 5, we know
We approach the three terms in T 3 separately and by showing the following three statements, we will prove this proposition. 1 n 2 n i,j=1
1 n 2 n i,j=1
where M 2 is self-defined in the above equation. Similar to previous arguments, for any entry M 2 (t, s) in M 2 , since E(M 2 ) = 0, we know E( √ nM 2 (t, s)) = E(M 2 (t, s)) = 0. Define
To bound var( √ nM 2 (t, s)), the following inequalities follow:
In the above derivation, the third equality follows similarly as in Step 1. The last equality is a direct application of Condition 1:
As a result, M 2 (t, s) = O p (n −1/2 ) for any (t, s) and T 32 = O p (n −1 ) by its expression in trace form. In (33), we know 1 n 2 n i,j=1 D i,j,x = o p ((log n) 2/r 2 +1 n −1+γ ) and 1 n 2 n i,j=1 D i,j,y = o p ((log n) 2/r 2 +1 n −1+γ ).
Step 2 is completed by 1 n 2 n i,j=1
Step 3 We will show (28). 
by the same reasoning as in Step 1. The third term has the same order o p (a n ). Now let us investigate the last term T 33 .
For any entry M 3 (t, s), E(nM 3 (t, s)) = E(M 3 (t, s)) = 0 by similar argument as before and we only need to bound var(nM 3 (t, s)). This time, when cross-terms appear, let the indices be (i 1 , j 1 , k 1 ) and (i 2 , j 2 , k 2 ). We redefine our index groups as follows
• G1 = {i 1 , j 1 , k 1 , i 2 , j 2 , k 2 : (i 1 , j 1 ) = (i 2 , j 2 )}, and card( G1) = O(n 4 ),
• G2 = ( G1 ∪ G3) c , and card( G2) = O(n 5 ),
• G3 = {i 1 , j 1 , k 1 , i 2 , j 2 , k 2 : (i 1 , j 1 ) ∩ (i 2 , j 2 ) = ∅}, and card( G3) = O(n 6 ).
Following the same arguments as Step 1, as expectation over sums in group G3 is 0, we have M 3 (t, s) = O p (n −1 ) for any entry (t, s) in M 3 . This combined with (34) leads to
2 ) and 1 n 3 n i=1 n j,k=1 D i,j,x D i,k,y = o p (a n ). Thus
Step 3 is completed. Combining Steps 1, 2 and 3, this proposition is proved.
A.3 Proof of Corrolary 2
It follows from the proofs of Theorems 1 and 2 and Slutsky's Lemma.
A.4 Proof of Theorem 3
From Corrolary 2, the limiting distribution of nV 2 n (ˆ x ,ˆ y )/S 2 (ˆ x ,ˆ y ) is the same as that of nV 2 n ( x , y )/S 2 ( x , y ). Combining this with Theorem 6 in Székely et al. (2007) , the results follow.
