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Abstrak:
Metode new stepwise adalah suatu metode pemilihan variabel prediktor pada mo-
del regresi linear. Metode ini adalah suatu perluasan dari regresi komponen
utama, dan terdiri atas pemilihan variabel prediktor asli secara iterasi pada wak-
tu yang sama, himpunan bagian komponen utama dipilih secara berulang-ulang.
Metode ini juga memiliki sifat-sifat dasar dari metode stepwise. Dengan demikian,
kita akan mendapatkan gabungan yang terbaik dari metode pemilihan stepwise
dan metode pemilihan komponen utama. Model yang diperoleh dengan menggu-
nakan metode ini bercirikan PRESS yang bernilai rendah. Terapan dari metode
ini tidak hanya pada model linear saja, tetapi dapat dikembangkan ke generalized
linear models. Perbandingan dari kedua metode tersebut berdasarkan kriteria R2
dalam pemilihan variabel, diperoleh hasil nilai R2 yang hampir sama dari kedua
model tersebut pada kasus data limbah padat, sehingga dengan memerhatikan
banyaknya variabel prediktor yang masuk ke dalam model, maka dapat dikata-
kan bahwa metode New stepwise cenderung lebih baik dari pada Regresi kompo-
nen utama.
Abstract:
New stepwise method is a method of selecting predictor variables in a linear reg-
ression model. This method is an extension of the principal component regressi-
on, and consists of the selection of the original predictor variables iteratively at
the same time, a group of main subset component is selected repeatedly. This me-
thod has also the basic properties of the stepwise method. Thus we will get the
best combination of stepwise selection and principal component selection me-
thods. Model that is obtained by using this method characterizes a low-valued
PRESS. The application of this method is not only for linear model, but also can
be expanded to generalized linear models. The comparison of both methods are
based on the R2 criteria in the variable selection, obtained R2 value results which
are almost the same as those models in the case of solid waste of data, so having
payed fully attention to the number of predictor variables entered into the mo-
dels, it can be said that the new stepwise method tends to be better than the prin-
cipal component regression.
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PEMILIHAN variabel di dalam model regresi biasanya dilakukan jika terjadi amatan
yang dikumpulkan dalam jumlah yang besar, sementara kita mengharapkan model
yang terbaik dengan variabel prediktor yang sedikit. Pengurangan jumlah variabel
prediktor adalah hal yang lazim dilakukan ketika di antara variabel prediktor saling
berkorelasi.
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Ada beberapa metode pemilihan variabel yang dikenal dan banyak digunakan
orang. Metode tersebut dikelompokkan dalam dua kategori yaitu: (1) Exhaustive
search methods, hal ini didasarkan pada metode all possible subset of prediktors dengan
beberapa kriteria (yaitu R2, s2, Cp Mallow). (2) Systematic selection algorithms, seperti
pada metode forward, backward dan stepwise.1
Di samping metode tersebut di atas cukup baik dalam memilih himpunan bagi-
an variabel prediktor, juga mempunyai kekurangan. Pada Exhaustive search methods,
prosedurnya membutuhkan komputasi yang banyak dan biayanya besar, serta tidak
feasible dalam skala yang besar. Pada Systematic selection algorithms, sungguh pun
komputasinya lebih efisien, kadang-kadang gagal menentukan himpunan variabel
prediktor yang terbaik.
Regresi komponen utama dikenal sebagai suatu teknik yang baik dalam meng-
urangi variansi estimasi dalam analisis regresi, khususnya ketika ada multikolinear-
itas. Hanya saja kelemahannya adalah tidak ada kesesuaian pengurangan dalam jum-
lah variabel asli yang harus diukur.
New stepwise adalah menjadi solusi beberapa kelemahan dari beberapa metode
pemilihan variabel pada model regresi linear ganda. Metode baru ini menggunakan
regresi komponen utama  untuk memilih variabel prediktor. Metode ini juga  memili-
ki sifat-sifat dasar Stepwise dan hal ini didasarkan pada pengulangan kebalikan dari
komponen utama ke variabel asli, sehingga diperoleh hasil yang merupakan gabung-
an dari kebaikan metode pemilihan Stepwise dan metode pemilihan variabel kompo-
nen utama.
Berdasarkan uraian tersebut di atas, maka penelitian ini difokuskan pada masa-
lah sebagai berikut:
1. Bagaimana memilih variabel yang masuk dalam model regresi dengan mengguna-
kan New stepwise.
2. Bagaimana memilih variabel yang masuk dalam model regresi dengan mengguna-
kan regresi komponen utama.
3. Bagaimana perbandingan antara regresi komponen utama dengan metode New
stepwise dalam pemilihan variabel pada model regresi ganda berdasarkan kriteria
R2.
METODE PEMILIHAN VARIABEL PADA MODEL REGRESI
Pemilihan variabel terbaik di dalam membangun model, terkait dengan pemo-
delan regresi linear. Untuk mendapatkan model regresi yang terbaik, perlu memper-
hatikan kriteria pemilihan variabel. Selain itu, keberadaan kasus multikolinearitas sa-
ngat berpengaruh terhadap variabel yang terpilih ke dalam model.
Model Regresi Linear
Asumsi yang mendasar dalam prosedur kuadrat terkecil dikemukakan oleh
Myers2 sebagai berikut:
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a. X adalah variabel prediktor yang merupakan variabel tetap;
b. i ~ IIDN(0, 2 ).
Dalam model regresi linear ganda, variabel prediktornya lebih dari satu. Jika
variabel prediktornya berturut-turut adalah X1, X2, …, Xp, maka secara umum model-
nya dapat digambarkan sebagai berikut:
  pp XXXy ...22110 (1)
Dengan p variabel prediktor dan j parameter, j = 0,1, … ,p, yang disebut seba-
gai koefisien regresi.
Bila dilakukan pengamatan (Yi, xi1, xi2, …, xip), dimana i = 1,2, …, n, maka model
yang diperoleh adalah Yi = 0 + 1 xi1+ 2xi2+ … + pxip+ i .
Selanjutnya dapat ditulis dalam bentuk notasi matrik dan di
 ~
~~  XY (2)
Y~ adalah vektor nx1, X adalah matrik nx(p+1), ~ adalah vektor (p+1)x1 dan ~
adalah vektor nx1
Persamaan normalnya sebagai berikut:
YTT ~~ˆ XXX  (3)
Penaksir parameter ˆ~  sebagai berikut:
YTT ~~ˆ 1 XX)(X  (4)
Kriteria dalam Pemilihan Variabel
Ada beberapa kriteria dalam pemilihan variabel diantaranya adalah koefisien
determinasi, mean square error, Cp Mallow. Namun dalam penelitian ini yang akan di-
gunakan hanyalah koefisien determinasi.
Koefisien Determinasi









R  12 (5)
di mana R2 adalah koefisien determinasi, SSR adalah simbol jumlah kuadrat regresi,
SSE adalah jumlah kuadrat sisaan dan SYY adalah simbol dari jumlah kuadrat total.
Beberapa analis lebih menyukai penggunaan R2 adjusted. R2 adjusted tidak ter-
pengaruh oleh derajat bebas dari SSE maupun derajat bebas SYY. 4 Penambahan vari-
abel prediktor ke dalam model tidak selalu menyebabkan bertambahnya nilai R2
adjusted, sehingga model yang terbaik akan diperoleh dengan melihat kriteria R2
adjusted yang tertinggi. Selanjutnya dirumuskan sebagi berikut:








adjR = koefisien determinasi adjusted5
Metode Regresi Komponen Utama
Model regresi komponen utama dirumuskan oleh Montgomery and Peck6 seba-
gai berikut:
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~
~
~  Zby Z (7)
di mana Z adalah variabel prediktor hasil transformasi, zb~ adalah koefisien regresi
yang diperoleh dari penggunaan komponen utama, zb~ = UT ~ dengan mengingat
bahwa, =diag(1, 2,…,p) adalah matrik diagonal nilai eigen yang berasal dari mat-
rik korelasi XTX yang berukuran pxp dan U=[ pUUU ~,,~,~ 21  ] adalah matrik orthogonal
vektor eigen yang bersesuaian dengan nilai eigen 1,2,…,p.
Sebelum membentuk model regresi komponen utama, pertama-tama yang dila-
kukan adalah mentransformasi variabel prediktor asli ke komponen utama yakni Z =
[ pZZZ ~,~,~ 21  ]. Selanjutnya di rumuskan oleh Jackson7 sebagai berikut:
pxppxppxp UXZ  (8)
di mana UTU=Ip,ZTZ=dan X=ZUT adalah sifat-sifat dari komponen utama.8
Penaksir parameter dari regresi komponen utama digunakan rumusan oleh
Jackson9 sebagai berikut:
zbˆ
~ = [UT XT XU]-1UT XT y~ (9)
Metode New Stepwise
Metode ini adalah pengembangan dari regresi komponen utama sehingga digu-
nakan orthogonal komponen utama sebagai lawan dari non-orthogonal variabel asli.
Prosedur awal dari metode ini, pada dasarnya sama dengan prosedur yang dilakukan
pada Regresi komponen utama, yaitu melakukan transformasi variabel prediktor asli
ke komponen utama. Selanjutnya akan memeriksa komponen utama yang mempu-
nyai nilai eigen yang terkecil, dan tidak diikutkan dalam prosedur pemilihan kompo-
nen utama. Dalam pemilihan komponen utama akan digunakan metode pemilihan
variabel Stepwise.
Berangkat dari model regresi linear  ~~~  XY , di mana Y~ adalah vektor vari-
abel respon yang berukuran nx1, X=[ pXXX ~,,~,~ 21  ] adalah matrik variabel prediktor
yang berukuran nxp, ~  adalah vektor dari parameter yang akan ditaksir berukuran
px1, dan ~  adalah vektor sisaan yang acak berukuran nx1 yang tidak saling berkore-
lasi dengan E(i) = 0 dan Var(i) = 2.
Misalkan V=[ pVVV ~,,~,~ 21  ] adalah matrik pxp yang berisi vektor eigen yang te-
lah dinormalisir dari matrik korelasi XTX yang bersesuaian dengan nilai eigen 1, 2,
…,p. = diag(1, 2, …,p) adalah matrik diagonal dari nilai eigen.




~ = (WTW)-1WTY~ = -1WTY~ (10)
METODE PENELITIAN
Bahan dan Data
a. Bahan diperoleh dari Jurnal dan Referensi yang terkait dengan materi bahasan.
b. Data yang digunakan dalam penelitian ini adalah data Limbah Padat Pabrik Gula
Asembagus Situbondo.
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Pada penelitian ini variabel yang digunakan adalah:
Variabel respon: Y = Berat limbah padat/blotong (kuintal)
Variabel prediktor:
X1 = Berat Kapur tohor (kuintal)
X2 = Berat Sulfur (kg)
X3 = Berat Flokulan (kg)
X4 = Berat Tebu (kuintal)
X5 = Berat Fosfat (kg)
Metode Pemilihan Variabel Regresi Komponen Utama
Tahapan metode pemilihan variabel regresi komponen utama adalah:
a. Dapatkan komponen utama [ pZZZ ~,,~,~ 21  ] dari [ pXXX ~,,~,~ 21  ]
b. Menentukan matrik korelasi ZZ T ~~ .
c. Berdasarkan matrik korelasi, kita tentukan nilai eigen yakni 1, 2 …, r(r = p-1)
d. Dari setiap nilai eigen, kita menentukan vektor eigen yaitu .~,...,~,~ 21 r
e. Menentukan model jW~ = rr ZZZ ~~~~~~ 2211   
Metode Pemilihan Variabel New Stepwise
Tahapan metode pemilihan variabel new stepwise adalah sebagai berikut:
Pemilihan variabel pertama
a. Dapatkan komponen utama [ 1~W , ,,~2 W pW~  ] dari [ 1~X , ,,~2 X pX~ ]
b. Regresikan variabel respon y pada [ 1~W , ,,~2 W pW~ ] untuk mendapatkan model
 ~
~
~  Wy .
c. Ambil W(s) yang menjadi himpunan bagian dari [ 1~W , ,,~2 W pW~ ] yang berisi kom-
ponen utama yang mempunyai koefisien regresi jˆ  yang signifikan pada level .
d. Jika W(s) adalah himpunan kosong, maka proses pemilihan dihentikan dengan ke-
simpulan bahwa tidak ada variabel prediktor yang harus dimasukkan ke dalam
model. Sebaliknya ambil
jE
SS , j=1, …, p, simbol dari jumlah kuadrat sisaan ketika
jX




Perbandingan Metode New Stepwise dengan Metode Regresi Komponen Utama
Perbandingan kedua metode tersebut diatas dikelompokkan sebagai berikut:
Berdasarkan Teori
Langkah-langkahnya adalah sebagai berikut:
a. Menentukan penaksir parameter dari metode regresi komponen utama dan meto-
de New Stepwise.
b. Menentukan E( ˆ ) dan Var ( ˆ ) dari masing-masing metode regresi komponen
utama dan metode New Stepwise.
c. Membanding MSE( ˆ ) dari metode regresi komponen utama dan metode New
Stepwise.
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Berdasarkan Kasus
Langkah-langkahnya adalah sebagai berikut:
a. Menentukan nilai R2 dari masing-masing metode regresi komponen utama dan
metode New Stepwise, pada kasus data Limbah Padat Pabrik Gula Asembagus Si-
tubondo.
b. Membandingkan nilai R2 dari masing-masing metode regresi komponen utama
dan metode New Stepwise pada kasus data Limbah Padat Pabrik Gula Asembagus
Situbondo.
EFEKTIVITAS METODE NEW STEPWISE










































































dengan berdasar pada proses pemilihan variabel pada  Regresi komponen utama dan
metode New stepwise, maka dari kedua metode tersebut memperlihatkan bahwa nilai
eigen yang masuk ke dalam model adalah sama, maka:
 Z = XU
     = X [ pUUU ~,,~,~ 21  ]
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braV Z  , yang berarti bahwa variansi penaksir para-
meter dari Regresi komponen utama hampir sama dengan variansi penaksir para-
meter dari metode New stepwise.
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Perbandingan Regresi Komponen Utama dengan Metode New stepwise dalam
Pemilihan Variabel Berdasarkan Kriteria R2 pada Kasus Data Limbah Padat
Sebelum melakukan analisis terhadap kedua metode yang digunakan dalam pe-
nelitian, maka terlebih dahulu melakukan pemeriksaan asumsi yang mendasar dari
persamaan regresi. Adapun  data yang digunakan dalam penelitian ini, telah diguna-
kan oleh Mahmud, M.E. dan telah melakukan pengujian asumsi, karena model yang
diperoleh penulis berbeda dengan model yang dihasilkan oleh Mahmud, M.E., maka
penulis melakukan pengujian asumsi kembali sebagai mana berikut ini.
Asumsi dari model yang dihasilkan oleh Regresi komponen utama adalah seba-
gai berikut:
Asumsi Indentik
Berdasarkan plot sisaan terhadap Y taksiran pada grafik 1, menunjukkan tidak
ada pola tertentu atau pola yang menyerupai pita lurus yang mendatar.
Jika menggunakan Score test, S = SSreg/2,10 dengan memerhatikan lampiran 18,
hasil regresi ui (ui=ei2/2 , 2=ei2/n) pada seluruh variabel prediktor X, maka nilai
score test S = 7,833. Karena nilai score test S lebih kecil dari 070,112 )5;05.0( χ , maka



















R e s id u a ls V e r s u s t h e F it t e d V a lu e s
( r e sp o n se i s Y )










la g - 1
err
or
P lo t A n t a r a E r r o r D e n g a n L a g - 1
LENTERA PENDIDIKAN, VOL. 15 NO. 2 DESEMBER 2012: 161-174168
Berdasarkan hasil plot antara sisaan dengan lag-1 pada Grafik 2, menunjukkan
bahwa tidak ada pola atau kecenderungan sebaran antara sisaan dengan lag-1.
Berdasarkan Uji Durbin-Watson dengan hipotesis H0: s=0 dan H1: s  0,
diperoleh Statistik Durbin-Watson (d) sebesar 1,82 > dL=0,89 dan (4-d) > 1,73, sehing-
ga tidak cukup alasan untuk menolak H0. Oleh karena itu, dapat disimpulkan bahwa
tidak terjadi korelasi serial sisaan pada lag-1 atau dengan kata lain asumsi indepen-
den dapat terpenuhi.
Asumsi Kenormalan
Berdasarkan plot normal sisaan Grafik 3, menunjukkan pola plot sisaan berupa
garis lurus yang merupakan ciri bila sebaran data berdistribusi normal. Adapun hipo-
tesis dari Anderson-Darling Normality Test adalah:
H0: Data sisaan berdistribusi normal
H1: Data sisaan tidak berdistribusi normal
Pada plot tersebut, juga ditunjukkan bahwa p-value sebesar 0,897 dari Ander-
son-Darling Normality Test yang cukup besar, menjadi alasan untuk tidak menolak
H0, sehingga dapat disimpulkan bahwa data sisaan berdistribusi normal.
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Berdasarkan plot sisaan terhadap Y taksiran pada grafik 4, menunjukkan tidak
ada pola tertentu atau pola yang menyerupai pita lurus yang mendatar.
Jika menggunakan Score test S, maka nilai score test S = 4,280. Karena nilai
score test S lebih kecil dari 81,72 )3;05.0( χ , maka dapat disimpulkan bahwa variansi si-
saan ini konstan.
Asumsi Independen
Berdasarkan hasil plot antara sisaan dengan lag-1 pada grafik 5, menunjukkan
bahwa tidak ada pola atau kecenderungan sebaran antara sisaan dengan lag-1.
Berdasarkan Uji Durbin-Watson dengan hipotesis H0: s=0 dan H1: s  0, diper-
oleh Statistik Durbin-Watson (d) sebesar 1,45 > dL=1,12 dan (4-d) > 1,54, sehingga ti-
dak cukup alasan untuk menolak H0. Hal ini dapat disimpulkan, bahwa tidak terjadi
korelasi serial sisaan pada lag-1 atau dengan kata lain asumsi independen dapat ter-
penuhi.
Asumsi Kenormalan
Berdasarkan plot normal sisaan grafik 6, menunjukkan pola plot sisaan berupa
garis lurus yang merupakan ciri bila sebaran data berdistribusi normal. Adapun hipo-
tesis dari Anderson-Darling Normality Test adalah
H0: Data sisaan berdistribusi normal
H1: Data sisaan tidak berdistribusi normal
Grafik 5
Grafik 6
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Pada plot tersebut, juga ditunjukkan bahwa p-value sebesar 0,094 dari Ander-
son-Darling Normality Test, masih lebih besar dari taraf  = 0.05, sehingga menjadi
alasan untuk tidak menolak H0. Oleh karena itu, dapat disimpulkan bahwa data
sisaan berdistribusi normal.
Multikolinearitas
Setelah asumsi yang digunakan dalam regresi linear terpenuhi, maka langkah
selanjutnya adalah memeriksa apakah ada korelasi yang kuat diantara variabel pre-
diktor. Jika ada korelasi yang kuat di antara variabel prediktor akan muncul masalah
multikolinearitas.
Tabel 1: Matrik korelasi Dari Data Limbah Padat
X1            X2           X3           X4          X5
X1     1.00000
X2 0.57060   1.00000
X3 0.58863   0.27063   1.00000
X4 0.89999   0.63858   0.54832   1.00000
X5 0.59413   0.69166   0.34460   0.55650   1.00000
Merujuk kepada tabel 1 di atas, bahwa korelasi antara X1 dengan X4 cukup kuat
yakni sebesar 0,8999, sedang yang berkorelasi lemah, antara X3 dengan X5 sebesar
0,345, korelasi X2 dan X3 sebesar 0,271, sedang korelasi antara variabel prediktor lain-
nya lebih besar dari 0,5. Hal ini memberikan indikasi bahwa data yang digunakan da-
pat menyebabkan munculnya masalah multikolinearitas.
Untuk mengatasi hal tersebut, dilakukan transformasi data dengan mengguna-
kan analisis kompononen utama, sehingga diperoleh variabel prediktor yang tidak
saling berkorelasi, sebagaimana yang ditunjukkan pada tabel 1.
Regresi Komponen Utama
Jika pemilihan komponen utama didasarkan pada nilai eigen yang kurang dari
0,01,11 maka model yang dihasilkan oleh Regresi komponen utama adalah:
Y = 714- 46.9 Z1 + 22.0 Z2 + 53.1 Z3 + 8.59 Z4 - 8.9 Z5.
Tabel 2: Hasil Uji Koefisien Komponen Utama Regresi Secara Parsial
Predictor       Coef         StDev          T            P
Constant      713.800       3.682      193.88      0.000
z1 -46.880       2.055 -22.82      0.000
z2                    21.980       4.069          5.40      0.000
z3                    53.078       5.594          9.49      0.000
z4                      8.591       6.876 1.25 0.224
z5 -8.91       12.72 -0.70 0.490
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Berdasarkan model tersebut di atas dengan merujuk pada tabel 2, diperoleh ha-
sil bahwa koefisien dari komponen utama Z4 dan Z5 tidak signifikan berdasarkan  p-
value dari kedua komponen utama tersebut yaitu masing-masing 0,224 dan 0,490.
Oleh karena itu, mungkin ada model yang lebih baik dapat diperoleh dari model ter-
sebut di atas.
Dengan berdasar pada jurnal yang ditulis oleh Mansfield, E.R. at. al. (1977), bah-
wa metode pengurangan jumlah variabel di dalam analisis regresi komponen utama
dapat menggunakan backward elimination prosedure.12 Hal tersebut didasarkan pada
pertambahan jumlah kuadrat erornya yang kecil bila menggunakan prosedur tersebut
di atas, dan didahului dengan menghapus komponen utama yang mempunyai nilai
eigen yang terkecil.
Tabel 3: Hasil Backward Elimination Pada Tabel Anova
ANOVA d
261009.4 5 52201.889 128.374 .000 a
9759.353 24 406.640
270768.8 29
260809.7 4 65202.435 163.676 .000 b
9959.061 25 398.362
270768.8 29




















Predictors: (Constant), Z5, Z1, Z2, Z4, Z3a.
Predictors: (Constant), Z1, Z2, Z4, Z3b.
Predictors: (Constant), Z1, Z2, Z3c.
Dependent Variable: Yd.
Dari hasil prosedur backward elimination, pada table 3, maka model yang akan
digunakan dalam regresi komponen utama adalah model-3 dengan nilai F terbesar
yaitu 212,845, sebagaimana berikut ini:
Y = 714 - 46.9 Z1 + 22.0 Z2 + 53.1 Z3
Untuk memberikan interpretasi pada model, maka model tersebut di atas kom-
ponen utamanya harus dikembalikan ke variabel asli. Sebagaimana model diperoleh
sebagai berikut:
Y = 53.052 + 0.081415 X1+0.090587 X2+1.7337 X3+0.018712 X4-7.0272 X5
Dari model tersebut di atas, menunjukkan tidak ada variabel prediktor yang di-
keluarkan dari model, yang berarti tidak ada informasi yang hilang.
Model tersebut mampu menjelaskan 0,962849 keragaman yang ada di dalam
data, yang dinyatakan oleh besarnya nilai R2. Dengan memerhatikan basarnya R2adj
adalah 0,955110, yang berarti keragaman yang mampu dijelaskan oleh model sebesar
95,5%. Adapun nilai MSE yang diperoleh dari model sebesar 419,134, artinya semakin
kecil nilai dari MSE, maka taksiran yang dihasilkan oleh model akan semakin men-
dekati nilai parameter.
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Metode New stepwise
Berdasarkan prosedur pemilihan variabel dengan menggunakan metode New
stepwise, diperoleh model sebagai berikut:
Y = 110 + 0.0657 X1 – 0.0836 X2 + 0.0221 X4
Tabel 4 : Hasil Uji Parameter Regresi Secara Parsial
Predictor               Coef                StDev          T             P
Constant                110.16               28.80       3.82        0.001
x1                         0.06567          0.01535        4.28 0.000
x2 -0.08364           0.06037 -1.39 0.178
x4                        0.022068        0.003405        6.48 0.000
S = 21.22       R-Sq = 95.7%     R-Sq(adj) = 95.2%
Berdasarkan tabel 4, keragaman yang mampu dijelaskan oleh model dengan 3
variabel prediktor yang ditunjukkan oleh R2 sebesar 95,7 %, sedangkan nilai R2adj
sebesar 95,2 %. Hal ini menunjukkan bahwa model tersebut cukup baik digunakan
untuk data limbah padat. Adapun nilai MSE yang dihasilkan dari model tersebut di
atas sebesar 450.
Dari analisis kedua metode tersebut di atas diperoleh hasil bahwa keragaman
yang dapat dijelaskan oleh model yang dihasilkan dari Regresi komponen utama,
yang dinyatakan dengan nilai  R2 sebesar 96,3%, hampir sama dengan keragamaan
yang dapat dijelaskan oleh model yang dihasilkan dengan  metode New stepwise yang
dinyatakan dengan nilai R2 sebesar 95,7%.
Demikian pula, jika dilihat dari keragaman yang ditunjukkan oleh model yang
diperoleh dari Regresi komponen utama, dengan berdasar pada nilai R2adj sebesar
95,5%, juga hampir sama dengan keragaman yang ditunjukkan oleh model yang di-
peroleh dari metode New stepwise dengan nilai R2adj sebesar 95,2%. Jika memerhatikan
nilai MSE dari Regresi komponen utama sebesar 419,134, perbedaannya tidak terlalu
besar, jika dibandingkan dengan MSE yang diperoleh dari metode New stepwise se-
besar 450.
Berdasarkan analisis di atas, dapat disimpulkan bahwa Regresi komponen uta-
ma tidak lebih baik dalam memilih variabel yang masuk ke dalam model,  dibanding-
kan dengan menggunakan metode New stepwise pada kasus data limbah padat pabrik
tebu yang digunakan dalam penelitian ini.
SIMPULAN DAN IMPLIKASI PENELITIAN
Simpulan
Berdasarkan analisis dan pembahasan dengan memerhatikan tujuan penelitian,
maka dapat disimpulkan:
a. Perbadingan MSE( Zbˆ~ ) dari Regresi komponen utama dengan MSE( δˆ~ ) darimetode New stepwise diperoleh hasil, bahwa untuk n yang besar,
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1)~ˆ(/)~ˆ(  raVbraV Z , yang berarti bahwa variansi  penaksir dari penaksir para-
meter Regresi komponen utama hampir sama dengan variansi penaksir dari pe-
naksir parameter New stepwise.
b. Dengan menggunakan Regresi komponen utama, semua variabel prediktor masuk
dalam model, sebagaimana berikut ini: Y = 53.052 + 0.081415 X1+0.090587 X2+
1.7337 X3+0.018712 X4-7.0272 X5
Sedangkan besarnya keragaman yang dapat dijelaskan oleh model tersebut di
atas, yang dinyatakan dengan nilai R2 sebesar 96,3% dan nilai R2ajd sebesar 95,5%.
Sedangkan MSE yang dihasilkan model adalah sebesar 419,134.
Bila menggunakan metode New stepwise, maka variabel yang terpilih masuk
model adalah X1(berat kapur tohor), X2 (berat sulfur) dan X4 (berat tebu) yang di-
nyatakan sebagai berikut: Y = 110 + 0.0657 X1 – 0.0836 X2 + 0.0221 X4
Adapun keragaman yang dapat dijelaskan oleh model tersebut di atas, ditun-
jukkan oleh nilai R2 sebesar 95,7% dan nilai R2ajd sebesar 95,2%. Sedangkan MSE  yang
diperoleh dari model tersebut sebesar 450.
Berdasarkan nilai R2 yang hampir sama dari model yang dihasilkan oleh kedua
metode yang dibandingkan dalam penelitian ini, menunjukkan bahwa metode New
stepwise cenderung lebih baik daripada Regresi komponen utama dalam memilih va-
riabel dengan memerhatikan banyaknya variabel prediktor yang masuk ke dalam
model.
Implikasi Penelitian
Dari hasil penelitian ini, diharapkan:
a. Data yang digunakan sebaiknya data yang memiliki variabel prediktor yang lebih
banyak, sehingga kemungkinan terjadinya korelasi yang tinggi di antara variabel
prediktor akan lebih besar. Pada kondisi tersebut, diharapkan metode New stepwise
akan lebih nampak manfaatnya.
b. Sungguhpun pada kasus data limbah padat ini, nilai R2 dan R2adj untuk metode
New stepwise tidak lebih besar dari nilai R2 dan R2adj untuk metode Regresi kompo-
nen utama, namun model yang dihasilkan metode New stepwise memuat variabel
prediktor lebih sedikit daripada model yang dihasilkan oleh Regresi komponen
utama, sehingga dapat menjadi metode alternatif dalam membangun model, khu-
susnya data yang mengandung variabel prediktor yang banyak, amatan yang lebih
besar dan berkorelasi tinggi.
c. Prosedur pemilihan variabel dengan metode New stepwise, sebaiknya dibuat dalam
bentuk susunan program komputer (makro), sehingga kemungkinan terjadinya
kesalahan prosedur dapat diminimalkan.
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