With ideal spatial adaptation, an oracle furnishes information about how best to adapt a spatially variable estimator, whether piecewise constant, piecewise polynomial, variable knot spline, or variable bandwidth kernel, to the unknown function. Estimation with the aid of an oracle o ers dramatic advantages over traditional linear estimation by nonadaptive k ernels however, it is a priori unclear whether such performance can be obtained by a procedure relying on the data alone. We describe a new principle for spatially-adaptive estimation: selective wavelet reconstruction. W e s h o w t h a t v ariableknot spline ts and piecewise-polynomial ts, when equipped with an oracle to select the knots, are not dramatically more powerful than selective w avelet reconstruction with an oracle. We d e v elop a practical spatially adaptive method, RiskShrink, which w orks by shrinkage of empirical wavelet coe cients. RiskShrink mimics the performance of an oracle for selective w avelet reconstruction as well as it is possible to do so. A new inequality i n m ultivariate normal decision theory which w e c a l l t h e oracle inequality shows that attained performance di ers from ideal performance by at most a factor 2 l o g n, where n is the sample size. Moreover no estimator can give a better guarantee than this. Within the class of spatially adaptive procedures, RiskShrink is essentially optimal. Relying only on the data, it comes within a factor log 2 n of the performance of piecewise polynomial and variable-knot spline methods equipped with an oracle. In contrast, it is unknown how or if piecewise polynomial methods could be made to function this well when denied access to an oracle and forced to rely on data alone.
Introduction
Suppose we are given data y i = f(t i ) + e i i = 1 : : : n (1) t i = i=n, where e i are independently distributed as N( 0 2 ), and f( ) is an unknown function which w e w ould like t o r e c o ver. We measure performance of an estimatef( ) i n terms of quadratic loss at the sample points. In detail, let f = ( f(t i )) n i=1 andf = ( f(t i )) n i=1 denote the vectors of true and estimated sample values, respectively. L e t kvk 2 2 n = P n i=1 v 2 i denote the usual squared`2 n norm we measure performance by the risk R(f f) = n ;1 Ekf ; fk which w e w ould like t o m a k e as small as possible. Although the notation f suggests a function of a real variable t, in this paper we w ork only with the equally spaced sample points t i :
Spatially Adaptive Methods
We are particularly interested in a variety of spatially adaptive methods which h a ve been proposed in the statistical literature, such a s CART (Breiman, Friedman, Olshen and Stone, 1983) , Turbo (Friedman and Silverman, 1989) , MARS (Friedman, 1991) , and variablebandwidth kernel methods (M uller and Stadtmuller, 1987) . Such methods have presumably been introduced because they were expected to do a better job in recovery of the functions actually occurring with real data than do traditional methods based on a xed spatial scale, such a s F ourier series methods, xed-bandwidth kernel methods, and linear spline smoothers. Informal conversations with Leo Breiman and Jerome Friedman have con rmed this assumption.
We n o w describe a simple framework which encompasses the most important spatially adaptive methods, and allows us to develop our main theme e ciently. W e consider estimatesf de ned asf ( ) = T(y d(y))( ) (2) where T(y ) i s a reconstruction formula with \spatial smoothing" parameter , a n d d(y) Ave(y i : t i 2 I`)1 I`( t) piecewise constant reconstruction using the mean of the data within each piece to estimate the pieces. 
More re ned versions of this formula would adjust K for boundary e ects near t = 0 a n d t = 1 . As D > 2, K( ) cannot be nonnegative.
These reconstruction techniques, when equipped with appropriate selectors of the spatial smoothing parameter , duplicate essential features of certain well-known methods.
1] The piecewise constant reconstruction formula T P C , equipped with choice of partition by recursive partitioning and cross-validatory choice of \pruning constant" as described by Breiman, Friedman, Olshen and Stone (1983) results in the method CART applied to 1-dimensional data.
2] The spline reconstruction formula T spl D , equipped with a backwards deletion scheme models the methods of Friedman and Silverman (1989) and Friedman (1991) applied to 1-dimensional data.
3] The kernel method T K 2 equipped with the variable bandwidth selector described in Brockmann, Gasser and Herrmann (1992) results in the \Heidelberg" variable bandwidth smoothing method. Compare also Terrell and Scott (1992) .
These schemes are computationally feasible and intuitively appealing. However, very little is known about the theoretical performance of these adaptive s c hemes, at the level of uniformity i n f and N that we w ould like.
Ideal Adaptation with Oracles
To a void messy questions, we abandon the study of speci c -selectors and instead study ideal adaptation.
For us, ideal adaptation is the performance which c a n b e a c hieved from smoothing with the aid of an oracle. Such an oracle will not tell us f, but will tell us, for our method T(y ), the \best" choice of for the true underlying f. The oracle's response is conceptually a selection (f) which satis es R(T(y (f)) f ) = R n (T f) where R n denotes the ideal risk R n (T f) = inf R(T(y ) f ):
As R measures performance with a selection (f) based on full knowledge of f rather than a data-dependent selection d(y), it represents an ideal we cannot expect to attain.
Nevertheless it is the target we shall consider. Ideal adaptation o ers, in principle, considerable advantages over traditional nonadaptive linear smoothers. Consider the case of a function f which is a piecewise polynomial of degree D, with a nite number of pieces I 1 : : : I L , s a y:
Assume that f has discontinuities at some of the break-points 2 : : : L .
The risk of ideally adaptive piecewise polynomial ts is essentially 2 L(D+1)=n. Indeed, an oracle could supply the information that one should use I 1 : : : I L rather than some other partition. Traditional least-squares theory says that, for data from the traditional linear model Y = X + E, with noise E i independently distributed as N( 0 2 ), the traditional least-squares estimator^ satis es EkX ; X^ k 2 2 = ( n umber of parameters in )(variance of noise) Applying this to our setting, tting a function of the form (4) requires tting (# pieces)(degree+ 1) parameters, so for the risk R(f f) = n ;1 Ekf ;fk 2 2 n we g e t L(D+1 ) 2 =n as advertised.
On the other hand, the risk of a spatially-non-adaptive procedure is far worse. Consider kernel smoothing. Because f has discontinuities, no kernel smoother with xed nonspatially varying bandwidth attains a risk R(f f) tending to zero faster than Cn ;1=2 , C = C(f kernel). The same result holds for estimates in orthogonal series of polynomials or sinusoids, for smoothing splines with knots at the sample points and for least squares smoothing splines with knots equispaced.
Most strikingly, e v en for piecewise polynomial ts with equal-width pieces, we h a ve that R(f f) is of size n ;1=2 unless the breakpoints of f form a subset of the breakpoints of f. But this can happen only for very special n, s o i n a n y e v ent lim sup
In short, oracles o er an improvement|ideally|from risk of order n ;1=2 to order n ;1 . N o better performance than this can be expected, since n ;1 is the usual \parametric rate" for estimating nite-dimensional parameters. Can we approach this ideal performance with estimators using the data alone?
Selective W avelet Reconstruction as a Spatially Adaptive Method
A new principle for spatially adaptive estimation can be based on recently developed \wavelets" ideas. Introductions, historical accounts and references to much recent w ork may be found in the books by D a u b e c hies (1992), Meyer (1990) , Chui (1992) and Frazier, Jawerth and Weiss (1991). Orthonormal bases of compactly supported wavelets provide a powerful complement to traditional Fourier methods: they permit an analysis of a signal or image into localised oscillating components. In a statistical regression context, this spatially varying decomposition can be used to build algorithms that adapt their e ective \window width" to the amount of local oscillation in the data. Since the decomposition is in terms of an orthogonal basis, analytic study in closed form is possible. For the purposes of this paper, we discuss a nite, discrete, wavelet transform. This transform, along with a careful treatment of boundary correction, has been described by Cohen, Daubechies, Jawerth, and Vial (1993) , with related work in Meyer (1991) and Malgouyres (1991) . To focus attention on our main themes, we employ a simpler periodised version of the nite discrete wavelet transform in the main exposition. This version yields an exactly orthogonal transformation between data and wavelet coe cient domains. Brief comments on the minor changes needed for the boundary corrected version are made in Section 4.6.
Suppose we h a ve data y = ( y i ) n i=1 , w i t h n = 2 J+1 . F or various combinations of parameters M (number of vanishing moments), S (support width), and j 0 (Low-resolution cuto ), one may construct an n-by-n orthogonal matrix W|the nite wavelet transform matrix. Actually there are many such matrices, depending on special lters: in addition to the original Daubechies wavelets there are the Coi ets and Symmlets of Daubechies (1993) .
For the gures in this paper we use the Symmlet with parameter N = 8. This has M = 7 vanishing moments and support length S = 1 5 .
This matrix yields a vector w of the wavelet coe cients of y via| w = Wy and because the matrix is orthogonal we h a ve the inversion formula y = W T w.
The vector w has n = 2 J+1 elements. It is convenient t o i n d e x d y adically n;1 = 2 J+1 ;1 of the elements following the scheme w j k : j = 0 : : : J k = 0 : : : 2 j ; 1 and the remaining element w e l a b e l w ;1 0 . T o i n terpret these coe cients let W jk denote the (j k)-th row o f W. The W jk (i) 2 j=2 (2 j t ; k) t = i=n where is a xed \wavelet" in the sense of the usual wavelet transform on IR (Meyer, 1990 ), Daubechies (1988) . This approximation improves with increasing n and increasing j 1 
This provides reconstructions by selecting only a subset of the empirical wavelet coe cients. Our motivation in proposing this principle is twofold. First, for a spatially inhomogeneous function, \most of the action" is concentrated in a small subset of (j k)-space.
Second, under the noise model underlying (1), noise contaminates all wavelet coe cients equally. Indeed, the noise vector e = ( e i ) is assumed to be a white noise so its orthogonal transform z = We is also a white noise. Consequently, the empirical wavelet coe cient w j k = j k + z j k 6 where = Wf is the wavelet transform of the noiseless data f = ( f(t i )) n;1 i=0 .
Every empirical wavelet coe cient therefore c ontributes noise of variance 2 , but only a very few wavelet coe cients contribute signal. This is the heuristic of our method.
Ideal spatial adaptation can be de ned for selective w avelet reconstruction in the obvious way. F or the risk measure (1) the ideal risk is R n (SW f ) = i n f R n (T SW (y ) f ) with optimal spatial parameter (f) a list of (j k) indices attaining R n (T SW (y (f)) f ) = R n (SW f ):
Figures 3-6 depict the results of ideal wavelet adaptation for the 4 functions displayed in Figure 2 . Figure 3 shows noisy versions of the four functions of interest the signalto-noise ratio ksignalk 2 n =knoisek 2 n is 7. Figure 4 shows the noisy data in the wavelet domain. Figure 5 shows the reconstruction by selective w avelet reconstruction using an oracle Figure 6 shows the situation in the wavelet domain. Because the oracle helps us to select the important w avelet coe cients, the reconstructions are of high quality.
The theoretical bene ts of ideal wavelet selection can again be seen in the case (4) (6) with certain constants C 1 , C 2 , depending linearly on S, but not on f. Hence
for every piecewise polynomial of degree D M. This is nearly as good as the bound 2 L(D + 1 ) n ;1 of ideal piecewise polynomial adaptation, and considerably better than the rate n ;1=2 of usual nonadaptive linear methods.
Near-Ideal Spatial Adaptation by W avelets
Of course, calculations of ideal risk which p o i n t to the bene t of ideal spatial adaptation prompt the question: How nearly can one approach ideal performance when no oracle is available and we m ust rely on data only, and no side information about f?
The bene t of the wavelet framework is that we can answer such questions precisely. I n Section 2 of this paper we develop new inequalities in multivariate decision theory which furnish an estimatef which, when presented with data y and knowledge of the noise level 2 , obeys R n (f f ) (2 log n + 1 ) fR n (SW f ) + 2 n g (8) for every f, e v ery n = 2 J+1 , and every .
Thus, in complete generality, it is possible to come within a 2 log n factor of the performance of ideal wavelet adaptation. In small samples n, the factor (2 log n + 1) can be replaced by a constant which i s m uch smaller: e.g., 5 will do if n 256 10 will do if n 16384. On the other hand, no radically better performance is possible: to get an inequality v alid for all f, a l l , and all n, w e cannot even change the constant 2 to 2 ;
and still have (8) hold, neither byf nor by a n y other measurable estimator sequence.
To illustrate the implications, Figures 7 and 8 show the situation for the four basic examples, with an estimatorf n which has been implemented on the computer, as described in section 2.3 below. The result, while slightly noisier than the ideal estimate, is still of good quality { and requires no oracle.
The theoretical properties are also interesting. Our method has the property that for every piecewise polynomial (4) of degree D M with L pieces, R n (f f ) (C 1 + C 2 log n)(2 log n + 1 ) L 2 =n where C 1 and C 2 are as in (6) this result is merely a combination of (7) and (8) . Hence in this special case we h a ve an actual estimator coming within C log 2 n of ideal piecewise polynomial ts.
Universality o f W avelets as a Spatially Adaptive Procedure
This last calculation is not essentially limited to piecewise polynomials something like i t holds for all f. I n s e c t i o n 3 w e show that, for constants C i not depending on f, n, o r , R n (SW f ) (C 1 + C 2 J)R n (P P(D) f ) for every f, e v ery n = 2 J+1 and every > 0.
We i n terpret this result as saying that selective wavelet reconstruction is essentially as powerful as variable-partition piecewise constant ts, variable-knot least-squares splines, or piecewise polynomial ts. Suppose that the function f is such that, furnished with an oracle, piecewise polynomials, piecewise constant s , o r v ariable-knot splines would improve the rate of convergence over traditional xed-bandwidth kernel methods, say from rate of convergence n ;r 1 (with xed-bandwidth) to n ;r 2 , r 2 > r 1 . Then, furnished with an oracle, selective w avelet adaptation o ers an improvement t o l o g 2 nn ;r 2 this is essentially the same bene t at the level of rates.
We know of no proof that existing procedures for tting piecewise polynomials and variable-knot splines, such as those current in the statistical literature, can attain anything like the performance of ideal methods.
In contrast, for selective w avelet reconstruction, it is easy to o er performance comparable to that with an oracle, using the estimatorf . And wavelet selection with an oracle o ers the advantages of other spatially-variable methods.
The main assertion of this paper is therefore that, from this (theoretical) perspective, it is cleaner and more elegant to abandon the ideal of tting piecewise polynomials with optimal partitions, and turn instead to RiskShrink, about which w e h a ve theoretical results, and an order O(n) algorithm.
Contents
Section 2 discusses the problem of mimicking ideal wavelet selection Section 3 shows why wavelet selection o ers the same advantages as piecewise polynomial ts Section 4 discusses variations and relations to other work. Section 5 contains certain proofs. Related manuscripts by the authors, currently under publication review and available as LaTeX les by anonymous ftp from playfair.stanford.edu, are cited in the text by lename.tex].
Decision Theory and Spatial Adaptation
In this section we solve a new problem in multivariate normal decision theory and apply it to function estimation.
Oracles for Diagonal Linear Projection
Consider the following problem from multivariate normal decision theory. We are given observations w = ( w i ) n i=1 according to w i = i + z i i = 1 : : : n (9) where z i are independent and identically distributed as N(0 1), > 0 is the (known) noise level, and = ( i ) is the object of interest. We wish to estimate with`2-loss and so de ne the risk measure R(^ ) = Ek^ ; k 2 2 n :
(10) We consider a family of diagonal linear projections:
Such estimators \keep" or \kill" each coordinate. Suppose we h a d a vailable an oracle which w ould supply for us the coe cients DP ( ) optimal for use in the diagonal projection scheme. These ideal coe cients are i = 1 fj i j> g meaning that ideal diagonal projection consists in estimating only those i larger than the noise level. Supplied with such coe cients, we w ould attain the ideal risk
with T ( ) = min ( 2 2 ).
In general the ideal risk R (DP ) cannot be attained for all by a n y estimator, linear or nonlinear. However surprisingly simple estimates do come remarkably close.
Motivated by the idea that only very few wavelet coe cients contribute signal, we consider threshold rules, that retain only observed data that exceeds a multiple of the noise level. De ne`hard' and`soft' threshold non-linearities by H (w ) = wIfjwj > g (11) S (w ) = sgn(w)(jwj ; ) + : (12) The hard threshold rule is reminiscent of subset selection rules used in model selection and we return to it later. For now, we focus on soft thresholding. )g for all 2 IR n : (13) In \Oracular" notation, we h a ve R(^ ) (2 log n + 1 ) ( 2 + R (DP )):
2 IR n Now 2 denotes the mean-squared loss for estimating one parameter unbiasedly, so the inequality s a ys that we can mimick the performance of an oracle plus one extra parameter to within a factor of essentially 2 log n.
A short proof appears in the Appendix. However it is natural and more revealing to look for`optimal' thresholds n which yield the smallest possible constant n in place of 2 log n+1 among soft threshold estimators. We give the result here and outline the approach in Section 2.4. )g for all 2 IR n : (15) The coe cient n , d e n e d at (19) , satis es n 2 l o g n + 1 , and the threshold n (2 log n) 1=2 . Asymptotically n 2 l o g n n (2 log n) 1=2 n ! 1 : Table 1 shows that this constant n is much smaller than 2 log n + 1 when n is on the order of a few hundred. For n = 2 5 6 , w e get n 4:44. For large n, h o wever, the 2 l o g n upper bound is sharp. This holds even if we extend from soft co-ordinatewise thresholds to allow completely arbitrary estimator sequences into contention. 2 log n as n ! 1 : (16) Hence an inequality of the form (13) or (15) cannot be valid for any estimator sequence with (2 ; + o(1)) log n in place of n . In this sense, an oracle for diagonal projection cannot be mimicked essentially more faithfully than by^ . The use of soft thresholding rules (12) was suggested to us in prior work on multivariate normal decision theory by B i c kel (1983) and ourselves mrlp.tex]. However it is worth mentioning that a more traditional hard threshold estimator (11) exhibits the same asymptotic performance.
Theorem 4 With (`n) a t h r esholding sequence su ciently close to (2 log n) 1=2 , t h e h a r d threshold estimator^ + i = w i 1 fjw i j>`n g satis es, for an L n 2 l o g n, the inequality
Here, su ciently close to (2 log n) 1=2 means (1 ; ) loglog n `2 n ; 2 log n o(log n) for some > 0.
Adaptive W avelet Shrinkage
We n o w apply the preceding results to function estimation. Let n = 2 J+1 , and let W denote the wavelet transform mentioned in section 1.3. W is an orthogonal transformation of IR n into IR n . In particular, if f = ( f i ) andf = ( f i ) are two n-vectors and ( j k ) and (^ j k ) their W transforms, we h a ve the Parseval relation kf ;fk 2 n = k ;^ k 2 n (17)
Now let (y i ) b e d a t a a s i n m o d e l ( 1 ) a n d l e t w = Wy be the discrete wavelet transform.
Then with = w j k = j k + z j k j = 0 : : : J k = 0 : : : 2 j ; 1: As in the introduction, we de ne selective w avelet reconstruction via T SW (y ), c.f. (5), and observe that T SW = W T T DP W (18) in the sense that (5) is realized by w avelet transform, followed by diagonal linear projection or shrinkage, followed by i n verse wavelet transform. Because of the Parseval relation (17), we h a ve EkT SW (y ) ; fk Corollary 1 For all f and all n = 2 J+1 , R(f f ) n f 2 n + R n (SW f )g: Moreover, no estimator can satisfy a better inequality than this for all f and all n, i n t h e sense that for no measurable estimator can such an inequality hold, for all n and f, with n replaced b y (2 ; + o(1)) log n. T h e s a m e t y p e of inequality holds for an estimator f + = W T ^ + W derived f r om hard thresholding, with L n in place o f n .
Hence, we h a ve a c hieved, by v ery simple means, essentially the best spatial adaptation possible via wavelets.
Implementation
We h a ve developed a computer software package which runs in the numerical computing environment Matlab. In addition, an implementation by G . P . Nason in the S language is available by anonymous ftp from Statlib at lib.stat.cmu.edu other implementations are also in development. They implement the following modi cation off .
De nition 1 Let~ denote the estimator in the wavelet domain obtained b ỹ
RiskShrink is the estimatorf n W T ~ W
The name RiskShrink for the estimator emphasises that shrinkage of wavelet coe cients is performed by soft thresholding, and that a mean squared error , or \risk" approach h a s been taken to specify the threshold. Alternative c hoices of threshold lead to the estimators VisuShrink introduced in Section 4.2 below, and SureShrink discussed in our report ausws.tex].
The rationale behind this rule is as follows. The wavelets W j k at levels j < j 0 do not have v anishing means, and so the corresponding coe cients j k should not generally cluster around zero. Hence, those coe cients (a xed number, independent o f n) should not be shrunken towards zero. Let g SW denote the selective w avelet reconstruction where the levels below j 0 are never shrunk. We h a ve, evidently, the risk bound
and of course R n ( g SW f) 2 j 0 2 =n + R n (SW f ), so RiskShrink is never dramatically worse thanf i t i s t ypically much better on functions having non-zero average values. Figure 7 shows the reconstructions of the four test functions Figure 8 shows the situation in the wavelet domains. Evidently the methods do a good job of adapting to the spatial variability of functions.
The reader will note that occasionally these reconstructions exhibit ne scale noise artifacts. This is to some extent inevitable: no hypothesis of smoothness of the underlying function is being made. 
n the largest attaining n above:
The key inequality (13) follows immediately: rst assume = 1 . S e t i = S (w i n ).
Ek^ ; k We remark that ( 1) is strictly increasing in and ( 0) is strictly decreasing in , so that at the solution of (21) 
To complete this outline, we note that the balance condition (22) 1 + n ;1 2 log n n ! 1 : 13 
Piecewise Polynomials are not more powerful than Wavelets
We n o w show that wavelet selection using an oracle can closely mimick piecewise polynomial tting using an oracle.
Theorem 5 Let D M and n = 2 J+1 . With constants C i depending on the wavelet transform alone, R n (SW f ) (C 1 + C 2 J)R n (P P(D) f )
for all f, for all > 0.
Hence for every function, wavelets supplied with an oracle have an ideal risk that di ers by at most a logarithmic factor from the ideal risk of the piecewise polynomial estimate.
Since variable-knot splines of order D are piecewise polynomials of order D, w e also have R n (SW f ) (C 1 + C 2 J)R n (Spl(D) f ):
(25) Note that the constants are not necessarily the same at each appearance : see the proof below. Since piecewise-constant ts are piecewise polynomials of degree D = 0 , w e also have R n (SW f ) (C 1 + C 2 J)R n (P C f ): Hence, if one is willing to neglect factors of log n then selective w avelet reconstruction, with an oracle, is as good as these other methods, with their oracles.
We note that one should not expect to get better than a log n worst-case ratio, essentially for the reasons given in section 1.2. If f is a piecewise polynomial, so that it is perfectly suited for piecewise polynomial ts, then wavelets should not be expected to be also perfectly suited: wavelets are not polynomials. On the other hand, if f were precisely a nite wavelet sum, then one could not expect for piecewise polynomials to be perfectly suited to reconstructing f some di erences between di erent spatially adaptive s c hemes are inevitable.
The theorem only compares ideal risks. Of course, the ideal risk for wavelet selection is nearly attainable. We k n o w of no parallel result for the ideal risk of piecewise polynomials. In any e v ent, we get as a corollary that the estimatorf satis es R(f f ) (C 1 + C 2 log 2 n)(2 log n + 1 ) R n (P P(D) f ) so thatf comes within a factor log 2 n of ideal piecewise polynomial ts. Thus, there is a way to mimick an oracle for piecewise polynomials: to abandon piecewise-polynomial ts and to use wavelet shrinkage.
Proof of Theorem 5. Let (f) be the partition supplied by an oracle for piecewise polynomial ts. Suppose that this optimal partition contains L elements. Let s be the least-squares t, using this partition, to noiseless data. We h a ve t h e Bias 2 + V a r i a n c e decomposition of ideal risk R(T P P (D) (y (f)) f ) = n ;1 kf ; sk 
There is an oracle inequality for diagonal shrinkage also.
Theorem 6 (i) The soft thresholding estimator^ with threshold n satis es
for all 2 IR n , with~ n 2 l o g n.
(ii) More generally, the asymptotic inequality (28) continues to hold for soft threshold sequences ( n ) and hard threshold estimators with threshold sequences (`n) satisfying respectively 5 log log n 2 n ; 2 l o g n o(log n) (29) (1 ; ) log log n `2 n ; 2 log n o(log n): to within a factor 2 log n and not more closely.
In the Appendix is a proof of Theorem 6 that covers both soft and hard threshold estimators and both DP and DS oracles. Thus the proof also establishes Theorem 4 and an asymptotic version of Theorem 2 for thresholds in the range speci ed in (29).
These results are carried over to adaptive w avelet shrinkage just as in Section 2.2 by de ning wavelet shrinkage in this case by the analog of (18) T W S = W T T DS W :
Corollary 1 extends immediately to this case.
Variations on Choice of Threshold
Optimal Thresholds. In Theorem 1 we h a ve studied n , the minimax threshold for the soft threshold nonlinearity, with comparison to a projection oracle. A total of 4 minimax quantities may be de ned, by considering various combinations of threshold type (soft, hard) and oracle type (projection,shrinkage).
We h a ve computer programs for calculating n which h a ve been used to tabulate 2 j for j = 6 7 : : : 16 (cf. Table 1 ). These have also been embedded as look-up tables in the RiskShrink software mentioned earlier.
Implementation of any of the other optimal thresholds would require a computational e ort to tabulate the thresholds for various values of n. However, this computational e ort would be far greater in the other three cases than in the case we h a ve studied here, essentially because there is no analog of the simpli cation that occurs through replacing (19) with (21) . Remark: A d r a wback of using optimal thresholds is that the threshold which is precisely optimal for one of the four combinations may not be even asymptotically optimal for another of the four combinations. Comparing (23) with (30) shows that n used with hard thresholding can only mimick the oracle to within a factor a log n, for some a > 2.
Universal Thresholds. As an alternative to the use of minimax thresholds, one could simply employ the universal sequence u n = (2 log n) 1=2 . The sequence is easy to remember implementation in software requires no costly development of look-up tables and it is asymptotically optimal for each of the four combinations of threshold nonlinearity a n d oracle discussed above. In fact, nite-n risk bounds may be developed for this threshold by examining closely the proofs of Theorems 4 and 6. The drawback of this simple threshold formula is that in samples on the order of dozens or hundreds, the mean square error performance of minimax thresholds is noticeably better.
VisuShrink. On the other hand ( u n ) has an important visual advantage: the almost \noise-free" character of reconstructions. This can be explained as follows. The wavelet transform of many noiseless objects, such as those portrayed in gure 1, is very sparse, and lled with essentially zero coe cients. After contamination with noise, these coe cients are all nonzero. If a sample that in the noiseless case ought to be zero is in the noisy case nonzero, and that character is preserved in the reconstruction, the reconstruction will have an annoying visual appearance { it will contain small blips against an otherwise clean background.
The threshold (2 log n) 
So, with high probability, every sample in the wavelet transform in which the underlying signal is exactly zero will be estimated as zero. VisuShrink is the estimatorf v n W T ~ v W :
Not only is the method better in visual quality than RiskShrink, the asymptotic risk bounds are no worse:
This estimator is discussed further in our report asymp.tex].
Estimating the Noise Level. Our software estimates the noise level as the median absolute deviation of the wavelet coe cients at the nest level J, divided by :6745. In our experience, the empirical wavelet coe cients at the nest scale are, with a small fraction of exceptions, essentially pure noise. Naturally, this is not perfect we get an estimate that su ers an upward bias due to the presence of some signal at that level. By using the median absolute deviation, this bias is e ectively controlled. Incidentally, u p ward bias is not disastrous if our estimate is biased upwards by, s a y 50%, then the same ty p e o f r i s k bounds hold, but with with a 3 log n in place of 2 log n.
Adaptation in Other Bases
A considerable amount o f S o viet literature in the 1980's { for example, Efroimovich a n d Pinsker (1984) et seq. { concerns what in our terms could be called mimicking an oracle in the Fourier basis. Our work is an improvement i n t wo respects:
1. For the type of objects considered here, a Wavelet Oracle is more powerful than a Fourier Oracle. Indeed, a Fourier oracle can never give a r a t e o f c o n vergence faster than n ;1=2 on any discontinuous object, while the Wavelet oracle can achieve rates as fast as log n=n on certain discontinuous objects. Figure 10 displays the results of using a Fourier-domain oracle with our four basic functions this should be compared with Figure 5 . Evidently, the Wavelet oracle is visually better in every case. It is also better in mean square. 2. The Efroimovich-Pinsker work did not have access to the oracle inequality and used a di erent approach, not based on thresholding but instead on grouping in blocks and adaptive linear damping within blocks. Such an approach cannot obey the same risk bounds as the oracle inequality, and can easily be o of ideal risk by larger than logarithmic factors. Indeed, from a \minimax over L 2 -Sobolev balls" point of view, for which the Efroimovich-Pinsker work was designed, the adaptive linear damping is essentially optimal compare comments in our report ausws.tex, Section 4]. Actual reconstructions by RiskShrink and by the Efroimovich-Pinsker method on the data of Figure 3 show that RiskShrink is much better for spatial adaptation see Figure 4 of ausws.tex]. Table 2 contains the average (over location) squared error of the various estimates from our four test functions for the noise realisation and the reconstructions shown in Figures 2 -1 0 . It is apparent that the ideal wavelets reconstruction dominates ideal Fourier and that the genuine estimate using soft threshold at n comes well within the factor 6.824 of the ideal error predicted for n = 2048 by T able 1. Although the (2 log n) 1=2 threshold is visually preferable in most cases, it has uniformly worse squared error than n , which re ects the well-known divergence between the usual numerical and visual assessments of quality of t. Table 3 shows the results of a very small simulation comparison of the same four techniques as sample size is varied dyadically from n = 256 through 8192, and using 10 replications in each case. The same features noted in Table 2 extend to the other sample sizes. In addition, one notes that, as expected, the average squared errors decline more rapidly with sample size for the smoother signals HeaviSine and Doppler than for the rougher Blocks and Bumps .
Numerical measures of t

Other Adaptive Properties
The estimator proposed here has a number of optimality properties in minimax decision theory. In recent w ork, we consider the problem of estimating f at a single point f(t 0 ) is discussed, where we believe that f is in some H older class, but we are not sure of the exponent nor the constant of the class. RiskShrink is adaptive in the sense that it achieves, within a logarithmic factor, the best risk bounds that could be had if the class were known and the logarithmic factor is necessary when the class is unknown, by w ork of Brown and Low (1993) and Lepskii (1990) . Other near-minimax properties are described in detail in our report asymp.tex]. where the constants i correspond to the smallest and largest singular values of P L and P R , and hence do not depend on n = 2 J+1 . Thus all the ideal risk inequalities in the paper remain valid, with only an additional dependence for the constants on 1 and 2 . I n particular, the conclusions concerning logarithmic mimicking of oracles are unchanged.
Relation to Model Selection
RiskShrink may b e v i e w ed by statisticians as an automatic model selection method, which picks a subset of the wavelet vectors and ts a \model", consisting only of wavelets in that subset, to the data by ordinary least-squares. Our results show that the method gives almost the same performance in mean-square error as one could attain if one knew in advance which model provided the minimum mean-square error.
Our results apply equally well in orthogonal regression. Suppose we h a ve Y = X + E, with noise E i independent and identically distributed as N( 0 2 ), and X an n by p matrix. For lack of space, we do not pursue the model-selection connection here at length, except for two comments.
1. George and Foster (1990) have proved two results about model selection which i t is interesting to compare with our Theorem 4. In our language, they show that one can mimick the \nonzeroness" oracle Z ( ) = 2 1 f 6 =0g to within L n = 1 + 2 log(n + 1 ) b y hard thresholding with n = ( 2 l o g ( n + 1 ) ) 1=2 . They also show that for what we call the hard thresholding nonlinearity, n o o t h e r c hoice of threshold can give a w orst-case performance ratio, which they call a \Variance In ation Factor", asymptotically smaller than 2 log n as n ! 1 . Compare also Bickel(1983) . Our results here di er because we attempt to mimick more powerful oracles, which attain optimal mean-squared errors. The increase in power of our oracles is expressed by Z ( 1)= L ( 1) ! 1 as ! 0. Intuitively, our oracles achieve signi cant r i s k savings over the nonzeroness oracle for the case when the true parameter vector has many coordinates which are nearly, but not precisely zero. We thank Dean Foster and Ed George for calling our attention to this interesting work, which also describes connections with \classical" model selection, such a s G i d e o n S c hwarz' BIC criterion. 2. Alan Miller (1984 Miller ( , 1990 ) has described a model selection procedure whereby an equal number of \pure noise variables", namely column vectors independent o f Y , are appended to the X matrix. One stops adding terms into the model at the point where the next term to be added would be one of the arti cial, pure noise variables. This simulation method sets, implicitly, a threshold at the maximum of a collection of n Gaussian random variables. In the orthogonal regression case, this maximum behaves like (2 log n) 1=2 , i . e . ( u n ) (compare (31)). Hence Miller's method is probably not far from minimaxity with respect to an MSE-oracle.
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Note that if the term in brackets is negative, the whole expression is negative o n 1). Using the standard inequality ( ; ) ;1 ( ), one veri es that this happens for = (2 log n) 1=2 , for n 3.This implies that the zero 0 n of p n is less than (2 log n)
1=2
. For n = 2, the claim has been veri ed by direct computation. For the second half, de ne N for all su ciently large n via 2 n = 2 log(n + 1 ) ; 4 l o g l o g ( n + 1 ) ; log 2 + :
By using the standard asymptotic result (; )
;1 ( ) a s ! +1, it follows that p n ( n ) c o n verges to ;1 (resp. 1 ) according as > 0 (resp. < 0). This implies (23). 
Theorem 3
The main idea is to make a random variable, with prior distribution chosen so that a randomly selected subset of about log n coordinates are each of size roughly (2 log n) 1=2 , and to derive information from the Bayes risk of such a prior.
Consider the -varying lossL
and the resulting riskR n ( ) = E L n ( (w) ):
22
Let be a prior distribution on and let r n ( ) = E R n ( ) nally, l e t~ n ( ) = inf r n ( ) denote the Bayes risk of the prior . Call the corresponding Bayes rule~ .
The minimax theorem of statistical decision theory applies to the lossL n (^ ), and so, if we letm n denote the left side of (16), we h a vẽ m n = sup ~ n ( ):
Consequently, Theorem 2 is proved if we can exhibit a sequence of priors n such that
Consider the three-point prior distribution To apply these results in our problem, we will select = n = l o g n=n, so that = n = ( n a ) (2 log n ; 2 log log n) 1=2 .
Consider the prior n which is i.i.d. F n n . This prior has an easily calculated Bayes risk n ( n ) for the vector problem w i = i + z i , i = 1 : : : n , when the usual`2 n loss L n (^ ) = k^ ; k 2 2 n is used. Applying (45), n ( n ) = n 1 (F n n ) n n 2 n (a): Our aim is to use this fact to get a lower bound for the Bayes risk~ n ( n ).
Consider the random variable N n = # fi : i 6 = 0 g it has a binomial distribution with parameters n n . Set n = (log n) 2=3 and de ne the event A n = fN n n n + n g. B y Chebyshev's inequality, a n P(A c n ) n = 2 ! 0.
23
Let~ n denote the Bayes rule for n with respect to the lossL n . Then (step (*) is justi ed below)~ ( n ) = E n E L n (~ n ) 1 + P 2 i^1 = E n E L n (~ n ) 1 + N n 1 1 + n n + n E n E L n (~ n )1 An 1 + o(1) 1 + n n + n E n E L n (~ n ) ( ) 1 + o(1) 1 + n n + n n ( n ) 1 1 + n n + n n n 2 (a) 2 log n (a) n ! 1 as a can be chosen arbitrarily large, this proves (44).
Finally, to justify (*), we m ust verify that E n E jj~ ; jj 
Theorems 4 and 6
We give a proof that covers both soft and hard thresholding, and both DP and DS oracles. In fact, since L < T it is enough to consider = L . L e t L( ) = where is either ST or HT . W e s h o w that L( ) (2 log n)(1 + n ) uniformly in so long as c log log n 2 ; 2 l o g n n log n: Here n ! 0 and depends only on n and c in a way that can be made explicit from the proof. For ST , w e require that c < 5 and for HT , that c < 1.
For 2 (2 log n) If n (c) = (2 log n ; c log log n) 1=2 , then n ( n (c)) = (0)(log n) c=2 . It follows from (40) and (41) that n ( 0) and hence L( ) = o(log n) i f > n (c) where c < 5 for soft thresholding and c < 1 for hard thresholding. The expansion (23) shows that this range includes n and hence^ . Table 1 n and Related Quantities n n (2 log n) Table 2 average square errors jjf ; fjj 
Theorem 7
