Introduction.
Let GFiq) denote a fixed finite field and r a fixed integer 5:1. Consider the set of transformations possessing an inverse; here £,-, niGGFiq) and thecp, are polynomials with coefficients GGFiq). The totality of transformations (1.1) form a group isomorphic with the symmetric group on qr letters. If /=/(£i, • • • , £r) is an arbitrary polynomial with coefficients GGFiq) and <pf=g, then/ and g are equivalent. Two polynomials / and g are defined as equal if /(£i, ■ • • , £r) = g(£i> ' ' ' » Sr) for all £<. It follows that there are ç4' distinct polynomials. By means of the previously defined equivalence relation they are separated into a certain number of classes; a simple combinatorial argument shows that the number of classes is /qr+q-1\
(1'2) (,-•)'
where the symbol in (1.2) is a binomial coefficient. The purpose of this paper is to discuss invariantive properties of the equation /(¿i, • • • , £r) =0, where/ is an arbitrary polynomial with coefficients in GFiq). In particular if N/ia) denotes the number of solutions oí f = a, then the numbers N/ia) form a complete set of invariants in the following sense: Two polynomials / and g are equivalent if and only if N/ia) = N0ia) for all ct^O. Moreover any invariant of/ (with rational values, say) can be exhibited as a polynomial in the N/ia) with rational coefficients. A number of additional topics and applications are also discussed. Dickson in [5] and subsequent papers (for references see [ll] ) initiated the study of modular invariants. The transformations employed are restricted to the group of linear transformations.
By contrast we are here considering the larger group of transformations (1.1). Thus many of the invariants introduced by Dickson are no longer invariants from the viewpoint of this paper. While we are here considering only the invariants of a single polynomial, we hope to discuss subsequently the general case of systems of polynomials.
It may be helpful to list the contents of the paper by sections. 10. Other applications. 2. Notation and terminology. The numbers of GF(q) will be denoted by lower case Greek letters a, ß, y, • ■ ■ , £, r¡. The letters q = pn and r will have the meaning assigned above.
By a polynomial f=f(x\, • -■ , xr) will be meant a polynomial in the indeterminates Xi, --• , xr with coefficients in GF(q) ; we write / GGF[q, Xi, • • • , xr]. Polynomials will in general be denoted by lower case italics f, g, ■ ■ ■ ; however the polynomials constituting the transformation (1.1) will be denoted by lower case <p, \p, • • ■ . Two polynomials /, g GGF[q,Xi, -■ ■ , xr] are equal il and only if/(^i, • • • ,£r)=g(£i, • ■ ■ ,£r)forall ZiGGF(q). Thus every polynomial/ is equal to a unique reduced polynomial in which every exponent ^q -1 (proof in [4] ).
Two polynomials /, g are equivalent (f~g) if there exists a transformation <f> of the form (1.1) such that <f>f = g. By a transformation will always be understood one of the form (1.1), that is, one possessing an inverse. Equivalent polynomials constitute a class. Classes of polynomials will be denoted by capital italics, A, B, C; in particular the class containing the polynomial/ may be denoted by A¡. If the transformation \p leaves / unaltered (that is, \pf=f) then \p is an automorphism of/. Thus the totality of automorphisms of / form a group G = G¡ of order v(f). If <£/=g, then it is clear that the group of automorphisms Gg=<p~1G¡<p; in particular v(f)=v(g). Thus the number of automorphisms is the same for any polynomial of a fixed class A ; accordingly we write v(A) for this number.
If a polynomial / is equivalent to one in s but not fewer variables, then s will be called the rank of/. We may also call 5 the rank of A¡, the class containing/.
If aGGF(q) we define The right member of (3.1) is evidently in reduced form. It follows at once from Theorem 3.1 that the number of distinct polynomials in r variables is qq'. Another consequence of Theorem 3.1 can be stated as follows: The residue class ring GF[q, _.,*••, xr] modulo ix\ -Xi, • • • , x' -Xr) is a direct sum of qr fields GFiq).
Theorem 3.2. // M(f) and N/ia) are defined by (2.3) and (2.4), respectively, then This theorem can be thought of as a corollary of Theorem 3.1. For the numbers /(£i, • • • , |,) ia (3.1) are arbitrary quantities in GF(q) and Nj(a) denotes the number of terms in the right member of (3.1) such that/(£i, • • • , £r) = a, that is, h(a). The necessity of (3.9) is merely a restatement of (3.8).
A word may be added about such equations as (3.2) and (3.4). If Ria), 5(a) are two complex-valued functions of a such that (3.11) Ria) = X eiaß)Siß), ß then it is easily proved using (2.3) that (3.12) Sia) = q-i¿2i-afi)Rifi); ß conversely if we assume (3.12) then (3.11) follows. Moreover we have Let/ be any polynomial GA and let us apply to / each of the qT\ transformations of <S5r. Since the number of automorphisms depends only on the class, it is clear that / is carried into each polynomial of A and that each occurs the same number of times, namely viA). Therefore (4.6) is proved. We next prove some theorems of a somewhat different nature. Let <pi=<Piixi, ■ ■ ■ , xr) he one of the polynomials in the transformation (1.1). Clearly (pi can be transformed into Xi and conversely if a polynomial <pi is equivalent to Xi, then we can find r -1 additional polynomials <f>2, ■ ■ ■ , <pr so that the set of r polynomials define a transformation.
Generally given k polynomials <pi, ■ ■ • , <pk, then one can find r -k additional polynomials <pk+i, ■ ■ ■ , <Pr such that <pi, ■ ■ ■ , <pr define a transformation if and only if one can simultaneously transform <pi, ■ ■ ■ , <pk into Xi, • • • , xk, respectively. Now if a polynomial <p is equivalent to Xi then it is clear that (4.7)
N+ia) = f~l for all a.
Using (3.4) and (3.2) it is easily seen that (4.7) is equivalent to (4.8) Miy<¡>) = 0 for all y ¿¿ 0.
Thus when (4.8) holds we have, using (3.2),
In the next place if we have two polynomials (pi, <p2 which can be simultaneously transformed into £1, £2, then it is evident that the number of solutions Naiai of the system
is qr~2 for all a\, a2, and conversely. Now by (2.3) it is clear that
where in the sum on the right the combination /3i=/32 = 0 is excluded. If we multiply (4.9) by e(<~iYi+<~2Y2) and sum we get, again using (2.3), (4.10) Miyi<pi + 72^2) = X e(«i7i + a2y2)Naia2.
By means of (4.9) and (4.10) we see that the condition Naai = qT~2 for all «i, «2 is equivalent to Miyicpi+y^) =0 (71, 72 not both 0). It is now evident how to prove generally the following In particular for k = r, we have the following corollary. Rank. The rank of a polynomial has been defined in §2. We now prove If/is a quadratic form with nonvanishing discriminant (p9i2), then by the familiar formulas the highest power of q dividing N/(a) is q"-1 tor r = 2s and q* for r = 2s-{-l. Consequently by the last theorem the rank is 5 + 1 in either case; thus the rank <r for r^3. In particular, then, the rank as defined here is not to be confused with the ordinary rank of a quadratic form.
5. Classes. Theorems 4.2 and 4.3 furnish criteria for the equivalence of two polynomials, Theorem 4.4 determines the number of automorphisms of a class, and Theorem 4.5 determines the number of polynomials in a class. We shall now determine the number of classes of polynomials in r variables.
As we saw in the proof of Theorems 4.3 and 4.4, for every polynomial/ there is a partition g,r= ¿^jaNf(a) and for each a a set of s = N/(a) points
It is convenient at this point to define a category of polynomials. Two polynomials /, g belong to the same category if the set of integers {Nf(a)} is some permutation of the set of integers {Ng(a)}. Thus by Theorem 4.2 equivalent polynomials fall in the same category; in other words each cate-gory consists of a certain number of classes. It is clear from the definition that the number of categories is the number of partitions (5.1) <r = £*. (*tft *»è *'■■' à i), ¿ where the number of summands is at most q; in other words the number of categories is the number of partitions of qr into at most q parts. In particular for r = 1 the number of categories is the number of unrestricted partitions of q. Now corresponding to each partition (5.1) we get a certain number of classes, which can be determined as follows. Clearly it is necessary only to count the number of permutations of the ki making due allowance for repetitions. Now, changing the notation, suppose we rewrite (5.1) as
Then the number of permutations in question is
since the number of values that/ takes on is q, the sum of the e¡ must also be q. It may be helpful to illustrate the theorem in one or two simple cases.
For <7 = 5, r-1, we have the following To prove this result we need only observe that the classes of rank ^s may also be obtained by means of the polynomials in 5 variables; moreover each class will be counted only once. Hence (5.8) follows at once.
We remark that the second example above also illustrates Theorem 5.2. Indeed it also illustrates the following 
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The I a can be expressed in terms of a single invariant J now to be defined. Let the classes be ordered Ai, A2, ■ ■ ■ , Aw in any convenient manner, where w is given by (5.7) . Now define the function JiA) by means of (6.5) JiAi) = i (f-1, • ■ ■ , w).
Then we have the easily verified formula _, /(JO -/(¿y)
where X denotes an arbitrary class. Thus I a is a polynomial in /.
The exact values taken on by / in (6.5) are not essential; it is necessary only that they be distinct. With the particular choice in (6.5) we can rewrite (6.6) as follows
We have proved Theorem 6.1. The characteristic invariant I a can be expressed as a polynomial in J by means of (6.6).
Next, referring to (6.4), we get Theorem 6.2. Any function HiA) with values in the complex field can be exhibited as a polynomial in J of degree <w.
We shall now show that JiA) can be expressed as a linear combination of Njiia), a t^O. Consider the sum (6.7) íW = ZíAW; ajtO we seek a set of rational numbers ca such that the numbers FiA) are distinct. We shall again suppose that the classes have been numbered Ai, • ■ -, Aw. Then by Theorem 4.2 we can find a set of rational numbers {c^} such that Alternatively H(A) can be expressed as a polynomial in M(ßA), but the coefficients need not be rational.
In view of Theorem 6.3, the set of invariants NA(a), a^O, may be called a fundamental set. The same remark applies to the set M(ßA), ßr^O. 7. Reducibility.
A polynomial /(£i, • • • , £r) is reducible if it is equivalent to a sum In other words m(y) is divisible by the prime ideal p = (l-p). Thus (7. 3) implies the following sufficient condition for irreducibility. Thus (7.6) becomes (7.7) mil) = iqr -1) + p"; since iq) = ipn)=pn(p~1\ it is evident that (7.7) implies w(l)^0 (p2) provided p\n. This proves Theorem 7.2. The polynomial (7.5) is irreducible provided p\n.
The same argument proves the following more general result. Returning to (7. 3) and making use of Theorem 3.5 we can state a necessary and sufficient condition for reducibility. Alternatively, we may get a similar criterion by means of (7.2) and Theorem 3.5. We state Theorem 7.5. Using the notation of the last theorem, f is reducible if and only if (7.9 ) N/ia) = X miiß)m2iy).
/S+7-« In proving these theorems it is only necessary to observe that, by Theorem 3.5, the condition X<*wi(°0=<Zs implies the existence of a polynomial g(fi.
•'•.£>) such that Ngia) = miia), where in counting the number of solutions only the first s unknowns are considered.
Theorem 7.5 may be compared with Theorem 4.9.
Repeated application of (7.1) evidently leads to a decomposition In other words, if q is large and r fixed, then for "almost all" polynomials we have (8.7) Mif) = Oiq^i2),
where O has its usual meaning. However (8. 
Then we have
On the other hand, by (8.10), | M(£2)\ =q"2. Condition (9.1) is satisfied when / is a quadratic form in r = 2s variables with discriminant ô ^0 and q odd. Let ^(a) = 0, +1, -1 according as a = 0, square, or nonsquare of GFiq). Then as is familiar (9.7) N/ia) = g2"-1 + q»-lkia)tii-l)s5) so that
Thus in this case (9.6) becomes MOr/) = _iK(-D'«) (7^0).
When r = 2s + l, then in place of (9.7) we have (9.9) N/ia) = g2s + q*iPii-l)>a5).
This suggests consideration of polynomials / having the property (9.10) NficL)=h + hl>ia).
Summing over a we get h = qr~i. Application of (3.4) yields If/satisfies (9.1), r = 2s, and / is defined by (9.8), then, by Theorem 7,/ is equivalent to a quadratic form in 2s variables with discriminant 8. In the same way if/satisfies (9.10) with r = 25 + 1 and
then / is equivalent to a quadratic form in 2s+ 1 variables with the discriminant 8. We may state Theorem 9.3. A necessary and sufficient condition that a polynomial be equivalent to a quadratic form of discriminant 8 is furnished by (9.1) and (9.8) when r -2s, and by (9.10) and (9.12) when r = 2s + l.
We may mention an example of a different kind that also falls under (9.1). The writer has proved the following result [l, Theorem 4] . Given the equation where the a¡/ satisfy (9.14) and the r, are fixed, are all equivalent. In particular when all r, = 2, the polynomials (9.18) are equivalent to a quadratic form with *((-l)'S) = +l.
By Theorem 4.9, the rank of (9.18) is r -s + 1 provided all r¿> 1.
Another example that falls under (9.1) depends upon the following result of Fine and Niven [8] : Let A denote the determinant |f,-y| of order s in the 52 letters £<;. Then the number of solutions of the equation A = a is given by (9.19 
By Theorem 4.8 the rank of A is s(s + l)/2. is given by (9.7) or (9.9) according as s = 2r or 2/-+ 1. When the hypothesis gsr^O is weakened it may still be possible to find the number of solutions of (10.2) ; however we shall not discuss that problem at present. The transformation (10.1) may also be applied to the other results of §9. In view of (10.2) one is led to consider such equations as where h0 = 0 and hu ■ --, hT-i are arbitrary polynomials, also defines a transformation. Thus (10.9) can be used in place of (10.1) in some of the above results.
