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Modeling, Analysis and Optimization
of Multicast Device-to-Device Transmission
Xingqin Lin, Rapeepat Ratasuk, Amitava Ghosh and Jeffrey G. Andrews
Abstract—Multicast device-to-device (D2D) transmission is
important for applications like local file transfer in commercial
networks and is also a required feature in public safety networks.
In this paper we propose a tractable baseline multicast D2D
model, and use it to analyze important multicast metrics like
the coverage probability, mean number of covered receivers and
throughput. In addition, we examine how the multicast perfor-
mance would be affected by certain factors like mobility and
network assistance. Take the mean number of covered receivers
as an example. We find that simple repetitive transmissions help
but the gain quickly diminishes as the repetition time increases.
Meanwhile, mobility and network assistance (i.e. allowing the
network to relay the multicast signals) can help cover more
receivers. We also explore how to optimize multicasting, e.g. by
choosing the optimal multicast rate and the optimal number of
retransmission times.
Index Terms—Multicast, network-assisted D2D, cellular net-
works, mobility, stochastic geometry.
I. INTRODUCTION
A. Background
Recently, there has been a surge of increased interest in
supporting direct device to device (D2D) communication; ex-
amples include LTE D2D [1] and WiFi Direct [2]. Direct D2D
connectivity is mainly motivated by the trend of proximity-
based services, particularly social networking applications [3].
Also, as the technology of choice for public safety networks in
e.g. USA, LTE is supposed to support direct D2D connectivity.
From a technical perspective, incorporating D2D in cellular
networks opens up many potential benefits for operators. For
example, local D2D enables traffic offloading from the core
network and communication out of network coverage. Due to
the proximity, D2D user equipment (UE) may enjoy very high
data rates, low delays and improved energy efficiency [4]–[6].
In D2D-enabled cellular networks, direct multicast transmis-
sions, where the same packets from a UE are sent to multiple
receivers, are important for scenarios such as the following.
1) Local file transfer/video streaming: Local UEs may have
common packets for nearby receivers; for example, local
marketers may send the same advertising messages to people
who happen to be in the neighborhood.
2) Device discovery, referring to the process of detecting
surrounding devices, is a basic function for many D2D use
cases [6], [7]. During device discovery, a discovering device
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periodically broadcasts beacons to announce its existence,
while other devices periodically scan and each may respond
to this message once it receives the beacon.
3) Cluster head selection/coordination: For out-of-coverage
D2D, it is being discussed in 3GPP to have one UE act as
cluster head within a group of UEs: The cluster head can
help achieve local synchronization, manage radio resources
and schedule transmissions. Cluster head selection normally
involves multicast when potential cluster heads send out bea-
cons to announce their roles.
4) Group/broadcast communications: In public safety net-
works providing services like police, fire and ambulance, D2D
group/broadcast communications are required features [1].
In the aforementioned scenarios, compared to communi-
cating with each receiver separately, one direct multicast
transmission reduces overhead and saves resources. However,
unlike the more commonly studied unicast D2D (see e.g.
[8], [9] and references therein), multicast D2D has its own
challenges. For example, due to the heterogeneous locations
of receivers and complicated radio environment, link quality
may vary significantly over receivers in each multicast cluster;
thus retransmissions are often required to cover more or all
the receivers, which degrades the whole point of multicast vs.
unicast. In addition to receiver heterogeneity, it is the UEs
rather than base stations (BS) that perform multicast; this
introduces additional challenge due to the limited capability
of UEs. Despite these challenges, compared to multicast in
ad hoc networks, multicast D2D has certain conveniences;
for example, it may be assisted by the cellular network
infrastructure which is not available to ad hoc networks.
It is the significance and distinctive traits of multicast D2D
described above that motivate our study in this paper.
B. Related Work
Multicast in cellular networks can be broadly classified
into two classes: Single-rate and multi-rate [10]. In single-rate
multicast, the transmitter sends the packets to all the receivers
at a common rate [11]–[14]. For example, in [11] multicast
throughput-delay tradeoff is studied in a single cell system
by selecting the median throughput as the multicast rate. In
[12], dynamic power and subcarrier allocation is performed
to adapt to the receiver with the weakest link. In contrast,
receiver heterogeneity is exploited in multi-rate multicast,
where different receivers in the same multicast cluster may
receive packets at different rates based on e.g. the link qualities
[15]–[19]. Though being more efficient, multi-rate multicast is
much more complex than single-rate multicast in terms of both
analysis and implementation.
2In parallel with the academic studies, standardization effort
in addressing multicast services has been/is being undertaken
and mainly focuses on single-rate multicast. For example, mul-
ticast services were addressed in GSM/WCDMA and are being
addressed in LTE by 3GPP; the 3GPP work item is known
as multimedia broadcast and multicast service (MBMS) [20].
Similarly, 3GPP2 addressed multicast services in CDMA2000
with the work item known as broadcast and multicast service
(BCMCS) [21].
There also exists much work on multicast in ad hoc
networks [22]–[25]. For example, in [22] the tradeoff be-
tween throughput, stability, and packet loss is studied and
a transmission policy is proposed to maximize throughput
subject to stability and packet loss constraints. While [23],
[24] respectively study transport capacity for single hop and
multihop wireless networks, [25] tackles ad hoc multicast from
the transmission capacity perspective [26].
Unlike the aforementioned studies, there exists a small set of
work on multicast in hybrid networks consisting of both ad hoc
nodes and cellular infrastructure [27], [28]. Though receivers
with good channel qualities may relay the multicast traffic to
receivers with poor link qualities using ad hoc mode in [27],
the multicast transmitter is still the BS. In contrast, [28] studies
the multicast transport capacity of a hybrid network, and sheds
light on its asymptotic growth rate in the number of network
nodes. In addition to theoretical analysis, there exist works
like [29], [30] which rely more on simulations to understand
the performance of multicast D2D.
C. Contributions and Outcomes
The main contributions and outcomes of this paper are
summarized as follows.
1) A tractable hybrid network model: In Section II, we
introduce a tractable hybrid network model consisting of both
ad hoc nodes and cellular infrastructure, which extends our
previous unicast D2D model [9] to capture the multicast
receiver heterogeneity and retransmissions. This model is
based on Poisson point processes (PPP), which are highly
tractable, and in many practical scenarios, also quite accurate
[31], [32].
2) Multicast performance analysis: Unlike in one-shot
transmission, there exists significant correlation among the
signals (resp. interference) over the multicast retransmissions.
By tackling this time correlation, we characterize the cover-
age probability at a particular receiver, and also study how
they interact. Building on the coverage analysis, we derive
expressions for the mean number of covered receivers in each
multicast cluster. The expressions allow efficient numerical
evaluation; some of them are even in closed-form. Further,
we explore multicast throughput and use it as a metric for
selecting the optimal multicast rate. These studies reveal the
fundamental tradeoff between efficiency (multicast through-
put) and reliability (mean number of covered receivers).
3) Impact of mobility: Though in our default model mul-
ticast transmitters are static, we also explore the impact of
mobility and analytically show that mobility hurts the perfor-
mance if one would like to support a target SINR for multiple
successive transmissions. In contrast, interestingly, we find that
mobility improves the multicast performance in terms of either
coverage probability or mean number of covered receivers or
multicast throughput.
4) Network-assisted multicast D2D: We analyze the mul-
ticast performance by incorporating network assistance, i.e.,
allowing the network to relay the multicast signals. It is shown
that network assistance can significantly enhance the multicast
performance compared to the case of no network assistance.
In addition, we formulate a network-assisted multicast D2D
optimization problem which minimizes the number of retrans-
mission times subject to a resource constraint at the BSs and
a multicast reliability constraint. An efficient algorithm is also
proposed.
II. SYSTEM MODEL
In this section, we propose a tractable baseline model for
studying multicast D2D transmissions.
A. Distributions of Network Nodes
We consider a hybrid network consisting of both cellular and
D2D links. The positions of BSs form an independent Poisson
point process (PPP) Φb =
∑
i δzi with intensity λb; here δz
denotes the Dirac measure at position z ∈ R2, i.e., for any
measurable set A ⊂ R2, ǫz(A) = 1 if z ∈ A, and 0 otherwise.
The PPP model for BS locations has been recently shown to
be about as accurate in terms of both SINR distribution and
handover rate as the hexagonal grid for a representative urban
cellular network [31], [33]. With a slight abuse of notation,
we will also use the position z to indicate the node located at
z. Similarly, the positions of multicast D2D transmitters form
an independent PPP Φm =
∑
i δxi with intensity λm. These
assumptions follow our previous unicast D2D model [9]. We
further assume that for each D2D transmitter xi, the positions
of its intended receivers form a point process Φm,xi =
∑
i δyi
with intensity measure Λxi(·) = λrν(· ∩ B(xi, R)), where
ν(·) is Lebesgue measure in R2 and B(x,R) denotes the ball
centered at x with radius R. Note that we do not assume any
specific distribution for the receiver point process Φm,xi except
the first-order intensity measure; in particular, Φm,xi does not
have to be Poisson distributed.
Conditioning on Φm, {Φm,xi} are assumed to be inde-
pendent. Those familiar with stochastic geometry will im-
mediately recognize that {Φm,xi}, which are in the space of
point processes on R2, are independent marks of the PPP Φm
[34]. Fig. 1 illustrates a snapshot of the spatial distribution
of network nodes under the above assumptions. Throughput
this paper, the parameters used in plotting numerical results
or simulations are summarized in Table I unless otherwise
specified.
B. Multicast Transmission
Each D2D transmitter xi has a common message for all
the intended receivers in Φm,xi; the message can be sent for
τm ∈ N times, where τm is a pre-configured system parameter.
Compared to one shot transmission, sending the message τm >
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Fig. 1. A sample realization of the network nodes: Blue solid triangles,
red solid squares and green dots denote BSs, multicast D2D transmitters and
receivers, respectively.
BS Density λb (π5002)−1
D2D Tx Density λm 5× (π5002)−1
D2D Rx Density λ 500× (π5002)−1
Path Loss Exponent α 3.5
Detection Threshold T −3dB
BS Tx Power Pc 40W
D2D Tx Power Pm 200mW
Noise PSD −174dBm
Noise Figure 9dB
Channel Bandwidth 10MHz
TABLE I
SIMULATION/NUMERICAL PARAMETERS
1 times enables more intended receivers to successfully decode
the message. Further, we assume that multicast transmitters are
static during the τm transmissions. As link adaptation is often
not possible in multicast transmission [10], we focus on fixed
rate multicast transmission; the rate is often chosen to adapt
to receivers of worst or median channel qualities [11], [12].
When D2D UEs are in coverage, the ground cellular net-
work can assist D2D communications. Specifically, each in-
coverage multicast D2D transmitter has a serving BS; normally
the serving BS is the BS providing the strongest reference
signal receiving power (RSRP). In the current set-up, this is
equivalent to choosing the nearest BS as the serving BS. We
use zx ∈ Φb to indicate the nearest BS of D2D transmitter
x. Formally, define the Voronoi cell Czi(Φb) of point zi with
respect to Φb as
Czi(Φb) = {x ∈ R2 :‖ x− zi ‖ ≤ ‖ x− zj ‖, ∀zj ∈ Φb}.
Then each BS z can help D2D transmitters located in its
Voronoi cell Czi(Φb) by broadcasting the common messages.
Considering the limited time/frequency resource at the BSs,
the message of each D2D transmitter x is broadcast by BS zx
at most once.
We assume that D2D is overlaid with cellular networks,
i.e., D2D transmitters and BSs use orthogonal transmission
resources, and thus there is no mutual interference between
cellular and D2D transmissions. We refer to [9] for underlay
D2D study, in which D2D and cellular transmissions can be
cochannel. In addition, we assume the multicast message of
each D2D transmitter is known by its serving BS. As will
become clear from our analysis, the last assumption can be
easily relaxed by incorporating the additional hop from the
D2D transmitter to its serving BS into the analysis.
C. Channel Model
Constant transmit powers Pb and Pm are assumed for the
BSs and D2D transmitters, respectively. Denote the path loss
function as ℓ(r) : R+ 7→ R+, which is assumed to be continu-
ous and non-decreasing. When concrete results are desired, we
will assume a specific path loss function ℓ(r) = Arα where
A > 0 is a constant and α > 2 is the path-loss exponent.
Focusing on the signal emitted by the typical transmitter x0
located at the origin, i.e., x0 = o, the received signal Yy(n)
at the receiver y ∈ Φm,o at time n can be written as
Yy(n) = ℓ
−1(‖y‖)
√
PmHy,o(n)Xo + Iy(n) + Zy(n),
where Xx denotes the signal sent by the D2D transmitter x and
E[‖Xx‖2] = 1, Hy,x(n) denotes the fading of the link from x
to y at time n and is independently distributed as CN (0, 1),
Zy(n) denotes the additive noise at receiver y at time n and is
independently distributed as CN (0, σ2), and Iy(n) denotes the
aggregate interference at receiver y at time n and is given by
Iy(n) =
∑
x 6=o ℓ
−1(‖y − x‖)√PmHy,xXx. Then the signal-
to-interference-plus-noise ratio (SINR) of the link from the
typical D2D transmitter x0 = o to D2D receiver y at time n
equals
SINRy,x0(n) =
Fy,x0(n)/ℓ(‖y‖)
SNR−1 +
∑
j 6=0 Fy,xj (n)/ℓ(‖xj − y‖)
,
where Fy,x = |Hy,x|2 ∼ Exp(1), and SNR−1 = σ2/Pm.
Similarly, the received downlink signal Y (c)y at the receiver
y ∈ Φm,o can be written as
Y (c)y = ℓ
−1(‖zo‖)
√
PbHy,zoXo + I
(c)
y + Zy,
where the aggregate downlink interference I(c)y (n) =∑
x 6=o ℓ
−1(‖y−zx‖)
√
PbHy,zxXx. The SINR of the link from
the nearest BS zo of the typical D2D transmitter x0 to D2D
receiver y equals
SINR(c)y,zo =
Fy,zo/ℓ(‖zo − y‖)
SNR−1c +
∑
x 6=o Fy,zx/ℓ(‖zx − y‖)
,
where SNR−1c = σ2/Pb.
D. Performance Metrics
From the perspective of analysis, it suffices to consider
the typical multicast cluster with x0 = o since, as justified
by Palm theory [35], its performance indicates the spatially
averaged performance over all the clusters. Focusing on the
4typical cluster, we are first interested in the probability that
an arbitrary receiver y ∈ Φm,o can decode the multicast
message of the typical D2D transmitter x0; we term this
coverage probability. Without network assistance, we say the
receiver y ∈ Φm,o is covered if ∃n ∈ {1, 2, ..., τm} such that
SINRy,x0(n) ≥ T, where T is the detection threshold of the
fixed rate multicast transmission and is normally greater than
−6 dB in LTE. Formally, denoting En(y) = {SINRy,xo(n) ≥
T }, the coverage probability at y without network assistance
equals
p(y) , Po (∪τmn=1En(y)) , (1)
where Po(·) is the Palm probability associated with the
multicast transmitter process Φm. For later use, we define
pn(y) , P
o (∩nm=1Em(y)).
Similarly, with network assistance, we say the receiver
y ∈ Φm,o is covered if either ∃n ∈ {1, 2, ..., τm} such that
SINRy,x0(n) ≥ T or SINR(c)y,zo ≥ T . Formally, denoting
E(c)(y) = SINR(c)y,zo ≥ T , the coverage probability at y with
network assistance equals
p˜(y) , Po
(
∪τmn=1En(y) ∪ E(c)(y)
)
. (2)
While coverage probability characterizes the performance of
an individual receiver in the typical cluster, it is also desirable
to have a metric to measure the performance of the typical
cluster as a whole. Thus, another metric studied in this paper
is the mean number of covered receivers in the typical cluster.
When network assistance is not available, it equals
E
o[N ] , Eo[
∑
y∈Φm,o
I({y is covered})], (3)
where I(E) is the indicator function which equals 1 if the
event E is true and 0 otherwise. We use Eo[N˜ ] to denote the
counterpart of Eo[N ] in the case of network assistance.
III. MULTICAST WITHOUT NETWORK ASSISTANCE
In this section we focus on analyzing the multicast perfor-
mance without network assistance.
A. Coverage Probability
By definition of Palm probability, the coverage probability
at y without network assistance equals
p(y) = Eo[I({ max
n=1,...,τm
SINRy,x0(n) ≥ T })] =
1
λm|B|E
[∫
x∈B
I({ max
n=1,...,τm
SINRy+x,x(n) ≥ T })Φm(dx)
]
,
where B is an arbitrarily bounded subset of R2 and |B|
denotes its Lebesgue measure. The last relation clearly demon-
strates that the coverage performance of the typical cluster
indicates the average coverage performance over the clusters.
The coverage probability p(y) is explicitly given in Theorem
1.
Theorem 1. The probability that the receiver y ∈ Φm,0 is
covered by the typical multicast transmitter x0 ∈ Φm with τm
repetitive transmissions is given by
p(y) =
τm∑
n=1
(−1)n+1
(
τm
n
)
e−nℓ(‖y‖)T ·SNR
−1 ·
e−2πλm
∫∞
0
(1−(1+Tℓ(‖y‖)/ℓ(r))−n)r dr. (4)
Proof: See Appendix A.
Note that, when τm is large, exact calculation of p(y)
based on (4) may be cumbersome. Instead, one may consider
the following bounds of p(y) which follow from Bonferroni
inequalities (see e.g. [36]):
p(k+1)(y) ≤ p(y) ≤ p(k)(y),
where k is any odd number in {1, ..., τm} and p(k)(y) equals
the first k summands of the τm summands in (4). By definition,
p(y) = p(τm)(y). In general, one gets tighter bounds by
making k larger; pk(y) reduces to the union bound when
k = 1.
Based on Theorem 1, more specific results can be obtained
by plugging explicit path-loss functions ℓ(r) in (4). For exam-
ple, for the commonly used path-loss function ℓ(r) = Arα,
the following result immediately follows from Theorem 1.
Corollary 1. With ℓ(r) = Arα, p(y) equals
τm∑
n=1
(−1)n+1
(
τm
n
)
e−nT ·SNR
−1A‖y‖αe−λmK(α,n)T
2
α ‖y‖2 , (5)
where
K(α, n) =
2π
α
∫ ∞
0
t−
2
α−1
(
1− 1
(1 + t)n
)
dt. (6)
Fig. 2 shows the coverage probability as a function of
detection threshold. As expected, the farther the potential
receiver away from the multicast transmitter, the smaller the
coverage probability is. Further, repetitive transmissions are
instrumental in improving the coverage probability, especially
for far away receivers. But the gain diminishes as τm increases.
Theorem 1 (resp. Corollary 1) characterizes the coverage
probability at a particular receiver, which can be treated as
first order coverage performance. As highlighted in [37], [38],
there exist temporal and spatial correlations in the performance
at different nodes in a wireless network. Thus, it is of interest
to study how the coverage probabilities of different receivers
interact, i.e., higher order coverage performance. Intuitively,
if some receiver is covered, we may infer that other receivers
close to the receiver are also likely to be covered. Towards
exploring the correlations of coverage probabilities at different
locations, we define the typical covered receiver process
Φ˜m,o =
∑
y∈Φm,o
eyI({y is covered}),
Obviously, Φ˜m,o is a thinning process “thinned” from the PPP
Φm,o. However, the thinning operations are not independent
across the points in Φm,o because they are correlated through
the multicast transmitter process Φm, i.e., due to the presence
of common randomness in the locations of the multicast trans-
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Fig. 2. Coverage probability versus detection threshold without network
assistance: The numbers, 50 m, 150 m, 250 m, indicate three different D2D
Tx-Rx distances.
mitters. This dependent thinning makes the thinning process
Φ
(c)
m,0 no longer a PPP. The following proposition formalizes
the correlation concept.
Proposition 1. Conditioning on that y2 is covered, the proba-
bility that y1 is covered equals
p(y1|y2) =
τm∑
n=1
(−1)n+1
(
τm
n
)
pn(y1|y2), (7)
where pn(y1|y2) , Po(∩nm=1Em(y1)| ∩nm=1 Em(y2)) is given
by
pn(y1|y2) = e−nℓ(‖y1‖)T ·SNR−1 ·
e
−λm
∫
R
¯
2
1
(1+ℓ(‖y2‖)T/ℓ(‖x−y2‖))
n
(
1− 1
(1+ℓ(‖y1‖)T/ℓ(‖x−y1‖))
n
)
dx
.
Proof: See Appendix B.
Prop. 1 formally shows that the multicast coverage prob-
abilities are indeed correlated across space. Let us exam-
ine the summand pn(y1|y2) in (7) to obtain some insight.
By definition, it is the conditional probability of the event
{mink=1,...,n SINRy1,x0(k) ≥ T } conditional on the event
{mink=1,...,n SINRy2,x0(k) ≥ T }. Further, direct calculation
yields that
pn(y1|y2)
pn(y1)
= e
λm
∫
∞
0
∏2
i=1
(
1− 1
(1+ℓ(‖yi‖)T/ℓ(‖x−yi‖))
n
)
dx
> 1,
which agrees with intuition: Given the event
{mink=1,...,n SINRy2,x0(k) ≥ T }, there is a higher
probability that the event {mink=1,...,n SINRy1,x0(k) ≥ T }
would happen. The following more specific remarks are in
order:
• The correlation becomes weaker as λm decreases; in par-
ticular, when λm is asymptotically small, the correlation
may be ignored.
• The correlation becomes weaker as n decreases (which
leads to reduced temporal correlation).
• The correlation becomes stronger when ‖y1 − y2‖ de-
creases. In particular, limy2→y1
pn(y1|y2)
pn(y1)
= 1pn(y1) .
• The correlation becomes stronger as T increases. This
is intuitive because with higher T a larger number of
interfering nodes come into play. In contrast, when T is
small, the outage events at y1 and y2 are respectively
dominated by a few nearby interferers around them, and
the intersection of the two sets of nearby interferers can
be quite small, leading to weak spatial correlation.
B. Mean Number of Covered Receivers
In this subsection we study the mean number of covered
receivers in the typical cluster. For concreteness, we focus on
the path-loss function ℓ(r) = Arα in the sequel.
Proposition 2. With ℓ(r) = Arα, the mean number of covered
receivers in the typical cluster is given by
E
o[N ] =2πλr
τm∑
n=1
(−1)n+1
(
τm
n
)
·
∫ R
0
re−nT ·SNR
−1Arα · e−λmK(α,n)T
2
α r2 dr. (8)
Proof: See Appendix C.
To gain insight from Prop. 2, we next focus on a few
special cases and/or asymptotic results which have simpler
expressions.
1) No noise: In this case we assume that interference is a
dominant issue and thus noise is ignored, i.e., W ≡ 0. Then
the following corollary follows from Prop. 2.
Corollary 2. With W ≡ 0 and ℓ(r) = Arα, the mean number
of covered receivers in the typical multicast cluster is given by
E
o[N ] =
πλr
T
2
αλm
τm∑
n=1
(−1)n+1
(
τm
n
)
·
1
K(α, n)
(
1− e−λmK(α,n)T
2
αR2
)
.
In particular, as λm → ∞, Eo[N ] ∼ πK˜(α,τm)λr
T
2
α λm
, where
K˜(α, τm) =
∑τm
n=1(−1)n+1
(
τm
n
)
1
K(α,n) .
It follows from Corollary 2 that, when decoding threshold
T or cluster size R is small,1
E
o[N ] ∼ λrπR2
τm∑
n=1
(−1)n+1
(
τm
n
)
= λrπR
2,
i.e., all the receivers in the typical cluster can be covered in
an expectation sense, agreeing with intuition. Further, Eo[N ]
is independent of λm and τm. The last fact implies that a
single multicast transmission is optimal when T or R is small
enough.
In the extreme case with λm → ∞, Eo[N ] is inversely
proportional to the multicast transmitter density λm. Note that
the number of repetitions τm does not change the scaling law
of Eo[N ] (with respect to λm); instead, τm affects Eo[N ] only
up to the multiplicative factor K˜(α, n).
1Here we do not consider the case that λm is small; small λm makes the
assumption that the network is interference-limited invalid.
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Fig. 3. Normalized mean number of covered receivers versus multicast times
without network assistance.
2) α = 4: In this case Eo[N ] in (8) reduces to the
following:
E
o[N ] =
π
3
2 λr√
C1
e
C22
4C1
τm∑
n=1
(−1)n+1
(
τm
n
)
(
Q
(
C2√
2C1
)
−Q
(√
2C1R
2 +
C2√
2C1
))
,
where Q(x) = 1√
2π
∫∞
x
e−t
2/2 dt, C1 = AT · SNR−1
and C2 = λmK(α, n)T
2
α
. This gives a quasi-closed form
expression for Eo[N ] as Q(x) can be numerically evaluated
quite easily.
3) λm is asymptotically small: In this case, using bounded
convergence theorem and binomial theorem,
lim
λm→0
E
o[N ] =πλr
∫ R2
0
(
1− (1− e−T ·SNR−1At
α
2 )τm
)
dt.
As τm increases, the above integrand converges to 1 at a
geometric rate and thus the mean number of covered receivers
approaches to λrπR2 very quickly. This fact implies that
a very small number of repetition transmissions suffices in
sparse networks.
Fig. 3 shows the mean number of covered receivers (normal-
ized by all the potential receivers) as a function of multicast
times. Again, repetitive transmissions are instrumental but the
gain quickly diminishes as τm increases. This implies that
if a D2D transmitter would like to cover far away receivers,
other approaches rather than simple repetitive transmissions
are expected; such approaches may include increasing transmit
power and interference cancellation.
Thus far we have characterized the mean number of covered
receivers in the typical cluster. Other properties may be
studied with further assumption on the receiver point processes
{Φm,xi}. For concreteness, assume {Φm,xi} are Poisson dis-
tributed. Then, due to randomness, all the receivers in some
clusters may be far away from the multicast transmitter; in
an extreme case, there may be no receiver at all in some
clusters. We term them null receiver clusters. It is of interest
to quantify the fraction of null receiver clusters. To this end,
we first formalize the concept of null receiver cluster.
Definition 1. A multicast cluster is called null receiver cluster
if all the receivers have a distance farther than a pre-defined
threshold distance Rth to the transmitter.
A possible criterion for threshold distance Rth may be as
follows.
Pmℓ(r)
N
≥ T, ∀r ≤ Rth.
This criterion implies that, without considering interference
and fading, a receiver cannot be covered if its distance from
the transmitter is farther than Rth due to the weak signal. It
follows that Rth = ℓ(−1)(SNR−1T ) where ℓ(−1)(·) denotes
the inverse function of ℓ(·).
Proposition 3. The fraction of null receiver clusters equals
e−λrπ(max(Rth,R))
2
.
Proof: See Appendix D.
Note that, conditioning on Φm, if {Φm,xi} are i.i.d sampled
over time, the fraction of null receiver clusters can also be
interpreted as the fraction of time that an arbitrary cluster is
a null receiver cluster.
C. Multicast Throughput
Repetition transmission helps improve multicast reliability
with increased coverage probability and number of covered
receivers. However, repetition consumes more degrees of free-
dom and thus hurts the throughput. In other words, there exists
a fundamental tradeoff between efficiency and reliability. In
this section, we explore multicast efficiency. To this end, we
define multicast throughput (denoted by ξ) as follows.
Definition 2. Multicast throughput is defined as the mean of
the sum rate of all the receivers in the typical multicast cluster.
Mathematically,
ξ = Eo[N ] · 1
τm
log(1 + T ). (9)
Multicast throughput may serve as a sensible objective for
choosing appropriate multicast rate, i.e., T . On the one hand,
with higher T , more sophisticated modulation and coding
scheme can be supported and thus higher rate may be achieved.
On the other hand, higher T reduces the number of receivers
that can be covered by the multicast transmitter. The definition
of multicast throughput takes both factors into account by
combining log(1 + T ) and Eo[N ]. So we may optimize
multicast rate by maximizing the multicast throughput:
maximizeT>0 Eo[N ] · 1
τm
log(1 + T ), (10)
where Eo[N ] is explicitly given in Prop. 2. The above opti-
mization is of single variable and thus can be solved efficiently.
More explicit results may be obtained under special cases; for
example, the following proposition considers the case with
noise ignored and λm →∞.
Proposition 4. With W ≡ 0 and λm → ∞, multicast rate
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Fig. 4. Multicast throughput versus detection threshold: R = 150 m.
optimization (10) reduces to
maximizeT>0 T−
2
α log(1 + T ). (11)
Further, it has a unique optimal point T ⋆ > α2 − 1 that equals
the unique solution of the equation: x1+x =
2
α log(1 + x).
Proof: See Appendix E.
To gain some intuition, we show multicast throughput as
a function of T in Fig. 4. It is shown that the optimal rate
T ⋆ is relatively robust to τm; for example, with α = 3.5,
optimal T ⋆ is around 7 dB for either τm = 1 or τm = 4.
It is also shown that higher multicast throughput is obtained
with median pathloss exponent, agreeing with intuition: High
pathloss exponent provides better spatial separation in terms
of interference but also leads to high loss of signal power;
whereas the converse is true with low pathloss exponent.
In (9), as τm increases, Eo[N ] increases but 1τm log(1 + T )
decreases. As the latter typically dominates the former, the
defined multicast throughput ξ decreases with τm. We illustrate
the tradeoff between efficiency – multicast throughput ξ –
and reliability – mean number of covered receivers Eo[N ]
in Fig. 5. How to strike a balance between efficiency and
reliability depends on the application scenarios. Nevertheless,
the bottom line may be that reliability should not be stressed to
an extent such that multicast loses its superiority over unicast.
For example, ignoring overhead issues, reasonable choice of
τm should satisfy the follow relation:
ξ ≥ Eo

 τm
|Φm,x0 |
∑
y∈Φm,x0
p(y) log(1 + T )

 ,
where the right hand side denotes the achievable sum rate if
the typical transmitter unicasts to each receiver separately.
D. Impact of Mobility
Recall that in our default model multicast transmitters are
static. Correspondingly, in the previous analysis on coverage
probability and mean number of covered receivers, we first
perform time average by fixing the spatial realization of
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Φm; then we de-condition on Φm to average out the spatial
randomness. A natural question arises: What is the impact of
mobility? To answer this question, we assume in this section
that the multicast transmitter process Φm is independently re-
sampled at each time slot during the multicast transmissions,
i.e., {Φm(n)} are independent PPPs. This assumption can
model the scenario where the multicast transmitters are of
high mobility. The static and high mobility cases represent
two extreme mobility pattern; the real mobility pattern lies
somewhere in between [33].
Surprisingly, based on the results for static scenario, the
characterization of the performance of high mobility scenario
is quite clean, as given in the following Prop. 5.
Proposition 5. With high mobility assumption and path-loss
function ℓ(r) = Arα, the coverage probability p(y) and mean
number of covered receivers Eo[N ] are respectively given by
(5) and (8) but with K(α, n) replaced by nK(α, 1).
Proof: See Appendix F.
To get some insight about how mobility affects multicast
efficiency, let us recall in the static case log 1/pn(y) is
proportional to K(α, n); in the high mobility case log 1/pn(y)
is proportional to nK(α, 1). The following Lemma 1 shows
that nK(α, 1) is greater than K(α, n) except the trivial case
n = 1. It follows that pn(y), n > 1, in the static case is
larger than its counterpart in the high mobility case. In other
words, mobility hurts the performance if one would like to
support a target SINR for n successive transmissions, agreeing
with intuition: Motility brings extra randomness to the received
SINR and thus makes it harder to successively meet the target
SINR.
Lemma 1. For any integer n > 1, nK(α, 1)−K(α, n) > 0.
Proof: See Appendix G.
The impact of mobility on p(y) or Eo[N ] is more subtle.
Fig. 6 compares the mean number of covered receivers in static
network (i.e., our default model) to that of mobile network.
Interestingly, it shows that mobility can increase the mean
number of covered receivers. Further, the loss due to the static
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Fig. 6. Mobility increases the mean number of covered receivers.
environment (at least at the time scale of τm) can be hardly
overcome by increasing the number of retransmissions. This
is because the signal and interference powers largely depend
on the node locations; multiple transmissions may exploit the
fast fading but cannot fundamentally change the signal and
interference powers.
IV. MULTICAST WITH NETWORK ASSISTANCE
In this section we analyze the multicast performance by
incorporating network assistance, i.e., allowing the network to
relay the multicast signals. Recall that zx0 = zo denotes the
BS that is closest to the typical multicast transmitter. We first
study the probability that the receiver located at y ∈ Φm,x0 is
covered by the BS zo in the following Lemma 2.
Lemma 2. The probability that the receiver located at y ∈
Φm,x0 is covered by the BS zo is given by
pc(y) =
∫
R2
pc(y|x) · λbe−λbπ‖x‖2x. , (12)
where pc(y|x) equals
e−Tℓ(‖x−y‖)SNR
−1
c −
∫
Bc(0,‖x‖)
(1− 1
1+Tℓ(‖x−y‖)/ℓ(‖z−y‖)
)λb dz.
(13)
The proof of Lemma 2 follows from [31] and is omitted
for brevity. It is noticed that the domains of integrations in
Lemma 2 are hard to manipulate to get more explicit results.
To overcome this inconvenience, we shall adopt the following
approximation:
‖z − y‖ ≈ ‖z − x0‖, ∀z ∈ Φb. (14)
The above approximation may be justified when the multicast
regions are small compared to the coverage area of each BS.
With the above approximation, the following Corollary 3 can
be obtained.
Corollary 3. With the approximation (14) and ℓ(r) = Arα,
pc(y) ≈ pc, ∀y ∈ Φm,x0 , where
pc , 2πλb
∫ ∞
0
e−T ·SNR
−1
c Ar
α
e−2πλbH(T,α)r
2
e−λbπr
2
r dr,
(15)
and H(T, α) =
∫∞
1
x
1+xα/T dx. In particular, when α = 4,
pc =
π
3
2 λb
2
√
C3
e
C24
4C3Q
(
C4√
2C3
)
, where C3 = AT · SNR−1c and
C4 = 2πλbH(T, α) + πλb; when there is no noise, pc =
1
1+2H(T,α) .
For simplicity we will use equality instead of an approxi-
mation in the sequel. With network assistance, the probability
that the receiver y ∈ Φm,x0 is covered as long as either the BS
zo or the multicast transmitter x0 covers it. Further, these two
events are independent. It follows that the coverage probability
at y ∈ Φm,x0 with network assistance equals
p˜0(y) = 1− (1− pc)(1− p0(y)).
Rearranging the above equality yields the following result.
Proposition 6. With network assistance, the coverage probabil-
ity of the receiver y ∈ Φm,0 equals
p˜(y) = p(y) + pc(1 − p(y)), (16)
where p(y) and pc are given in Theorem 1 and Corollary 3, re-
spectively. Accordingly, the mean number of covered receivers
equals
E
o[N˜ ] = Eo[N ] + pc(λrπR
2 − Eo[N ]). (17)
Prop. 6 shows that the network assistance is most useful
when λrπR2 − E
¯
o[N ] ≥ 0 is large. In particular, with
moderate to large detection threshold T and cluster range R,
network assistance can significantly reduce the number τm
of transmissions to achieve the same mean number of covered
receivers in the absence of network assistance. Fig. 7 shows the
mean number of covered receivers with network assistance as
a function of multicast times. As expected, network assistance
is very useful; the gain is particularly pronounced in the case
of large multicast radius. In addition, Fig. 7 shows that the
analytical results match the empirical results fairly well; in
particular, the approximation (14) used in the case of network
assistance analysis does not lead to noticeable accuracy lost,
at least from the perspective of mean number of covered
receivers.
Further, conditioned on ‖zo‖ = r, Eo[N˜ |‖z0‖ = r] equals
E
o[N ] + e−T ·SNR
−1
c Ar
α−2πλbH(T,α)r2(λrπR2 − Eo[N ]),
from which it is clear that the network assistance is most useful
when the distance from the multicast transmitter to its nearest
BS is not large. How to optimize this network assistance is
the subject of the next section.
V. OPTIMIZING MULTICAST TRANSMISSIONS
In this section we aim to optimize the network assisted
multicast transmissions. The overall objective is to seek for
optimum network assistance rule to minimize retransmission
times while certain network constraints can be satisfied.
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For each BS z, let gz : R
¯
+ → {0, 1} be a mapping such
that gz(‖x− z‖) = 1 if BS z helps D2D transmitter x located
in its cell, i.e., x ∈ Cz(Φb). As the transmission resources of
BSs are limited, we assume each BS z can help at most B
multicast sessions in its cell. Mathematically, for ∀z ∈ Φb,∑
x∈Φm∩Cz(Φb)
gz(‖x− z‖) ≤ B, . (18)
From the spatial average perspective, the following constraint
is imposed at the typical cell.
E
o

 ∑
x∈Φm∩Co(Φb)
go(‖x‖)

 ≤ B. (19)
In this section the Palm probability is defined with respect
to the BS point process Φb instead of D2D transmitter point
process Φm; the two Palm distributions may be connected with
Neveu exchange formula [34]. By definition, go(·) ∈ {0, 1}.
However, under the Palm measure, the performance seen by
the typical BS is a spatial average; thus with a slight abuse of
notation, we allow go(·) ∈ [0, 1]. In the sequel, we shall refer
to (18) (resp. (19)) as resource constraint.
Further, we require that a certain fraction η of the intended
receivers associated with the D2D transmitters in each cell
should be covered. Mathematically, using Corollary 3 and
Prop. 6, we have the following constraint: for ∀z ∈ Φb,∑
x∈Φm∩Cz(Φb) E[
∑
y∈Φm,x I({y is covered})]∑
x∈Φm∩Cz(Φb) E [|Φm,x|]
≥ η, (20)
where the numerator implicitly depends on gz(·). From the
spatial average perspective, the following constraint is required
for the typical cell with the BS located at the origin.
E
o
[∑
x∈Φm∩Co(Φb)
∑
y∈Φm,x I({y is covered})
]
Eo
[∑
x∈Φm∩Cz(Φb) |Φm,x|
] ≥ η. (21)
In the sequel, we shall refer to (20) (resp. (21)) as reliability
constraint. The following Prop. 7 gives more explicit expres-
sions for the expectation terms involved in (19) and (21).
Proposition 7. The three expectation terms in (19) and (21) are
respectively given as follows.
E
o[
∑
x∈Φm∩C0(Φb)
go(‖x‖)] = λm
λb
ED [go(D)]
E
o[
∑
x∈Φm∩Cz(Φb)
|Φm,x|] = λm
λb
N¯max
E
o[
∑
x∈Φm∩Co(Φb)
∑
y∈Φm,x
I({y is covered})]
=
λm
λb
ED [h(D; τm, go(D))] ,
where D is a Rayleigh distributed random variable with pdf
fD(r) = 2πλbre
−λbπr2 , r ≥ 0; N¯max = λrπR2; and
h : R+ 7→ R+ is given by h(r; τm, go(r)) = N¯(τm) +
go(r) · q(r)(N¯max − N¯(τm)), where N¯(τm) = Eo[N(τm)]
is given in Prop. 2, q : R+ 7→ [0, 1] is defined as q(r) =
e−TSNR
−1
c Ar
α−2πλbH(T,α)r2 .
Proof: See Appendix H.
Using Prop. 7, we can cast the spatial averaged multicast
optimization problem as follows.
minimize τm (22)
subject to ED [go(D)] ≤ λb
λm
B
ED [h(D; τm, go(D))] ≥ ηN¯max
0 ≤ go(r) ≤ 1, ∀r ≥ 0.
This is a mixed integer nonlinear programming which is in
general notoriously hard to solve. Worse still, the design space
go(·) is of infinite dimension; it is not a priori clear at all
what kind of mapping go(·) we ought to pursue. Further-
more, as go(·) represents the optimum network assistance
rule averaged across the space, it does not lead to readily
implementable solution for the network. For these reasons,
we are more interested in the following “online” problem:
Given a realization of Φb and Φm, how should each BS z help
the D2D transmitters in its cell while satisfying its resource
and reliability constraints? Mathematically, each BS z aims to
solve the following problem.
minimize τm (23)
subject to
∑
x∈Φm∩Cz(Φb)
gz(‖x− z‖) ≤ B
∑
x∈Φm∩Cz(Φb) h (‖x− z‖; τm, gz(‖x− z‖))
|Φm ∩ Cz(Φb)| · N¯max ≥ η
gz(‖x− z‖) ∈ {0, 1}, ∀x ∈ Φm ∩ Cz(Φb).
Though the above problem is still an integer programming,
the design space gz(·) is of finite dimension. In particular,
we only need to determine finite number of binary variables,
gz(‖xi − z‖), i = 1, ...,Mz, where Mz = |Φm ∩ Cz(Φb)|.
However, with an exhaustive search the complexity is still
exponential in Mz. We next analyze the optimality structure
of the problem to design an efficient algorithm. To this end,
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we first note that there always exists a feasible solution; for
example, the solution with gz(‖x− z‖) ≡ 0 but large enough
τm is a feasible one.
For ease of exposition, relabel the D2D transmitters (located
in the cell of BS z) in the order of increasing distance to BS
z, i.e., r1 ≤ ... ≤ rMz where ri = ‖xi−z‖, and let τ⋆m denote
the minimum value that can be obtained in the above problem.
Then the following result holds.
Proposition 8. There exists an optimal solution such that
g⋆z(‖x1 − z‖) ≥ .... ≥ g⋆z(‖xMz − z‖).
Proof: See Appendix I.
For each possible τm, Prop. 8 implies that BS z can
focus on the min(Mz, B) nearest D2D transmitters and assists
as few of them as possible to save resources. Further, as
the mapping h(·) is moronically increasing with τm, we
then can use a binary search for the minimum τ⋆m over
{1, 2, ..., τmax}, where τmax is a large enough integer such
that 1Mz
∑Mz
i=1 h (ri; τmax, 0) ≥ ηN¯max. The running time of
this algorithm is O(Mz log τmax); thus for given Mz and τmax,
the proposed algorithm is efficient. However, we need to find
a valid but a priori unknown τmax for initialization purpose.
With reasonable η, τmax’s are usually not large and we can find
one quite efficiently. We simulate the proposed algorithm and
present the network assistance statistics in Fig. 8. As expected,
D2D transmitters that are closer to their nearest BSs have
higher chance to get network assistance.
Finally, we comment how to construct a reasonably good
solution to the original prohibitively difficult network-wise
optimization problem (22) by collecting and appropriately
averaging the network assistance statistics {gz(r)} across the
space as follows. We first simulate a large enough network
with area e.g. B(0, Rn) where each BS assists the D2D
transmitters in its cell using the proposed algorithm. Then,
partition R
¯
+ into I non-overlapping intervals [ri, ri+1), i =
0, 1, ..., I − 1 with r0 = 0, rI = ∞, and |ri+1 − ri| = ∆
for i = 0, 1, ..., I − 2; and collect the statistics as follows: for
∀r ∈ [ri, ri+1), g¯0(r) equals∑
z∈B(0,Rn)
∑
x∈Φm∩Cz(Φb) 1‖x−z‖∈[ri,ri+1) · gz(‖x− z‖)∑
z∈B(0,Rn)
∑
x∈Φm∩Cz(Φb) 1‖x−z‖∈[ri,ri+1)
.
In this way, we arrive at a piece-wise constant solution g¯0(·) to
the problem (22). With g¯0(·), we can use binary search for the
corresponding minimum objective value τ¯m, which is expected
to be approximately equal to the spatial average obtained from
simulation, i.e.,
τ¯m ≈ 1|Φb(B(0, Rn))|
∑
z∈B(0,Rn)
τ⋆m(gz).
The above approach can be viewed as simulated annealing
which leverages the ergodicity of the underlying random
processes.
VI. CONCLUSIONS
In this paper we propose a tractable analytical model for
the analysis and design of multicast D2D. The model has
been used to analyze important multicast metrics like the
coverage probability, mean number of covered receivers and
throughput. In addition, how the multicast performance would
be affected by certain factors like mobility and infrastructure
assistance has also been examined. We have also explored
how to optimize multicasting, e.g. by choosing the optimal
multicast rate and the optimal number of retransmission times.
This work can be extended in a number of ways. One
may consider more sophisticated network-assisted D2D; for
example, BSs may schedule multicast D2D UEs to achieve
better interference coordination among D2D transmitters. It is
also interesting to extend this work to heterogeneous networks
consisting of different types of lower power nodes besides
macro BSs, possibly with multiple antenna techniques em-
ployed. Last but not least, millimeter wave (mmWave) seems
quite promising for D2D if there is Tx-Rx proximity but so
far the performance of mmWave D2D is largely open.
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APPENDIX
A. Proof of Theorem 1
The proof consists of two steps: We first perform time
average over fading by fixing the spatial realization of Φm;
then we de-condition on Φm to average out the spatial random-
ness. This two-step argument used to deal with the temporal
correlation of multicast process is motivated by [39] which
deals with spatial correlation over multiple receive antennas.
Let EI(y) =
⋂
n∈I En, I ⊂ {1, ..., τm}, where we drop the
argument of En(y) for notional simplicity. Then conditioned
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on Φm, the probability that y ∈ B(0, R) is covered by the
typical multicast transmitter is given by
p(y|Φm) = Po
( ⋃
n=1,...,τm
En|Φm
)
=
τm∑
n=1
(−1)n+1
∑
I⊂{1,...,τm}:|I|=n
P
o (EI |Φm) ,
where the second equality follows from inclusion-exclusion
principle. Note that conditioned on Φm, the events En,
n = 1, ..., τm, are independent, because the fading fields are
assumed to be independent across both space and time. It
follows that Po (EI |Φm) only depends on the cardinality of
I , i.e., Po (EI |Φm) ≡ Po
(
E{1,...,n}|Φm
)
, ∀I ⊂ {1, ..., τm}
with |I| = n. Thus, denoting pn(y|Φm) = Po
(
E{1,...,n}|Φm
)
,
p(y|Φm) can be further written as
p(y|Φm) =
τm∑
n=1
(−1)n+1
(
τm
n
)
pn(y|Φm).
Next we focus on computing pn(y|Φm). Due to the indepen-
dence of the fading fields across time,
pn(y|Φm) = Po(SINRy,0(k) ≥ T, ∀k ∈ {1, ..., n}|Φm)
=
n∏
k=1
P
o(SINRy,0(k) ≥ T |Φm),
where Po(SINRy,0(k) ≥ T |Φm) equals
P
o
(
Fy,x0(k)/ℓ(‖y‖)
SNR−1 +
∑
j 6=i Fy,xj (k)/ℓ(‖xj − y‖)
≥ T
∣∣∣∣Φm
)
= Po(Fy,x0(k) ≥ ℓ(‖y‖)T (SNR−1
+
∑
j 6=0
Fy,xj (k)/ℓ(‖xj − y‖))|Φm)
= e−ℓ(‖y‖)T ·SNR
−1
E
o
F [e
−ℓ(‖y‖)T∑j 6=0 Fy,xj (k)/ℓ(‖xj−y‖)|Φm]
where the last equality is due to Fy,x0(k) ∼ Exp(1). Further,
by Slyvnyak’s theorem [34], independence of the fading fields
across space and the Laplace transform of F ∼ Exp(1)
(which is LF (s) = 11+s ), pn(y|Φm) equals e−nℓ(‖y‖)T ·SNR
−1
multiplied by
n∏
k=1
EF
[
e−nℓ(‖y‖)T
∑
j Fy,xj (k)/ℓ(‖xj−y‖)|Φm
]
=
∏
j
n∏
k=1
EF
[
e−ℓ(‖y‖)TFy,xj (k)/ℓ(‖xj−y‖)|Φm
]
=
∏
j
1
(1 + ℓ(‖y‖)T/ℓ(‖xj − y‖))n .
Now de-conditioning with respect to Φm yields
pn(y) = EΦm [p
(n)
0 (y|Φm)]
= e−nℓ(‖y‖)T ·SNR
−1
EΦm [
∏
j
1
(1 + ℓ(‖y‖)T/ℓ(‖xj − y‖))n ]
= e−nℓ(‖y‖)T ·SNR
−1
EΦm
[
e
∑
j log
1
(1+ℓ(‖y‖)T/ℓ(‖xj−y‖))
n
]
= e−nℓ(‖y‖)T ·SNR
−1
e−λm
∫
R2
1− 1
(1+ℓ(‖y‖)T/ℓ(‖x−y‖))n
dx,
where the last equality follows from the Laplace functional
of the PPP Φm : LΦm(f) = exp(−λm
∫
R2
(1 − e−f(x)) dx)
where f : R2 → R+ [34]. Further, by the staionarity of
the PPP Φm and changing Cartesian coordinates to Polar
coordinates,
pn(y) = e
−nℓ(‖y‖)T ·SNR−1e−2πλm
∫
∞
0
(1−(1+Tℓ(‖y‖)/ℓ(r))−n)r dr.
(24)
To sum up,
p(y) = E[p(y|Φm)] =
τm∑
n=1
(−1)n+1
(
τm
n
)
EE[pn(y|Φm)]
=
τm∑
n=1
(−1)n+1
(
τm
n
)
pn(y).
Plugging the explicit expression (24) for pn(y) completes the
proof.
B. Proof of Proposition 1
We first evaluate pn(y1, y2) defined as follows:
pn(y1, y2) , P
o((∩nm=1E(y1)) ∩ (∩nm=1E(y2))).
As in the proof of Theorem 1, the calculation consists of two
steps: first evaluate pn(y1, y2|Φm) conditioned on Φm, and
then de-condition on Φm to obtain pn(y1, y2).
Following similar arguments in the proof of Theorem 1, the
conditional pn(y1, y2|Φm) can be calculated as
pn(y1, y2|Φm) = e−n(ℓ(‖y1‖)+ℓ(‖y2‖))T ·SNR−1 ·
2∏
i=1
∏
j
1
(1 + ℓ(‖yi‖)T/ℓ(‖xj − yi‖))n .
Now de-conditioning on Φm yields
pn(y1, y2) = EΦm [pn(y1, y2|Φm)]
= e−n(ℓ(‖y1‖)+ℓ(‖y2‖))T ·SNR
−1 ·
e
−λm
∫
R2
1− 1
(1+ℓ(‖y1‖)T/ℓ(‖x−y1‖))
n
1
(1+ℓ(‖y2‖)T/ℓ(‖x−y2‖))
n dx.
Using pn(y1, y2), the conditional probability pn(y1|y2) can be
calculated as follows:
pn(y1|y2) = pn(y1, y2)
pn(y2)
= e−nℓ(‖y1‖)T ·SNR
−1 ·
e
−λm
∫
R
¯
2
1
(1+ℓ(‖y2‖)T/ℓ(‖x−y2‖))
n
(
1− 1
(1+ℓ(‖y1‖)T/ℓ(‖x−y1‖))
n
)
dx
.
This completes the proof.
12
C. Proof of Proposition 2
Define the typical coverage cell Ao of the multicast trans-
mitter xo ∈ Φm as
Ao = {y ∈ B(xi, R) : ∃n s.t. SINRy,o(n) ≥ T } .
We next establish the relation between Eo[N ] and the mean
cell volume Eo[|Ao|]: Eo[N ] = λrEo[|Ao|]. To this end,
E
o[N ] = Eo[
∑
y∈Φm,o
I({y is covered})]
= Eo
[
λr
∫
R2
I({y is covered}) dy
]
= λr
∫
R2
E
o [I({y is covered})] dy
= λr
∫
R2
p(y) dy,
where the second and third equalities follow from Campbell’s
theorem [34] and Fubini’s theorem, respectively. Similarly, we
have
E
o[|Ao|] = Eo
[∫
R2
I({y ∈ C0}) dy
]
=
∫
B(0,R)
p0(y) dy.
It follows that Eo[N ] = λrEo[|Ao|]. The proof will be com-
plete once we compute Eo[|A0|]. To this end, using Corollary
1, we obtain that Eo[|A0|] equals
2π
∫ R
0
τm∑
n=1
(−1)n+1
(
τm
n
)
e−nT ·SNR
−1Arα−λmK(α,n)T
2
α r2rdr
By Fubini’s theorem we can exchange the above summa-
tion and integration. Then invoking the established relation
E
o[N ] = λrE
o[|Ao|] completes the proof.
D. Proof of Proposition 3
By definition, the fraction of null receiver clusters equals the
probability that the typical cluster is in bad geometry. Denoting
this event by Ebad, we consider the following two cases.
If R < Rth, then Ebad is equivalent to the event there exists
no point in the typical cluster Φm,x0 . By Poisson assumption,
we have Φm,x0(B(o,R)) ∼ Poisson(λrπR2). Then,
P
o(Ebad) = P
o(Φm,x0(B(o,R)) = 0) = e
−λrπR2 .
If R ≥ Rth, denoting by An = {Φm,x0(B(o,R)) = n},
P
o(Ebad) =
∞∑
n=0
P
o(An)P
o(Ebad|An)
=
∞∑
n=0
(λrπR
2)ne−λrπR
2
n!
(
λrπR
2 − λrπR2th
λrπR2
)n
= e−λrπR
2
th ,
where the second equality follows from that conditioning
on Φm,x0(B(o,R)) = n these n points are i.i.d. uniformly
distributed in B(o,R). To sum up, we have Po(Ebad) =
e−λrπ(max(Rth,R))
2
.
E. Proof of Proposition 4
When W ≡ 0 and λm →∞, by Corollary 2
ξ =
πK˜(α, τm)λr
T
2
αλm
· 1
τm
log(1 + T ).
It follows that maximizeT>0ξ is equivalent to
maximizeT>0T−
2
α log(1 + T ). Let f(x) = x− 2α log(1 + x).
Direct calculation yields
df
dx =
1
x
2
α+1
(
x
1 + x
− 2
α
log(1 + x)
)
.
Denote by g(x) the term inside the above parentheses. Direct
calculation yields dgdx =
1
1+x
(
1
1+x − 2α
)
. It follows that dgdx >
0 when x ∈ (0, α2 − 1) and dgdx < 0 when x ∈ (α2 − 1,∞).
Correspondingly, g(x) first monotonically increases from 0 to
g(α2 −1) = 1− 2α (1+log(α2 )) (which is positive when α > 2),
and then monotonically decreases from g(α2−1) to −∞. Thus,
there exists a unique point x⋆ > α2 − 1 such that g(x⋆ = 0),
and f(x) monotonically increases when x ∈ (0, x⋆) and then
decreases when x ∈ (x⋆,∞). The last fact implies that x⋆ is
the unique optimal point and completes the proof.
F. Proof of Proposition 5
The proof is similar to that of Theorem 1 except the
following arguments:
pn(y) = P
o(SINRy,0(k) ≥ T, ∀k ∈ {1, ..., n})
=
n∏
k=1
P
o(SINRy,0(k) ≥ T )
where the last equality follows from the fact that an in-
dependent PPP Φm(k) is drawn at each time slot, and
P
o(SINRy,0(k) ≥ T ) equals
P
o
(
Fy,x0(k)/ℓ(‖y‖)
SNR−1 +
∑
xj∈Φm(k):j 6=0 Fy,xj (k)/ℓ(‖xj − y‖)
≥ T
)
= e−ℓ(‖y‖)T ·SNR
−1 ·
E
o
Φm(k),F
[
e−ℓ(‖y‖)T
∑
j∈Φm(k)
Fy,xj (k)/ℓ(‖xj−y‖)
]
= e−nℓ(‖y‖)T ·SNR
−1
n∏
k=1
e−λm
∫
R2
1− 1
(1+ℓ(‖y‖)T/ℓ(‖x−y‖))
dx
= e−nT ·SNR
−1A‖y‖αe−λmnK(α,1)T
2
α ‖y‖2 ,
Then p0(y) can be readily obtained by plugging pn(y) into
the equality p0(y) =
∑τm
n=1(−1)n+1
(
τm
n
)
pn(y). Also, the
mean number of covered receivers can be evaluated using
the equality Eo[N ] = λr
∫
B(0,R)
p0(y) dy, which has been
established in the proof of Prop. 2.
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G. Proof of Lemma 1
By definition, we have
nK(α, 1)−K(α, n) = n2π
α
∫ ∞
0
t−
2
α−1
(
1− 1
1 + t
)
dt
− 2π
α
∫ ∞
0
t−
2
α−1
(
1− 1
(1 + t)n
)
dt
=
2π
α
∫ ∞
0
t−
2
α−1
(
n− 1− n
1 + t
+
1
(1 + t)n
)
dt.
Denote by f(t) = n− 1− n1+t + 1(1+t)n , t ≥ 0. Note f ′(t) =
(1+t)n−1−1
(1+t)n+1 ≥ 0, ∀t ≥ 0. It follows that f(t) is monotonically
increasing on [0,∞] and f(t) ≥ f(0) = 0. Thus nK(α, 1)−
K(α, n) = 2πα
∫∞
0 t
− 2α−1f(t) dt ≥ 0 as the integrand is non-
negative.
H. Proof of Proposition 7
Under the Palm measure (with respect to Φb),
E
o[
∑
x∈Φm∩Co(Φb)
∑
y∈Φm,x
I({y is covered})]
= Eo[
∑
x∈Φm∩Co(Φb)
E[
∑
y∈Φm,x
I({y is covered})]]. (25)
For x ∈ Co(Φb)∩Φm, using Corollary 3 and Prop. 6, we have
E[
∑
y∈Φm,x
I({y is covered})] = h(‖x‖; τm, go(‖x‖)).
So (25) characterizes the mean additive characteristic with
functional h(·) [34] and equals
E
o[
∑
x∈Φm∩Co(Φb)
h(‖x‖; τm, go(‖x‖))]
= Eo
[
λm
∫
R2
I(x ∈ Co(Φb)) · h(‖x‖; τm, go(‖x‖)) dx
]
= λm
∫
R2
E
o [I(x ∈ Co(Φb))] · h(‖x‖; τm, go(‖x‖)) dx
= λm
∫
R2
P
o(x ∈ Co(Φb)) · h(‖x‖; τm, go(‖x‖)) dx
= λm
∫
R2
P
o(Φb(B
0(x, ‖x‖)) = 0) · h(‖x‖; τm, go(‖x‖)) dx
= λm
∫
R2
e−λbπ‖x‖
2 · h(‖x‖; τm, go(‖x‖)) dx
= 2πλm
∫
R+
e−λbπr
2 · h(r; τm, go(r))r dr
=
λm
λb
ED [h(D; τm, go(D))] ,
where we use Campbell theorem in the first equality and
Fubini theorem in the second equality; the fourth equality
follows since x ∈ Co(Φb) if and only if o is the nearest BS
in Φb, i.e., Φb(B0(x, ‖x‖)) = 0; the fifth equality follows
from the fact Φb(B0(x, ‖x‖)) ∼ Poisson(λmπ‖x‖2); and we
convert from Cartesian to polar coordinates in the penultimate
equality. Using similar arguments, we can derive the other two
expectation terms; we omit them for brevity.
I. Proof of Proposition 8
Suppose O = (τ⋆m, {g†z(‖xi − z‖)}) is an optimal solution
but does not satisfy g†z(‖x1 − z‖) ≥ .... ≥ g†z(‖xMz − z‖).
Then O has at least one pair (i, j) such that 1 ≤ i < j ≤Mz
and 0 = g†z(‖xi − z‖) < g†z(‖xj − z‖) = 1. We will decrease
the number of such pairs in O by swapping the values of the
binary decision variables: g†z(‖xi−z‖) = 1 and g†z(‖xj−z‖) =
0. We denote by O˜ = (τ⋆m, {g˜z(‖xi − z‖)}) the solution after
the swapping. First, we claim O˜ is feasible; indeed, g˜z(rk) ∈
{0, 1}, ∑Mzk=1 g˜z(rk) =∑Mzk=1 g†z(rk) ≤ B, and using the fact
that q(r) is strictly decreasing with r,
1
Mz
Mz∑
k=1
h (rk; τ
⋆
m, g˜z(rk))−
1
Mz
Mz∑
k=1
h
(
rk; τ
⋆
m, g
†
z(gk)
)
=
1
Mz
(q(ri)− q(rj))(N¯max − N¯(τm)) > 0,
which shows that O˜ meets all the constraints. Further, O˜ gives
the optimal objective value τ⋆m; and thus O˜ is also an optimal
solution. Repeating iteratively the above exchange arguments,
we can construct an optimal solution such that g⋆z(r1) ≥ .... ≥
g⋆z(rz). This completes the proof.
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