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Abstract
Researchers have being trying to construct an intelligent system with the help of the
advancement of technology. Many successful milestones were passed in achieving robots
that are somewhat closer to humans, commonly known as “humanoids.” Although, the
expected intelligent level of these humanoids is unknown, it is fair to assume that reaching
the level at least up to the intelligence of a child will be a big success. In order to be closer
to humans, it is necessary to analyze the behavior patterns of them in order to apply those
to the artificial intelligent machines.
Human beings are fascinating creatures. Their behavior and appearance cannot be
compared with any other living organism in the world. They have two distinct features
compared to any other living being; unique physical nature and emotions (feelings). Any-
body who studies on humans or tries to construct human like machines should consider
these two vital facts.
Humans have many complex emotions. They have their own feelings for themselves
as well as towards the others. These feelings get into effect in all the dealings they perform.
Some of the facts that scientists are trying to solve at the moment are: is there anyway
these feelings can change the robots; will there be any improvements to the robots by
having them, how to “teach” such feelings to the robots, etc.
This research project discusses the possibility of applying “feelings” to mobile robots
in ubiquitous environments. Especially, the concept known as “personal space” is tried to
be analyzed in detail. That is, when the robots are interacting with humans and other
objects, they always have a safe distance between them and the object. Some of the con-
cerns that are under investigation are; how can this distance be optimized when interacting
with humans, will there be any advantages by achieving this, will the optimization help to
improve the condition of robots, how will be the humans reactions, etc. In order to “hu-
manize” robots, they (robots) should also have certain understanding of such emotions that
we, humans have over the personal space.
The main objective of this research work is to analyze mechanisms that can be used
on robots to make them more human like. The research work started using some basic
characteristics that are believed to have connections with the personal space, then some
experiments to analyze their credibility, devising a mechanism to predict personal space
depending on these characteristics, etc were performed. Next the area is broadened by
applying several robots to clarify, using them in real time applications, analyzing how
people will respond to them, etc.
ii
Approval
Graduate School of Science and Engineering
Saga University
1-Honjomachi, Saga 840-8502, Japan
CERTIFICATE OF APPROVAL
Ph.D. Dissertation
This is to certify that the Ph.D. Dissertation of
JANAKA CHAMINDA BALASURIYA
D.Tech. in Electronics Technology, 1998
B.Sc.(Hons.) in Mathematics and Physics, 1997
B.Tech.(Eng.) in Electronics Engineering, 1999
M.Sc.(Eng.) in Electronics and Telecommunications Enginering, 2002
has been approved by the Examining Committee for the
dissertation requirement for the Doctor of Philosophy
degree in Robotics and Intelligent Systems
at the September, 2007 graduation.
Dissertation committee:
Supervisor, PROF. KEIGO WATANABE
Dept. of Advanced Systems Control Engineering
Member, PROF. KATSUNORI SHIDA
Dept. of Advanced Systems Control Engineering
Member, PROF. KAZUO KIGUCHI
Dept. of Advanced Systems Control Engineering
Member, PROF. SATORU GOTO
Dept. of Advanced Systems Control Engineering
iii
Dedication
To the most wonderful two people who took interest and
care of my life; to my kind mother and to my lovely wife.
iv
Acknowledgements
First of all, I would like to thank my supervisor, Prof. Keigo Watanabe for taking
me as a research student to his laboratory. His commitment for the quality of writing
research papers sometimes made me astonished. I am very grateful for him for giving me
the freedom to pursue my ambitions in several ways.
My heart felt thanks goes to the Japanese Government Ministry of Education, Cul-
ture, Sports, Science and Technology (MEXT), for the full scholarship support (Monbuka-
gakusho) that assisted all the financial needs of myself throughout the life in Japan.
I would be very grateful to the members of my dissertation committee, Prof. Kat-
sunori Shida, Prof. Kazuo Kiguchi and Prof. Satoru Goto for their comments and sugges-
tions for the betterment. Those guidance have been very helpful.
I want to extend my thanks to Dr. Koliya Pulasinghe, Dr. Preethichandra Gamage,
Dr. Rohan Munasinghe, and Prof. Terison Francis De Silva for their continuous efforts to
help me getting a PhD opportunity in Japan.
The invaluable guidance and support given to me when I was in disarray and in need
of some assistance by my colleagues Dr. Sami Assal and Dr. Chandimal Jayawardena is
highly appreciated. I have learned so much from them.
I remember Associate Professor Kyotaka Izumi for making me vigilance on what
was happening around all the time and finding the solutions all by myself.
Life would have been much harder and tougher if there weren’t Chandima Pathirana,
Keisuke Ichida, Dr. Sherwin Guirnaldo, Yuya Tamano, Takashi Murakami, Kei Shibayama,
Daisuke Maeyama, Sajalchandra Banik, Kouhei Kamohara, Riyouichi Sato, Tsilawo Ra-
landison, Manoj Liyanage, Ruwan Gopura, and Dilantha Maddumapatabendi. Their un-
limited support on academic and social matters is remembered with much gratitude. There
had been so many others, past and present and I thank you all.
In helping to get alone with the Japanese life style, keeping me as a member of
their own family, filling the void of my loneliness, keeping in contact as a true family in
Japan, teaching various unknowns, taking me to various beautiful and historical places,
and much more that a foreigner like me cannot expect from a native, my heart fills with
love and affection when ever I remember Tatsuma Furukawa and family. My house owner
Toshifumi Ichimaru and family voluntarily became my guardians taking as much burden as
they can. My Japanese family Ivanami Toshihide take me into their home as a member from
the birth. My former house owner Yukie Nishimura was very kind and had a very warm
heart towards my well being. My friends Tatsuji Haramaki and Sunao Uchida always there
for me whenever I needed something or in need of a company.
And of course, I need to thank my family. My parents, my sister had all stood by me
through the best of times and the worst. Their unconditional love and support have helped
me through some very difficult times. I did my best to give them a reason to be proud.
Finally, I would like to thank my wife for being so patient and supportive, helping
me in my downfalls, never blame me for not spending much time with her and our baby
boy, etc. Nothing could be much better than the dreams of brighter future that she used to
tell me for encouragement.
v
Contents
Page
Title . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Approval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
Chapter
1 Introduction 1
1.1 Man’s Dream of Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Humanoid robots as partners to humans . . . . . . . . . . . . . . . 1
1.1.2 Partner robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Humanoid Robots and New Challenges for Them . . . . . . . . . . . . . . . 3
1.3 Body Formation for Humanoid Robots . . . . . . . . . . . . . . . . . . . . 3
1.3.1 Form of human body . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.2 Human–human interactions . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Building Human–Robot Social Relationships . . . . . . . . . . . . . . . . . 4
1.5 Technologies for Creating HumanRobot Relationships . . . . . . . . . . . . 5
1.5.1 Personal identification . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Human–Robot Communication . . . . . . . . . . . . . . . . . . . . . . . . 6
1.7 Emotions into Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.7.1 Robots with feelings, the past and present . . . . . . . . . . . . . . 7
1.8 Emotion Representation Methods . . . . . . . . . . . . . . . . . . . . . . . 8
1.8.1 Fuzzy logic for emotions . . . . . . . . . . . . . . . . . . . . . . . 8
1.9 Emotions with Personal Zones . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.10 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.11 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Adaptive Personal Space Determination System 12
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Human–Robot Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Distance from the robot to the vicinity . . . . . . . . . . . . . . . . 13
2.3 Personal space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1 Nakauchi model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.2 Walters experiments . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Variation of Personal Space . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Active Personal Space Determination . . . . . . . . . . . . . . . . . . . . . 17
2.6 Fuzzy and Neuro–Fuzzy Systems . . . . . . . . . . . . . . . . . . . . . . . 17
2.6.1 ANFIS for personal space determination . . . . . . . . . . . . . . . 18
2.7 Gathering Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7.1 Experimental procedure . . . . . . . . . . . . . . . . . . . . . . . . 20
2.8 Input and Output Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
vi
CONTENTS vii
2.8.1 Input variable “height” . . . . . . . . . . . . . . . . . . . . . . . . 23
2.8.2 Input variable “appearance” . . . . . . . . . . . . . . . . . . . . . . 24
2.8.3 Input variable “familiarity” . . . . . . . . . . . . . . . . . . . . . . 24
2.8.4 Output variable “personal space” . . . . . . . . . . . . . . . . . . . 25
2.9 Experiment Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.9.1 Processing of data . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.9.2 Training and checking data sets . . . . . . . . . . . . . . . . . . . . 30
2.9.3 Model validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.9.4 Train Data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.9.5 Check data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.9.6 Test data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.10 ANFIS Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.10.1 Training, Adaptation and Error . . . . . . . . . . . . . . . . . . . . 43
2.11 Trained Adaptive PS ANFIS . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.12 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3 Proposal to the Implementation of ANFIS 48
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Proposal to the Implementation of ANFIS . . . . . . . . . . . . . . . . . . . 48
3.2.1 A case with different mean appearance and familiarity for each robot 49
3.2.2 A case with same mean appearance and familiarity for all robots . . 50
3.3 Arranging data for the Proposed Method in Eq. (3.1) . . . . . . . . . . . . . 50
3.4 Arranging Data for the Proposed Method in Eq. (3.2) . . . . . . . . . . . . . 57
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4 Feelings with Active Personal Space 61
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Variation to Personal Space . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Emotional States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.1 Indication of feelings . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.2 Generalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.3 “Feelings” based on fuzzy model . . . . . . . . . . . . . . . . . . . 66
4.4 Timer Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.1 Fuzziness and feelings . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 Experimental Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.7 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5 Robot with Face Emotions Reaching Towards Humans 83
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.1.1 Robots becoming partners . . . . . . . . . . . . . . . . . . . . . . . 83
5.1.2 Robots meeting people . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2 Experimental Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.4 Observation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6 Future Works and Conclusions 90
6.1 Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.1.1 Face and expressions . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.1.2 Mounted vision system . . . . . . . . . . . . . . . . . . . . . . . . 91
viii CONTENTS
6.1.3 Orientation of body and entrainment . . . . . . . . . . . . . . . . . 92
6.1.4 Real world situations . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.1.5 Ubiquitous environment . . . . . . . . . . . . . . . . . . . . . . . . 92
6.1.6 Interactions with many . . . . . . . . . . . . . . . . . . . . . . . . 93
6.1.7 People identification . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.1.8 Learning individualization . . . . . . . . . . . . . . . . . . . . . . 93
6.1.9 Long term observation . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.1.10 Direction assessment . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.1.11 Complex emotions . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Appendices 97
A Complete Data Tables 97
A.1 Train Data Set Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.1.1 Grouping values for robot A . . . . . . . . . . . . . . . . . . . . . 97
A.1.2 Grouping values for robot B . . . . . . . . . . . . . . . . . . . . . . 99
A.1.3 Grouping values for robot C . . . . . . . . . . . . . . . . . . . . . . 101
A.2 Train Data Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
A.3 Check Data Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
A.4 Test Data Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
A.5 APS ANFIS Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
A.6 Data for Proposed Method in Eq. (3.1) . . . . . . . . . . . . . . . . . . . . 115
A.6.1 Rearranging data for robot A . . . . . . . . . . . . . . . . . . . . . 115
A.6.2 Rearranging data for robot B . . . . . . . . . . . . . . . . . . . . . 116
A.6.3 Rearranging data for robot C . . . . . . . . . . . . . . . . . . . . . 117
A.7 Trained ANFIS Output for Proposed Method in Eq. (3.1) . . . . . . . . . . . 118
A.7.1 Trained ANFIS output for robot A . . . . . . . . . . . . . . . . . . 118
A.7.2 Trained ANFIS output for robot B . . . . . . . . . . . . . . . . . . 119
A.7.3 Trained ANFIS output for robot C . . . . . . . . . . . . . . . . . . 120
A.8 Rearranging data according to proposed method in Eq. (3.2) . . . . . . . . . 121
A.8.1 Trained ANFIS output for proposed method in Eq. (3.2) . . . . . . . 122
B Appearance Analysis 123
B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.2 Method I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.2.1 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.2.2 Ranking the robots . . . . . . . . . . . . . . . . . . . . . . . . . . 124
B.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
B.2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
B.3 Method II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
B.3.1 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
B.3.2 Fuzzy analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
B.3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Publications 128
References 131
List of Figures
Figure Page
2.1 Personal human space. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Nakauchi model of human personal space. . . . . . . . . . . . . . . . . . . . . 15
2.3 Personal space zones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Block diagram of generating PS through adaptive neuro–fuzzy inference system
(ANFIS). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Experimental setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Experimental setup with robot C. . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.7 Human reaching robot A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.8 Human reaching robot B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.9 Human reaching the robot C. . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.10 Personal space variation of each interaction with robot A. . . . . . . . . . . . . 22
2.11 Personal space variation of each interaction with robot B. . . . . . . . . . . . . 22
2.12 Personal space variation of each interaction with robot C. . . . . . . . . . . . . 22
2.13 Comparison of all interactions with robots. . . . . . . . . . . . . . . . . . . . . 23
2.14 Comparison of personal space of all robots. . . . . . . . . . . . . . . . . . . . 23
2.15 Difference in appearance (crude robot RabbitR and humanoid robot ActroidR). 24
2.16 Familiarity variation with robot A. . . . . . . . . . . . . . . . . . . . . . . . . 25
2.17 Familiarity variation with robot B. . . . . . . . . . . . . . . . . . . . . . . . . 25
2.18 Familiarity variation with robot C. . . . . . . . . . . . . . . . . . . . . . . . . 26
2.19 Rule base for the ANFIS architecture. . . . . . . . . . . . . . . . . . . . . . . 26
2.20 Personal space variation with average height for robot A. . . . . . . . . . . . . 34
2.21 Personal space variation with average height for robot B. . . . . . . . . . . . . 34
2.22 Personal space variation with average height for robot C. . . . . . . . . . . . . 34
2.23 Familiarity variation with average height for robot A. . . . . . . . . . . . . . . 35
2.24 Familiarity variation with average height for robot B. . . . . . . . . . . . . . . 35
2.25 Familiarity variation with average height for robot C. . . . . . . . . . . . . . . 35
2.26 Personal space variation with modified average height for robot A. . . . . . . . 38
2.27 Personal space variation with modified average height for robot B. . . . . . . . 38
2.28 Personal space variation with modified average height for robot C. . . . . . . . 38
2.29 Familiarity variation with modified average height for robot A. . . . . . . . . . 39
2.30 Familiarity variation with modified average height for robot B. . . . . . . . . . 39
2.31 Familiarity variation with modified average height for robot C. . . . . . . . . . 39
2.32 Training, checking and testing data for the active PS using ANFIS. . . . . . . . 40
2.33 Active PS determination network with ANFIS. . . . . . . . . . . . . . . . . . . 41
2.34 Physical meaning of the parameters in the bell membership function. . . . . . . 42
2.35 Scheme for adaptation of neuro–fuzzy system. . . . . . . . . . . . . . . . . . . 44
2.36 Trained active PS ANFIS output with train data set values. . . . . . . . . . . . 45
2.37 Trained active PS ANFIS output with check data set values. . . . . . . . . . . . 45
2.38 Trained active PS ANFIS output with test data set values. . . . . . . . . . . . . 46
2.39 Percentage error of the trained ANFIS output. . . . . . . . . . . . . . . . . . . 46
2.40 Squared error of the trained ANFIS output. . . . . . . . . . . . . . . . . . . . . 46
3.1 Equipment arrangement in a ubiquitous environment. . . . . . . . . . . . . . . 49
3.2 ANFIS for a case with different mean appearance and familiarity for each robot. 50
ix
x LIST OF FIGURES
3.3 ANFIS for a case with same mean appearance and familiarity for all robots. . . 51
3.4 Comparison of personal space with each height group for each robot. . . . . . . 53
3.5 Comparison of familiarity with each height group for each robot. . . . . . . . . 53
3.6 Personal space of each height group for robot A. . . . . . . . . . . . . . . . . . 54
3.7 Personal space of each height group for robot B. . . . . . . . . . . . . . . . . . 54
3.8 Personal space of each height group for robot C. . . . . . . . . . . . . . . . . . 54
3.9 Mean error for each height group of robot A. . . . . . . . . . . . . . . . . . . . 55
3.10 Mean error for each height group of robot B. . . . . . . . . . . . . . . . . . . . 55
3.11 Mean error for each height group of robot C. . . . . . . . . . . . . . . . . . . . 55
3.12 Mean squared error for each height group of robot A. . . . . . . . . . . . . . . 56
3.13 Mean squared error for each height group of robot B. . . . . . . . . . . . . . . 56
3.14 Mean squared error for each height group of robot C. . . . . . . . . . . . . . . 56
3.15 Personal space of each height group for any robot. . . . . . . . . . . . . . . . . 57
3.16 Mean error for each height group of any robot. . . . . . . . . . . . . . . . . . . 58
3.17 Mean squared error for each height group of any robot. . . . . . . . . . . . . . 58
3.18 Mean error percentage of all methods. . . . . . . . . . . . . . . . . . . . . . . 59
3.19 Mean squared error of all methods. . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1 Modeling of human feelings. . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Face model of robot B for the “feelings” based on fuzzy model. . . . . . . . . . 63
4.3 Face model of robot C for the “feelings” based on fuzzy model. . . . . . . . . . 64
4.4 Interface unit for the output. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.5 Distance comparison for the fuzzy model. . . . . . . . . . . . . . . . . . . . . 65
4.6 Block diagram of the “feeling” based on fuzzy model. . . . . . . . . . . . . . . 66
4.7 Input variable “distance.” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.8 Input variable “rate of change.” . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.9 Output variable “feelings.” . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.10 Simulated fuzzy model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.11 Rule viewer for “Feelings” fuzzy system. . . . . . . . . . . . . . . . . . . . . 70
4.12 Surface viewer for rule base. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.13 Flow chart of the “feelings” based on fuzzy model. . . . . . . . . . . . . . . . 71
4.14 Changing faces of the robot. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.15 further close, stop, or move away and stop. . . . . . . . . . . . . . . . . . . . . 72
4.16 Reaching robots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.17 Interaction with robot B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.18 Interaction with robot C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.19 Averaged values for robot B interaction. . . . . . . . . . . . . . . . . . . . . . 77
4.20 Averaged values for robot C interaction. . . . . . . . . . . . . . . . . . . . . . 77
4.21 Selection of the final feeling for robot B. . . . . . . . . . . . . . . . . . . . . . 78
4.22 Selection of the final feeling for robot C. . . . . . . . . . . . . . . . . . . . . . 78
4.23 Human subject’s final position comparison for robot B. . . . . . . . . . . . . . 80
4.24 Final position comparison for each height group of robot B. . . . . . . . . . . . 80
4.25 Human subject’s final position comparison for robot C. . . . . . . . . . . . . . 81
4.26 Final position comparison for each height group of robot C. . . . . . . . . . . . 81
4.27 Change in personal space for robots. . . . . . . . . . . . . . . . . . . . . . . . 82
5.1 Minerva robot and it is having interactions with humans. . . . . . . . . . . . . 83
5.2 Face change with distance to the robot and human. . . . . . . . . . . . . . . . 85
5.3 All interactions of robot C with humans. . . . . . . . . . . . . . . . . . . . . . 89
5.4 Comparison of mean PS with this experiment with previous cases. . . . . . . . 89
B.1 Robots for appearance analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . 124
B.2 Body looks input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
B.3 Human look input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
B.4 Appearance fuzzy inference system. . . . . . . . . . . . . . . . . . . . . . . . 127
B.5 Output “appearance.” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
List of Tables
Table Page
2.1 Interaction with robot A (Appearance 1) . . . . . . . . . . . . . . . . . . . . . 27
2.2 Interaction with robot B (Appearance 2) . . . . . . . . . . . . . . . . . . . . . 28
2.3 Interaction with robot C (Appearance 5) . . . . . . . . . . . . . . . . . . . . . 29
2.4 Personal space variation with each height group for robot A (Appearance 1). . . 33
2.5 Personal space variation with each height group for robot B (Appearance 2). . . 33
2.6 Personal space variation with each height group for robot C (Appearance 5). . . 33
2.7 Personal space with modified average height for robot A (Appearance 1). . . . 37
2.8 Personal space with modified average height for robot B (Appearance 2). . . . . 37
2.9 Personal space with modified average height for robot C (Appearance 5). . . . . 37
3.1 Summarized data according to proposed method in Eq. (3.1) for robot A. . . . . 52
3.2 Summarized data according to proposed method in Eq. (3.1) for robot B. . . . . 52
3.3 Summarized data according to proposed method in Eq. (3.1) for robot C. . . . . 52
3.4 Error in the proposed method in Eq. (3.1). . . . . . . . . . . . . . . . . . . . . 53
3.5 summarized data according to proposed method in Eq. (3.2) for any robot. . . . 57
3.6 Error in all methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1 Approximating personal space to robot B. . . . . . . . . . . . . . . . . . . . . 65
4.2 Approximating personal space to robot C. . . . . . . . . . . . . . . . . . . . . 65
4.3 Interaction with robot B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4 Interaction with robot C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5 Approximate personal space to robot B. . . . . . . . . . . . . . . . . . . . . . 79
4.6 Approximate personal space to robot C. . . . . . . . . . . . . . . . . . . . . . 79
5.1 Robot C going to humans: first attempt. . . . . . . . . . . . . . . . . . . . . . 86
5.2 Robot C going to humans. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A.1 Rearranging data for robot A (Appearance 1). . . . . . . . . . . . . . . . . . . 97
A.2 Rearranging data for robot B (Appearance 2). . . . . . . . . . . . . . . . . . . 99
A.3 Rearranging data for robot C (Appearance 5). . . . . . . . . . . . . . . . . . . 101
A.4 Train data set for APS ANFIS. . . . . . . . . . . . . . . . . . . . . . . . . . . 103
A.5 Check data set for APS ANFIS. . . . . . . . . . . . . . . . . . . . . . . . . . . 106
A.6 Test data set for APS ANFIS. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
A.7 APS ANFIS output. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
A.8 Rearranging data for robot A (Appearance 1). . . . . . . . . . . . . . . . . . . 115
A.9 Rearranging data for robot B (Appearance 2). . . . . . . . . . . . . . . . . . . 116
A.10 Rearranging data for robot C (Appearance 5). . . . . . . . . . . . . . . . . . . 117
A.11 Trained ANFIS output for robot A. . . . . . . . . . . . . . . . . . . . . . . . . 118
A.12 Trained ANFIS output for robot B. . . . . . . . . . . . . . . . . . . . . . . . . 119
A.13 Trained ANFIS output for robot C. . . . . . . . . . . . . . . . . . . . . . . . . 120
A.14 Rearranging data for any robot (Appearance 2.67) . . . . . . . . . . . . . . . . 121
A.15 Trained ANFIS output for any robot. . . . . . . . . . . . . . . . . . . . . . . . 122
B.1 Fill in data sheet for appearance analysis. . . . . . . . . . . . . . . . . . . . . 124
B.2 Summerized votes for each robot. . . . . . . . . . . . . . . . . . . . . . . . . 125
B.3 Comparison of results for robots. . . . . . . . . . . . . . . . . . . . . . . . . . 125
xi
Chapter 1
Introduction
1.1 Man’s Dream of Artificial Intelligence
The implicit dream of man to build artificial Intelligence has never been this important. The
way he acted in the past to fulfill his dream had taken him to greater steps but still lacking
the ultimatum. What is presented here is one more instantiation of the human’s dream to
build an artificial human, which has been present for almost all of recorded history, and
regularly appears in modern popular culture. Building a humanoid robot is the challenge
par excellence for artificial intelligence and robotics workers. Recent progress in many
fields now shows that it is practical to make serious attempts at this goal. These attempts
will not likely be completely successful in the near term. But they will shed light on
many new fundamental problem areas, and provide new directions for research towards the
ultimate goal of human like robot or simply humanoid.
It is quite likely that humanoid robots will soon be deployed in shopping malls,
amusement centers, technology fairs, etc., as receptionists, information kiosks, waiters,
guides, but most of all to attract humans to those places. Similarly, robots may soon per-
form janitorial services, operate at sites too dangerous for humans, or assist people in var-
ious aspects of their lives where there is the necessity to navigate through highly dynamic
and unstructured environments with the necessity to interact with people, and the necessity
to operate in unknown places that cannot be modified [1]. The question of the progress of
these so-called Humanoids is in the future as there are many issues yet to come as how they
are going to mix in the human society.
1.1.1 Humanoid robots as partners to humans
The development of humanoid robots such as Honda’s ASIMO [2] and interactive robots
such as Sony’s AIBO [3] and Kismet [4] had spawned a new area of research known as
interactive robotics. These are not robots performing simple iterative tasks in factories or
using specific tools in professional services such as surgical or military tasks [5]. Rather,
this new wave of research is exploring the potential for partner robots to interact with people
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in daily life.
Since Kanda et al. [6] explored some fundamental problems in this new field, there
are several other researchers and companies who also had endeavored to realize robots
as partners for people and the concept of a partner robot is rapidly emerging. Typically
equipped with an anthropomorphic body and various sensors used to interact with people
naturally, the partner robot acts as a peer in everyday life. A humanoid robot, for example,
guides office visitors by speech and with a hand-gesture recognition mechanism [7], and
for the home environment, NEC Corporation [8] developed a prototype of a personal robot
that recognizes individuals faces, entertains family members with its limited speech ability,
and performs as an interface to television and e-mail.
Eliza [9] was the first computer agent that established a relationship as a partner. Peo-
ple tried to interact with Eliza without necessarily having a specific task or request in mind.
They sometimes made brief small talk and at other times engaged deeply in conversation.
As Reeves et al. [10] discovered, humans unconsciously behave toward such a computer
as if it were human. In recent robotics research, several pioneering studies have suggested
that humans also can establish relationships with pet robots. Many people actively interact
with animal-like pet robots. For example, people have adapted to the limited interactive
ability of the robot dog, AIBO [3, 11] making it popular among all the ages. Furthermore,
pet robots have been used successfully in therapy for the elderly, with some positive effects
of their usage confirmed in long-term trials [12]. Partner robots have also appeared in ther-
apeutic applications. For example, Dautenhahn et al. [13] applied robots to autism therapy.
As these examples show, partner robots are beginning to participate in human society by
performing a variety of tasks and functions.
1.1.2 Partner robots
When partner robots are involved in people’s daily life, they will take on certain roles and
contribute to humans based on their skills. Apparently, a robot that is skilled at a single or
limited set of tasks cannot satisfy the designation of partner robot. For example, a museum
tour guide robot [14] is equipped with robust navigational skills, which are crucial to its
role, however, humans still do not perceive such a robot as their partner but see it merely as
a museum orientation tool. What humans recognize as a partner is probably a robot that can
develop various kinds of relationships with humans. This does not mean simply performing
multiple tasks. Rather, we, humans believe that it is important to establish interactive
relationships first, and then the tasks and skills of partner robots will gradually emerge
along with advancing technologies as there are still many challenges to seek solutions.
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1.2 Humanoid Robots and New Challenges for Them
It is difficult to establish hard and fast criteria for what it might mean to act like a human
but roughly we assume that the robot should act in such a way that an average human
observer would say that it is acting in a human-like manner, rather than a machine-like
or alien-like manner. In order to act like a human, an artificial creature with a human
form needs a vastly rich set of abilities in gaining sensor information, even from a single
vantage point. Some of these basic capabilities as Brooks [15] stated, include saccading to
motion, eyes responding appropriately to vestibular signals, smooth tracking, coordinating
body, head, and eye motions, compensating for visual slip when the head or body moves,
correlating sound localization to occulomotor coordinates, maintaining a zero disparity
common fixation point between eyes, saccading while maintaining a fixation distance, etc.
In addition it needs much more coordinated motor control over many subsystems, as it
must, for instance, maintain body posture as the head and arms are moved, coordinate
redundant degrees of freedom so as to maximize effective sense and work space, protect
itself from self-injury, etc.
In thinking about interacting with people, some of the important issues are detecting
faces, distinguishing human voices from other sounds, making eye contact, following the
gaze of people, understanding where people are, interpreting facial gestures, responding
appropriately to breaking or making of eye contact, making eye contact to indicate a change
of turn in social interactions, understanding personal space sufficiently, etc. But in order to
fulfill any of the above requirements, suitable structure as the outer appearance or “body”
in simple terms, comes as the priority.
1.3 Body Formation for Humanoid Robots
As Brooks [15] had stated, the outlook appearance of a humanoid robot is much more crit-
ical than that to a manipulator or an intelligent machine. But, there has been no particular
reason to make the robots morphologically similar to any particular living creature.
1.3.1 Form of human body
In thinking about human level intelligence, there are two sets of reasons one might consider
when building a robot with humanoid form. If the arguments of Johnson [16] and Lakoff
[17] are considered seriously, then the form of our bodies is critical to the representations
that we develop and use for both our internal thought and our language. If we are to
build a robot with human like intelligence then it must have a human like body in order
to be able to develop similar sorts of representations. However, there is a large cautionary
note to accompany this particular line of reasoning. Since we can only build a very crude
4 1. INTRODUCTION
approximation to a human body, there is a danger that the essential aspects of the human
body will be totally missed [15].
1.3.2 Human–human interactions
A second reason for building a robot with human appearance stands on firmer ground. An
important aspect of human beings is having interaction with other humans. For a robot
having human-level intelligence to gain experience in interacting with humans, it needs a
large number of interactions with humans. If the robot has humanoid form then it will be
easy and natural for humans to interact with it in a human like way. In fact it has been
observed that with just a very few human-like cues from a humanoid robot will attract
people naturally into the pattern of interacting with it as if it were a human. Thus it is
possible to get a large source of dynamic interaction examples for the robot by participating
in many activities with humans. These examples can then be used with various internal and
external evaluation functions to provide experiences for learning for the robot. Note that
this source would not be possible if there is simply a machine like creature, as there would
be no reason for people to interact with it in a human-like way. Hence considering all the
factors, it is fair to believe that in designing an interactive robot, its body should be based
on the human body to produce the most effective social relationships.
1.4 Building Human–Robot Social Relationships
Recognizing the other person’s identity, discovering similarities, and finding common ground
are key issues in cementing social relationships. As Isaacs et al. [18] proposed, when peo-
ple first meet, they gradually establish common ground through conversation. Empirical
studies have shown that interlocutors adapt their speech to each other’s attitudes and ex-
perience, weighing each other’s perspectives when listening and making them understand
[19]. In forming satisfying and stable intimate relationships, they may even find similar-
ities in their partner that do not exist in reality and tend to assume that their partner is a
mirror of themselves [20]. This evidence shows the importance of finding common ground
in establishing relationships. However, relationships among people evolve over time [21],
and people’s attitude toward technological artifacts and their relationship with them also
evolves over time [6]. A little previous research has focused on long-term relations between
individuals and computer systems in general or partner robots in particular. Short-term and
long-term analyses must be carried out to evaluate partner robots. With respect to short-
term experiments, many evaluation methods and systems have been proposed within the
field of humancomputer interaction and robotics. For instance, Quek et al. [22] developed
a gesture recognition-based system to analyze multi-modal discourse. In robotics, Nakata
et al. [23] analyzed the effects of expressing emotions and intention. Kanda et al. [6, 24]
1.5. TECHNOLOGIES FOR CREATING HUMANROBOT RELATIONSHIPS 5
had also performed several similar experiments, such as examining the effects of behavior
patterns on impressions.
Some previous research has stressed the importance of long-term studies. Fish et al.
[25] evaluated a videoconferencing system and analyzed the transition of system use during
one month of experimentation. Petersen et al [26] reported on the process of gaining experi-
ence with a new television system. These studies showed that the relations between human
and agent are likely to change over time, just as interhuman relationships do. Therefore, it
is vital to observe relationships between individuals and partner robots in an environment
where longterm interaction is possible. The result of immersing a robot in an environment
that demands ongoing participation is likely to be entirely different from that of exhibiting
the robot in a public place like a museum, where the people who interact with it are tran-
sient. Instead, the same set of people with the same robot should be able to interact for long
period of time in order to analyze the building up of relationships [27] and there should be
proper technologies to build up such relationships.
1.5 Technologies for Creating HumanRobot Relationships
As many previous researches on interpersonal communication indicated, it is vital that two
parties recognize each other for their relationship to develop. We cannot imagine having
human partners or peers who cannot identify us. It is because we are able to identify
individuals, that we can develop a unique relationship with each of them [28, 21]. Although
personal identification (ID) is an essential requirement for a partner robot, current visual
and auditory sensing technologies cannot reliably support it. Therefore, the unfortunate
consequence is that a robot may behave the same way with everyone.
1.5.1 Personal identification
Given only visual and auditory sensors, it is difficult to implement a personal ID mecha-
nism in robots that works in complex social settings. Many people may be talking at once,
lighting conditions may vary, and the shapes and colors of the objects in the environment
may be too complex for current computer vision technologies to function. In addition, the
method of ID must be robust as misidentification can ruin a relationship. For example, a
person may be hurt or offended if the robot were to call the person by somebody else’s
name. To make matters worse, partner robots that work in a public place need to be able to
distinguish between hundreds of people and to identify nearby individuals simultaneously.
For instance, consider a situation involving people and robots working together in an of-
fice building, school, or hospital. Besides their ability to identify and recognize others,
robots should have sufficient interaction ability. In particular, human interactions largely
depends on language communication. Whereas speaking is not so difficult for the partner
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robot, listening and recognizing human utterances is one of the most difficult challenges
in humanrobot interaction. Although some of the computer interfaces successfully employ
speech input via microphone, it is far more difficult for the robots to recognize human utter-
ances, because the robots are distracted from noise from surrounding humans (background
talk) and from the robot body (motor noise). Little research has reported the solutions to
this serious problem. It is also not possible to expect ideal language perception ability like
humans. However, it is possible to believe that robots can maintain interaction with hu-
mans, if they can recognize other human behaviors, such as distance, touching actions, and
visual movements, in addition to utterances. In order to materialize a relationship over a
period of time, there should be a reliable way of communication between the human and
the robot, and this should be according to the social ethics that humans have exposed over
the continuous period of evolvement. Such multi-modal communication between human
and partner robots will facilitate to complete an arbitrary set of tasks together with humans
[24].
1.6 Human–Robot Communication
Interhuman communication employs diverse channels made available by our entire body.
By establishing eye contact and observing and possibly imitating gestures, we greatly in-
crease our understanding of others’ utterances [29]. It is well known fact that during con-
versation, a human immediately detects correspondences between their own body and the
body of their partner. This suggests that to produce effective communication skills in an
interactive robot, its body should be based on a human’s. The previous research on human–
robot communication, which is often motivated by cognitive science and psychology, has
determined various interactive behaviors that the robot’s body should afford. For exam-
ple, Scassellati [4] developed a robot as a testbed for verifying the effect of joint attention.
Matsusaka et al. [30] developed a robot that can gaze at the person who is talking with it.
Nakadai et al. [31] developed a robot that tracks a speaking person. Moreover, by combin-
ing the knowledge from cognitive science and robots’ behaviors, it is possible to achieve
smooth and natural human–robot communication as Kanda et al. [24] had in their robots,
utilizing the robot’s body properties for facilitating interaction with humans [32] and cause
people to unconsciously behave as if they were communicating with humans [33]. This
is due to the fact that humans are driven not just by physical impressions but as well as
emotional characteristic of the interaction parties, especially when they are dealing with
humans. Hence it will be a good practice to think about teaching robot partners to show
some of their emotions.
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1.7 Emotions into Robots
In order to interact with humans, emotions are an essential part for providing the illusions
of life [34]. This is typically based on the claim that such agents can interact better, in a
more natural way with humans and look more realistic and believable [35]. The expression
of emotion in the face is an important biological aspect that has significant implications
for how feelings and emotions are communicated in social life [36]. Emotional agents
are particularly appropriate for educational and entertainment domain [34, 37]. Although
most of recent works on emotional creatures has been focused on synthetic and virtual
agents displayed on computer screen, it has been shown that physical robots seem more
believable. For instance, people expect that moving objects require intelligent control,
while flat images likely result from the playback of a stored sequence as in film or television
[38]. In addition, a physical robot can be viewed from different angles, it can be touched
and its approach toward people may cause fear in them. Apparently, an animation does not
have strong impacts on people [39].
1.7.1 Robots with feelings, the past and present
There has been a significant amount of work towards making software agents who ex-
hibit social competence such as the “Oz Project” [40], “Virtual Theater” [41], “REA” [42],
“Steve” [43], etc. They used multi modal communication that mimics the body language
and nonverbal cues that people use in face to face conversations. But all those characters
were within their own “virtual” space, i.e. available only in the mode of software program,
which forces people to come to a computer in order to interact with them [44].
On the otherhand, “Sparky” is a robot developed by Scheeff et al. [45] to explore
ideas in human computer interface and interactive robotics. It used facial expression, ges-
ture, motion, and sound. The robot’s only task was emotional expression in the context
of social interaction. The “Affective Tiger” was a toy developed by Kirsch [46] as a tool
for the social and emotional awareness education of small children. Facial and vocal ex-
pressions reflected the emotional state of the toy as a response to the child’s physical ma-
nipulation. “eMuu” was a robot developed by Bartneck [47] to function as the interface
between the user and intelligent home. The user could instruct the robot to perform a num-
ber of tasks. “Feelix,” a robot built by Canamero et al. [48] was constructed from LEGO
MindstormsTM . Feelix had been used as a research platform for human robotic interac-
tions study. It uses a combination of two different emotion representations, discrete basic
emotions and continuous dimensions. Feelix only perceives tactile stimuli, which gives
little information about environment. “Minerva,” which was developed by Thrun [49], was
an interactive tour guide robot, using a state machine, a transition towards “happy” state
8 1. INTRODUCTION
was made when the robot can freely move and a transition towards “sad” state was made
when people block its way. The emotional state of the robot was directly mapped to facial
expressions. Minerva uses reinforcement learning to attract people by issuing a series of
actions and then evaluating them by closeness and density of people around it. Minerva
was unable to represent different degrees of emotional intensity in a blend. In comparison
with robots that were reviewed so far, “Kismet,” developed by Breazeal [50] as a test bed
for learning social interactions, has a very sophisticated brain, based on Synthetic Nervous
System (SNS) mechanism. Kismet displays a wide variety of emotional expressions that
can be mapped onto a space with dimensions arousal, valence, and stance.
However in the list of emotional robots, it is always true that showing the emotions
with respect to the perceived events are very much complicated. Hence many of the robots
mentioned above are capable of showing very basic emotions. There were various methods
proposed by many researchers to facilitate these.
1.8 Emotion Representation Methods
Generally, there are two different emotion representation methods, discrete basic emotions
and continuous dimensions. Basic emotions are those that can be taken as building blocks
out of which other, more complex emotions form. A particular case of basic emotions is
the one proposed by Ekman [51]: anger, disgust, fear, happiness, sadness and surprise.
Various methods had been proposed for modeling emotions. For instance, Damasio
[52] suggested somatic-marker mechanism for modeling emotions. TABASCO architec-
ture [53] was a model based on the emotion appraisal theory. OCC theory [54] of emotions
was another popular model. The problem with these models is their black and white nature.
El-Nasr [55] addressed some constraints imposed by this restriction [39], but on the other-
hand, use of fuzzy logic for modeling emotional behaviors has a number of advantages.
1.8.1 Fuzzy logic for emotions
Applying fuzzy logic to modeling emotional agents is not a new idea, as El-Nasr [55]
had proposed a fuzzy architecture for modeling emotional process. She applied her model
to synthetic characters within an animation world. However, her focus was on internal
representation of emotion and considers events and actions as black and white entities. But
using fuzzy logic gives many advantages such as;
• It is straightforward to implement software for a fuzzy system.
• It provides a convenient means for triggering multiple emotions.
• Changes occur smoothly, resulting in natural and life-like behaviors.
• Since a fuzzy system is based on linguistic variables, its design and understanding is
convenient.
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• It focuses on achieving the desired behavior, which is the main concern in human–
robot interaction, unlike other emotional models that focus on accurate internal mod-
eling.
• Fuzzy is a model free approach. Thus, there is no limitation imposed by model like
other approaches. Designer can easily add or remove rules and watch their effect until
achieving the desired behavior.
Hence it can be used to exhibit intensity of emotions or blending of emotions in
addition to the very basic discrete emotions. These can be achieved automatically and
more effectively within a fuzzy framework, i.e. achieving natural motions using readable
rules. Unlike ad hoc coefficients, fuzzy rules are generally based on linguistic variables.
So due to their clear meaning, fine tuning their parameters is also straightforward [39].
The way of representation, as well as the cause for a certain emotion to take place have
equal importance in emotional robotics. Initially, for the simplicity, lets analyze emotions
associated with personal zones.
1.9 Emotions with Personal Zones
Hall [56] discussed several zones of proximity between humans in a conversation. Accord-
ing to his theory, a conversational distance is within 1.2 m and a common social distance
for people who have just met is between 1.2 m and 3.5 m. Depending on this distance in-
teractive parties have different kind of emotions. This theory may be valid for human-robot
interaction as well [51].
In this research study, I preferred basic emotion representation, because it was easier
to be interpreted by human and more suitable for constructing a fuzzy rule-base. In addi-
tion, the basic emotions correspond to distinct facial expressions, which are supposed to be
universally recognizable in any culture.
1.10 Objectives
There are many researches in the field of emotional robotics as listed as well as not listed
above. They have created so many new ideas and directions for an interested next genera-
tion to follow up. In this research project, I tried to gain knowledge of one such idea known
as emotions due to personal space.
The objectives of this research project can be stated as follows:
• Further analyze personal space.
• Find some of the very basic parameters that support to determine the personal space.
• Try to verify the above parameters for correct relationship.
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• Device an automated system based on the above to generate personal space for a
particular occasion.
• Discuss the possibility of implementation of above automated system in real world
application.
• Simplify the system so as to permit it to be constructed in minimum resources.
• Analyze some basic emotions that are caused due to the personal space.
• Construct a system that generates the above emotion based on the personal space.
• Implementation of such system in the real time environment.
• Analyze how ordinary people react to the emotions shown by the above system.
• Analyze any connections (if exist) that forced feelings with personal space.
• Analyze any possibilities (if exist) that feelings change the personal space.
• Observe how people react to a robot with feelings.
• Find any change of interpretation of emotion depending on who goes to whom.
• How people treat a robot in human domain.
1.11 Thesis Outline
This thesis is organized as follows:
Chapter 2 analyzes the personal space, its characteristics, parameters that support
to change its value with further clarification to prove having any relationship or not as
expected. Then using few such parameters as input variables, an automated system is
devised to generate personal space according to the situations that are created according
to the change of those parameters. This system is generated after having interactions with
three robots/models to analyze the variation of input patterns. Comparing the validity of
such system with the original data is also performed in this chapter.
Chapter 3 discusses the possibilities of implementation of such a system in real world
considering the facilities available. Then the process is simplified to align with the re-
sources, paving way to the implementation.
Chapter 4 analyzes some basic emotions that are attached with the personal space,
constructs a system to automatically generate those emotions depending on the variation
of personal space described in Chapters 1 and 2, and discusses how humans will interpret
those feelings when observed in a face of a robot once installed in real time interactions,
will there be any change to the personal space due to those emotions on the robot’s face,
etc. These are observed when humans move towards a stationary robot.
Chapter 5 tries to analyze a similar situation as in Chapter 4 but in the reverse way, i.e.
how people will react to an incoming robot towards them. Humans may think differently
when a robot reaches them showing various emotions on its face, depending on the personal
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space. How the humans respond to these emotions is the primary objective of this chapter.
Similarly, any changes to the personal space obtained according to Chapters 1 and 2 are
also analyzed. Finally, some of the viewpoints of the participants about their behaviours
throughout the experiment are discussed.
Chapter 6 concludes the thesis with an analysis of future research directions and with
a discussion of the outcomes of this research project.
Chapter 2
Adaptive Personal Space
Determination System
2.1 Introduction
We humans do not do many things intentionally, but we have certain ways of understanding
things when interacting with each other. Consider what we do when reaching or passing
another person. Sometimes we keep away, sometimes we close in too much, but according
to some actions of ours others may react with a smile, or a frown or sometimes without
any emotions on their faces. When robots are reaching and passing humans and other
objects, they certainly have a safe distance between them and the object. Some of the
problems in concern are how can this distance be optimized when interacting with humans;
will there be any advantages over achieving this; will it help to improve the condition
of robots; can it be a mere constant distance; how will the humans react, etc. In order
to “humanize” robots, they (robots) should also have certain understating of such emotions
that we, humans have. In this chapter, one such human understanding, commonly known as
“personal space (PS)” is tried to analyze. First was to find some characteristics/parameters
that are commonly believed as support to change the PS, then further clarification to prove
having any relationship or not as expected, and finally using few of them as input variables
to device an automated system to generate PS are attempted.
2.2 Human–Robot Interaction
The field of research into social and personal spaces with regard to robots, designed for
use in the home, is a particular area of research within the wider field of Human–Robot
Interaction (HRI). An excellent overview of socially interactive robots (robots designed to
interact with humans in a social way) is provided in Fong et al. [57].
As the study of socially interactive robots is relatively new, experimenters in the field
often use existing research into human–human social interactions as a starting point. Hall
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[56] provided the original basis for research into social and personal spaces between hu-
mans, and later work in psychology has demonstrated that social spaces substantially reflect
and influence social relationships and attitudes of people. Embodied nonverbal interactions,
such as approach, touch, and avoidance behaviors, are fundamental to regulating human–
human social interactions [58] and this has provided a guide for more recent research into
human reactions to robots [59, 60, 61, 62]. While the methods used to study human-human
interaction may be relevant to human–robot study, and the aim of many robot designers
to create robots that will interact socially with humans. But it is probable that humans
will not react socially to robots in exactly the same way that they react to other humans
[63, 64, 65, 66, 67]. Previous work has generally assumed that robots are perceived as
social beings and that humans will respond to a robot in a similar way, for example, as to a
pet, another human, or even as to a child or infant. Evidence exists that humans do respond
to certain social characteristics, features or behaviors exhibited by robots [4, 11, 68].
2.2.1 Distance from the robot to the vicinity
As in the very beginning of the mobile robotic systems, there had been some kind of dis-
tance or space between the robots to any other object in the vicinity. This was just a mere
distance for safety for easy maneuvering and for collision avoidance. As Jarvis [69], Cohen
et al. [70] and many others had stated, this was just a constant of space usually equal to
half of the total diameter of the robotic system. This concept was quite acceptable for the
systems that just have preplanned schedule of work such as transporting some goods from
place to place [71, 72], collaborative work with same or other robotic systems [73, 74],
to do a very specific task like surveillance and monitoring [75, 76], etc. In other words,
such kind of safe distance was good for nonhuman interacting purposes. Can the same be
applied for tour guide robots [77, 78, 79], information distributors, human helpers [80, 81],
etc. is the question. Though it will be possible to get some results, it will not enhance or op-
timize the real requirement in need, i.e. to build up harmonious relationship with humans.
2.3 Personal space
Personal space can be considered as a person’s own territory/area which is very close to
their physical body. A person feels uncomfortable if other people move into this area, and
always tries to keep it restricted from others in the vicinity. Humans and animals have
a “personal space” surrounding them, that when breached, leads to a feeling of danger.
People typically do not cross into each other’s personal space so as not to provoke uncom-
fortable feelings. A robot must also be designed to have an avoidance algorithm that will
not cross into this personal space [82]. In addition, there should be a sense of personal
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Figure 2.1: Personal human space.
space for the robot itself when interacting with humans and acting according to human
feelings.
This personal space, or “human territory,” has been studied in the field of cognitive
science, as mentioned by Sack [83], Malmberg [84] and many others. The shape of this
space can be modeled as an oval, which has wider space toward the direction of the person’s
eyes, as shown in Figure 2.1. A typical example of the effect of personal space can be seen
in many day to day activities of humans, such as people forming and moving in lines. In
general, when people form a line, they keep a certain distance away from each other. They
also usually stand so that they face towards the person in front. These phenomena can
be described based on the concept of personal space. The idea is that the person who is
standing in line keeps enough distance from the person in front so that the person in front
does not feel uncomfortable. On the other hand, he stands close enough to the person in
front to avoid other people cutting into the line [85].
Although the actual size or distances to the sides of this personal space vary drasti-
cally according to culture, work performed, environmental conditions, etc., a robot working
with humans should have an understanding of it in order to prevent unnecessary repercus-
sions.
2.3.1 Nakauchi model
When Nakauchi and Simmons [85] studied about personal space and applied it to moving
robots, it was shown that there were some improvements over the “blind” safe distant.
They had experimented using human subjects for “correct distance” or “personal space” in
order to have pleasant feeling towards two interacting parties. According to their results
with humans, personal space can be represented as shown in Figure 2.2 by considering two
extreme cases, to longest and the shortest. These are about 82 cm and 38 cm respectively,
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Figure 2.2: Nakauchi model of human personal space.
in the direction of the eyes to ensure harmony when the two parties meet. When obtaining
these distances, they assumed that
• The size of personal space of the person in front is identical to the personal space of
the subject. (This is due to the fact that a subject has difficulties in analyzing the other
persons personal space.)
• When the same body direction of two people is facing, the personal space towards
that direction is the half of the distance between two people.
According to the above two assumptions, the average size of the personal space was
estimated. However, with different sized subjects (such as different sized robots), this
should be varied and adjusted appropriately. Although those results were approximate, it
had been aligned with the values that were reported in the cognitive science literature [83].
2.3.2 Walters experiments
Another set of experiments were conducted by Walters et al. [86] using adults and children
with a robot of mechanistic appearance called PeopleBotR [87] to find the personal space
zones, initial distances between robot and humans etc., and the context of the encounters
and the human’s perception of the robot as a social being. They found out that the children
showed a dominant response to prefer the “social zone” comparable to distances people
adopt when talking to other humans. From the adult studies, they found that, a small
number of people preferred the “personal zone” though significant minorities deviate from
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this pattern.
In addition, Walters et al. wanted to analyze the research hypothesis that advanced
for empirically testing human–robot social space zones. This was to compare human–
robot interpersonal distances with human–human interpersonal distances as described by
Hall [56, 58]. According to Hall, the generally recognized personal space zones between
humans are well known and are graphically illustrated in Figure 2.3.
2.4 Variation of Personal Space
Although it is possible to find a personal space for a specific instance of environment, it
is highly volatile depending on the two interacting parties and is not definitely a constant.
As Walters et al. [86] suggested, different robot social models, perhaps with very different
initial personalities, may be more acceptable to different users (e.g. a discrete servant or
even a silent servant, with no obvious initiative or autonomy). They further stated that it
probably cannot be assumed that people automatically treat robots socially, apart from sim-
ple elements of anthropomorphism as described by Reeves and Nass [88]. A user friendly
robot should automatically refine and adapt its social model (personality) over a longer pe-
riod of time, depending on the information and the feedback from users and the robots own
autonomous learning system. For example, adjustments of social distances according to a
user’s personality trait will be a promising direction (as proposed in [89]) towards a true
robot companion that needs to be individualized, personalized and adapt itself to the user
[90].
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Figure 2.4: Block diagram of generating PS through adaptive neuro–fuzzy inference system (AN-
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2.5 Active Personal Space Determination
According to Sack [83], and Malmberg [84], it is reported that the actual size of the per-
sonal space at any given instance varies depending on cultural norms and on the task being
performed. For a simplified scenario for experimental analysis, appearance (mainly of the
robot), previous acquaintance or familiarity of the either parties, gender, age, height of the
bodies (specially interaction in the standing position), emission of any sound, emotions on
the face, carrying objects, etc. were considered to be important role players governing the
personal space.
Hence in this research project, construction of an automated system to generate a
most suitable personal space for any environmental condition is attempted. In order to do
that, from the list of above, first three parameters namely, height (H), appearance (A), and
familiarity (F) were considered (as the initial stage for simplicity) to generate an active
personal space (APS) determination system. The block diagram is shown in Figure 2.4.
2.6 Fuzzy and Neuro–Fuzzy Systems
Fuzzy set theory has gained much attention because it laid the foundation of processing
uncertain information [91, 92]. In his seminal paper published in 1965, Zadeh introduced
fuzzy set theory as a theory of classes with unsharp or imprecise boundaries. Fuzzy set the-
ory is well recognized as the mathematical framework of processing linguistic information
[93]. Therefore, processing fuzzy linguistic information in spoken language conversations
is a task of fuzzy reasoning. Under the framework of fuzzy reasoning, the task-related
words with fuzzy implications can be implemented as fuzzy linguistic variables. Con-
sequently, that information which are in verbal form can be processed as mathematical
quantities. Thus, spoken language commands can be mapped into numerical values.
After a decade from its inception, fuzzy reasoning was first used by Mamdani for
control of a simple dynamic plant [94]. According to him, a characteristic feature of fuzzy
reasoning based control is, “it is usually possible for an experienced operator to express
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the strategy or protocol for controlling a plant, using linguistic variables, as a set of rules
to be used in the different situations.” As an example, a rule can be explained as: “if
Distance is Big and Rate of Change of Distance is High then go Little Fast.” Fuzzy logic
gained much attention in simulating and designing controllers for industrial plants due to
its ability of implanting expert human knowledge in the form of simple linguistic rules
[95, 96, 97]. In 1983, a different method of controlling a system, multidimensional fuzzy
reasoning method, was introduced by Takagi and Sugeno [98].
In a similar fashion, Artificial neural networks mimic human’s adaptive biological
learning [99, 100]. They are good pattern recognition engines and robust classifiers. They
are capable of making decisions about imprecise input data [101, 102]. In addition, arti-
ficial neural networks show excellent performance in learning, adaptation, and fault toler-
ance capabilities that cannot be seen in fuzzy logic controllers. Favorably, blend of fuzzy
reasoning and artificial neural networks, i.e., fuzzy neural networks have all the foresaid
properties and are effectively used as controllers for machines [103]. Thus, fuzzy neu-
ral network based controllers have taken much attention as a special instance of adaptive
networks which can acquire linguistic information (linguistic rules) from human experts as
well as adapt itself using numerical data (training pairs/input-output pairs) to achieve better
performance [104, 105].
2.6.1 ANFIS for personal space determination
Adaptive neuro–fuzzy inference system or simply ANFIS can be used as a basis for con-
structing a set of fuzzy if–then rules with appropriate membership functions to generate
the desired input-output combination [106]. It is especially useful when needed to apply
a fuzzy inference to already collected input-output data pairs for model building, model
following, etc., where there isn’t a predetermined model structure based on characteristics
of variables in the system.
When there is some modeling situation in which it is difficult to look at the data
and discern what the membership function should look like, then rather than choosing the
parameters associated with given membership function arbitrarily, and applying adaptive
neural fuzzy techniques, these parameters can be chosen so as to adjust the membership
functions to the input / output data in order to consider the variations in them [107].
2.7 Gathering Data
Several experiments were arranged to obtain input/output data pairs for the training, testing
and checking of the ANFIS. All of these were consisted of a robotic model, scale and a
way of reading the data (either through a web cam or direct reading by an observer).
Considering the procedure as Nakauchi and Simmons [85] or Walters et al. [86]
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Figure 2.6: Experimental setup with robot C.
to obtain a sense of personal space for robot/human interaction, a similar experimental
condition was constructed. Here a robot (or a model) is kept at the end of a scaled line
in a room as shown in Figures 2.5 and 2.6. The initial robot models were constructed
thinking about the very basic shape of old robotic models such as Xaviour, B12, etc. (It
was needed to indicate the differences between humans and machines in obtaining human
feelings. Unfortunately at the time of these experiments more human like robotic systems
were unavailable in the laboratory and I feel that it is a must to get similar data pairs with the
so called humanoids to make this experiment a complete and a more acceptable personal
space determination system. Hence I am planning to make similar interactions with more
human like robotic systems as Sony Asimo, etc. in the future).
The robots and the robotic models used in these experiments are robot A (PA10
robotic manipulator), robot B (robotic model), and robot C (previously known as Carry
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Figure 2.7: Human reaching robot A.
Figure 2.8: Human reaching robot B.
Hospital Robot[108] reused with several modifications). The first one was a stationary
model with 200 [cm] in height and 20 [cm] average diameter, the next was a movable robot
with 100 [cm] height, 50 [cm] diameter and around 3 [kg], and the last is also a movable
robot with 170 [cm] height, generalized circular diameter of 60 [cm] and weight of about
10 [kg].
2.7.1 Experimental procedure
As the experiment proceeds, one human subject is instructed to move towards the robot
as if he needs to talk with it. The human subject is asked to be along the scaled line and
look at the robot face and move closer to it until he feels safe enough to make conversation
with it. One human subject interacting with above three robots is shown in Figures 2.7,
2.8, and 2.9. In the mean time the robotic model was positioned so as to make its face
towards the human subject. During the whole time of the experiment, the robot did not
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Figure 2.9: Human reaching the robot C.
do anything and the human subject did all the active tasks of walking, thinking, etc. The
robot and the human subject, one person at a time, were supposed to interact at one specific
duration of time and it ended once the human subject stops in front of the robot. Then
the distance between the two parties was obtained by using a camera or by direct human
observer (who reached the two parties once they got stabilized). The human subject had
no previous experience with the robot and the authors wanted the human subjects to be
curious as well as cautioned about the robot that they are going to meet. In other wards
human subjects had no idea what kind of robotic system that they are going to face with or
any capabilities that it possesses until they meet the robot.
There was the possibility of thinking that the robot as dangerous, as well. But they
were told that there is a robot model in the room and it is not harmful in anyway. Such
kind of information restrictions were used so as to study the once obtained data for another
round of inspections.
This procedure was repeated for several rounds in order to ascertain any change of
personal space due to familiarity of the robot. The data thus obtained clearly indicate
the reduction of personal space with many acquaintances with the same robotic system as
shown in Figures 2.10, 2.11, and 2.12. Starting from a large space (comparatively) got
reduced with each attempt but saturated after some time. That is, after few interactions, the
subject tends to keep the distance as same. (The distance never reached zero with increased
number of attempts). In order to clarify the above argument, average personal space is
calculated for each interaction with each of the robotic systems.
Next it was necessary to compare the personal distance values obtained for each of
the robotic system so as to analyze whether the outlook appearance is of any significance.
For this purpose, averaged values of each of the interactions for each of the robot were
plotted in the same graph. These are shown in Figure 2.13.
Finally, considering all the data obtained for a particular robot, averaged value was
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Figure 2.10: Personal space variation of each interaction with robot A.
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Figure 2.11: Personal space variation of each interaction with robot B.
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Figure 2.12: Personal space variation of each interaction with robot C.
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Figure 2.13: Comparison of all interactions with robots.
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Figure 2.14: Comparison of personal space of all robots.
taken. This is shown in Figure 2.14.
2.8 Input and Output Variables
Out of the three input variables considered, height (of the human) and familiarity were two
straightforward measurements while appearance was taken as a collective decision.
2.8.1 Input variable “height”
The height of the human subject is considered in this input variable. The universe of dis-
course of the input variable “height (H)” was considered to be 50 cm to 200 cm, having
three membership functions “big (B),” “medium (M),” and “small (S).” The shapes were
considered to be bell type.
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2.8.2 Input variable “appearance”
The robot outer appearance to that of a human is considered in this input variable. Humans
are more like to reach one of their own looking rather than to that of very peculiar shaped
objects. Human like robot gets a more closer feeling with respect to the other crude or
rather machine looking robot (see Fig. 2.15). The universe of discourse of the input variable
“appearance (A)” was considered to be 1 to 5 (without any units), having three membership
functions “big (B),” “medium (M),” and “small (S).” Those shapes were considered to be
all bell type. Here the appearance value for the robot A was given as 1, for the robot B as
2, and robot C as 5. Although more human like robots were required to get the records,
at the time of the experiment, such robots were not available in the laboratory. (Hence the
universe of discourse was 1 to 5).
Rabbit
Actroid
Figure 2.15: Difference in appearance (crude robot RabbitR and humanoid robot ActroidR).
2.8.3 Input variable “familiarity”
As the name implies, the way that a human subject interacts with a robot is analyzed in this
variable. Namely, if a human feels more familiar with a certain robot, he will go closer to
it. If there are many interactions with the same robot for many times, it is fair to assume
that the two interaction parties has got more familiar with each other. Due to its complexity
of nature of assessing this familiarity for a certain interaction, familiarity value was taken
by dividing the interaction distance by 100 for a particular situation. Therefore, more
familiar interactions will have a less “familiarity” value and vice versa. The complete set
of “familiarity” variation for each interactions of robots A, B, and C are plotted in Figures
2.16, 2.17, and 2.18 respectively. The complete sets of data are given in the Appendix.
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Figure 2.16: Familiarity variation with robot A.
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Figure 2.17: Familiarity variation with robot B.
The universe of discourse of the input variable “familiarity (F)” was considered to be 0 to
2 (without any units), having three membership functions “big (B),” “medium (M),” and
“small (S),” whose forms were considered to be all bell type.
2.8.4 Output variable “personal space”
Considering the above three inputs that generates 27 rules (Figure 2.19) in total and each
having unity weight for each rule, the output variable “personal space (PS)” of the ANFIS
is obtained using the weighted average defuzzification.
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Figure 2.18: Familiarity variation with robot C.
R1 : If H is S and A is S and F is S then PS is PS1
R2 : If H is S and A is S and F is M then PS is PS2
R3 : If H is S and A is S and F is B then PS is PS3
R4 : If H is S and A is M and F is S then PS is PS4
R5 : If H is S and A is M and F is M then PS is PS5
R6 : If H is S and A is M and F is B then PS is PS6
R7 : If H is S and A is B and F is S then PS is PS7
R8 : If H is S and A is B and F is M then PS is PS8
R9 : If H is S and A is B and F is B then PS is PS9
R10: If H is M and A is S and F is S then PS is PS10
•
•
•
R18: If H is M and A is B and F is B then PS is PS18
R19: If H is B and A is S and F is S then PS is PS19
•
•
•
R27: If H is B and A is B and F is B then PS is PS27
Figure 2.19: Rule base for the ANFIS architecture.
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2.9 Experiment Data
Experimentally obtained data sets for robots A, B and C are given in Tables 2.1, 2.2, and
2.3 respectively where Std. No# is the corresponding human subject number, Int. is the
interaction number and Dist. is the corresponding distance between a robot and a human.
Table 2.1: Interaction with robot A (Appearance 1)
Std. No# Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
[cm] Dist. [cm] Dist. [cm] Dist. [cm] Dist. [cm] Dist. [cm]
1 172 150 140 130 140 130
2 176 110 100 100 100 100
3 182 120 110 110 110 100
4 172 130 100 120 100 100
5 165 120 110 110 100 100
6 173 100 100 90 100 100
7 168 120 110 110 110 110
8 183 90 80 80 80 90
9 174 130 130 130 100 100
10 169 150 150 140 140 140
11 180 130 130 100 100 100
12 170 110 100 110 110 110
13 177 100 100 100 90 100
14 170 100 110 100 100 100
15 172 135 100 120 110 110
16 169 200 200 190 190 180
17 174 120 110 110 110 110
18 164 190 180 180 180 180
19 172 160 150 130 120 120
20 180 170 140 150 150 140
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Table 2.2: Interaction with robot B (Appearance 2)
Std. No# Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
[cm] Dist. [cm] Dist. [cm] Dist. [cm] Dist. [cm] Dist. [cm]
1 172 70 65 60 60 60
2 176 85 75 75 75 75
3 182 120 100 90 90 90
4 172 135 120 110 100 100
5 165 110 100 90 80 80
6 173 70 55 50 50 50
7 168 120 120 100 105 110
8 183 55 40 50 50 50
9 174 105 95 90 90 90
10 169 40 40 50 40 45
11 180 70 40 50 50 50
12 170 135 120 110 120 110
13 177 70 60 60 60 60
14 170 105 70 90 80 70
15 172 130 130 120 110 110
16 169 150 130 120 120 120
17 174 140 105 100 100 100
18 164 55 50 50 50 50
19 172 90 80 80 80 80
20 180 100 100 90 90 90
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Table 2.3: Interaction with robot C (Appearance 5)
Std. No# Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
[cm] Dist. [cm] Dist. [cm] Dist. [cm] Dist. [cm] Dist. [cm]
1 172 95 90 80 70 70
2 176 80 70 60 60 60
3 182 100 90 80 70 70
4 172 70 70 60 50 50
5 165 130 120 100 100 100
6 173 60 50 50 50 50
7 168 70 60 60 60 60
8 183 100 80 80 80 80
9 174 80 60 60 50 50
10 169 75 70 60 60 60
11 180 90 80 80 80 70
12 170 70 60 60 60 60
13 177 60 50 50 50 50
14 170 80 65 60 60 60
15 172 90 90 80 70 70
16 169 105 105 90 90 90
17 174 80 65 60 60 60
18 164 60 45 40 40 40
19 172 70 60 60 60 60
20 180 50 50 50 50 50
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2.9.1 Processing of data
Using the collected data from the experiments, data were rearranged into three groups for
training, checking and testing purposes of the active PS with ANFIS. Having considered 5
groups of height, 3 sets of appearances and 5 different interactions make the total data set
(N) to 75 (i.e., N=5×3×5=75).
• 161 cm to 165 cm
• 166 cm to 170 cm
• 171 cm to 175 cm
• 176 cm to 180 cm
• 181 cm to 185 cm
Such type of grouping was necessary as there were several human subjects in same
height or there may not be anybody for certain height. Another reason for this was that
there can be people with different heights but very close to each other such as 162.0 [cm],
162.5 [cm], 163.0 [cm] and it is practically impossible to consider each of these situations.
2.9.2 Training and checking data sets
The modeling approach used by ANFIS is similar to many system identification techniques
[107]. First, it needs to hypothesize a parameterized model structure (relating inputs to
membership functions to rules to outputs to membership functions, and so on). Next, col-
lect input/output data in a form that will be usable by ANFIS for training. Then use ANFIS
to train the FIS model to emulate the training data presented to it by modifying the mem-
bership function parameters according to a chosen error criterion.
In general, this type of modeling works well if the training data presented to AN-
FIS for training (estimating) membership function parameters is fully representative of the
features of the data that the trained FIS is intended to model. This is not always the case,
however. In some cases, data is collected using noisy measurements, and the training data
cannot be representative of all the features of the data that will be presented to the model.
This is where model validation comes into play.
2.9.3 Model validation
Model validation is the process by which the input vectors from input/output data sets on
which the FIS was not trained, are presented to the trained FIS model, to see how well the
FIS model predicts the corresponding data set output values. This is accomplished with the
ANFIS Editor GUI using the so-called testing data set. It is also possible to use another
type of data set for model validation in ANFIS. This other type of validation data set is
referred to as the checking data set and this set is used to control the potential for the model
overfitting the data. When checking data is presented to ANFIS as well as training data,
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the FIS model is selected to have parameters associated with the minimum checking data
model error.
One problem with model validation for models constructed using adaptive techniques
is selecting a data set that is both representative of the data that the trained model is intended
to emulate, yet sufficiently distinct from the training data set so as not to render the valida-
tion process trivial. Having collected a large amount of data, hopefully this data contains
all the necessary representative features, so the process of selecting a data set for checking
or testing purposes is made easier.
The basic idea behind using a checking data set for model validation is that after a
certain point in the training, the model begins overfitting the training data set. In principle,
the model error for the checking data set tends to decrease as the training takes place up to
the point that overfitting begins, and then the model error for the checking data suddenly
increases.
Hence by considering the experimentally obtained data, training, checking and test-
ing data sets were obtained. Although the above sets were not consisting the entire region
of the intended span of data due to unavailability of certain resources such as more human
like robotic systems (to obtain the appearance level close to 10), many students in the same
height range, etc. they were used to construct the ANFIS.
2.9.4 Train Data set
Considering the grouped data, for a particular height group mean “height” was calculated
as follows:
H¯ji =
1
Nj
Nj∑
l=1
Hji (l) (2.1)
where Hji (l) is a height value of the lth subject who was classified into the jth human group
with different range of height and Nj is the total number of subjects in the jth group.
“familiarity” was obtained as described below: The mean familiarity F¯ ji for each
interaction can be defined by
F¯ ji =
1
Nj
Nj∑
l=1
F ji (l) (2.2)
where F ji (l) is a familiarity value to the ith robot designated by the lth subject who was
classified into the jth human group with different range of height and Nj is the total number
of subjects in the jth group.
Similarly, mean personal space P¯ Sji for each interaction was calculated using the
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following equation:
P¯ S
j
i =
1
Nj
Nj∑
l=1
PSji (l) (2.3)
where PSji (l) is a personal space value that the lth subject who was classified into the jth
human group had with the ith robot.
The complete set of results obtained according to the above criteria are shown in
Appendix Tables A.1, A.2, and A.3 for robots A, B, and C respectively. Then the train data
set was received after appropriately arranging the summarized results for averaged height in
each group for robots A, B, and C. These are tabulated in Tables 2.4, 2.5, and 2.6 for robots
A, B, and C respectively. where Std. No# is the corresponding human subject number,
Dist. is the distance between the robot and the subject in [cm], Int. is the interaction, Fam.
is the familiarity and Avg. is the averaged value.
The personal space variation with averaged height are plotted to obtain a comparison
and are shown in Figures 2.20, 2.21, and 2.22 for robots A, B and C respectively. Similarly,
familiarity variation with the averaged height are plotted in Figures 2.23, 2.24, and 2.25.
The complete set of results thus obtained was used as the train data set and is given
in the Appendix Table A.4.
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Table 2.4: Personal space variation with each height group for robot A (Appearance 1).
Avg. Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
Grp. Height Avg. Avg. Avg. Avg. Avg.
[cm] Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
[cm] [cm] [cm] [cm] [cm]
1 164.5 155 1.6 145 1.5 145 1.5 140 1.4 140 1.4
2 169.2 136 1.4 134 1.3 130 1.3 130 1.3 128 1.3
3 172.7 132.1 1.3 118.6 1.2 118.6 1.2 111.4 1.1 110 1.1
4 178.25 127.5 1.3 117.5 1.2 112.5 1.1 110 1.1 110 1.1
5 182.5 105 1.1 95 1 95 1 95 1 95 1
Table 2.5: Personal space variation with each height group for robot B (Appearance 2).
Avg. Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
Grp. Height Avg. Avg. Avg. Avg. Avg.
[cm] Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
[cm] [cm] [cm] [cm] [cm]
1 164.5 82.5 0.8 75 0.8 70 0.7 65 0.7 65 0.7
2 169.2 110 1.1 96 1 94 0.9 93 0.9 91 0.9
3 172.7 105.7 1.1 92.9 0.9 87.1 0.9 84.3 0.8 84.3 0.8
4 178.25 81.25 0.8 68.75 0.7 68.75 0.7 68.75 0.7 68.75 0.7
5 182.5 87.5 0.9 70 0.7 70 0.7 70 0.7 65 0.7
Table 2.6: Personal space variation with each height group for robot C (Appearance 5).
Avg. Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
Grp. Height Avg. Avg. Avg. Avg. Avg.
[cm] Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
[cm] [cm] [cm] [cm] [cm]
1 164.5 95 1 82.5 0.8 70 0.7 70 0.7 70 0.7
2 169.2 80 0.8 72 0.7 66 0.7 66 0.7 66 0.7
3 172.7 77.9 0.8 69.3 0.7 64.3 0.6 58.6 0.6 58.6 0.6
4 178.25 70 0.7 62.5 0.6 60 0.6 60 0.6 57.5 0.6
5 182.5 100 1 85 0.9 80 0.8 75 0.8 75 0.8
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Figure 2.20: Personal space variation with average height for robot A.
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Figure 2.21: Personal space variation with average height for robot B.
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Figure 2.22: Personal space variation with average height for robot C.
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Figure 2.23: Familiarity variation with average height for robot A.
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Figure 2.24: Familiarity variation with average height for robot B.
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Figure 2.25: Familiarity variation with average height for robot C.
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2.9.5 Check data set
In order to optimize the ANFIS created using the train data set, another data set which does
not contain the similar values but close to the original train data output values is required.
This check data set also helps to overcome the problem of model overfitting during the
training process. Overfitting is accounted for by testing the trained ANFIS on the training
data against the checking data, and choosing the membership function parameters to be
those associated with the minimum checking error, if these errors indicate model overfitting
[107]. For this purpose, following equation was considered to generate the check data set.
When obtaining the check data set {xc}: i.e., considering a particular column, average
value xa is subtracted from the maximum value xmax from the gathered data. Then half of
that value is added to the minimum value xmin of the gathered data in the same column:
xc =
[
xmax − xa
2
]
+ xmin (2.4)
Although this criteria was applied to calculate the “height,” and personal space (PS) for
each interaction for a particular height group, “familiarity” was obtained by dividing the
(PS) thus obtained by 100 and rounding off to the nearest single decimal number. The
complete set of data obtained is given in the Appendix Table A.5.
In this process, no change was made to the previous ANFIS structure. Tables 2.7, 2.8,
and 2.9 give the resultant values thus obtained using the above mechanism. The graphical
view of the modified averaged height in each height group with corresponding personal
space value obtained for robots A, B and C are plotted in Figures 2.26, 2.27, and 2.28.
Variation of familiarity with each attempt of the modified averaged height of the robots A,
B and C are shown in Figures 2.29, 2.30, and 2.31 respectively.The complete check data
set is given in the Appendix Table A.5.
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Table 2.7: Personal space with modified average height for robot A (Appearance 1).
Mod. Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
Grp. Avg. Avg. Avg. Avg. Avg. Avg.
Height Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
[cm] [cm] [cm] [cm] [cm] [cm]
1 164.25 137.5 1.4 127.5 1.3 127.5 1.3 120 1.2 120 1.2
2 168.4 132 1.3 133 1.3 130 1.3 130 1.3 126 1.3
3 172.65 113.95 1.1 115.7 1.2 95.7 1 114.3 1.1 110 1.1
4 176.9 121.25 1.2 111.25 1.1 118.75 1.2 110 1.1 115 1.2
5 182.25 97.5 1 87.5 0.9 87.5 0.9 87.5 0.9 92.5 0.9
Table 2.8: Personal space with modified average height for robot B (Appearance 2).
Mod. Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
Grp. Avg. Avg. Avg. Avg. Avg. Avg.
Height Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
[cm] [cm] [cm] [cm] [cm] [cm]
1 164.25 68.75 0.7 62.5 0.6 60 0.6 57.5 0.6 57.5 0.6
2 168.4 60 0.6 57 0.6 63 0.6 53.5 0.5 59.5 0.6
3 172.65 87.15 0.9 73.7 0.7 66.45 0.7 62.85 0.6 62.65 0.6
4 176.9 79.38 0.8 55.63 0.6 60.63 0.6 60.63 0.6 60.63 0.6
5 182.25 71.25 0.7 55 0.6 60 0.6 60 0.6 57.5 0.6
Table 2.9: Personal space with modified average height for robot C (Appearance 5).
Mod. Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
Grp. Avg. Avg. Avg. Avg. Avg. Avg.
Height Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
[cm] [cm] [cm] [cm] [cm] [cm]
1 164.25 77.5 0.8 63.75 0.6 55 0.6 55 0.6 55 0.6
2 168.4 82.5 0.8 76.5 0.8 72 0.7 72 0.7 72 0.7
3 172.65 68.55 0.7 60.35 0.6 57.85 0.6 55.7 0.6 55.55 0.6
4 176.9 60 0.6 58.75 0.6 60 0.6 60 0.6 56.25 0.6
5 182.25 100 1 82.5 0.8 80 0.8 72.5 0.7 72.5 0.7
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Figure 2.26: Personal space variation with modified average height for robot A.
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Figure 2.27: Personal space variation with modified average height for robot B.
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Figure 2.28: Personal space variation with modified average height for robot C.
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Figure 2.29: Familiarity variation with modified average height for robot A.
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Figure 2.30: Familiarity variation with modified average height for robot B.
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Figure 2.31: Familiarity variation with modified average height for robot C.
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Figure 2.32: Training, checking and testing data for the active PS using ANFIS.
2.9.6 Test data set
Once the ANFIS system is created using train data and fine tuned with check data, it is
necessary to analyze its credibility for correct functioning and desired performance [107].
For that purpose another set of data called as test data is used. Construction of test data
set was done as follows: Considering the output value of training and checking data sets
for a same input entry, very close data value from the original data set of the experiment
was selected and grouped to form the test data set. This set was used to test the ANFIS for
desired functionality. The complete set is given in the Appendix Table A.6.
The complete sets of data used for training, checking and testing of the ANFIS are
graphically shown in Figure 2.32.
2.10 ANFIS Architecture
The architecture of the active PS determination network is illustrated in Figure 2.33. Ac-
cording to the fuzzy reasoning terminology, layer I to layer III represent the antecedent part
of the fuzzy neural network, whereas layer V and layer VI represent the consequence part
[104, 106]. As shown in Figure 2.33, the domain of discourse of height (H) is described
by fuzzy variable H with p number of linguistic values (p = 3), the domain of discourse
of appearance (A) is described by fuzzy variable A with q number of linguistic values (q
= 3), and the domain of discourse of familiarity (F) is described by fuzzy variable F with
r number of linguistic values (r = 3). Hence each input variable is unique in the sense of
domain of discourse. Then the output variable personal space (PS) is given by ps. It is
assumed that each node of the same layer has a similar function, as described below. Here
we denote the output of the ith node in layer X as OX,i.
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Figure 2.33: Active PS determination network with ANFIS.
Layer I: Layer I consists of three types of nodes; height (H), appearance (A) and famil-
iarity (F). The current value of height (H), i.e., the crisp input to the height node is Hi,
appearance node is Aj and familiarity node is Fk. No computation is carried out at this
layer and takes the current values of all the input variables into the network and function-
ing as a distribution layer of currently available input values.
Layer II: This layer acts as the fuzzification layer of the fuzzy neural network. At this
layer, the output of a node connected to the current value of input variable acquires the
fuzzy membership value of the universe of discourse. Every node i, where i = 1, · · · , p (or
q or r), in this layer there is an adaptive node with a node function
OII, i = µXi (x) (2.5)
where x is the input to node i, and Xi is the linguistic label (big, medium, small, etc.)
associated with this node function. In other words, OII,i is the membership function of Xi
and it specifies the degree to which the given x satisfied the quantifier Xi. Here µXi (x) is
selected to be bell-shaped with maximum equal to 1 and minimum equal to 0, such as
µXi (x) =
1
1 + [(x−ci
ai
)
2
]bi
(2.6)
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Figure 2.34: Physical meaning of the parameters in the bell membership function.
or
µXi (x) = exp
[
−
(
x− ci
ai
)2]
(2.7)
where ai, bi, ci is the parameter set. As the values of these parameters change, the bell-
shaped function vary accordingly, thus exhibiting various forms of membership functions
on linguistic label Xi [106]. The physical meaning of the parameters in the bell member-
ship function is given in Figure 2.34.
Hence the output from the 2nd layer will be:
OII, p = µHp (Hi) (2.8)
OII, q = µAq (Aj) (2.9)
OII, r = µFr (Fk) (2.10)
for height, appearance and familiarity respectively.
Layer III: In this layer, the nodes labeled as Π compute the T-norm of the antecedent
part. Although there are several methods to compute the T-norm, the algebraic product
of the incoming signals denoted by “∗” is applied in the proposed system. By taking al-
gebraic product, this layer nullifies all the rules, except rules containing fuzzy predicates
that are observed in the input variables. Thus the rule evaluates the conditions of the inputs
and they are continued to the layer V for normalization. The output of any node t, where
t = 1, · · · , N , where N = p ∗ q ∗ r, in this layer is described by the following equation:
OIII, t = ht = µHp (Hi) ∗ µAq (Aj) ∗ µFr (Fk) (2.11)
where ht represents the firing strength of the tth rule and there are N such rules in total.
Layer IV: The first node of layer IV at fuzzy neural network, which has symbols
∑
and g,
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generates the output through the following function:
g(x) =
1
x
(2.12)
with a linear summed input. Then the output of the first node of layer IV is given by
OIV, 1 =
1
N∑
t=1
ht
(2.13)
Other nodes just carry forward the outputs of previous nodes to the next layer.
Layer V: This layer normalizes the fired rule values. Each node labeled as Π in this layer
multiplies the value carried forward by previous node with the output of the first node at
layer IV. Then the output of any mth node of this layer can be given by the following
equation:
OV,m =
hm
N∑
t=1
ht
(2.14)
Layer VI: This is the defuzzification layer of the fuzzy neural network. The node labeled
as
∑
in this layer calculates the overall output as the summation of all incoming signals.
Then the personal space value ps for certain input variables is given by:
OV I = ps =
N∑
m=1
wmhm
N∑
n=1
hn
(2.15)
where wm denotes a constant value in the consequence part of the mth rule. The overall
output is the weighted mean of wm with respect to the weight hm.
2.10.1 Training, Adaptation and Error
The connection weights are trained by applying the hybrid (mixed least squares and back
propagation) algorithm. The error tolerance, which is used to stop the training and is related
to the error size, was set to zero. The adaptation process is illustrated in Figure 2.35.
The error is calculated by comparing the output of the expert knowledge with that of
fuzzy neural network for the same input data, x. The adaptation of the mth weight, wm, at
the lth time step is given by the following equation:
wm (l + 1) = wm (l) + γ [yd − ya] hmN∑
n=1
hn
(2.16)
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Figure 2.35: Scheme for adaptation of neuro–fuzzy system.
where γ represents a small positive learning rate, and yd and ya represent the desired output
and actual output respectively for the personal space value selected for the training.
The ANFIS parameter optimization method used in this project was hybrid (mixed
least squares and back propagation). The error tolerence, which is used to create a train-
ing stopping criterion (which is related to the error size, the training would stop after the
training data error within this tolerance) was set to zero as it was not clear how the training
error would be behaved while training. The ANFIS was trained after setting training epoch
number to be 40, training error goal to be zero, initial step size to be 0.01, step size decrease
rate to be 0.9, and step size increase rate to be 1.1.
2.11 Trained Adaptive PS ANFIS
The output values for the personal distance for the same input values (as in the training data
set), once the adaptive PS ANFIS is trained, is given in the Appendix Table A.7.
Once the ANFIS is trained, the output was compared with the training data set, check-
ing data set and testing data set. These are shown in Figures 2.36, 2.37 and 2.38 respec-
tively. As stated by Kreyszig [109], the error cost described by
ex =
[
apsx − psx
psx
]
× 100% (2.17)
for the trained adaptive PS output value (apsx) with that to the original value (psx) of any
data set entry value x, and mean squared error (MSE) described by
MSE =
1
Nx
Nx∑
x=1
[ex − e¯]2 (2.18)
where Nx is the total number of data entry points and e¯ is the mean error described by
e¯ =
1
Nx
Nx∑
x=1
ex (2.19)
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Figure 2.36: Trained active PS ANFIS output with train data set values.
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Figure 2.37: Trained active PS ANFIS output with check data set values.
were calculated and all the values are tabulated in the Appendix Table A.7. The plotted
graphs of error and squared error are shown in Figures 2.39 and 2.40.
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Figure 2.38: Trained active PS ANFIS output with test data set values.
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Figure 2.39: Percentage error of the trained ANFIS output.
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Figure 2.40: Squared error of the trained ANFIS output.
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2.12 Summary
In this chapter, construction of an automated system to generate a personal space was at-
tempted. Although the considered parameters were limited to only three namely, height,
appearance, and familiarity, it will be possible to expand the system for any number of con-
siderable parameters, once a very basic model has been created. The constructed system
gave encouraging results as shown in the comparison of test input values with the trained
system values for the same set of input environmental conditions (i.e. same input values
of height, appearance, and familiarity gave very close output values of original output data
values, to that of the active PS system output data values). Hence this system can be consid-
ered as the basic building block of constructing a fully automated, fully functional for any
environmental parameters to generate an active personal space (PS) determination system.
As the experiments proceeded, it was clear that there was a direct connection between
appearance and familiarity with the personal space as expected. According to the results
obtained, good appearance and much familiarity made the personal space shorter. Although
there were some significant variations depending on the height, and it was not enough to
come to conclusions. But hope to do more research in the same entity to verify more
specifically. However as a whole middle level height groups showed moderate distances
than that of much taller to shorter groups.
In the implementation process, although the input “height” can be measured without
any doubt, other two inputs may raise arguments. In analyzing robot for their appearances,
there should be a “unit” or “measuring scale” that is acceptable to entire robotic manufac-
turing community. Although there is no such “scale” at the moment, its hoped that there
may be one in the future so as to ascertain the robotic outer structure to that of the hu-
man appearance making much human looking robots (or humanoids). For the “familiarity”
analysis, good human recognition system (or face recognition system) is required. Until
the availability of such a system, participants must be asked to wear an identity tag that can
be read by the robot to recognize them.
For these experiments, the participated students were research students in the lab with
some students already having acquaintance with some robotic systems. (Unfortunately, all
the participants were male and it will be a good practice to get involvement of female
subjects as well in order to get a gender unbias observation).
In an effort to socialize the robots, they should somehow be informed about certain
human rules so as to interact with surrounding humans. Having that objective in mind, the
above, adaptive fuzzy system was constructed and simulated with good output results.
Chapter 3
Proposal to the Implementation of
ANFIS
3.1 Introduction
In an event of implementation of the adaptive PS system described by the previous chapter,
obtaining the input parameters will be vital for the correct personal space to be achieved.
Hence there should be a proper vision and data storage system covering the whole area of
recognition for humans, their heights, frequency of visits to the same place, etc. These data
should be distributed to the moving robots in the respective area. For this purpose, there
should be many vision systems comprised of stereo-vision cameras and central processing
unit. Hence this can be tedious and expensive, an alternate mechanism of placing a vision
system at each of the entry point (doors) can be applied. Gathered data will be fed to a
processing system via wire connecting or wireless system and then the processed data will
be distributed to the robots through wireless system. This structure is graphically shown in
Figure 3.1.
Once again, in an environment where it is difficult to recognize humans by their
faces, some other means such as wearing a tag as described by [110] must be used. Further,
even if it is difficult to implement such environmental monitoring system, robot themselves
must be equipped with the necessary equipment for gathering the required data. How-
ever, in such a situation, it will not be a straightforward mechanism but will be with many
approximations and assumptions as described in next section.
3.2 Proposal to the Implementation of ANFIS
The ANFIS trained by using the dataset as described in the preceding section can not be di-
rectly installed into an actual robot, because the input data, appearance (A) and familiarity
(F ), to the ANFIS will not be able to be collected through the robot. Therefore, in this sec-
tion, we propose an ANFIS that will be implementable to a robot using only the incoming
data of human height, which will be readily available from the robot by using any camera,
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Figure 3.1: Equipment arrangement in a ubiquitous environment.
together with the average data of appearance and familiarity for each human group with
different range of height. This concept is also divided into two classes, depending on the
usage of different average data of appearance and familiarity for each robot or on the usage
of same average data of them for all robots.
3.2.1 A case with different mean appearance and familiarity for each robot
For this case, different average data of appearance and familiarity are used for the ANFIS
of each robot. So, let A¯ji denotes the mean appearance that was designated by any subject
who was grouped into j for the specific robot i described by
A¯ji =
1
Nj
Nj∑
l=1
Aji (l) (3.1)
where Aji (l) is an appearance value to the ith robot designated by the lth subject who was
classified into the jth human group with different range of height and Nj is the total number
of subjects in the jth group.
Similarly, the mean familiarity F¯ ji can be defined by
F¯ ji =
1
Nr
Nr∑
r=1
⎛
⎝ 1
Nj
Nj∑
l=1
F ji (l)
⎞
⎠ (3.2)
where F ji (l) is a familiarity value to the ith robot designated by the lth subject who was
classified into the jth human group with different range of height, r is the interaction num-
ber that lth subject had with ith robot, Nr is the total number of such attempts.
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Then the mean personal space P¯ Sji is given by
P¯ S
j
i =
1
Nr
Nr∑
r=1
⎛
⎝ 1
Nj
Nj∑
l=1
[PS]ji(l)
⎞
⎠ (3.3)
where [PS]ji (l) is a personal space value to the ith robot designated by the lth subject who
was classified into the jth human group with different range of height, r is the interaction
number that lth subject had with ith robot, Nr is the total number of such attempts.
By applying these data, we can implement the ANFIS to generate an active personal
space, depending on the height of the human and the robot type. Figure 3.2 shows the block
diagram of ANFIS for a case with different mean appearance and familiarity for each robot.
j
iA
ANFISANFIS
Height H
Personal space
PS
j
iF
Check
of
Height
Group
Check
of
Height
Group
Mean
Appearance
and
Familiarity
Mean
Appearance
and
Familiarity
j
Figure 3.2: ANFIS for a case with different mean appearance and familiarity for each robot.
3.2.2 A case with same mean appearance and familiarity for all robots
For this case, the identical average data of appearance and familiarity are used for the AN-
FIS of all robots. So, let A¯j and F¯ j denote the mean appearance and familiarity averaged
by the number of robot types that were designated by any subject who was grouped into j
described by
A¯j =
1
Mj
Mj∑
i=1
A¯ji and F¯ j =
1
Mj
Mj∑
i=1
F¯ ji (3.4)
where A¯ji and F¯
j
i are given by Eqs. (3.1) and (3.2), and Mj is the total number of robot
types that were used for the jth human group with different range of height.
Thus, we can implement the ANFIS to generate an active personal space, depending
on the height of the human. Figure 3.3 shows the block diagram of ANFIS for a case with
same mean appearance and familiarity for all robots.
3.3 Arranging data for the Proposed Method in Eq. (3.1)
Using Eqs. (3.1), (3.2) and (3.3), data were rearranged for each height group and tabulated.
Complete set of arranging data is given in the Appendix Tables A.8, A.9, and A.10 while
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Figure 3.3: ANFIS for a case with same mean appearance and familiarity for all robots.
summarized results are shown in Table 3.1, 3.2, and 3.3 for each robots A, B, and C respec-
tively, where Height grp. is height group, Range is the height range, Tot. Stds. is the total
number of subjects within a particular group, Mean Dist. is the mean distance and Mean.
Fam. is the mean familiarity.
Then these data were plotted to compare the variation of personal space and famil-
iarity for each height group with each robots A, B, and C. These are shown in Figures 3.4
and 3.5.
The results obtained after feeding the above averaged data to the previously trained
ANFIS for each of the members in a height group are plotted for each of the robots. Sim-
ilarly, averaged value for the same height group was also obtained and shown in the same
graph. The complete set of data obtained is given in the Appendix Tables A.11, A.12, and
A.13. These are shown in Figures 3.6, 3.7, and 3.8 by applying the proposed method in
Eq. (3.1) to robot A, robot B, and robot C respectively.
Mean error was obtained after comparison of ANFIS personal space with the actual
value for each members in a height group and averaged error for the particular height group
are shown in Figures 3.9, 3.10, and 3.11 for the robots A, B, and C respectively. Similarly,
squared error for each of the cases are shown in Figures 3.12, 3.13, and 3.14. The complete
sets of data for all these cases are given in the Appendix Tables A.11, A.12, and A.13.
In the proposed method in Eq. (3.1), mean error percentage, mean squared error
(MSE) and root mean squared error (RMSE) generated with their averaged error are tabu-
lated in Table 3.4.
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Table 3.1: Summarized data according to proposed method in Eq. (3.1) for robot A.
Height Range Tot. Mean Mean
grp. Stds. Dist. Fam.
1 161–165 2 145 1.5
2 166–170 5 131.6 1.3
3 171–175 7 118.1 1.2
4 176–180 4 115.5 1.2
5 181–185 2 97 1
Table 3.2: Summarized data according to proposed method in Eq. (3.1) for robot B.
Height Range Tot. Mean Mean
grp. Stds. Dist. Fam.
1 161–165 2 71.5 0.7
2 166–170 5 96.8 1
3 171–175 7 90.9 0.9
4 176–180 4 71.25 0.7
5 181–185 2 72.5 0.7
Table 3.3: Summarized data according to proposed method in Eq. (3.1) for robot C.
Height Range Tot. Mean Mean
grp. Stds. Dist. Fam.
1 161–165 2 77.5 0.8
2 166–170 5 70 0.7
3 171–175 7 65.7 0.7
4 176–180 4 62 0.6
5 181–185 2 83 0.8
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Figure 3.5: Comparison of familiarity with each height group for each robot.
Table 3.4: Error in the proposed method in Eq. (3.1).
Robot Robot Robot Mean
A B C value
Mean% −10.85 5.31 8.47 0.98
MSE 564.04 1251.66 537.63 784.45
RMSE 23.75 35.38 23.18 27.44
54 3. PROPOSAL TO THE IMPLEMENTATION OF ANFIS
1 2 3 4 5
100
105
110
115
120
125
Height group
Pe
rs
on
al
 sp
ac
e 
[cm
]
× Individual PS output
ο Averaged PS output
Figure 3.6: Personal space of each height group for robot A.
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Figure 3.8: Personal space of each height group for robot C.
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1 2 3 4 5
-40
-20
0
20
40
60
80
100
Height group
M
ea
n 
er
ro
r
× Individual error
ο Averaged error
Figure 3.10: Mean error for each height group of robot B.
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Figure 3.11: Mean error for each height group of robot C.
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Figure 3.12: Mean squared error for each height group of robot A.
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Figure 3.13: Mean squared error for each height group of robot B.
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Figure 3.14: Mean squared error for each height group of robot C.
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3.4 Arranging Data for the Proposed Method in Eq. (3.2)
Using Eq. (3.4), data were rearranged for each height group and complete set of rearrange-
ment is tabulated in the Appendix Table A.14 and summarized data is given in Table 3.5
for any robot in concern.
Table 3.5: summarized data according to proposed method in Eq. (3.2) for any robot.
Height Range Tot. Mean Mean
grp. Stds. Dist. Fam.
1 161–165 2 98 1
2 166–170 5 99.5 1
3 171–175 7 91.6 0.9
4 176–180 4 82.9 0.8
5 181–185 2 84.2 0.8
The results obtained after feeding the above mean data to the previously trained AN-
FIS for each of the members in a height group are plotted. Similarly, averaged value for
the same height group was also obtained and shown in the same graph. These are shown
in Figure 3.15. The complete set of data obtained as the output is given in the Appendix
Table A.15.
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Figure 3.15: Personal space of each height group for any robot.
Mean error for the proposed method in Eq. (3.2) was obtained after comparison of
ANFIS personal space with the actual value of each member in a specific height group and
averaged value for the same group are shown in Figure 3.16. similarly squared mean error
for each member and averaged for the group are shown in Figure 3.17.
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Figure 3.16: Mean error for each height group of any robot.
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Figure 3.17: Mean squared error for each height group of any robot.
3.5 Conclusion
According to the error comparison in all the methods including the previous complete at-
tempt as given in Table 3.6, it can be seen that although the mean error percentage of the
method in Eq. (3.2) is very much higher than the other two, the comparison of MSE or
RMSE with each other does not give a much variation. Complete attempt had the lowest
RMSE and the proposed method in Eq. (3.2) had the closest value to it. Even the proposed
method in Eq. (3.1) had a higher value of RMSE than that of the method in Eq. (3.2). But
all the methods have close RMSE values to each other. This is clearly visible in the Figures
3.18 and 3.19 Hence it can be fairly assumed that the proposed methods in Eqs. (3.1) and
(3.2) can be used to implement the adaptive PS system as well.
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Table 3.6: Error in all methods.
Complete Method Method
attempt in Eq. (3.1) in Eq. (3.2)
Mean% −2.09 0.98 55.12
MSE 115.09 784.45 582.97
RMSE 10.73 27.44 24.14
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Figure 3.18: Mean error percentage of all methods.
0
100
200
300
400
500
600
700
800
Complete 
attempt
M
ea
n 
sq
ua
re
d 
er
ro
r 
Proposed
Method in 
Eq. (3.1) 
Proposed
Method in
Eq. (3.2) 
Figure 3.19: Mean squared error of all methods.
60 3. PROPOSAL TO THE IMPLEMENTATION OF ANFIS
3.6 Summary
In this chapter, simplification procedure for construction of the automated system to gen-
erate a personal space as described in Chapter 2 was discussed. In the implementation
process, although the input “height” can be measured without any doubt, other two inputs
may raise arguments. In analyzing robots for their appearances, there should be a “unit” or
“measuring scale” that is acceptable to entire robotic manufacturing community. Although
there is no such a “scale” at the moment, hope there may be one in the future so as to
ascertain the robotic outer structure to that of the human appearance making much human
looking robots (or humanoids). For the “familiarity” analysis, good human recognition
system (or face recognition system) is required. Until it can use such a system, participants
must be asked to wear an identity tag that can be read by the robot to recognize them.
Although the simplification process make implementation of the PS determination
system more easier, the outputs are not as correct as it were before. Hence it will be
much better to find the necessary hardware/software solutions rather than applying many
assumptions. However, for the time being, such kind of simplification was inevitable for
the continuation of the research.
Chapter 4
Feelings with Active Personal Space
4.1 Introduction
In order to be closer to a human, it is necessary to analyze the behavioral patterns of humans
so as to apply those to other artificial intelligence machines. Humans can be described as
creatures of emotion. They have feelings toward themselves as well as towards others.
These affect all the dealings they perform. Is there anything these feelings can do to robots;
will there be any improvements to robot by having these, etc. are some of the concerns.
This chapter discusses the possibility of applying “feelings” to mobile robots in ubiquitous
environments.
The idea of this chapter is to analyze some basic emotions that are attached with
the personal space and also to construct a system to generate those emotions automatically
depending on the variation of personal space that described in Chapters 2 and 3. How
humans will interpret those feelings when observed in a face of a robot once installed in
real time interactions, will there be any change to the personal space due to those emotions
on the robot’s face, etc. are some other objectives going to be investigated. These are
observed while humans move towards a stationary robot.
4.2 Variation to Personal Space
Personal space for a specific instance of time as well as using this “unit” as a measurement
afterward is not governed by hard and fast rules. As humans, we already know about
that. Even after an understanding of the “unit” of personal space, using it in an interaction
task is also full of fuzziness as nobody uses rulers to measure this distance and warns the
interacting parties to one’s feelings. Once again, we humans have a certain “understanding”
about how to manipulate this unit as a measure of distance whenever an interaction takes
place. But how can we teach that “sense” to a robot? If we try to do that, the lesson will
be full of ambiguities with a lot of “human words” such as “if he comes little closer, I will
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retreat” or “she is little away, so better to move little closer to her,” etc. That is, once again
we are in a situation to get use of fuzzy inference system [115, 116]. Followings describe
one such system that uses “personal space” as the measuring “unit” to analyze a distance
between two interacting parties and gives some “human indications” of feelings depending
on that.
4.3 Emotional States
Humans are full of emotions, and they show them in many direct or indirect ways, even
unconsciously [117, 118, 119]. Many of such feelings are expressed in a human face,
and are recognized by fellow companions without much difficulties. Understanding these
emotional states is very useful in interactions and communications with humans [120].
While in conversation, ideas are expressed in the voice by humans (whether the speaker
really means it or not), but the true intentions are shown by other parts of the body, such as
special gestures of the hands, a change in the face, pupil dilation, direction of face/eyes, etc.
Sometimes these are used by experts to find out the true nature of individuals. However,
to do that, specialized knowledge is required. Sometimes, ordinary people interpret such
gestures without much efforts by having basic instincts. Let us consider a few cases:
If a person is frowning, others try to get away and nobody dares to move closer
(understanding that the person is angry and it is not possible to have any dealings with
him). Sometimes, the same reaction may be returned by the viewer. In another situation,
a smile indicates a gesture of goodwill (but this can be misused as well). In the event of
a meeting, smiling is always used to indicate friendliness, etc. There is no doubt about
reaching a person with a smile. It is always better to give a smile in return in order to
indicate the same good feeling. Although such behavior is not unusual in a human being,
how about a robot (when interacting with humans)? Will it not be much easier and more
comfortable for us to have a robot companion that also shows its feelings? Even without
speaking a single word, a single gesture by the robot may represent a thousand words that
we humans can understand [121, 122].
4.3.1 Indication of feelings
In a human face, a large number of muscles support the display of many feelings, although
it will not be possible to have a similar face mechanism for a robot. Modeling to indicate
certain very basic human feelings were tried as shown in Figure 4.1. As an initial stage,
an indication of eye color (different colors) and the shape of the mouth are constructed
to indicate three basic feelings in a robot. These are an imitation of happy, fine, and sad
feelings. For the two movable robotic systems; robot B and robot C, two different face
models were constructed as shown in Figures 4.2 and 4.3 respectively. The color of the
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Happy Unhappy
Blue/Green Yellow/Red
Figure 4.1: Modeling of human feelings.
Face Fine
Happy Sad
Figure 4.2: Face model of robot B for the “feelings” based on fuzzy model.
eyes changes to red, yellow, and green respectively, to indicate these feelings. The robot
considers the distance between the human and itself, compares it with the personal space,
and shows these feelings accordingly. When the path in front is clear for three times the
personal space (3ps), it indicates happy; if it is clear up to two times personal space (2ps),
then it is fine (this also indicates no special feeling such as happy or sad, but just wondering
what will happen next); if the distance is as close as one personal space (1ps), it indicates
sad. These changes are described in details in next section. To drive the hardware unit for
this decision-making of the intelligent fuzzy system (described next), a special interface
unit was built, as shown in Figure 4.4.
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Face Fine
Happy Sad
Figure 4.3: Face model of robot C for the “feelings” based on fuzzy model.
Figure 4.4: Interface unit for the output.
4.3.2 Generalization
As personal space for each of the interactions with different robots to human was unique,
there should have a large amount of stored data to select one according to the situation.
Although the ultimate objective was to consider each human as a separate entity with the
acquaintance level of a particular robotic system (as resulted in Chapter 2), i.e. to assign
each human with specific “personal space,” considering the huge amount of processing
data at such times, the procedure was generalized. Once again, instead of considering each
human one by one, their height group was considered. This was as described in Chapter 3
under the proposed method in 3.1. Here it considered only one value of “personal space”
for a particular height group and there were five such groups. Then these values were
further approximated to the nearest quinary value for a tolerance of ±5 cm as it is useless
to define it more accurately with comparison to the distance of the human gait. The results
obtained for robots B and C are shown in Tables 4.1 and 4.2 respectively. These values
(one at a time with the particular robotic model) were used as the “previous knowledge” in
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Table 4.1: Approximating personal space to robot B.
Height Height Mean Approximated
group Range PS PS
[cm] [cm] [cm]
1 161–165 71.5 70
2 166–170 96.8 95
3 171–175 90.9 90
4 176–180 71.25 70
5 181–185 72.5 70
Table 4.2: Approximating personal space to robot C.
Height Height Mean Approximated
group Range PS PS
[cm] [cm] [cm]
1 161–165 77.5 80
2 166–170 70 70
3 171–175 65.7 65
4 176–180 62 60
5 181–185 83 80
the flow chart to work as the “unit” of assessing the distance for all the reaching humans.
ps 2 ps 3 ps
close near far
0,0 
Distance [cm]
Figure 4.5: Distance comparison for the fuzzy model.
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Figure 4.6: Block diagram of the “feeling” based on fuzzy model.
4.3.3 “Feelings” based on fuzzy model
The fuzzy model is constructed considering the distance in front of the robot relative to
a human and comparing it with the personal space as depicted in Figure 4.5. Here the
maximum distance of upto three times of personal space (3ps) in the direction of the robot’s
face is considered. Then considering this distance and the rate of change of this distance,
Mamdani type fuzzy inference system [123] is developed as shown in Figure 4.6. In order
to establish a meaningful system representing the linguistic variables, we considered three
membership functions namely “close,” “near,” and “far” for the “distance” input variable
(Figure 4.7) and five membership functions namely “high –,” “low –,” “zero,” “low +,” and
“high +” for the “rate of change” input variable (Figure 4.8). In the “rate of change” input, it
was required to consider positive and negative variations because humans can come closer
as well as move away from a robot and these should be analyzed separately. Here note that
the rate of change is assumed to be positive, if humans come closer to the robot. The output
has three membership functions namely “happy,” “fine,” and “sad” as shown in Figure 4.9,
considering the appropriateness of the above two inputs analyzed according to some fuzzy
linguistic rules. The support set for the input “distance” is normalized between 0 and 1,
and that for the input “rate of change” is normalized between −1 and 1. The support set
for the output “feeling” is assumed to have a range of 0 to 1 without having any unit of
measurement.
Linguistic rules describing the “feeling” based on fuzzy system consist of 15 rules
in total (if three membership functions for “distance” and five membership functions for
“rate of change” are set). But it may not be necessary to evaluate every possible input
combination that will be a burden to the processing of computer system, because some
may rarely or never occur. Since these rules are usually constructed by an experienced
person in the field, fewer rules can be evaluated, thus simplifying the processing time and
perhaps even improving the performance of the system. In this “feelings” based on fuzzy
system, seven out of fifteen rules were selected as given below, each of which has an equal
weight of one (i.e. the importance of each rule is similar):
• If “distance” is “close” (and any value for “rate of change”) then “feeling” is “sad.”
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Figure 4.7: Input variable “distance.”
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Figure 4.8: Input variable “rate of change.”
• If “distance” is “near” and “rate of change” is “low +,” then “feeling” is “sad.”
• If “distance” is “far” and “rate of change” is “high +,” then “feeling” is “sad.”
• If “distance” is “near” and “rate of change” is “low –,” then “feeling” is “fine.”
• If “distance” is “near” and “rate of change” is “zero,” then “feeling” is “fine.”
• If “distance” is “near” and “rate of change” is “high –,” then “feeling” is “happy.”
• If “distance” is “far” (and any value for “rate of change”) then “feeling is “happy.”
The defuzzification of the final result into a crisp output is accomplished by combin-
ing the results of the inference process and then computing the fuzzy centroid of that area
using the Mamdani method. This will drive the respective output of the interface unit to
give the required feeling as follows:
• if the output value is 0 ≤ feeling < 0.3 then it is sad face.
• if the output value is 0.3 ≤ feeling < 0.6 then it is fine face.
• if the output value is 0.6 ≤ feeling ≤ 1 then it is happy face.
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Figure 4.9: Output variable “feelings.”
The above fuzzy module working in simulated environment is shown in Figure 4.10.
The rule viewer for some input values for the input membership functions for “distance”
and “rate of change” with corresponding output function for “feeling” is shown in Figure
4.11. In Figure 4.12, surface viewer for the entire rule base is shown.
A similar mechanism can be applied in a situation where the robot is moving along
a pathway. If the human invader does not recognize the robot’s “feelings” by its facial
impressions or the eye colour, it may be advisable to give an audible voice note such as
“You are too close to me” or something similar. (It is also advisable to arrange for the robot
to find alternative solutions to decrease the level of its “unhappiness” such as changing the
path, moving away from the incomer, etc.)
4.4 Timer Function
Once the consideration is in dynamic environment, continuous repetitive process should
be applied to asses the latest environmental conditions. As an example, if a human is
moving towards a robot, then position of each instance is important in deciding any feelings
depending on the distance. It is also important for analyzing the rate of change of distance.
Since distance and rate of change of distance are the two inputs for the above feelings
based on fuzzy system, timer function plays a major role of it. Hence selecting the best
timer function is utmost important to get the necessary data at the correct time as well as
not to burden the processing system with too much data for a specific time. Hence in order
to obtain this, maximum speed that a robot or a human capable of walking in an office or
home was considered.
Though a robot can be constructed to travel in any high speed, researchers are always
consider many factors such as safety levels, empty space around, obstacles, human present,
4.4. TIMER FUNCTION 69
Previous `feeling’
Repetitive
time (s)
Current
distance (cm)
Previous
distance (cm)
Rate of
change (cm/s)
New `feeling’
Distance input
Figure 4.10: Simulated fuzzy model.
condition of the terrain, etc. before finalizing the best speed which is usually have a max-
imum value around 50–100 cm/s [124, 125, 126]. In another approach by Lakes [127] has
estimated a comfortable walking speed for an adult to be140 cm/s while Simon [128] stated
that maximum walking speed of a human is at around 200 cm/s. Hence by considering the
above facts, environment conditions and available facilities, refreshing rate was adjusted
to 1 second. That is each every 1 second the fuzzy system was fed with the new position
information of the dynamic object of concern. Although this refreshing rate is considered
to be little low (personal belief), there was no other option as considering the limitations of
the processing power of computers.
4.4.1 Fuzziness and feelings
The face-driving mechanism is built using fuzzy logic. This algorithm, as shown in the flow
chart of Figure 4.13 took into account the distance from the robot to the human and the rate
of change of this distance. A stereovision camera system installed in the environment
feeds the general positions of the robot model and the human from time to time. (This
is a repetitive continuous process.) The distance and the rate of change of the distance
calculated by a software module are fed into the fuzzy system. Having a pre-stored sense
of personal space as experienced in a similar situation (as described in Chapters 2 and
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Figure 4.12: Surface viewer for rule base.
3), this fuzzy system determines the conditions of the interaction to be safe, neutral, or
dangerous, and outputs that feeling. This feeling is then transferred through the hardware
interface to the face model.
4.5 Experimental Procedure
This experiment is set up to observe how a human behave (or rather move closer or away)
from a robot with changing faces of the robot (or rather with accordance to “feelings” of
a robot) as shown in Figure 4.14. The experimental procedure for this is also similar to
the one as explained in Chapter 2, i.e. a human subject is instructed to move toward the
robots as if he needs to talk to it. The human subject is asked to be on the scaled line,
look at the robot, and move closer to it or away from it until he feels comfortable. While
the human subject is moving along the line, robot changes its face (according to personal
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Figure 4.13: Flow chart of the “feelings” based on fuzzy model.
space) expressing its feelings to the incoming human. By considering these feelings of
the robot, human was asked to move further close and stop, or move away and stop as he
(the human) feels good for the interaction task as shown in Figure 4.15. Although, the
participants were instructed about the changes in face of the robots, meaning of any shape
was up to observer to decide. In another words, participants were not told that happy face
indicates happy feeling, sad face indicates sad feeling, etc. It was necessary to observe
whether the participants understand the inner feelings of the robot by just analyzing the
face of the robot and then arrange self-motion pattern according to that feeling. The robot
models used in this experiment were robot B and robot C. Figures 4.16 (a) and (b) show a
human is closing to them.
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Figure 4.14: Changing faces of the robot.
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Figure 4.15: further close, stop, or move away and stop.
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(a)Human reaching robot B. (b)Human reaching robot C.
Figure 4.16: Reaching robots.
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Table 4.3: Interaction with robot B.
Human Speed change Closest Final Distance from the Feeling of the robot
subject position [cm] position to the position final position to the at the last position of
Number robot [cm] [cm] robot [cm] the human
1 150 80 100 100 fine
2 140 80 110 110 fine
3 140 110 110 110 fine
4 130 80 80 80 sad
5 150 110 110 110 fine
6 150 90 90 90 fine
7 160 90 90 90 fine
8 130 80 80 80 sad
9 150 70 100 100 fine
10 160 80 90 90 fine
11 150 80 90 90 fine
12 160 80 100 100 fine
13 140 90 90 90 fine
14 150 80 90 90 fine
15 160 80 90 90 fine
16 140 110 110 110 fine
17 140 80 90 90 fine
18 150 80 90 90 fine
19 160 80 90 90 fine
20 140 80 90 90 fine
4.6 Results
While the experiment was being conducted, data was gathered at speed changed position of
the human subject, his closest position to the robot, his final position, final distance between
the human subject and the robot, and feeling of the robot due to this distance. These results
for the two robots B and C are tabulated in Tables 4.3 and 4.4 respectively.
4.6. RESULTS 75
Table 4.4: Interaction with robot C.
Human Speed change Closest Final Distance from the Feeling of the robot
subject position [cm] position to the position final position to the at the last position of
number robot [cm] [cm] robot [cm] the human
1 140 60 60 60 sad
2 140 60 80 80 fine
3 120 90 90 90 fine
4 130 100 100 100 fine
5 130 80 80 80 fine
6 140 50 70 70 fine
7 140 90 90 90 fine
8 140 40 40 40 sad
9 140 80 80 80 fine
10 130 40 40 40 sad
11 140 40 40 40 sad
12 130 80 110 110 fine
13 140 50 70 70 fine
14 140 60 80 80 fine
15 130 90 90 90 fine
16 130 110 110 110 fine
17 145 100 100 100 fine
18 140 50 60 60 sad
19 130 70 90 90 fine
20 140 80 90 90 fine
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4.7 Observations
While the experiment in proceeding and also after analyzing the obtained results, many
interesting features were seen. One such observation is, while the robot shows a friendly
attitude (i.e. the smiling face) people tend to move toward it in a fast speed. Then the
human subject closes, robot change the face to “fine” and observing that instance, human
subject slower his speed (or some times stop). This interaction is graphically shown in
Figures 4.17 and 4.18 for robot B and robot C respectively. The averaged values are shown
in Figures 4.19 and 4.20. Analyzing Figures 4.19 and 4.20, it is very interesting to note
that human subjects try to follow the same personal space as experimentally observed in
Chapter 2 but extended it little far in the current scenario. This may have connections with
the feeling on the robot’s face.
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Figure 4.17: Interaction with robot B.
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Figure 4.18: Interaction with robot C.
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Figure 4.19: Averaged values for robot B interaction.
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Figure 4.20: Averaged values for robot C interaction.
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Human subject starts to walk watching the “happy” face of the robot, slower the
speed when the face changes to “fine.” Those who continue to move closer, definitely
stopped once seen the sad face and some times some participants even move backward
until the face change its feeling to “no feeling.” This clearly indicates that humans had
understood the robot’s feeling by “reading” its face. Even though human subjects wanted
to see the happy face of the robot as well as to move as closer as possible to start interaction,
many had finally settled in the “no feeling” or in the “fine” zone. This result is shown in
“pie charts” of Figures 4.21 and 4.22 for robot B and robot C respectively. As of the case
of robot C, it can be seen that humans had come closer to it even without considering its
“unhappiness” or the “sad” face. This may be due to its more friendly outer appearance
than robot B.
Fine
90%
Sad
10%
Figure 4.21: Selection of the final feeling for robot B.
Fine
75%
Sad
25%
Figure 4.22: Selection of the final feeling for robot C.
Further, according to the “personal space” criteria, the human subjects should finally
stop at a distance of 1ps away from the robot, it seems that they moved away little far more
than that of previously calculated “personal space” in case of the interaction with robot B.
This was also true for the second, third and forth height groups as well as individual values
except the first and fifth group values with robot C as given in the Tables 4.5 and 4.6 and
are plotted in Figures 4.23, 4.24, 4.25 and 4.26 for robots A and B respectively. This fact
can fairly be assumed due to the face changes of the robot. That is, human subjects tried
to avoid the “sad” face of the robot though they wanted to close little further. Moreover,
if the “happy” face prevailed even after closing the 1ps distance, human subjects would
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Table 4.5: Approximate personal space to robot B.
Height Height New Previous
group Range PS PS
[cm] [cm] [cm]
1 161–165 100 70
2 166–170 96 95
3 171–175 91.4 90
4 176–180 95 70
5 181–185 95 70
All avg. 95.5 79
Table 4.6: Approximate personal space to robot C.
Height Height New Previous
group Range PS PS
[cm] [cm] [cm]
1 161–165 70 80
2 166–170 86 70
3 171–175 84.3 65
4 176–180 70 60
5 181–185 65 80
All avg. 75.1 71
have move further close. (Need to clarify using more results, in that case, forcing to violate
personal space by imitating such feelings as happiness as a welcome sign).
More reduction of personal space in the first and fifth height groups may be due to
unknown reasons that need to be analyzed further.
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Figure 4.23: Human subject’s final position comparison for robot B.
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Figure 4.24: Final position comparison for each height group of robot B.
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Figure 4.25: Human subject’s final position comparison for robot C.
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Figure 4.26: Final position comparison for each height group of robot C.
In order to consider one personal space value for all the height groups for all the
interactions for a particular robot (for the comparison for each robot), or in other words,
just giving only one personal space value for a particular robot, I calculated the mean value
of all the interactions occurred according to the following equation:
Pˆ Si =
1
Ng
Ng∑
g=1
P¯ S
j
i (4.1)
where Pˆ Si is the generalized personal space value for the ith robot having height group
number g totaling to Ng number of groups. P¯ S
j
i is described in Eq. (3.3) in Chapter 3.
According to the above equation, robot B had the previous value of personal space
of 79 [cm] which was extended to 95.5 [cm], while robot C had 71 [cm] extended to 75.1
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[cm] as according to Tables 4.5 and 4.6. These indicate a general increase in personal space
associated with feelings with compared to the experimental data in Chapter 2. These are
graphically shown in Figures 4.27 (a) and (b).
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Figure 4.27: Change in personal space for robots.
4.8 Summary
In this chapter, giving a robot a sense of feelings (that we humans understand) according to
variation of the personal space has been analyzed. The robot gets a feeling in a comparison
with an experience gathered when it previously interacted with humans. Although it seems
to be easy to reach a human (for us), it is not so for an artifact such as a mobile robot.
Although in this experiment only distance and the rate of change of this distance were
considered, in order to give three very basic indications of feelings, in reality there are
many other factors that should be considered in addition when considering personal space.
These include angle of meeting (such as face to face, side to side, from behind), people
passing around (in addition to the one being interacted with), many people at the same
place, etc. These, as well as other feelings that humans possess should also be analyzed for
a better system.
In this module, for a comparison of personal space to give out a feeling, a prede-
fined value was used. However, since this value of personal space is also dynamic, i.e., it
also varies with the environmental conditions, a better adaptive fuzzy neural system that
determines instantaneous personal space value should be implemented. This will help to
overcome the differences that might have occurred in previous incidences. Further, when
the robot is put into motion, another fuzzy system to analyze the motions of the surrounding
dynamic objects is a necessity.
Chapter 5
Robot with Face Emotions Reaching
Towards Humans
5.1 Introduction
It is not appropriate to hope that humans go to the robots all the time for their assistance.
Sometimes it may be necessary for the robots to go to the humans as well. For the con-
sideration of personal space, it is immaterial who reaches whom as far as nobody breaks
the law of personal space. In previous chapters, change in feelings due to the motions of
human towards a robot was analyzed and in this chapter, a robot going to meet a human
subject while showing its feelings is discussed.
5.1.1 Robots becoming partners
If robots are going to be social partners or tutors to adults or children as Kanda et al.
[6, 27, 129] described, or merely for spontaneous short-term interaction as Schulte et al.
[130] described, the robots should be able to express their feelings and emotions in order
to work with or get attention of the near by people [44]. If there is a mechanism to read a
robot’s mind as Ono et al. [131] discussed, then it will be a turning point in human–robot
interactions.
Figure 5.1: Minerva robot and it is having interactions with humans.
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5.1.2 Robots meeting people
There were many issues to address when Thrun et al. [1] motivated by the work of Horswill
[132], recently installed a mobile tour guide robot in the Deutsches Museum [133, 134].
In this experimental procedure, the robot’s task was to guide visitors through the museum,
explaining them the museum’s exhibits. The robot “Minerva” and its having interactions
with humans are shown in Figure 5.1. The major challenges that arose in that project were
grouped into two categories, i.e. navigation and human–robot interaction.
• Navigation
Navigating safely was a primary concern, since collisions with obstacles (humans and
exhibits) had to be avoided at all costs. At the same time, the robot had to find its way
at approximate walking speed.
• Human robot interaction
Other challenges arose from the need to interact with people in “natural” and appeal-
ing ways. The very success of the robot depended on its ability to engage people in
all age groups (2–80 years), to “delude” them into tours and if successful, to commu-
nicate both information and intent effectively.
Although there are many approaches to the initial problem, still there are very little to
the later and even they are in the conceptual form right now. However, there can be many
solutions depending on the priorities of the tasks that the robots are going to perform. In
any of the cases, if there is a mechanism to show the inner feelings of the robots to the out
side world, then it will be a great help for the mutual understanding to harmonious uplift
of the interactions. When a human reach another human, he or she knows how to do it
perfectly. We humans can understand that the closing human is coming for a talk with us,
just passing by or more importantly coming for a friendly or a foe attempts. We have to
analyze that further.
When somebody is closing to us, first we try to identify whether that person is a
known or unknown person to us. If he or she is known to us and even his or her primary
intention is not to meet but just to pass us, we even go further by greeting he or she for the
friendship. However if a stranger comes near to us, first we try to analyze whether he or she
wants to interact with us. Eye contact, facial impressions and most importantly any verbal
communications make it much easier to understand the requirements. After understanding
the necessity of interaction, we close each other to the comfortable level of distance. Is it
possible to teach this procedure to a mobile robot; will the humans react to the same way
that they respond to another humans; are there any other factors that are critical in deciding
the closest distance, etc. are some of the problems that need to be solved. The following
experiment tries to find solutions to some of these uncertainties.
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Figure 5.2: Face change with distance to the robot and human.
5.2 Experimental Procedure
This experiment is set up to observe the reaction of a human towards a moving robot clos-
ing to him while showing some feelings (with changing faces of the robot according to
“feelings” of it) as shown in Figure 5.2. The experimental procedure for this time is also
similar to the one as explained in Chapter 4 except this time robot moves to a human. A
human subject is instructed to wait or move away by considering the incoming robot and its
feelings indicated on the face. It was up to the participant to decide whether they think that
robot is coming to have a “chat” with them or just want to pass to move to another location.
The human subject (one at a time) is asked to be on the scaled line, look at the robot, and
move away from it until he feels comfortable. While the robot is moving alone the line
towards the human subject, it changes its face (according to personal space) giving away
its feelings to the closing human. By considering these feelings of the robot, human subject
was asked to wait or move away as he (the human) felt comfortable for the interaction task.
As in the previous experiments, although, the participants were instructed about the motion
of the robot and changes in face of the robot; meaning of any shape was up to observer
to decide. In another words, participated students were not told that happy face indicates
happy feeling, sad face indicates sad feeling, etc. It was necessary to observe whether the
participants understand the inner feelings of the robot by just analyzing the face of the
robot and then arrange self-motion pattern according to it. The Robot C was used in this
experiment with the generalized personal space as described in proposed method in 3.1.
Initially, the robot and the human were placed more than a distance of three times of
personal space (3 ps) while robot indicating happy feeling on its face. Then it was moved
towards the human subject with an approximate speed of 10 cm/s until it reach about 0.5 ps
until the face turned in to sad. While this in process, initial position and the final position
of the human subject were noted down with the robot’s final position. On a scaled line of
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Table 5.1: Robot C going to humans: first attempt.
Human Distance at Feeling at Final Final Final Feeling of the
subject closest closest position position Distance robot at the
Number position [cm] position of the robot of the human [cm] final position
1 110 fine 110 −40 150 fine
2 140 fine 140 −30 170 fine
3 120 fine 120 −20 140 fine
4 60 sad 60 0 60 sad
5 145 fine 145 −15 160 fine
6 160 fine 160 −20 180 fine
7 145 fine 145 −20 165 fine
8 160 fine 160 −30 190 fine
9 80 fine 80 −20 100 fine
10 90 fine 90 −30 120 fine
11 130 fine 130 −20 150 fine
12 100 fine 100 −20 120 fine
13 70 sad 70 0 70 sad
14 50 sad 50 0 50 sad
15 150 fine 150 −30 180 fine
16 50 sad 50 0 50 sad
17 40 sad 40 0 40 sad
18 40 sad 40 0 40 sad
19 100 fine 100 −20 120 fine
20 100 fine 100 −20 120 fine
300 to −150 cm, initially robot was placed at 300 cm point and the human was placed at
0 point. If the human has withdrawn, he would have done it in the 0 point towards 150 cm
point. The robots motion was stopped as soon as either the human subject moved backward
(or showing intention of moving back but still have not decided) or the distance between
the two parties reached approximately 0.5 ps.
5.3 Results
The results obtained are tabulated in Tables 5.1 and 5.2. Table 5.1 describes the results of
first attempt in detail such as final positions of the both parties, closest distance at a time of
withdrawal (if occurred), feeling of the robot at the closest position to the human and final
distance once they are settled down. Table 5.2 gives only the final distance for the attempts
of 2 to 5 with the previous mean values obtained in Chapter 4.
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Table 5.2: Robot C going to humans.
Human 2nd attempt 3rd attempt 4th attempt 5th attempt Previous
subject final final final final mean
Number distance [cm] distance [cm] distance [cm] distance [cm] distance [cm]
1 150 140 140 140 60
2 160 160 160 150 80
3 130 130 140 130 90
4 60 60 50 60 100
5 150 160 150 150 80
6 160 170 160 160 70
7 150 150 150 140 90
8 180 160 170 160 40
9 100 100 90 90 80
10 120 100 100 100 40
11 140 140 130 130 40
12 120 110 110 110 110
13 70 70 60 60 70
14 50 50 50 50 80
15 160 160 160 160 90
16 50 50 50 45 110
17 40 40 40 40 100
18 40 45 40 35 60
19 120 110 120 100 90
20 120 120 110 110 90
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5.4 Observation
Analyzing the results, two distinct categories were clearly visible; i.e. those who backed off
and those who stayed. Those who backed off, done it very before the reaching of personal
space (previous values) while those who stayed, did not consider it at all. It seemed that all
the attention was concentrated towards the motion of the robot.
Once the experiment was finished, the participants were interviewed for their change
in action with compared to the previous experiments. Those who had backed off stated
that once observing the face change of “happy” to “fine” with combination with the robot
motion had given them a sense of feeling to move away. Once having this, they had moved
backward even before seeing the “sad” face.
On the other hand, those who stayed until the robot came very near to themselves
explained that the outer appearance of the robot looks no harm in addition to the slow
motion of it. Moreover they had expected that the robot is coming to interact with them and
will stop at a position, which best suites to itself as humans did in the previous experiments.
Further they added that if the robot was more “crude” looking or having arms or carrying
something dangerous in addition to some higher speed, they would definitely have moved
away.
Considering the feelings, it can be seen that the feeling at the time of closest distance
was hardly any different to that of the feeling of the final distance. Here many had shown
satisfaction towards the “fine” face of the robot. On the other hand, those who did not move
even after seeing the robot’s sad face had the attitude of “it is the robot who came to me
and it should ease its misery by finding solutions by itself.”
Once again it is proved by analyzing the graph of Figure 5.3, that many interactions
have reduced the interaction distance. It can be seen that in this experiment the overall av-
erage of personal space is higher than the previous attempts when a human moved towards
the robot. This is shown in Figure 5.4.
5.5 Summary
Experiment in this chapter indicates that a robot reaching to a human is different to that of a
human reaching to a robot. When the latter happens, humans know their requirements and
what they need from the robot is just a gesture of goodwill, something like a face change.
But when a robot reaching a human may create many wonders in the mind of the human
if there is just face change. The human may have the questions such as is this robot needs
to interact with me, is it just passing me, will it stop or collide with me if comes too close,
etc. Hence as many participants had suggested, including voice will remove much of the
ambiguity. In case of intention of meeting, while reaching the human, the robot can say
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Figure 5.3: All interactions of robot C with humans.
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Figure 5.4: Comparison of mean PS with this experiment with previous cases.
something like “Hello,” “How are you,” “I like to talk with you,” “Can I help you,” etc.
Else if the robot is just passing the human, it can just indicate the change of face.
Here the voice can also be used in such situations as a human is blocking a pathway, after
showing the unhappiness by indication of “sad” face. Here a phrase like “Please excuse
me,” “You are blocking my path,” “Please let me pass,” etc. can be helpful.
Chapter 6
Future Works and Conclusions
In this research work, making robots more human like was attempted. Although there are
many to consider, one very basic norm called personal space was analyzed. This was done
by construction of an automated system to generate a personal space for certain environ-
mental condition. Although the considered parameters were limited to only three namely,
height, appearance, and familiarity, it would be possible to expand the system for any
number of parameters, once a very basic model has been created as done by this research
project. The constructed system gave encouraging results as it was seen by the comparison
of test output values with the trained ANFIS output values for the same set of input environ-
mental conditions (i.e. same input values of height, appearance, and familiarity gave very
close output values of original output data values to that of active PS system output data
values). Hence this system can be considered as the basic building block of constructing
a fully automated, fully functional for any environmental parameters to generate an active
personal space (PS) determination system.
This kind of humanizing robotic systems are essential in the way to humanoid robots
as Bruce et al. [44] stated. As they explained, most day-to-day human behaviors are highly
predictable, because they conform to social norms that keep things running smoothly.
When robots do not behave according to those norms (for example, when they move down
a hallway swerving around “human obstacles” rather than keeping to the right and passing
appropriately), it is unpleasant and disturbing. In order to be useful in society, robots will
need to behave in ways that are socially correct, not just near optimality within some formal
framework. According to the reasoning above, it would be easy to say, “if making a robot
more human-like makes it easier to understand, then the best thing to do would be to make
an artificial human.” Clearly this would not be feasible, even if it were the right approach.
But it does raise some useful questions; how an anthropomorphic should a robot be; can
it be a disadvantage to look “too human;” if a robot can support only a few human-like
behaviors, which will be the most important for the robot to exhibit, etc. Hence the road to
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the success seems far but we, humans, are not going to give up our dream of building an
artificial human.
6.1 Future Works
Throughout the research there were many instances that came new ideas and hopes to be
betterments. Although it may not be possible in the near future to achieve some of these to
the fullest, one may need them for the ultimate objective.
6.1.1 Face and expressions
In this research project, a face with three very basic emotions was used. This simplicity was
due to the hardware restrictions of the face mechanism. Although it gave much closer look
to the real world with comparison to a face in a screen (software face emotions), the number
of emotions that can be shown were limited. Instead using a flat screen monitor with neces-
sary additional modifications to make it look like a natural head in three–dimensional form
will be effective. This can be mounted on a pan–tilt device on top of the robot body. Such
kind of arrangement is useful in showing animated 3D face, for lip-synching, more degrees
of freedom for generating expressions than in a face in hardware. Similarly, the face design
should be appropriately chosen, keeping in mind that realistic humanoid face would be
easier for people to interpret the expressions and the robot to appear non-threatening. Pre-
vious work on software agents suggests that people find interaction with a human-like face
more appealing than an agent with no face [34, 135]. Kiesler et al. [136] even showed that
people are more willing to cooperate with agents that have human faces. It is accepted truth
that a face model of a young woman is more appreciated in any age group in the society.
Further it is better to compare a number of different facial designs to suit the situations. It
is also better to run the experiment on the robots using different faces such as male, animal,
or cartoon character, etc. performing the same interaction, in order to study the effects of
appearance on peoples reaction to the robot.
6.1.2 Mounted vision system
In addition to the stationary video cameras, it is better to equip the robot with a laser range
finder, which can be used to track the location of nearby people. The tracker should be
able to scan an arbitrary number of people within a specified area in front of the robot for
the purposes of interactions. The tracker should be able to detect people walking past the
robot in a crowded hallway, to detect people walking together in a group, etc. in addition
to determine the gap if any human comes to interact with it.
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6.1.3 Orientation of body and entrainment
In addition to the non-verbal communication between humans and robots, such as facial
expression, eye-gaze, and gestures; mutually related body movements are also important
such as the joint attention mechanism [137]. Humans utilize their eye-gaze and pointing
gestures to mutually synchronize their attention as Scassellati [138] had described. In his
work, the robot followed the other persons gaze in order to share attention. Imai et al. [139]
used a robot’s arms as well as eyes to establish joint attention and verified its effectiveness.
Furthermore, Ono et al. [29] found the importance of entrainment among the mutually re-
lated body movements through human-robot communication. They verified the importance
of eye contact, arm gestures, and appropriate positional relationships (orientation of body
direction) in a route guide robot. In that research, they found that body movements are not
only used for visually understanding what the speaker says but also for synchronizing com-
munication. Such unconscious synchronization of body movement is called “entrainment.”
That is, the speaker’s body movements entrain hearers to establish a relationship between
them. Kanda et al. [110] found that cooperative body movements, such as eye-contact and
synchronized body movements, cause entrainment in human-robot interaction. Ogawa et
al.[141] found the importance of temporal cooperativeness. They have developed a robot
named InterRobot that is capable of giving responses synchronized to the behaviors of an
interacting human. This robot system prompted entrainment for natural communication.
By using the robot, they also investigated the delay effect of the cooperative behaviors
[142]. Hence, cooperative body movement is essential for humanoid robots that entrain
humans into natural communication with it.
6.1.4 Real world situations
It should be stressed that with respect to the interactive ability based on sensor data process-
ing, real-world data are vastly different from that produced in a well-controlled laboratory.
For example, there may be many people going around, many obstacles, many contours and
boundaries, etc. Further if speech processing is used, there may be situations where people
speak very loudly or with many accents to the robot; thus, its speech recognition was not
effective in the public places. To design a robot that operates in real-world settings, it must
be considered how to make sensing more robust. Although many researchers and develop-
ers have been developing and improving sensing technologies, such as vision processing
and speech recognition, robots still have weak ability compared to that of humans.
6.1.5 Ubiquitous environment
Rather than having a very specific area for the interactions to take place such as a laboratory,
more generalized, more common place will be much better. Then it will be possible to
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use many robots with many human customers. But at such times there should be quality
distance finding by application of many vision systems with wireless transmission media
such as BlueToothTM . In such environments, as people do not interact in only standing
position, other postures such as sitting, walking, etc. either alone or in groups should be
considered.
6.1.6 Interactions with many
Current research only addressed meeting one subject at a time. But in general, there can
be many and the robot should be able to distinguish each one. Once recognized, the mean
personal space should be adjusted accordingly and this will open another direction of re-
search. It is also better to try to understand the relationships with meeting parties. Currently
the robot recognizes only those who are in front of it. That is, even if the robot is faced
with multiple parties, it does not distinguish the relationships among them. However, re-
lationships among people might affect the interaction. For example, a child may take a
friend to the robot, or someone may take part in the interaction because a friend is playing
with the robot. Therefore, it is fair to believe that a humanoid robot should also recognize
relationships between people.
6.1.7 People identification
As Kanda et al. [140] had described to identify individuals, they had developed a multi-
person ID system for partner robots by using a wireless tag system. Recent radio frequency
ID (RFID) technologies had enabled them to use wireless ID cards in practical situations.
In a similar passion, people can be given an easy to wear nameplates in which a wireless
tag is embedded. A tag periodically transmitted its ID to the reader, which can be mounted
onboard the robot. In turn, the reader relayed received Ids to the robot’s software system.
It was possible to adjust the reception range of the receivers tag in real time from software.
The wireless tag system provided the robots with a robust means of identifying many peo-
ple simultaneously. Consequently, the robots could show some human-like adaptation by
recalling the history of interaction with a given person.
6.1.8 Learning individualization
It is also necessary to formalize a model for the robots to learn something about an indi-
vidual to personalize the relationship in addition to personal space. Then the robots will
be able to build closer relationships with people. Therefore, identifying and defining the
mechanism for sustaining long term relationships are important areas of future research
in human-robot interaction. Furthermore, there should be a way to formalize a model of
the relationships between humans and robots over time, and establish a method to promote
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lasting interactive relationships. As previously mentioned, several pet robots had a special
pseudo-learning mechanism having many functions, but showing a few functions initially
and then gradually revealing more according to their interactions.
6.1.9 Long term observation
For humans, we do not get friendly with strangers instantly, then why should it be different
when robots interact with people? With long term interactions, make it easier to strengthen
the relationship. The relationship between the human subject and the robot is likely to
change as time passes, much like inter–human relationships evolve over time. Thus, it is
vital to observe the relationships between humans and the robot in an environment where
long-term interaction is possible. The result by immersing the robot into such a constantly
participating human environment may entirely different than interacting in a short-while.
One such clue observed in this research was the reduction of personal space with the in-
creasing number of interactions. Hence videotaping interactions with each of the human
subjects to analyze how each person initiates interaction with a robot and how he proceeds
with it will be necessary. In future research, such kind of information will be very helpful to
combine qualitative observations with each person, having all most all detailed information
recorded.
6.1.10 Direction assessment
Personal space is valid not only in the direction of the eyes but as well as other directions
of the body, i.e. to the sides and to behind. But values for the personal space may not
be the same in all of these cases so that it will be useful to analyze all these directions
for better understanding. In this research project, although interactions in front of the
face is considered, other directions are also important in case of traveling in pathways and
meddling in an environment with many people.
6.1.11 Complex emotions
In this research project, basic emotion representation was used due to its easiness in inter-
preting by humans and its suitability for constructing a fuzzy rule-base. In addition, these
emotions correspond to distinct facial expressions, which are supposed to be universally
recognizable across cultures [51]. But there are many complex emotions that human tend
to use. Such intermediate emotions or blend of emotions are also automatically obtained
by fuzzy operations. In fact, the overlap that usually exists between fuzzy sets causes more
than one rule to apply at any moment. This provides fuzzy systems with the ability to
generalize between rules. As a result, changes in events typically arise slowly, smooth
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transitions on the emotion surface occur between rules. In fact, achieving a life–like mo-
tion in interactive robotic is itself a challenging topic. But in such scenarios, using of some
filters to prevent from conflicting rules such as taking robot to highly happy and highly
scared emotional states on the same event is required.
In addition to the above-mentioned future works, there may be many others that
need to be looked in to while in a process of implementation. A good feedback from the
participants will always be a good advice to think about.
6.2 Conclusion
In this research work, I tried to implement a human norm to the mobile robot. Although
there are many scattered researches that address the same topic but in different ways, there
is not a single that combined all these as I did in this project. Keeping in mind the objective
of analyzing personal space, factors that determine it, credibility and ways of interpreting
in artificial ways, there were much I learned while working with robots and humans.
Results in Chapter 2, clearly indicate that there is a strong relationship between per-
sonal space to “appearance” and “familiarity” but it was difficult to find a good relationship
with “height.” But it helped to group the vast amount of gathered data to a meaningful
way. But it is necessary to do more research in the same parameter in the future to con-
clude precisely whether the “height” as an independent parameter works on deciding the
personal space. With good appearance and much familiarity, people tend to move closer
to the robot as it was expected. Further it was observed that sometimes irregularities oc-
curred when people moves very close to either “personal” or “private” zones of robots after
getting many acquaintance. Hence there are many factors that should be considered for an
ultimate automated personal space generation system and the ANFIS should be rearranged
to facilitate them.
In Chapter 3, some simplification processes to implement the above adaptive PS
system on robots with limited resources were proposed. Although such simplifications
make the error to be increased, they may help to initiate the implementation process with
less hardware/software modules. As mentioned in Chapter 2, there are many factors that
help to determine the PS. However, some of them are difficult to implement artificially
such as “appearance” and “familiarity.” When analyzing robots for their appearances, there
should be a “unit” or “measuring scale” that is acceptable to entire robotic manufacturing
community. Although there is no such “scale” at the moment, hope there may be in the
future. One attempt to construct such “unit” by consultation of the same participants and
another based on fuzzy logic are given in the Appendix B. For the “familiarity” analysis,
good human recognition system (or face recognition system) is required. Until it can use
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such a system, participants must be asked to wear an identity tag that can be read by the
robot to recognize them.
In Chapter 4, it was interesting to see how people react to emotions of an artificial
agent. They responded almost similar to when they meet another human. This indicates
a better future associating emotions to robots. Further it was proved by the experiments
that personal space is not a fixed entity but it can take various values even within same
environmental situations with the same subject in concern. In addition it was learned that
personal space can be forced to change governing certain emotions in the face, i.e. more
specifically, happy face making the personal space to reduce while sad/unhappy face make
it more extended. These were true for the same subject in the same environmental con-
ditions. Therefore, restructuring of the association of membership functions to the fuzzy
membership function is required when the robot hopes to interact with the human subjects.
Without this restructuring, the distance will be little far creating an unpleasant situation
between interaction parties. Once in real time assessment, the number of refresh rate of the
incoming data stream to match the walking speed of a human should be arranged properly.
In Chapter 5, although the assessments that could be done were limited due to re-
sources, the knowledge that was gathered was enormous for the betterment of future work.
One of the best things that was learned in this part was when the robot reaches humans
for interactions, it should maintain the happy face irrespective of the personal space. Else
changing faces while reaching will put the interactor in awkward situation to what to do.
Hence in such situations, without considering personal space for fine or sad faces, minimal
distance to keep the continuous happy face should be considered. The robot should use this
minimal personal space only when it intends to interact with humans and the robot should
not move beyond this distance and stop its motion once this distance reached. Similarly,
as participants had described, speed of the robot as well as its ability to deliver some voice
notes are also important if a robot tries to reach humans. These should also be considered
in much deeper way.
Though this ANFIS cannot be treated as the ultimate solution for finding the personal
space in any environment for any robot in the world, this can be considered as the first step
for such final system. But in order to achieve a target as such, many experiments in vast
environmental situations should have to be involved. It is a must to obtain similar data with
the so–called humanoids to make this experiment complete. Further, more sophisticated
supportive equipment such as high speed processing units for human recognition, memory
acquisition and manipulation, image processing, etc. should be coupled. This system gave
encouraging results in an offline mode with limited facilities. In my future research work,
I am planning to make the current system more realistic and get the functioning in a real
time mode with improvements mentioned earlier.
Appendix A
Complete Data Tables
A.1 Train Data Set Calculation
A.1.1 Grouping values for robot A
Table A.1: Rearranging data for robot A (Appearance 1).
Hght Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
grp. [cm] Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
1 164 190 1.9 180 1.8 180 1.8 180 1.8 180 1.8
165 120 1.2 110 1.1 110 1.1 100 1 100 1
Avg. 164.5 155 1.6 145 1.5 145 1.5 140 1.4 140 1.4
Mod. 164.25 137.5 1.4 127.5 1.3 127.5 1.3 120 1.2 120 1.2
2 168 120 1.2 110 1.1 110 1.1 110 1.1 110 1.1
169 150 1.5 150 1.5 140 1.4 140 1.4 140 1.4
169 200 2 200 2 190 1.9 190 1.9 180 1.8
170 110 1.1 100 1 110 1.1 110 1.1 110 1.1
170 100 1 110 1.1 100 1 100 1 100 1
Avg. 169.2 136 1.4 134 1.3 130 1.3 130 1.3 128 1.3
Mod. 168.4 132 1.3 133 1.3 130 1.3 130 1.3 126 1.3
3 172 150 1.5 140 1.4 130 1.3 140 1.4 130 1.3
172 130 1.3 100 1 120 1.2 100 1 100 1
172 135 1.4 100 1 120 1.2 110 1.1 110 1.1
172 160 1.6 150 1.5 130 1.3 120 1.2 120 1.2
173 100 1 100 1 90 0.9 100 1 100 1
174 130 1.3 130 1.3 130 1.3 100 1 100 1
174 120 1.2 110 1.1 110 1.1 110 1.1 110 1.1
Avg. 172.7 132.1 1.3 118.6 1.2 118.6 1.2 111.4 1.1 110 1.1
Mod. 172.7 114.0 1.1 115.7 1.2 95.7 1 114.3 1.1 110 1.1
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Rearranging data for robot A (Appearance 1) continued.
Hght Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
grp. [cm] Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
4 176 110 1.1 100 1 100 1 100 1 100 1
177 100 1 100 1 100 1 90 0.9 100 1
180 130 1.3 130 1.3 100 1 100 1 100 1
180 170 1.7 140 1.4 150 1.5 150 1.5 140 1.4
Avg. 178.25 127.5 1.3 117.5 1.2 112.5 1.1 110 1.1 110 1.1
Mod. 176.9 121.3 1.2 111.3 1.1 118.8 1.2 110 1.1 115 1.2
5 182 120 1.2 110 1.1 110 1.1 110 1.1 100 1
183 90 0.9 80 0.8 80 0.8 80 0.8 90 0.9
Avg. 182.5 105 1.1 95 1 95 1 95 1 95 1
Mod. 182.25 97.5 1 87.5 0.9 87.5 0.9 87.5 0.9 92.5 0.9
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A.1.2 Grouping values for robot B
Table A.2: Rearranging data for robot B (Appearance 2).
Hght Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
grp. [cm] Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
1 164 55 0.6 50 0.5 50 0.5 50 0.5 50 0.5
165 110 1.1 100 1 90 0.9 80 0.8 80 0.8
Avg. 82.5 0.8 75 0.8 70 0.7 65 0.7 65 0.7
Mod. 68.75 0.7 62.5 0.6 60 0.6 57.5 0.6 57.5 0.6
2 168 120 1.2 120 1.2 100 1 105 1.1 110 1.1
169 40 0.4 40 0.4 50 0.5 40 0.4 45 0.5
169 150 1.5 130 1.3 120 1.2 120 1.2 120 1.2
170 135 1.4 120 1.2 110 1.1 120 1.2 110 1.1
170 105 1.1 70 0.7 90 0.9 80 0.8 70 0.7
Avg. 110 1.1 96 1 94 0.9 93 0.9 91 0.9
Mod. 60 0.6 57 0.6 63 0.6 53.5 0.5 59.5 0.6
3 172 70 0.7 65 0.7 60 0.6 60 0.6 60 0.6
172 135 1.4 120 1.2 110 1.1 100 1 100 1
172 130 1.3 130 1.3 120 1.2 110 1.1 110 1.1
172 90 0.9 80 0.8 80 0.8 80 0.8 80 0.8
173 70 0.7 55 0.6 50 0.5 50 0.5 50 0.5
174 105 1.1 95 1 90 0.9 90 0.9 90 0.9
174 140 1.4 105 1.1 100 1 100 1 100 1
Avg. 105.7 1.1 92.9 0.9 87.1 0.9 84.3 0.8 84.3 0.8
Mod. 87.2 0.9 73.7 0.7 66.5 0.7 62.9 0.6 62.7 0.6
4 176 85 0.9 75 0.8 75 0.8 75 0.8 75 0.8
177 70 0.7 60 0.6 60 0.6 60 0.6 60 0.6
180 70 0.7 40 0.4 50 0.5 50 0.5 50 0.5
180 100 1 100 1 90 0.9 90 0.9 90 0.9
Avg. 81.25 0.8 68.75 0.7 68.75 0.7 68.75 0.7 68.75 0.7
Mod. 79.4 0.8 55.6 0.6 60.6 0.6 60.6 0.6 60.6 0.6
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Rearranging data for robot B (Appearance 2) continued.
Hght Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
grp. [cm] Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
5 182 120 1.2 100 1 90 0.9 90 0.9 80 0.8
183 55 0.6 40 0.4 50 0.5 50 0.5 50 0.5
Avg. 87.5 0.9 70 0.7 70 0.7 70 0.7 65 0.7
Mod. 71.25 0.7 55 0.6 60 0.6 60 0.6 57.5 0.6
A.1. TRAIN DATA SET CALCULATION 101
A.1.3 Grouping values for robot C
Table A.3: Rearranging data for robot C (Appearance 5).
Hght Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
grp. [cm] Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
1 164 60 0.6 45 0.5 40 0.4 40 0.4 40 0.4
165 130 1.3 120 1.2 100 1 100 1 100 1
Avg. 95 1 82.5 0.8 70 0.7 70 0.7 70 0.7
Mod. 77.5 0.8 63.75 0.6 55 0.6 55 0.6 55 0.6
2 168 70 0.7 60 0.6 60 0.6 60 0.6 60 0.6
169 75 0.8 70 0.7 60 0.6 60 0.6 60 0.6
169 105 1.1 105 1.1 90 0.9 90 0.9 90 0.9
170 70 0.7 60 0.6 60 0.6 60 0.6 60 0.6
170 80 0.8 65 0.7 60 0.6 60 0.6 60 0.6
Avg. 80 0.8 72 0.7 66 0.7 66 0.7 66 0.7
Mod. 82.5 0.8 76.5 0.8 72 0.7 72 0.7 72 0.7
3 172 95 1 90 0.9 80 0.8 70 0.7 70 0.7
172 70 0.7 70 0.7 60 0.6 50 0.5 50 0.5
172 90 0.9 90 0.9 80 0.8 70 0.7 70 0.7
172 70 0.7 60 0.6 60 0.6 60 0.6 60 0.6
173 60 0.6 50 0.5 50 0.5 50 0.5 50 0.5
174 80 0.8 60 0.6 60 0.6 50 0.5 50 0.5
174 80 0.8 65 0.7 60 0.6 60 0.6 60 0.6
Avg. 77.9 0.8 69.3 0.7 64.3 0.6 58.6 0.6 58.6 0.6
Mod. 68.55 0.7 60.35 0.6 57.85 0.6 55.7 0.6 55.55 0.6
4 176 80 0.8 70 0.7 60 0.6 60 0.6 60 0.6
177 60 0.6 50 0.5 50 0.5 50 0.5 50 0.5
180 90 0.9 80 0.8 80 0.8 80 0.8 70 0.7
180 50 0.5 50 0.5 50 0.5 50 0.5 50 0.5
Avg. 70 0.7 62.5 0.6 60 0.6 60 0.6 57.5 0.6
Mod. 60 0.6 58.75 0.6 60 0.6 60 0.6 56.25 0.6
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Rearranging data for robot C (Appearance 5) continued.
Hght Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5
grp. [cm] Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam. Dist. Fam.
5 182 100 1 90 0.9 80 0.8 70 0.7 70 0.7
183 100 1 80 0.8 80 0.8 80 0.8 80 0.8
Avg. 100 1 85 0.9 80 0.8 75 0.8 75 0.8
Mod. 100 1 82.5 0.8 80 0.8 72.5 0.7 72.5 0.7
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A.2 Train Data Set
Table A.4: Train data set for APS ANFIS.
Height (H) Appearance (A) Familiarity (F) Personal Space (PS)
164.5 1 1.6 155
164.5 1 1.5 145
164.5 1 1.5 145
164.5 1 1.4 140
164.5 1 1.4 140
164.5 2 0.8 82.5
164.5 2 0.8 75
164.5 2 0.7 70
164.5 2 0.7 65
164.5 2 0.7 65
164.5 5 1 95
164.5 5 0.8 82.5
164.5 5 0.7 70
164.5 5 0.7 70
164.5 5 0.7 70
169.2 1 1.4 136
169.2 1 1.3 134
169.2 1 1.3 130
169.2 1 1.3 130
169.2 1 1.3 128
169.2 2 1.1 110
169.2 2 1 96
169.2 2 0.9 94
169.2 2 0.9 93
169.2 2 0.9 91
169.2 5 0.8 80
169.2 5 0.7 72
169.2 5 0.7 66
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Train data set for APS ANFIS continued.
Height (H) Appearance (A) Familiarity (F) Personal Space (PS)
169.2 5 0.7 66
169.2 5 0.7 66
172.7 1 1.3 132.1
172.7 1 1.2 118.6
172.7 1 1.2 118.6
172.7 1 1.1 111.4
172.7 1 1.1 110
172.7 2 1.1 105.7
172.7 2 0.9 92.9
172.7 2 0.9 87.1
172.7 2 0.8 84.3
172.7 2 0.8 84.3
172.7 5 0.8 77.9
172.7 5 0.7 69.3
172.7 5 0.6 64.3
172.7 5 0.6 58.6
172.7 5 0.6 58.6
178.3 1 1.3 127.5
178.3 1 1.2 117.5
178.3 1 1.1 112.5
178.3 1 1.1 110
178.3 1 1.1 110
178.3 2 0.8 81.3
178.3 2 0.7 68.8
178.3 2 0.7 68.8
178.3 2 0.7 68.8
178.3 2 0.7 68.8
178.3 5 0.7 70
178.3 5 0.6 62.5
178.3 5 0.6 60
178.3 5 0.6 60
178.3 5 0.6 57.5
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Train data set for APS ANFIS continued.
Height (H) Appearance (A) Familiarity (F) Personal Space (PS)
182.5 1 1.1 105
182.5 1 1 95
182.5 1 1 95
182.5 1 1 95
182.5 1 1 95
182.5 2 0.9 87.5
182.5 2 0.7 70
182.5 2 0.7 70
182.5 2 0.7 70
182.5 2 0.7 65
182.5 5 1 100
182.5 5 0.9 85
182.5 5 0.8 80
182.5 5 0.8 75
182.5 5 0.8 75
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A.3 Check Data Set
Table A.5: Check data set for APS ANFIS.
Height (H) Appearance (A) Familiarity (F) Personal Space (PS)
164.3 1 1.4 137.5
164.3 1 1.3 127.5
164.3 1 1.3 127.5
164.3 1 1.2 120
164.3 1 1.2 120
164.3 2 0.7 68.8
164.3 2 0.6 62.5
164.3 2 0.6 60
164.3 2 0.6 57.5
164.3 2 0.6 57.5
164.3 5 0.8 77.5
164.3 5 0.6 63.8
164.3 5 0.6 55
164.3 5 0.6 55
164.3 5 0.6 55
168.4 1 1.3 132
168.4 1 1.3 133
168.4 1 1.3 130
168.4 1 1.3 130
168.4 1 1.3 126
168.4 2 0.6 60
168.4 2 0.6 57
168.4 2 0.6 63
168.4 2 0.5 53.5
168.4 2 0.6 59.5
168.4 5 0.8 82.5
168.4 5 0.8 76.5
168.4 5 0.7 72
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Check data set for APS ANFIS continued.
Height (H) Appearance (A) Familiarity (F) Personal Space (PS)
168.4 5 0.7 72
168.4 5 0.7 72
172.7 1 1.1 114
172.7 1 1.2 115.7
172.7 1 1 95.7
172.7 1 1.1 114.3
172.7 1 1.1 110
172.7 2 0.9 87.2
172.7 2 0.7 73.7
172.7 2 0.7 66.5
172.7 2 0.6 62.3
172.7 2 0.6 62.7
172.7 5 0.7 68.6
172.7 5 0.6 60.4
172.7 5 0.6 57.9
172.7 5 0.6 55.7
172.7 5 0.6 55.6
176.9 1 1.2 121.3
176.9 1 1.1 111.3
176.9 1 1.2 118.8
176.9 1 1.1 110
176.9 1 1.2 115
176.9 2 0.8 79.4
176.9 2 0.6 55.6
176.9 2 0.6 60.6
176.9 2 0.6 60.6
176.9 2 0.6 60.6
176.9 5 0.6 60
176.9 5 0.6 58.8
176.9 5 0.6 60
176.9 5 0.6 60
176.9 5 0.6 56.3
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Check data set for APS ANFIS continued.
Height (H) Appearance (A) Familiarity (F) Personal Space (PS)
182.3 1 1 97.5
182.3 1 0.9 87.5
182.3 1 0.9 87.5
182.3 1 0.9 87.5
182.3 1 0.9 92.5
182.3 2 0.7 71.3
182.3 2 0.6 55
182.3 2 0.6 60
182.3 2 0.6 60
182.3 2 0.6 57.5
182.3 5 1 100
182.3 5 0.8 82.5
182.3 5 0.8 80
182.3 5 0.7 72.5
182.3 5 0.7 72.5
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A.4 Test Data Set
Table A.6: Test data set for APS ANFIS.
Height (H) Appearance (A) Familiarity (F) Personal Space (PS)
165 1 1.2 120
165 1 1.1 110
165 1 1.1 110
165 1 1 100
165 1 1 100
165 2 1.1 110
165 2 1 100
165 2 0.9 90
165 2 0.8 80
165 2 0.8 80
165 5 1.3 130
165 5 1.2 120
165 5 1 100
165 5 1 100
165 5 1 100
169 1 1.5 150
169 1 1.5 150
169 1 1.4 140
169 1 1.4 140
169 1 1.4 140
169 2 0.4 40
169 2 0.4 40
169 2 0.5 50
169 2 0.4 40
169 2 0.5 45
169 5 0.8 75
169 5 0.7 70
169 5 0.6 60
110 A. COMPLETE DATA TABLES
Test data set for APS ANFIS continued.
Height (H) Appearance (A) Familiarity (F) Personal Space (PS)
169 5 0.6 60
169 5 0.6 60
172 1 1.4 135
172 1 1 100
172 1 1.2 120
172 1 1.1 110
172 1 1.1 110
172 2 1.1 105
172 2 1 95
172 2 0.9 90
172 2 0.9 90
172 2 0.9 90
172 5 0.7 70
172 5 0.6 60
172 5 0.6 60
172 5 0.6 60
172 5 0.6 60
180 1 1.3 130
180 1 1.3 130
180 1 1 100
180 1 1 100
180 1 1 100
180 2 0.9 85
180 2 0.8 75
180 2 0.8 75
180 2 0.8 75
180 2 0.8 75
180 5 0.5 50
180 5 0.5 50
180 5 0.5 50
180 5 0.5 50
180 5 0.5 50
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Test data set for APS ANFIS continued.
Height (H) Appearance (A) Familiarity (F) Personal Space (PS)
183 1 0.9 90
183 1 0.8 80
183 1 0.8 80
183 1 0.8 80
183 1 0.9 90
183 2 0.6 55
183 2 0.4 40
183 2 0.5 50
183 2 0.5 50
183 2 0.5 50
183 5 1 100
183 5 0.8 80
183 5 0.8 80
183 5 0.8 80
183 5 0.8 80
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A.5 APS ANFIS Output
Table A.7: APS ANFIS output.
Height Appearance Familiarity Personal Trained Error Squared
(H) (A) (F) space (PS) APS % error
164.5 1 1.6 155 117.6455 −24.09967742 484.2541078
164.5 1 1.5 145 120.1879 −17.1117931 225.5370232
164.5 1 1.5 145 120.1879 −17.1117931 225.5370232
164.5 1 1.4 140 116.2594 −16.95757143 220.9286392
164.5 1 1.4 140 116.2594 −16.95757143 220.9286392
164.5 2 0.8 82.5 81.8765 −0.755757576 1.790633176
164.5 2 0.8 75 81.8765 9.168666667 126.8454755
164.5 2 0.7 70 72.536 3.622857143 32.68134653
164.5 2 0.7 65 72.536 11.59384615 187.3544769
164.5 2 0.7 65 72.536 11.59384615 187.3544769
164.5 5 1 95 94.7073 −0.308105263 3.189073557
164.5 5 0.8 82.5 75.6113 −8.349939394 39.13799136
164.5 5 0.7 70 65.8916 −5.869142857 14.25243598
164.5 5 0.7 70 65.8916 −5.869142857 14.25243598
164.5 5 0.7 70 65.8916 −5.869142857 14.25243598
169.2 1 1.4 136 109.9713 −19.13875 290.5268093
169.2 1 1.3 134 106.6569 −20.40529851 335.3072054
169.2 1 1.3 130 106.6569 −17.95623077 251.6134423
169.2 1 1.3 130 106.6569 −17.95623077 251.6134423
169.2 1 1.3 128 106.6569 −16.67429688 212.5878856
169.2 2 1.1 110 79.4469 −27.77554545 659.5467592
169.2 2 1 96 83.314 −13.21458333 123.6695311
169.2 2 0.9 94 87.7861 −6.610531915 20.39993675
169.2 2 0.9 93 87.7861 −5.606344086 12.33724238
169.2 2 0.9 91 87.7861 −3.531758242 2.067427696
169.2 5 0.8 80 76.2408 −4.699 6.786530379
169.2 5 0.7 72 67.9932 −5.565 12.04851438
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APS ANFIS output continued.
Height Appearance Familiarity Personal Trained Error Squared
(H) (A) (F) space (PS) APS % error
169.2 5 0.7 66 67.9932 3.02 26.15200389
169.2 5 0.7 66 67.9932 3.02 26.15200389
169.2 5 0.7 66 67.9932 3.02 26.15200389
172.7 1 1.3 132.1 110.4265 −16.40688872 204.8615602
172.7 1 1.2 118.6 106.8354 −9.919561551 61.24093176
172.7 1 1.2 118.6 106.8354 −9.919561551 61.24093176
172.7 1 1.1 111.4 100.6349 −9.663464991 57.29826874
172.7 1 1.1 110 100.6349 −8.513727273 41.21414369
172.7 2 1.1 105.7 82.3364 −22.10368969 400.3915633
172.7 2 0.9 92.9 89.4421 −3.722174381 2.65126769
172.7 2 0.9 87.1 89.4421 2.688978186 22.87595244
172.7 2 0.8 84.3 84.2957 −0.00510083 4.363094504
172.7 2 0.8 84.3 84.2957 −0.00510083 4.363094504
172.7 5 0.8 77.9 77.7978 −0.131193838 3.852227254
172.7 5 0.7 69.3 71.0048 2.46002886 20.73829539
172.7 5 0.6 64.3 63.5971 −1.093157076 1.001492404
172.7 5 0.6 58.6 63.5971 8.527474403 112.8136579
172.7 5 0.6 58.6 63.5971 8.527474403 112.8136579
178.3 1 1.3 127.5 118.1819 −7.308313725 27.19007921
178.3 1 1.2 117.5 115.365 −1.817021277 0.076663489
178.3 1 1.1 112.5 110.7396 −1.5648 0.279949985
178.3 1 1.1 110 110.7396 0.672363636 7.652231103
178.3 1 1.1 110 110.7396 0.672363636 7.652231103
178.3 2 0.8 81.3 84.4351 3.856211562 35.4038633
178.3 2 0.7 68.8 71.2272 3.527906977 31.60474741
178.3 2 0.7 68.8 71.2272 3.527906977 31.60474741
178.3 2 0.7 68.8 71.2272 3.527906977 31.60474741
178.3 2 0.7 68.8 71.2272 3.527906977 31.60474741
178.3 5 0.7 70 75.9385 8.483571429 111.8829653
178.3 5 0.6 62.5 69.1177 10.58832 160.8387802
178.3 5 0.6 60 69.1177 15.19616667 298.9465091
178.3 5 0.6 60 69.1177 15.19616667 298.9465091
178.3 5 0.6 57.5 69.1177 20.20469565 497.2275019
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APS ANFIS output continued.
Height Appearance Familiarity Personal Trained Error Squared
(H) (A) (F) space (PS) APS % error
182.5 1 1.1 105 115.0424 9.564190476 135.9111435
182.5 1 1 95 104.7584 10.272 152.915557
182.5 1 1 95 104.7584 10.272 152.915557
182.5 1 1 95 104.7584 10.272 152.915557
182.5 1 1 95 104.7584 10.272 152.915557
182.5 2 0.9 87.5 93.5611 6.926971429 81.37617546
182.5 2 0.7 70 70.1786 0.255142857 5.518016439
182.5 2 0.7 70 70.1786 0.255142857 5.518016439
182.5 2 0.7 70 70.1786 0.255142857 5.518016439
182.5 2 0.7 65 70.1786 7.967076923 101.223317
182.5 5 1 100 77.6672 −22.3328 409.6129518
182.5 5 0.9 85 77.7723 −8.503176471 41.07878642
182.5 5 0.8 80 82.1678 2.70975 23.07508214
182.5 5 0.8 75 82.1678 9.557066667 135.7450942
182.5 5 0.8 75 82.1678 9.557066667 135.7450942
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A.6 Data for Proposed Method in Eq. (3.1)
A.6.1 Rearranging data for robot A
Table A.8: Rearranging data for robot A (Appearance 1).
Height Range Tot. Std. Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5 Mean Mean
grp. Stds. No# [cm] Dist. Dist. Dist. Dist. Dist. Dist. Fam.
1 161– 2 18 164 190 180 180 180 180
165 5 165 120 110 110 100 100
Avg. 155 145 145 140 140 145 1.5
2 166– 5 7 168 120 110 110 110 110
170 10 169 150 150 140 140 140
16 169 200 200 190 190 180
12 170 110 100 110 110 110
14 170 100 110 100 100 100
Avg. 136 134 130 130 128 131.6 1.3
3 171– 7 1 172 150 140 130 140 130
175 4 172 130 100 120 100 100
15 172 135 100 120 110 110
19 172 160 150 130 120 120
6 173 100 100 90 100 100
9 174 130 130 130 100 100
17 174 120 110 110 110 110
Avg. 132.1 118.6 118.6 111.4 110 118.1 1.2
4 176– 4 2 176 110 100 100 100 100
180 13 177 100 100 100 90 100
11 180 130 130 100 100 100
20 180 170 140 150 150 140
Avg. 127.5 117.5 112.5 110 110 115.5 1.2
5 181– 2 3 182 120 110 110 110 100
185 8 183 90 80 80 80 90
Avg. 105 95 95 95 95 97 1
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A.6.2 Rearranging data for robot B
Table A.9: Rearranging data for robot B (Appearance 2).
Height Range Tot. Std. Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5 Mean Mean
grp. Stds. No# [cm] Dist. Dist. Dist. Dist. Dist. Dist. Fam.
1 161– 2 18 164 55 50 50 50 50
165 5 165 110 100 90 80 80
Avg. 82.5 75 70 65 65 71.5 0.7
2 166– 5 7 168 120 120 100 105 110
170 10 169 40 40 50 40 45
16 169 150 130 120 120 120
12 170 135 120 110 120 110
14 170 105 70 90 80 70
Avg. 110 96 94 93 91 96.8 1
3 171– 7 1 172 70 65 60 60 60
175 4 172 135 120 110 100 100
15 172 130 130 120 110 110
19 172 90 80 80 80 80
6 173 70 55 50 50 50
9 174 105 95 90 90 90
17 174 140 105 100 100 100
Avg. 105.7 92.9 87.1 84.3 84.3 90.9 0.9
4 176– 4 2 176 85 75 75 75 75
180 13 177 70 60 60 60 60
11 180 70 40 50 50 50
20 180 100 100 90 90 90
Avg. 81.25 68.75 68.75 68.75 68.75 71.25 0.7
5 181– 2 3 182 120 100 90 90 80
185 8 183 55 40 50 50 50
Avg. 87.5 70 70 70 65 72.5 0.7
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A.6.3 Rearranging data for robot C
Table A.10: Rearranging data for robot C (Appearance 5).
Height Range Tot. Std. Height Int. 1 Int. 2 Int. 3 Int. 4 Int. 5 Mean Mean
grp. Stds. No# [cm] Dist. Dist. Dist. Dist. Dist. Dist. Fam.
1 161– 2 18 164 60 45 40 40 40
165 5 165 130 120 100 100 100
95 82.5 70 70 70 77.5 0.8
2 166– 5 7 168 70 60 60 60 60
170 10 169 75 70 60 60 60
16 169 105 105 90 90 90
12 170 70 60 60 60 60
14 170 80 65 60 60 60
80 72 66 66 66 70 0.7
3 171– 7 1 172 95 90 80 70 70
175 4 172 70 70 60 50 50
15 172 90 90 80 70 70
19 172 70 60 60 60 60
6 173 60 50 50 50 50
9 174 80 60 60 50 50
17 174 80 65 60 60 60
77.9 69.3 64.3 58.6 58.6 65.7 0.7
4 176– 4 2 176 80 70 60 60 60
180 13 177 60 50 50 50 50
11 180 90 80 80 80 70
20 180 50 50 50 50 50
70 62.5 60 60 57.5 62 0.6
5 181– 2 3 182 100 90 80 70 70
185 8 183 100 80 80 80 80
100 85 80 75 75 83 0.8
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A.7 Trained ANFIS Output for Proposed Method in Eq. (3.1)
A.7.1 Trained ANFIS output for robot A
Table A.11: Trained ANFIS output for robot A.
Height Range Tot. Std. Height ANFIS Exp. Mean MSE
grp. Stds. No# [cm] Out [cm] Dist. [cm] Error
1 161–165 2 18 164 122.6 182 −48.4502447 1414.116824
5 165 118.1 108 8.552074513 376.265897
2 166–170 5 7 168 106 112 −5.660377358 26.88549681
10 169 106.5 144 −35.21126761 593.690631
16 169 106.5 192 −80.28169014 4821.384501
12 170 107.3 108 −0.652376514 103.8997664
14 170 107.3 102 4.939422181 249.1637683
3 171–175 7 1 172 105.7 138 −30.55818354 388.5898923
4 172 105.7 110 −4.068117313 45.93291608
15 172 105.7 115 −8.798486282 4.190265162
19 172 105.7 136 −28.66603595 317.5715016
6 173 107.3 98 8.667287978 380.7488947
9 174 108.9 118 −8.356290174 6.196165556
17 174 108.9 112 −2.846648301 63.9816285
4 176–180 4 2 176 112 102 8.928571429 391.0139009
13 177 113.5 98 13.65638767 600.3424992
11 180 117.6 112 4.761904762 243.5910834
20 180 117.6 150 −27.55102041 279.0744121
5 181–185 2 3 182 104.6 110 −5.162523901 32.29621735
8 183 104.8 84 19.84732824 942.0497056
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A.7.2 Trained ANFIS output for robot B
Table A.12: Trained ANFIS output for robot B.
Height Range Tot. Std. Height ANFIS Exp. Mean MSE
grp. Stds. No# [cm] Out [cm] Dist. [cm] Error
1 161–165 2 18 164 72.2 51 41.56862745 1314.38757
5 165 72.8 92 −20.86956522 685.5866284
2 166-170 5 7 168 82.9 111 −25.31531532 938.1637779
10 169 83.2 43 93.48837209 7774.6945
16 169 83.2 128 −35 1625.230206
12 170 83.7 119 −29.66386555 1223.461152
14 170 83.7 83 0.843373494 19.98778892
3 171–175 7 1 172 89.1 63 41.42857143 1304.251868
4 172 89.1 113 −21.15044248 700.3743374
15 172 89.1 120 −25.75 964.9810425
19 172 89.1 82 8.658536585 11.18496177
6 173 89.6 55 62.90909091 3317.177909
9 174 90.1 94 −4.14893617 89.54988631
17 174 90.1 109 −17.33944954 513.1853003
4 176–180 4 2 176 71.9 77 −6.623376623 142.5043986
13 177 71.6 62 15.48387097 103.4233466
11 180 70.8 52 36.15384615 951.0872289
20 180 70.8 94 −24.68085106 899.6997289
5 181–185 2 3 182 70.3 96 −26.77083333 1029.44577
8 183 70.1 49 43.06122449 1424.842086
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A.7.3 Trained ANFIS output for robot C
Table A.13: Trained ANFIS output for robot C.
Height Range Tot. Std. Height ANFIS Exp. Mean MSE
grp. Stds. No# [cm] Out [cm] Dist. [cm] Error
1 161–165 2 18 164 75.7 45 68.22222222 3569.827832
5 165 75.6 110 −31.27272727 1579.817115
2 166–170 5 7 168 67.1 62 8.225806452 0.0616924
10 169 67.8 65 4.307692308 17.35966969
16 169 67.8 96 −29.375 1432.560881
12 170 68.6 62 10.64516129 4.713133711
14 170 68.6 65 5.538461538 8.618478114
3 171–175 7 1 172 70.4 81 −13.08641975 464.8597204
4 172 70.4 60 17.33333333 78.48449147
15 172 70.4 80 −12 419.1922924
19 172 70.4 62 13.5483871 25.74751677
6 173 71.3 52 37.11538462 820.3182581
9 174 72.2 60 20.33333333 140.6393755
17 174 72.2 65 11.07692308 6.774240292
4 176–180 4 2 176 67 66 1.515151515 48.42816096
13 177 67.9 52 30.57692308 488.5309863
11 180 70.4 80 −12 419.1922924
20 180 70.4 50 40.8 1044.958251
5 181–185 2 3 182 82.1 82 0.12195122 69.75982583
8 183 82.2 84 −2.142857143 112.7216051
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A.8 Rearranging data according to proposed method in Eq. (3.2)
Table A.14: Rearranging data for any robot (Appearance 2.67)
Robot A Robot B Robot C Mean
Height Range Std. Height Avg. Avg. Avg. Avg. Avg. Avg. Dist. Fam.
grp. No# [cm] Dist. Fam. Dist. Fam. Dist. Fam.
1 161–165 18 164 182 51 45 92.7
5 165 108 92 110 103.3
Avg. 164.5 145 1.5 71.5 0.7 77.5 0.8 98 1
2 166–170 7 168 112 111 62 95
10 169 144 43 65 84
16 169 192 128 96 138.7
12 170 108 119 62 96.3
14 170 102 83 65 83.3
Avg. 169.2 131.6 1.3 96.8 1 70 0.7 99.5 1
3 171–175 1 172 138 63 81 94
4 172 110 113 60 94.3
15 172 115 120 80 105
19 172 136 82 62 93.3
6 173 98 55 52 68.3
9 174 118 94 60 90.7
17 174 112 109 65 95.3
Avg. 172.7 118.1 1.2 90.9 0.9 65.7 0.7 91.6 0.9
4 176–180 2 176 102 77 66 81.7
13 177 98 62 52 70.7
11 180 112 52 80 81.3
20 180 150 94 50 98
Avg. 178.25 115.5 1.2 71.25 0.7 62 0.6 82.9 0.8
5 181–185 3 182 110 96 82 96
8 183 84 49 84 72.3
Avg. 182.5 97 1 72.5 0.7 83 0.8 84.2 0.8
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A.8.1 Trained ANFIS output for proposed method in Eq. (3.2)
Table A.15: Trained ANFIS output for any robot.
Height Range Tot. Std. Height Exp. ANFIS Mean MSE
grp. Stds. No# [cm] Dist. [cm] Out [cm] Error
1 161–165 2 18 164 92.7 150.1 61.9201726 46.2275242
5 165 103.3 144.6 39.98063892 229.233259
2 166–170 5 7 168 95 133.5 40.52631579 213.0074343
10 169 84 131.5 56.54761905 2.034985124
16 169 138.7 131.5 −5.191059841 3637.555418
12 170 96.3 130.1 35.09865005 400.8981015
14 170 83.3 130.1 56.18247299 1.12653385
3 171–175 7 1 172 94 150.2 59.78723404 21.77290023
4 172 94.3 150.2 59.27889714 17.28736019
15 172 105 150.2 43.04761905 145.7687008
19 172 93.3 150.2 60.98606645 34.39794879
6 173 68.3 146.8 114.9341142 3577.597864
9 174 90.7 144.1 58.87541345 14.09494457
17 174 95.3 144.1 51.20671563 15.32232667
4 176–180 4 2 176 81.7 141.1 72.70501836 309.1945366
13 177 70.7 137.7 94.76661952 1571.768011
11 180 81.3 130.3 60.27060271 26.51748111
20 180 98 130.3 32.95918367 491.150092
5 181–185 2 3 182 96 127.7 33.02083333 488.4213447
8 183 72.3 126.9 75.5186722 416.0613596
Appendix B
Appearance Analysis
B.1 Introduction
While doing the research, input values for the “appearance” were selected according to
my choice. But as it received many critics, it was necessary to apply more appropriate
mechanism to obtain “appearance” values to each of the robots. Since all these are about
humanizing robots, I thought that the most appropriate way to analyze “appearance” of
robot was consulting my human subjects once again. That is to ask each of them to rank a
robot according to the outer appearance of the robot. I thought that this was much valid as
it can be applied universally for any of the robot available in the world right now. Hence I
believe that such an analysis will give a way to construct a “meaningful” measuring unit to
rank robot’s outer appearance in the future.
B.2 Method I
This method analyzes the appearance of a robot at an initial stage and stores the result for
the future manipulation. Once an appearance level is obtained for a particular robot, then it
will be a constant for future references.
B.2.1 Procedure
Each of the human subjects were given a paper containing photographs of several kinds of
robots including robots A, B, and C. They were instructed to analyze the outer appearance
of each of these robots with compared to a human and rank each of the robots from a scale
of one to ten. That is if a robot is more like a machine, then the rank is one, if a robot
is more like a human or have many features that humans have, then the rank will be ten.
Each of the human participants was instructed to think alone without discussing with each
other and fill a table. This analysis form is given in Figure B.1, with the fill in Table B.1.
Then each of these filled tables was collected and summarized the data to get the ranking
of each of the robots. The summarized data are shown in Table B.2, where number of votes
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(a)Robot A (b)Robot B (c)Robot C
(d)Robot D (e)Robot E (f)Robot F
Figure B.1: Robots for appearance analysis.
Table B.1: Fill in data sheet for appearance analysis.
Rank 1 2 3 4 5 6 7 8 9 10
Robot
indicates the number of people who assigned a particular rank to a particular robot.
B.2.2 Ranking the robots
According to the results obtained, there were two possible ways of ranking the robots, i.e.
according to “highest choice” and calculating “linear rank.”
• Highest choice is the rank that most of the people selected for a particular robot.
• Linear rank was calculated according to the following equation.
Ri =
1
PN
10∑
j=1
(Px ×Rj) (B.1)
Linear rank of the robot i where i = A,B,C,D,E or F , is given by Ri having Px number
of votes in Rj rank, x is having the values of 1 to total number of participants PN , and j is
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Table B.2: Summerized votes for each robot.
Rank 1 2 3 4 5 6 7 8 9 10
Robot Number of votes
A 6 9 4 1
B 1 3 4 5 3 2 2
C 1 2 5 7 1 4
D 6 1 2 2 2 4 2 1
E 12 3 2 2 1
F 1 2 3 14
having the ranks from 1 to 10.
B.2.3 Results
Results obtained for the above two methods as with the previous appearance values for the
robots A, B, and C are given in Table B.3 for comparison.
Table B.3: Comparison of results for robots.
Robot A B C D E F
Highest choice 2 4 5 1 1 10
Linear Rank 1.8 4 4.8 3.9 1.9 9.3
Previous value 1 2 5 — — —
B.2.4 Summary
After analyzing the results it can be seen that appearance of robots A and B are increased
to higher levels as the general opinion of the participants. But appearance of robot C was
not changed aligning my personal choice.
B.3 Method II
This method describes a more appropriate way of obtaining appearance value for a particu-
lar robot. The advantage of using online assessment is possible in this method as it applies
fuzzy theory to evaluate a robot’s appearance.
B.3.1 Procedure
Self assessment mechanism based on fuzzy logic is inserted into each of the robots. Then
analyzing answers to questions like “How does my body look? Do I look like a human?,”
self-assignment of appearance value is obtained. This question and answer procedure
should be carried out at an initial stage of an interaction for a robot–human pair. Then
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this value can be stored for future reference if the similar pair happened to interact with
each other in the second time onwards. This questioning/answering procedure can be ap-
plied as a voice medium with voice recognition software such as ViaVoiceR or as an on
screen display with selection buttons or any other suitable way. It is also worthwhile to
mention that for this interaction at the initial stage, robot should follow the safe distance
mechanism rather than personal space due to obvious reasons.
B.3.2 Fuzzy analysis
Answers to the question “how does my body look” can have “Good,” “Fine,” “Bad,” etc.
while answers to the question “do I look like a human” can have “Yes, very much,” “Yes,”
“Yes, little,” “Not really,” “No,” “Not at all,” etc. Then these can be represented by a fuzzy
membership functions as shown in Figures B.2 and B.3. Considering combinations of the
above two, applying “appearance fuzzy inference system” (as shown in Figure B.4) output
for the appearance (as shown in Figure B.5) can be taken.
1
0
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Bad Fine Good
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Figure B.2: Body looks input.
1
0
0.1 1.00.5
Human look
Yes, very 
much
No, not 
at all No
Not
really
Yes, 
little Yes
G
ra
de
Figure B.3: Human look input.
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Figure B.4: Appearance fuzzy inference system.
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Figure B.5: Output “appearance.”
B.3.3 Summary
With compared to the random way of putting values for the appearance, above two methods
give much accepted procedure. Further, as appearance also depends on the person who
interacts with the robot, method II may give better results. It is also advisable to find about
any means of improving these methods in the future.
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