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Abstract
If (ξt )t0 is a Brownian motion in the Heisenberg group Hn, and {π±λ: λ > 0} are the Schrödinger rep-
resentations of Hn on L2(Rn), then the Fourier transforms (Eπ±λ(ξt ))t0 form a one-parameter semigroup
of contractions on L2(Rn). The infinitesimal generator N(π±λ) of this semigroup is a second order element
of the universal enveloping algebra of the Lie algebra Hn of Hn, which can be identified with an element
of a subalgebra of sl(2n + 2,C). To find an explicit formula for Eπ±λ(ξt ) = etN(π±λ), a new method is
presented based on the theory of analytic vectors developed by Nelson [E. Nelson, Analytic vectors, Ann.
of Math. 70 (3) (1959) 572–615]. In order to calculate the action of etN(π±λ), we show that this operator
can be decomposed as a product of simpler operators on a dense subspace of analytic vectors of L2(Rn) and
for sufficiently small t  0. The main idea is that an element in a sufficiently small neighbourhood of the
identity of a Lie group can be decomposed as a product in terms of coordinates of the second kind (called
splitting formula), and this carries over to the related operators by the Baker–Campbell–Hausdorff formula.
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The aim of this paper is to derive an explicit formula for the Fourier transform of the distrib-
utions of a Brownian motion in a Heisenberg group. If G is a locally compact group and μ is a
probability measure on G then the Fourier transform (also called Fourier–Stieltjes transform) μ̂
of μ is a mapping
μ̂ : Rep(G) →
⋃
U∈Rep(G)
L(HU)
given by
〈
μ̂(U)u, v
〉= ∫
G
〈
U(g)u, v
〉
μ(dg), U ∈ Rep(G), u, v ∈ HU,
where Rep(G) denotes the totality of unitary representations U :G → U(HU) of G which are
homomorphisms into the group U(HU) of unitary operators on a complex Hilbert space HU such
that the mapping g → U(g)u from G into HU is continuous for all u ∈ HU , and L(HU) denotes
the space of bounded linear operators on the representing Hilbert space HU (see, e.g., in Heyer
[8, Chapter I]). If G is separable then
μ̂(U) =
∫
G
U(g)μ(dg), U ∈ Rep(G),
where the integral is a Bochner integral (see, e.g., Heyer and Pap [9]). If, in addition, μ is ab-
solutely continuous with respect to a Haar measure ω of G with density function fμ then
μ̂(U) =
∫
G
fμ(g)U(g)ω(dg), U ∈ Rep(G),
is nothing else as the usual Fourier transform of fμ. In fact, it is sufficient to give the value of
the Fourier transform μ̂ for a subset RG ⊂ Rep(G) such that for each U ∈ Rep(G) there exists
U ′ ∈RG which is unitarily equivalent to U , i.e., there exists a bounded linear operator (called
an intertwinning operator) A :HU → HU ′ such that AU = U ′A in the sense that A[U(g)u] =
[U ′(g)](Au) for all g ∈ G, u ∈ HU , since then Aμ̂(U) = μ̂(U ′)A in the sense that A[μ̂(U)u] =
[μ̂(U ′)](Au) for all u ∈ HU .
Fourier transform of probability measures play an important role, since the Fourier trans-
form of a convolution of two probability measures is the product of their Fourier transforms, the
Fourier transform is injective, i.e., if the Fourier transforms of two probability measures coincide
at each representation then the measures coincide, and in case of many groups the continuity
theorem holds, namely, weak convergence of probability measures is equivalent to the pointwise
convergence of their Fourier transforms.
In case of a locally compact Abelian group G, an explicit formula is available for the Fourier
transform of an arbitrary weakly infinitely divisible probability measure μ (see Parthasarathy
[19, Chapter IV, Corollary 7.1]). In this case, it suffices to give the value of the Fourier transform
μ̂ for representations U ∈ Rep(G) with one-dimensional representing Hilbert space HU ∼= C.
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|z| = 1} forming the character group Ĝ of G. Then for each weakly infinitely divisible prob-
ability measure μ, a Lévy–Khinchin formula is valid, namely, for each χ ∈ Ĝ,
μ̂(χ) = χ(a) exp
{
−1
2
ψ(χ)+
∫
G
(
χ(g)− 1 − i〈g,χ〉G
)
η(dg)
}
1G˜⊥(χ),
where a ∈ G, ψ : Ĝ → R+ is a continuous quadratic form on Ĝ (i.e., ψ(χ1χ2) + ψ(χ1χ−12 ) =
2(ψ(χ1) + ψ(χ2)) for all χ1, χ2 ∈ Ĝ), 〈·,·〉G :G × Ĝ → R is a local inner product for G (see
Parthasarathy [19, Lemma 5.3]), η is a Lévy measure for G (i.e., η is a nonnegative, extended
real-valued measure on G such that η(G \B) < ∞ for all neighborhoods B of the unit element e
of G, η({e}) = 0, and ∫
G
(1 − Reχ(g))η(dg) < ∞ for all χ ∈ Ĝ), and G˜ is a compact subgroup
of G with annihilator G˜⊥ := {χ ∈ Ĝ: χ(g) = 1 for all g ∈ G˜}.
The question is much more complicated for non-Abelian groups. If (ξt )t0 is a stochastic
process with independent stationary left increments and with values in a locally compact group G
then, for each t  0, the distribution μt of ξt is infinitely divisible, and for each U ∈ Rep(G), the
Fourier transforms ξ̂t (U) := μ̂t (U), t  0, form a strongly continuous semigroup of contractions
on HU with infinitesimal generator N(U) given by
〈
N(U)u, v
〉= lim
t↓0
〈̂ξt (U)u, v〉 − 〈u,v〉
t
= N(〈U(·)u, v〉)(e)
for all v ∈ HU and for suitable u ∈ HU , where N denotes the infinitesimal generator of (ξt )t0
defined by
(Nf )(g) := lim
t↓0
Ef (gξt )− f (g)
t
for g ∈ G and for suitable functions f :G → C, see Siebert [21, Proposition 3.1]. The infinites-
imal generator N admits a Lévy–Khinchin formula (see Siebert [20] or Heyer [8, 4.5.9]) which
can be extended to obtain the value N(U)u for all representations U ∈ Rep(G) and all vectors
u ∈ HU differentiable for the representation U (see Siebert [21, Proposition 3.2]).
If G is a Lie group with a system {x1, . . . , xd} of canonical coordinates adapted to a basis
{X1, . . . ,Xd} of the Lie algebra G of G then the Lévy–Khinchin formula for the infinitesimal
generator N of (ξt )t0 takes the form
(Nf )(g) =
d∑
i=1
ai(Xif )(g)+ 12
d∑
i,j=1
bi,j (XiXjf )(g)
+
∫
G
(
f (gh)− f (g)−
d∑
i=1
xi(h)(Xif )(g)
)
η(dh),
where
(Xf )(g) := lim f (g exp(tX))− f (g)
t→0 t
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mapping, (a1 . . . , ad) ∈ Rd , (bi,j )i,j=1,...,d ∈ Rd×d is a symmetric positive semidefinite matrix,
and η is a Lévy measure for G. The infinitesimal generator N(U) of (̂ξt (U))t0 has the form
N(U) =
d∑
i=1
aiXi(U)+ 12
d∑
i,j=1
bi,jXi(U)Xj (U)
+
∫
G
(
U(g)−U(e)−
d∑
i=1
xi(g)Xi(U)
)
η(dg),
where
X(U)u := lim
t→0
U(exp(tX))u− u
t
for all U ∈ Rep(G), X ∈ G and for all vectors u ∈ HU differentiable for the representation U .
But, in contrast to the commutative case, a Lévy–Khinchin formula is available only for the
infinitesimal generator N(U) of the semigroup (̂ξt (U))t0 and not for the values ξ̂t (U) = etN(U),
t  0, hence, to obtain explicit formula for the action of the Fourier transform ξ̂t (U) on HU , one
has to exponentiate the operator N(U). In fact, the mapping X → X(U) from G into the set
O(HU) of all linear operators defined on a linear subspace of HU is a representation of the Lie
algebra G, which can be extended to the universal enveloping algebra AG of G. If (ξt )t0 is a
Brownian motion then its infinitesimal generator
N =
d∑
i=1
aiXi + 12
d∑
i,j=1
bi,jXiXj
is a second order element of AG , and the infinitesimal generator
N(U) =
d∑
i=1
aiXi(U)+ 12
d∑
i,j=1
bi,jXi(U)Xj (U)
of the semigroup ( ξ̂t (U))t0 is the image of N .
The first explicit formula was derived by Hulanicki [11] in case of the (2n + 1)-dimensional
Heisenberg group Hn for a Brownian motion with a special infinitesimal generator of the form
N = 12
∑2n
k=1 X2k (the so-called sub-Laplacian), where {X1, . . . ,X2n+1} denotes the natural basis
of the Lie algebra Hn of Hn, and for the Schrödinger representations {π±λ: λ > 0} with repre-
senting Hilbert space L2(Rn). The representation of Hn in O(L2(Rn)) is given by
Xj(π±λ) =
√
λDj , Xn+j (π±λ) = ±i
√
λxj , X2n+1(π±λ) = ±iλI (1)
for j = 1, . . . , n, where I denotes the identity operator, xj is the operator of multiplication by
the variable xj , and Dj is the partial differential operator with respect to the variable xj . Conse-
quently, in the special case studied by Hulanicki [11], the infinitesimal generator of the semigroup
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∑n
j=1(D2j − x2j ). The result of Hulanicki [11] in case
of H1 is nothing else as the celebrated Mehler’s formula
eλt (D
2−x2)/2u(x) = 1√
2π sinh(λt)
∫
R
exp
{
− (x
2 + y2) cosh(λt)− 2xy
2 sinh(λt)
}
u(y)dy
for all λ > 0, t > 0, u ∈ L2(R) and x ∈ R, see, e.g., Davies [5] or Taylor [23, Chapter 1, Propo-
sition 7.1]. Our Theorem 1 can be regarded as a generalization of Mehler’s formula for arbitrary
Brownian motions in H1. In general, the infinitesimal generator of a Brownian motion in Hn is
N =
2n+1∑
j=1
ajXj + 12
2n+1∑
j,k=1
bj,kXjXk, (2)
where (a1, . . . , a2n+1) ∈ R2n+1 and (bj,k)j,k=1,...,2n+1 ∈ R(2n+1)×(2n+1) is a symmetric, positive
semidefinite matrix. The infinitesimal generator of the semigroup ( ξ̂t (π±λ))t0 has the form
N(π±λ) :=
2n+1∑
j=1
ajXj (π±λ)+ 12
2n+1∑
j,k=1
bj,kXj (π±λ)Xk(π±λ), (3)
hence N(π±λ) is a complex linear combination of the operators
{I, xj , Dj , xj xk, xjD	 +D	xj , DjDk: 1 j  k  n and 1 	 n}. (4)
Note that the usual methods for exponentiation of operators discussed, e.g., by Jørgensen and
Moore [13], by Jørgensen [12], by Nelson [15, Section 9] or by Taylor [23, Appendix D], do not
seem to be applicable to handle etN(π±λ) in the general case. The calculation of Hulanicki [11] is
based on explicit formulas for the eigenvalues and eigenfunctions of the infinitesimal generator
λ
2
∑n
j=1(D2j −X2j ), but the eigenvalues and eigenfunctions are not available for N(π±λ) in case
of a general Brownian motion in Hn.
Our approach is based on the observation that the operators in (4) form a basis for a complex
Lie algebra Gn, isomorphic to a subalgebra of sl(2n+2,C), hence N(π±λ) can be identified with
an element of sl(2n+ 2,C). This algebra is of interest to physicists, see Berceanu [2,3]. In order
to calculate the action of an operator ξ̂t (π±λ) = etN(π±λ) on L2(Rn), we will use the theory of
analytic vectors developed by Nelson [15], and Nelson and Stinespring [16], and show that this
operator can be decomposed as a product of simpler operators on a dense subspace of analytic
vectors of L2(Rn) and for sufficiently small t  0.
Applying very different probabilistic methods, explicit formulas have been derived in case
of H1 in [18] for symmetric and in [1] for general Brownian motions. Note that in the language
of quantization of physical systems, we have found the so-called representation-independent
propagator for the Lie group Hn with the Schrödinger representations for a general Hamiltonian
operator, see, e.g., Tomé [24]. Tomé used Feynman path integrals and gave explicit formulas only
for very special Hamiltonians.
The paper is organized as follows. In Section 2 we recall some basic facts concerning Fourier
transform of Brownian motion on the Heisenberg group and present the main result, an ex-
plicit formula for the Fourier transforms ξ̂t (π±λ), t  0. The proof is given in Sections 3–8.
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skew-adjoint) operators on a complex Hilbert space. In Section 4 we give a useful matrix repre-
sentation of the Lie algebra Gn. In Sections 5 and 6 we develop some splitting formulas for the
Lie group Gn and for one of its subgroups, the Schrödinger group Sn, respectively. In Sections 7
and 8 we apply the result of Section 3 for the Lie groups Gn and Sn, respectively.
2. Fourier transforms of Brownian motions on Heisenberg groups
Furnishing Rn × Rn × R with its natural topology and with the product
(p′, q ′, r ′)(p′′, q ′′, r ′′) =
(
p′ + p′′, q ′ + q ′′, r ′ + r ′′ + 1
2
(〈p′, q ′′〉 − 〈q ′,p′′〉))
for p′, q ′,p′′, q ′′ ∈ Rn and r ′, r ′′ ∈ R, we obtain a realization of the (2n + 1)-dimensional n-
Heisenberg group Hn. The Lie algebraHn of Hn can be realized as the vector space Rn ×Rn ×R
furnished with the multiplication[
(α′, β ′, γ ′), (α′′, β ′′, γ ′′)
]= (0,0, 〈α′, β ′′〉 − 〈β ′, α′′〉)
for α′, β ′, α′′, β ′′ ∈ Rn and γ ′, γ ′′ ∈ R. An element X ∈Hn can be regarded as a left-invariant
differential operator on Hn, namely, for continuously differentiable functions f : Hn → R, we put
Xf (p,q, r) := lim
t→0
f ((p, q, r) exp(tX))− f (p,q, r)
t
for (p, q, r) ∈ Hn, where the exponential mapping exp :Hn → Hn can be identified with the
identity mapping on Rn ×Rn ×R. Let {X1, . . . ,X2n+1} denote the natural basis onHn. In fact,
for j = 1, . . . , n,
Xj = ∂
∂pj
− 1
2
qj
∂
∂r
, Xn+j = ∂
∂qj
+ 1
2
pj
∂
∂r
, X2n+1 = ∂
∂r
.
The Schrödinger representations {π±λ: λ > 0} of Hn are infinite-dimensional, irreducible, unitary
representations in the group U(L2(Rn)) of unitary operators of the complex Hilbert space L2(Rn)
given by
[
π±λ(p, q, r)u
]
(x) := e±i(λr+
√
λ〈q,x〉+λ〈p,q〉/2)u(x + √λp)
for (p, q, r) ∈ Hn, u ∈ L2(Rn) and x ∈ Rn. Each irreducible, unitary representation is unitarily
equivalent with one of the Schrödinger representations or with a one-dimensional representation
χα,β for some α,β ∈ Rn, where
χα,β(p, q, r) := ei(〈α,p〉+〈β,q〉)
for (p, q, r) ∈ Hn (see, e.g., Taylor [23, Chapter 1, Theorem 2.5]).
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R
n × R. Clearly, for all α,β ∈ Rn, we have
μ̂(χα,β) = μ˜(α,β,0), (5)
where μ˜ :Rn × Rn × R → C denotes the Euclidean Fourier transform of μ given by
μ˜(α,β, γ ) :=
∫
Rn×Rn×R
ei(〈α,p〉+〈β,q〉+γ r) μ(dp, dq, dr), α,β ∈ Rn, γ ∈ R.
If μ is absolutely continuous with respect to the Lebesgue measure on Rn × Rn × R (which can
be considered as a Haar measure on Hn) with a density f :Rn × Rn × R → R+ then the Fourier
transforms μ̂(π±λ), λ > 0, are integral operators on L2(Rn), namely,
[
μ̂(π±λ)u
]
(x) = 1√
λ
∫
Rn
f˜2,3
(
y − x√
λ
,±
(
y + x
2
)
,±λ
)
u(y)dy (6)
for u ∈ L2(Rn) and x ∈ Rn, where f˜2,3 :Rn × Rn × R → C denotes a partial Euclidean Fourier
transform of f given by
f˜2,3(p,β, γ ) :=
∫
Rn×R
ei(〈β,q〉+γ r)f (p, q, r)dq dr, p,β ∈ Rn, γ ∈ R.
If (ξt )t0 is a left Brownian motion on Hn then its infinitesimal generator N has the form (2).
The calculation of the Fourier transforms ξ̂t (χα,β), α,β ∈ Rn, do not cause any troubles, since,
by (5), (α,β) → ξ̂t (χα,β) is the Euclidean Fourier transform of the first 2n coordinates of ξt ,
which form a Euclidean Brownian motion in Rn × Rn, and we obtain
ξ̂t (χα,β) = exp
{
it
n∑
j=1
(ajαj + an+j βj )
− t
2
2
n∑
j,k=1
(bj,kαjαk + 2bj,n+kαjβk + bn+j,n+kβjβk)
}
for all α = (α1, . . . , αn) ∈ Rn, β = (β1, . . . , βn) ∈ Rn and t  0.
From a general result due to Siebert [22, Theorem 2] it follows that the distribution of ξt with
t > 0 is absolutely continuous with respect to the Lebesgue measure on Rn × Rn × R if and
only if Det((bj,k)j,k=1,...,2n) > 0, and in this case the density function pt of ξt is an infinitely
differentiable function and it is the fundamental solution to the parabolic differential equation(
∂
∂t
−N
)
u(t, x) = 0,
which is a heat equation on Hn with N , hence pt is a heat kernel. In this case, by (6), the Fourier
transform ξ̂t (π±λ) is an integral operator on L2(Rn) with kernel expressed by a partial Euclidean
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in a Euclidean subgroup of Hn. By (1), the infinitesimal generator N(π±λ) of the semigroup
( ξ̂t (π±λ))t0 is a second order differential operator, namely,
N(π±λ) = α1I +
n∑
j=1
α
j
2xj +
n∑
j=1
α
j
3Dj +
1
2
n∑
j,k=1
α
j,k
4 xjxk
+ 1
2
n∑
j,k=1
α
j,k
5 (xjDk +Dkxj )+
1
2
n∑
j,k=1
α
j,k
6 DjDk,
where
α1 := ±iλa2n+1 − 12λ
2b2n+1,2n+1,
α
j
2 := ±iλ1/2an+j − λ3/2bn+j,2n+1,
α
j
3 := λ1/2aj ± iλ3/2bj,2n+1,
α
j,k
4 := −λbn+j,n+k,
α
j,k
5 := ±iλbn+j,k,
α
j,k
6 := λbj,k. (7)
We can also write N(π±λ) in the form
N(π±λ) = α1I + xα2 +Dα3 +Rα4 + α5 +α6 ,
where, for α2, α3 ∈ Cn×1 and α4, α5, α6 ∈ Cn×n, the operators xα2 , Dα3 , Rα4 , α5 and α6 are
defined by
xα2 :=
n∑
j=1
α
j
2xj , Dα3 :=
n∑
j=1
α
j
3Dj, Rα4 :=
1
2
n∑
j,k=1
α
j,k
4 xjxk,
α5 :=
1
2
n∑
j,k=1
α
j,k
5 (xjDk +Dkxj ), α6 :=
1
2
n∑
j,k=1
α
j,k
6 DjDk.
In order to obtain an explicit formula for the Fourier transforms ξ̂t (π±λ) = etN(π±λ), t  0, we
have to determine the action of the operators
et (α1I+xα2+Dα3+Rα4+α5+α6 ), t  0, (8)
on the complex Hilbert space L2(Rn) for configurations of α1 ∈ C, α2, α3 ∈ Cn×1 and
α4, α5, α6 ∈ Cn×n given in (7), where (a1, . . . , a2n+1) ∈ R2n+1 and (bj,k)j,k=1,...,2n+1 ∈
R
(2n+1)×(2n+1) is a symmetric, positive semidefinite matrix.
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ηt has the same distribution as ξ1, where (ξs)s0 is a left Brownian motion on Hn with infin-
itesimal generator tN . Hence it is enough to calculate the Fourier transforms of ξ1. Applying
Theorem 15, we obtain explicit formulas in case of H1.
Theorem 1. Let (ξt )t0 be a left Brownian motion on H1 with infinitesimal generator
N =
3∑
j=1
ajXj + 12
3∑
j,k=1
bj,kXjXk.
Then
[
ξ̂1(π±λ)u
]
(x) =
{∫
R
K±λ(x, y)u(y)dy if b1,1 = 0,
L±λ(x)u(x + a1λ1/2) if b1,1 = 0,
(9)
for all u ∈ L2(R), where
K±λ(x, y) := 1√2πb1,1λC±λ exp
{
±ia3λ− 12b3,3λ
2 − 1
2b1,1λ
(
Q
(1)
±λ(x, y)+Q(2)±λ(x, y)
)}
,
and with κ1 :=
√
b1,1b2,2 − b21,2, κ2 := b1,1b2,3 − b1,2b1,3 and κ3 := a1b1,2 − a2b1,1,
Q
(1)
±λ(x, y) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
((x2+y2) coshκ1λ−2xy)κ1λ
sinhκ1λ +
2(κ2λ±iκ3)(x+y)λ1/2
κ1 coth(κ1λ/2)
− (κ2λ±iκ3)2(κ1λ−2 tanh(κ1λ/2))
κ31
if κ1 = 0,
(x − y)2 ± i(x + y)κ3λ3/2 + κ
2
3λ
3
12 if κ1 = 0,
Q
(2)
±λ(x, y) := ±i
(
x2 − y2)b1,2λ+ 2(a1 ± iλb1,3)(x − y)λ1/2 + λ(a1 ± iλb1,3)2,
C±λ :=
{
sinhκ1λ
κ1λ
if κ1 = 0,
1 if κ1 = 0,
L±λ(x) := exp
{
±ia3λ− 12b3,3λ
2 + 1
2
(−b2,3λ± ia2)a1λ− 16a
2
1b2,2λ
2
+
(
−b2,3λ± ia2 − 12a1b2,2λ
)
λ1/2x − 1
2
b2,2λx
2
}
.
Proof. Apply Theorem 15 for αj , j = 1, . . . ,6, given in (7). Hence α1 = ±iλa3 − 12λ2b3,3,
α2 = ±iλ1/2a2 − λ3/2b2,3, α3 = λ1/2a1 ± iλ3/2b1,3, α4 = −λb2,2, α5 = ±iλb2,1 and α6 = λb1,1.
One can check that the right-hand side of (29) forms a one-parameter semigroup of operators on
L2(R), thus (29) holds for all t  0. Clearly δ = κ1λ is a real, nonnegative number. If b1,1 = 0 and
δ > 0 then we obtain the formulas for Q(1)±λ and Q
(2)
±λ, since α2α6 − α3α5 = −(κ2λ± iκ3)λ3/2. If
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semidefinite matrix, and the formula for Q(2)±λ follows. If b1,1 = 0 then b1,2 = b1,3 = 0 (using
again the positive definiteness and symmetry of the real matrix (bj,k)j,k=1,2,3), thus α5 = α6 = 0,
and the expression for L±λ can be derived easily. 
Remark 2. Applying Theorem 14, we obtain less explicit formulas in the general case of Hn,
since they contain the analytic functions P,Q,R,S :R → Cn×n introduced in Lemma 6 in an
implicit way. Nevertheless, the coefficients of the power series of the functions P , Q, R and S
can be calculated recursively, see Remark 7.
3. Exponentiation of operators on a complex Hilbert space
Let H be a complex Hilbert space. We denote by O(H) the set of linear operators defined
on a linear subspace of H . An element u ∈ H is called an analytic vector for a linear operator
Y ∈O(H) if
∞∑
	=0
‖Y 	u‖
	! s
	 < ∞
for some s > 0, and then one may introduce
Exp(tY )u :=
∞∑
	=0
t	
	!Y
	u
for |t | s. Now we use some ideas of Nelson [15, Lemma 9.1].
Proposition 3. Let Y1, . . . , Ym ∈O(H). Suppose that Yj = ω(Lj ), j = 1, . . . ,m, where ω is a
representation of a complex Lie algebra G by linear operators on H such that L1, . . . ,Lm form
a basis of G and
ω
([L,M])= ω(L)ω(M)−ω(M)ω(L) for all L,M ∈ G. (10)
Let G be a Lie group with Lie algebra G, and denote by exp :G → G the exponential mapping.
Suppose that there exists a dense subspaceA of H which is invariant with respect to Y1, . . . , Ym,
and for some s > 0, we have
∞∑
	=0
‖(γ1Y1 + · · · + γmYm)	u‖
	! < ∞ (11)
for all u ∈A and for all γ1, . . . , γm ∈ C with ∑mj=1 |γj | < s. Assume that α1, . . . , αm ∈ C such
that the operator α1Y1 +· · ·+αmYm is an infinitesimal generator of a one-parameter semigroup
(et (α1Y1+···+αmYm))t0 of bounded linear operators on H . Let {1, . . . ,m} = J1 ∪ · · · ∪ Jk be a
disjoint decomposition such that span{Lj : j ∈ J	}, 	 = 1, . . . , k, are Lie subalgebras of G. Then
for all u ∈A and for sufficiently small t  0
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= Exp
( ∑
j∈J1
Aj(t)Yj
)
· · ·Exp
( ∑
j∈Jk
Aj (t)Yj
)
u, (12)
where A1, . . . ,Am are analytic functions uniquely defined by
exp
{
t (α1L1 + · · · + αmLm)
}= exp{ ∑
j∈J1
Aj(t)Lj
}
· · · exp
{ ∑
j∈Jk
Aj (t)Lj
}
for real t sufficiently close to 0.
It is important to mention that one has to distinguish between a bounded linear operator
et (α1Y1+···+αmYm) (which is defined on the whole H for all t  0, but only for α1, . . . , αm ∈ C such
that α1Y1 + · · · + αmYm is an infinitesimal generator), an operator Exp(t (α1Y1 + · · · + αmYm))
(which is defined for all α1, . . . , αm ∈ C, but only on A and for real t sufficiently close to 0),
and a related group element exp{t (α1L1 + · · · + αmLm)} ∈ G (which is again defined for all
α1, . . . , αm ∈ C, but only for real t sufficiently close to 0). In general, (12) cannot be interpreted
as a decomposition of a one-parameter semigroup of operators as a product of one-parameter
semigroups of operators since an operator
∑
j∈J	 Aj (t)Yj is not necessarily an infinitesimal
generator. Nevertheless, formula (12) can be used to determine the action of complicated one-
parameter semigroups of operators.
Proof. The multiplication in an appropriate neighborhood of the unit element of the Lie group
G is uniquely determined by the commutation relations in the Lie algebra G, namely, the Baker–
Campbell–Hausdorff formula
exp{L} exp{M} = exp
{
L+M + 1
2
[L,M] + · · ·
}
is valid (see, e.g., Hilgert, Hofmann and Lawson [10, Appendix 1]). By the assumption (11),
each u ∈A is an analytic vector for the linear operators γ1Y1 + · · · + γmYm with ∑mj=1 |γj | < s,
thus Exp(γ1Y1 + · · · + γmYm)u is defined, and the operators{
Exp(γ1Y1 + · · · + γmYm): γ1, . . . , γm ∈ C with
m∑
j=1
|γj | < s
}
with the common invariant domainA form a local Lie group. The multiplication in this local Lie
group is again uniquely determined by the Baker–Campbell–Hausdorff series, hence, by (10),
we obtain the second equality in (12).
On the other hand, for Z := α1Y1 + · · · + αmYm, we have
Exp
(
(s + t)Z)u = Exp(sZ)Exp(tZ)u
for all u ∈A and for real s, t sufficiently close to 0. Further,
lim
Exp(tZ)u− u = Zut→0 t
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for sufficiently small t  0, and we conclude the first equality in (12). 
In order to apply Proposition 3 for the operators in (4), we have to check condition (11).
Lemma 4. The subspace
A := {p(x)e−‖x‖2 : p complex polynomial on Rn}⊂ L2(Rn)
is dense in L2(Rn), invariant with respect to the operators in (4), and (11) holds for the operators
in (4) with this subspace.
Proof. The first statement is a consequence of the well-known fact that the Hermite functions
form a complete orthogonal system in L2(Rn). The second statement is obvious. The third state-
ment follows from the inequalities
‖Yj1Yj2 . . . Yj	u‖ cu(K	)	 (13)
valid for operators Yj1 , Yj2 , . . . , Yj	 from the set (4) and for all u ∈ A with some K > 0
and cu > 0, u ∈A. Inequality (13) is a consequence of the estimate∣∣∣∣ dkdxk e−x2
∣∣∣∣ c√8kk!e−x2 (14)
valid for some c ∈ R+ and for all k ∈ Z+ and for all x ∈ R. In order to prove (14), consider the
Hermite polynomials
Hk(x) := (−1)kex2 d
k
dxk
e−x2, k = 0,1,2, . . .
We will make use of the generating function identity
∞∑
k=0
Hk(x)Hk(y)
2kk! t
k = 1√
1 − t2 exp
{
2xyt − (x2 + y2)t2
1 − t2
}
valid for |t | < 1 (see, e.g., Lebedev [14, pp. 61–63]). Particularly,
∞∑
k=0
Hk(x)
2
2kk! t
k = 1√
1 − t2 exp
{
2x2t
1 + t
}
, |t | < 1.
Consequently,
Hk(x)
2
k
 1
k 2 1/2 exp
{
2x2t
}2 k! t (1 − t ) 1 + t
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ex
2
8kk!
∣∣∣∣ dkdxk e−x2
∣∣∣∣2  1(4t)k(1 − t2)1/2 exp
{
−1 − t
1 + t x
2
}
which implies (14) replacing t = 1/4. 
4. A complex Lie algebra containing the infinitesimal generators
Let α2, α3, β2, β3 ∈ Cn×1 and α4, α5, α6, β4, β5, β6 ∈ Cn×n such that the matrices α4, α6,
β4, β6 are symmetric. Then we have the commutation relations:
[α6 ,Rα4 ] = α4α6 , [α5,Rα4 ] = Rα4α5 +α5α4 , [α6 , α5] = α6α5+α5 α6 ,
[α6, xα2 ] = Dα6α2 , [Dα3, α5 ] = Dα5 α3 , [Dα3,Rα4 ] = xα4α3 ,
[α5 , xα2] = xα5α2, [Dα3 , xα2] = α2 α3I, [α5 , β5] = α5β5−β5α5,
[α6 ,Dα3 ] = [α6 , I] = [Dα3 , I] = [α5, I] = [xα2 ,Rα4 ] = [xα2 , I]
= [Rα4 , I] = [α6 ,β6 ] = [Rα4 ,Rβ4 ] = [Dα3,Dβ3 ] = [xα2 , xβ2 ] = [I, I] = 0.
Consequently, the operators in (4) form a basis for a complex Lie algebra which we denote by Gn.
Let Gn be the uniquely determined connected and simply connected Lie group belonging to the
Lie algebra Gn. In order to apply Proposition 3 we have to calculate coordinates of the second
kind in an appropriate neighbourhood of e ∈ Gn. The idea is to find a matrix representation of the
Lie algebra Gn, where it is easier to determine these coordinates, since the exponential mapping is
simply the exponential function on matrices. When a matrix realization of a Lie algebra is known,
a splitting formula can be found directly by exponentiating a general element, multiplying, and
comparing coefficients.
Lemma 5. The complex (2n+ 2)× (2n+ 2) block matrices⎡⎢⎢⎣
0 α3 α2 2α1
0 α5 α4 α2
0 −α6 −α5 −α3
0 0 0 0
⎤⎥⎥⎦
with α1 ∈ C, α2, α3 ∈ Cn×1 and α4, α5, α6 ∈ Cn×n such that α4 = α4, α6 = α6 form a Lie
algebra isomorphic to the Lie algebra Gn.
Proof. It is easy to check that the following block matrices have the same commutation relations
as the operators I, xα2 , Dα3 , Rα4 , α5 and α6 :⎡⎢⎣
0 0 0 2
0 0 0 0
0 0 0 0
0 0 0 0
⎤⎥⎦ ,
⎡⎢⎢⎣
0 0 α2 0
0 0 0 α2
0 0 0 0
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
0 α3 0 0
0 0 0 0
0 0 0 −α3
⎤⎥⎥⎦ ,
0 0 0 0 0 0 0 0
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0 0 0 0
0 0 α4 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
0 0 0 0
0 α5 0 0
0 0 −α5 0
0 0 0 0
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
0 0 0 0
0 0 0 0
0 −α6 0 0
0 0 0 0
⎤⎥⎥⎦ .
Hence the assertion. 
By Lemma 5, the Lie algebra Gn has a matrix representation which is a Lie subalgebra
of sl(2n + 2,C). Consequently, the Lie group Gn also admits a corresponding matrix repre-
sentation, namely, it is a subgroup of SL(2n+ 2,C).
5. Splitting formula for the group Gn
In this section we develop a splitting formula for the Lie group Gn.
Lemma 6. Let α1 ∈ C, α2, α3 ∈ Cn×1 and α4, α5, α6 ∈ Cn×n with α4 = α4 and α6 = α6. Let
v :=
[
α5 α4
−α6 −α5
]
,
and define the functions P,Q,R,S :R → Cn×n by
etv =
[
P(t) Q(t)
−R(t) S(t)
]
.
Then
exp
{
t (α1I + xα2 +Dα3 +Rα4 + α5 +α6)
}
= exp{A1(t)I} exp{xA2(t)} exp{DA3(t)} exp{RA4(t)} exp{A5(t)} exp{A6(t)}
holds for all real t sufficiently close to 0, where the functions A1 :R → C, A2,A3 :R → Cn×1
and A4,A5,A6 :R → Cn×n are given by
A1(t) := α1t + 12
[
α3 α2
]etv − I − tv
v2
[
α2
−α3
]
+ 1
2
A2(t)
A3(t),[
A2(t)
−A3(t)
]
:= e
tv − I
v
[
α2
−α3
]
,
A4(t) = Q(t)S(t)−1, A5(t) = − logS(t), A6(t) = S(t)−1R(t),
where I denotes the n×n unit matrix and the matrices etv−I
v
and etv−I−tv
v2
should be understood
replacing etv by power series, i.e.,
etv − I
v
:= t
∞∑
k=0
(tv)k
(k + 1)! ,
etv − I − tv
v2
:= t2
∞∑
k=0
(tv)k
(k + 2)! .
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Lie algebra Gn is a semidirect product of its two Lie subalgebras with basis {I, xj ,Dj : 1 j  n}
and {xjxk, xjD	 +D	xj , DjDk: 1 j  k  n and 1 	 n}, respectively.
Proof. First we show that the one-parameter subgroup can be split into two parts:
exp
{
t (α1I + xα2 +Dα3 +Rα4 + α5 +α6)
}
= exp{B1(t)I + xB2(t) +DB3(t)} exp{t (Rα4 + α5 +α6)} (15)
for all t ∈ R with some functions B1 :R → C and B2,B3 :R → Cn×1. We may use the ma-
trix representation of the Lie algebra Gn given in Lemma 5. In this representation the element
B1(t)I + xB2(t) +DB3(t) of Gn can be written in the form
B1(t)I + xB2(t) +DB3(t) =
⎡⎣ 0 U(t) 2B1(t)0 0 U(t)
0 0 0
⎤⎦ ,
where the function U :R → C(2n)×1 and the matrix J ∈ C(2n)×(2n) are defined by
U(t) :=
[
B2(t)
−B3(t)
]
, J :=
[
0 I
−I 0
]
.
Consequently, the element exp{B1(t)I+ xB2(t) +DB3(t)} of the group Gn in the matrix represen-
tation has the form
exp
{
B1(t)I + xB2(t) +DB3(t)
}=
⎡⎣1 U(t)J 2B1(t)0 I U(t)
0 0 1
⎤⎦ .
In the same way
Rα4 + α5 +α6 =
[0 0 0
0 v 0
0 0 0
]
, exp
{
t (Rα4 + α5 +α6)
}=
⎡⎣1 0 00 etv 0
0 0 1
⎤⎦ .
Thus the right-hand side of (15) is
exp
{
B1(t)I + xB2(t) +DB3(t)
}
exp
{
t (Rα4 + α5 +α6)
}=
⎡⎣1 U(t)J etv 2B1(t)0 etv U(t)
0 0 1
⎤⎦ .
The left-hand side of (15) takes the form exp{tX}, where the element X ∈ Gn has the matrix
representation (denoted also by X)
X =
⎡⎣0 uJ 2α10 v u
⎤⎦ ,
0 0 0
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u =
[
α2
−α3
]
.
Clearly
Xk =
⎡⎣0 uJvk−1 uJvk−2u0 vk vk−1u
0 0 0
⎤⎦
for all k  2. Thus the left-hand side of (15) has the matrix representation
exp{tX} =
⎡⎢⎣1 tu
J
∑∞
k=0
(tv)k
(k+1)! 2α1t + t2uJ
∑∞
k=0
(tv)k
(k+2)!u
0 etv t
∑∞
k=0
(tv)k
(k+1)!u
0 0 1
⎤⎥⎦ .
Comparing the entries of the matrix representations of the left- and right-hand sides of (15) we
obtain
U(t) = e
tv − I
v
u, (16)
U(t)J etv = uJ e
tv − I
v
, (17)
2B1(t) = 2α1t + uJ e
tv − I − tv
v2
u. (18)
The function U given in Eq. (16) satisfies Eq. (17) as well, since v = −JvJ−1 implies
U(t) = u
(
etv − I
v
)
= tu
∞∑
k=0
(tv)k
(k + 1)!
= tuJ
∞∑
k=0
(−tv)k
(k + 1)!J
−1 = uJ
(
I − e−tv
v
)
J−1.
Equation (18) gives
B1(t) = α1t + 12u
J
(
etv − I − tv
v2
)
u.
Hence, we have found functions B1 :R → C and B2,B3 :R → Cn×1 such that (15) holds.
In order to split exp{B1(t)I + xB2(t) + DB3(t)}, first we remark that the operators {I, xj ,Dj :
j = 1, . . . , n} form again a basis for a Lie algebra, namely, for the complex n-Heisenberg algebra
HCn , which is a subalgebra of Gn. Thus we can use the splitting formula for HCn (compare with
Proposition 4.1.1 in Feinsilver and Schott [6]). We obtain
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{
B1(t)I + xB2(t) +DB3(t)
}
= exp
{(
B1(t)I + 12B2(t)
B3(t)
)
I
}
exp{xB2(t)} exp{DB3(t)}
for all t ∈ R, which yields the formulas for the functions A1, A2 and A3. (In fact, the above
splitting formula can be derived in the same way as (15).)
Now we split exp{t (Rα4 + α5 +α6)}. The complex (2n)× (2n) block matrices{[
α5 α4
−α6 −α5
]
: α4, α5, α6 ∈ Cn×n, α4 = α4, α6 = α6
}
form an isomorphic Lie algebra corresponding to the span of {xjxk, xjD	 + D	xj ,DjDk:
1 j  k  n and 1 	 n}. In this representation we have
exp
{
t (Rα4 + α5 +α6)
}= etv = [ P(t) Q(t)−R(t) S(t)
]
.
The elements exp{RA4(t)}, exp{A5(t)} and exp{A6(t)} have the form[
I A4(t)
0 I
]
,
[
eA5(t) 0
0 e−A5(t)
]
,
[
I 0
−A6(t) I
]
,
respectively, hence
exp
{
RA4(t)
}
exp
{
A5(t)
}
exp
{
A6(t)
}
=
[
eA5(t) −A4(t)e−A5(t)A6(t) A4(t)e−A5(t)
−e−A5(t)A6(t) e−A5(t)
]
.
Comparing the entries of the matrix representations of exp{t (Rα4 + α5 + α6)} and
exp{RA4(t)} exp{A5(t)} exp{A6(t)} we obtain the formulas for the functions A4, A5 and A6.
Note that S is continuous and S(0) = I . Hence, S(t)−1 and logS(t) exist for all real t suffi-
ciently close to 0. 
Remark 7. To compute the matrices etv−I
v
and etv−I−tv
v2
in general is a hard task. If v is invertible
then it is sufficient to calculate etv , since then
etv − I
v
= (etv − I)v−1, etv − I − tv
v2
= (etv − I − tv)v−2. (19)
For k ∈ N, the entries Pk,Qk,Rk,Sk ∈ Cn×n of
vk =
[
Pk Qk
−Rk Sk
]
can be calculated recursively by
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Rk+1 = α6Pk − α5 Rk, Sk+1 = −α6Qk − α5 Sk,
starting with P0 = S0 = I and Q0 = R0 = 0. Hence
P(t) =
∞∑
k=0
tk
k!Pk, Q(t) =
∞∑
k=0
tk
k!Qk, R(t) =
∞∑
k=0
tk
k!Rk, S(t) =
∞∑
k=0
tk
k!Sk,
etv − I
v
=
∞∑
k=0
tk+1
(k + 1)!
[
Pk Qk
−Rk Sk
]
,
etv − I − tv
v2
=
∞∑
k=0
tk+2
(k + 2)!
[
Pk Qk
−Rk Sk
]
.
If n = 1, then we have more explicit formulas for the coordinates of the second kind. For
simplicity, we shall write x, D, R,  and  instead of x1, D1, 12x
2
1 ,
1
2 (x1D1 + D1x1) and 12D21 ,
respectively.
Lemma 8. Let α1, α2, α3, α4, α5, α6 ∈ C. Then
exp
{
t (α1I + α2x + α3D + α4R + α5 + α6)
}
= exp{A1(t)I} exp{A2(t)x} exp{A3(t)D} exp{A4(t)R} exp{A5(t)} exp{A6(t)}
for all real t sufficiently close to 0, where the functions A1,A2,A3,A4,A5,A6 :R → C are given
by
A1(t) =
{
α1t + (2α2α3α5 − α23α4 − α22α6) sinh δt−δt2δ3 + 12A2(t)A3(t) if δ = 0,
α1t + (2α2α3α5 − α23α4 − α22α6) t
3
12 + 12A2(t)A3(t) if δ = 0,
A2(t) =
{
α2
sinh δt
δ
+ (α2α5 − α3α4) cosh δt−1δ2 if δ = 0,
α2t + (α2α5 − α3α4) t22 if δ = 0,
A3(t) =
{
α3
sinh δt
δ
+ (α2α6 − α3α5) cosh δt−1δ2 if δ = 0,
α3t + (α2α6 − α3α5) t22 if δ = 0,
A4(t) =
{
α4 sinh δt
δ cosh δt−α5 sinh δt if δ = 0,
α4t
1−α5t if δ = 0,
A5(t) =
{− log(cosh δt − α5 sinh δtδ ) if δ = 0,
− log(1 − α5t) if δ = 0,
A6(t) =
{
α6 sinh δt
δ cosh δt−α5 sinh δt if δ = 0,
α6t
1−α5t if δ = 0,
where
δ :=
√
α2 − α4α6.5
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of the variable δ. For definiteness, we always take the square root with nonnegative real part.
Proof. We are going to apply Lemma 6. We have v2k = δ2kI and v2k+1 = δ2kv for all positive
integers k. Hence
etv =
∞∑
k=0
tk
k!v
k =
{
(cosh δt)I + sinh δt
δ
v if δ = 0,
I + tv if δ = 0,
etv − I
v
=
∞∑
k=0
tk+1
(k + 1)!v
k =
{
sinh δt
δ
I + cosh δt−1
δ2
v if δ = 0,
tI + t22 v if δ = 0,
etv − I − tv
v2
=
∞∑
k=0
tk+2
(k + 2)!v
k =
{
cosh δt−1
δ2
I + sinh δt−δt
δ3
v if δ = 0,
t2
2 I + t
3
6 v if δ = 0.
Consequently,
P(t) = cosh δt + α5 sinh δt
δ
, Q(t) = α4 sinh δt
δ
,
R(t) = α6 sinh δt
δ
, S(t) = cosh δt − α5 sinh δt
δ
if δ = 0, and
P(t) = 1 + α5t, Q(t) = α4t, R(t) = α6t, S(t) = 1 − α5t,
if δ = 0. Moreover,
[α3 α2 ]
[
α2
−α3
]
= 0,
[
α5 α4
−α6 −α5
][
α2
−α3
]
=
[
α2α5 − α3α4
−α2α6 + α3α5
]
,
[α3 α2 ]
[
α5 α4
−α6 −α5
][
α2
−α3
]
= 2α2α3α5 − α23α4 − α22α6,
and by Lemma 6, the statement follows. 
6. Splitting formula for the n-Schrödinger group
For 1 k < 	 n let
Jk,	 := xkD	 − x	Dk.
Then for a skew-symmetric complex matrix γ5 ∈ Cn×n we have
∑
γ
k,	
5 Jk,	 =
1
2
n∑
γ
k,	
5 (xkD	 +D	xk) = γ5,1k<	n k,	=1
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Consequently, the operators
{I, I ,RI ,I , xj , Jk,	,Dj : 1 j  n, 1 k < 	 n}
form a basis of a complex Lie algebra Sn, called the n-Schrödinger algebra, which is a subalgebra
of Gn. The n-Schrödinger algebra Sn was formulated in work of Niederer [17] and of Hagen [7].
By Lemma 5, the complex (2n+ 2)× (2n+ 2) block matrices⎡⎢⎢⎣
0 α3 α2 2α1
0 β5I + γ5 β4I α2
0 −β6I −β5I + γ5 −α3
0 0 0 0
⎤⎥⎥⎦ , (20)
where α1, β4, β5, β6 ∈ C, α2, α3 ∈ Cn×1 and γ5 ∈ Cn×n with γ5 = −γ5, form a Lie algebra
isomorphic to the Lie algebra Sn.
Let Sn denote the connected and simply connected Lie group corresponding to Sn, called the
n-Schrödinger group, which is a subgroup of Gn. The structure of the Schrödinger algebra is
sufficiently uncomplicated to obtain the following splitting formula.
Lemma 9. Let α1, β4, β5, β6 ∈ C, α2, α3 ∈ Cn×1 and γ5 ∈ Cn×n with γ5 = −γ5. Then
exp
{
t (α1I + xα2 +Dα3 + β4RI + β5I+γ5 + β6I )
}
= exp{A1(t)I} exp{xA2(t)} exp{DA3(t)} exp{A4(t)RI} exp{A5(t)I+tγ5} exp{A6(t)I}
for all real t sufficiently close to 0, where the functions A1 :R → C and A2,A3 :R → Cn×1 are
given in Lemma 6 with v replaced by the matrix[
β5I + γ5 β4I
−β6I −β5I + γ5
]
,
and the functions A4,A5,A6 :R → C are given in Lemma 8 with α4, α5 and α6 replaced by β4,
β5 and β6, respectively.
Proof. Obviously β4RI = Rβ4I and β6I = β4I , hence we can apply Lemma 6 with α4 = β4I ,
α5 = β5I + γ5 and α6 = β6I . We obtain
exp
{
t (α1I + xα2 +Dα3 + β4RI + β5I+γ5 + β6I )
}
= exp{A1(t)I} exp{xA2(t)} exp{DA3(t)} exp{t (β4RI + β5I+γ5 + β6I )}.
Using the commutation relations, it is easy to check that γ5 commutes with RI , I and I :
[γ5 ,RI ] = Rγ5 +γ5 = 0, [I ,γ5] = γ5+γ5 = 0, [γ5 , I ] = γ5−γ5 = 0.
Consequently,
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{
t (β4RI + β5I+γ5 + β6I )
}= exp{t (β4RI + β5I + γ5 + β6I )}
= exp{tγ5} exp
{
t (β4RI + β5I + β6I )
}
.
Clearly {I ,I ,RI } is a basis of a Lie algebra (isomorphic to sl(2,C)), having the same com-
mutation relations as {,,R}, hence we can apply Lemma 8 and obtain
exp
{
t (β4RI + β5I + β6I)
}= exp{A4(t)RI} exp{A5(t)I} exp{A6(t)I}
for real t sufficiently close to 0 (compare with the splitting formula for SL(2,C) given in Propo-
sition 4.3.1 in Feinsilver and Schott [6]). Using again that γ5 commutes with RI , I and I ,
we obtain the statement. 
Remark 10. In this special case we can compute etv easily, since the matrices
v1 :=
[
γ5 0
0 γ5
]
, v2 :=
[
β5I β4I
−β6I −β5I
]
commute, hence
etv = et (v1+v2) = etv1etv2 .
Consequently,
etv =
⎧⎨⎩
[
etγ5 0
0 etγ5
](
(cosh δt)
[
I 0
0 I
]+ ( sinh δt
δ
)[ β5I β4I
−β6I −β5I
])
if δ = 0,[
etγ5 0
0 etγ5
]([
I 0
0 I
]+ t[ β5I β4I−β6I −β5I ]) if δ = 0.
If δ and −δ are not eigenvalues of the matrix γ5 then V is invertible and
v−1 =
[
(γ 25 − δ2I )−1 0
0 (γ 25 − δ2I )−1
][−β5I + γ5 −β4
β6 (β5I + γ5)
]
.
Using the explicit forms of etv and v−1, one can derive explicit formulas for the functions A1,
A2 and A3 by Lemma 6, see Eq. (19).
7. Action of the group Gn on L2(Rn)
By Lemma 4, we may apply Proposition 3 for the operators in (4). First we study the opera-
tors Exp(tA).
For convenience, we will write
〈u,v〉 := uv, ‖u‖2 := 〈u,u〉 := uu
for u,v ∈ Cn×1 (which are not the usual inner product and norm in Cn). If A ∈ Rn×n is symmetric
and positive definite then the inverse A−1 exists and
√
DetA = π−n/2
∫
n
e−〈A−1x,x〉 dx, (21)
R
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√
DetA denotes the positive square root of the complex number DetA. The
right-hand side of (21) can be considered as a function of the entries aj,k , 1 j  k  n, of the
matrix A = (aj,k), and it can be extended for matrices A ∈ Cn×n such that A = A, the inverse
A−1 exists and Re(A−1) is positive definite, since then∫
Rn
∣∣e−〈A−1x,x〉∣∣dx = ∫
Rn
e−〈Re(A−1)x,x〉 dx < ∞.
We will continue using the notation
√
DetA
for the analytic extension of the right-hand side of (21) for such matrices. Note that, in general,√
(DetA)(DetB) differs from
√
DetA
√
DetB .
Lemma 11. Let A ∈ Cn×n such that A = A, the inverse A−1 exists and Re(A−1) is posi-
tive definite. Then A is an infinitesimal generator of a one-parameter semigroup of operators
on L2(Rn), and
etAu(x) = 1
(2πt)n/2 · √DetA
∫
Rn
e−〈A−1z,z〉/(2t)u(x − z)dz (22)
for all positive t and for all u ∈ L2(Rn).
Moreover,
Exp(tA)u = etAu (23)
for all sufficiently small positive t and for all u ∈A.
Proof. Since the inverse A−1 exists and Re(A−1) is positive definite, the integral in (22) exists.
Denote the right-hand side of (22) by Ttu(x). First we prove that
‖Ttu‖ cA‖u‖ (24)
for all u ∈ L2(Rn) and for all t  0, where
cA := 1|√DetA|√Det(Re(A−1)) .
Indeed,
∣∣Ttu(x)∣∣ 1
(2πt)n/2|√DetA|
∫
Rn
e−〈Re(A−1)z,z〉/(2t)
∣∣u(x − z)∣∣dz
= cA
∫
n
∣∣u(x − z)∣∣μtΓ (dz),
R
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covariance matrix tΓ . Thus by the Cauchy–Schwarz inequality,
‖Ttu‖2  c2A
∫
Rn
∫
Rn
∣∣u(x − z)∣∣2μtΓ (dz)dx = c2A ∫
Rn
‖u‖2μtΓ (dz) = c2A‖u‖2,
hence we proved (24). Clearly, (24) implies that Ttu ∈ L2(Rn) for all u ∈ L2(Rn) and t  0. We
conclude that Tt is a bounded linear operator on L2(Rn) for all t  0.
Next we prove the semigroup property. The right-hand side of (22) can be written in the form∫
Rn
Kt (x, y)u(y)dy, where
Kt(x, y) := 1
(2πt)n/2 · √DetAe
−〈A−1(x−y),x−y〉/(2t).
To prove the semigroup property we have to check∫
Rn
Ks(x, y)Kt (y, z)dy = Ks+t (x, z) (25)
for all s, t  0 and u ∈ L2(Rn). Since
1
2s
〈
A−1(x − y), x − y〉+ 1
2t
〈
A−1(y − z), y − z〉
= s + t
2st
〈
A−1
(
y − tx + st
s + t
)
, y − tx + st
s + t
〉
+ 1
2(s + t)
〈
A−1(x − z), x − z〉
and ∫
Rn
exp
{
− s + t
2st
〈
A−1
(
y − tx + st
s + t
)
, y − tx + st
s + t
〉}
dy =
(
2πst
s + t
)n/2
· √DetA
by the definition (21) of √DetA, we obtain (25).
Finally, one can check in the usual way that the mapping t → Ttu from R+ into L2(Rn) is
continuous for all u ∈ L2(Rn), and the infinitesimal generator of the one-parameter semigroup
(Tt )t0 is A.
To prove (23), we can consider the Taylor’s formula
etAu−
k−1∑
	=0
t	
	!
	
Au =
1
(k − 1)!
t∫
0
(t − s)k−1esAkAuds
valid for all positive integer k, for all t  0 and for all u ∈ L2(Rn) (see, e.g., Butzer and Berens
[4, Proposition 1.1.6]). By (24) and (13),∥∥esAkAu∥∥ cA∥∥kAu∥∥ cAcu(Kk)k
24 Ph. Feinsilver, G. Pap / Journal of Functional Analysis 249 (2007) 1–30for all positive integer k, for all s  0 and for all u ∈A with some positive cu. Hence∥∥∥∥∥etAu−
k−1∑
	=0
t	
	!
	
Au
∥∥∥∥∥ cAcu(Kk)k(k − 1)!
t∫
0
(t − s)k−1 ds = cAcu(tKk)
k
k! .
By Stirling’s formula, we obtain (23) for 0 t < 1/(eK) and for u ∈A. 
Lemma 12. Let A1 ∈ C, A2,A3 ∈ Cn×1 and A4,A5,A6 ∈ Cn×n such that A4 = A4, A6 = A6.
If the inverse A−16 exists and Re(A−16 ) is positive definite then for all sufficiently small posi-
tive t and for all u ∈A,
Exp(tA1I)Exp(txA2)Exp(tDA3)Exp(tRA4)Exp(tA5)Exp(tA6)u(x)
= e
tA1+t〈A2,x〉+t〈A4(x+tA3),x+tA3〉/2+t tr(A5)/2
(2πt)n/2 · √DetA6
×
∫
Rn
e−〈A
−1
6 z,z〉/(2t)u
(
etA

5 (x + tA3)− z
)
dz.
Moreover, for all sufficiently small positive t and for all u ∈A,
Exp(tA1I)Exp(txA2)Exp(tDA3)Exp(tRA4)Exp(tA5)u(x)
= etA1+t〈A2,x〉+t〈A4(x+tA3),x+tA3〉/2+t tr(A5)/2u(etA5 (x + tA3)).
Remark 13. For u ∈A the expressions in Lemma 12 are defined. Indeed, if u(x) = p(x)e−‖x‖2
where p is a complex polynomial on Rn, then u(etA5 (x + tA3)− z) = p˜(x, z)e−q˜(x,z), where p˜
and q˜ are complex polynomials on Rn × Rn. Moreover, the left-hand sides are also defined.
Proof of Lemma 12. The first statement of Lemma 12 follows from Lemma 11 and the second
statement of Lemma 12, hence we have to deal only with the case A6 = 0. First we are going to
show
Exp(tA5)u(x) = et tr(A5)/2u
(
etA

5 x
) (26)
for all sufficiently small real t and for all u ∈ A. For u(x) = p(x)e−‖x‖2 we have u(x) =∑∞
j=0 qj (x), where qj (x) := (−1)jp(x)‖x‖2j /j !, j  0, are complex polynomials on Rn. It
is easy to check that (26) is valid if u is a complex polynomial on Rn, consequently,
Exp(tA5)u(x) =
∞∑
j=0
Exp(tA5)qj (x) =
∞∑
j=0
et tr(A5)/2qj
(
etA

5 x
)= et tr(A5)/2u(etA5x).
Obviously, (26) implies
Exp(tRA4)Exp(tA5)u(x) = et〈A4x,x〉/2+t tr(A5)/2u
(
etA

5 x
) (27)
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Now we will prove
Exp(tDA3)Exp(tRA4)Exp(tA5)u(x)
= et〈A4(x+tA3),x+tA3〉/2+t tr(A5)/2u(etA5 (x + tA3)) (28)
for all sufficiently small real t and for all u ∈A. By (27),
Exp(tDA3)Exp(tRA4)Exp(tA5)u(x)
= et tr(A5)/2 Exp(tDA3)
(
et〈A4x,x〉/2u
(
etA

5 x
))
.
For u(x) = p(x)e−‖x‖2 , we have et〈A4x,x〉/2u(etA5 x) =∑∞j=0 rA4,A5j (x), where rA4,A5j , j  0,
are complex polynomials on Rn. It is easy to check that Exp(tDA3)r(x) = r(x + tA3) for a
complex polynomial on Rn, consequently,
Exp(tDA3)
(
et〈A4x,x〉/2u
(
etA

5 x
))= ∞∑
j=0
Exp(tDA3)r
A4,A5
j (x)
=
∞∑
j=0
r
A4,A5
j (x + tA3)
= et〈A4(x+tA3),x+tA3〉/2u(etA5 (x + tA3)).
The effect of the operators Exp(txA2) and Exp(tA1I) can be determined easily. 
By Proposition 3 and Lemma 12 we obtain the action of the group Gn on L2(Rn).
Theorem 14. Let α1 ∈ C, α2, α3 ∈ Cn×1 and α4, α5, α6 ∈ Cn×n such that α4 = α4, α6 = α6.
If the inverse α−16 exists, Re(α−16 ) is positive definite and the operator α1I + xα2 + Dα3 +
Rα4 + α5 +α6 is an infinitesimal generator of a one-parameter semigroup on L2(Rn), then
et (α1I+xα2+Dα3+Rα4+α5+α6 )u(x) =
∫
Rn
Kt (x, y)u(y)dy
for all sufficiently small positive t and for all u ∈ L2(Rn), where
Kt(x, y) := e
A1(t)+〈A2(t),x〉
(2π)n/2Ct
exp
{
−1
2
〈
R(t)−1S(t)y, y
〉− 〈R(t)−1(x +A3(t)), y〉
− 1
2
〈
P(t)R(t)−1
(
x +A3(t)
)
, x +A3(t)
〉}
with Ct := √DetS(t) ·
√
Det(S(t)−1R(t)), and the functions A1 :R → C, A2,A3 :R → Cn×1
and P,R,S :R → Cn×n are given in Lemma 6.
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Dα3 +Rα4 is an infinitesimal generator of a one-parameter semigroup on L2(Rn), and
et (α1I+xα2+Dα3+Rα4 )u(x) = Lt(x)u(x + tα3)
for all t  0 and for all u ∈ L2(Rn), where
Lt(x) := exp
{
α1t + 12α

2 α3t
2 + 1
6
α3 α4α3t3 +
(
tα2 + t
2
2
α4α3
)
x + 1
2
xα4tx
}
.
Proof. By Lemma 4, it suffices to establish the statement for u ∈ A. Note that R(t) =
tα6 + O(t2) and S(t) = I + O(t) as t → 0, hence A6(t) = S(t)−1R(t) = tα6 + O(t2) as
t → 0. Consequently, ReA6(t) is positive definite if t is sufficiently small. Clearly A6(t) =
A6(t), thus Lemma 12 is applicable t replaced by 1 and Aj replaced by Aj(t) for each
j = 1, . . . ,6. Moreover, e−A5(t) = S(t) implies e− tr(A5)/2 = √DetS(t). Finally, we have used
(S(t)−1) − Q(t)S(t)−1R(t) = eA5(t) − A4(t)eA5(t)A6(t) = P(t), which can be derived as in
the proof of Lemma 6. If α5 = α6 = 0 then the statement can be proved directly. 
Note that Ct = ±√DetR(t) choosing the appropriate sign.
We have more explicit formulas for the action of the group G1 on L2(R).
Theorem 15. Let α1, α2, α3, α4, α5, α6 ∈ C. If Reα6 > 0 and the operator α1I + α2x + α3D +
α4R + α5 + α6 is an infinitesimal generator of a one-parameter semigroup on L2(R) then
et (α1I+α2x+α3D+α4R+α5+α6)u(x) =
∫
R
Kt(x, y)u(y)dy (29)
for all sufficiently small positive t and for all u ∈ L2(Rn), where
Kt(x, y) := 1
(2π)1/2Ct
exp
{
α1t − 12α6t
(
Q
(1)
t (x, y)+Q(2)t (x, y)
)}
,
Q
(1)
t (x, y) :=
((x2 + y2) cosh δt − 2xy)δt
sinh δt
− 2(α2α6 − α3α5)(x + y)t
δ coth(δt/2)
− (α2α6 − α3α5)
2(δt − 2 tanh(δt/2))t
δ3
if δ :=
√
α25 − α4α6 = 0,
Q
(1)
t (x, y) := (x − y)2 − (α2α6 − α3α5)(x + y)t2 −
(α2α6 − α3α5)2t4
12
if δ = 0,
Q
(2)
t (x, y) := α5
(
x2 − y2)t + 2α3(x − y)t + α23 t2,
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Ct :=
⎧⎪⎨⎪⎩
√
cosh δt − α5 sinh δtδ
√
α6 sinh δt
δ cosh δt−α5 sinh δt if δ = 0,√
1 − α5t
√
α6t
1−α5t if δ = 0,
taking everywhere the square root with positive real part.
If Reα4 < 0 or Reα4 = 0, Imα3 = 0, Reα2  0, then the operator α1I + xα2 +Dα3 +Rα4 is
an infinitesimal generator of a one-parameter semigroup on L2(Rn), and
et (α1I+α2x+α3D+α4R)u(x) = Lt(x)u(x + α3t)
for all t  0 and for all u ∈ L2(R), where
Lt(x) := exp
{
α1t + 12α2α3t
2 + 1
6
α23α4t
3 +
(
α2t + 12α3α4t
2
)
x + 1
2
α4tx
2
}
.
Proof. Again by Lemma 4, it suffices to establish the statement for u ∈A. We apply Lemma 12
with t replaced by 1 and Aj replaced by Aj(t) for each j = 1, . . . ,6. The case α5 = α6 = 0 is
trivial.
In case Reα6 > 0 we obtain the action with kernel function Kt(x, y) = (2π)−1/2C−1t eQt (x,y),
where
Qt(x, y) := A1(t)+A2(t)x + 12A4(t)
(
x +A3(t)
)2 − 1
2A6(t)
(
eA5(t)
(
x +A3(t)
)− y)2.
We calculate the coefficients of x2, xy, y2, x, y, and the constant term in the quadratic form
Qt(x, y). If δ = 0 then we have
1
2
A4(t)− e
2A5(t)
2A6(t)
= −δ coth δt + α5
2α6
,
eA5(t)
A6(t)
= δ
α6 sinh δt
,
A2(t)+A3(t)A4(t)− A3(t)e
2A5(t)
A6(t)
= 1
α6
(
−α3 + α2α6 − α3α5
δ coth(δt/2)
)
,
− 1
2A6(t)
= −δ coth δt − α5
2α6
,
A3(t)eA5(t)
A6(t)
= 1
α6
(
α3 + α2α6 − α3α5
δ coth(δt/2)
)
,
A1(t)+ 12A4(t)A3(t)
2 − A3(t)
2e2A5(t)
2A6(t)
= α1t + 12α6
(
−α3t + (α2α6 − α3α5)
2(δt − 2 tanh(δt/2))
δ3
)
.
If δ = 0 then
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2
A4(t)− e
2A5(t)
2A6(t)
= −1 + α5t
2α6t
,
eA5(t)
A6(t)
= 1
α6t
, − 1
2A6(t)
= −1 − α5t
2α6t
,
A2(t)+A3(t)A4(t)− A3(t)e
2A5(t)
A6(t)
= 1
α6
(
−α3 + (α2α6 − α3α5)t2
)
,
A3(t)eA5(t)
A6(t)
= 1
α6
(
α3 + (α2α6 − α3α5)t2
)
,
A1(t)+ 12A4(t)A3(t)
2 − A3(t)
2e2A5(t)
2A6(t)
= α1t + 12α6
(
−α3t + (α2α6 − α3α5)
2t3
12
)
.
These formulas give the expression for the kernel function Kt . 
Note that
Ct :=
{
±
√
α6 sinh δt
δ
if δ = 0,
±√α6t if δ = 0,
choosing the appropriate signs.
8. Action of the n-Schrödinger group on L2(Rn)
Now consider the n-Schrödinger group Sn. Recall the matrix form (20) of an element in the
n-Schrödinger algebra Sn.
Theorem 16. Let α1, β4, β5, β6 ∈ C such that Reβ6 > 0 or β6 = 0. Moreover, let α2, α3 ∈ Cn×1
and γ5 ∈ Cn×n with γ5 = −γ5.
If Reβ6 > 0 and the operator α1I + xα2 +Dα3 + β4RI + β5I+γ5 + β6I is an infinitesimal
generator of a one-parameter semigroup on L2(Rn) then
et (α1I+xα2+Dα3+β4RI+β5I+γ5+β6I )u(x) =
∫
Rn
Kt (x, y)u(y)dy (30)
for all sufficiently small positive t and for all u ∈ L2(Rn), where
Kt(x, y) := e
A1(t)+〈A2(t),x〉+A4(t)‖x+A3(t)‖2/2
(2πβ6)n/2Ct
× exp
{
− 1
2A6(t)
∥∥eA5(t)I−tγ5(x +A3(t))− y∥∥2},
Ct :=
⎧⎪⎨⎪⎩
√
(cosh δt − β5 sinh δtδ )n
√
(
β6 sinh δt
δ cosh δt−β5 sinh δt )
n if δ = 0,
√
(1 − β5t)n
√
(
β6t
1−β5t )
n if δ = 0
with δ :=
√
β25 − β4β6, taking everywhere the square root with positive real part, and the func-
tions A1,A4,A5,A6 :R → C and A2,A3 :R → Cn×1 are given in Lemma 9.
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is an infinitesimal generator of a one-parameter semigroup on L2(Rn), and
et (α1I+xα2+Dα3+β4RI )u(x) = Lt(x)u(x + tα3)
for all t  0 and for all u ∈ L2(Rn), where
Lt(x) := exp
{
α1t + 12α

2 α3t
2 + 1
6
‖α3‖2β4t3 +
(
tα2 + t
2
2
β4α3
)
x + 1
2
β4‖x‖2t
}
.
Proof. By Lemma 4, it suffices to establish identity (30) for u ∈A. Hence the statement follows
from Proposition 3, Lemmas 9 and 12. 
Note that
Ct :=
⎧⎨⎩±
√
(
β6 sinh δt
δ
)n if δ = 0,
±√(β6t)n if δ = 0,
choosing the appropriate signs.
Remark 17. The kernel function Kt(x, y) can be expressed by the functions A1 :R → C,
A2,A3 :R → Cn×1 and by β4, β5, β6 as follows:
Kt(x, y) = e
A1(t)+〈A2(t),x〉
(2πβ6Ct)n/2
exp
{
− 1
2β6Ct
∥∥e−tγ5(x +A3(t))− y∥∥2
− β5
2β6
(∥∥x +A3(t)∥∥2 − ‖y‖2)− δ coth(δt/2)2β6 (∥∥x +A3(t)∥∥2 + ‖y‖2)
}
.
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