Introduction
Gleason's theorem states that any totally additive measure on the closed subspaces, or projections, of a Hilbert space of dimension greater than two is given by a positive operator of trace class. In this paper we give a constructive proof of that theorem.
A measure on the projections of a real or complex Hilbert space assigns to each projection P a nonnegative real number P such that if = P P i , where the P i are mutually orthogonal, then = P P i . Such a measure is determined by its values on the one-dimensional projections. Let W be the measure of the identity projection, and P x the projection onto the 1-dimensional space spanned by the unit vector x. Then the measure is determined by the real-valued function fx = P x on the unit sphere, a function which has the property that X e2E fe = W for each orthonormal basis E. Gleason calls such a function f a frame function of weight W. I f T is a positive operator of trace class, then fx = hTx ;x i is a frame function. Gleason's theorem is that every frame function arises in this way.
The original reference for Gleason's theorem is 4 , which can also be found in Hooker 6 . Cooke, Keane and Moran 3 gave a proof that is elementary in the sense that it does not appeal to the theory of representations of the orthogonal group, which the original proof does. However, some of the reasoning in 3 seems hopelessly nonconstructive, so we follow the general outline of 4 until we come to the end of the 3-dimensional real case, at which point w e modify some arguments in 3 rather than attempt a constructive development of the necessary representation theory.
Any Hermitian form B on a nite-dimensional inner product space gives rise to a frame function fx = Bx; x whose weight is equal to the trace of the matrix of B. The essence of Gleason's theorem is the following converse. Theorem 1. If f is a bounded real-valued function on the unit sphere of an inner product space of dimension at least 3, and f is a frame function on each 3-dimensional subspace, then fx = Bx; x for some bounded Hermitian form B. That is, f is a quadratic form.
Theorem 1 is the part of Gleason's theorem that requires the overwhelming bulk of the work to prove. All but the last section of this paper is devoted to it.
To nish the proof of Gleason's theorem we m ust construct, when f is a nonnegative frame function, a positive operator T of trace class so that Bx; x = hx; Txi. Classically, the existence of an operator T such that Bx; x = hx; Txi follows immediately from the Riesz representation theorem if the space is complete. But there is a constructive problem: we m a y not be able to compute the norm of the linear functional B; y for each y, which norm would be kTy k if we could construct the operator T. H o wever, if Bx; x is a nonnegative frame function, then B is approximable arbitrarily closely by a form that vanishes on the orthogonal complement o f some nite-dimensional subspace, and the operator corresponding to such a form approximates a positive operator T of trace class. If f is a bounded function on the unit sphere of a normed linear space, then we will also use the letter f to denote the function de ned on nonzero vectors v by fv = kvk 2 f kvk ,1 v ; and its unique extension to the whole space. Note that any nonnegative frame function is bounded. The proof of Theorem 1 breaks up into several parts.
1. If a bounded function on the unit sphere of a space of dimension at least two i s a quadratic form on each 2-dimensional subspace, then it is a quadratic form. Theorem 7 2. If a nonnegative frame function on a 2-dimensional space is a quadratic form on each 2-dimensional completely real subspace, then it is a quadratic form. 4 ;
with the second term missing in the real case. This is the hypothesized form on any 2-dimensional subspace; the question is whether it is globally a Hermitian form. We rst prove continuity o f B by showing how to get from x to x 0 by traveling short distances on 2-dimensional subspaces. A constructive problem here is that you cannot put an arbitrary vector in a 2-dimensional space the vector might b e t o o small to tell in which direction it is pointing, if any.
Part 2 is Lemma 3.3 of Gleason's paper. Here again we rst prove that f is uniformly continuous so that we can use approximation techniques, whereas Gleason appeals to the highly nonconstructive Bolzano-Weierstrass theorem to construct a point where f achieves its maximum. As in the proof of Part 1, the argument is complicated by the fact that two v ectors whose inner product is real need not demonstrably be contained in 2-dimensional completely real subspace.
To show 3a, we h a ve to circumvent the computation of two in ma that occur in Gleason's treatment. The rst computation is overcome by a sort of logical trick| the negative least upper bound principle. The second is more serious because Gleason extracts the modulus of continuity from it. We get around this by an argument which enables the calculation of the modulus of continuity without considering the in mum. For 3b we follow 3 , using approximation techniques made possible by the fact that the frame function is known to be uniformly continuous.
It was claimed in 5 that there can be no constructive proof of Gleason's theorem in R 3 . The argument is essentially that the principal axes theorem does not admit a constructive proof, a well-known fact see, for example, 2 page 21, and 8 . This is a tangential issue that does not touch the heart of Gleason's theorem. You can show that the frame function is a quadratic form, and you can construct bases for which the matrix of this form is arbitrarily close to a diagonal matrix, although you may not be able to construct a basis for which the matrix is diagonal. In fact, Gleason did not state his theorem in terms of diagonal matrices, but in terms of operators and bilinear forms, which can be constructed. The formulation given in 5 is taken from 3 .
An attempt was made in 1 to formulate Gleason's theorem in R 3 so that it admits a constructive proof. The author's best candidate was along the right lines: nd diagonal matrices that approximate the frame function. However the formulation was awed by the tacit assumption that the entries in the diagonal form are known in advance. As the in mum and supremum of the frame function are among these entries, this is a big assumption: the frame function is not uniformly continuous a priori|which seems to be pretty m uch what you need to compute the extrema|and a lot of work goes into proving that it is. Proof. To s a y the space has dimension at least n + 1 means that there exist independent elements x 0 ; x 1 ; : : : ; x n ; which w e m a y assume are orthonormal. We rst construct a nonzero element u of F ? . Let P denote I ,P, the projection onto F ? . I f P 0, then we can take u = x i , s o w e m a y assume that P x i is as small as we wish for i = 1 ; : : : ; n . Hence P x 1 ; : : : ; P x n are independent elements of F and therefore form a basis, so we can write P x 0 = P n i=1 a i P x i . Set u = x 0 , P n i=1 a i x i , which i s nonzero as the x i are linearly independent.
Clearly the set in question is open. To show that it is dense, let y be arbitrary and u a small nonzero element i n F ? . Then either P y6 = 0 o r P y + u 6 = 0, and both y and y + u are near y. The nal statement of the lemma follows from the fact that if F is the onedimensional subspace generated by x, and P y6 = 0 ; then x and y are linearly independent.
Lemma 6 . Let f be a function on an inner product space such that jfxj Mkxk 2 for all x.
1. If jfx , fyj M kx , ykkx + yk then x 6 = 0 and y 6 = 0 .
2. If the space has dimension at least 2, and the inequality jfx , fyj Mkx , ykkx + yk holds whenever x and y are in a 2-dimensional subspace, then it holds for all x and y.
Proof. Of course if x = 0, then the inequality in 1 cannot hold; but we w ant to show that x 6 = 0 |that is, kxk 0 |not just that x cannot be zero. 4 ;
where the second term is missing in the real case. This is a Hermitian form on any 2-dimensional subspace. The question is whether it is globally a Hermitian form. It is obviously bounded. There are now three equations to check:
Bx; y = Bx; y, By;x = Bx; y, and Bx + y;z = Bx; z + By;z. Our hypotheses ensure that the rst two hold whenever x and y are linearly independent. But any t wo points x; y are arbitrarily close to linearly independent v ectors, so these equations hold by the continuity o f B. The second equation also follows directly from the de nition of B.
The shows that f is the di erence of two nonnegative frame functions, each of which i s regular on each completely real 2-dimensional subspace.
Because f is uniformly continuous on bounded subsets, we can nd a unit vector y such that fy is close to sup f. Let z be a unit vector orthogonal to y. Gleason The last expression is not a complex quadratic form, because the middle term is not 2b Re . H o wever, Lemma 2 shows that b is small; so f is approximated by the quadratic form obtained by omitting the middle term.
We assumed that and were nonzero. The alternative is that one of them is very small, in which case the approximation fy + z fyjj 2 + W , fyjj 2 is obviously good. 4 . Frame functions in R 3 Gleason's Theorem 2.8 is essentially that every nonnegative frame function in R 3 is uniformly continuous. The proof uses the existence of a point that approximates the in mum of certain a positive function. We cannot assume that such a point exists, but we can show that it cannot fail to exist. To be precise, here is the negative least upper bound principle stated as a greatest lower bound principle. Lemma 11. Let S be a nonempty set of real numbers that is bounded below. Let " be a positive real number. Then the following statement cannot be false:
There exists x 2 S such that y x , " for all y 2 S. Proof. Suppose the statement is false, and let a be a lower bound for S. I f there were x 2 S with x a + ", then the statement w ould be true, which it is not. So x a + "=2 for each x 2 S, that is, a + "=2 i s a l o wer bound for S. Iterating this argument w e see that a + n"=2 i s a l o wer bound for S for each positive i n teger n. S o S is empty, contrary to hypothesis.
Note that only the fact that S cannot be empty w as used, not that S contained an element, which is what we mean by nonempty".
What good is such an eccentric principle? There are two places in Gleason's proof of his Theorem 2.8 where he uses the fact that you can nd a point in a set that approximates the in mum of that set. The conclusion of Theorem 2.8, or rather our revised version of it, is that for all x; y, i f kx , yk , then jfx , fyj ". The condition jfx , fyj " a negative one, equivalent to its double negation. So if we can derive it from the existence of a point that approximates the in mum of a set, then we can derive it from the double negation of that existence, which our principle says is true.
If we simply follow Gleason's proof, we cannot write down in advance, which i s essential for the above analysis. In Gleason's proof, depends on another in mum. We h a ve to calculate by a n e n tirely di erent method. The plane perpendicular to s at s goes through the south pole, so the circle it cuts out on the sphere contains the circle between r and s. Hence x is on the opposite side of this plane from the origin, and therefore the displayed inequality holds.
Let X be a subset of the sphere. We s a y that the oscillation of f on X is at most if jfx , fx 0 j for all x; x 0 in X. Lemma 14. Let p be the north pole and 0 r 1. Set r 0 = r 2 =12. Let f be a frame function such that the oscillation of f on fx : kx , pk r g is at most . Then the oscillation of f on fx : kx , ek r 0 g is at most 2 for each point e on the equator.
Proof. The key observation is that jfx,fyj is invariant under 90 rotation of the great circle joining x and y. Let v be the point due south of e with kv,ek = r=2. For each point u 6 = v, let u be the point that is 90 further along from v on the great circle C u joining v to u. So, in particular, p = e.
If kx , ek r 0 , let q be the point o n C x such that kq,vk = r=2. We w ant to show that kq ,ek 2r 0 . This is not a very tight bound. First x some notation. Let t denote the angular distance corresponding to the Euclidean distance t, and u 1 ; u 2 the angular distance ku 1 , u 2 k b e t ween the points u 1 and u 2 . S o t = 2 sin t=2. Clearly x; e r 0 and q;v = r=2. Moreover, r=2 , r x; v r=2 + r 0 ; so r 0 j q;v , x; vj = q;x: Hence q;e q;x + x; e 2r 0 , and therefore kq , ek 2r 0 :
Now w e claim that k q , pk r=2: * This gives the desired result, because if x v denotes the point that is 90 north of v on C x , then both x and x v are within r=2 o f q and therefore in fx : kx , pk r g. S o jfv , fxj = jf x v , f xj : To v erify *, let be the angle between C x and C e . Then k q,pk because is the angular distance between C x and C e at their point of greatest separation. Drop a perpendicular from q, o r e, t o a p o i n t t on the diameter through v. Then kq , tk = ke , tk r=2 p 2 r=3:
Consider the triangle qetand the similar triangle qp0. As kq , ek 2r 0 , w e h a ve k q , pk 6r 0 =r = r=2.
For the purpose of iteration, let h denote the function such that hr = r 2 =12. Note that h and all of its iterates are strictly increasing functions. In the latter case, we m a y consider f 0 z = fz , fp , =2. As fp fz + =2, the function f 0 is nonnegative. Clearly f 0 p = =2 , and f 0 is a frame function of weight W ,3fp,=2 W, so the hypothesis also holds for f 0 because h 4 is increasing. As fx , fy = f 0 x , f 0 y, we m a y assume, by passing to f 0 if necessary, that fp .
By Lemma 16, gr gs + 4 if r 2 G s :
Now w e part company with Gleason and nd points a and b on some meridian in N such that jga , gbj 4 and ka , bk = 2W + 2. To do so, choose a positive integer n so that 2W= n 2W= + 2, and divide a longitude line in N into n equal segments with endpoints p = x 0 ; : : : ; x n . Then x i 2 G x i+1 if 0 i n , s o gx i gx i+1 + 4 for all i n , the case i = 0 being trivial. Either gx i+1 gx i + 4 for some i, i n which case we clearly have our a and b, or else gx i+1 gx i + for all i. But the latter would show that gx n gx 0 + n gx 0 + 2 W; which is absurd. To see that ka , bk = 2W + 2, note that 1 n 2W + 2 2W + 2 ;
so it su ces to show that nka , bk 1. The left-hand side represents the length of the polygonal path from x 0 to x n which is at least kx 0 , x n k , p 2. Proof. Clearly it su ces to prove this for nonnegative frame functions. Suppose we are in the context of the theorem. We know that if there exists a point p with the property described, then jfx , fyj 200. S o i f jfx , fyj 800, then there cannot exist a point p with that property. But that would contradict Lemma 11, the negative least upper bound principle. Proof. We will show that jFt , W t j 3 for each d y adic rational number t 2 0; 1 . This argument does not appeal to continuity, and uses induction on n: As F is uniformly continuous, it then follows that since the inequality holds on a dense subset of 0; 1 ; it holds on all of 0; 1 .
We assume that the displayed inequality holds for dyadic numbers t with denominator at most 2 n , and we w ant to show that it holds for denominator 2 n+1 . Note that F0 = 0, jF1 , Wj , and jF1=2 , W=2j =2, so we m a y assume that n 1. Let k be an odd number between 0 and 2 n+1 . F or k 2 n consider k2 ,n,1 + k2 ,n,1 + 1 , k2 ,n = 1 :
We h a ve j2Fk2 ,n,1 + F1 , k2 ,n , Wj ;
whence, by induction, j2Fk2 ,n,1 , W k 2 ,n j 4:
So for k2 ,n,1 with k 2 n odd, we obtain the desired inequality with 2 instead of 3: For k 2 n consider k2 ,n,1 + 2 n+1 , k2 ,n,1 = 1 :
We h a ve Fk2 ,n,1 + F2 n+1 , k2 ,n,1 , W : As 2 n+1 , k 2 n , using the 2 bound from the previous case we h a ve jFk2 ,n,1 , W k 2 ,n,1 j 3:
The next thing to prove is that, given f and ", w e can nd a point p so that the symmetrization g of f with respect to p can be approximated within " by a regular function.
First we h a ve some spherical trigonometry. Let denote latitude and ' longitude. Now suppose we take n East-West steps of length a=n, measured in longitude. At each step, the latitude will go down by at most a=n 2 , so, in total, the latitude will go down by at most a 2 =n.
Lemma 20. For each 0 and weight W, there is 0 such that if f is a nonnegative frame function of weight W, and p is a point on the unit sphere such that fp , then the oscillation on any latitude of the symmetrization of f with respect to p is at most .
Proof. Consider p to be the north pole of the unit sphere. We can compute a modulus of continuity for f, and hence for any symmetrization g, from W. W e can also compute 0 0 and 0 2 0; = 2 from W so that if 0 , then the oscillation of g on the polar cap of latitude 2 0 ,=2 is less than . Choose 2 0; 0 such that if kx , yk , then jgx , gyj = 2, and so that cos 0 , 2 cos 0 . Note that cos , 0 2 cos whenever 0 0 and 0 0 . Choose a positive i n teger n 2 =, and 0 so that 2n =2. Let To wrap up the proof of Theorem 1 we m ust observe that, in an inner product space of dimension at least 3, every completely real two-dimensional subspace is contained in a completely real three-dimensional subspace. This follows from Lemma 5 with F generated by an orthogonal basis for the completely real two-dimensional space.
6. Constructing the operator Let H be an inner product space. We w ant a de nition of a measure on projections, and of a nonnegative frame function, that does not require bases of H to formulate or to use. This allows a treatment of Gleason's theorem that is not restricted to spaces with bases, or to separable spaces, and does not rely on any countable axiom of choice.
A measure assigns to each projection P a nonnegative real number P s o that 1. If = P P i , where the P i are mutually orthogonal, then = P P i .
2. For each P, and " 0, there exists a nite-dimensional P 0 P such that
The extra Condition 2 follows from Condition 1 if each summand of H has a basis. This latter condition can be proved classically by a simple application of Zorn's lemma, and constructively for separable H using countable choice Gleason's theorem is normally stated for separable spaces.
The de nition of a frame function on a nite-dimensional space needs no modication. If f is a nonnegative frame function that comes from a measure as de ned above, then
We take this as our de nition of a nonnegative frame function of weight W on H, and call a nite-dimensional subspace F of H satisfying Condition 2 an "-subspace for f. It is easy to see that if F is an "-subspace for f, then the weight of f on each nite-dimensional subspace of F ? is at most ". In particular, fx " if x is a unit vector in F ? .
If H has dimension at least 3, then Theorem 1 says that each nonnegative frame function on H is given by a positive form. In particular, nonnegative frame functions are uniformly continuous on bounded subsets of H. Note that a nonnegative frame function is bounded by its weight.
If T is a bounded operator on an inner product space, then B T x; y = hTx ;y i de nes a bounded bilinear form that determines T. W e carry over terminology from B T to T. W e s a y that a bilinear form B is nite dimensional if there is a nitedimensional subspace F such that Bx; y = 0 for y 2 F ? . So an operator T is nite dimensional if there is a nite-dimensional subspace F such that T F F and T F ? = 0 . W e s a y that a bilinear form B is compact if it can be approximated by nite-dimensional forms.
For any bilinear form B, let B P x; y denote the bilinear form BP x ;P y , and write kBk " if jBx; yj " for all unit vectors x and y. A bilinear form B is compact if and only if for each " 0 there exists a projection P onto a nitedimensional subspace such that kB , B P k ":
The space of nite-dimensional operators on a Hilbert space is a metric space, the completion of which is the set of compact operators. If B is a bilinear form, then fx = Bx; x is a frame function on each nitedimensional subspace. We s a y that a positive form B is of trace class if f is a frame function, in which case the trace of B is the weight o f f. Constructively, not every positive form can be written as B T for some operator T, but the compact ones can if the space is complete.
Theorem 24. If a positive bilinear form on an inner product space is of trace class, then it is compact.
Proof. Let B be a positive bilinear form with trace t, and " 0. Let P be the projection onto an "-subspace for the frame function Bx; x, and P = 1 , P. Then jBx; y , BP x ;P y j = jB P x ; Py + BP x ; Py + B P x ;P y j for unit vectors x and y. By the Schwarz inequality for positive forms, this is at most " + 2 p t".
The next theorem is the only place where the inner product space must be assumed complete.
Theorem 25. If B is a compact bilinear form on a Hilbert space, then there exists a compact operator T such that Bx; y = hTx ;y i for all x and y.
Proof. For each projection P onto a nite-dimensional subspace, there exists a unique linear transformation T P of that subspace such that B P x; y = hT P x; yi for all x and y. I f kB , B P k ", and kB , B P 0 k " 0 , then kB P , B P 0 k " + " 0 , s o jhT P x , T P 0 x; yij = jB P x; y , B P 0 x; yj " + " 0 for x and y in the unit ball. So kT P x , T P 0 xk " + " 0 for x in the unit ball. As the space is complete, this de nes a compact operator T.
That completes the proof of Gleason's theorem. Theorem 1 provides a positive form Bx; y such that fx = Bx; x. The form B is of trace class because f is a nonnegative frame function. Theorem 24 says that B is compact, and Theorem 25 says that Bx; y = hTx ;y i for a compact operator T, which is necessarily positive and of trace class.
