The self-energy functional theory (SFT) is generalized to describe the real-time dynamics of correlated lattice-fermion models far from thermal equilibrium. This is achieved by starting from a reformulation of the original equilibrium theory in terms of double-time Green's functions on the Keldysh-Matsubara contour. With the help of a generalized Luttinger-Ward functional, we construct a functional Ω [Σ] which is stationary at the physical (nonequilibrium) self-energy Σ and which yields the grand potential of the initial thermal state Ω at the physical point. Non-perturbative approximations can be defined by specifying a reference system that serves to generate trial selfenergies. These self-energies are varied by varying the reference system's one-particle parameters on the Keldysh-Matsubara contour. In case of thermal equilibrium, the new approach reduces to the conventional SFT. Contrary to the equilibrium theory, however, "unphysical" variations, i.e., variations that are different on the upper and the lower branch of the Keldysh contour, must be considered to fix the time-dependence of the optimal physical parameters via the variational principle. Functional derivatives in the nonequilibrium SFT Euler equation are carried out analytically to derive conditional equations for the variational parameters that are accessible to a numerical evaluation via a time-propagation scheme. Approximations constructed by means of the nonequilibrium SFT are shown to be inherently causal, internally consistent and to respect macroscopic conservation laws resulting from gauge symmetries of the Hamiltonian. This comprises the nonequilibrium dynamical mean-field theory but also dynamical-impurity and variational-cluster approximations that are specified by reference systems with a finite number of degrees of freedom. In this way, non-perturbative and consistent approximations can be set up, the numerical evaluation of which is accessible to an exact-diagonalization approach.
I. INTRODUCTION
The development of new theoretical methods to study the real-time dynamics of systems of strongly correlated fermions far from thermal equilibrium has become more and more important recently. Apart from fundamental questions related, e.g., to the concept of thermalization, 1 to dynamical phase transitions, 2, 3 and other open problems in quantum statistics, 4 this interest is to a large extent triggered by the experimental progress which made it possible to control microscopic degrees of freedom with high temporal resolution. Examples are given by femtosecond pump-probe spectroscopy from transition-metal oxides [5] [6] [7] or by the dynamics of ultracold atomic gases trapped in optical lattices.
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For correlated lattice-fermion models with local interactions, such as the Hubbard model 11-13 as a prototype, a conceptually appealing and pragmatic theoretical idea is the mean-field approach.
14 With the invention of dynamical mean-field theory (DMFT) [15] [16] [17] [18] we have the optimal mean-field theory at hand that comprises a number of important properties, including its non-perturbative character and its internal consistency. Those features are also shared by the nonequilibrium (NE) generalization of the DMFT 19, 20 which has already been applied successfully to a number of problems.
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On the operational level, DMFT (both for equilibrium and for nonequilibrium) requires the computation of the fermion self-energy of an effective impurity model with self-consistently determined parameters. For the equilibrium case, quantum Monte-Carlo (QMC) techniques 26 nowadays represent a standard tool to treat the manybody impurity problem efficiently and accurately. Employing exact diagonalization (ED) 27 as a "solver" represents a competitive alternative in case of single-and multi-band 28 models. It is easily implemented, computationally efficient and highly accurate. A disadvantage of the ED solver consists in the essentially ad hoc character of the self-consistency condition that fixes the Weiss field. This originates from the impossibility to fit a continuous Weiss field with any finite number of bath degrees of freedom, and it becomes a serious problem, if, for reasons of limited computational resources, only a small number of bath sites can be used in the effective impurity model.
The ad hoc character of the bath representation can lead to a violation of thermodynamic consistency and conservation laws. This problem could be solved within the framework of the self-energy functional theory (SFT) [29] [30] [31] [32] where the DMFT self-consistency condition is replaced by the condition for stationarity of the system's grand potential with respect to the bath parameters of the impurity or "reference" system. Thereby the bath parameters are efficiently determined by a physically meaningful and unique procedure which provides consistent results for impurity models with a few parameters only and recovers the full DMFT in the continuum limit. Very precise studies of phase diagrams have been done in this way, see Refs. 33 and 34 for example.
In the nonequilibrium case, the situation is more complicated: QMC-based solvers have been employed successfully but suffer from a severe sign (or phase) problem contrary to the equilibrium case where the sign problem is absent or mild. 26, 35 Simplified, e.g., perturbative approximations, such as the iterative perturbation theory 20 the non-crossing approximation, 23, 24 or simplified models, such as the Falicov-Kimball model 19, 22 have been considered instead, as well as a nonequilibrium variant of the dual-fermion approach. 36 For the study of steady-state properties, a non-trivial extension of EDbased DMFT has been suggested recently. 37 The development of ED-based impurity solvers to compute the realtime evolution within DMFT is more challenging, as it is by no means obvious how to fix the time-dependent parameters to fit a given Weiss field, i.e., a given nonhomogeneous function of two time variables with certain analytical properties. One indeed can find mapping strategies which are accurate and systematic at short times, 38 but in general, and in particular for the longtime limit, the reduction of the Hamiltonian representation of the Weiss field to a small number of parameters remains somehow ad hoc.
The goal of the present study is therefore to explore whether non-perturbative and internally consistent approximations based on the exact-diagonalization of a reference system with a finite (small) number of bath sites can be formulated by means of a proper generalization of the self-energy functional theory to the nonequilibrium case. Preceding attempts in this direction are not satisfactory yet. The nonequilibrium cluster-perturbation theory [39] [40] [41] does make use of the exact diagonalization of a finite reference system out of equilibrium and provides the one-particle propagator for a nonequilibrium state of the correlated lattice model. However, the approach does not rely on a variational principle at all and does not involve any self-consistent or variational optimization of the parameters of the reference system. On the other hand, a self-consistent parameter optimization is part of a similar ED-based cluster approach 42, 43 which has been formulated and applied to study the steady state of an out-of-equilibrium correlated lattice model. Here a physically motivated self-consistency condition is used which, however, is not yet shown to derive from a general variational principle that also applies to the transient dynamics.
There are several problems that must be solved in order to construct a nonequilibrium self-energy functional theory (NE-SFT): First, a functional Ω[Σ] of the doubletime nonequilibrium self-energy must be constructed formally and shown to be stationary at the physical selfenergy of the lattice model. Ideally, the functional, if evaluated at the physical self-energy, has a precise physical meaning. In the spirit of the equilibrium SFT, the functional should be accessible to an exact numerical evaluation for trial nonequilibrium self-energies generated by a reference system, which typically consists of a small number of sites such that it is tractable by exactdiagonalization techniques. Next one must find conditional equations for the parameters of the reference system, by demanding stationarity of Ω when varying the self-energy through variation of the parameters.
The NE-SFT should furthermore recover the nonequilibrium DMFT if a single-impurity Anderson model, with a continuum of bath degrees of freedom, was chosen as a reference. Apart from nonequilibrium dynamical impurity approximations (DIA) resulting from Anderson models with a finite number of bath sites, the NE-SFT should also allow for the construction of cluster approximations, such as a nonequilibrium generalization of the variational cluster approach (VCA). Adding baths one should, in the limit of a continuum of bath degrees of freedom, also recover nonequilibrium analogues of the cellular DMFT 44 and the dynamical cluster approximation. 45 Finally, it will be interesting to see how the standard SFT is recovered within the general NE-SFT setup in case of an equilibrium situation.
The most important question in the context of any method addressing real-time dynamics, however, concerns macroscopic conservation laws. Do approximations derived within the NE-SFT framework respect the conservation of the total particle number, the total spin and the total energy for a U(1) and SU(2) symmetric and time-independent Hamiltonian? This "conserving" nature of approximations is not easily obtained. The seminal work of Baym and Kadanoff 46,47 answers this question for approximations that are "Φ derivable", including DMFT and self-consistent perturbation theory, such as the second-order Born approximation. While the construction of the NE-SFT makes use of the LuttingerWard functional Φ, the question whether it is conserving must be addressed carefully since generic approximations within the NE-SFT cannot be obtained by resummations of diagram classes.
The paper is organized as follows: After summarizing some concepts of nonequilibrium Green's functions that are needed to set up the theory in Sec. II, we discuss the essential properties of the Luttinger-Ward functional for the nonequilibrium case in Sec. III which is necessary to construct the dynamical variational principle of nonequilibrium SFT in Sec. IV. This is followed by a discussion of how to construct approximations within the NE-SFT in Sec. V. Sec. VI then shows the relation to nonequilibrium DMFT, in particular.
Some of the above steps are preparatory and will be presented in analogy to the equilibrium SFT as far as possible. The reader may compare the central Eqs. (19) and (26) with their equilibrium counterparts (cf. Ref. 32 , for example). They do not, however, give sufficient consideration to the intrinsic formal structure of the full nonequilibrium SFT. The essential following part of the paper is therefore concerned with questions related to the causal structure of the theory, with the concept of variations in "unphysical" directions as well as with the need to carry out the (functional) derivatives with respect to the variational parameters analytically (see the discussion following Eq. (32) ). This paves the way for an efficient numerical evaluation of different impurity or cluster approximations, which will be published independently. Finally, the analytical proof of the conserving nature of any approach that is constructed within the framework of the NE-SFT represents an important result.
The concept of physical and transverse variations is introduced in Sec. VII. The Euler equation of the NE-SFT is worked out in Sec. VIII and used to understand the relation of the NE-SFT to the conventional equilibrium SFT in Sec. IX and for setting up a concept for the numerical evaluation of the theory in Sec. X. Its internal consistency is addressed in Sec. XI. Finally, the question of macroscopic conservation laws is discussed in detail in Sec. XII. Conclusions are given in Sec. XIII.
II. NONEQUILIBRIUM GREEN'S FUNCTION
The self-energy functional approach relies on functionals that are formally defined by means of all-order perturbation theory. Therefore, we first summarize the concept of (nonequilibrium) Green's functions [48] [49] [50] [51] as far as necessary for our purposes. Out of the various available formulations, [52] [53] [54] [55] [56] we will basically follow the formal setup by Wagner.
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We assume that the system at initial time t 0 is prepared in a thermal state with inverse temperature β and chemical potential µ, as given by a density operator
with H ini = H ini − µN , where
is the initial Hamiltonian and N the total particlenumber operator. Greek indices refer to one-particle basis states which typically are characterized by a lattice site, an orbital index and a spin-projection quantum number. For times t > t 0 the system's time evolution shall be governed by the possibly time-dependent Hamiltonian
(3) For the sets of time-dependent hopping and interaction parameters we write T and U for short, and, whenever necessary or convenient, we indicate the dependence of the Hamiltonian on those parameters as H T ,U . In the Heisenberg picture with respect to H(t) ≡ H fin (t) − µN , an arbitrary, possibly time-dependent observable A(t) is given by
Here, U (t, t ) = T exp −i t t dz H(z) is the timeevolution operator for real times t > t and U (t, t ) =
T exp −i t t dz H(z) for t < t , where T ( T ) is the chronological (anti-chronological) time-ordering operator. For a complex "time" t 0 − iτ with 0 ≤ τ ≤ β, we define U (t 0 − iτ, t 0 ) = exp (−H ini τ ). Noting that exp (−βH ini ) = U (t 0 − iβ, t 0 ), the time-dependent expectation value of the observable A(t), namely A (t) = tr(ρA H (t)), can be written as:
(5) Here, the time integration is carried out along the contour C in the complex time plane, see Fig. 1 , which extends from z = t 0 to z = ∞ along the real axis (upper branch) and back to z = t 0 (lower branch) and finally from z = t 0 to z = t 0 − iβ along the imaginary axis (Matsubara branch). We also refer to the upper and the lower branch as the Keldysh contour. For a concise notation, we define H(z) for contour times z as H(z) = H fin (t) if z = t > t 0 and as H(z) = H ini if z = t 0 − iτ with 0 ≤ τ ≤ β. In the same way, we define T αβ (z) and U αβδγ (z). T C denotes the ordering operator along the contour and, after expanding the exponential, places an operator H(z 1 ) to the left of H(z 2 ) if z 1 is "later" than z 2 , where t 0 −iβ is the "latest" time. Obviously, T C replaces T on the upper and T on the lower branch.
When the contour ordering operator T C acts on A(t) in the numerator of Eq. (5), it places A(t) at the position z = t on C where the expectation value is evaluated. Because the integrations along the upper and the lower branches cancel each other in the interval t < z < ∞, the integration along the Keldysh branch is limited to z < t (see Fig. 1 ), and it does not matter whether A(t) is placed at z = t on the upper or the lower branch of the contour. For the denominator, only the Matsubara branch contributes and results in tr exp(−βH ini ).
For a system specified by the parameters T and U , we define the elements of the contour-ordered Green's
Here · · · = tr(ρ · · · ) denotes the expectation value in the initial state. Furthermore, the annihilation and creation operators are given in their Heisenberg picture with respect to H(t), z, z denote arbitrary points on the contour, and T C is the time ordering of annihilation and creation operators on C which yields an additional (fermionic) sign for each transposition. Note that the Green's function also depends on β and µ via the initial thermal state. These dependencies are implicit in the notations. The "free" Green's function G T ,0 is obtained by setting U = 0 in Eq. (6) . Using the Heisenberg equation of motion for the annihilation operator, we find
where δ C is the contour delta-function, and the matrix inverse refers to both one-particle basis indices and time variables. With the help of the free and the interacting Green's functions we can also introduce the self-energy via the Dyson equation
which is short for
i.e., the circle • stands for the convolution along C. By switching to the interaction picture, the interacting Green's function can be cast into the form:
Here the time dependence of all operators is due to H T ,0 only. Likewise, the expectation value · · · T ,0 is defined with the "free" density operator exp (−βH T ,0 ) / tr exp (−βH T ,0 ). Hence, Wick's theorem applies and therewith the standard techniques of perturbation theory.

III. LUTTINGER-WARD FUNCTIONAL
The nonequilibrium Luttinger- skeleton diagrams (see Fig. 2 ), and is thus given as a functional of the contour-ordered Green's function. Note that functionals are indicated by a hat. Usually the skeletondiagram expansion cannot be summed up to get a closed form for Φ U [G] , and the explicit functional dependence is unknown even for the most simple types of interactions like the Hubbard interaction. As an alternative to the diagrammatic definition of the Luttinger-Ward functional, a nonequilibrium path-integral formalism may be used for an entirely non-perturbative construction. Again, this can be done analogously to the equilibrium case. 58 Both variants allow to derive the following four properties that will be used extensively for constructing the nonequilibrium SFT:
(i) The Luttinger-Ward functional vanishes in the noninteracting limit:
since there is no zeroth-order diagram.
(ii) The functional derivative of the Luttinger-Ward functional with respect to its argument is:
with the short-hand notation i ≡ (α i , z i ). Diagrammatically, the functional derivative corresponds to the removal of a propagator from each of the Φ diagrams. Taking care of topological factors, 57 one ends up with the skeleton-diagram expansion of the self-energy which, independently from the definition, Eq. (8), gives the selfenergy as a functional of the Green's function Σ U [G] . Evaluating the functional Σ at the exact ("physical") Green's function G T ,U yields the physical self-energy:
(iii) Since any diagram in the series depends on U and on G only, the Luttinger-Ward functional is "universal", i.e., it is independent of T . Two systems with the same interaction U but different one-particle parameters T are described by the same Luttinger-Ward functional. This implies that the functional Σ U [G] is universal, too.
(iv) If evaluated at the physical Green's function G T ,U of the system with Hamiltonian H T ,U , the LuttingerWard functional provides a quantity
Note that Φ T ,U depends on the initial equilibrium state of the system only, as contributions from the Keldysh branch cancel each other (for details, see Sec. VII). Φ T ,U is related to the grand potential of the system via the expression
Here, we defined the trace as
where z + is infinitesimally later than z on C. The factor G −1 ε0,0 with ε 0 → ∞ has to be introduced to regularize the Tr ln term as discussed in appendix A. It will be omitted in the following as it does not affect the results. Equation (15) can be derived using a coupling-constant integration 57 or by integrating over the chemical potential µ. 58 The proof is completely analogous to the equilibrium case.
IV. DYNAMICAL VARIATIONAL PRINCIPLE
We assume the functional Σ U [G] is invertible locally to construct the Legendre transform of the Luttinger-Ward functional:
Here,
We now define the self-energy functional as:
Its functional derivative is (use Eq. A2):
The equation
is a (highly non-linear) conditional equation for the selfenergy of the system H T ,U . Equations (8) and (13) show that it is satisfied by the physical self-energy Σ = Σ T ,U . Note that the left-hand side of Eq. (21) is independent of T but depends on U (due to the universality of
while the right-hand side is independent of U but depends on T via G 
This equation is the starting point for nonequilibrium self-energy functional theory. Note that, while there are various symmetry relations between the elements Σ αα (z, z ) of the self-energy at different times z and z , the elements of Σ have to be treated as independent of each other for the functional differentiation to ensure the equivalence of the variational principle Eq. (22) with the fundamental Dyson equation Eq. (21) . As will become clear below, the stationarity with respect to some of the variational directions just ensures the correct symmetry relations between the elements of Σ αα (z, z ), while the other variational directions fix the actual value of Σ αα (z, z ).
V. CONSTRUCTING APPROXIMATIONS
Even though the Luttinger-Ward functional and its Legendre transform F U [Σ] are generally unknown, it is possible to evaluate the self-energy functional Eq. (19) exactly on a certain subspace of self-energies: To this end we compare the self-energy functional of the original system with the self-energy functional of a reference system, given by a Hamiltonian H ≡ H λ ,U , which differs from the original Hamiltonian H T ,U only in its one-particle parameters λ , but shares its interaction part. In the following, primed quantities refer to the reference system. The respective self-energy functional is
and write
The previous expression is still exact, but the selfenergy functional for the reference system is not available in a closed form, even for very simple cases, as e.g. the atomic limit of the Hubbard model. However, we can nevertheless make use of Eq. (24), if both the exact self-energy Σ λ ,U and the self-energy functional of the reference system, evaluated at the exact self-energy, i.e., Ω λ ,U [Σ λ ,U ] = Ω λ ,U , are accessible. Using Dyson's equation (Eq. 8) for the reference system, we find for the self-energy functional of the original system if evaluated at a trial self-energy taken from the reference system and parametrized by the set of variational parameters λ :
This shows that an exact evaluation of the general nonequilibrium self-energy functional is possible on the restricted space of trial self-energies spanned by any reference system with the same interaction part, provided that the contour-ordered self-energy and Green's function as well as the initial-state grand potential of the reference system can be computed exactly. The time-dependent optimal variational parameters λ opt (z) have to be determined via the Euler equation:
We thus have (approximate) access to the initial-state grand potential Ω T ,U [Σ λ opt ,U ] as well as to the finalstate dynamics via the one-particle Green's function
on the Keldysh branch. The choice of the reference system specifies the type of approximation. Approximations generated in this way are non-perturbative by construction.
The Hamiltonian H λ ,U of the reference system must have the same interaction part as the one of the original system and, for any practical application, must allow for an exact calculation of the trial self-energy Σ λ ,U and of the Green's function G λ ,U by analytical or numerical means. Typically, this is achieved by cutting the original lattice into disconnected clusters with a small number of sites L c (Fig. 3) . To enlarge the number of variational degrees of freedom locally without changing the interaction part, a number L b of uncorrelated "bath sites" may be added to each of the reference system's correlates sites and coupled to the correlated sites via a finite hybridization. It is convenient to have equal Hilbert spaces and thus to formally include the bath sites in the original system as well but without a coupling to the physical sites (Fig. 3 ). In the case of a local (Hubbard-type) interaction and for sufficiently small L c and L b , the reference system can be treated by exact-diagonalization techniques.
VI. DYNAMICAL MEAN-FIELD THEORY
Nonequilibrium dynamical mean-field theory is recovered within the SFT framework when we choose the reference system as a set of completely decoupled correlated sites (L c = 1) with an infinite number of bath sites (L b = ∞), i.e., as a set of decoupled single-impurity Anderson models. For L c = 1 the trial self-energies are local, i.e., diagonal with respect to the spatial indices, and the Euler equation (26) thus explicitly reads as:
. (28) Here, i is a site index and σ i refers to the local orbital and spin degrees of freedom. Equation (28) would be trivially satisfied if the bracket in the integrand vanished. Because the vanishing of the bracket is nothing but the standard self-consistency equation of DMFT, [18] [19] [20] we see that nonequilibrium SFT yields (nonequilibrium) DMFT as a stationary pointprovided that the DMFT self-energy can be represented as the self-energy Σ λ ,U of a single-impurity Anderson Hamiltonian with single-particle (bath) parameters λ . The representability of the DMFT action by an actual impurity Hamiltonian with L b = ∞ is not straightfor-ward to see for nonequilibrium Green's functions but can be shown under rather general conditions.
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When one considers finite single-impurity models with a small number of bath orbitals, the bracket in Eq. (28) will in general not vanish because the discrete pole structure of the impurity Green's function cannot be reconciled with the branch cuts of the Green's function for the original model. Due to the presence of the projector δΣ λ /δλ , however, stationarity of the self-energy functional is nevertheless possible. This allows to generate non-perturbative and consistent approximations to DMFT by solving reference systems with a few degrees of freedom only. In the equilibrium case, this has been shown to be a highly efficient strategy (see, e.g., Refs. 33 and 34).
VII. PHYSICAL AND TRANSVERSE VARIATIONS
The variational problem, Eq. (26), is posed on the whole contour C, i.e., the self-energy functional must be stationary with respect to variations of the parameters λ (z) separately on the Matsubara branch and on both branches of the Keldysh contour. This generates one imaginary-time and two independent real-time Euler equations which are obtained by writing
as a functional of the single particle parameters λ ± (t) on the upper/lower branch of the contour (for real t), as well as of the parameters λ M (t 0 − iτ ) on the Matsubara branch. Using a simple transformation of variables,
the real-time equations become equivalent to
The separation into variations with respect to λ phys ("physical variations") and λ trans ("transverse variations") has a simple motivation: In the end, we are only interested in solutions of the Euler equation by a physical parameter set λ (z), i.e., one that corresponds to an actual Hamiltonian. These parameters must thus satisfy λ + (t) = λ − (t), i.e., λ trans (t) = 0. In addition, λ M (t 0 − iτ ) must not depend on imaginary time (this is discussed in Sec. IX). Transverse variations δλ trans (t) = 0 shift the parameters away from the physical manifold, while physical variations remain therein.
Let us first consider variations of λ phys (t). Interestingly, one can show that the self-energy functional is always stationary with respect to physical variations when evaluated at a physical parameter set, which satisfies λ trans (t) = 0, i.e.,
To prove Eq. (30), we first note that any Green's function defined by Eq. (6) is symmetric with respect to a shift of the largest time-argument on the Keldysh contour from the upper to the lower branch, i.e.,
and similar for the first time-argument (t ± denotes a time argument on the upper/lower branch at t). This symmetry relation, which is often formulated as fundamental relation between between retarded, advanced, and timeordered components of the Green's functions, 54 immediately follows from the fact that the forward and backward time-evolution cancel each other after the right-most operator on the Keldysh contour (see also the discussion of Fig. 1 ). The same property holds for the convolution A • B of any two contour functions A and B if it holds for A and B individually, and thus for any function of X (cf. Eq. (A1)). Furthermore, it is easy to see that in the expression Eq. (16) for the trace all integrations over the Keldysh branch cancel for any function with the symmetry (31) . Thus the self-energy functional (19) , when evaluated at physical parameters, depends on the Matsubara part of Σ λ ,U only. This immediately implies the stationarity condition (30) .
Stationarity with respect to physical variations locally restricts the solution to the physical manifold. Thus, a second equation is needed to fix the solution within the physical manifold. This "second" equation is given by the condition that the self-energy functional be stationary with respect to the transverse variations, if evaluated at a physical parameter set:
Equation (32) is the central equation of the nonequilibrium SFT. Let us stress once more that the functional derivative with respect to λ trans (t) is a derivative into a "nonphysical" direction in parameter space. This has important conceptual consequences for the numerical evaluation of the theory. In the vast majority of previous equilibrium SFT studies, the grand potential Ω T ,U [Σ λ ,U ] has been computed for different (static) parameter sets λ , and algorithms to find a stationary point of a multidimensional scalar function λ → Ω T ,U [Σ λ ,U ] have been employed (see Ref. 59 , for example). In the nonequilibrium case, a similar strategy would require to work explicitly with Green's functions that are defined with a different Hamiltonian for the forward and backward timeevolution. A more convenient strategy, which is worked out in the following, is to carry out the functional derivative analytically and to solve the resulting Euler equation by numerical means. The analytical expressions for the functional derivatives are then given by higher order correlation functions evaluated at the physical parameters.
VIII. EVALUATION OF THE EULER EQUATION
We focus on Eq. (25) again and perform the functional derivative in Eq. (26) analytically. This is most conveniently done by considering the variational parameters as functions of the contour variable, i.e., λ (z) with z ∈ C, instead of treating λ ± (t) and λ M (t 0 − iτ ) separately.
Using the chain rule, we find:
.
(33) The first factor is given by Eq. (20) but can be rewritten in a more convenient way. We define the difference between the one-particle parameters of the original and of the reference system as
With this we immediately have (see Eq. (7)):
Here, we use the standard notation 1 ≡ (α 1 , z 1 ) etc. With the definition of the SFT Green's function, Eq. (27) , and with Dyson's equation for the reference system we get
This equation constitutes the nonequilibrium clusterperturbation theory. 39 One may formally consider perturbation theory with respect to V and define the corresponding T -matrix as
The related Lippmann-Schwinger equation is:
This eventually yields
for the first factor in Eq. (33) . To evaluate the second factor, the Dyson equation for the reference system is used once more to get
The functional derivative of the Green's function is computed in the appendix B and given by Eq. (B2). Combining this with Eq. (39), we finally get the derivative of the self-energy functional with respect to λ (z 1 ) in the form:
where (42) is the two-particle (four-point) vertex function with external legs and G
λ ,U is the two-particle Greens function of the reference system, see Eq. (B3).
Therewith, we have the Euler equation of the nonequilibrium SFT:
(43) This result will be needed both for the numerical determination of the stationary point and for working out the relation between nonequilibrium and conventional equilibrium SFT.
IX. THERMAL EQUILIBRIUM AND INITIAL STATE
Nonequilibrium SFT reduces to the conventional equilibrium formalism for a system where T (z) and U (z) are constant on the entire contour C, i.e., for the case H fin (t) = const. = H ini . To prove this fact explicitly, we have to show that a stationary point of the equilibrium SFT functional, which determines time-independent optimal parameters λ opt , is also a stationary point of the more general nonequilibrium Euler equation (26), i.e., of Eq. (43), when T (z) and U (z) are constant.
Equilibrium SFT is obtained from the more general nonequilibrium formalism by restricting the functional (25) to the Matsubara branch of the contour, and furthermore, by considering time-independent and physical variations only, i.e., the trial self-energy Σ λ ,U is obtained as the Matsubara self-energy of a Hamiltonian with constant parameters λ , and the parameters are varied to make Ω T ,U [Σ λ ,U ] stationary. In the language of the more general nonequilibrium SFT formalism, those variations correspond to a variation δλ(z) which is constant along the whole contour, i.e.,
Note that the integrations over the upper and lower branch of the Keldysh contour cancel, as discussed in connection with Eq. (30) . We now suppose that the original Hamiltonian is time-independent, and that λ opt is a solution of the equilibrium SFT formalism, i.e., the sin-
To see that the parameters λ opt also represent a solution of the nonequilibrium SFT, we must show that all other variations, including physical, transverse, and Matsubara ones, vanish as well. For this it is sufficient to show that the general variational equation becomes time-translationally invariant, i.e., that the expression
does not depend on z. For a general nonequilibrium situation with H fin (t) = const. the above argument can be used to show that the causality principle is satisfied by the nonequilibrium SFT: Satisfying the general variational equation (26) for all variations of λ (t 0 −iτ ) on the Matsubara branch requires that the optimal parameters on the Matsubara branch are τ -independent and must be given by a solution of the equilibrium SFT. This shows that the description of the initial state is independent from the final-state dynamics.
We also note that, as in the equilibrium case, the self-energy functional evaluated at the stationary point, Ω T ,U [Σ λ opt ,U ], has a clear physical meaning: It represents the (approximate) grand potential of the initial thermal state. Provided that there are several stationary points for a given set of (time-dependent) parameters of the original system, the one with the lowest grand potential in the initial state describes the thermodynamically stable initial state and the emerging final-state dynamics. Furthermore, provided that the same type of reference system is considered, the (approximate) description of the initial state is on equal footing with the one for the final state. Concluding, the nonequilibrium SFT is a true extension of the equilibrium SFT.
X. PROPAGATION SCHEME A numerical evaluation of the Euler equation (26) seems like a formidable task because already the time dependence of a single one-particle parameter of the reference system provides an infinite variational space. However, the variational principle of the nonequilibrium SFT has an inherent causal structure which allows it to determine the optimal parameters at successively increasing (physical) times, without modifying the result at earlier times. This causal structure is most easily visible from Eq. (43): The integrals over z 3 and z 4 extend over the entire contour C but can be cut at z 1 = t ± 1 such that t 1 is the (physically) latest time (see discussion in Sec. VII). As all λ (z)-dependent quantities in the integrand are exact correlation functions of the reference system, Eq. (43) involves λ (z) at earlier times t < t 1 only. Hence, the conditional equation for λ opt (z 1 ) and thus λ opt (z 1 ) itself depends on λ opt (z) with t < t 1 only.
For a numerical evaluation of the theory, one has to start from the Euler equation on the Matsubara branch only and perform a conventional equilibrium SFT calculation (cf. Sec. IX). This sets the initial conditions for determination of the time-dependent optimal variational parameters λ opt (t). Provided that the parameters have already been determined at times earlier than a given physical time t, one has to fix λ opt (t) by solving Eq. (43) with z 1 = t ± 1 . This is somewhat inconvenient as the integrand in Eq. (43) only implicitly depends on λ opt (t). The dependence can be made explicit, however, by means of a simple trick: Since Eq. (43) must hold for all z 1 , and since it holds at the initial time t 0 (the starting point is a stationary point of the equilibrium SFT), it suffices to require the time derivative of δ Ω T ,U [Σ λ ,U ]/δλ (z), as given by Eq. (41), to vanish instead of the function itself. This will lead to an expression which involves λ opt (t) explicitly.
According to Eqs. (41) and (42), the time derivative
can be obtained from the corresponding equations of motion for the four-point vertex function L λ ,U . Commuting the respective annihilation and creation operators with the one-particle part of the Hamiltonian results in matrix products with λ . Commuting with the interacting part, however, gives rise to higher-order products of annihilation and creation operators which we denote byψ orψ † , respectively:
where we have defined
and
Here, indexing orbital and time arguments with ψ means that the associated operators in the respective correlation functions are replaced byψ orψ † , respectively. For example,
The contour integrations in K (0) λ and K
(1) λ are confined to times (physically) earlier than z 1 . Hence Eq. (46) provides an explicit equation for the optimal parameters λ opt (t) at a given time t in terms of the parameters at earlier times which can be used to obtain the optimal solution by successively increasing t, starting from the equilibrium SFT solution for the initial state.
XI. INTERNAL CONSISTENCY
The SFT provides access to time-dependent expectation values of arbitrary one-particle observables as well as to the grand potential of the initial thermal state. An exact relation between both quantities can be derived by formally extending the grand canonical density operator to the whole Keldysh-Matsubara contour, such that the partition function reads as Z T ,U = tr(T C e −i C dz H T ,U (z) ) (see also discussion in Sec. II). The grand potential Ω T ,U = −β −1 ln Z T ,U then becomes a functional of the (contour)-time dependent single-particle parameters of the model. We now consider an arbitrary one-particle observable of the form A(z) = αβ a αβ (z)c † α c β which couples linearly to the Hamiltonian H T ,U (z) = H (0) T ,U (z) + λ A (z)A(z) via a time-dependent parameter λ A (z). The set of one-particle parameters T (z) comprises λ A (z) as well as the remaining parameters T (z). Then, the expectation value of A(z) can be obtained via the linearresponse relation
where only the variational derivative in the "transverse" but not in the "physical" contributes, as discussed in Sec. VII.
On the other hand the expectation value may be computed from the one-particle Green's function as:
The SFT provides approximate expressions for the grand potential as well as for the expectation value. However, one can show that these approximations are consistent, i.e.:
where G SFT is the SFT Green's function, Eq. (27) . Here Ω T ,U [Σ λ opt ,U ] is the grand potential at the optimal parameters of the reference system which still can be considered as a functional of the time-dependent parameters of the original system and of λ A (z) in particular. Eq. (53) represents a generalization of the "thermodynamical consistency" that has been shown in the context of the equilibrium formalism already.
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To prove Eq. (53), we note that its left-hand side has a twofold dependence on λ A (z): (i) via the free Green's function of the original model, G −1 T ,0 , which enters the second term in Eq. (25) , and (ii) via the optimized parameters λ opt (z) which depend on the time-dependent parameters in the final state of the original system. Consequently, there are two terms resulting from the derivative:
Internal consistency is achieved because of the stationarity of the self-energy functional at λ opt (z), which implies that the first term must vanish. Using Eqs. (19) and (A2), the functional derivative with respect to T (z) in the second term is found to be:
The second factor yields a αβ (t), which proves Eq. (53).
XII. CONSERVATION LAWS
Approximations cannot be expected a priori to respect fundamental conservation laws that result from the invariance of the Hamiltonian under certain continuous groups of unitary transformations. In fact, conservation of the total particle number, the total spin or the total energy are certainly violated within simple non-self-consistent or non-variational schemes such as the nonequilibrium cluster-perturbation theory -apart from certain highly symmetric situations such as given by the Hubbard model on a bipartite lattice at half-filling.
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A general theory for real-time dynamics must therefore address the question under which conditions an approximation is conserving.
With respect to self-consistent perturbative approximations, this question has been answered by Baym and Kadanoff:
46,47 A diagrammatic approximation is defined by a certain truncation of the skeleton-diagram expansion of the self-energy, which yields the self-energy as a functional of the Green's function. Combined with Dyson's equation, which provides an independent relation between self-energy and Green's function, the problem can be solved using an iterative and self-consistent approach. A perturbative approximation is found to be conserving if the (truncated) skeleton-diagram expansion of the self-energy is obtained as the functional derivative of an approximate Luttinger-Ward functional that itself is constructed by truncations and re-summations within diagrammatic weak-coupling perturbation theory, i.e., the self-energy must be Φ-derivable. Φ-derivable approximations are conserving.
Contrary, approximations generated within the framework of the SFT are non-perturbative and do not rely on diagrammatic re-summations. While the LuttingerWard functional is essential for the construction of the SFT, and while the SFT self-energy is obtained as its functional derivative, approximations are generated in a very different way as compared to perturbation theory. Namely, instead of truncating the Luttinger-Ward functional diagrammatically, it is restricted to a sub-manifold of self-energies generated by some (simpler) reference system. The SFT self-energy is derived from this restricted Φ functional. Hence, approximations constructed within the SFT are "Φ-derivable" but in a different sense as compared to weak-coupling theory.
Note that the DMFT, as the most prominent approximation in this context, represents an exception. DMFT can be understood as an approximation generated within the SFT framework (see Sec. VI). At the same time, DMFT is a Φ-derivable approximation in the spirit of Baym and Kadanoff as it can be constructed diagrammatically from a truncated Luttinger-Ward functional involving local propagators only.
In the following we will modify and adapt the essential ideas of Baym and Kadanoff to analyze under which circumstances an arbitrary approximation constructed within the SFT framework is conserving. The important point observed by Baym and Kadanoff is that the fundamental conservation laws, reformulated in terms of the self-energy and the Green's function, result from invariances of the Luttinger-Ward functional under appropriate gauge transformations of the Green's function:
Within SFT, the self-energy functional is in fact constructed with the help of the Luttinger-Ward functional, see Eqs. (17) and (19) . However, it does not inherit its gauge invariance. Nevertheless, the Euler equation provides the analog of Eq. (56) at the stationary point:
i.e., by construction the variation of the grand potential Ω T ,U [Σ λ ,U ] with respect to an arbitrary set of oneparticle parameters of the reference system λ vanishes, if evaluated at the optimal parameters. Thus, the goal is to identify a certain class of parameter variations which generates, via Eq. (57), the necessary conditions on the SFT Green's function and the self-energy from which the conservation laws derive.
A. Particle number and spin
Particle-number and spin conservation can be treated simultaneously. The integral quantities N tot and S tot can be expressed as
in terms of local quantities A i , the local occupation number and the local spin, n i and S (η) i (η ∈ {x, y, z}),
using the notation a σσ = δ σσ (60) in the case A i = n i and
i . Here, i refers to the sites of the lattice model, σ, σ =↑, ↓ to the spin degrees of freedom, and σ (η) stands for the three Pauli matrices. Consider a system with Hamiltonian H T ,U and the time-dependent expectation value of the local quantity A i as given by Eq. (5) . With the help of the one-particle Green's function, the expectation value can be written as:
Its equation of motion is readily obtained from the equation of motion for the Green's function (i.e., from Eqs. (7) and (8), or see Ref. 55 ). We find: (63) where [·, ·] is the commutator and [· • , ·] indicates that besides the commutator a contour integration is implied. For a Hubbard-type model with local interaction, the second commutator vanishes identically. Eq. (63) thus attains the form of a continuity equation where the first commutator represents the divergence of the charge current or spin current. It vanishes if summed over all sites i due the cyclic property of the trace, and we are left with ∂ t A T ,U (t) = 0, i.e., conservation of the total particle number or spin.
Within SFT the real-time dynamics of one-particle observables is determined by the approximate Green's function G SFT , as given by Eq. (27) . The SFT self-energy is the self-energy of a reference system with one-particle parameters λ . Both are taken at optimal parameter values λ opt satisfying the SFT Euler equation, Eq. (26). Thus, our goal is to show that
This would be sufficient to ensure that an approximation constructed within the SFT framework respects the conservation of particle number and spin even locally. To this end we consider the following gauge transformations of the one-particle parameters of the reference system λ →λ ,
where ε denotes the (spatially) diagonal part of λ and T its off-diagonal part. The gauge transformation is generated by a spatially diagonal contour function χ of the form
To ensure a Hermitian reference system, χ must be real but can be chosen arbitrary in other respects. Note that χ commutes with ε , which will become important later. This is trivially satisfied in the case A i = n i , see Eq. (60), and also holds in the case
i , see Eq. (61), provided that ε is independent of spin indices. The latter is a necessary condition to ensure total spin conservation in the reference system. The next step is to show that the above gauge transformation of the one-particle parameters λ implies that the exact Green's function G ≡ G λ ,U and the exact selfenergy Σ ≡ Σ λ ,U of the reference system transform as:
We first note that Eq. (67) implies Eq. (68), which is verified by referring to the (exact) skeleton-diagram expansionΣ = Σ U [Ḡ ]: Inserting the transformedḠ , the phase factors of the incoming and the outgoing propagators cancel at each internal vertex. Only at the two links for the external legs the phase factors do not find a counterpart. This leaves us with the two phase factors at the transformed self-energy in Eq. (68) . In order to verify Eq. (67), it is sufficient to show that the transformed Green's function and the transformed self-energy satisfy the equation of motion for the transformed parameters:
This is a straightforward calculation which makes use of the fact that χ commutes with ε . See appendix D for details.
A first-order variation of the one-particle parameters of the reference system, given by δχ(z) leads to the following first-order variation of the self-energy (cf. Eq. (68)): 
Since this holds for arbitrary first-order variations δχ i (z), the term σσ a σσ (· · · ) must vanish. Consider the second term in the bracket: The condition
ii,σ σ (z, z + ) = 0 is just equivalent with local particle-number and spin conservation in the reference system (see the discussion after Eq. (63)). Therefore, if this is satisfied, the first term in the bracket must vanish as well, i.e., Eq. (64) is inferred. It is quite intuitive that particle-number and spin conservation is respected by an approximation within the SFT only if it is exactly satisfied for the reference system that has been chosen to specify the approximation. We conclude that within the SFT particle-number and spin conservation is proliferated from the reference system, where it must hold exactly, to the original system, where it holds when formulated with the approximate SFT Green's function and self-energy.
The conservation laws are ensured by stationarity of the SFT grand potential with respect to the parameter variations defined by Eq. (65) . Note that ε and T are not varied independently, i.e., particle-number and spin conservation requires stationarity with respect to variations along certain directions in the parameter space. In particular, complex hopping-parameter variations must be taken into account. Stationarity with respect to other directions can, of course, be imposed additionally.
Consider the Hubbard model and a variational cluster approximation (VCA) as an example. This results from the reference system shown in Fig. 3 for a cluster consisting of L c correlated sites but no additional bath degrees of freedom. The conservation laws are respected if arbitrarily time-dependent and mutually independent variations for each of the on-site energies are considered as well as the resulting variations of the intra-cluster hopping parameters as prescribed by Eq. (65) . Essentially the same holds for approximations where additional bath degrees of freedom are considered to enlarge the parameter space.
The calculations above also show that conservation of the total particle-number and the total spin are respected with site-independent variations, i.e., with a siteindependent χ i (z) = χ(z) only. For the case of the particle number, this is equivalent with an arbitrarily timedependent but spatially homogeneous variation of the onsite energies only as the phase factors in the transformation law for the off-diagonal parameters cancel each other. Analogously, the total spin is conserved within SFT if an arbitrarily time-dependent but spatially homogeneous magnetic field coupling to the total spin of the reference system is treated as a variational parameter.
For models with local interactions but several orbital degrees of freedom m, i.e., in the case of more complicated Coulomb parameters U i;m1m2m3m3 , the local variants of the conservation laws refer to the total particle number at a site N i = mσ c † imσ c imσ and the total spin at a site S i = m S im with S im = (1/2) σσ c † imσ σ σσ c imσ as well as to the corresponding charge and spin currents. Here, the relevant variational parameters are the conjugated fields ε i and B i coupling to N i and S i , respectively. Note that models with off-site Coulomb-interaction terms are in principle beyond the scope of the SFT (however, see Ref. 61) as the presence of inter-site interactions prevents a simple decomposition of the lattice problem into independent cluster problems.
B. Energy
The case of energy conservation is more elaborate. This is related to the fact that the SFT is a variational approach which focusses on one-particle quantities, i.e., on the variational optimization of the one-particle selfenergy and thus of the one-particle Green's function, while the interaction part of the total energy is a twoparticle quantity. Fortunately, it can be expressed in terms of the one-particle Green's function and self-energy using the equation of motion. We can therefore proceed analogously to particle-number and spin conservation and again try to make use of the ideas of Baym and Kadanoff. 46, 47 Complications are nevertheless to be expected and found in fact.
The kinetic (and potential) energy E kin (t) = H T ,0 (t) and the interaction energy E int (t) = H 0,U (t) of the system can be written as (see Refs. 46 and 47, for example):
The former directly follows from the definition of the Green's function. For the latter, we made use of the equation of motion for the Green's function and Dyson's equation. Note that we have written G ≡ G T ,U and Σ ≡ Σ T ,U for short. The total energy of the system is E tot (t) ≡ H(t) = E kin (t) + E int (t). In the following, we assume that the interaction parameters U are time-independent (see also discussion in Sec. XII C). Using ∂ t E tot (t) = ∂ t H(t) , this immediately implies the following energy-balance relation:
Next, we express both the left-hand side and the righthand side of Eq. (74) in terms of Σ and G. Using the equation of motion again, the time derivatives of E kin (t) and E int (t) can be computed. From Eq. (72) we get:
Here the first term in the first line vanishes due the cyclic property of the trace. Exploiting once more the equation of motion and the complex conjugated equation, we find:
Note, that the last summand just equals the right-hand side of Eq. (74). This equation can easily be combined with the time derivative of the interaction energy (Eq. 73). After applying the product rule, the energy-balance relation (Eq. 74) is expressed as:
An approximation constructed within the SFT will respect energy balance if Eq. (77) holds but with Σ replaced by Σ λ opt ,U and with G replaced by G SFT . Thus, the goal is to find a class of transformations of the one-particle parameters such that their corresponding first-order variations around the stationary point generate the above equation as the SFT Euler equation. In principle, this can be achieved with
where θ(z) is an arbitrary real function on the contour with ∂ z θ(z) = 0 which describes a transformation of the time scale. Note that due to the term ∝ ∂ z the action ofλ (z) is non-local in time. This is a severe complication ifλ (z) should represent parameters of an actual impurity Hamiltonian, as discussed in Sec. XII C below. It is nevertheless illustrative to see how energy conservation can be derived if the self-energy functional is stationary under the variations defined by Eq. (78).
The time-dependent transformation of the one-particle parameters induces a corresponding transformation of the exact Green's function G ≡ G λ ,U and of the exact self-energy Σ ≡ Σ λ ,U of the reference system. For G we have:
where the short hand notation
, this induces the following transformation of the self-energy:
Namely, any internal vertex at time z i connects to four propagators and thereby collects a factorθ i by which the implicit z i integration can be transformed into a θ i integration. The factorsθ
in Eq. (80) result from the three incoming and outgoing propagators at the two "external" vertices. Now, Eq. (79) is verified by showing that the asserted expression for the transformed Green's functionḠ (z 1 , z 2 ) together Eq. (80) satisfies the equation of motion for transformed one-particle parameters, Eq. (78). A proof for this can be found in appendix E.
The first-order variations of Σ induced by this transformation, δΣ = δΣ (θ 1 , θ 2 )/δθ| θ=t • δθ, are given by:
Inserting this into the Euler equation (26), integrating by parts and exploiting the δ-functions, we are left with:
At the stationary point, this holds for all variations δθ(z 1 ). Hence, the term in the square brackets must vanish. We assume that the energy-balance relation is satisfied in the reference system as expressed by Eq. (77), with Σ ≡ Σ T ,U replaced by Σ λ ,U and with G ≡ G T ,U replaced by G λ ,U . This implies that the last two terms in Eq. (82) vanish and therewith the first two terms in the square bracket must vanish which is just equivalent with total-energy balance within the SFT. We conclude that within the SFT the energy-conservation law is proliferated from the reference system to the original system, if stationarity of the self-energy functional under the variations defined by Eq. (78) can be enforced.
C. Discussion
However, there are two important points that need further discussion. First, we recall that the interaction parameters must be assumed as time independent, U = const., to show that the nonequilibrium SFT respects conservation of energy. In case of a time-dependent interaction U (t) (and assuming the one-particle parameters as constant for a moment), the energy-balance relation will involve a two-particle correlation function,
which cannot (easily) be expressed in terms Σ and G. Therefore, without further approximations, it is impossible to set up (and prove) an energy balance equation within SFT in this case.
An exception worth mentioning is a time dependence of the simple form U αβδγ (t) = κ(t)U αβδγ where we furthermore assume κ(t) =φ −1 (t) withφ(t) ≡ ∂ t ϕ(t) = 0. In this case, the time dependence can be shifted to the oneparticle parameters by a transformation of the time scale: H(t) → H(t) =φ(t)H(ϕ(t)) and | ψ(t) = |ψ(ϕ(t)) which leaves the Schrödinger equation form invariant:
The second point to be discussed is that according to the presence of the contour derivative ∂ z in the transformation law Eq. (78), time-non-local one-particle parameters of the reference system are generated by a generic transformation of the time scale θ(z). Within the present (Hamiltonian) formalism, time-non-local parameters λ (z 1 , z 2 ) must be generated effectively by considering additional bath degrees of freedom in the reference system, i.e., λ (z 1 , z 2 ) must be understood as a corresponding hybridization function
where G 0 is the non-interacting bath Green's function and V the hybridization matrix element. However, a time-non-local term of the form ∂ z can presumably not be represented with the help of a finite number of bath degrees of freedom (see also Ref. 38 for a discussion).
On the other hand, with the consideration of a continuum of bath sites one is essentially restricted to DMFT or to cellular DMFT as approximations that can be constructed within the SFT framework. This conflicts with the original intention to construct variational and consistent approximations using reference systems with a few degrees of freedom only which are accessible to an exactdiagonalization technique. However, the argument can also be turned by stating that the degree to which energy conservation is violated within an SFT-based approximation can be controlled systematically by increasing the number of variational degrees of freedom in the reference system. Adding bath degrees of freedom, for example, is expected to substantially improve the degree to which energy conservation is respected. Furthermore, the analysis in Sec. XII B shows that a substantial violation of energy conservation should not expected for short times. Here, the system's dynamics is dominated by high-energy excitations and is thus only weakly affected by a discrete level structure.
Another option is to enforce energy conservation. As the SFT is a variational approach, energy conservation can easily be imposed as an additional constraint that is used to fix the time-dependence of one of the variational parameters. This represents an ad hoc but physically motivated modification of the original theory by which the search for optimal values of the remaining variational parameters is confined to a subspace where E tot = const.
Here, E tot = E tot [λ ](z) is given by Eqs. (72) and (73) with G and Σ replaced by G SFT and Σ λ ,U . The SFT variational principle, Eq. (26), is replaced by:
where ξ(z) is a Lagrange multiplier on the Keldysh branch K. Alternatively, for driven systems with an explicitly time-dependent Hamiltonian, one may impose Eq. (77), again formulated in terms of G SFT and Σ λ ,U , as a constraint. Again, variations in the transverse direction must be considered (i.e., λ + (t) = −λ − (t)), followed by an evaluation on the physical manifold (i.e., λ + (t) = λ − (t), ξ + = ξ − ), as discussed in Sec. VII. Furthermore, Eqs. (86) and (87) have an inherent causal structure analogous to the full SFT equations and may thus be solved by a similar propagation algorithm as discussed in Sec. X. An overall time-dependent scaling of the hopping parameters may be considered as a variational parameter taken to satisfy the constraint but there is no obvious optimal choice.
XIII. CONCLUSIONS
Self-energy functional theory (SFT) addresses the problem of strongly correlated fermions with local Hubbard-type interactions on a low-dimensional lattice. One of the main advantages of the standard equilibrium SFT is that it unifies and also extends different approximations within a single theoretical framework. This comprises "two-site" approximations 29, 62 and the linearized DMFT, 63 dynamical impurity approximations (DIA), 29, 33, 34 but also dynamical mean-field theory (DMFT) and its cluster extensions, i.e., the cellular DMFT (C-DMFT) 30, 44, 64 as well as the dynamical cluster approximation (DCA) 45 (see also Ref. 31 for deriving the DCA within SFT), and finally the clusterperturbation theory (CPT) 65, 66 and its variational extension, the variational cluster approach (VCA). 67 The SFT has been extended into several directions, e.g., to systems with non-local interactions, 68 to disordered 31 and to bosonic systems.
69,70
The present study has shown how to generalize the SFT and the different approximations that can be constructed within the SFT to the general nonequilibrium case. This nonequilibrium SFT addresses problems of transient real-time dynamics in lattice-fermion systems far from equilibrium. It provides approximations to describe the dynamics of single-particle observables in a state that evolves from an initial thermal state after a sudden quench or after an arbitrarily time-dependent and strong perturbation. As for the equilibrium theory, the approximations generated are non-perturbative, consistent in itself and can be improved systematically. In fact, the nonequilibrium SFT reduces to the equilibrium approach in case of an equilibrium setup, and it comprises the equilibrium SFT which describes the initial equilibrium state from which the subsequent final-state dynamics evolves. The same holds for each of the different approximations.
Essentially, the main starting point for the nonequilibrium generalization is to reformulate the entire theory in terms of the one-particle Green's functions and the selfenergy on the Keldysh-Matsubara contour in the complex time plane. While the basic structure of the theory remains unchanged in this way, a much more general approach is gained which exhibits several important aspects that have no counterpart in the equilibrium formalism:
The first essential and important difference as compared to equilibrium SFT consists in the fact that the Euler equation that fixes the variational parameters results from "transverse" variations that involve trial selfenergies away from the "physical" manifold while stationarity with respect to "physical" variations turns out to be trivial. Another point concerns the functional Ω[Σ] itself. Evaluating the self-energy functional at the (physical) stationary point, yields the grand potential of the initial thermal state. The value of the functional thereby has a clear physical meaning which may be used to decide between several solutions of the Euler equation.
It is remarkable that even the most simple approximations, such as the nonequilibrium variant of the two-site DIA, can be shown to respect the conservation laws resulting from the U(1) and SU(2) symmetries of the original Hamiltonian. This demonstrates that there is a class of approximations that are "conserving" in the sense of Baym and Kadanoff but non-perturbative at the same time -apart from the nonequilibrium DMFT, which can be understood as a Φ-derivable diagrammatic technique and as an approximation within the nonequilibrium SFT framework.
As the nonequilibrium SFT represents a variational approach that is based on one-particle quantities, it is not surprising that complications show up in the context of total energy conservation. Energy conservation can be ensured with the help of time-non-local variational parameters or can be enforced by means of a constrained variation -as an ad hoc but physically motivated alternative. We expect, however, that there is no substantial violation of total-energy conservation in the short-time domain anyway.
Finally, the nonequilibrium SFT has an inherently causal structure, i.e., approximations do respect the physical causality principle. This not only is satisfying fundamentally but also important for the numerical implementation of the theory. A time-propagation algorithm has been proposed here which requires the exact computation of one-and more-particle time-dependent correlation functions for the reference system that specifies the approximation.
While the practical usefulness and the reliability of such approximations has to be awaited, we do not see severe obstacles for an implementation using reference systems with a small number of degrees of freedom. A very simple non-variational variant of the nonequilibrium VCA has been implemented already. [39] [40] [41] This essentially consists in the numerical solution of the CPT equation (36) . From the computational point of view, we expect that the CPT equation also represents the bottleneck in case of a fully variational NE-VCA.
Clearly, the implementation of cluster and of impurity approximations is more involved compared to the direct mapping of the DMFT hybridization function to a single-impurity Anderson model, 38 but the many favorable properties of the NE-SFT make it a very promising way to employ an exact-diagonalization solver in the context of nonequilibrium dynamical mean-field or cluster mean-field approaches. Work along these lines is in progress.
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Appendix A: Analytical functions of contour functions
Analytical functions of contour functions X(z, z ) are formally defined as
where the notations
and X •0 = 1 are used. We immediately have
By setting to one, time is measured in units 1/energy, and hence the contour integration carries the unit 1/energy, too. Therefore, for a meaningful definition of f via Eq. (A1), its argument X must have energy units. This ensures that each •-power of X has the same unit. With the trivial inverse Green's function
the term G −1 ε0,0 • G T ,U carries energy units, and the principal branch of the logarithm ln G −1 ε0,0 • G T ,U is well defined for any ε 0 . For ε 0 → ∞, it represents a regularization of the ill-defined expression ln G T ,U . In particular, we find that this is related to the grand potential,
in the non-interacting case (see also Eq. 15).
Appendix B: Dependence of the Green's function on the one-particle parameters
To exhibit the full λ -dependence of the Green's function of the reference system G λ ,U (z 1 , z 2 ), one may switch to an "inverted" interaction picture where the roles of the "free" and the "interacting" part are interchanged. With this choice, all expectation values and time dependencies are due to H 0,U whereas all oneparticle terms of the Hamiltonian enter via the S-matrix only. Therewith, analogously to Eq. (10), the Green's function can be written as:
(B1) Here, one can directly read off the functional derivative with respect to λ :
λ ,U (1, 4, 3 
is the two-particle Green's function of the reference system. 
Here we have split up the T -matrix Y into a singular, lesser and greater part: 
where Θ C (z, z ) denotes the Heaviside step function on the contour. For the two-particle vertex function L λ ,U (Eq. (42)), the notation L i≷ (z 3 , z 1 , z + 1 , z 4 ) indicates that z 1 is the i-th time on the contour and that z 3 is a later/earlier contour-time than z 4 . Note that we write L i≷ 3214 which is short for L i≷ α3α2α1α4 and that the indexing with the parameters λ and U has been suppressed for brevity.
To evaluate the above integrations in equilibrium, we express the T -matrix via its spectral representation 71 with the respective spectral function A Y :
with f < (ω) = f (ω) and f > (ω) = f (ω) − 1 and where f (ω) is the Fermi function. This also implies f > (ω) = −e ωβ f < (ω) .
For the two-particle vertex function we choose the Lehmann representation by inserting the completeness relation 1 = m |m m| between all operators. We find: 
By collecting prefactors, we find that all explicitly t 1 -dependent parts drop out and that only those containing I i∂ z1Ḡ (z 1 , z 2 ) = e iχ(z1) i∂ z1 G (z 1 , z 2 )e −iχ(z2) − (∂ z1 χ(z 1 ))e iχ(z1) G (z 1 , z 2 )e −iχ(z2) .
To treat the second term on the right-hand side of Eq. (69), we distinguish between (spatially) diagonal and offdiagonal parts of the one-particle parameters and apply the respective transformation laws, Eq. (65). This yields:
λ (z 1 )Ḡ (z 1 , z 2 ) =ε (z 1 )Ḡ (z 1 , z 2 ) +T (z 1 )Ḡ (z 1 , z 2 ) = ε (z 1 )e iχ(z1) G (z 1 , z 2 )e −iχ(z2) + e iχ(z1) T (z 1 )e −iχ(z1) e iχ(z1) G (z 1 , z 2 )e −iχ(z2)
− (∂ z1 χ(z 1 ))e iχ(z1) G (z 1 , z 2 )e −iχ(z2)
= e iχ(z1) λ (z 1 )G (z 1 , z 2 )e −iχ(z2) − (∂ z1 χ(z 1 ))e iχ(z1) G (z 1 , z 2 )e −iχ(z2) .
In the last step we made use of the commutativity of ε and χ. The second terms in Eq. (D1) and in Eq. (D2) cancel each other. Finally, we have (Σ •Ḡ )(z 1 , z 2 ) = e iχ(z1) (Σ •G )(z 1 , z 2 )e −iχ(z2) and δ C (z 1 , z 2 ) = e iχ(z1) δ C (z 1 , z 2 )e −iχ(z2) . Thus, we conclude that the transformed equation of motion is solved by the transformed Green's function and selfenergy if the original one was solved by the original quantities.
