I. INTRODUCTION
Along with being one of the most prominent communications inventions of the past decade, the introduction of turbo codes in [11] began a new era in communications systems which brought them closer than ever to theoretical performance limits. The creation of turbo codes introduced a new method of decoding these codes which brought the decoding of complex codes within the reach of computationally practical algorithms. The iterative decoding algorithm, while being suboptimal, performs well enough to bring turbo codes very close to theoretically attainable limits. Yet, an accurate justification for why the decoding strategy performs as well as it does is still lacking. Significant progress has been made with EXIT style analysis [2] and density evolution [3] , but these techniques appeal to approximations which are only valid in the case of very large block sizes. Connections were shown to the sum product and belief propagation algorithms in [4] and [5] , but these algorithms are only known to converge when the code graph has no loops, which is rarely true for turbo codes. The information geometric interpretation [7] , [8] , [6] , [9] , [10] , while it provided an interesting way of describing certain portions of turbo decoding as information projections, seems to have been unable to completely describe turbo decoder convergence as well. This was largely due to the inability to describe the intrinsic information removal in the product densities as an information projection on an invariant set. Indeed, despite a variety of these interpretations of the iterative decoding algorithm, many questions remain concerning where its fixed points lie and under which conditions it converges. In this paper, we wish to somewhat demystify the iterative decoding algorithm by noting that it may be interpreted as a nonlinear block Gauss Seidel iteration on a particular system of nonlinear equations. While connection with the numerical analysis via fixed point iterations [12] have been noted before, the relation to the nonlinear block Gauss Seidel, and the convergence proof it can provide, seems to have been overlooked. This interpretation allows us to adapt existing convergence results for nonlinear block Gauss Seidel iterations to the situation encountered in turbo decoding. From it, we can gain sufficient conditions which are independent of block length which give a region of convergence for the turbo decoder.
II. NOTATION AND REVIEW OF THE TURBO DECODER
In this section, we introduce our notation, which is heavily influenced by the information geometric analysis of turbo decoding [8] [7] [9] [10] . We also give a brief review of a description of the operation of the turbo decoder. For simplicity, we will consider the (parallel concatenated) turbo code structure as shown in Fig. 1 [11] and the iterative decoder structure as shown in Fig. 2 . Let N be the number of systematic bits in a block, and let B be the 2 N × N matrix whose ith row is binary representation of the integer i.
Let B i denote the i-th row of B. If p(B i ) is a probability mass function over the outcomes {B i } 2 N −1 i=0 , we will find it convenient to work with its logarithmic coordinates [7] , [8] , [10] θ(
which, when listed in a vector θ for i from 0 to 2 N − 1, are called the θ coordinates. This amounts to expressing p(B i ) as
] is a normalization constant to ensure that outcomes p(B i ) sum to one. One may show [7] , [8] that a probability mass function p(B i ) is a product density (i.e., coincides with the product of its bitwise marginal functions) if and only if its θ coordinates become
for some vector λ, which may be identified as the log marginal ratios of the distribution:
Let N 1 be the number of parity check bits generated from the first component code (including punctured bits) and let N 2 be the number of parity check bits generated by the second component code (including punctured bits). Suppose that the vector of bitwise log likelihood ratios (LLRs) at the output of the channel (including zeros at the locations of the punctured bits) are λ r ∈ R N +N1+N2 . Reorder these into a new vector λ r = (λ r,s , λ r,0 , λ r,1 ) so that all of the LLRs associated with the systematic bits are at the beginning of the vector λ r,s , followed by all of the LLRs associated with the parity check bits of the first code λ r,0 , followed by all of the LLRs associated with the parity check bits of the second code λ r,1 . Now, consider the codebook we are using. In particular, if we were to consider every possible value of the systematic bits, encoding each possibility and reordering it into the (systematic,parity check 1, parity check 2) order described above, and then stack these reordered codewords on top of each other, we would get a binary matrix of all the codewords, C ∈ {0, 1} where now the i row is the (systematic, parity 1, parity 2)-reordered codeword if the systematic block that was encoded was the binary representation of the integer i. We will assume that the all-zero codeword is contained in the code-books of each of the component decoders so that the first row of C is all zeros. 
while the likelihood function the second decoder uses has θ coordinates
Let the extrinsic information from the first component decoder be denoted by λ T and let the extrinsic information from the second decoder be denoted by λ U . During the turbo decoder iterations, these extrinsic informations are obtained by marginalizing the word-wise densities whose θ coordinates are Bλ U +θ 0 and Bλ T +θ 1 , respectively and then subtracting off intrinsic information. Thus, for any particular value of λ T define a column vector
These are the bitwise marginal pseudo posterior probabilities that the second component decoder would output given pseudo prior log likelihood ratios λ T . Similarly, for any particular value of λ U define a column vector
These are the bitwise marginal pseudo posterior probabilities that the first component decoder would output given pseudo prior log likelihood ratios λ U . In practice of course, p 1 and p 2 would be calculated by exploiting the Markovian structure of the channel observations restricted to each of the component codes using, for example, the forward backward algorithm [13] . However, for our purposes, this description suffices. Finally, define the column vector p 0 ∈ [0, 1]
These are the bitwise marginal probabilities associated with the extrinsic information values λ U from the first component decoder together with the extrinsic information values λ T from the second component decoder. We shall also find it convenient to define the matrices P 0 , P 1 , P 2 given by
Note then, that the entry at the ith row and jth column of P 0 , for example, is the probability that the ith and jth bits are one according to the measure whose θ coordinates are B(λ U + λ T ). The same holds true for P 1 and P 2 with B(λ U + λ T ) replaced with Bλ U + θ 0 and Bλ T + θ 1 , respectively. Finally, we define
We shall show in a later section that the turbo decoder may be interpreted as an attempt to solve the nonlinear system of equations
simultaneously using the block nonlinear Gauss Seidel iteration. First, however, we will review the specifics of the Gauss Seidel iteration method for solving a system of equations.
III. THE GAUSS-SEIDEL ITERATION
The Gauss-Seidel iteration is an iterative method for solving a system of equations. It has been discussed most widely for linear systems of equations [14] pp. 480-483, [15] pp. 251-257, and [16] pp. 510-511, but can be generalized to nonlinear systems of equations as well [17] pp. 131-133, pp. 185-197.
For the nonlinear block Gauss Seidel iterations [18] pp. 225, in particular, we would like to solve the system of nonlinear equations
Where, we assume in this case that F : R N → R N . We divide the vector x into halves x = (x 0 , x 1 ) and we divide the system of equations (1) into two halves
After picking an initial estimate for x 1 , we use this estimate to solve (2) for x 0 . We then use this value of x 0 to solve for a new value of x 1 using (3), and the procedure iterates.
Of course, such an iteration does not always converge to the solution to the system of equations: one needs the system which you want to solve to satisfy certain conditions [1] .
We will investigate what the conditions mean for the turbo decoder, but first we show how the turbo decoder can be viewed as a block nonlinear Gauss Seidel iteration.
IV. CONNECTION TO THE TURBO DECODER
Recall that we had one interpretation of the turbo decoder to be an iterative algorithm bent on solving the system of equations
The algorithm operates by solving (6) for λ T given a initial λ U , and then solving (7) for a new λ U given λ T . This λ U is then used to solve for a new λ T in (6) again, and the algorithm repeats, ideally until a solution to the system is found. In the case that a solution is found, it is easy to see from the system above that p 0 = p 1 = p 2 , and thus the pseudo-posteriors from the two decoders agree. Now, to notice that this is a block version of Gauss-Seidel, just write the function
Now, just note that the turbo decoder iterations have the form
This is exactly the same form as (4) and (5), so the turbo decoder is a Gauss Seidel iteration in an attempt to solve the system of equations (6) and (7) simultaneously.
We must now prove that this iteration yields well defined solutions. Indeed, we can prove that it does for λ U , λ T which do not result in decoder posteriors that have bitwise marginal probabilities that are on the boundary of [0, 1] N . We have the following theorem.
Thm. 1 (Uniqueness):
Given a λU as a pseudo posterior, the extrinsic information output λT of the first component decoder is the only solution to (6) for that λU , and we can write a function λ 0 T (λU ) that gives the only solution to (6) for each λU ∈ R such that (λU + λT ) ∈ R N (i.e., λU + λT is finite).
Proof: Consider the derivative of (6) with respect to λ T
We can thus see that ∇ λT [p 0 − p 1 ] is full rank unless p 0 is on the boundary (i.e. at least one of the probabilities are one or zero). We know that a component decoder solves (6) by definition so we have at least one such (λ U , λ T ). The implicit function theorem [19] pp. 224, [20] then tells us that we can have a function λ 0
for all λ U ∈ R N that do not give rise to pseudo-posteriors on the boundary.
Cor. 1:
Given a λT as a pseudo posterior, the extrinsic information output of a component decoder λU is the only solution to (7) for that λT as long as (λU + λT ) ∈ R N (i.e., λU + λT is finite), and we can write a function λ 0 U (λT ) that gives the unique solution to (7) for each of these λT s.
V. CONVERGENCE THEOREM
The convergence of nonlinear Gauss Seidel methods received some significant attention in the numerical analysis literature during the early 1970s. Relevant references include [21] , [22] , and [1] , from which our major result is adapted. Note that here we will use the componentwise ordering, so that x ≤ y ⇐⇒ x i ≤ y i ∀i.
Thm. 2 (Region of Convergence for the Turbo Decoder):
Define the measures q whose θ coordinates are BλU + θ0, r whose θ coordinates are BλT + θ1, and p whose θ coordinates are
T ) ∈ C such that the a and b defined by x = F(λ (0) ) ai = min(xi, 0) ∀i ∈ {1, . . . , N} bi = max(xi, 0) ∀i ∈ {1, . . . , N} are in F(C ), and the set {x|F −1 (a) ≤ x ≤ F −1 (b)} ⊆ C the turbo decoder converges to a unique fixed point in C .
Proof: The outline of our proof parallels that of [1] :
• The conditions for D make the Jacobian of the nonlinear system of equations
strictly diagonally dominant anywhere within D. This, in turn makes the Jacobian an M-matrix [23] .
• Since the Jacobian is an M-matrix everywhere within D, it follows that F is an M-function [1] , [22] .
• Since F is an M-function everywhere in D, the Gauss Seidel block iteration on F converges. Hence, the turbo decoder converges. Begin by determining the Jacobian of F with respect to λ U and λ T . To facilitate this, define λ = λ
Next, note that the block diagonal components of this matrix are indeed diagonal matrices, since the pmf whose θ coordinates are B(λ U +λ T ) is a product measure. Thus we have that
and also that they are finite (i.e. λ U , λ T ∈ R N ), so that p 0 and 1 − p 0 have no elements which are equal to zero so that the diagonal elements of ∇ λ F are all positive. Then, the last four conditions for D, imply that the off-diagonal components of ∇ λ F are non-positive. The other two conditions for D, together with the positivity of the diagonal components and the negativity of the off diagonal components then imply that ∇ λ F is generalized diagonally dominant, which in turns implies, together with its positive diagonal elements and nonpositive off diagonal elements, that ∇ λ F is an M-matrix (see [23] pp. 205 Theorem 6.5). This means then, that the function L(λ, x) = (∇ λ F)x is inverse isotone with respect to x for any
Furthermore, L(λ, x 0 ) for a fixed λ ∈ D is also off diagonally antitone, so that, if we define the ith component of L(λ, x) by L i (λ, x), and if we consider y, x such that x ≤ y and x) . Differentiability of F, and thus the theory of best affine approximations, gives this same property to F(λ) at any point in the interior of D [1] . Thus, on the interior of D, F(λ) is inverse isotone and off-diagonally antitone. Now, consider the function which relates λ
T ] and whose solution
describes the evolution of the turbo decoder. In particular, since the turbo decoder is a block Gauss Seidel iteration on F = 0, we have
To see that the turbo decoder solves this iteration, just recall the Jacobian of F, and note that the block diagonal components which were Diag[p 0 ]Diag[1 − p 0 ] are injective for any real valued λ U , λ T , so that there are no zero or one bitwise marginal probabilities. The implicit function theorem applied to the top half of G = 0, then gives that λ U . Thus, we have an equation whose repeated solution describes the behavior of the turbo decoder. We have
This form makes it easy to see that, given that F is off diagonal antitone and inverse isotone on the interior of D, G(·, x) is is inverse isotone for a fixed x, and G(y, ·) is antitone for a fixed x (all considered in the interior of D). This in turn implies the implicit function h, which satisfies G(h(x), x) = 0 is isotonic. To see this, consider x 0 ≤ x 1 . Now, antitonicity of G gives
Now, inverse isotonicity of G means then that
We now have a function h that describes the turbo decoder through
Of course, we could have written this function from the turbo decoder iterations when we started, but defining it this way made it easy to see some of its properties, namely that it is isotone in D. Now, consider some initialization λ (0) in the interior of D,
and set x = F(λ (0) ). 
will obey y (k) ≤ λ (k) ≤ z (k) , y (k+1) ≥ y (k) , and z (k+1) ≤ z (k) . This shows that y (k) , x (k) , λ (k) all converge to fixed points. Furthermore, F is injective because it was inverse isotone, which is because it was an M-function ([1] Theorem 3.2(a) page 511). The injectivity of F then implies that this fixed point must be unique in C . This proves the theorem.
VI. CONCLUSIONS
Existing methods at analyzing the turbo decoder have all been limited by assumptions, for example large block lengths or graphs without cycles, which can sometimes not be true in practice. Given the need for describing the turbo decoder's convergence behavior in these cases, in this paper we characterized the turbo decoder as the iterative solution of a system of nonlinear equations. We then were able to recognize the form of the iterative solution as a nonlinear block Gauss Seidel iteration. This connection allowed us to adapt existing convergence results from the numerical analysis literature to the turbo decoder. We were then able to prove a theorem which gave conditions for the convergence of the turbo decoder regardless of the block length.
