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Abstract
We study Markov decision processes and turn-based sto-
chastic games with parity conditions. There are three qual-
itative winning criteria, namely, sure winning, which re-
quires all paths must satisfy the condition, almost-sure win-
ning, which requires the condition is satisfied with proba-
bility 1, and limit-sure winning, which requires the condi-
tion is satisfied with probability arbitrarily close to 1. We
study the combination of these criteria for parity conditions,
e.g., there are two parity conditions one of which must be
won surely, and the other almost-surely. The problem has
been studied recently by Berthon et. al for MDPs with com-
bination of sure and almost-sure winning, under infinite-
memory strategies, and the problem has been established to
be in NP∩ coNP. Even inMDPs there is a difference between
finite-memory and infinite-memory strategies. Our main re-
sults for combination of sure and almost-sure winning are
as follows: (a) we show that for MDPs with finite-memory
strategies the problem lie in NP∩ coNP; (b) we show that for
turn-based stochastic games the problem is coNP-complete,
both for finite-memory and infinite-memory strategies; and
(c) we present algorithmic results for the finite-memory
case, both for MDPs and turn-based stochastic games, by re-
duction to non-stochastic parity games. In addition we show
that all the above results also carry over to combination of
sure and limit-sure winning, and results for all other combi-
nations can be derived from existing results in the literature.
Thus we present a complete picture for the study of combi-
nations of qualitative winning criteria for parity conditions
in MDPs and turn-based stochastic games.
Keywords Two-player games, parity winning conditions,
Stochastic games
1 Introduction
Stochastic games and parity conditions. Two-player games
on graphs are an important model to reason about reactive
systems, such as, reactive synthesis [18, 32], open reactive
systems [1]. To reason about probabilistic behaviors of reac-
tive systems, such games are enriched with stochastic tran-
sitions, and this gives rise to models such as Markov deci-
sion processes (MDPs) [23, 33] and turn-based stochastic
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games [19]. While these games provide the model for sto-
chastic reactive systems, the specifications for such systems
that describe the desired non-terminating behaviors are typ-
ically ω-regular conditions [35]. The class of parity win-
ning conditions can express all ω-regular conditions, and
has emerged as a convenient and canonical form of specifi-
cation for algorithmic studies in the analysis of stochastic
reactive systems.
Qualitative winning criteria. In the study of stochastic games
with parity conditions, there are three basic qualitative win-
ning criteria, namely, (a) sure winning, which requires all
possible paths to satisfy the parity condition; (b) almost-sure
winning, which requires the parity condition to be satisfied
with probability 1; and (c) limit-sure winning, which requires
the parity condition to be satisfied with probability arbitrar-
ily close to 1. For MDPs and turn-based stochastic games
with parity conditions, almost-sure winning coincide with
limit-sure winning, however, almost-sure winning is differ-
ent from sure winning [8]. Moreover, for all the winning
criteria above, if a player can ensure winning, she can do so
with memoryless strategies, that do not require to remem-
ber the past history of the game. All the above decision prob-
lems belong to NP ∩ coNP, and the existence of polynomial-
time algorithm is a major open problem.
Combination of multiple conditions. While traditionally
MDPs and stochastic games have been studied with a single
condition with respect to different winning criteria, in re-
cent studies combinations of winning criteria has emerged
as an interesting problem. An example is the beyond worst-
case synthesis problem that combines the worst-case adver-
sarial requirement with probabilistic guarantee [6]. Con-
sider the scenario that there are two desired conditions, one
of which is critical and cannot be compromised at any cost,
and hence sure winning must be ensured, whereas for the
other condition the probabilistic behavior can be considered.
Since almost-sure and limit-sure provide the strongest prob-
abilistic guarantee, this gives rise to stochastic games where
one condition must be satisfied surely, and the other almost-
surely (or limit-surely). This motivates the study of different
conditionswith different qualitative winning criteria, which
has been already studied for MDPs with parity conditions
in [4].
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Table 1. Summary of Results for Sure-Almost-sure as well as Sure-Limit-sure Winning for Parity Conditions. New results are
boldfaced. The reductions give algorithmic results from algorithms for non-stochastic games.
Model Finite-memory Infinite-memory
MDPs NP ∩ coNP NP ∩ coNP [4]
Reduction to non-stochastic parity games
Turn-based coNP-complete coNP-complete
stochastic game Reduction to non-stochastic games
with conjunction of parity conditions
Table 2. Conjunctions of various qualitative winning crite-
ria.
Criteria 1 Criteria 2 Solution Method
Sure ψ1 Sureψ2 Sure (ψ1 ∧ψ2)
Sure ψ1 Almost-sureψ2 This work
Sure ψ1 Limit-sure ψ2 This work
Almost-sureψ1 Almost-sureψ2 Almost-sure (ψ1 ∧ψ2)
Almost-sureψ1 Limit-sure ψ2 Almost-sure (ψ1 ∧ψ2)
Limit-sure ψ1 Limit-sure ψ2 Almost-sure (ψ1 ∧ψ2)
Previous results and open questions. While MDPs and turn-
based stochastic games with parity conditions have been
widely studied in the literature (e.g., [20, 22, 2, 13, 14, 8]),
the study of combination of different qualitative winning
criteria is recent. The problem has been studied only for
MDPs with sure winning criteria for one parity condition,
and almost-sure winning criteria (also probabilistic thresh-
old guarantee) for another parity condition, and it has been
established that even in MDPs infinite-memory strategies
are required, and the decision problem lies in NP∩ coNP [4].
While the existence of infinite-memory strategies represent
the general theoretical problem, an equally important prob-
lem is the existence of finite-memory strategies, as the class
of finite-memory strategies correspond to realizable finite-
state transducers (such as Mealy or Moore machines). The
study of combination of qualitative winning criteria for par-
ity conditions is open for MDPs with finite-memory strate-
gies, and turn-based stochastic games with both infinite-
memory and finite-memory strategies. In this work we
present answers to these open questions.
Our results. In this work our main results are as follows:
1. For MDPs with finite-memory strategies, we show
that the combination of sure winning and almost-
sure winning for parity conditions also belong to NP
∩ coNP, and we present a linear reduction to par-
ity games. Our reduction implies a quasi-polynomial
time algorithm, and also polynomial time algorithm
as long as the number of indices for the sure win-
ning parity condition is logarithmic.Note that no such
algorithmic result is known for the infinite-memory
case for MDPs.
2. For turn-based stochastic games, we show that the
combination of sure and almost-sure winning for par-
ity conditions is a coNP-complete problem, both for
finite-memory as well as infinite-memory strategies.
For the finite-memory strategy case we present a re-
duction to non-stochastic games with conjunction of
parity conditions, which implies a fixed-parameter
tractable algorithm, as well as a polynomial-time al-
gorithm as long as the number of indices of the parity
conditions are logarithmic.
3. Finally, while for turn-based stochastic parity games
almost-sure and limit-sure winning coincide, we show
that in contrast, while ensuring one parity condi-
tion surely, limit-sure winning does not coincide with
almost-sure winning even for MDPs. However, we
show that all the above results established for com-
bination of sure and almost-sure winning also carries
over to sure and limit-sure winning.
Our main results are summarized in Table 1. In addition to
our main results, we also argue that our results complete
the picture of all possible conjunctions of qualitative win-
ning criteria as follows: (a) conjunctions of sure (or almost-
sure) winning with conditions ψ1 and ψ2 is equivalent to
sure (resp., almost-sure) winning with the conditionψ1 ∧ψ2
(the conjunction of the conditions); (b) by determinacy and
since almost-sure and limit-sure winning coincide for ω-
regular conditions, if the conjunction of ψ1 ∧ψ2 cannot be
ensured almost-surely, then the opponent can ensure that
at least one of them is falsified with probability bounded
away from zero; and thus conjunction of almost-sure win-
ning with limit-sure winning, or conjunctions of limit-sure
winning coincide with conjunction of almost-sure winning.
This is illustrated in Table 2 and shows that we present a
complete picture of conjunctions of qualitative winning cri-
teria in MDPs and turn-based stochastic games.
Related works. We have already mentioned the most im-
portant related works above.We discuss other related works
here. MDPs with multiple Boolean as well as quantitative
objectives have been widely studied in the literature [16,
22, 24, 5, 15]. For non-stochastic games combination of vari-
ous Boolean objectives is conjunction of the objectives, and
such games with multiple quantitative objectives have been
studied in the literature [37, 10]. For turn-based stochastic
games, the general analysis of multiple quantitative objec-
tives is intricate, and they have been only studied for special
cases, such as, reachability objectives [17] and almost-sure
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winning [3, 9]. However none of these above works con-
sider combinations of qualitative winning criteria. The prob-
lem of beyond worst-case synthesis has been studied for
MDPs with various quantitative objectives [6, 34], such as
long-run average, shortest path, and for parity objectives [4].
We extend the literature of the study of beyond worst-case
synthesis problem for parity objectives by considering turn-
based stochastic games and the distinction between finite-
memory and infinite-memory strategies.
2 Background
For a countable set S let D(S) = {d : S → [0, 1] | ∃T ⊆
S such that |T | ∈ N,∀s < T . d(s) = 0 and Σs ∈Td(s) = 1} be
the set of discrete probability distributions with finite sup-
port over S . A distribution d is pure if there is some s ∈ S
such that d(s) = 1.
Stochastic Turn Based Games We give a short introduc-
tion to stochastic turn-based games.
A stochastic turn-based game is G = (V , (V0,V1,Vp), E,κ),
where V is a finite set of configurations, V0,V1, and Vp form
a partition of V to Player 0, Player 1, and stochastic config-
urations, respectively, E ⊆ V × V is the set of edges, and
κ : Vp → D(V ) is a probabilistic transition for configura-
tions inVp such thatκ(v,v
′) > 0 implies (v,v ′) ∈ E. If either
V0 = ∅ orV1 = ∅ thenG is aMarkovDecision Process (MDP).
If bothV0 = ∅ andV1 = ∅ thenG is a Markov Chain (MC). If
Vp = ∅ thenG is a turn-based game (non-stochastic). Given
an MC M , an initial configuration v , and a measurable set
W ⊆ Vω , we denote by ProbMv (W ) the measure of the set
of pathsW .
A set of playsW ⊆ Vω is a parity condition if there is
a parity priority function α : V → {0, . . . ,d}, with d as
its index, such that a play π = v0, . . . is inW iff min{c ∈
{0, . . . ,d} | ∃∞i . α(vi ) = c} is even. A parity condition
W where d = 1 is a Büchi condition. In such a case, we
may identify the condition with the set B = α−1(0). A parity
condition W where d = 2 and α−1(0) = ∅ is a co-Büchi
condition. In such a case, wemay identify the conditionwith
the set C = α−1(1).
A strategy σ for Player 0 is σ : V ∗ · V0 → D(V ), such
that σ (w · v)(v ′) > 0 implies (v,v ′) ∈ E. A strategy π for
Player 1 is defined similarly. A strategy is pure if it uses only
pure distributions. A strategy uses memorym if there is a
domainM of sizem and two functions σs : M ×V0 → D(V )
and σu : M × V → M such that for every w · v we have
σ (w ·v) = σs (σu (w ·v),v), where σu (ϵ) is somem0 ∈ M , and
σu (w ·v) = σu (σu (w),v). A strategy is memoryless if it uses
memory of size 1. Two strategies σ and π for both players
and an initial configuration v ∈ V induce a Markov chain
v(σ , π ) = (S(v), P, L,v), where S(v) = {v} ·V ∗ and if v ∈ V0
we have P(wv) = σ (wv), if v ∈ V1 we have P(wv) = π (wv)
and if v ∈ Vp then for every w ∈ V
∗ and v ′ ∈ V we have
P(wv,wvv ′) = κ(v,v ′).
For a gameG , an ω-regular set of playsW , and a configu-
rationv , the valueW fromv for Player 0, denoted val0(W ,v),
and for Player 1, denoted val1(W ,v), are
val0(W ,v) = sup
σ ∈Σ
inf
π ∈Π
Probv(σ ,π )(W )
and
val1(W ,v) = sup
π ∈Π
inf
σ ∈Σ
(
1 − Probv(σ ,π )(W )
)
.
We say that Player 0 winsW surely from v if ∃σ ∈ Σ . ∀π ∈
Π . v(σ , π ) ⊆ W , where by v(σ , π ) ⊆ W we mean that all
paths in v(σ , π ) are inW . We say that Player 0 winsW al-
most surely from v if ∃σ ∈ Σ . ∀π ∈ Π . Probv(σ ,π )(W ) = 1.
We say that Player 0 wins W limit surely from v if ∀r <
1 . ∃σ ∈ Σ . ∀π ∈ Π . Probv(σ ,π )(W ) ≥ r . A strategy σ for
Player 0 is optimal if val0(W ,v) = inf
π ∈Π
Probv(σ ,π )(W ).
A game with conditionW is determined if for every con-
figuration v we have val0(W ,v) + val1(W ,v) = 1.
Theorem 2.1. Consider a stochastic two-player game G , an
ω-regular set of playsW , and a rational r .
• For every configuration v ∈ V we have val0(W ,v) +
val1(W ,v) = 1.
• If G is finite andW a parity condition, one can decide
whether vali (W ,v) ≥ r in NP ∩ co-NP and vali (W ,v)
can be computed in exponential time [11].
• IfW is a parity condition, there is an optimal puremem-
oryless strategy σ such that infπ ∈Π Probv(σ ,π )(W ) =
val0(W ,v) [11].
• If G is a non-stochastic game then vali (W ,v) ∈ {0, 1}
for every v ∈ V and there are optimal pure strategies
for both players [35].
• If G is a non-stochastic game and W is a parity con-
dition, then whether vali (W ,v) = 1 can be decided in
UP∩co-UP [27]. Furthermore, the optimal strategies are
memoryless [36].
• IfG is a non-stochastic game with n configurations and
m transitions and W is a parity condition of index d
then whether vali (W ,v) = 1 can be decided in time
O(nlogd+6) and if d ≤ logn then in time O(mn2.38) [7,
29].
• If G is a non-stochastic game andW is the intersection
of two parity conditions, then whether vali (W ,v) = 1
can be decided in co-NP, whether vali (W ,v) = 0 can be
decided in NP, and there is a finite-state optimal strat-
egy for Player 0 and a memoryless optimal strategy for
Player 1 [12].
3 Sure-Almost-Sure MDPs
Berthon et al. considered the case of MDPs with two parity
conditions and finding a strategy that has to satisfy one of
the conditions surely and satisfy a given probability thresh-
old with respect to the other [4]. Here we consider the case
that the second condition has to hold with probability 1. We
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l
(0, 2)
p
(1, 2)
c
(1, 2)
r
(0, 1)12
1
2
Figure 1.AnMDPwhere Player 0 requires infinite memory
to win. Configuration p is probabilistic and configurations l ,
c , and r are Player 0 configurations. The parity is induced by
the following priorities αs (l) = αs (r ) = 0, αs (p) = αs (c) = 1,
and αas (r ) = 1 and αas (l) = αas (c) = αas (p) = 2.
consider winning conditions composed of two parity con-
ditions. The goal of Player 0 is to have one strategy such
that she can win surely for the sure winning condition and
almost-surely for the almost-sure winning condition. The au-
thors of [4] show that optimal strategies exist in this case
and that it can be decided which of the players wins. Here
we extend their results by showing that Player 0 may need
infinite memory in order to win in such an MDP. However,
checking whether she can win using a finite-memory strat-
egy is a lot simpler than deciding if there is a general win-
ning strategy.
Given a set of configurations V , a sure-almost-sure win-
ning condition is W = (Ws ,Was ), where Ws ⊆ V
ω and
Was ⊆ V
ω are two parity winning conditions. A sure-
almost-sure MDP is G = (V , (V0,Vp), E,κ,W), where all
components are as before and where W is a sure-almost-
sure winning condition. Strategies for Player 0 are defined
as before. We say that Player 0 wins from configuration v
if the same strategy σ is winning surely with respect toWs
and almost-surely with respect toWas .
Theorem 3.1. [4] In a finite SAS parity MDP deciding
whether a configurationv is winning for Player 0 is in NP∩co-
NP. Furthermore, there exists an optimal infinite-state strategy
for the joint goal.
First, we show finite-memory strategies are not strong
enough to capture winning for Player 0.
Theorem 3.2. For SAS MDPs finite-memory strategies are
not strong enough to capture winning.
In Appendix we show that in the MDP in Figure 1 there
is an infinite-memory strategy that can win both the sure
(visit {l , r } infinite often) and almost-sure (visit {r } finitely
often) winning conditions. On the other hand, every finite-
memory strategy that wins almost-surely is losing the sure
winning condition.
We now show a chain of reductions that reduces the
check of whether an SASMDPhas a winning finite-memory
strategy to deciding the winner in a (non-stochastic) parity
game.
Theorem 3.3. In order to decide whether it is possible to win
an SASMDPwithn locations and indicesds anddas with finite
memory it is sufficient to solve a parity gamewithO(n·ds ·das )
configurations and index ds . Furthermore, ds is a bound on the
size of the required memory in case of a win.
The theorem follows from the following Lemmas.
Lemma 3.4. Given an SAS MDP M with n configurations
and almost-sure index of das , checking whether Player 0 has
a finite-memory winning strategy can be reduced to check-
ing whether Player 0 has a finite-memory winning strategy
in an SAS MDP M ′ with O(n · das ) configurations, where the
almost-sure winning condition is a Büchi condition and the
sure winning condition has the same index.
In Appendix we show that we can think about bottom
SCCs where the almost-sure parity condition holds as a
Büchi condition involving a commitment not to visit lower
parities and to visit a minimal even parity infinitely often.
Lemma 3.5. The finite-memory winning in an SAS MDP
where the almost sure winning condition is a Büchi condi-
tion can be checked by a reduction to a (non-stochastic) game
where the winning condition is the intersection of parity and
Büchi conditions.
This Lemma is an instantiation of the result in Theo-
rem 4.4 for the case of almost-sure Büchi. In both cases, the
proof is a version of the classical reduction from stochastic
parity games to parity games [14]. We include the proof of
this lemma in Appendix for completeness of presentation.
The following Lemma is probably folklore. However, we
could not find a source for it and include it here with a proof.
Lemma 3.6. A game with a winning condition that is the
conjunction of Büchi and parity can be converted to an “equiv-
alent” parity game.
In Appendix we show that we can add to the game a mon-
itor that allows to refresh the best parity priority from one
condition that is seen every time that the Büchi set from the
other condition is visited.
Based on Lemmas 3.4, 3.5, and 3.6, we can prove Theo-
rem 3.3.
Proof. Starting from an SAS MDP with n configurations, ds
priorities in the sure winning condition and das priorities in
the almost-sure winning condition the reductions produce
the following games.
The reduction in Lemma 3.4 produces an MDP withO(n ·
das ) configurationswith a parity conditionwithds priorities
and a Büchi condition.
The reduction in Lemma 3.5 multiples the number of con-
figurations by at most four. The resulting game has a win-
ning condition that is the intersection of a parity condition
of index ds and a Büchi condition. The number of configu-
rations remains O(n · das ).
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Finally, the reduction in Lemma 3.6 produces a parity
game with O(n · das · ds ) configurations and ds priorities.
A winning strategy in the parity game is memoryless.
This translated to a strategy with memory ds in the SAS
MDP where the almost-sure condition is a Büchi condition.
In order to use this strategy in the original SAS MDP no
additional memory is required.
It follows that in order to decide whether it is possible to
win an SASMDPwith indicesds anddas with finite memory
we can solve a parity gamewithO(n ·das ·ds ) configurations
and a memory of size ds is sufficient. 
Corollary 3.7. Consider an SAS MDP with n configuration,
sure winning condition of index ds , and almost-sure winning
condition of index das . Checking whether Player 0 can win
with finite-memory can be computed in quasi-polynomial
time. In case that ds ≤ logn it can be decided in polynomial
time.
Proof. This is a direct result of Theorem 3.3 and the
quasi-polynomial algorithm for solving parity games in
[7, 29]. 
4 Sure-Almost-Sure Parity Games
Wenow turn our attention to sure-almost-sure parity games,
which have not been considered in [4]. We have already es-
tablished the difference between finite and infinite memory
for Player 0 even for MDPs. We first show that sure-almost-
sure games are determined. Then, considering the decision
of winning, we show for Player 1 memoryless strategies are
sufficient. It follows that her winning is NP-complete. We
show that deciding whether Player 0 has a (general) win-
ning strategy is co-NP-complete. Finally, we show that the
case of finite memory (for Player 0) can be solved by a re-
duction to (non-stochastic) two-player games.
A sure-almost-sure (SAS) parity game is G =
(V , (V0,V1,Vp), E,κ,W), where all components are as
before and W consists of two parity conditionsWs ⊆ V
ω
andWas ⊆ V
ω . Strategies and the resulting Markov chains
are as before. We say that Player 0 wins G from configura-
tion v if she has a strategy σ such that for every strategy
π of Player 1 we have v(σ ) ⊆ Ws and Probv(σ ,π )(Was ) = 1.
That is, Player 0 has to win for sure (on all paths) with
respect toWs and with probability 1 with respect toWas .
4.1 Determinacy
We start by showing that SAS parity games are determined.
Theorem 4.1. SAS parity games are determined.
In Appendix we prove that a reduction similar to Mar-
tin’s proof that Blackwell games are determined by reduc-
ing them to turn-based two-player [31] games shows deter-
minacy also for SAS games.
4.2 General Winning
We show that determining whether Player 0 has a (general)
winning strategy in an SAS parity game is co-NP-complete
and that for Player 1 finite-memory strategies are sufficient
and that deciding her winning is NP-complete.
Theorem 4.2. In an SAS parity game memoryless strategies
are sufficient for Player 1.
In Appendix we show by an inductive argument over the
number of configurations of Player 1 (similar to that done in
[26, 25, 9]) that Player 1 has a memoryless optimal strategy.
Corollary 4.3. Consider an SAS parity game. Deciding
whether Player 1 wins is NP-complete and whether Player 0
wins is co-NP-complete.
Proof. Consider the case of Player 1. Membership in NP fol-
lows from guessing the (memoryless) winning strategy of
Player 1 in G . The result is an MDP whose winning can
be reduced to a parity game of polynomial size as we have
shown in Section 3. It follows that winning for Player 1 in
such an MDP can be determined in NP. An algorithmwould
guess the two strategies simultaneously and check both in
polynomial time over the resulting Markov chain.
Hardness follows from considering SAS games with no
stochastic configurations [12].
Consider the case of Player 0. Membership in co-NP fol-
lows from dualizing the previous argument about member-
ship in NP and determinacy.
Hardness follows from considering SAS games with no
stochastic configurations [12]. 
4.3 Winning with Finite Memory
We show that in order to check whether Player 0 can win
with finite memory it is enough to use the standard reduc-
tion from almost-sure winning in two-player stochastic par-
ity games to sure winning in two-player parity games [14].
Theorem 4.4. In a finite SAS parity game with n locations
and das almost-sure index deciding whether a node v is win-
ning for Player 0 with finite memory can be decided by a re-
duction to a two-player game withO(n ·das ) locations, where
the winning condition is an intersection of two parity condi-
tions of the same indices.
Proof. Let G = (V , (V0,V1,Vp), E,κ,W). Let pas : V →
[0..das ] be the parity ranking function that inducesWas and
ps : V → [0..ds ] be the parity ranking function that induces
Ws . Without loss of generality assume that both ds and das
are even.
Given G we construct the game G ′ where every configu-
ration v ∈ Vp is replaced by the gadget in Figure 2. That is,
G ′ = (V ′, (V ′0 ,V
′
1 ), E
′
,κ ′,W ′), where the components of G ′
are as follows:
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pas (v)
v
pas (v)(v˜, 0) pas (v)
(v˜, 2)
0
(vˆ, 0)
1
(vˆ, 1)
2
(vˆ, 2)
3
(vˆ, 3)
4
(vˆ, 4)
pas (v)(v˜, 4)
· · ·
· · ·
pas (v)
(v˜,pas (v)+1)
pas (v)
(vˆ,pas (v))
succ(v) succ(v) succ(v) succ(v) succ(v) succ(v)
Figure 2. Gadget to replace probabilistic configurations in reduction for a configuration with odd parity.
• V ′0 = V0 ∪{
(v˜, 2i), (vˆ, 2j − 1)
 v ∈ Vp , 2i ∈ [0..pas (v) + 1],and 2j − 1 ∈ [1..pas (v)]
}
• V ′1 = V1 ∪ {v, (vˆ, 2i) | v ∈ Vp and 2i ∈ [0..pas (v)]}
• E ′ = {(v,w) | (v,w) ∈ E ∩ (V0 ∪V1)
2} ∪
{(v,w) | (v,w) ∈ E ∩ (V0 ∪V1) ×Vp} ∪
{((vˆ, j),w) | (v,w) ∈ E ∩Vp × (V0 ∪V1)} ∪
{((vˆ, j),w) | (v,w) ∈ E ∩V 2p } ∪
{(v, (v˜, 2i)) | v ∈ Vp} ∪
{((v˜, 2i), (vˆ, j)) | v ∈ Vp and j ∈ {2i, 2i − 1}}
• W ′ = W ′s ∩W
′
as , whereW
′
s andW
′
as are the parity
winning sets that are induced by the following prior-
ity functions.
p ′as (t) =


pas (t) t ∈ V0 ∪V1
pas (v) t ∈ {v, (v˜, 2i)}
j t = (vˆ, j)
p ′s (t) =
{
ps (t) t ∈ V0 ∪V1
ps (v) t ∈ {v, (v˜, 2i), (vˆ, j)}
We show that Player 0 sure wins from a configuration
v ∈ V0 ∪ V1 in G
′ iff she wins from v in G with a finite-
memory strategy and she wins from v ∈ V ′p in G
′ iff she
wins from v in G with a finite-memory strategy.
The game G ′ is a linear game whose winning condition
(for Player 0) is an intersection of two parity conditions. It
is known that such games are determined and that the win-
ning sets can be computed in NP∪co-NP [12]. Indeed, the
winning condition for Player 0 can be expressed as a Streett
condition, and hence her winning can be decided in co-NP.
The winning condition for Player 1 can be expressed as a
Rabin condition, and hence her winning can be decided in
NP. It follows that V ′ can be partitioned toW ′0 andW
′
1 , the
winning regions of Player 0 and Player 1, respectively. Fur-
thermore, Player 0 has a finite-memorywinning strategy for
her from every configuration inW ′0 and Player 1 has a mem-
oryless winning strategy for her from every configuration
inW ′1 . Let σ
′
0 denote the winning strategy for Player 0 on
W ′0 and π
′
1 denote the winning strategy for Player 1 onW
′
1 .
LetM be the memory domain used by σ ′0 . For simplicity, we
use the notation σ ′0 ⊆ V
′ × M → V ′ ×M , where for every
m ∈ M andv ∈ V ′0 there is a uniquew ∈ V andm
′ ∈ M such
that ((v,m), (w,m′)) ∈ σ ′ and for everym ∈ M and v ∈ V ′1
and w such that (v,w) ∈ E ′ there is a unique m′ such that
((v,m), (w,m′)) ∈ σ ′0. By abuse of notation we refer to the
successor of a configurationv inG ′ and mean eitherw orw
according to the context.
⇐ We show that every configuration v ∈W ′0 that is win-
ning for Player 0 in G ′ is in the winning regionW0
of Player 0 in G . Let G ′ × M denote the product of
G ′ with the memory domain M , where moves from
configurations in V ′0 × M are restricted according to
σ ′0 . We construct a matching gameG ×M restricted to
the strategy σ0 that is induced by σ
′
0 as follows:
– From a configuration (v,m) ∈ V0 × M the strategy
σ ′0 chooses a successor (w,m
′).
– From a configuration (v,m) ∈ V1 ×M and for every
successor w of v there is a memory value m′ such
that (w,m′) is a reachable pair of configuration and
memory value in G ′ ×M .
– Consider a configuration (v,m) ∈ Vp × M . As v is
a Player 1 configuration in G ′, every configuration
(v˜, 2i) is a possible successor of v according to σ ′0 .
∗ If for some i we have that the choice from (v˜, 2i)
according toσ ′0 is (vˆ, 2i−1). Then, let i0 be themin-
imal such i and let w0 be the successor of v such
that the choice of σ ′0 from (vˆ, 2i0 − 1) is w0. We
update in G ×M the edge from (v,m) to (w0,m
′),
wherem′ is thememory resulting from taking the
path v, (v˜, 2i0), (vˆ, 2i0 − 1), w0 in G
′ ×M . We up-
date in G × M the edge from (v,m) to (w ′,mw ′)
for w ′ , w0, wheremw ′ is the memory resulting
from taking the pathv, (V˜ , 2i0− 2), (vˆ, 2i0− 2),w
′.
Notice that as i0 is chosen to be the minimal the
choice from (V˜ , 2i0−2) to (vˆ, 2i0−2) is compatible
with σ ′0 , where 2i0 − 2 could be 0.
∗ If for all i we have that the choice from (v˜, 2i) ac-
cording to σ ′0 is (vˆ, 2i). Then, for every w succes-
sor of v we update inG ×M the edge from (v,m)
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to (w,m′), wherem′ is thememory resulting from
taking the path v , (v˜,pas (v)), (vˆ,pas ),w .
Notice that if pas (v) is odd then the first case al-
ways holds as the only successor of (v˜,pas (v) + 1)
is (vˆ,pas (v)).
The resulting game G ×M (enforcing the strategy σ0
described above) includes no decisions for Player 0.
Consider the winning conditionWs . Every path inG×
M that is consistent with σ0 corresponds to a path in
G ′ × M that is consistent with σ ′0 and agrees on the
parities of all configurations according to ps . Indeed,
every configuration of the form (v˜, 2i) or (vˆ, j) in G ′
has the same priority according to ps asv (andv inG).
As every path in G ′ × M is winning according toW ′s
then every path inG ×M is winning according toWs .
We turn our attention to consider only the parity con-
dition pas in bothG
′ ×M andG ×M . We think about
G ′ ×M as a parity game with the winning condition
W ′as and aboutG ×M as a stochastic parity game with
the winning conditionWas . As σ
′
0 is winning, all paths
in G ′ ×M are winning for Player 0 according toW ′as .
We recall some definitions and results from [14]. For
k ≤ das , let k denote k if k is odd and k − 1 if k is
even. A parity ranking for Player 0 is ®r : V ′ × M →
[n]das/2 ∪ {∞} for some n ∈ N. For a configuration
v , we denote by ®rk (v) the prefix (r1, r3, . . . , rk ) of r (v).
Let ®r (v) = (r1, . . . , rd ) and ®r (v
′) = (r ′1, . . . , r
′
d
). We
write ®r (v) ≤k ®r (v
′) if the prefix (r1, . . . rk ) is at most
(r ′1, . . . , r
′
k
) according to the lexicographic ordering.
Similarly, we write ®r (v) <k ®r (v
′) if (r1, . . . rk ) is less
than (r ′1, . . . , r
′
k
) according to the lexicographic order-
ing.
It is well known that in a parity game (here G ′ × M)
there is a good parity ranking such that for every v ∈
W ′0 we have ®r (v) , ∞ [28]. A parity ranking is good
if (i) for every vertex v ∈ V0 there is a vertex w ∈
succ(v) such that ®r (w) ≤p(v) ®r (v) and if p(v) is odd
then ®r (w) <p(v) ®r (v) and (ii) for every vertex v ∈ V1
and every vertex w ∈ succ(v) it holds that ®r (w) ≤p(v)
®r (v) and if p(v) is odd then ®r (w) <p(v) ®r (v). Let ®r be
the good parity ranking forG ′×M . Consider the same
ranking for G × M . For a configuration v ∈ Vp × M ,
we write Probv (®r≤k ) for the probability of successors
w of v such that ®r (w) ≤k ®r (v) and Probv (®r<k ) for the
probability of successors w of v such that ®r (w) <k
®r (v).
Definition 4.5 (Almost-sure ranking [14]). A rank-
ing function r : V → [n]das/2 ∪ {∞} for Player 0 is
an almost-sure ranking if there is an ϵ ≥ 0 such that
for every vertex v with r (v) , ∞, the following con-
ditions hold:
– If v ∈ V0 there exists a successor w such that
®r (w) ≤p(v) ®r (v) and if p(v) is odd then ®r (w) <p(v)
®r (v).
– If v ∈ V1 then for every successor w of v we have
®r (w) ≤p(v) ®r (v) and if p(v) is odd then ®r (w) <p(v)
®r (v).
– If v ∈ Vp and p(v) is even then either
Probv (®r≤p(v )−1) = 1 or∨
j=2i+1∈[1..p(v)]
(Probv (®r≤j−2) = 1 ∧ Probv (®r<j ) ≥ ϵ))
– If v ∈ Vp and p(v) is odd then∨
j=2i+1∈[1..p(v)]
(Probv (®r≤j−2) = 1 ∧ Probv (®r<j ) ≥ ϵ)
Lemma 4.6. [14] A stochastic parity game has an
almost-sure ranking iff Player 0 can win for the parity
objective with probability 1 from every configuration v
such that ®r (v) , ∞.
The following lemma is a specialization of a similar
lemma in [14] for our needs.
Lemma 4.7. The good ranking of G ′ × M induces an
almost-sure ranking of G ×M .
We include the proof of this Lemma in Appendix.
As Player 0 has no choices in G × M , it follows that
the strategy σ0 defined above is winning inG . That is,
sure winning according to Ws and almost-sure win-
ning according toWas .
⇒ Consider a configurationv ∈ V such that Player 0 has
a finite-memory winning strategy in G starting from
v . Let the strategy be σ0 and the memory used by σ0
beM . That is, there is a strategy σ0 using finite mem-
ory domain M such that from every configuration in
W0 the probability of winning according toWas is 1
and all plays are winning according toWs . As before,
consider the product of the gameG with the memory
M . The result is a finite-state MDP.
Consider now the imposition of the strategy σ0 to G
′
using the same memory. We have to show how to
update the memory from configurations that result
from inclusions of the gadgets that replace probabilis-
tic configurations in G ′. Consider a configuration v
reached with some memory value m ∈ M . In G the
configuration (v,m) is a probabilistic configuration. It
follows that for every successorw ofv there is a mem-
ory valuemw such that on transition tow thememory
is updated tomw . We do the same in G
′. That is, the
memory staysm while exploring the gadget with con-
figurations v, (v˜, 2i), and (vˆ, j). Once the play reaches
a configurationw the memory is updated tomw as in
G .
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The result is a parity game,whichwe denote byG ′×M .
As all paths inG ×M are winning for Player 0 accord-
ing to the winning conditionWs and the gadgets do
not affect the winning condition W ′s , it follows that
all plays in G ′ × M are winning according toW ′s re-
gardless of the choices of Player 0 and Player 1 in the
gadgets. We have to show that we can augment the
strategy within the gadgets so that all plays are win-
ning according toW ′as .
According to Lemma 4.6 there exists an almost-sure
ranking r : G × M . We show that r induces a good
parity ranking over G ′ ×M .
Lemma 4.8. The almost-sure ranking ofG×M induces
a good ranking of G ′ ×M .
The proof is included in Appendix.
The Theorem follows. 
Corollary 4.9. Consider an SAS game with n configurations,
sure winning condition of index ds , and almost-sure condi-
tion of index of das . Deciding whether Player 0 can win with
finite-memory is co-NP-complete. Deciding whether Player 1
can win against finite-memory is NP-complete.
Proof. Upper bounds follow from the reductions to Streett
and Rabin winning conditions. Completeness follows from
the case where the game has no stochastic configurations.

Remark 4.10. The complexity established above in the case
of finite-memory is the same as that established for the general
case in Corollary 4.3. However, this reduction gives us a clear
algorithmic approach to solve the case of finite-memory strate-
gies. Indeed, in the general case, the proof of NP upper bound
requires enumeration of all memoryless strategies, and does
not present an algorithmic approach, regardless of the indices
of the different winning conditions. In contrast our reduction
for the finite-memory case to non-stochastic games with con-
junction of parity conditions and recent algorithmic results on
non-stochastic games with ω-regular conditions of [7] imply
the following:
• For the finite-memory case, we have a fixed parameter
tractable algorithm that is polynomial in the number
of the game configurations and exponential only in the
indices to compute the SAS winning region.
• For the finite-memory case, if both indices are constant
or logarithmic in the number of configurations, we have
a polynomial time algorithm to compute the SAS win-
ning region.
5 Sure-Limit-Sure Parity Games
In this section we extend our results to the case where the
unsure goal is required to be met with limit-sure certainty,
rather than almost-sure certainty.
Sure-limit-sure parity games. A sure-limit-sure (SLS) parity
game is, as before, G = (V , (V0,V1,Vp), E,κ,W). We denote
the second winning condition with the subscript ls , i.e.,Wl s .
We say that Player 0 wins G from configuration v if she
has a sequence of strategies σi ∈ Σ such that for every i
for every strategy π of Player 1 we have v(σi ) ⊆ Ws and
Probv(σi ,π )(Wl s ) ≥ 1−
1
i . That is, Player 0 has a sequence of
strategies that are surewinning (on all paths) with respect to
Ws and ensure satisfaction probabilities approaching 1 with
respect toWl s .
5.1 Limit-Sure vs Almost-Sure
In MDPs and stochastic turn-based games with parity con-
ditions almost-sure and limit-sure winning coincide [8]. In
contrast to the above result we present an example MDP
where in addition to surely satisfying one parity condition
limit-sure winning with another parity condition can be en-
sured, but almost-sure winning cannot be ensured. In other
words, in conjunction with sure winning, limit-sure win-
ning does not coincide with almost-sure winning even for
MDPs.
Theorem 5.1. While satisfying one parity condition surely,
winning limit-surely with respect to another parity condition
is strictly stronger than wining almost-surely. This holds true
already in the context of MDPs.
Proof. Consider the MDP in Figure 3. Clearly, Player 0 wins
surely with respect to both parity conditions in configura-
tion r . In order to winWs the cycle betweenp and c has to be
taken finitely often. Then, the edge from c to l must be taken
eventually. However, l is a sink that is losing with respect to
Wl s . It follows, that Player 0 cannot win almost-surely with
respect toWl s while winning surely with respect toWs .
On the other hand, for every ϵ > 0 there is a finite-
memory strategy that is sure winning with respect to Ws
and wins with probability at least 1 − ϵ with respect toWl s .
Indeed, Player 0 has to choose the edge from c to p at least
N times, where N is large enough such that 1
2N
< ϵ , and
then choose the edge from c to l . Then, Player 0 wins surely
with respect toWs (every play eventually reaches either l or
r ) and wins with probability more than 1−ϵ with respect to
Wl s . 
5.2 Solving SLS Games
We now present the solution to winning in SLS games,
which is achieved in two parts: (a) first, solve the SAS com-
ponent, and (b) then compute limit-sure reachability to the
SAS-winning region, while respecting the sure parity con-
dition. The memory used in the SLS part has to match the
memory used forwinning in the SAS part. That is, if Player 0
is restricted to finite-memory in the SAS part of the game
she has to consider finite-memory strategies in the SLS part.
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l
(0, 1)
c
(1, 1)
p
(1, 1)
r
(0, 0)
1
2 1
2
Figure 3. AnMDP where Player 0 can ensure sure winning
and win limit-surely but cannot win almost-surely. Con-
figuration p is probabilistic and configurations l , c , and r
are Player 0 configurations. The winning conditions are in-
duced by the following priorities αs (l) = αs (r ) = 0, αs (p) =
αs (c) = 1, and αl s (r ) = 0 and αl s (l) = αl s (c) = αl s (p) = 1.
SAS winning region A. Consider a game G =
(V , (V0,V1,Vp), E,κ,W), whereW = (Ws ,Wl s ). Consider G
as an SAS game and compute the set of configurations from
which Player 0 can win G . Let A ⊆ V denote this winning
region and B = V \ A be the complement region. Clearly,
A is closed under Player 1 moves and under probabilistic
moves. That is, if v ∈ (V1 ∪ Vp) ∩ A then for every v
′
such that (v,v ′) ∈ E we have v ′ ∈ A. Furthermore, under
Player 0’s winning strategy, Player 0 does not use edges
going back from A to B. It follows that we can consider A
as a sink in the gameG .
Reduction to limit-sure reachability. Consider a memoryless
optimal strategy π ∈ Π (we have already established that
Player 1 has an optimal memoryless strategy on all her win-
ning region) for the region B. We present the argument for
finite-memory strategies for Player 0, and the argument for
infinite-memory strategies is similar. Consider an arbitrary
finite-memory strategy σ ∈ Σ, and consider the Markov
chain that is the result of restricting Player 0 and Player 1
moves according to σ and π , respectively.
• Bottom SCC property. Let S be a bottom SCC that in-
tersects with B in the Markov chain. As explained
above, it cannot be the case that this SCC intersects
A (since we consider A as sink due to the closed prop-
erty). Thus the SCC S must be contained in B. Thus,
either S must be losing according toWs or the mini-
mal parity in S according toWl s is odd, as otherwise
in the region S Player 0 ensures sure winning wrtWs
and almost-sure winning wrtWl s against an optimal
strategy π , which means that S belongs to the SAS
winning regionA. This contradicts that S is contained
in B.
• Reachability to A. In a Markov chain bottom SCCs are
reached with probability 1, and from above item it fol-
lows that the probability to satisfy theWl s goal along
with ensuringWs while reaching bottom SCCs in B is
zero. Hence, the probability to satisfyWl s along with
ensuringWs is at most the probability to reach A. On
the other hand, after reaching A, the SAS goal can be
ensured by switching to an appropriate SAS strategy
in the winning region A, which implies that the SLS
goal is ensured. Hence it follows that the SLS problem
reduces to limit-sure reachability toA, while ensuring
the sure parity conditionWs .
Remark 5.2. Note that for finite-memory strategies the ar-
gument above is based on bottom SCCs. Given the optimal
strategy π ∈ Π, we have an MDP, and the SAS region for
MDPs wrt to infinite-memory strategies is achieved by charac-
terizing certain strongly connected components (called Ultra-
good end-components [4, Definition 5]), and hence a similar
argument as above also works for infinite-memory strategies
to show that SLS for infinite-memory strategies for two parity
conditions reduces to limit-sure reachability to the SAS region
while ensuring the sure parity condition (however, in this case
the SAS region has to be computed for infinite-memory strate-
gies).
Limit-sure reachability and sure parity. Consider an SLS
game, with a set T of sink target states, such that the limit-
sure goal is to reachT , and every state inT has even priority
with respect toWs . As argued above, the general SLS prob-
lem can be reduced to the limit-sure reachability and sure
parity problem after computing the SAS regionA (which can
be treated as the absorbing sinkT ). We now present solution
to this limit-sure reachability with sure parity problem. The
computational steps are as follows:
• First, compute the sure winning regionX in the game.
Note that T ⊆ X as T represent sink states with even
priority forWs .
• Second, restrict the game toX and compute limit-sure
reachability region toT , and let the region be Y . Note
that the game restricted toX is a turn-based stochastic
game where almost-sure and limit-sure reachability
coincide.
Let us denote by Z the desired winning region (i.e., from
where sure parity can be ensured along with limit-sure
reachability to T ). We argue the correctness proof that Y
computes the desired winning region Z as follows:
• First, note that since the sure parity conditionWs must
be ensured, the sure winning region X must never be
left. Thus without loss of generality, we can restrict
the game to X . Since Y is the region in X to ensure
limit-sure reachability toT , clearlyZ that must ensure
both limit-sure reachability as well as sure parity is a
subset of Y . Hence Z ⊆ Y .
• Second, for anyϵ > 0, there is a strategy inY to ensure
thatT is reached with probability at least 1−ϵ within
Nϵ steps staying in X (since in the subgame restricted
to X , almost-sure reachability to T can be ensured).
Consider a strategy that plays the above strategy for
Nϵ steps, and if T is not reached, then switches to a
sure winning strategy for Ws (such a strategy exist
since X is never left, and parity conditions are inde-
pendent of finite prefixes). It follows that from Y both
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limit-sure reachability toT as well as sure parity con-
ditionWs can be ensured. Hence Y ⊆ Z .
It follows from above that to solve SLS games, the follow-
ing computation steps are sufficient: (i) solve SAS game,
(ii) compute sure winning region for parity conditions, and
(iii) compute almost-sure (=limit-sure) reachability in turn-
based stochastic games. The second step is a special case
of the first step, and the third step can be achieved in poly-
nomial time [21]. Hence it follows that all the complexity
and algorithmic upper bounds we established for the SAS
games carries over to SLS games. Moreover, as the complex-
ity lower bound results for SAS parity games follow from
games with no stochastic transitions, they apply to SLS par-
ity games as well. Hence we have the following corollary.
Corollary 5.3. All complexity and algorithmic results estab-
lished in Section 4 (resp., Section 3) for SAS turn-based stochas-
tic parity games (resp., MDPs) also hold for SLS turn-based
stochastic parity games (MDPs).
6 Conclusions and Future Work
In this work we considered MDPs and turn-based stochas-
tic games with two parity winning conditions, with com-
binations of qualitative winning criteria. In particular, we
study the case where one winning condition must be sat-
isfied surely, and the other almost-surely (or limit-surely).
We present results for MDPs with finite-memory strategies,
and turn-based stochastic games with finite-memory and
infinite-memory strategies. Our results establish complex-
ity results, as well as algorithmic results for finite-memory
strategies by reduction to non-stochastic games. Some inter-
esting directions of future work are as follows. First, while
our results establish algorithmic results for finite-memory
strategies, whether similar results can be establishes for
infinite-memory strategies is an interesting open question.
Second, the study of beyond worst-case synthesis problem
for turn-based stochastic gameswith quantitative objectives
is another interesting direction of future work.
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A Appendix
A.1 Proofs from Section 3
We include the proof of Theorem 3.2:
Proof. Consider the MDP in Figure 1. HereWs is induced by the Büchi winning condition {l , r } andWas is induced by the
co-Büchi winning condition {r }. That is, in order to win surely, either l or r has to be visited infinitely often in every path
and, in order to win almost surely, r has to be visited finitely often with probability 1.
We show that every finite-memory strategy that wins almost-surely with respect toWas is losing according toWs . Consider
a finite-memory strategy σ . Consider the Markov chain v0(σ ). As σ is finite memory, v0(σ ) is a finite-state Markov chain.
It follows that bottom strongly connected components are reached with probability 1 and once a bottom SCC is reached all
configurations in that SCC are visited with probability 1. Suppose that r appears in some reachable bottom SCC. Then, clearly,
the almost-sure winning condition cannot have the probability 1. It follows that r does not appear in bottom SCCs of v0(σ )
and that in bottom SCCs the choice of Player 0 from configuration c is to go to configuration p. This implies that the infinite
suffix (c · p)ω appears in v0(σ ). However, this path violates the sure winning condition.
We show that Player 0 has an optimal strategy that uses infinite memory. Consider the following strategy. Player 0 plays
in rounds. In the j-th round Player 0 plays as follows. She maintains a counter of how many times the play visited c without
visiting l . As long as the counter is smaller than j she continues moving left from c to p. Once she visits l she moves to round
j + 1. Once the counter reaches j she chooses to visit r by going right from c and moves to round j + 1. It follows that there are
infinitely many rounds and in every round parity 0 forWs is visited. Hence, Player 0 wins surely according toWs . Furthermore,
the probability to reach r in the j-th round is bounded by 1
2j
. Dually, the probability to not visit r in the j-th round is at least
1− 1
2j
. So, from round j onwards the probability never visit r again is at least
∏∞
k=j
(
1 − 1
2k
)
. It follows that the probability to
visit r infinitely often is 0. 
We include the proof of Lemma 3.4:
Proof. Consider an MDP G = (V , (V0,Vp), E,κ,W), where W = (Ws ,Was ). Suppose that there is an winning finite-memory
strategy σ forG . Let σ be composition of σs and σu , whereM = {1, . . . ,m} is the memory domain used by σ . Then, theMarkov
chain GM = (M ×V ,VMp , E
M
,κM ,WM ), where EM = {((m,v), (m′,v ′)) | (v,v ′) ∈ E andm′ = σu (m,v
′)}, for (m,v) such that
v ∈ Vp we have κ
M induced by κ in the obvious way and for (m,v) such that v ∈ V0 we have κ
M induced by σs (m,v). The
conditionWM is obtained by considering the projection of a play onVω . Clearly,GM is a finite-state Markov chain. It follows
that inGM bottom SCCs are reached with probability 1 and in every bottom SCC every configuration is visited infinitely often
with probability 1. Consider a bottom SCC in GM . There is some minimal parity appearing in this bottom SCC, which will
be visited infinitely often. It follows that we can consider this minimal parity as a Büchi condition. We reduce the optimal
winning with finite-memory in G to the optimal winning with finite-memory in an MDPG ′, where the almost-sure winning
condition is a Büchi condition and the sure winning condition has the same index.
Formally, we have the following. Let αas : V → {0, . . . , 2das } be the parity function inducing Was and let αs : V →
{0, . . . , 2ds } be the parity function inducingWs . Let Gb = (V
′
, (V ′0 ,V
′
p ), E
′
,κ ′,W ′), where Gb has the following components.
For a set V let V˜ denote the set {v˜ | v ∈ V }.
• V ′ = V ∪ V˜ ∪V × {0, 2, . . . , 2das } ∪ {⊥}
• V ′0 = V0 ∪ V˜ ∪V0 × {0, 2, . . . , 2das }
• V ′p = V
′ \V ′0
• E ′ = {(v, w˜) | (v,w) ∈ E} ∪ {(⊥,⊥)} ∪
{(v˜, (v, i)), (v˜,v), (v˜,⊥) | v ∈ V } ∪
{((v, i), (w, i)) | (v,w) ∈ E and αas (v) ≥ i} ∪
{((v, i),⊥) | αas (v) < i}
• For v ∈ Vp we have κ
′(v, w˜) = κ ′((v, i), (w, i)) = κ(v,w) and κ ′((v, i),⊥) = 1.
• W ′ = (W ′s ,W
′
as ), whereW
′
s is induced by α
′
s (q) = α
′
s (q˜) = α
′
s (q, i) = αs (q) and αs (⊥) = 1 andW
′
as is induced by α
′
as
where α ′as (q, i) = 0 if αas (q) = i and α
′
as is 1 for all other configurations.
The MDPGb has an original (extended) copy ofG and additional das + 1 restricted copies ofG . In the original copy (V ∪ V˜ ),
every move in G is mimicked by two moves in Gb . Before getting to a location in V we pass through a location in V˜ , where
Player 0 is given a choice between progressing to V (and effectively staying in the original copy) or moving on to one of the
restricted copies (or giving up by going to ⊥). Each of the other das + 1 copies corresponds to a bottom strongly connected
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v
v ∈ B
(v˜, 0)
(vˆ, 0)
succ(v)
v
v < B
(v˜, 0) (v˜, 2)
(vˆ, 0) (vˆ, 1)
succ(v) succ(v)
Figure 4. Gadget to replace probabilistic configurations in the reduction.
component where moves are restricted by some priority. Thus, in the 2i-th copy, it is impossible to move to locations with
parity lower than 2i (this is an immediate loss for Player 0), and the locations of parity 2i are Büchi locations.
Given a finite-memory winning strategy in G it can be extended to a finite-memory winning strategy in Gb by making
Player 0 move to configurations of the form (q, i) when reaching a bottom SCC whose minimal parity is i . By i being the
minimal parity in the bottom SCC, transitions to ⊥ will not appear. The sure winning condition does not change. In the other
direction, a finite-memory strategy in Gb ensures that all bottom SCCs visit the Büchi configurations infinitely often. Thus,
for every bottom SCC there is an i such that the SCC is composed only of configurations of the form (q, i). There must be
some state (q′, i) such that αas (q
′) = i . Furthermore, ⊥ cannot be visited (as the strategy is winning) and hence the transitions
in the SCC correctly reflect all possible transition in the same SCC in G . 
We include the proof of Lemma 3.5:
Proof. Consider an MDP G = (V , (V0,Vp), E,κ,W), where W = (Ws ,Was ) is such thatWas is a Büchi condition. Let B ⊆ V
denote the set of Büchi configurations of the almost-sure winning condition. Let ps : V → [1..ds ] be the parity ranking
function that inducesWs . We create the (non-stochastic) game G
′ by replacing every configuration v ∈ Vp by one of the
gadgets in Figure 4. Formally,G ′ = (V ′, (V ′0 ,V
′
1 ), E,W
′), where the components ofG ′ are as follows:
• V ′0 = V0 ∪ {(v˜, 0), (v˜, 2), (vˆ, 1) | v ∈ Vp}
• V ′1 = {v, (vˆ, 0) | v ∈ Vp}
• E ′ = {(v,w) | (v,w) ∈ E ∩ (V0 ×V0)} ∪
{(v,w) | (v,w) ∈ E ∩ (V0 ×Vp)} ∪
{((vˆ, i),w) | (v,w) ∈ E ∩ (Vp ×V0)} ∪
{((vˆ, i),w) | (v,w) ∈ E ∩ (Vp ×Vp)} ∪
{(v, (v˜, 0)), ((v˜, 0), (vˆ, 0)), ((v˜, 2), (vˆ, 1)) | v ∈ Vp} ∪
{(v, (v˜, 2)) | v ∈ Vp ∩ B}
• W ′ is the winning condition resulting from the conjunction (intersection) of the Büchi conditionV0∩B∪{(vˆ, 0) |v ∈ Vp}
and the parity condition induced from α ′ : V ′ → [1..ds ], where α
′(v) = αs (v) forv ∈ V0 and α
′(v) = α ′(v˜, i) = α ′(vˆ, i) =
αs (v).
We show that if Player 0 has a finite-memory winning strategy inM shewins inG . Consider the combination of the winning
strategy for Player 0 inM withM . It follows that every bottom SCC is winning according to bothWs andWas . We define the
following strategy inG ′ that uses the same memory. We have to extend the strategy by a decision from configurations of the
form (vˆ, 1), which belong to Player 0 inG ′. If the configuration (vˆ, 1) is in a bottom SCC, Player 0 chooses the successor ofv that
minimizes the distance to B. By assumption every bottom SCC has some configuration in B appearing in it. If the configuration
(vˆ, 1) is in a non-bottom SCC, Player 0 chooses the successor of v with minimal distance to exit the SCC. Consider a play
consistent with this strategy. Clearly, this play is possible also in the MDP G . By assumption the play satisfies αs . If a play
visits infinitely often configurations of the type (vˆ, 0), then this play satisfies the Büchi winning condition. Consider a play
that visits finitely often configurations of the type (vˆ, 0). It follows that whenever it visits a configuration of the type v the
distance to leave non-bottom SCC decreases and hence the play eventually reaches a bottom SCC. Similarly, after reaching a
bottom SCC whenever a configuration of the type v is visited the distance to B decreases.
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We show that if Player 0 wins the gameG ′ she has a finite-memory winning strategy inM . AsG ′ does not have stochastic
elements and as the winning condition there is ω-regular, Player 0 has a finite-memory pure winning strategy. In case that
from v Player 1 chooses the successor (v˜, 0) then the strategy instructs Player 0 what to do from every successor of v . In
case that from v Player 1 chooses the successor (v˜, 2) then the strategy instructs Player 0 to choose a unique successor of v .
The strategy of Player 0 in M follows the strategy of Player 0 in G . Whenever after a configuration v ∈ Vp we discover that
the successor is the one that is consistent with the choice from (vˆ, 1) we update the memory accordingly. Whenever after
a configuration v ∈ Vp we discover that the successor is not consistent with the choice from (vˆ, 1) we update the memory
according to the choice from (vˆ, 0).
Consider a play in M consistent with this strategy. Clearly, a version of this play appears also in G . As both the game and
the MDP agree onWs and the strategy in G is winning it follows thatWs is satisfied inM as well. Consider now the winning
conditionWas . If the play visits only finitely many configurations in Vp then it is identical to the play in G and satisfies also
Was . If the play visits infinitely many configurations inVp ∩B then it is clearly winning according toWas . Otherwise, the play
visits infinitely many configurations inVp but only finitely many inVp ∩B. The play cannot stay forever in a non-bottom SCC
of G (combined with the strategy of Player 0). Indeed, there is a non-zero probability for the probabilistic choices to agree
with the strategy of Player 0 and leave this non-bottom SCC. Similarly, when reaching a bottom SCC, as all configurations of
the SCC will be visited with probability 1 and from the strategy being winning inG ′ we conclude that there is a configuration
in B appearing in this bottom SCC and it will be visited infinitely often. 
We include the proof of Lemma 3.6:
Proof. Let the parity condition be induced by the priority function α : V → [0..d] and let the Büchi condition be B ⊆ V . For
a parity p let ⌈p⌉ denote p if p is odd and p + 1 otherwise. We take the product of the game with the deterministic monitor
M = (V , {0, . . . , ⌈d⌉} × {⊥,⊤}, δ ,α ′), where α ′(i,⊤) = i and α ′(i,⊥) = ⌈i⌉ and δ is defined as follows. We note that the
monitor “reads” the configuration of the game.
δ ((i, β),v) =
{
(α(v),⊤) v ∈ B or α(v) < i
(i,⊥) v < B and α(v) ≥ i
That is, the monitor memorizes the lowest parity that has been seen since a visit to the Büchi set. The monitor signals a
“real” visit to parity i whenever its second component is ⊤. The second component can become ⊤ whenever a Büchi state is
visited or when the visited priority is lower than all priorities visited since the last visit to the Büchi set.
Consider a play p inG that is winning according to both the Büchi condition and the original parity condition. Let e be the
least (even) parity to be visited infinitely often in p according to α . Let j be the index such that pi is a visit to B and after j
there are no visits to parities smaller than e . Then, for every j ′ ≥ j there is a j ′′ ≥ j such that pj′′ ∈ B. If pj′′ also has parity e
then the state of the monitor after reading pj′′ is (e,⊤). If pj′′ has parity greater than e then let j
′′′
> j ′′ be the minimal such
that pj′′′ has parity e . Then the state of the monitor after reading pj′′′ is (e,⊤). It follows that (e,⊤) is visited infinitely often.
Also, from the structure of the monitor, the only way that the monitor signals a parity smaller than e is if parities smaller
than e are visited in the game. It follows that the monitor signals acceptance.
Consider a play p in G for which the minimal parity indicated by α ′ to be visited infinitely often is even. The only states
of the monitor for which α ′(·) is even are of the form (i,⊤). States of the form (i,⊤) can appear at most d/2 times without a
visit to a configuration in B, indeed, without a visit to B i can only decrease. It follows that p visits B infinitely often. Let e
be the least (even) parity to be visited infinitely often in p according to α ′. Let j be the location such that for every j ′ ≥ j we
have α ′(·) ≥ e . By the structure of the monitor, for every j ′ > j we have α ′(·) has parity at least e . Furthermore, the only way
for α ′(·) to signal parity e is after a visit to a state pj′′ for which α(pj′′) = e . It follows that B is visited infinitely often and that
the minimal parity to be visited infinitely often is even. 
A.2 Proofs from Section 4
We include the proof of Theorem 4.1:
Proof. We define a Martin-like reduction that annotates configurations with the values that Player 0 can get from them
according toWas [31]. Formally, we have the following. LetG = (V , (V0,V1,Vp), E,κ,W). We define the following two-player
game: Let G ′ = (V ′, (V ′0 ,V
′
1 ), E
′
,W ′), where G ′ has the following components:
• The set of configurations V ′ = V ′0 ∪ V
′
1 , where V
′
0 = {(v, r ) | v ∈ V and r ∈ [0, 1)} and V
′
1 = {(v, f ) | v ∈ V and f :
succ(v) → ([0, 1) ∪ {⊥})}
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• The transitions ofG ′ are as follows.
E =
{
((v, r ), (v, f ))
 v ∈ V0, ∃w ∈ succ(v) . f (w) , ⊥and f (w) ≥ r
}
∪{
((v, r ), (v, f ))
 v ∈ V1, ∀w ∈ succ(v) . f (w) , ⊥and f (w) ≥ r
}
∪{
((v, r ), (v, f ))
 v ∈ Vp,∀w ∈ succ(v) . f (w) , ⊥and ∑w ∈succ(v) κ(v,w) · f (w) ≥ r
}
∪
{((v, f ), (w, f (w))) | w ∈ succ(v) and f (w) , ⊥}
• The winning condition is:
W ′ = {w | w ∈ (V × (0, 1))∗ · (V × {0})ω andw ⇓V ∈Ws } ∪
{w | w ∈ (V × (0, 1))ω andw ⇓V ∈Ws ∩Was }
That is, every configuration is annotated by the value that Player 0 can win from it according toWas . Then, Player 0 chooses a
function that shows what the value is for the successors of v followed by a choice of Player 1 of which successor to follow. In
configurations inV0, Player 0 is allowed to use ⊥ to some successors to signify that she has to win from at least one successor.
In configurations inV1, Player 0 must choose numerical values for all successors. She must choose a value larger than current
value for all of them. Indeed, if the value is lower than current value for one of them Player 1 would choose that successor and
win. In configurations in Vp , Player 0 must choose numerical values for all successors. The weighted average of the values of
successors must be at least the current value. This means that some successors can have the value 0. If the value is 0, Player 0
still needs to win according toWs . That is, the game proceeds with the value 0 forever. If the value is non-zero, she needs to
show that she can win according toWs and obtain that value for the measure of winning paths according toWas .
This is a turn-based two-player game (albeit somewhat large) and as such is determined [30]. LetW ′0 be the set of configu-
rations winning for Player 0 in G ′. We show that v is winning for Player 0 in G iff {v} × [0, 1) ⊆ W ′1 . That is, Player 0 wins
from (v, r ) for every possible value of r (note that 1 is not a possible value of r ).
Suppose that Player 0 wins from (v, r ) for every r ∈ [0, 1). It follows that for every ϵ > 0 there is a strategy of Player 0
winning from (v, 1− ϵ). All the plays consistent with this strategy are winning according toWs . According to Martin’s proof
[31] the measure of plays winning for Player 0 forWas is at least 1 − ϵ . The two together show that Player 0 wins from v .
Suppose otherwise, then there is some value r such that Player 1 wins from (v, r ) inG ′. If r = 0, then the strategy of Player 1
inG ′ can be used to show that Player 1 wins according to the winning conditionWs . If r , 0 then Martin’s proof can be used
to show that Player 1 has a strategy that forces the measure of plays not inWas to be at least 1 − r > 0. 
We include the proof of Theorem 4.2:
Proof. WLOG we consider that every Player 1-configuration v has two successors va and vb : if v has one successor it can be
considered as Player 0-configuration; and the case where there are more than two successors can be reduced to the case of
two successors by adding more configurations for Player 1. We prove the result by induction on the number of configurations
controlled by Player 1. This technique has used in the context of non-stochastic games [26], as well as stochastic games [25, 9],
but only for single objectives, whereas we use it for combination of qualitative criteria.
If there are no configurations controlled by Player 1 then clearly amemoryless strategy suffices for her. Assume by induction
that in a game with less than k configurations controlled by Player 1 she can win with memoryless strategies. Consider a
game with k configurations in V1. Let v be such a configuration that has two successors va and vb . Let Ga be the game G
where the edge from v to vb is removed and let Gb be the game G where the edge from v to va is removed. Assume that
Player 1 wins inG but requires memory to do so. It follows that Player 1 cannot win bothGa andGb , otherwise, by induction,
she would have a memoryless winning strategy and the same strategy would be extended to a memoryless winning strategy
inG . It follows that Player 0 has winning strategies σa and σb inGa andGb , respectively. We compose σa and σb to a winning
strategy inG . Player 0 starts playing according to σa . Considering a historyh = v0 · · ·vn ,h can be partitioned toh0,h1, . . . ,hk ,
where for every i the last configuration of hi is v and v does not appear elsewhere in hi . Let ha be the restriction of h to those
hi such that vb is not the first configuration in hi (including h0). Let hb be the restriction of h to those hi such that vb is the
first configuration in hi (excluding h0). Then, the strategy σ in G plays according to σa if the last move from v was to va (or
v has not been visited) and according to σb if the last move from v was to vb . When playing according to σa the strategy σ
considers the history ha and whenever playing according to σb the strategy σ considers the history hb . It follows that σ is
well defined.
Consider a play r consistent with σ . Clearly, r can be partitioned to r0, . . . according to the visits to v similar to the way a
history is partitioned and to the projections ra and rb . Then, ra and rb are plays in Ga and Gb consistent with σa and σb . It
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follows that ra and rb are winning for Player 0 according toWs . AsWs is a parity condition the minimum parity occurring
infinitely often in ra is even and the minimum parity occurring in rb is even. It follows that the minimal parity occurring
infinitely often in r is even and it is winning according toWs .
Given a strategy for Player 1 and the resulting Markov chain w(σ , π ) we can consider the same partition to wa(σ , π ) and
wb (σ , π ) of the Markov chains. The Markov chainwa(σ , π ) is consistent with σa andwb (σ , π ) is consistent with σb . It follows
that the probability of winning according toWas is 1 in bothwa(σ , π ) andwb (σ , π ).
The shuffle of two plays r1 and r2 is a play r = u0,u1, . . ., where ui ∈ V
∗ and r1 = u0 · u2 · · · and r2 = u1 · u3 · · · . A
winning condition is shuffle closed if for every two plays r1, r2 ∈ W we have that every shuffle r is inW as well. Clearly,
parity condition is shuffle closed. For shuffle-closed winning conditions we know that
Probw (σ ,π )(Was)) ≥ min(Probwa (σ ,π )(Was ), Probwb (σ ,π )(Was)).
As σa and σb are winning it follows that Probwa (σ ,π )(Was ) = 1, Probwb (σ ,π )(Was ) = 1 and Probw (σ ,π )(Was)) ≥ 1. 
We include the proof of Lemma 4.7:
Proof. Let ϵ be the minimal probability of a transition inG . AsG is finite ϵ exists. For configurations inV0 ∪V1 the definitions
of good parity ranking and almost-sure ranking coincide.
Consider a configuration v ∈ Vp and the matching configuration v. Let p = pas (v). Consider the appearance of (v,m) in
G ×M and (v,m) in G ′ ×M for some memory valuem. We consider the cases where p is even and when p is odd.
• Suppose that p is even. If there is some minimal i such that the choice of σ ′0 from ((v˜, 2i),m
′) inG ′×M is ((vˆ, 2i−1),m′′).
Then, there is somew ∈ succ(v) and somem′′′ such that
®r (w,m′′′) <2i−1 ®r ((vˆ, 2i − 1),m
′′) ≤p ®r ((v˜, 2i),m
′) ≤p ®r (v,m).
It follows that Probv (®r<2i−1) ≥ ϵ . Furthermore, as i is minimal it follows that i , 0 and that the choice of σ
′
0 from
((v˜, 2i − 2),n) is ((vˆ, 2i − 2),n′), which belongs to Player 1 inG ′×M . Then, for every successor (w,n′′′) of ((vˆ, 2i − 2),n′)
we have
®r (w,n′′′) ≤2i−2 ®r ((vˆ, 2i − 2),n
′′) ≤p ((v˜, 2i − 2),n
′) ≤p (v,m).
It follows that Probv (®r≤2i−2) ≥ 1.
If there is no such i , then the choice of σ ′0 from ((v˜,p),m
′) in G ′ ×M is ((vˆ,p),m′′) and for every w ∈ succ(v) there is
somem′′′ such that
®r (w,m′′′) ≤p ®r ((vˆ,p),m
′′) ≤p ®r ((v˜,p),m
′) ≤p ®r (v,m).
If follows that Probv (®r≤p ) ≥ 1.
• Suppose that p is odd. In this case there must be some minimal i such that the choice of σ ′0 from ((v˜, 2i),m
′) is ((vˆ, 2i −
1),m′′). We can proceed as above.

We include the proof of Lemma 4.8:
Proof. The conditions for parity ranking and almost-sure ranking are the same for Player 0 or Player 1 configurations. Consider
a configuration (v,m) in G ×M and the matching (v,m) in G ′ ×M .
• Suppose that v is such that p(v) is even. We set the ranking r for all configurations in the gadget replacing v to r (v).
By definition 4.5 for v we know that either Probv (®r≤p(v )−1) = 1 or there is some odd j such that Probv (®r≤j−2) = 1 and
Probv (®r<j ) ≥ ϵ .
– In the first case, from v and for every i we know that r (v) ≥p(v)−1 r (v˜, 2i). Similarly, for (v˜, 2i) we know that
r (v˜, 2i) ≥p(v)−1 r (vˆ, 2i). Finally, as p(vˆ, 2i) = 2i and for every successor w we are ensured that r (vˆ, 2i) ≥p(v)−1 r (w),
which implies that r (vˆ, 2i) ≥2i−1 r (w). It follows, that for every Player 1 configuration in the gadget we have that the
ranking does not increase for its parity for all successors and for Player 0 configurations there is a successor such
that the ranking does not increase.
– In the second case, let j be the minimal odd number such that Probv (®r≤j−2) = 1 and Probv (®r<j ) ≥ ϵ . It follows that
there is some successorw for which ®r (w) <j ®r (v).
As before, from v and for every i we know that r (v) ≥p(v)−1 r (v˜, 2i). For (v˜, 2i) such that 2i < j we know that
r (v˜, 2i) ≥p(v)−1 r (vˆ, 2i). For (v˜, 2i) such that 2i > j we know that r (v˜, 2i) ≥p(v)−1 r (vˆ, 2i − 1). Finally, for i < j we know
that for all successorsw ofv we have r (v) ≥j−2 r (w). It follows that r (vˆ, 2i) ≥2i r (w). For i ≥ j we know that for some
successorw of v we have r (v) >j r (w). It follows that r (vˆ, 2i − 1) >2i−1 r (w).
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• Suppose that v is such that p(v) is odd. We set the ranking r for all configurations in the gadget replacing v to r (v). By
definition 4.5 for v we know that there is some odd j such that Probv (®r≤j−2) = 1 and Probv (®r<j ) ≥ ϵ .
Let j be the minimal odd number such that Probv (®r≤j−2) = 1 and Probv (®r<j ) ≥ ϵ . It follows that there is some successor
w for which ®r (w) <j ®r (v).
As before, from v and for every i we know that r (v) ≥p(v)−1 r (v˜, 2i). For (v˜, 2i) such that 2i < j we know that
r (v˜, 2i) ≥p(v)−1 r (vˆ, 2i). For (v˜, 2i) such that 2i > j we know that r (v˜, 2i) ≥p(v)−1 r (vˆ, 2i − 1). Finally, for i < j we
know that for all successorsw of v we have r (v) ≥j−2 r (w). It follows that r (vˆ, 2i) ≥2i r (w). For i ≥ j we know that for
some successorw of v we have r (v) >j r (w). It follows that r (vˆ, 2i − 1) >2i−1 r (w).
It follows that r induces a good parity ranking on G ′ ×M . Then, Player 0 wins in G ′ ×M according toWas . 
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