We consider distillation of entanglement from two qubit states which are mixtures of three mutually orthogonal states: two pure entangled states and one pure product state. We distill entanglement from such states by projecting n copies of the state on permutationally invariant subspace and then applying one-way hashing protocol. We find analytical expressions for the rate of the protocol. We also generalize this method to higher dimensional systems. To get analytical expression for two qubit case, we faced a mathematical problem of diagonalizing a family of matrices enjoying some symmetries w.r.t. to symmetric group. We have solved this problem in two ways: (i) directly, by use of Schur-Weyl decomposition and Young symmetrizers (ii) showing that the problem is equivalent to a problem of diagonalizing adjacency matrices in a particular instance of a so called algebraic association scheme.
I. INTRODUCTION
Pure entanglement is fundamental resource in quantum information [1] [2] [3] . However, usually the parties who want to perform some communication task have access to mixed entanglement. In such a case in order to obtain useful entanglement they should be able to distill pure entanglement -usually in the form of maximally entangled pairs. Procedures which allow to distill entanglement are called distillation protocols and are realized by means of local operations and classical communication [4] [5] [6] [7] . Let us suppose that two parties -Alice and Bob -share n copies of a state ρ, they process them by a protocol P and obtain m copies of maximally entangled pairs. The ratio lim n→∞ m n is called the rate of the protocol P with respect to state ρ. The maximum of the rate over all distillation protocols is called distillable entanglement of a state ρ. Distillable entanglement is difficult to calculate and is only known for certain states, i.e., bound entangled states or maximally correlated state [8] [9] [10] [11] [12] [13] . However, one can always find a lower bound on distillable entanglement by calculating rate of a particular protocol.
In [14] authors introduced an efficient protocol for two qubit states which are mixtures of one pure entangled state and one pure product state which are orthogonal to each other. In the present manuscript we apply this protocol to two qubit states which are mixtures of three mutually orthogonal states: two pure entangled states and one pure product state. We find analytical expressions for the rate of the protocol. Moreover, we generalize the protocol to entangled state of qudits, i.e., d-dimensional quantum system.
To obtain the analytical expression for two-qubit case, we face a problem of diagonalizing a family of matrices, which arise from projecting n copies of a state diagonal in a 1 √ 2 (|0 ± |1 ) basis onto a subspaces spanned by vectors of fixed number of 1's in computational basis. We present two solutions to the problem. The first solution exploits group theoretical methods such as Schur-Weyl decomposition and Young symmetrizers. The second method refers to so called algebraic association schemes [15] . It turns out that our problem is directly related to diagonalization of so called adjacency matrices in a particular algebraic association acheme called Johnson scheme, whose solution is known.
The paper is organized as follows. In Section II we describe the basic protocol for entangled states of two qubits. The protocol consists of two parts: measurement of n copies of the state and application of one way hashing protocol to the post-measurement state. In Section III we generalize this protocol to higher dimensional systems. In Section IV we calculate coherent information of the post-measurement state of Section II, i.e. the rate of one-way hashing protocol. The main effort is here to find analytically the eigenvalues of a family of matrices. In Sec. IV D we obtain the form of eigenvalues via two different methods: in Sec. IV D 2 via group theoretic methods, and in Sec. IV D 3 via algebraic association schemes. In Section V we present rates of the protocol for various states of Section II.
II. BASIC PROTOCOL FOR ENTANGLED STATES OF TWO QUBITS
Let Alice and Bob share N = 2 k copies of a state
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where
First Alice and Bob project their parts of the state on subspace spanned by vectors with definite number of 0's and 1's. If Alice finds the same numbers of 0's and 1's as Bob then they perform one-way hashing protocol. If Alice finds different numbers of 0's and 1's than Bob then they divide N pairs of qubits into two equal groups and perform analogous measurements on each group independently. The probability that Alice and Bob succeed in the first step, i.e., Alice finds the same numbers of 0's and 1's as Bob, is equal to the probability of having 2 k states q|Φ
| AB because terms containing states |01 01| are not in the subspace on which Alice and Bob project the state, i.e, it is equal to p(S 1 ) = x 2 k . We assume that if they succeed in the first step they can distill entanglement from the post-measurement state at partial rate R 1 . If in the first step Alice and Bob do not succeed, then in the second step Alice and Bob can succeed at most for one group of pairs of qubits. The probability that Alice and Bob succeed for one group of pairs of qubits in the second step and they do not succeed in the first step is equal to p(S 2 , F 1 ) = 2p(s 2 )p(f 2 ), where p(s 2 ) = x 2 k−1 is probability of having 2 k−1 states
The factor 2 stands because Alice and Bob can succeed for the first or the second group of pairs of qubits. We assume that if they succeed in the second step they can distill entanglement from the post-measurement state at partial rate R 2 . Moreover, Alice and Bob divide a group of N 2 pairs of qubits for which they did not succeed into two equal groups and perform analogous measurements on each group independently. They repeat the procedure until k − 1-th step (there is no sense to perform the measurement on one pair of qubits). In general the probability that Alice and Bob succeed in the i-th step for one of two groups of 2 k−i+1 pairs of qubits and they did not succeed in the i − 1-th step for a group of 2 k−i+2 pairs of qubits (they also did not succeed in all previous steps for any group of qubits containing the latter group) is equal to p(
pairs of qubits. Hence the total rate of the protocol is
The factor 1 2 k stands because Alice and Bob start with N = 2 k copies of a state ρ AB and the factor 2 i−2 stands because in the i − 1-th step Alice and Bob could have 2 i−2 groups of pairs of qubits for which they did not succeed. It is convenient to write the total rate of the protocol in the following form
with R k = 0. Let us now calculate partial rates R i . The probability that Alice finds l 0's and 2 k−i+1 − l 1's in a group of n = 2 k−i+1 pairs of qubits under the condition that Alice finds the same numbers of 0's and 1's as Bob is equal to
and the post-measurement state is
where P l are projectors which project onto a subspace of (C 2 ) ⊗n spanned by all standard basis vectors, having l 1's and n − l 0's, such as | 0 . . . 0
Note that the post-measurement state does not depend on results of previous measurements [14] . Having large number of copies of a state ρ (n) lAB they can apply one-way hashing protocol and distill entanglement at rate equal to coherent information I c of state ρ [16, 17] . Hence the partial rates are
III. GENERALIZED PROTOCOLS FOR ENTANGLED STATES OF QUDITS
Let us consider the following state
Let Alice and Bob apply a similar protocol as before, i.e., in successive steps they project their parts of n = 2
copies of pairs of qudits on a subspace spanned by vectors with definite numbers of 0's, 1's, 2's and so on. If Alice and Bob measure the same numbers of 0's, 1's, 2's and so on, then the post-measurement state is maximally entangled state of Schmidt rank 
where the sum runs over 0
. However there exists a protocol which achieves higher rates. It happens that projective measurements performed by Alice and Bob are too invasive, i.e., they destroy too much entanglement. Let us instead define projectors
and let in successive steps both Alice and Bob perform mesurements given by these projectors on n = 2 k−i+1 copies of pairs of qudits. These projectors discriminate the number of |Φ + d AB states versus the number of |01 AB states as well as projectors which project on a subspace spanned by vectors with definite numbers of 0's, 1's, 2's and so on and they are less invasive. If Alice and Bob measure the same numbers of 0's, i.e., they both obtain P lA(B) as a result of the measurement, then the post-measurement state is maximally entangled state of Schmidt rank
Hence the partial rates are
Moreover the total rate of the protocol is given by Eq. 4 with the sum extended from 1 to k and R k+1 = 0, because now Alice and Bob can distill entanglement by performing measurement even on a single copy. As a further example let us consider the following state
where |Φ + d AB is given by Eq. 9. Let us define projectors
and let both Alice and Bob perform measurements on n = 2 k−i+1 copies of pairs of qudits. If they measure the same numbers of even i's, i.e., both Alice and Bob obtain P lA(B) as a result of the measurement, then the post-measurement state is maximally entangled state of Schmidt rank
As in the previous example the total rate of the protocol is given by Eq. 4 with the sum extended from 1 to k and R k+1 = 0. Both protocols also work for states given by Eqs. 8 and 16 with a pure state |Φ
The partial rates are given by Eqs. 15 and 20 with logarithms replaced by coherent information of the post-measurement state.
IV. CALCULATION OF COHERENT INFORMATION

A. Formulation of the problem
We want to calculate coherent information of a state
Let us write ρ ⊗n in the following form
As noted before terms containing |01 01| are not in the subspace on which Alice and Bob project the state. Hence, we have
Because the state of Bob's subsystem is an equal mixture of all standard basis vectors having l 1's and n − l 0's its entropy is equal to
In order to calculate entropy of the whole system we note that it is equal to entropy of a simpler state (we denote it by ρ
(|0 ± |1 ) and p = 2q − 1 Now our task is to find eigenvalues (together with their multiplicities) of the following (subnormalized) state
B. Statement of the main result
Before we formulate the main result, we will prove the following lemma:
can be written as follows
k is operator acting on the Hilbert space
given by
Here |x , |y are vectors from H (n) l , and d(x, y) is Hamming distance between the binary sequences x and y. Proof. The initial state of n particles is
and we project it on a subspace with definite number of 1 s. Hence both the state and the measurement operators are permutationally invariant. We can substitute
and obtain the following expression which corresponds to the initial state
whereŜ[...] denotes symmetrization. Here by symmetrization we mean the sum of all different permutations, e.g.
We are interested in a coefficient of p k which we can write aŝ
The Hamming weight of this coefficient is determined by
10 and is equal to k. Because we project on subspace with l 1's and n − l 0's we have after the projection i + j = l and k − i + j = l. Hence, all terms with odd k vanish and moreover we can write k = 2i.
Here is the theorem which provides formula for eigenvalues of the matrix ρ
where j = 0, . . . , min{l, n − l}, and α k (j) are eigenvalues of operators A (l)
k . Two alternative forms of those eigenvalues are given by theorems 2 and 3 below. The multiplicities of the eigenvalues are given by
Here are our alternative formulas for eigenvalues of operators A k have following form
We shall prove this form by use of Young diagrams. Using so-called algebraic association schemes, we obtain another expression for eigenvalues:
k have the following form
is the dual Hahn polynomial and is the hypergeometric function.
At the end of this section we prove explicit formula for spectral radius of matrices ρ (n)
l . We show also that maximal eigenavalue of ρ (n) l is always is smaller than 1.
Lemma 2. The spectral radius λ 0 of the matrix ρ (n) l is the following
and it is an eigenvalue of ρ (n) l with the algebraic multiplicity 1.
Proof. For a given basis vector e i any other basis vector e j is at a Hamming ditance 2k for some k = 0, 1, ..., l. From the lemma 9 (see Appendix) it follows that there are n−l k l k of them and this number does not depend on a given basis vector e i .
It is easy to see that the vector (1, 1,
with eigenvalue λ 0 which is simply the sum of all elements in each row of ρ
where we have used that
The fact that λ 0 is a spectral radius of algebraic multiplicity 1 follows from the basic theorem on stochastic matrices [18] .
C. Mathematical introduction
Schur-Weyl decomposition and Young diagrams
Now we shall use a couple of facts about the following unitary representation of permutation group S n on (C d ) ⊗n : for given permutation π a unitary V π is given by
Here
The notation is mostly taken from [19] . The space
where λ labels inequivalent irreps of S n , and H U λ is multiplicity space (the label U comes form the fact, that it is at the same time irrep of unitary group U (d)). It is called Schur-Weyl decomposition. The labels λ are partitions of the set {1, . . . , n}. Partition is a sequence λ = (λ 1 , . . . , λ s ) of nonnegative integers satisfying
where s ∈ {1, . . . , n}. The direct sum (41) runs over all partitions λ with s ≤ d. The partitions can be represented by means of diagrams, and are then called Young diagrams. Here are few examples with corresponding partitions λ.
In our case d = 2, hence λ runs over binary partitions or, equivalently, over Young diagrams with two rows. Hence the partitions are of the form (n − j, j) and they can be labeled by j, i.e., the length of the second row (note that j ≤ n/2). Given Young diagram, one defines standard Young tableax (SYT) as a diagram filled with numbers k ∈ {1, . . . , n} in such a way that in each row, the numbers strictly increase from left to right, and in each column they strictly increase form top to bottom. The number of SYT's for a fixed diagram λ, which we denote by f λ is equal to the dimension of the irrep labeled by λ. In the case of binary partitions we have
With a given SYT a, one associates a so called Young symmetrizers P λ,a , and which are constructed from operators A k and S k , which are proportional to projectors onto completely antisymmetric and symmetric subspaces of (
Now for a fixed row of SYT, we consider operator S k which acts on the systems labeled by the numbers from the row. We extend it to the full system, by multiplying with identities on other systems. Similarly with every column, we associate operator A k . Now the Young symmetrizer is a product of three factors: normalization constant f λ n! , the product of A k 's over all columns, and the product of S k 's over all rows:
The symmetrizers are projectors, i.e. they satisfy P 2 = P , but they are usually not orthogonal projectors, i.e. they fail to satisfy P † = P . Finally, we need to know, how the Young symmetrizers are related to the Schur-Weyl decomposition. Namely, they are of the following form:
where |u , |v ∈ H S λ and I U λ is identity operator acting on the space H U λ .
Algebraic association schemes
Here we recall some resutls from theory of the algebraic association schemes [15] .
Definition 1 (B-I). Let X be a set of cardinality n and let R i , i = 0, 1, ..., d be subsets of X × X With property that 
) is a matrix of degree |X| = n whose rows and columns are indexed by the elements X and whose entries are
So i'th adjacency matrix A k is a 0, 1 matrix.
It is easy to show that the defining conditions (i),...,(v) for CAS are equivalent to the following conditions (i'),...,(v') for the adjacency matrices A i i ∈ {0, 1, ..., d}
where J is the matrix whose entries are all 1.
And for a symmetric CAS we have (vi') A t k = A k ∀k ∈ {0, 1, ..., d}. 
is a CAS and its adjacency matrices are equal to adjacency matrices of the CAS (X,
) is a CAS because the set Y and the family of sets {R respectively. Let us prove that the adjacency matrices in these CAS are equal. We denote by {A
) the adjacency matrices of the CAS (X, {R
where y = ϕ(x) and y = ϕ(x ), i.e. we have
The most important, for our paper, example of CAS is the following Proposition 2 (B-I). Let V be a set of cardinality n and let l be a non-negative integer such that l ≤ n 2 . Let X J be a set of l-element subsets of V , so that
Then the pair
) is a symmetric CAS of class l called Johnson scheme. The corresponding adjacency matrices A J k ∀k ∈ {0, 1, ..., l} have the following eigenvalues
where j = 0, 1, ..., l and it labels the common eigenspaces of A J k ( all A J k ∀k ∈ {0, 1, ..., l} commute) and where
is the dual Hahn polynomial and F is the hypergeometric function.
Remark. If we describe the set V as V = {1, 2, ..., n}, then any l-element subset of V , i.e. the element of X J , may be denoted in a natural way by x{i 1 , i 2 , ..., i l } ≡ x{i} where i 1 , i 2 , ..., i l denotes the elements of V = {1, 2, ..., n} which are contained in the subset x{i 1 , i 2 , ..., i l } ∈ X J .
D. Proofs of main results
Some facts about space H (n) l
We have the following lemma:
The Hamming distance d(x, y) between two bit-strings x and y is even and satisfies d(x, y) ≤ min{l, n − l}.
(ii) For any two pairs of vectors (x, y) and (x , y ) such that d(x, y) = d(x , y ) there exists permutation σ such that (σ(x), σ(y)) = (x , y ).
(iii) The operators A k mutually commute.
(iv) Any operator acting on H (n) l which is invariant under permutations of qubits is a linear combination of those operators.
Proof of (i)
For a given pair (x, y), let us divide x into two parts: the first one consists of positions, where x and y agree, and the second one consists of positions, where they disagree. Then d(x, y) is the length of the latter part. Since the number of 1's in x and y is equal, and in the first part, by definition, it is also equal, then also in the second part the number of 1's (and therefore also 0's) is equal. It follows that the length of the second part is even, and also it cannot be greater than the total number l of 1's in x and than the total number of 0's in x(which is equal to n − l) Thus, in particular, 2k = d(x, y) is an even number.
Proof of (ii) Let us consider the partition of x into two parts as in the proof of item (i). Let us further apply to x and y permutation, which moves all bits of the second part to the right, and then in each part of x moves 1's to the right. Here is an example:
In this way we have transformed (x, y) into (x 0 , y 0 ) where x 0 and y 0 are a kind of canonical vectors, which depend only on n, l and k = d(x, y)/2:
Let us call the permutation σ xy . It follows that if d(x, y) = d(x , y ), then (σ(x), σ(y)) = (x , y ) with σ = σ xy σ −1
x y .
Proof of (iii) Let us prove that A k commute. We directly check that
where f kl (x, z) = |y : d(x, y) = 2k, d(y, z) = 2l|. It is enough to show that for any pair (x, z) (recall that wt(x) = wt(z) where wt stands for weight, i.e. the number of 1 s) we have
We shall now establish a reversible mapping, which for fixed (x, z) will map any y satisfying d(x, y) = 2k, d(y, z) = 2k into y satisfying d(x, y ) = 2k , d(y , z) = 2k. This would prove, that the number of y's is the same as the number of y 's, hence (57) holds. Let us now describe the mapping -call it g. Its action is to flip all bits, where x and z differ. Note that g is its own inverse. We now notice that g(x) = z and g(z) = x. We set y = g(y). 
which is invariant under permutation of qubits, i.e. for any permutation π we have
Let us first argue, that if two pairs (x, y) and (x , y ) can be joined by some permutation σ (i.e. σ(x) = x and σ(y) = y , then c xy = c x y . Let us note that
Thus from (59) we get
Now, from (ii) we know, that if two pairs have the same Hamming distance, they can be joined by a permutation in the above sense. Thus c xy is constant on pairs that have a fixed Hamming distance, which proves that C is a linear combination of operators A k . Since our subspace H has the following decomposition into irreps of S n :
where B j is irrep labeled by partitions λ = (n − j, j). Moreover the operators A (l) k have the following form
where P (l) j are projectors which project onto irreps B j .
Remark. This means, in particular, that
for λ corresponding to irreps which appear in the decomposition of H (n)
l . Proof. The items (iii) and (iv) of Lemma 3 imply, that the set of all the operators acting on H n l which are invariant under permutations is a commuting set. Therefore in the decomposition H n l into irreps, the multiplicity spaces have to be trivial. That j must be no greater than l and than n−l follows from the fact that Young symmetrizes corresponding to irrep (n − j, j) kill vectors with less number of 1's than j and also those with less 0's than j. This fact is easy to directly verify basing on properties of operators (44). (It is actually related to construction of the basis in multiplicity space of irreps of S n via so-called semi-standard Young tableaux.)
In Appendix we present and alternative proof which follows from explicit formula for characters of irreps of S n labeled by two-row Young diagram.
Proof of Theorem 2
Due to (63), to compute eigenvalues, it is enough to take arbitrary (not necessarily normalized) vector |ψ from B j . Then we have
Consider now the following tableau
and denote the related symmetrizer byP j (explicitlyP j is equal to P λ,a of (45) with λ = (j, n − j) and a being the above tableau).
If we now take a vector
(ii) The vectorP j |x 0 belongs to B j .
The first fact is to easy verify directly by using explicit form for Young symmetrizers (45). (It is related to the fact, that the number of semi-standard Young tableaux is equal to dimension of multiplicity space). To prove the second item, note that the projection onto B j which we shall denote by P j is of the following form with respect to the decomposition (41)
where P S j projects onto the space H S λ of the decomposition, with λ = (j, n − j). Thus, the projector P j projects onto a subspace being intersection of H ThusP j x 0 can be taken as a vector to be inserted into (65). Doing this, and using the fact that operators A k commute with permutations we obtain the following lemma:
where j ∈ {0, 1, ... min{l, n − l}} labels all allowed partitions, S and A are symmetrizers for partition labeled by j, and
of theorem 2. Now we want to calculate explicit combinatorial formula for α k (j) which depends only on given partition j, number of zeros n−l and number of ones l. Before we do it, notice that all operators A k commute with all operators A and S, then
Notice that operator A k acts in fixed subspace H n l , so the number of 1's in vectors |x 0 and |y = A k |x 0 is the same. Since the operators S and A are constructed with respect to our chosen tableau (66), it is convenient to decompose any given vector |y into three parts related to the tableaux.
i.e. |y = |y 1 1 |y 2 2 |y 3 3 . As we will prove in Lemma 6 the elements of sum (71) depend on y only through the number of 1's in the first (or, equivalently, the second) row. Thus it is convenient to partition the set Y |x0 into smaller sets defined as
where wt(x) denotes the number of 1's in x. We can then rewrite (71) as follows
where y 0 is arbitrary vector with m 1's in upper row (see (72)).
Inserting the values of |Y m |x0 | and x 0 | S A S |y 0 / x 0 | S A S |x 0 obtained in L emmas 5 and 6, respectively, we obtain the formula
Now using transformation m = l − j + k − r we obtain equation (37). This ends the proof of Theorem 2.
Here we present the two lemmas used in the above proof.
Lemma 5. The set Y m |x0 of all vectors y which have m 1's in the first row, and which satisfy d(x 0 , y) = 2k has the number of elements given by the following formula:
Proof. The vector |x 0 if inscribed into our Young diagram looks as follows:
Let us denote by m = l 1 + l 3 the number of ones in the first row of vector |x 0 and by l 2 the number of ones in the second row also in |x 0 . Hamming distance 2k is composed by two "subdistances" k 1 and k 2 , so 2k = k 1 + k 2 . Number k 1 corresponding to Hamming distance between the first row of vector |x 0 and first row of vector |y , k 2 corresponding to Hamming distance between first rows of our vectors. We also denote by l 3 the number of ones in the first row of vector |y which overlap with ones in the first row of vector |x 0 and by l 1 the number of ones in the first row of vector |y which overlap with zeros in the first row of vector |x 0 . Thanks to this we can find
so Hamming distance k is equal to
Number of permutations in the second row preserving distance k 2 is equal to j l2 . Number of permutations in a first row preserving distance k 1 is equal to n−l l1 l−j l3 . Finally using equations (79), l = m + l 2 and l 3 = m − k we obtain cardinality of the set Y |x0 :
Lemma 6. Let y have m 1's in upper row. Then
Proof. Consider fixed vector |x 0 and an arbitrary vector |y with l ones. Above-mentioned vectors can be decomposed into Young diagrams of shape (n − j, j) like in lemma 5. In every such diagram we isolated three parts like on picture below:
then we can write
Antisymmetric operator acts on part ψ 1 and ψ 2 of partition (82), so A = A 12 . Symmetric operator acts on parts ψ 1 , ψ 2 , ψ 3 , so S = S 13 S 2 . We will use this shorthand notations. As we prove in lemma 8 in Appendix we have
hence
since S 
where f (x 13 ) is the number of permutations which do not change vector |x 13 13 and by superscript S we denote symmetric states: |x S =Ŝ(|x ), (see proof of lemma 1).
j!AS 13 |y = j!A|y 2 2 S 13 |y 1 1 |y 3 3 = j!f (y 13 )A|y 2 2 |y
where f (y 13 ) is number of permutations which do not change vector |y 13 . Finally scalar products are
where C is normalization factor and by bar we denote logic negation, e.g. |x 0 = |01 , then |x 0 = |10 . Note that due to (85) we have x 0 |SAS|y = (j!) 2 x 0 |S 13 AS 13 |y and x 0 | S A S |x 0 = (j!) 2 x 0 |S 13 AS 13 |x 0 , so using equations (88) we can write
The left-hand-side of (81) is equal to the left-hand-side of (89), so our last step of proof is to find constants f (y 13 ) and f (x 13 ). The vector x 13 has n − j entries, so we have (n − j)! permutations, but only n−j n−l give us different effect, so f (x 13 ) = (n − j)!/ n−j n−l . For the vector y 13 we have like before (n − j)! permutations, but only n−j m give us a different effect. Using these arguments to formula (89) we obtain statement of our lemma.
Proof of Theorem 3
We shall now show that the set of the basis vectors of the space H (n) l may be endowed with a structure of a symmetric, commutative association scheme. This fact gives a possibility to calculate the eigenvalues of the operator ρ (n) l using the results from the theory of the algebraic association schemes.
Let us denote the set of binary basis vectors of the space H On the other hand, as it has been pointed out in Proposition 2 the element of the set X J (i.e the l−elements subsets of the set V ) may be denoted in a natural way by x{i 1 , i 2 , ..., i l } ≡ x{i} ∈ X J where i 1 , i 2 , ..., i l denote the elements from V = {1, 2, ..., n} which are contained in the subset x{i 1 , i 2 , ..., i l } ∈ X J and |X J | = 
and hence the l−element sets x, y have l − k common elements i.e
and
So the Hamming distance between the vectors ϕ(x) = e i and ϕ(y) = e j in B(H (n) 1 ) is equal to 2k. From Definition 2 of the adjacency matrices it follows immediately that Corollary 1.
Proof. Now the proof of Theorem 3 follows directly from
and from Proposition 2.
E. Examples
In this section we present a few most interesting properties of matrix ρ and c i be a class of S n with cycle structure
where q 1 , q 2 , ..q n are solutions of the equation
and q k ∈ {0, 1, ..., i k }.
Proof. Since the representation of the group S n on H (n) l is a permutation representation, the character of σ ∈ S n in this representation is a number basis vectors of H (n) l which are fixed by σ. So we are looking for basis vectors of H (n) l such that their structure, i.e. positions of 1 s and 0 s, makes them invariant under the action of σ ∈ S n . Let σ ∈ S n is such that σ ∈ c i ≡ (i 1 , i 2 , ..., i n ), that is σ contains i k cycles of length k, k = 1, 2, ..., , n. For each k, among all i k cycles of length k in c i , we choose q k cycles such that the numbers q k satisfy
Solutions of this equation, the numbers q k , gives the information how many cycles we may chose from each i k cycles of length k, in order to get a set L (which is a subset of {1, 2, ..., , n}) containing l elements which are taken from q k cycles in each i k (for each k). It means that the set L contains elements of q k cycles of length k, for each k.The essential is now that the basis vector
is invariant under action of σ only if its l 1 s have indices from the set L because in this situation all l 1 s are permuted among them (and consequently the same for 0 s) and the basis vector is invariant under the action of σ ∈ S n . The cycle structure of this permutation of 1 s is determined by numbers q k . Once we have the solution of the above equation i.e. the numbers q k , then we may choose, for each k separately , in i k q k ways the q k cycles of length k whose elements determine the set L.
Remark. Although this formula for the character of the representation H (n) l of S n is not entirely analytic (because we do not know explicitely solutions of the equation for the numbers q k ) it will be, together with next Proposition, very useful in studying of representation structure of H 
and q k , q k ∈ {0, 1, ..., i k }. The dimension of the representation B j is dim B j = n j − n j − 1 , j ≥ 1; dim B 0 = 1 (108)
Proof. We will calculate the character of the irreducible representation B j using the Frobenius formula for irreducible characters. In case of the binary partition {n − j, j} Frobenius formula takes the form [20] χ Bj (c i ) ≡ χ {n−j,j} (c i ) = [(x 1 − x 2 )(x 1 + x 2 ) i1 (x 
where in the parenthesis on RHS there is a polynomial in two variables P (x 1 , x 2 ) and the subscript (n−j +1, j) means that the value of the character χ Bj on the class c i ≡ (i 1 , i 2 , ..., i n ) is equal the coefficient of x n−j+1 1 
As a corollary from the above two Propositions we get a theorem describing the structure of the representation H (n) l .
