The Gauss-Newton's method for solving nonlinear least squares problems is studied in this paper. Under the hypothesis that the derivative of the function associated with the least square problem satisfies a majorant condition, a local convergence analysis is presented. This analysis allow us to obtain the optimal convergence radius, the biggest range for the uniqueness of solution, and to unify two previous and unrelated results.
Introduction
The Gauss-Newton's method is one of the most efficient methods known for solving nonlinear least squares problems min 1 2
where F : Ω → R m is differentiable function, Ω ⊂ R n is an open set and m ≥ n. Formally, the Gauss-Newton's method is described as follows: Given a initial point x 0 ∈ Ω, define
Proof. See the proof of Lemma 1, p. 189 of Smale [16] with A = I and c = B − I .
Lemma 2.
Suppose that A, E ∈ R m×n (m ≥ n), B = A + E, EA † < 1, rank(A)=n, then rank(B)=n.
Proof. In fact, B = A + E = (I + EA † )A, from the condition EA † < 1, we have of Lemma 1 that I + EA † is invertivel. So rank(B)=rank(A)=n.
Lemma 3. Suppose that A, E ∈ R m×n , B = A + E, A † E < 1, rank(A) = rank(B), then
Moreover, if rank(A) = rank(B) = min(m, n), there holds
Proof. See Lema 5.1. on pp. 40 of Stewart [17] and Wedin [18] . Proof. Take k = 2 in Lemma 3, pp. 161 of Blum, et al. [19] .
Also, the following auxiliary results of elementary convex analysis will be needed:
Proposition 5. Let R > 0. If ϕ : [0, R) → R is convex, then
Proof. See Theorem 4.1.1 on pp. 21 of Hiriart-Urruty and Lemaréchal [20] .
Proposition 6. Let ǫ > 0 and τ ∈ [0, 1]. If ϕ : [0, ǫ) → R is convex, then l : (0, ǫ) → R define by l(t) = ϕ(t) − ϕ(τ t) t , is increasing.
Proof. See Theorem 4.1.1 and Remark 4.1.2 on pp. 21 of Hiriart-Urruty and Lemaréchal [20] .
2 Local analysis for Gauss-Newton's method
Our goal is to state and prove a local theorem for Gauss-Newton's method. First, we will prove some results regarding the scalar majorant function, which relaxes the Lipschitz condition of the derivative of the function associated with the nonlinear least square problem. Then we will show that Gauss-Newton's method is well-defined and converges. We will also prove the uniqueness of the solution in a suitable region and the convergence rate will be established. The statement of the theorem is as follows:
Let Ω ⊆ R n be an open set, F : Ω → R m a continuously differentiable function and m ≥ n. Let x * ∈ Ω, R > 0 and
Suppose that x * is a solution of (1), F ′ (x * ) has full rank and there exists a f : [0, R) → R continuously differentiable such that
for all τ ∈ [0, 1], x ∈ B(x * , κ) and
h2) f ′ is convex and strictly increasing;
Let be given the positive constants ν :
Then, the Gauss-Newton's method for solving (1), with starting point x 0 ∈ B(x * , r)/{x * }
is well defined, the generated sequence {x k } is contained in B(x * , r), converges to x * and
)] = 1 and ρ < κ, then r = ρ is the best possible convergence radius. If, additionally, h4) 2 c β 0 D + f ′ (0) < 1, then the point x * is the unique solution of (1) in B(x * , σ), where
The inequality (4) shows that if c = 0 (the so-called zero-residual case), then the Gauss-Newton's method is locally Q-quadratically convergent to x * . This behavior is quite similar to that of Newton's method (see [6, 9] ). If c is small relative (the so-called small-residual case), the inequality (4) implies that the Gauss-Newton's method is locally Q-linearly convergent to x * . However, if c is large (the so-called large-residual case), the Gauss-Newton's method may not be locally convergent at all, see condition h3 and also example 10.2.4 on pp.225 of [1] . Hence, we may conclude that the Gauss-Newton's method perform better on zero-or small-residual problems than on large-residual problems, while the Newton's method is equally effective in all these cases.
For the zero-residual problems, i.e., c = 0, the Theorem 7 becomes:
Suppose that F (x * ) = 0, F ′ (x * ) has full rank and there exists a f : [0, R) → R continuously differentiable such that
h2) f ′ is convex and strictly increasing.
Let be given the positive constants ν =: sup{t
Then, the Gauss-Newton's method for solving (1), with initial point x 0 ∈ B(x * , r)/{x * }
is well defined, the sequence generated {x k } is contained in B(x * , r) and converges to x * which is the unique solution of (1) in B(x * , σ), where 0 < σ := sup{0 < t < κ :
Moreover, there holds
)] = 1 and ρ < κ, then r = ρ is the best possible convergence radius.
Remark 2. When m = n, the Corollary 8 is similar to the result on Newton's method for solving nonlinear equations F (x) = 0, which has been obtained by Ferreira [6] in Theorem 2.1.
In order to prove Theorem 7 we need some results. From here on, we assume that all assumptions of Theorem 7 hold.
The majorant function
Our first goal is to show that the constant κ associated with Ω and the constants ν, ρ and σ associated with the majorant function f are positive. Also, we will prove some results related to the function f .
We begin by noting that κ > 0, because Ω is an open set and x * ∈ Ω.
Proposition 9. The constant ν is positive and and there holds
Proof. As f ′ is continuous in (0, R) and f ′ (0) = −1, it is easy to conclude that
Thus, there exists a δ > 0 such that β(f ′ (t) + 1) < 1 for all t ∈ (0, δ). Hence, ν > 0. Using h2 and definition of ν the last part of the proposition follows.
Proposition 10. The following functions are increasing:
As a consequence, are increasing the following functions
Proof. The item i is immediate, because f ′ is strictly increasing in [0, R). For proving item ii, note that after some simple algebraic manipulations we have
So, applying Proposition 6 with f ′ = ϕ and ǫ = R the statement follows. For establishing item iii use h2, f ′ (0) = −1 and Proposition 6 with f ′ = ϕ, ǫ = R and τ = 0. Assumption h2 implies that f is convex. As
. Hence, item iv follows by applying Proposition 6 with f = ϕ and and τ = 0.
For proving that the functions in the last part are increasing combine item i with ii for the first function and i with iii for the second function.
Proposition 11. The constant ρ is positive and there holds
Proof. First, using h1 and some algebraic manipulation gives
.
Combing last equation with the assumption that f ′ is convex, we obtain from Proposition 5 that
Hence, δ ≤ ρ, which prove the first statement.
For concluding the proof, we use the definition of ρ, above inequality and last part of Proposition 10.
Proposition 12. The constant σ is positives and there holds
Proof. For proving that σ > 0 we need the assumption h4. First, note that condition h1 implies
Therefore, using last equality together with the assumption that f ′ is convex and h4 we have
Hence, δ ≤ σ, which prove the first statement.
For concluding the proof, we use the definition of σ, above inequality and items iii and iv in Proposition 10.
Relationship of the majorant function with the non-linear function
In this section we will present the main relationships between the majorant function f and the function F associated with the nonlinear least square problem.
is invertible and the following inequalities hold
,
In particular,
Proof. Let x ∈ Ω such that x − x * < min{ν, κ}. Since x − x * < ν, using the definition of β, the inequality (2) and last part of Proposition 9 we have
For simply the notations define the following matrices
The last definitions together with latter inequality imply that
which, using that F ′ (x * ) has full rank, implies in view of Lemma 2 that F ′ (x) has full rank. So,
is invertible and by definition of r we obtain that
We already knows that rankF ′ (x) = rankF ′ (x * ) = n. Hence, for concluding the lemma, first use definitions in (5) to obtain that rank(B) = rank(A) = n and then combine the above inequality and Lemma 3. Now, it is convenient to study the linearization error of F at point in Ω, for that we define
We will bound this error by the error in the linearization on the majorant function f
Lemma 14. If x − x * < κ, then there holds
Proof. Since B(x * , κ) is convex, we obtain that x * + τ (x − x * ) ∈ B(x * , κ), for 0 ≤ τ ≤ 1. Thus, as F is continuously differentiable in Ω, definition of E F and some simple manipulations yield
From the last inequality and the assumption (2), we obtain
Evaluating the above integral and using definition of e f , the statement follows.
Lemma 13 guarantees, in particular, that
is invertible in B(x * , r) and consequently, the Gauss-Newton iteration map is well-defined. Let us call G F , the Gauss-Newton iteration map for F in that region:
One can apply a single Gauss-Newton iteration on any x ∈ B(x * , r) to obtain G F (x) which may not belong to B(x * , r), or even may not belong to the domain of F . So, this is enough to guarantee well definedness of only one iteration. To ensure that Gauss-Newton iterations may be repeated indefinitely, we need following result.
Lemma 15. Let x ∈ Ω. If x − x * < r, then G F is well defined and there holds
Proof. First note that, as x − x * < r it follows from Lemma 13 that
, some algebraic manipulation and (8) yield
From the last equation, properties of the norm and (6), we obtain
Since c = F (x * ) , combining last inequality with Lemmas 13 and 14 we have
. Now, using (7) and h1, we conclude from last inequality that
, which is equivalent to the first inequality of the lemma. To end the proof first note that the right hand side of the first inequality of the lemma is equivalent to
On the other hand, as x ∈ B(x * , r)/{x * }, i.e., 0 < x − x * < r ≤ ρ we apply the Proposition 11 with t = x − x * to conclude that the quantity in the bracket above is less than one. So, the last inequality of the lemma follows.
Optimal ball of convergence and uniqueness
In this section, we will obtain the optimal convergence radius and the uniqueness of the solution.
1)) = 1 and ρ < κ, then r = ρ is the best possible.
Proof. Define the function h : (−κ, κ) → R by
It is straightforward to show that h(0) = 0, h ′ (0) = −1/β, h ′ (t) = −1/β + 1 + f ′ (|t|) and that
So, F = h satisfy all assumption of Theorem 7 with c = |h(0)| = 0. Thus, as ρ < κ, it suffices to show that the Gauss-Newton's method applied for solving (1), with F = h and starting point x 0 = ρ does not converges. Since c = 0 our assumption becomes
Hence the definition of h in (9) together with last equality yields
Again, definition of h in (9) and assumption (10) gives
Therefore, Gauss-Newton's method, for solving (1) with F = h and staring point x 0 = ρ, produces the cycle
as a consequence, it does not converge. Therefore, the lemma is proved.
Lemma 17. If additionally, h4 holds, then the point x * is the unique solution of (1) in B(x * , σ).
Proof. Assume that y ∈ B(x * , σ), y = x * is also a solution of (1). Since F ′ (y) T F (y) = 0, we have
Using F ′ (x * ) T F (x * ) = 0, after some algebraic manipulation the above equality becomes
Combining the last equation with properties of the norm and definitions of c, β and β 0 , we obtain
Using (2) with x = x * + u(y − x * ) and τ = 0 in the first term of the right-hand side, and x = y and τ = 0 in the second term of the right-hand side in last inequality, we have
Evaluating the above integral and using h1, the latter inequality becomes
Since 0 < y − x * < σ, using Proposition 12 with t = y − x * , we have y − x * < y − x * , which is a contradiction. Therefore, y = x * .
Remark 3. Note that in the above lemma we have used the fact that condition (2) holds only for τ = 0.
Proof of Theorem 7
First of all, note that the equation in (3) together (8) imply that the sequence {x k } satisfies
Proof. Since x 0 ∈ B(x * , r)/{x * }, i.e., 0 < x k − x * < r, by combination of Lemma 13, last inequality in Lemma 15 and induction argument it is easy to see that {x k } is well defined and remains in B(x * , r). Now, our goal is to show that {x k } converges to x * . As, {x k } is well defined and contained in B(x * , r), combining (11) with Lemma 15 we have
for all k = 0, 1, . . . .. Using again (11) and the second part of and Lemma 15 it easy to conclude that
Hence combining two last inequalities with last part of Proposition 10 we obtain that
for all k = 0, 1, . . ., which is the inequality (4). Now, using (12) and last inequality we have
for all k = 0, 1, . . .. Applying Proposition 11 with t = x 0 − x * it is straightforward to conclude from latter inequality that { x k − x * } converges to zero. So, {x k } converges to x * . The optimal convergence radius was proved in Lemma 16 and the last statement of theorem was proved in Lemma 17.
Special cases
In this section, we present two special cases of Theorem 7. They include the classical convergence theorem on Gauss-Newton's method under Lipschitz condition and Smale's theorem on GaussNewton for analytical functions.
Convergence result for Lipschitz condition
In this section we show a correspondent theorem to Theorem 7 under Lipschitz condition (see [1] and [2] ) instead of the general assumption (2).
Theorem 18.
Let Ω ⊆ R n be an open set, F : Ω → R m be continuously differentiable in Ω and m ≥ n. Let x * ∈ Ω and
Suppose that x * is a solution of (1), F ′ (x * ) has full rank and there exists a K > 0 such that
Then, the Gauss-Newton methods for solving (1), with initial point x 0 ∈ B(x * , r)/{x * }
is well defined, the sequence generated {x k } is contained in B(x * , r), converges to x * and
is the best possible convergence radius. If, additionally, 2cβ 0 K < 1, then the point x * is the unique solution of (1) in B(x * , (2−2cβ 0 K)/(βK)), where
Proof. It is immediate to prove that F , x * and f : [0, κ) → R defined by f (t) = Kt 2 /2 − t, satisfy the inequality (2), conditions h1 and h2. Since √ 2cβ 2 K < 1 and 2cβ 0 K < 1 the conditions h3 and h4 also hold. In this case, it is easy to see that the constants ν and ρ as defined in Theorem 7, satisfy 0 < ρ = (2 − 2 √ 2Kβ 2 c)/(3Kβ)) ≤ ν = 1/βK, as a consequence, 0 < r = min{κ, ρ}. Moreover, it is straightforward to show that
and [β(f (t)/t + 1) + cβ 0 (f ′ (t) + 1)/t] < 1 for all t ∈ (0, (2 − 2cβ 0 K)/(βK)). Therefore, as F , r, f and x * satisfy all of the hypotheses of Theorem 7, taking x 0 ∈ B(x * , r)\{x * } the statements of the theorem follow from Theorem 7.
For the zero-residual problems, i.e., c = 0, the Theorem 18 becomes:
Suppose that F (x * ) = 0, F ′ (x * ) has full rank and there exists a K > 0 such that
Let r := min {κ, 2/(3Kβ)} .
is well defined, the sequence generated {x k } is contained in B(x * , r) and converges to x * which is the unique solution of (1) in B(x * , 2/(βK)). Moreover, there holds
If, additionally 2/(3Kβ) < κ, then r = 2/(3Kβ) is the best possible convergence radius.
Remark 4. When m = n, the Corollary 19 merge in the results on the Newton's method for solving nonlinear equations F (x) = 0, which has been obtained by Ferreira [6] in Theorem 3.1 and Remark 3.3.
Convergence result under Smale's condition
In this section we present a correspondent theorem to Theorem 7 under Smale's condition. For more details about Smale's condition see [16] .
Theorem 20.
Let Ω ⊆ R n be an open set, F : Ω → R m an analytic function and m ≥ n. Let x * ∈ Ω and
Suppose that x * is a solution of (1), F ′ (x * ) has full rank and
Let a := (2 + 3β − √ 2cβ 2 γ), b := 4(1 + β)(1 − 2 √ 2cβ 2 γ) and
is the best possible convergence radius. If additionally, 4cβ 0 γ < 1, then the point x * is the unique solution (1) in B(x * , σ), where σ :
We need the following result to prove the above theorem.
Lemma 21. Let Ω ⊆ R n be an open set and F : Ω → R m an analytic function. Suppose that x * ∈ Ω and B(x * , 1/γ) ⊂ Ω, where γ is defined in (13) . Then, for all x ∈ B(x * , 1/γ) there holds
Proof. Let x ∈ Ω. Since F is an analytic function, we have
Combining (13) and the above equation we obtain, after some simple calculus, that
On the other hand, as B(x * , 1/γ) ⊂ Ω we have γ x − x * < 1. So, from Proposition 4 we conclude
Combining the two above equations, we obtain the desired result.
The next result gives a condition that is easier to check than condition (2), whenever the functions under consideration are twice continuously differentiable.
Lemma 22. Let Ω ⊆ R n be an open set, x * ∈ Ω and F : Ω → R m be twice continuously on Ω. If there exists a f : [0, R) → R twice continuously differentiable such that
for all x ∈ Ω such that x − x * < R. Then F and f satisfy (2).
Proof. Taking τ ∈ [0, 1] and x ∈ Ω, such that x * + τ (x − x * ) ∈ Ω and x − x * < R, we obtain that
Now, as x − x * < R and f satisfies (14), we obtain from the last inequality that
Evaluating the latter integral, the statement follows.
[Proof of Theorem 20] . Consider the real function f : [0, 1/γ) → R defined by
It is straightforward to show that f is analytic and that f (0) = 0, f ′ (t) = 1/(1 − γt) 2 − 2, f ′ (0) = −1, f ′′ (t) = (2γ)/(1 − γt) 3 , f n (0) = n! γ n−1 , for n ≥ 2. It follows from the last equalities that f satisfies h1 and h2. Since 2 √ 2cβ 2 γ < 1 and 4cβ 0 γ < 1 the conditions h3 and h4 also hold. Now, as f ′′ (t) = (2γ)/(1 − γt) 3 combining Lemmas 22, 21 we conclude that F and f satisfy (2) with R = 1/γ. In this case, it is easy to see that the constants ν and ρ as defined in Theorem 7, satisfy 0 < ρ = (a − a 2 − b)/(2γ(1 + β)) < ν = ((1 + β) − β(1 + β))/(γ(1 + β)) < 1γ, and as a consequence, 0 < r = min{κ, ρ}. Moreover, it is not hard to see that
and [β(f (t)/t + 1) + cβ 0 (f ′ (t) + 1)/t] < 1 for all t ∈ (0, σ). Therefore, as F , σ, f and x * satisfy all hypothesis of Theorem 7, taking x 0 ∈ B(x * , r)\{x * }, the statements of the theorem follow from Theorem 7.
For the zero-residual problems, i.e., c = 0, the Theorem 20 becomes:
Corollary 23. Let Ω ⊆ R n be an open set, F : Ω → R m an analytic function and m ≥ n. Let x * ∈ Ω, and
T , κ := sup{t > 0 : B(x * , t) ⊂ Ω}.
Suppose that F (x * ) = 0, F ′ (x * ) has full rank and γ := sup n>1 F (n) (x * ) n! 1/(n−1)
< +∞.
Let r := min κ, 2 + 3β − β(8 + 9β) / 2γ(1 + β) .
is well defined, is contained in B(x * , r) and converges to x * which is the unique solution of (1) in B(x * , 1/(γ(1 + β))). Moreover, there holds
If, additionally, (2+3β− β(8 + 9β))/(2γ(1+β)) < κ, then r = ((2+3β− β(8 + 9β))/(2γ(1+β)) is the best possible convergence radius.
Remark 5. When m = n, the Corollary 23 is similar to the results on the Newton's method for solving nonlinear equations F (x) = 0, which has been obtained by Ferreira [6] in Theorem 3.4.
