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Los drones tienen una gran importancia en el desarrollo tecnolo´gico de nuestra
vida actual, su gran movilidad les permite trabajar en entornos complicados o
aportar mejores puntos de vista. Adema´s, la capacidad de portar una pequen˜a
ca´mara de gran calidad presenta una gran sinergia con el campo de la visio´n por
computador.
En esta memoria se propone un ana´lisis del estado del arte actual sobre la
recreacio´n de entornos en tres dimensiones y se explicara´n los conceptos teo´ricos
ba´sicos. Se seleccionara´ y se explicara´ el funcionamiento en profundidad de uno
de los proyectos pertenecientes a dicho estado del arte que servira´ como punto
de partida. Se propondra´n las siguientes mejoras: una gu´ıa pra´ctica que facilite el
uso para conjuntos propios de ima´genes, un algoritmo que actu´e sobre cada punto
de forma individual y obtenga su color original de una de sus proyecciones para
generar una nube de puntos a color y se estudiara´ la distancia relativa obtenida por
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La generacio´n de entornos tridimensionales proviene histo´ricamente de la
esteoroscop´ıa, que recrea la ilusio´n de la profundidad a partir de dos ima´genes
bidimensionales. Esta te´cnica ha interesado a la especie humana desde la
antigu¨edad, pero el primer inventor de una pantalla este´reo o pantalla 3D fue
Sir Charles Wheatstone en 1838 para demostrar la importancia de la percepcio´n
de la profundidad debida a nuestra visio´n binocular [4]. Desde entonces, los
sistemas de visio´n estereosco´pica han avanzado centra´ndose mayormente en el
entretenimiento audiovisual, pero actualmente no so´lo tenemos la capacidad de
crear una ilusio´n de profundidad, sino que podemos calcular dicha profundidad
y expresarla mediante un entorno tridimensional. Muchos campos distintos como
la medicina, la construccio´n o la industria audiovisual esta´n interesados en esta
tecnolog´ıa, pero por encima destaca el de la Robo´tica.
Figura 1.1: Espejo estereosco´pico creado por Charles Wheatstone.
El visual SLAM (del ingle´s, ”Simoultaneous Localization And Mapping”) es
una te´cnica usada con robots y veh´ıculos auto´nomos que reconstruye entornos
desconocidos en tres dimensiones mientras calcula y rastrea su propia posicio´n
[5]. Para reconstruir el entorno tridimensional necesitamos conocer la profundidad
de los puntos de la imagen utilizando la disparidad y la geometr´ıa este´reo. Sin
embargo, nuestro sistema consta u´nicamente de una ca´mara monocular, por lo que
simularemos un sistema este´reo con dos ima´genes de la misma ca´mara en distintos
momentos temporales. Para realizar dicha simulacio´n necesitaremos conocer la
diferencia de posicio´n entre esas dos ima´genes y, por lo tanto, estaremos rastreando
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continuamente la posicio´n de la ca´mara.
Por otra parte, los Veh´ıculos Ae´reos No Tripulados (VANT), o simplemente
drones, comienzan su desarrollo durante la Primera Guerra Mundial y la Segunda
Guerra Mundial utilizados como blancos mo´viles para entrenamiento. No es hasta
finales del siglo XX cuando realmente se aprovechan sus principales cualidades:
Capacidad de uso en a´reas de alto riesgo o dif´ıcil acceso y no requiere la presencia
del piloto.
Hoy en d´ıa, los drones poseen otras cualidades nuevas como la gran movilidad
(sobretodo en el eje vertical) y una amplia variedad de configuraciones que los
convierten en un sistema ido´neo para las aplicaciones de la visio´n por computador,
como el visual SLAM.
1.1. Objetivos
Este proyecto pretende reutilizar un algoritmo de reconstruccio´n de entornos
ya existente, adaptarlo a nuestro sistema formado por un dron y una ca´mara
monocular, (un sistema ma´s sencillo y fa´cil de replicar) y mejorarlo, con un
coeficiente para medir la distancia recorrida por el dron y la asignacio´n de los
puntos del mapa a su color original.
Se obtendra´ un factor de correccio´n para obtener la distancia real a partir de la
posicio´n adimensional proporcionada por el algoritmo y se analizara´ la informacio´n
de cada punto perteneciente a la nube de forma individual para encontrar el color
que le pertenece en la imagen original.
1.2. Estructura del trabajo
Cap´ıtulo 2. Estado del Arte:
Se comentara´n los u´ltimos de SLAM visual con ca´mara monocular y se
explicara´n de forma concisa sus diferentes puntos de vista y sus aproximaciones.
Tambie´n aparecera´n reflejados los objetivos principales de cada uno de ellos,
tanto los que tienen en comu´n, como los que no.
Cap´ıtulo 3. Matema´tica del SLAM:
Se explicara´ la geometr´ıa ba´sica detra´s de la generacio´n de entornos
dimensionales con un sistema este´reo. Se explicara´ la adaptacio´n de dicho sistema
este´reo a la ca´mara monocular propuesta por nuestro sistema.
Se analizara´ y se explicara´ en profundidad el algoritmo DSO (”Direct Spare
Odometry”) a partir del cual comenzaremos a trabajar. Se explicara´n las
aportaciones al modelo.
Cap´ıtulo 4. Resultados:
Se enumerara´ y explicara´ la plataforma con la que se ha realizado el proyecto
y se comentara´n todos los experimentos realizados en la implementacio´n del
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algoritmo, la obtencio´n de la distancia real y la asignacio´n del color original de la
nube de puntos.
Cap´ıtulo 5. Conclusiones:
Se comentara´n los resultados obtenidos en los experimentos y co´mo afectan a
nuestro proyecto.
Cap´ıtulo 6. Trabajos futuros:
A partir de las conclusiones, se propondra´n trabajos a realizar a partir de este






2.1. Scale Drift-Aware Large Scale Monocular
SLAM
El proyecto se presenta como la primera variante monocular a su estado del
arte, en el que se hab´ıan desarrollado sistemas de SLAM visual capaces de trabajar
de forma precisa, a gran escala y en tiempo real que requer´ıan de visio´n este´reo. La
principal motivacio´n es que las ca´maras monoculares son ma´s baratas, compactas
y fa´ciles de calibrar [6].
Una u´nica ca´mara movie´ndose por un escenario esta´tico puede proveer de
la geometr´ıa este´reo utilizando dos ima´genes de la misma escena en distintos
momentos temporales y desde disntintos a´ngulos. Debido a que no se conoce la
distancia exacta entre ambos frames (al contrario que la visio´n este´reo), so´lo se
puede conocer la distancia en el mapa de forma relativa.
En este proyecto se describe un SLAM visual nuevo en relacio´n a su estado del
arte que casi funciona en tiempo real en grandes entornos de la vida real con una
ca´mara monocular. Se le da una gran importancia a optimizacio´n del algoritmo de
estimacio´n de la posicio´n de la ca´mara y el del cierre del recorrido.
2.2. LSD-SLAM
El LSD SLAM es un algoritmo creado por Jakob Engel y Daniel Cremers
de la Universidad Te´cnica de Zurich con un nuevo enfoque en la reconstruccio´n
de entornos en tres dimensiones. En comparacio´n al estado del arte de los
SLAM visuales con me´todos directos de su momento, LSD-SLAM no utiliza las
caracter´ısticas de las vecindades de los puntos clave (keypoints) para emparejar
los puntos de dos ima´genes distintas. Tambie´n es capaz de generar mapas
tridimensionales semidensos, consistentes y de gran escala e en tiempo real [7].
Como novedad, incluye un algoritmmo probabil´ıstico para incorporar el ruido
de la profudidad relativa estimada en la deteccio´n de la poscicio´n de nuevas
ima´genes clave o de referencia (keyframes).
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2.3. ORB-SLAM
Este proyecto se presenta como una opcio´n ma´s robusta en comparacio´n con su
estado del arte. Es un algoritmo de SLAM visual y monocular que en comparacio´n
al proyecto anterior, vuelve a utilizar un me´todo indirecto bastado en el algoritmo
ORB para la deteccio´n de puntos clave y su correspondencia a lo largo de varios
frames [8].
ORB es un descriptor presentado por Ethan Rublee, Vincent Rabaud, Kurt
Konolige and Gary R. Bradski en 2011 como alternativa a otros descriptores
como SHIFT o SURF en coste computacional. Se basa en una mezcla del
algoritmo FAST para encontrar keypoint y el descriptor BRIEF que tiene un
funcionamiento bastante pobre con las rotaciones. ORB se encarga de mejorar
dicho funcionamiento discretizando el a´ngulo en treinta incrementos, y con una
tabla de consulta (lookup table) con patrones BRIEF se busca el resultado ma´s
consistente de todos los incrementos y se rota la imagen en ese a´ngulo antes de
utilizar el descriptor BRIEF.
El algoritmo ORB SLAM tambie´n se centra en los resultados en grandes
entornos, en la relocalizacio´n en tiempo real para recuperarse de un fallo en el
seguimiento de la ca´mara y en la precisio´n para cerrar el recorrido comproba´ndolo
en cada frame y luego esparciendo el error por el resto del mapa.
2.4. Direct Sparse Odometry (DSO)
El algoritmo DSO es la segunda iteracio´n de Jakob Engel y Daniel Cremers de
la Universidad Te´cnica de Zurich de recreacio´n de entornos en tres dimensiones
con una ca´mara monocular. Esta vez tambie´n realizan una aproximacio´n directa
centra´ndose en el error fotome´trico de cada punto en las vecindades de los p´ıxeles
[3].
En cuanto a la densidad de la nube de puntos optan por un me´todo disperso,
que se caracterizan por centrarse en entornos ma´s pequen˜os y definidos como
esquinas y bordes. Esto permite ejecutarlo en tiempo real debido al menor coste
computacional a costa de perder precisio´n y atractivo.
Debido a que este algoritmo es el ma´s actual y en su memoria presentan
buenos resultados ha sido elegido como punto de partida para la realizacio´n de





Las ca´maras digitales transforman las coordenadas tridimensionales del mundo
en real en coordenadas bidimensionales de la imagen [9].
(x, y, z)T → (u, v)T (3.1)
Podemos definir P como la matriz de proyeccio´n de perspectiva que realiza la
transformacio´n de 3D a 2D, pero como no es posible aplicar la transformacio´n por
el taman˜o de la matriz, recurrimos a an˜adir un componente extra.








y S 6= 0 (3.3)
La matriz de proyeccio´n de perspectiva P puede descomponerse como el
producto de dos matrices. Una matriz A de para´metros intr´ınsecos de la ca´mara
y una matriz G de para´metros extr´ınsecos.
Los para´metros intr´ınsecos hacen referencia a las caracter´ısticas de la ca´mara.
Este proyecto cuenta con una ca´mara monocular basada en el modelo pinhole,
que reduce la o´ptica de la imagen a un punto(foco) por el que pasan todos los
rayos luminosos antes de reflejarse en el sensor de la ca´mara.
Figura 3.1: Esquema del modelo pinhole.
La distancia entre entre el foco y el plano de proyeccio´n de la imagen se
denomina distancia focal y es muy u´til para obtener medidas en el mundo real
a partir de una imagen.
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Figura 3.2: Esquema de la relacio´n de magnitudes en el eje X.


























Se puede expresar de la siguiente manera:UV
S
 =





Donde la matriz central representa los para´metros intr´ınsecos ba´sicos de la
ca´mara. Tendremos en cuenta si los p´ıxeles de la ca´mara no son cuadrados con fu
y fv y tambie´n si el plano de la imagen esta´ desplazado con respecto al plano de
la ca´mara con uo y vo. Al final tenemos:
A =
fu 0 uo0 fv vo
0 0 1
 (3.7)
Los para´metros extr´ınsecos de la ca´mara representan la posicio´n de los ejes de
la ca´mara en relacio´n con los ejes del mundo. La tansformacio´n se expresa como
una sencilla matriz de traslacio´n y rotacio´n:
G =
r00 r01 r02 txr10 r11 r12 ty
r20 r21 r22 tz
 (3.8)
Y la transformacio´n final:
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fu 0 uo0 fv vo
0 0 1
r00 r01 r02 txr10 r11 r12 ty








El u´nico elemento que falta es la profundidad, y todos los algoritmos visuales
de generacio´n de entornos en tres dimensiones parten de la visio´n esteorosco´pica,
una te´cnica que crea una ilusio´n de profundidad utilizando, entre otras cosas, dos
ima´genes, lo que ha derivado en la visio´n este´reo por ordenador.
3.1. Visio´n este´reo por ordenador
La visio´n este´reo por ordenador se basa en la extraccio´n de la informacio´n
tridimensional de ima´genes digitales comparando la misma escena desde dos puntos
de vista distintos.
Tradicionalmente es un sistema compuesto por dos ca´maras desplazadas
horizontalmente de forma similar a la visio´n binocular de los seres humanos, y
la profundidad relativa puede obtenerse de un mapa de disparidad y el modelo se
explica matema´ticamente utilizando la geometr´ıa epipolar.
La geometr´ıa epipolar es la rama de las matema´ticas que se dedica a estudiar las
relaciones geome´tricas de los puntos tridimensionales del espacio y sus proyecciones
en ima´genes 2D obtenidas desde distinto punto de vista [10].
Figura 3.3: Esquema de la geometr´ıa epipolar.
Utilizando la nomenclatura de la imagen superior tenemos OL como foco de la
imagen izquierda y OR como foco de la imagen derecha.
Los puntos eL y eR son los epipolos, y se conocen como la proyeccio´n del foco
de una imagen en la otra.
La proyeccio´n XL del punto tridimensional X corresponde a una direccio´n en la
imagen de la derecha, esta direccio´n pasa por el foco de la ca´mara (OL/eR) y sirve
para encontrar la proyeccio´n XR, se llama l´ınea epipolar, cada proyeccio´n genera
una en la otra imagen y todas pasan por los epipolos.
Teniendo en cuenta toda esta informacio´n, se puede conocer si dos proyecciones
pertenecen al mismo punto trazando sus lineas epipolares, utilizando las matrices
esencial y fundamental. La matriz esencial presenta la informacio´n de la posicio´n
18
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de ambas ca´maras en te´rminos de rotacio´n y traslacio´n (Ecuacio´n 3.8) , sin
embargo, la matriz fundamental adema´s an˜ade informacio´n sobre la distancia focal
(Ecuacio´n 3.9). La matriz fundamental simplfica este modelo ya que F T ∗ Xl
corresponde a linea epipolar formada por eR y XR.
La disparidad binocular hace referencia a diferencia de posicio´n de un objeto
visto por el ojo izquierdo y el derecho resultado de su separacio´n horizontal
(paralaje). Despue´s el cerebro utiliza esta diferencia de posicio´n para percibir la
profundidad de los objetos.
En visio´n por computador, la disparidad hace referencia a la diferencia
de coordenadas de un punto determinado en dos ima´genes este´reo de una
misma escena. Y tambie´n podemos utilizar esta informacio´n para calcular una
profundidad relativa.
El sistema este´reo ideal presenta dos ca´maras iguales, con la misma distancia
focal, con los ejes o´pticos colineales, es decir los planos de las ima´genes de las
ca´maras corresponden al mismo plano, y distancia entre focos conocida.
Figura 3.4: Ejemplo de disparidad en eje X de dos ca´maras paralelas. Fuente: LSI.
Siendo M = (x, y, z) el punto tridimensional, m1 y m2 sus proyeccio´n en
el sistema este´reo, D la distancia horizontal entre ambas ca´maras con el eje de


































Siendo d la disparidad del punto que es inversamente proporcional a la
distancia.
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Como este sistema esta´ alineado horizontalmente, los epipolos esta´n en el
infinito, y todas las lineas epipolares son horizonrales, ergo, todos los puntos
tridimensionales tienen su proyeccio´n vertical ide´ntica en ambas ima´genes (y2 e
y1).
La rectificacio´n de las ima´genes este´reo se basa en reproyectar los planos de
ambas ima´genes de forma que pertenezcan al mismo plano paralelo a la l´ınea que
une los centros de las ca´maras de la siguiente forma:
Figura 3.5: Ejemplo de rectificacio´n de sistema este´reo. Fuente: University of
Illinois
De forma que tengan las misma propiedades que las condiciones ideales de la
Figura 3.4
3.1.1. Adaptacio´n al sistema monocular
En este sistema vamos a utilizar una ca´mara monocular, por lo que vamos a
tener que simular un sistema este´reo utilizando dos frames de la ca´mara en distintos
momentos temporales que muestren la misma escena desde distintos puntos de
vista. Al ser la misma ca´mara se cumplen dos de las condiciones ideales (ca´maras
iguales y misma distancia focal), no tendra´ los ejes o´pticos colineales y se calculara´
la distancia entre ambos focos mediante un algoritmo de ”pose estimation”llamado
Homograf´ıa.
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3.1.2. Calibracio´n
Antes de empezar a utilizar la ca´mara realizaremos un proceso de calibracio´n
muy comu´n en la visio´n por computador. Ya se ha explicado el modelo pinhole
(Figura 3.1) anteriormente, pero hay que an˜adir que es uno de los ma´s famosos
debido a su coste, pero por contrapartida nos genera una considerable distorsio´n
radial y tangencial [11].
Para corregir esta distorsio´n se utiliza un patro´n claramente definido tanto en
el mundo real como en la imagen, el ma´s comu´n es el tablero de ajedrez debido a
que tiene dos colores fa´cilmente identificables en la imagen con altos gradientes en
los bordes y sabemos que son cuadrados perfectos e ide´nticos.
El paquete de ROS ”camera calibration” nos provee de una herramienta donde
introduciremos el taman˜o de nuestro tablero en esquinas interiores y en cent´ımetros
cuadrados [cm2] y el topic donde se esta´ publicando la imagen.
Figura 3.6: Paquete de calibracio´n de ca´maras en ROS. (Fuente: [1])
Una vez empieze el programa deberemos rotar y desplazar el tablero en todas
las direcciones y por todo el plano de la imagen para que se recojan todos los datos
necesarios para realizar la calibracio´n correctamente. Al terminar, obtendremos la
matriz esencial de la ca´mara y una serie de coeficientes para corregir la distorsio´n,
en nuestro caso:
A =
376,4 0 308,630 376,43 238,27
0 0 1
 y D = [−0,318 0,10674 0,0001 −0,00033 0]
(3.13)
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3.1.3. Homograf´ıa
La homograf´ıa se define en visio´n por computador como la relacio´n en te´rminos
de rotacio´n y tralacio´n de dos ima´genes que representan la misma escena desde
dos puntos de vista. Este algoritmo necesita un grupo de puntos que aparezcan en





·Hba ·K−1b · bpi (3.14)
Donde api y
bpi son las proyecciones del punto P en ambas ima´genes (A y B),
azi y
bzi son las distancias de los focos de cada imagen al plano que contiene los
puntos Y Ka Y Kb son las matrices de para´metros intr´ınsecos de cada ca´mara, en
nuestro caso es la misma.
3.1.4. Puntos Clave
Para aplicar la geometr´ıa epipolar y para encontrar la posicio´n de la ca´mara
en distintos momentos temporales necesitamos conocer una serie de puntos que
aparezcan en las dos ima´genes. El primer paso es buscar caracter´ısticas en la
imagen, como detectores de bordes y esquinas, y despue´s clasificarlos con un
descriptor.
Encontrar caracter´ısticas en las ima´genes (”features”, en ingle´s) es una cualidad
inherente al ser humano, desde pequen˜os jugamos con figuras geome´tricas y somos
capaces de encontrar patrones para encajarlas. Pero es ma´s complicado para un
ordenador, intentare´ explicarlo utilizando la siguiente imagen:
Figura 3.7: Caracteristicas de las ima´genes.
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Encontrar las partes A y B en la imagen original es muy complicado debido
a que son patrones repetitivos que aparecen por amplias superficies en la imagen.
Las partes C y D son ma´s sencillas porque pertenecen al borde de un edificio y
las ma´s sencillas ser´ıan E y F porque corresponden a las esquinas. Los bordes y
las esquinas son caracter´ısticas fa´ciles de encontrar en una imagen porque hay
grandes cambios en el valor de la intensidad de pixel entre las zonas separadas por
el borde y se crea un gradiente remarcable (incluso en escala de grises).
Una vez se han localizado las zonas con mayor potencial para albergar
keypoints, se utilizan algoritmos para filtrar los de menor importancia utilizando
umbrales:
Figura 3.8: Keypoints detectados en bordes y esquinas por FAST.
Despue´s de detectar los puntos, se utilizan descriptores para identificarlos lo
mejor posible y detectarlos a lo largo de varias ima´genes. Estos descriptores suelen
utilizar valores obtenidos de las vecindades de los keypoints como gradientes,
intensidades o histogramas.
Figura 3.9: Ana´lisis del gradiente en las vecindades de un keypoint.
La deteccio´n de puntos en dos ima´genes (matching, en ingle´s) compara los
descriptores de los puntos entre s´ı y empareja los ma´s similares, una vez ya hayamos
realizado la homograf´ıa, podr´ıamos utilizar la geometr´ıa epipolar para reducir el
rango de comparacio´n de puntos.
Una vez tengamos relacionados un grupo de puntos en dos ima´genes, podremos
hallar la homograf´ıa (Ecuacio´n 3.14) y la matriz de para´metros extr´ınsecos
(Ecuacio´n 3.8) para hallar la profundidad relativa.
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3.2. DSO: Direct Sparse Odometry
El algoritmo DSO se proclama como una nueva formulacio´n directa y dispersa
de la odometr´ıa visual. Combina el modelo probabil´ıstico buscando reducir el
error fotome´trico con una optimizacio´n de todos los parametros del modelo,
incluida la profundidad y el movimiento de la ca´mara. Este me´todo no depende de
algoritmos de bu´squeda de keypoints ni de sus descriptores. Se ejecuta en tiempo
real omitiendo la suavidad de acabado de otros modelos directos. Tambie´n incluye
un sistema propio de calibracio´n fotome´trica y supera a su estado del arte (directos
e indirectos) utilizando un dataset bastante variado.
3.2.1. Modelo directo y disperso
Los me´todos indirectos de odometr´ıa visual, que se define como el proceso
de determinar la posicio´n y orientacio´n analizando ima´genes de una ca´mara
en movimiento, se diferencian de los modelos directos en que e´stos buscan
determinadas caracter´ısticas de la imagen para obntener sus keypoints y los
me´todos directos utilizan directamente el valor de intensidad de los sensores en
un modelo pobabil´ıstico para buscar keypoints.
Por otra parte, los modelos dispersos se centran en reconstruir solamente grupos
independientes de puntos; sin embargo, los modelos directos buscan reconstruir
toda la imagen bidimensional en tres dimensiones. Existe una aproximacio´n
intermedia (”semidensos”) que reconstruye grupos independientes de puntos, pero
tambie´n busca conectar estos grupos en estructuras mayores. La principal razo´n
de uso de estos modelos a pesar de su peor acabado es la posibilidad de ejecutarlos
en tiempo real.
3.2.2. Calibracio´n
La calibracio´n fotome´trica es muy importante para este algoritmo debido a que
trabaja con el valor de la intensidad de los pixeles en contraste con los detectores
de keypoints que son bastante robustos contra la variaciones fotome´tricas [2].
El formato de calibracio´n utilizado es el mismo que tienen los datasets de
ima´genes ”The TUM monoVO datasetc¸reado por los mismos autores.
Utiliza una calibracio´n geome´trica gene´rica de una ca´mara con modelo pinhole
para obtener la distancia focal, y los coeficientes de distorsio´n (Ecuacio´n 3.13).
Incluye una calibracio´n fotome´trica basada en el tiempo de exposicio´n en
milisegundos y la irradiancia de los sensores. Utiliza alrededor de mil ima´genes
con diferentes tiempos de exposicio´n (desde 0.05 ms a 20 ms) que cubre una gran
parte de los niveles de gris y como resultado ganamos informacio´n para los niveles
bajos y altos y reducimos el efecto de las alteraciones de iluminacio´n.
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Figura 3.10: Ejemplo de calibracio´n fotome´trica utizando la irradiancia. (Fuente:
Monocular Visual Odometry Dataset [2])
Tambie´n utiliza una calibracio´n de vin˜eteado (en ingle´s, vignetting) para
centrarse en la imagen y reducir el nu´mero de puntos generados en la zona de
la imagen donde puede aparecer ma´s distorsio´n generada por el modelo pinhole.
Utiliza un patron reconocible sobre un fondo uniforme (preferiblemente blanco) y
lo observa desde todos los a´ngulos posibles y obtiene una imagen con zonas ma´s
oscuras que indican un factor de atenuacio´n para la imagen original:
Figura 3.11: Ejemplo de calibracio´n de vin˜eteado. (Fuente: Monocular Visual
Odometry Dataset [2])
En la parte superior derecha, se observa el patro´n sobre el fondo blanco, a su
izquierda cuatro ejemplos de las distintas posiciones necesarias para la calibracio´n
y en la parte inferior aparece el factor de atenuacio´n de la irradiancia que se va a
aplicar ma´s tarde en la imagen original.
3.2.3. Administracio´n de ima´genes
Este me´todo utiliza un nu´mero determinado de keyframes activos (7 en el
ejemplo por defecto). Cada frame inicialmente se compara con los keyframes
activos (paso 1), despue´s se descarta o se usa como un nuevo keyframes (paso
2) y uno antiguo es marginalizado (paso 3).
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Paso 1: Cuando el sistema crea un keyframe nuevo, todos sus puntos activos
se proyectan en el mapa ligeramente dilatados para generar un mapa semidenso.
Cada nuevo frame se compara u´nicamente con este u´ltimo keyframe utilizando un
algoritmo convencional de alineamiento de ima´genes y un modelo de movimiento.
Paso 2: De forma similar a la utilizada en el algoritmo ORB-SLAM mencionado
en el estado del arte, la estrategia es coger tantos keyframes como sea posible
evitando los redundantes y repartirlos adecuadamente por el espacio. Para
determinar un nuevo keyframe utilizamos tres criterios:
-Los nuevos keyframes son necesarios cuando aparecen cambios en el campo de
visio´n. Se utiliza la media cuadra´tica del flujo o´ptico del u´ltimo keyframe al u´ltimo
frame.
-La traslacio´n de la ca´mara crea oclusiones que se arreglan con ma´s keyframes.
-Siempre que el tiempo de exposicio´n cambia considerablemente se toman
nuevos frames.
Estos tres criterios pueden cuantificarse y compararse asigna´ndoles un peso
relativo.
Paso 3: La estrategia de marginalizacio´n de keyframes tiene tres condiciones:
-Siempre nos quedamos con los dos u´ltimos.
-Cuando un frame tiene menos de un 5 % de sus keypoints visibles en el u´ltimo
frames se marginaliza.
-Cuando hay ma´s de siete keyframes que cumplen estas dos condiciones se
utiliza una funcio´n disen˜ada para mantener los keyframes bien distribuidos en el
espacio pero con ma´s frecuencia cuanto ma´s se acercan al u´ltimo keyframe.
Cada vez que se marginaliza un keyframe todos los puntos que pertenezcan
a dicho keyframe desparecen del sistema. Pero siguen pudiendo observarse en el
algoritmo.
3.2.4. Administracio´n de puntos
El algoritmo DSO utiliza un me´todo directo de deteccio´n de los puntos
relevantes de la imagen o keyframes. La mayor´ıa de algoritmos directos se centran
en utilizar tanta informacio´n de la imagen como sea posible, lo que dificulta su
funcionamiento en tiempo real, por lo que realizan estimaciones subo´ptimas antes
de tiempo para compensar ignorando las relaciones entre distintos para´metros.
Los experimentos realizados para el dso muestran que los datos de una
imagen son altamente redundantes y el beneficio de usar ma´s puntos se estanca
ra´pidamente. Utilizar me´todos directos aporta ma´s informacio´n sobre texturas
suaves y sobre regiones o bordes repetitivas.
El algoritmo intenta trabajar con 2000 puntos activos en el espacio tridimen-
sional esparcidos equitativamente a trave´s del espacio y los frames. En un primer
momento, se buscan 2000 puntos candidatos en cada ketframe (paso 1). Los puntos
candidatos no se an˜aden inmediatamente a la optimizacio´n, en su lugar se buscan
individualmente en el resto de frames y se genera un valor inicial de profundidad
que sirve para la inicializacio´n (paso 2). Cuando hace falta introducir nuevos pun-
tos a la optimizacio´n, se selecciona un nu´mero de puntos a trave´s de todos los
keyframes activos para ser introducidos en dicha optimizacio´n (paso3).
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Paso 1: la estrategia de generacio´n de keypoints del algoritmo busca que este´n
bien repartidos por la imagen y que tengan el gradiente lo suficientemente alto en
su vecindad. El umbral del gradiente se calcula de forma regional en bloques de
32x32 y es directamente proporcional a la media del gradiente en dicho bloque.
Despue´s se realiza una divisio´n de la imagen en bloques de DxD y se toma el pixel
que mayor gradiente tenga en caso de situarse or encima del umbral. En caso de que
no haya ninguno, no se toma ningu´n p´ıxel de ese bloque. Para mejorar el resultado
se pueden coger puntos con menor gradiente reduciendo el umbral en zonas en las
que no se ha obtenido ningu´n punto, y obtendr´ıamos informacio´n sobre texturas
suaves de las superficies o ligeros cambios de iluminacio´n, se puede repetir este
proceso reduciendo ma´s el gradiente y aumentando el taman˜o del bloque.
Paso 2: los puntos candidatos se localizan en distintos frames con bu´squeda
discreta recorriendo la linea epipolar, minimizando el error fotome´trico. De la mejor
coincidencia se calcula una profundidad asociada y su varianza que se utilizara´ para
futuras iteraciones en frames consecuentes.
Paso 3: cuando un grupo de puntos se marginalizan con su frame, un grupo
nuevo de puntos candidatos se activan para reemplazarlos. Para mantener una
distribucio´n espacial repartida por la imagen, proyectamos todos los puntos
activos posibles al keyframe ma´s frecuente y activamos los puntos candidatos que
maximizan la distancia a cualquier otro punto existente.
Outlier y detector de oclusiones: Se intentan identificar los outliers tan pronto
como sea posible. Se descartan los puntos que no son lo suficientemente distintos
de otros utilizando la linea epipolar y se utiliza un umbral de error para eliminar
directamente los puntos que queden por encima. Dicho umbral se adapta a
la calidad de la imagen de forma directamente proporcional, de forma que se
descartan menos observaciones de ima´genes con peor calidad.
3.3. Aportaciones al modelo.
3.3.1. Calibracio´n
El algoritmo DSO necesita los siguientes archivos de calibracio´n para
funcionar correctamente: “camera.txt”, “pcalib.txt”, “times.txt”, “vignette.png”
y “images.zip”. Estos archivos definen el formato de los grupos de ima´genes
“The TUM monoVO dataset” creado para odometr´ıa visual con la intencio´n de
convertirlo en un esta´ndar para comparar resultados.
El principal problema que he encontrado en este dataset es la dificultad
de adaptacio´n de tus propias ima´genes a su formato, as´ı que explicare´ su
funcionamiento pra´ctico como parte de las mejoras propuestas para facilitar su
uso:
images.zip:
Este fichero comprimido contiene todas y cada una de las ima´genes de la
ca´mara que permiten la ejecucio´n del algoritmo. De forma estricta tienen
que estar numeradas de forma ascendiente empezando por 0, y todas tienen
que tener el mismo nu´mero de d´ıgitos.
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camera.txt:
Figura 3.12: Estructura del archivo camera.txt de calibracio´n geome´trica. (Fuente:
DSO [3])
En la primera l´ınea podemos encontrar la calibracio´n geome´trica ba´sica de
la ca´mara, fx, fy, cx y cy corresponder´ıan aproximadamente a los para´metros
intr´ınsecos de nuestra ca´mara y cambiar´ıamos el 0 por 1. La u´nica diferencia















Siendo in width e in height el ancho y el alto respectivamente de la
resolucio´n de la ca´mara utilizada. Con los valores calculados en apartados
anteriores para nuestra ca´mara (Ecuacio´n 3.13) obtenemos los siguientes
resultados:
fx = 0,58812 , fy = 0,7842 , cx = 0,4822 y cy = 0,4964 (3.17)
En la tercera l´ınea an˜ade un modo de rectificacio´n que genera un modelo
pinhole introducido de forma manual (“fx fy cx cy 0”) o una opcio´n que
automa´ticamente ajusta la imagen a un recta´ngulo (“crop”). La opcio´n
”full.esta´ principalmente pensada para depuracio´n, manteniendo el campo
de visio´n original y generando unos bordes negros que pueden corromper la
ejecucio´n del programa. En la u´ltima linea aparece la resolucio´n de salida
del la calibracio´n de la imagen que he utilizado la nativa para evitar errores
debidos a reescalados.
pcalib.txt:
Contiene un vector de 256 valores mapeando del cero al 255 a su respectivo
valor de irradiancia de la misma forma que una tabla de consulta. Se puede
obtener haciendo una gran cantidad de fotos a una misma escena variando
el tiempo de exposicio´n como aparece en el apartado anterior, o utilizando
el archivo de uno de los datasets de ejemplo.
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times.txt:
En este archivo aparecen 3 columnas, en la primera aparecen los nombres
de las ima´genes enumerados por orden, en la segunda columna se guarda el
tiempo en microsegundos correspondiente a cada frame utilizando el formato
de “high resolution clock” de c++ y en la tercera aparce el tiempo de
exposicio´n de la ca´mara.
Lamentablemente por limitaciones del hardware no he podido acceder al
valor de eel tiempo de exposicio´n ni he podido ajustarlo, por lo que se perdera´
parte de la precisio´n de los datasets originales al usar los propios.
vignette.png:
Este archivo no se ha tenido en cuenta en ningu´n experimento debido a la
falta del programa de calibracio´n en la implementacio´n del co´digo.
3.3.2. Mejora coloreado original del mapa
Esta mejora del programa se centra en asignarle a los keypoints los colores
originales en sus respectivas ima´genes.
La visualizacio´n de la nube de puntos utiliza un software libre llamado Pangolin,
donde podemos editar el color de cada punto de forma individual.
El algoritmo DSO genera los puntos tridimensionales mediante la descompo-
sicio´n del vector de la distancia desde el foco de la ca´mara utilizando la posicio´n
bidimensional del p´ıxel de la imagen al que pertenece dicho punto punto. Por lo
tanto, teniendo la imagen original y su posicio´n en dicha imagen podemos obtener
el co´digo de color RGB de dicho pixel y aplicarselo al punto tridimensional.
Tambie´n he an˜adido un algoritmo para generar un archivo en formato “.txt” con
informacio´n sobre el frame al que pertenece cada punto, la posicio´n bidimensional
de su proyeccio´n en dicha imagen y sus coordenadas tridimensionales a partir de
la misma imagen.
Y por u´ltimo un programa por separado que toma todos los ficheros generados y
necesarios para el algoritmo DSO y obtiene la posicio´n tridimensional con respecto
al eje del mundo y el color en RGB para cada punto de la nube y lo guarda en
cualquier formato posible de las librer´ıas PCL compatibles con ROS, tambie´n
podr´ıa ser editado de forma sencilla para adaptarse al formato de otros softwares
de generacio´n de nubes de puntos.
3.3.3. Factor de conversio´n para la distancia
El software DSO genera por defecto un archivo con los resultados donde se
indica el tiempo, la posicio´n tridimensional y la posicio´n en cuaternios de todos
los keyframes seleccionados. Por esto he intentado hallar un coeficiente para
transformar la distancia recorrida en metros.
He realizado numerosos experimentos en los que generaba un mapa tridimen-
sional de una distancia conocida en linea recta y lo comparo con la distancia







La ca´mara deportiva SJ4000 dispone de un objetivo de 12 Megap´ıxeles con
un sensor CMOS, tambie´n tiene una lente de gran angular de 170o.
Permite grabacio´n de video a 720p a 60 frames por segundo y es sumergible
hasta unos 30 metros de profundidad.
Figura 4.1: Ca´rama SJ4000 Wifi utilizana en los experimentos.
4.1.2. Software
Todos los algoritmos se han creado utilizando ROS bajo c++ y las librer´ıas
PCL y OpenCV.
ROS (“Robot Operating System”)
ROS es un entorno de trabajo flexible para escribir software destinado a
robots. Puede definirse como una coleccio´n de librer´ıas que tienen el objetivo
de simplificar la creacio´n de complejos y robustos comportamientos para una
gran variedad de plataformas.
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ROS se creo´ con la intencio´n de potenciar el desarrollo de software
colaborativo para robots utilizando un disen˜o modular para que distintos
grupos de desarrollo pudieran compartir y mezclar los mo´dulos o paquetes
que hayan desarrollado.
En mi caso, utilice´ un paquete llamado ”webcam publisher”para obtener la
imagen de la ca´mara y publicarla en un topic de ROS, este paquete fue
cedido por el Laboratorio de Sistemas Inteligentes y personalmente an˜ad´ı un
pequen˜o algoritmo que generaba el archivo ”times.txtc¸on el nombre de las
ima´genes, el tiempo con el que hab´ıa sido capturado cada frame del v´ıdeo
y el tiempo de exposicio´n de la ca´mara aunque por limitaciones de software
no se pudo aplicar esta u´ltima parte. Por otra parte, tambie´n utilice´ un
paquete encontrado en la comunidad de ROS para suscribirme al topic donde
se publicaban las ima´genes y obtener todos los frames individuales para la
ejecucio´n de ROS.
OpenCV
OpenCV es una librer´ıa gratuita desarrollada originalmente por Intel con el
objetivo de permitir la visio´n por computador en tiempo real.
Los principales objetivos durante su desarrollo fueron crear una infraestruc-
tura muy optiimizada que permitiera tanto un uso sencillo como que fuera
u´til para desarrollos avanzados en la visio´ por computador de forma libre y
disponible para el pu´blico.
A d´ıa de hoy, OpenCV esta´ disponible para los lenguajes de programacio´n
c, c++, Java, Python, Matlab y otros menos conocidas aportados por la
comunidad como C Sharp o Haskell. Con los an˜os se han desarrollado
aplicaciones en a´reas como reconocimiento facial y gesticular, rastreo de
movimiento, robots mo´viles, incluso tiene librer´ıas an˜adidas de aprendizaje
para mejorar las apliaciones mencionadas anteriormente.
PCL (“Point Cloud Libraries”)
PCL es un software independiente presentado en 2011 que permite
utilizar algoritmos de generacio´n y procesamiento de nubes de puntos
tridimensionales que se utilizan en la visio´n por computador.
Tiene otras aplicaciones como el filtrado de puntos, la comparacio´n de
diversas nubes de puntos o reconocimiento de superficies entre otras.
4.2. Experimentos
4.2.1. Implementacio´n del algoritmo DSO:
En este apartado me gustar´ıa comparar los resultados obtenido con el algoritmo
DSO utilizando el ”Monocular Visual Odometry Dataset 2los obtenidos con mis





Figura 4.2: Imagen y mapa obtenidos de la primera secuencia. Fuente: Monocular
Visual Odometry Dataset
Figura 4.3: Nube de puntos de dos pasillos en la UC3M.
La Figura 4.3 es una nube de puntos obtenida a partir de un conjunto de
ima´genes grabadas en los pasillos de la UC3M, para ser ma´s concretos en
dos pasillos del mismo taman˜o de la planta 3 y de la planta 1del edificio
Agust´ın de Betancourt. Comienza y termina en la puerta del despacho
1.3.B16 y se puede comprobar como no es capaz de cerrar el bucle ni de
hacer correctamente el a´ngulo en los giros como en la secuencia propuesta.
Tambie´n se puede comprobar el efecto del vin˜eteado, que da menos peso a los
puntos ma´s alejados del centro de la ca´mara y no genera tanto ruido detra´s




Figura 4.4: Imagen y mapa obtenidos de la quincuaje´sima secuencia. Fuente:
Monocular Visual Odometry Dataset
Figura 4.5: Nube de puntos generada alrededor del edificio Sabatini UC3M.
Figura 4.6: Error de escalado al girar en la primesa esquina de la Figura 4.5.
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En entornos abierto, podemos comprobar como en este ejemplo s´ı ha
realizado bien los giros de noventa grados en las esquinas (al contrario que
la Figura 4.3) pero el error en la escala del mapa iba aumentando a cada
esquina del edificio(Figura 4.6).
4.2.2. Obtencio´n de la distancia:
Como he comentado antes, el propio algoritmo DSO genera un archivo de
resultados donde podemos comprobar la distancia relativa adimensional calculada
para cada keyframe. Este experimento se basa en generar las nubes de puntos
de varios emplazamientos en linea recta con distancia conocida previamente para
comprobar si se puede relacionar de forma directa con la distancia mediante un
factor de conversio´n de 1 unidad adimensional a metros. Adema´s, en las primeras
localizaciones se han realizado alrededor de diez nubes de puntos (cinco en cada
direccio´n) para realizar una media y comprobar la precisio´n y la repetibilidad del
sistema.
Experimento 1: Pasillo de la universidad:
Figura 4.7: Imagen de un pasillo del edificio Agust´ın de Betancourt en el campus
de Legane´s de la UC3M y una imagen a detalle de su correspondiente nube de
puntos.
Este pasillo tiene 2.35 metros de ancho y realize´ un recorrido de aproxima-




Figura 4.8: Tabla de resultados del experimento 1 en el pasillo de la Universidad.
Donde el sub´ındice la direccio´n. La componente principal de la distancia esta´
localizada en el eje Z y los ejes X e Y reflejan que las ca´mara no esta´ firme o
si el primer keyframe que se toma como referencia (0, 0, 0) esta´ ligeramente
inclinado.
Para la obtencio´n del factor de conversio´n se ha dividido la distancia recorrida
en metros entre el mo´dulo adimensional (Ud.)la distancia obtenida generada
por el algoritmo.
Los resultados obtenidos han sido un factor de conversio´n de 3,6 metros con
una desviacio´n t´ıpica del 26 %.
Experimento 2: Soportal 1
Los siguientes tres experimentos han sido realizados en la Urbanizacio´n donde
resido, entre los edificios de la calle Concepcio´n Arenal 3 y 5 en Fuenlabrada.
Los dos primeros presentan caracter´ısticas similares ya que se grabaron en
el soportal del edificio en dos tramos paralelos separados por columnas, el
tercero es el parque central de la urbanizacio´n, un entorno ma´s abierto.
Adema´s, se ha utilizado la misma distancia para los tres de forma que sea
ma´s fa´cil de comparar.
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Figura 4.9: Imagen del soportal y nube de puntos.
Figura 4.10: Tabla de resultados del experimento 2 en el soportal de la
urbanizacio´n.
Figura 4.11: Imagen de otra parte del soportal y nube de puntos.
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Figura 4.12: Tabla de resultados del experimento 3 en el soportal de la
urbanizacio´n.
Estos conjuntos de ima´genes tienen aproximadamente 3,42m y 3,04. Se ha
obtenido un factor de conversio´n de 6,16 para el primer conjunto y 5,57
para el segundo conjunto, con una desviacio´n esta´ndar de 20 % y 27 %
respectivamente.
Parque central:
Figura 4.13: Imagen del parque central y nube de puntos.
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Figura 4.14: Tabla de resultados del experimento 4 en el parque de la urbanizacio´n.
Este es el primer conjunto de grabaciones realizado en un entorno abierto.
Las filas en blanco representan fallos en el programa cuando no es capaz de
calcular la posicio´n del siguiente frame, no se han tenido en cuenta para el
ca´lculo de la media ni de la desviacio´n. Los resultados obtenidos son 10,81
metros de factor de conversio´n y 13 % de desviacio´n esta´ndar.
Lateral exterior del edificio Sabatini:
Figura 4.15: Imagen del lateral exterior (ala B) del edificio Sabatini en la UC3M
y nube de puntos.
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Figura 4.16: Tabla de resultados del experimento 5 en el lateral exterior del edificio
Sabatini.
Lateral interior del edificio Sabatini:
Figura 4.17: Imagen del lateral interior (ala C) del edificio Sabatini en la UC3M
y nube de puntos.
Figura 4.18: Tabla de resultados del experimento 6 en el lateral interior ala C del
edificio Sabatini.
En este experimento en concreto el programa tuvo problemas para generar la
nube de puntos de la direccio´n contraria mostrada en la Figura 4.17 debido




Patio del edificio Sabatini:
Figura 4.19: Imagen del patio del edificio Sabatini en la UC3M y nube de puntos.
Figura 4.20: Tabla de resultados del experimento 7 en el patio del edificio Sabatini.
Se ha obtenido un factor de conversio´n de 7,48 para el lateral exterior, 3,76
para el lateral interior y 8,70 para el patio con unas desviaciones esta´ndar
de 24 %, 4 % y 22 % respectivamente.
Estos tres conjuntos de ima´genes han sido realizados en la Universidad con
la intencio´n de comprobar el efecto de lo “estrecho” que sea el entorno en
la distancia adimensional calculada por el algoritmo. Teniendo un entorno
muy cerrado (Figura ??) similar al pasillo de la Universidad del primer
experimento (Figura ??), un entorno algo ma´s abierto (Figura ??) similar a
dos de los experimentos dentro de la urbanizacio´n (Fugura ??) y un entorno
abierto (Figura ??) similar al experimento en el parque (Figura ??).
Figura 4.21: Tabla de comparacio´n del factor de conversio´n y la anchura.
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Podemos comprobar como aumenta el factor de conversio´n cuanto ma´s
abierto es un escenario.
4.2.3. Nube de puntos recoloreada:
La u´ltima mejora propuesta al sistema era la obtencio´n de un entorno
tridimensional en el que cada uno de sus puntos tuviera el color que le corresponde
en la imagen original, de forma que se pareciera un poco ma´s a la imagen real.
Figura 4.22: Imagen de pasillo del Edificio Agust´ın de Betancourt y su nube de
puntos a color.
Figura 4.23: Imagen del soportal y su nube de puntos a color.
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Figura 4.24: Imagen del parque central y su nube de puntos a color.
Figura 4.25: Imagen de pasillo del exterior del edificio Sabatini UC3M (ala B) y






La principal conclusio´n que se puede obtener de este proyecto es que no he sido
capaz de generar una nube de puntos utilizando la implementacio´n del algoritmo
DSO tan precisa como las generadas con el dataset propuesto por sus autores.
La principal diferencia entre los conjuntos era la calibracio´n de la ca´mara, ma´s
concretamente la imposibilidad de acceder al tiempo de exposicio´n, la falta del
ejecutable para realizar el vin˜eteado y la diferencia de framerate, alrededor del
doble para el conjunto propuesto.
Sobre el factor de conversio´n para obtener la distancia, se ha demostrados con
los experimentos realizados anteriormente no es posible determinar la distancia
u´nicamente utilizando la informacio´n recibida por la ca´mara, ya que es demasiado
variable en distintos entornos e incluso dentro del mismo entorno, tiene una gran
desviacio´n esta´ndar y carece de repetibilidad. Au´n as´ı podr´ıamos clasificar los
coeficientes obtenido de forma que el algoritmo calcula distancias menores para
entornos ma´s abiertos.
La nube de puntos con sus colores originales a pesar de ser ma´s vistoso,
apenas presenta una mejora en la comprensio´n. Adema´s, el tiempo de procesado es
demasiado alto ya que tiene que buscar y abrir cada imagen para obtener el color
RGB del p´ıxel concreto y un conjunto de ima´genes sencillo como el de la Figura ??
contiene alrededor de 2.25 millones de puntos. Aunque me hubiera gustado generar
un una nube de puntos de uno de los datasets propuestos por los autores y haberla






Como trabajo futuro se propone utilizar otra ca´mara que se pueda calibrar
correctamente para las exigencias del algoritmo DSO y comprobar que se puedan
reproducir nubes de puntos similares a las generadas con el conjunto de datos
propuesto por los autores.
Tambie´n se propone la implementacio´n en un modulo de ROS que funcione con
ima´genes obtenidas de un video en tiempo real. Que pueda ser utilizado en un dron
con otras funciones de forma simulta´nea y que permita una fusio´n sensorial para
obtener la distancia recorrida por el dron y mejorar el rendimiento y la precisio´n




Ape´ndice A. Marco Legislativo
A continuacio´n se va a enumerar la legislacio´n que afecta al vuelo de drones y
a la grabacio´n de ima´genes en exteriores que puede afectar a nuestro proyecto:





Figura 1: Presupuesto del proyecto.
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