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ABSTRACT
In this report, we revised some important denitions with examples and results of ring
theory such as ring homomorphism, Euclidean domain, principal ideal domain, unique
factorization domain, polynomial rings, irreducibility criteria etc. Then, we discuss eld
theory. In eld theory, we study the details of extension of elds, splitting elds, algebraic
extensions etc. The most important eld of abstract algebra is Galois theory. Here, we
prove the fundamental theorem of Galois theory and the application of this result. Lastly,
we discuss the structure and applications of nite elds.
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NOTATIONS
English Symbols
Z Set of integers
F Field
[E : F] Degree of extension
Gal(E=F) Galois group of E over F
EH Fixed eld of H
CHAPTER 1
INTRODUCTION
The general solutions of linear and quadratic polynomials in one variable were known
centuries before. For cubic and quadratic equations also the general solutions are pro-
vided by Cardano's and Ferrari's methods, respectively. In 19th century a great work has
been done to nd general solution of a general polynomial by radicals. However, there
was no success even after eorts of many great mathematicians of that time. Eventually
work by Able and Galois gives satisfactory solution and complete understanding of this
problem. There are two important problems which provide some motivation for studying
Galois Theory. Those problems are:
(1) The existence of polynomials which are not soluble by radicals.
(2) Some results about classical Euclidean Geometry. For example, we cannot trisect an
angle using ruler and a compass and certain regular polygons cannot be constructed using
ruler and compass.
Galois Theory provides a connection between Field theory and Group theory, which in
turn useful to convert problems in eld theory into Group theory, which are better un-
derstood and easy to handle. Galois theory not only provide answer to the problem
discussed above but also explains why the general solution exists for polynomials with
degree less than or equal to 4. In his original work, Galois used permutation groups to
describe relations between roots of the polynomial. In modern approach, developed by
Artin, Dedekind etc., involves study of automorphisms of eld extensions.
In eld theory the most beautiful and important area is nite elds. Finite elds were
rst introduced by Galois in 1830 in his proof of the un-solvability of the general quintic
equation. When Cayley investigate groups of matrices over nite elds. In the past fty
years, there have been important application of nite elds in computer science, coding
theory, information theory, and cryptography. But, besides the many uses of nite elds
in pure and applied mathematics. The important features of nite elds are the restricted
nature of their order and structure.
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CHAPTER 2
RING THEORY
Many sets associated with two binary operations addition and multiplication. When
we considering these sets as groups then we consider either of binary operation addition
or multiplication. But one may wish to take both the binary operations. So the ring
concept comes into picture. This notion was originated in mid nineteenth century by
Richard Dedekind, although its rst formal abstract denition was not given until Abra-
ham Fraenkel presented it in 1914. In this chapter, we give few denitions with examples
and some results.
Denitions and theorems
Ring:
A non empty set R w.r.t binary operations addition and multiplication is called a ring
when it satises below properties
1. It is an abelian group under addition.
2. It must satisfy associative property w.r.t multiplication.
3. Multiplication is distributive over addition.
a(b+c)=ab+ac
Commutative ring:
When R satises commutative property w.r.t multiplication then R is called commutative
ring.
Unity:
When a ring other than f0g has an identity under multiplication, we say that the ring
has a unity.
Unit:
If a 6= 0 2 R and a 1 exist then a is a unit of R.
Examples
(1) Z is a ring under addition and multiplication. It is a commutative ring with unity.
The units of Z are 1 and -1.
(2)M3(Z) =
(
A33 =
266664
a b c
d e f
g h i
377775
j a; b; c; d; e; f; g; h; i 2 Z
)
is a noncommutative ring with unity.
Subring:
A subset S of a ring R is a subring of R if S is itself a ring with same operations of R.
Examples
(1) Z is a subring of Q.
(2)For each positive integer n the set nZ =f0;n;2n; ::::::g is sub ring of Z.
Zero Divisors:
A nonzero element a in a commutative ring R is called a zero divisor if there is a non zero
element b 2 R such that ab = 0.
Examples
(1)
A =
241 0
0 0
35
B =
240 0
0 1
35
AB=0.
(2)R = ff jf : [0; 1] ! Rg. Units of R = ff jf(x) 6= 0 8x 2 [0; 1]g. For such f inverse is
1
f
. f is a zero divisor because if we dene
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g(x) =
8<: 0 : f(x) 6= 01 :f(x)=0
then g(x) is not zero function. But f(x)g(x) = 0.
Integral domain:
A commutative ring with unity is said to be an integral domain if it has no zero divisor.
Examples
(1) The ring of integers Z is an integral domain.
(2) Z[i] = fa+ ibja; b 2 Zg is an integral domain.
Field:
A commutative ring with unity is called a eld if every nonzero element is a unit.
Examples
Q; R; Zp
Theorem: A finite integral domain is a field:
proof:
Let D be any nite integral domain. Let a (6= 0) 2 D. We have to show that a 1 exist
or a is unit. If a = 1, a is its own inverse. If a 6= 1, then a; a2; a3; ::::: 2 D. but D is
nite. So there must be two positive integer i and j such that i > j and ai = aj ) ai j=1
) ai j 1=a 1. So a 1 exists. 
Characteristic of a ring:
The characteristic of a ring R is the least positive integer n such that nx = 0 8 x 2 R. If
no such n exists then Char R=0.
Examples
(1) Q has characteristic 0.
(2) Zp has characteristic p.
Ideal:
A subring A of a ring R is called a (two sided) ideal of R if for every r 2 R and every
a 2 A both ra and ar 2 A.
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Ideal test:
A non empty subset A of a ring R is an ideal of R if
(i) a  b 2 A whenever a; b 2 A.
(ii) ra and ar 2 A whenever a 2 A and r 2 R:
Examples
(1) Let R be a ring, f0g and R are ideals of R. f0g is called trivial ideal of R.
(2) nZ = f0; n; 2n; ::::::g; n 2 Z+. nZ is an ideal of Z.
Homomorphism:
The word homomorphism comes from Greek words `homo' means `like' and `morphe'
means `form'.
Similarity with photography:
A photograph of a person cannot tell us the person's exact height, weight and age.
But it may be possible to decide from a photograph that the person is tall or short, heavy
or thin, old or young, male or female. Like this a homomorphic image of a group gives us
some information about the group not the exact property of the group.
Ring homomorphism:
A ring homomorphism is a map from one ring to another that preservers the binary op-
erations addition and multiplication.
Let R and S be rings,  : R! S satisfying
(i)(a+ b) = (a) + (b) 8 a; b 2 R.
(ii)(ab) = (a)(b) 8 a; b 2 R. Then  is called a ring homomorphism.
Monomorphism:
If a ring homomorphism is one-one then it is called monomorphism.
Etimorphism:
If a ring homomorphism is onto then it is called etimorphism.
Isomorphism:
If a ring homomorphism is one-one and onto then it is called isomorphism.
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Example
 : Z! Zn, dened by k ! k mod n; n 2 Z+ a; b 2 Z
(a+ b) = (a+ b) mod n
= ((a mod n) + (b mod n)) mod n
= a mod n + b mod n
= (a) + (b)
Properties of homomorphism:
Let  be a homomorphism from a ring R to a ring S. Let A be a subring of R and B an
ideal of S.
(1) For any r 2 R and any positive integer n, (nr) = n(r) and (rn) = ((r))n.
(2) If A is an ideal and  is onto S, then (A) is an ideal.
(3) If R is commutative, then (R) is commutative.
(4) If  is an isomorphism from R onto S, then  1 is an isomorphism from S onto R.
(5) If R has a unity 1, S 6= f0g, and  is onto, then (1) is the unity of S.
Quotient ring or factor ring:
Theorem: (Existence of factor ring) Let R be a ring and let A be a subring of R: The set of all
cosets fr+Ajr 2 Rg is a ring under the operations (s+A) + (t+A) = s+ t+A ; (s+
A)(t+ A) = st+ A iff A is an ideal of R.
Example
Z=4Z = f0 + 4Z; 1 + 4Z; 2 + 4Z; 3 + 4Zg
(2 + 4Z) + (3 + 4Z) = 5 + 4Z = 1 + 4Z modulo arithmetic 4.
(2 + 4Z)(3 + 4Z) = 6 + 4Z = 2 + 4 + 4Z modulo arithmetic 4.
Prime ideal
A proper ideal A of a commutative ring R is said to be a prime ideal of R if a; b 2 R and
ab 2 A then a 2 A or b 2 A.
Examples
(1) Z is a ring. nZ is prime ideal i n is prime.
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(2)< x2+1 > is not a prime ideal of Z2[x]. Z2[x]=fa0+a1x+a2x2+::::+anxnja0; a1; a2; :::; an 2
Z2g. Let 1+x 2 Z2[x], (1+x)2 = 1+x2+2x = 1+x2 2< x2+1 >, but (1+x) =2< x2+1 >
< x2 + 1 > is not a prime ideal of Z2[x].
Theorem:
Let R be a commutative ring with unity and let A be an ideal of R:
Then R=A is an integral domain iff A is prime:
proof:
Given that R=A is an integral domain. We have to show that A is prime ideal. i.e, If
a; b 2 R and ab 2 A then a 2 A or b 2 A. Now, a+ A; b+ A 2 R=A. (a+ A)(b+ A) =
ab+A 2 A. Since R=A is an integral domain, so either a+A = 0 +A or b+A = 0 +A.
a 2 A or b 2 A: So A is prime ideal.
Conversely,
A is a prime ideal. We have to show that R=A is an integral domain. i.e, to show zero
divisor does not exist in R=A: Let a+A; b+A 2 R=A. (a+A)(b+A) = 0+A = ab+A,
therefore ab 2 A ) a 2 A or b 2 A (since A is a prime ideal), a+A or b+A is zero coset
of R=A: So, R=A is an integral domain. 
Maximal ideal:
A proper ideal A of R is said to be a maximal ideal of R if B is an ideal of R and
A  B  R, then B = A or B = R
Examples
1. Z is a ring. pZ is maximal ideal if p is prime.
2. < x2 + 1 > is maximal in R[x].
Theorem:
Let R be a commutative ring with unity and let A be an ideal of R:
Then R=A is a field iff A is maximal:
proof:
R is commutative ring with unity. A is an ideal of R.
Given that R=A is a eld. We have to show that A is maximal. Let B be an ideal of R.
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A  B
Let b 2 B but b =2 A. Therefore b+A is a non-zero element of R=A. Since R=A is a eld
multiplicative inverse exist. i.e, (b+A)(c+A) = 1+A. Now, 1+A = (b+A)(c+A) = bc+A.
b 2 B and bc 2 B; 1  bc 2 A  B. Therefore, 1 = (1  bc) + bc 2 B. So B = R: Hence
A is maximal ideal.
Conversely, given that A is maximal ideal.We have to show that R=A is a eld. i.e,
to show any nonzero element of R=A has multiplicative inverse. Now, A is maximal
ideal. Let b 2 R but b =2 A: b + A is a nonzero element of R=A. We have to show
b + A has multiplicative inverse. Let us consider B = fbr + Ajr 2 R; a 2 Ag: B is
an ideal of R. Since A is maximal, so B = R. 1 2 B, 1 = bc + a0 ; a0 2 A; c 2 R.
1 +A = bc+ a
0
+A = bc+A = (b+A)(c+A). Therefore, c+A is multiplicative inverse
of b+ A. So R=A is a eld. 
Corollary:
If R is commutative ring, every maximal ideal is prime ideal.
proof:
If A is a maximal ideal. R=A is a eld. i.e, R=A is an integral domain.
So A is a prime ideal. 
Factorization of polynomials:
Irreducible polynomial and reducible polynomial
A non-constant polynomial f(x) is irreducible over F[x], if f(x) cannot be expressed as a
product of two polynomials g(x) and h(x) in F[x] both of lower degree than the degree of
f(x). If f(x) 2 F[x] is a non-constant polynomial that is not irreducible over F then f(x)
is reducible over F.
Example
f(x) = x2   2 is irreducible over Q, but f(x) is reducible over R.
Theorem:(Reducibility test for degree 2 and 3)
let f(x) 2 F[x] and let f(x) be of degree 2 or 3 then f(x) is reducible over F
if and only if it has a zero in F.
9
proof:
Suppose f(x) is reducible. So deg f(x) = deg g(x) + deg h(x), degree of f(x)=2 or 3, so
at least g(x) or h(x) has degree 1. g(x) = ax + b, therefore ax + b = 0 =) x =  a 1b
is a zero of g(x).  a 1b is a zero of f(x). Conversely, suppose that f(a) = 0; a 2 F. So
x  a is a factor of f(x). Therefore f(x) is reducible over F. 
Application
For the eld Zp reducibility of f(x) can be checked by f(a) = 0 for a= 0, 1, ...p  1.
a is a root of f(x) in Zp.
Only up to degree 3 we can use above theorem
If any polynomial has degree more than 3 we cannot apply the above theorem. See the
below example.
In the polynomial ring Q[x], p(x) = x4+2x2+1) (x2+1)(x2+1), but p(x) has no zero
in Q[x]. Hence p(x) is reducible over Q[x], but p(x) has no zero in Q[x]. So it contradicts
the above theorem.
Content of polynomial, primitive polynomial
The content of a nonzero polynomial anx
n+an 1xn 1+ :::+a0, where the a0is are integers,
is the greatest common divisor of the integers an; an 1; :::; a0. A primitive polynomial is
an element of Z[x] with content 1.
Gauss's Lemma : The product of two primitive polynomials is primitive:
proof:
let f(x) and g(x) be two primitive polynomials. We have to prove f(x)g(x) is primi-
tive. If possible, let f(x)g(x) is not primitive. So let p be a primitive divisor of the
content of f(x)g(x), and let the polynomials f(x), g(x) and (f(x)g(x)) obtained from
f(x), g(x) and f(x)g(x) respectively, by reducing the coecients modulo p. Then f(x)
and g(x) 2 Zp[x] and f(x)g(x) = (f(x)g(x)) = 0, the zero elements of Zp[x]. So, either
f(x) = 0 or g(x) = 0, (Since these are in integral domain). This means that either p
divides every coecient of f(x) or p divides every coecient of g(x). Therefore, either
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f(x) is not primitive or g(x) is not primitive, which is contradiction to the assumption.
So f(x)g(x) is primitive. 
Theorem: Let f(x) 2 Z[x]: If f(x) is reducible over Q; then it is reducible over Z.
Proof
Given that f(x) is reducible over Q. So we can write f(x) = g(x)h(x), where g(x) and
h(x) 2 Q[x]. We may assume that f(x) is primitive because we can divide both f(x) and
g(x)h(x) by the content of f(x). Let a be the least common multiple of the denominators
of the coecients of g(x) and b be the least common multiple of the denominators of
the coecient of h(x). Then abf(x) = ag(x):bh(x), where ag(x) and bh(x) 2 Z[x]. Let
c1 be the content of ag(x) and c2 be the content of bh(x). Then ag(x) = c1g1(x) and
bh(x) = c2h1(x), where g1(x) and h1(x) both are primitive and
abf(x) = c1c2g1(x)h1(x):(2.1)
f(x) is primitive so content of abf(x) is ab and g1(x)h1(x) is primitive since product of
two primitive polynomials is primitive.
So content of c1c2g1(x)h1(x) is c1c2. Thus from equation (2.1), ab = c1c2, f(x) =
g1(x)h1(x), where g1(x) and h1(x) 2 Z[x] and deg g1(x) = deg g(x) and deg h1(x) =
deg h(x). f(x) is reducible over Z. 
Irreducibility tests:
Theorem:(Mod p irreducibility test)
Let p be a prime and suppose that f(x) 2 Z[x] with degf(x)  1:
Let f(x) be the polynomial in Zp[x] obtained from f(x) modulo p:
If f(x) is irreducible over Zp and deg f(x) = degf(x); then f(x) is irreducible over Q.
proof
Let f(x) 2 Z[x]. If possible, let f(x) be reducible over Q, then we have f(x) = g(x)h(x)
with g(x), h(x) 2 Z[x] and both g(x) and h(x) have degree less than that of f(x). Let
f(x), g(x) and h(x) be the polynomials obtain from f(x), g(x) and h(x) by reducing all the
coecient modulo p. Since deg f(x) = deg f(x), we have deg g(x)  deg g(x) < deg f(x).
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Again deg h(x)  deg h(x) < deg f(x), but f(x) = g(x)h(x). f(x) is reducible over Zp,
which is contradiction. Hence, f(x) is irreducible over Q. 
Example
f(x) = 9x3 + 5x2 + 5.
Then in Z2, we have f(x) = x3 + x2 + 1 and since degf(x) = deg f(x), f(0) = 1and
f(1) = 1 + 1 + 1 = 3 = 1. f(x) is irreducible over Z2. Therefore, so f(x) is irreducible
over Q.
We found that f(x) is irreducible over Z2. Thus f(x) is irreducible over Q.
Theorem:(Eisenstein's Criterion)
Let f(x) = anx
n + an 1xn 1 + :::+ a0 2 Z[x]
If there is a prime p such that p - an; p j an 1; :::; p j a0 and p2 - a0; then f(x) is irreducible over Q.
proof:
If possible let f(x) be reducible over Q. Then we know that 9 elements g(x) and h(x) in
Z[x] such that f(x) = g(x)h(x) and deg g(x)  1; deg h(x) < n.
Say g(x) = brx
r + br 1xr 1 + ::: + b0 and h(x) = csxs + cs 1xs 1 + ::: + c0. Then since
p j a0 and p2 - a0 and a0 = b0c0, so p divides one of b0 and c0 but not the both.
Let us consider the case p j b0 and p - c0, since p - an ) p - brcs ) p - br or p - cs. If p - br
so there exist a least integer t such that p - bt. Now consider at = btc0+ bt 1c1+ :::+ b0ct.
By assumption, pjat and by choice of t every summand on the right hand side after the
rst one is divisible by p .
Then it is true that p to divides btc0, this is impossible.
p is prime and p divides neither bt nor c0, which gives contradiction.
Hence the statement. 
Example
f(x) = 3x5 + 15x4   20x3 + 10x+ 20 is irreducible over Q because 5 - 3 and 25 - 20 but 5
divides 15, -20, 10 and 20. So by Eisenstein's Criterion f(x) is irreducible over Q.
12
Euclidean domains (ED)
Norm
Any function N : R! Z+ [ f0g with N(0) = 0 is called norm on the integral domain R.
If N(a) > 0 for a 6= 0 is called positive norm.
Division Algorithm
If a, b 2 Z f0g, then there exists unique q, r 2 Z such that a = bq+ r and 0  r  jbj,
where q is quotient and r is the remainder.
Euclidean Domain The integral domain R is said to be a Euclidean domain, if there is
a norm N on R such that for any two element a and b of R with b 6= 0 there exists unique
elements q and r in R with a = bq + r, where r = 0 or N(r) < N(b). The element q is
called quotient and the element r is called remainder.
Examples
(1) Any Field is a trivial example of Euclidean domain. a; b 6= 0 2 F. a = qb + 0,
r = 0) q = ab 1.
(2) The ring Z is an Euclidean domain. N : Z ! Z+ [ f0g dened by N(a) = jaj.
a; b(6= 0) 2 Z. a = bq+ r, N(r) < N(b); jrj < jbj, for b = 0; N(b) = 0: Therefore Z is an
Euclidean domain.
(3) If F is a eld then the polynomial ring F[x] is a Euclidean domain with norm given
by N(p(x)) = deg p(x).
(4) The ring of Gaussian integers, Z[i] = fa + bi j a; b 2 Zg is a Euclidean domain with
the norm given by N(a+ ib) = a2 + b2.
Proposition:
Every ideal in a Euclidean domain is principal. More precisely, if I is any nonzero ideal
in the Euclidean domain R then I =< d >, where d is any nonzero element of I with
minimum norm.
Application
By using the above proposition we can know whether an Integral domain is Euclidean
domain or not.
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(1) Z is Euclidean domain. Every ideal in Z is principal ideal.
(2) Z[x] in not a ED because I=< 2; x > is an ideal of Z[x] but I is not a principal ideal.
Principal ideal domains (PID)
A principal ideal domain is an integral domain in which every ideal is principal. i.e,
every ideal has the form < a >= frajr 2 Rg for some a 2 R
Examples
(1) The ring of integer Z is a principal ideal domain generated by < n >.
(2) A eld F is PID. The only ideals of F are 0 and F itself.
(3) If F be a eld, then F[x] is a principal ideal domain.
Unique factorization domains(UFD)
Associates
Elements a and b of an integral domain D are called associates if a = ub, where u is unit
of D.
Irreducibles
A nonzero element a of an integral domain D is called an irreducible if a is not a unit
and, whenever b; c 2 D with a = bc, then b or c is a unit.
Primes
A nonzero element a of an integral domain D is called prime, if a is not a unit and
ajbc ) ajb or ajc.
Unique factorization domain
A Unique factorization domain (UFD) is an integral domain R in which every nonzero
element r 2 R which is not a unit has the following two properties:
(i) r can be written as a nite product of irreducibles pi of R (not necessarily distinct):
r = p1p2:::pn and
(ii) the decomposition in (i) is unique up to associates namely if r = q1q2:::qm is another
factorization of r into irreducibles, then m = n and there is some renumbering of the
factors so that pi is associate to qi for i = 1; 2; :::; n:
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Examples
(1) A eld F is trivially a unique factorization domain since every nonzero element is a
unit. So there are no elements for which properties (i) and (ii) must be veried.
(2) The subring of the Gaussian integers R = Z[2i] = fa+2bi j a; b 2 Zg, where i2 =  1
is an integral domain but not a unique factorization domain because 4=2.2=(-2i)(2i).
(3)The quadratic integer ring Z[
p 5] is an integral domain but not an unique factoriza-
tion domain,
since 6 = 2:3 = (1+
p 5)(1 p 5) gives two distinct factorizations of 6 into irreducibles.
Note
(1) FIELD ) ED ) PID ) UFD ) ID .
(2) ID; UFD ; PID ; ED ; FIELD.
Counter examples of note (2)
(i) ID ; UFD
Z[
p 5] is ID, but not UFD.
Explanation: We know every Euclidean domain is integral domain. Z[
p 5] = fa +
b(
p 5)j a; b 2 Zg. Z[p 5] is an Euclidean domain with respect to the norm N(a +
b sqrt 5) = a2+5b2. Hence, Z[p 5] is an integral domain. But, Z[p 5] is not an unique
factorization domain, since 6 = 2:3 = (1+
p 5)(1 p 5) gives two distinct factorization
of 6 into irreducibles.
(ii) UFD ; PID
Z[x] is UFD, but not PID.
According to one result, R is unique factorization domain if and only if R[x] is unique
factorization domain. Since Z is unique factorization domain so, Z[x] is unique factoriza-
tion domain. But, Z[x] is not a principal ideal domain, since < x; 2 > is an ideal of Z[x]
but this not the principal ideal. So Z[x] is not a principal ideal domain.
(iii) PID ; ED
Z[(1 +
p 19)=2] is a principal ideal domain, but not Euclidean domain.
Z[(1 +
p 19)=2] is a principal ideal domain. Since, every ideal of this ring is principal.
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We cannot nd any ideal which is not principal in this ring. But, Z[(1 +
p 19)=2] is not
an Euclidean domain. To prove this we have to know about universal side divisor.
Universal side divisor
For any integral domain, let eR = R? [ f0g denote the collection of units of R together
with 0. An element u 2 R  eR is called a universal side divisor if for every x 2 R there
is some z 2 eR such that u divides x  z in R.
Proposition: Let R be an integral domain that is not a eld. If R is a Euclidean domain
then there are universal side divisor in R.
Here in this example we will show that in Z[(1 +
p 19)=2] there does not exist any uni-
versal side divisor. So this is not an Euclidean domain. Now only we have to show that
R = Z[(1 +
p 19)=2], does not contain any universal side divisor.
The units of Z[(1 +
p 19)=2] are 1. Therefore eR = f0;1g. Suppose u 2 R is a uni-
versal side divisor and let N(a+ b(1 +
p 19)=2) = a2 + ab+ 5b2 is the norm. If a; b 2 Z
and b 6= 0 then a2 + ab + 5b2 = (a + b=2)2 + 19=4b2  5 and so the smallest nonzero
values of N on R are 1(for units 1) and 4(for 2). For x = 2, according to denition
of universal side divisor, u must divide one of 2  0 or 2  ()1 in R, i.e, u is a nonunit
divisor of 2 or 3 in R. Hence the only divisors of 2 in R are f1;2g. Similarly, the only
divisors of 3 in R are f1;3g, so the only possible values for u are 2 or 3. By taking
x = (1 +
p 19)=2, none of x, x 1 are divisible by 2 or 3 in R, so none of these is a
universal side divisor. Hence, Z[(1 +
p 19)=2] is not an Euclidean domain.
(iv) ED ; FIELD
Z is a Euclidean domain, but not a eld.
Z is Euclidean domain with norm given by N(a) = jaj. But, Z is not a eld because Z
has no multiplicative inverse.
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CHAPTER 3
FIELDS AND THEIR EXTENSIONS
An archaic name for eld is rational domain. Fields have been used implicity ever
since the discovery of addition, subtraction, multiplication and division. Cardan's formula
dating from 16th century used Q; R; C. Lagrange used the eld of rational functions in
n-variable in his 1770 study of roots of polynomials. The rst truely abstract notion of
eld is due to Dedekind. In 1877, he gave the following denition:
\I call a system A of numbers (not all zero) a eld when the sum, dierence, product
and quotient of any two numbers except 0 in denominator in A also belongs to A. "
This is not completely general for the numbers. Taking into account ring denition, a
eld can be dened as
\A commutative ring with unity in which every nonzero element has a multiplicative
inverse."
OR, \ A eld is a commutative ring in which we can divide by any nonzero element."
In fact in 1893, Dedekind's student Weber gave the rst fully abstract denition of eld
which we use today. The denition as follows:
Field:
F is a eld if
(1)F is an abelian group under addition.
(2)F/f0g is an abelian group under multiplication.
(3)Multiplication distributes over addition.
In other words, A nonempty set F with two binary operations addition and multiplication
is a eld if,
(1)For any a; b 2 F; a + b 2 F.
(2)For any a; b 2 F; a+ b = b+ a.
(3)For any a; b; c 2 F; (a+ b) + c = a+ (b+ c).
(4)There is a, 0 2 F such that a+ 0 = 0 + a = 0 for every a 2 F.
(5)For every a 2 F there is an element  a; F with a+ ( a) = ( a) + a = 0.
(6)For any a; b 2 F; ab 2 F.
(7)For any a; b 2 F; ab = ba.
(8)For any a; b; c 2 F; (ab)c = a(bc).
(9)There is a, 1 2 F such that a:1 = 1:a = a, for every a 2 F.
(10)For every a(6= 0) 2 F there is an element a 1 2 F with aa 1 = a 1a = 1.
(11)For every a; b; c 2 F
(a+ b)c = ac+ bc
c(a+ b) = ca+ cb.
Examples
(1)The set of rational numbers(Q).
(2)The set of real numbers (R).
(3)The set of complex numbers(C).
(4)The eld F=Q(
p
D) where D is not a perfect square.
F = fa+ bpDja; b 2 Qg where addition and multiplication is as usual.
(5)The eld F = Fp of integers modulo p,where p is a prime.
Fp = f0; 1; :::p 1g with addition and multiplication dened by mod p i.e, i+j = k(mod p)
and ij = k(mod p):
Sub eld:
A non-empty subset E of a eld F is said to be a subeld of F if E is a eld under the
induced addition and multiplication. If a subeld E is not equal to F we shall say that E
is proper subeld of F.
Prime subeld
Let F be a eld. By the prime subeld of F we mean the smallest subeld of F.
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Characteristic of a eld
The characteristic of a eld F, denoted by char(F), is dened to be the smallest positive
integer p such that p  1F = 0 if such a p exists and is dened to be 0 otherwise.
Proposition:
Characteristic of a eld either zero or prime.
proof:
According to the denition of characteristic of eld, it is the smallest positive integer
n such that n  1F = 0 otherwise 0.
We have to show characteristics of eld is prime.
Let n be the composite number such that
n  1F = 0
) (a:b):1F = 0
) (a:1F)(b:1F) = 0
) (a:1F) = 0or (b:1F) = 0 , (since there exist no zero divisor).
Which is a contradiction that n is the smallest positive integer such that n  1F = 0. So,
the smallest integer must be prime. 
Examples
(1) The elds Q; R have characteristic 0.
(2) Fp = Z=pZ has characteristic p.
Field isomorphism
Let F and F0 be elds. A mapping f : F! F0 is called an isomorphism if
(1) f is one-one and onto.
(2) f (a + b) = f (a) + f (b).
(3) f (ab) = f (a)f (b).
Two elds F and F0 are said to be isomorphic if there exists an isomorphism from one
onto other.
Proposition:
Let  : F! F0 be a homomorphism of elds. Then  is either identically 0 or is injective,
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so that the image of  is either 0 or isomorphic to F.
Extension Field:
Idea behind to develop extension elds
Some polynomials don't have zeros in the base eld. The zeros of those polynomials
are exist in some other eld which is lager than the base eld. Those elds are called
extension elds.
Extension elds
Let F be a eld and E be a eld containing F as a subeld. Then E is called an
extension of F and can be regarded as vector space over F. F is called base eld of the
extension E.
Examples
The extension eld of Q is R and extension eld of R is C.
Theorem:
Fundamental theorem of eld theory (Kronecker's Theorem, 1887) Let F be a
eld and f(x) a non-constant polynomial in F[x], then there is an extension eld E of F
in which f(x) has a zero.
proof:
F[x] is a principal ideal domain. So F[x] is unique factorization domain. So, f (x ) has an
irreducible factor p(x). We have to construct an extension eld E[x] of F[x] in which p(x)
has a zero.
Let's consider the eld E = F[x]/< p(x) >
Now  : F! E given by (a) = a+ < p(x) >.  is one-one, onto and preserves both the
operations, so E has a sub led isomorphic to F.
Now we have to show p(x) has a zero in E.
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Let
p(x) = anx
n + an 1xn 1 + :::+ a0
p(x+ < p(x) >) = an(x+ < p(x) >)
n + an 1(x+ < p(x) >)n 1 + :::+ a0
= an(x
n+ < p(x) >) + an 1(xn 1+ < p(x) >) + :::+ a0+ < p(x) >
= anx
n + an 1xn 1 + :::+ a0
= p(x)+ < p(x) >
= 0+ < p(x) >
So x+ < p(x) > is a zero of p(x) in E. 
Application
Let f (x ) = x 2 + 1 2 Q[x ]
Then E = Q[x]= < x2 + 1 >
f (x+ < x 2 + 1 >) = (x+ < x2 + 1 >)2 + 1
= x2+ < x2 + 1 > +1
= x2 + 1+ < x2 + 1 >
= 0+ < x2 + 1 >
x+ < x2 + 1 > is a zero of f (x ) in F.
Basic properties of eld extensions
(1) Let F, B and E be elds with F  B  E. Then as F-vector spaces, B is a subspace
of E, so (B=F)  (E=F).
(2) In 1894, Dedekind developed the theory of eld extension that included the concept
of degree. He formulated the proof of Tower Theorem stated below:
Tower Theorem:
If B is the nite extension of F and E is the nite extension of B, then E is the nite
extension of F and ( E/ F)= ( E/ B)( B/ F).
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proof:
Let fe1; e2; :::; eng be a basis of ( B/ F) and ff1; f2; :::fmg a basis of ( E/ B)
We have to show that feifjj1  i  n; 1  j  mg is a basis of E/ F. Let  be any
element of E.
Therefore,  =
mX
j=1
bjfj where bj 2 B and bj=
nX
i=1
ijei where ij 2 F
Then =
mX
j=1
(
nX
i=1
ijei)fj
=
mX
j=1
nX
i=1
ijeifj
This shows that feifjj1  i  n; 1  j  mg generates E over F.
Now to show linear independence.
Let
mX
j=1
(
nX
i=1
ijei)fj = 0
Since, ff1; f2; :::; fmg is linear independent over B so
nX
i=1
ijei = 0 8 j,
Since fe1; e2; :::eng are linear independent over F so ij = 0 8 i and j.
Hence feifjj1  i  n; 1  j  mg is a basis of E/ F consisting of mn elements. 
(3) Let E be an extension of F, let B and D be subelds of E, both of which are ex-
tension of F. Then B \ D is a subeld of E which is also an extension of F.
(4) Let E be an extension of F and let B and D be subelds of E, both of which are
extension of F. Then BD, the composite of B and D is the smallest subeld of E that
contains B and D also an extension of F.
(5)Let E be an extension of F, and let fig be a set of elements of E. Then F(fig). This
is the eld obtained by adjoining fig.
(6)Simple extension
An extension E=F is called a simple extension if, E=F is generated by a single element. i.e,
if E=F(a) for some a 2 E such an element is called a primitive element for the extension
E=F.
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Example
(Q(
p
2))jQ is a simple extension.
Splitting Field:
Splitting Field:
Let E be an extension eld of F and let f (x ) 2 F[x ]. We say that f (x ) can be factored as
a product of linear factors in E[x]. We call E a splitting eld for f (x ) over F if f (x ) splits
in E but in no proper subeld of E.
Note:
(1) (x  ) is a factor of f (x ) i f () = 0 . i.e,  is a root of f (x ). We say f (x ) splits in
E if all the roots of f (x ) are in E. We say E as a splitting eld if all the roots of f (x ) lie
in E but not in any proper subeld of E.
(2) Splitting eld of a polynomial over a eld depends not only on the polynomial but
the eld as well.
Examples
(1)f (x ) = x 2 + 1 2 Q[x ]; x 2 + 1 = (x + p 1 )(x   p 1 ): So f (x ) splits over C, but
splitting eld over Q is Q[i] = fr + sijr; s 2 Qg and splitting eld over R is C.
(2)f (x ) = x 2 2 2 Q[x ] splits in R but a splitting eld ofQ isQ(p2) = fr+sp2jr; s 2 Qg.
Note:
There is a useful analogy between the denition of splitting eld and the denition of an
irreducible of polynomial. i.e, f (x ) is irreducible over led similarly E is a splitting eld
for f (x ) over eld.
Existence of splitting eld
Theorem:
Let F be a eld and let f (x ) be a non-constant element of F[x]. Then there exists a split-
ting eld E for f (x ) over F.
proof:
Let's prove it by induction on deg f (x ). If deg f (x ) = 1 , then is already linear and E =
F.
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Now suppose that the statement is true for all elds and all polynomial of degree less
than that of f (x ) = 1 .
Hence by fundamental theorem of eld theory, there is an extension E of F in which f (x )
has a zero, (say a1). f (x ) = (x   a1 )g(x ), where g(x ) 2 F[x ].
since deg g(x ) < deg f (x ), by induction, there is a eld M that contains E and all the
zeros of deg g(x ) say a2; a3; :::; an. A splitting eld for f (x ) over F is F(a1; a2; :::; an). 
Example
Let's consider polynomial f (x ) = x 4   x 2   2 = (x 2   2 )(x 2 + 1 ) over Q. Zeros of
f (x ) = p2 and i so the splitting eld for f (x ) over Q is
Q(
p
2; i) = Q(
p
2)(i)
= f + ij;  2 Q(p2)g
= f(a+ bp2) + (c+ dp2)ija; b; c; d 2 Qg
Theorem:
Let F be a eld and p(x) 2 F[x] be irreducible over F. If a is a zero of p(x) in some
extension E of F, then F(a) is isomorphic to F[x]= < p(x) >. Furthermore, if deg p(x)=n,
then every member of F(a) can be uniquely expressed in the form cn 1an 1 + cn 2an 2 +
:::+ c1a + c0 , where c0; c1; :::; cn 1 2 F.
Example
f (x ) = x 6   2 over Q. So x = 6p2 is the zero of f (x ).
Therefore, f1; 21=6; 22=6; 23=6; 24=6; 25=6g is a basis for Q( 6p2) over Q.
Thus Q( 6
p
2) = fa0 + a121=6 + a222=6 + a323=6 + a424=6 + a525=6 jai 2 Q; i = 0; 1; :::5g
This eld is isomorphic to Q[x]= < x6   2 >.
Splitting elds are unique
Lemma:
Let F be a eld,let p(x) 2 F[x] be irreducible over F, and let a be a zero of p(x) in some
extension of F. If  is a eld isomorphism from F to F0 and b is a zero of (p(x)) in some
extension of F0 ; then there is an isomorphism from F(a) to F0(b) that agrees with  on F
and carries a to b.
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Theorem:
Let  be an isomorphism from a eld F to F0 and let f (x ) 2 F[x ]. If E is a splitting eld
for f (x ) over F and E0 is a splitting eld for (f (x )) over F0 ; then there is an isomorphism
from E to E0 that agrees with  on F.
proof:
Let's prove it by induction on deg f (x ). If deg f (x ) = 1 ; then E=F and E0 = F0 : So that
 is itself the required mapping.
If degf (x ) > 1 ; let p(x) be an irreducible factor of f (x ), let a be a zero of p(x) in E, and
let b be a zero of (p(x)) in E0 : By the above lemma, there is an isomorphism  from
F(a) to F0(b) that agrees with  on F and carries a to b. Now, f (x ) = (x   a)g(x ), where
g(x ) 2 F(a)[x ]. Then E be a splitting eld of g(x ) over F(a).
E0 be a splitting eld of  (g(x )) over F0(b), since deg g(x ) < deg f (x ), there is an iso-
morphism from E to E0 that agrees with  on F(a) and therefore with  on F. 
Corollary:
Splitting eld are unique
Let F be a eld and letf (x ) 2 F[x ]. Then any two splitting elds of f (x ) over F are
isomorphic.
proof:
Let E and E0 are splitting elds of f (x ) over F. By the previous theorem,  be the identity
from F to F. So splitting elds are unique. 
Algebraic extension
Algebraic extension
Let E be an extension eld of a eld F and let a 2 E. We call a algebraic over F if a is
the zero of some nonzero polynomial in F[x]. An extension E of F is called an algebraic
extension of F if every element of E is algebraic over F.
Transcendental extension
If a is not algebraic over F, then it is transcendental over F. If E is not an algebraic
extension, then it is a transcendental extension.
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Examples
(1) e is transcendental over Q.
(2)  is transcendental over Q.
(3) It is still unknown that e+  is transcendental or not.
Characterization of extensions
Theorem: Let E be an extension eld of the eld F and let a 2 E. If a is algebraic
over F, let p(x) 2 F[x] be a polynomial of least degree such that p(a) = 0 , then p(x) is
irreducible over F.
proof:
Let p(x) be reducible over F. So p(x) = p1(x)p2(x) and deg p1(x) < p(x) and deg p2(x) <
p(x):
Now p(a) = 0 .
) p(a) = p1 (a)p2 (a) = 0 :
) p1(a) = 0 or p2(a) = 0 :
i.e, a satises a polynomial of degree less than p(x) which is a contradiction.
So p(x) is irreducible over F. 
Divisibility property
Theorem: If a is algebraic over F. Let p(x) 2 F[x] be a polynomial of least degree such
that p(a) = 0 . If f (x ) 2 F[x ] and f (a) = 0 then p(x) j f (x ) in F[x].
proof:
Let f (x ) 2 F[x ], by division algorithm f (x ) = p(x )q(x ) + r(x ) where r(x) = 0 or
deg r(x) < deg p(x).
Then f (a) = 0 ) p(a)q(a) + r(a) = 0 ) r(a) = 0 , since p(a) = 0 Thus p(x) j f (x ). 
Degree of an extension
Let E be an extension of a eld F. We say that E has degree n over F if E has dimension
n as a vector space over F. It is denoted as [E : F]. If [E : F] is nite, then E is called a
nite extension of F; otherwise E is an innite extension of F.
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Example
(1) The eld of complex numbers has degree 2 over the reals since f1; ig is a basis.
(2) If a is algebraic over F and its minimal polynomial over F has degree n, then we have
f1; a; :::an 1g is a basis for F(a) over F and therefore [F (a) : F ] = n: So a has degree n
over F.
Finite implies algebraic
Theorem: If E is a nite extension of F, then E is an algebraic extension of F.
proof:
Suppose that [E : F] = n and a 2 E. Then the set f1; a; :::; ang is linearly dependent over
F, i.e, there are elements c0; c1; :::; cn in F not all zero, such that cnan + cn 1an 1 + :::+
c1a + c0 .
Then a is a zero of the nonzero polynomial, f (x ) = cnx
n + cn 1xn 1 + :::+ c1x + c0 .
Hence a is algebraic over F. 
Converse
The converse of the above theorem need not be true.
Counter example
Q(
p
2; 3
p
2; 4
p
2:::::) is an algebraic extension of Q that contains elements of every degree
over Q but clearly this is not a nite extension.
[K : F] = [K : E][E : F]
Theorem:
Let K be a nite extension eld of the eld E and E be a nite extension eld of the eld
F. Then K is a nite extension eld of F and [K : F] = [K : E][E : F]
Example
[Q(
p
3;
p
5) : Q] = 4
[Q(
p
3;
p
5) : Q] = [Q(
p
3;
p
5) : Q(
p
5)][Q(
p
5) : Q]
= 2:2 = 4
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Kronecker Theorem
Theorem:
If g(x ) is a polynomial in F[x] of degreen  1 and is irreducible over F, then there is an
extension K of F with [K:F]=n in which g(x ) has a root.
proof:
Let g(x ) is irreducible over F[x]. So the ideal I =< g(x ) > in F[x] is a maximal ideal.
Since, R=A is a eld i A is maximal ideal. K = F[x]=I is a eld. The mapping f : F! K
given by a ! a + I is an isomorphism of F onto its image F0  K. Identifying F with F0 ;
K as an extension of F.
We have to show that x+ I is a root of the polynomial g(x ). Now g(x + I ) = g(x ) + I =
0 + I as g(x ) 2 I
So x+ I is a root of g(x ), and f1 + I; x+ I; :::; xn 1 + Ig is a basis of F[x]=I over F.
So [K : F] = n. 
Properties of algebraic extensions:
Theorem:(Algebraic over algebraic is algebraic)
If K is an algebraic extension of E and E is an algebraic extension of F, then K is an
algebraic extension of F.
proof:
Let a 2 K, as K is algebraic over E so there is b0; b1; :::; bn 2 E such that b0 + b0a + :::+
bna
n = 0 .
Again E is algebraic over F and b0; b1; :::; bn 2 E so b0; b1; :::; bn algebraic over F.
EjF is nite and E is isomorphic to F(b0; b1; :::; bn):
So [F(b0; b1; :::; bn) : F]=nite. Let's take M = F(b0; b1; :::; bn). Therefore [M : F]=nite
a satises the equation b0 + b0a + :::+ bna
n = 0
So a is algebraic over M
) [M(a) :M] =nite
Now, [M(a) : F] = [M(a) :M][M : F] =nite
So M(a) is algebraic over F. Thus a is algebraic over F. Hence, K is algebraic over F. 
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Corollary:(Subeld of Algebraic Elements)
Let E be an extension eld of the eld F. Then the set of all elements of E that are
algebraic over F is a subeld of E.
proof:
Suppose that a; b 2 E are algebraic over F and b 6= 0.
We have to show a + b; a   b; ab; a=b are algebraic over F. i.e, to show [F(a; b) : F] is
algebraic. Now, [F(a; b) : F]=[F(a; b) : F(b)][F(b) : F].
Since a is algebraic over F, it is certainly algebraic over F(b)
[F(a; b) : F(b)] and [F(b) : F] are nite.
So, [F(a; b) : F]=nite. 
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CHAPTER 4
AN INTRODUCTION TO GALOIS THEORY
Motivation
Galois theory is a big subject. However, there are two important problems which
provide some motivation for studying Galois Theory. The problems are:
(1) The existence of polynomials which are not soluble by radicals.
(2) Some results about classical Euclidean Geometry. For example we cannot trisect an
angle using ruler and a compass and certain regular polygons cannot be constructed using
ruler and compass.
Soluble by radicals
When we can nd the solution for a polynomial with rational coecients using only
rational numbers and operations of addition, subtraction, multiplication, division and
nding the nth roots, we say that polynomial is soluble by radicals.
Remark:
Using Galois Theory we can prove that if the degree of polynomial is less that 5 then the
polynomials is soluble by radicals but the polynomials of degree 5 and higher not soluble
by radicals.
History
Galois Theory is named after a French Mathematician Evariste Galois (1811-1832) who
did some very important work in this area. He had a very dramatic and dicult life.
Galois introduced many important topics in algebra i.e, normal subgroups, isomor-
phisms, simple groups, nite elds, Galois theory etc. His work provides a method for
disposing of several famous constructibility problems, such as trisecting an arbitrary angle
and doubling a cube.
Basic denitions
Automorphism
Let E be an extension eld of the eld F. An automorphism of E is a ring isomorphism
form E onto E, denoted by Aut(F). Any eld has at least one automorphism, the identity
map(trivial automorphism).
Group xing F
An automorphism  2 Aut(F) is said to x an element a 2 E if a = a. If F is subeld
of E then automorphism  is said to be x F if a=a 8 a 2 F.
Galois group of E over F
Galois group of E over F is the set of all automorphism of E that take every element of F
to itself. It is denoted as Gal(E/F).
Fixed eld of H
If H is a subgroup of Gal(E/F), the set EH = fx 2 Ej(x ) = x8 2 Hg is called the xed
eld of H.
Conjugate element
Let E be a nite extension of a eld F, then two element  and  of a eld E are said to
be conjugate over F if they have the same minimal polynomial over F.
Examples:
(1) Let's consider the extension Q(
p
2) of Q
Q(
p
2) = fa+ bp2ja; b 2 Qg
(Q(
p
2))! Q(p2) such that (a) = a ;8 a 2 Q
(a + b
p
2 ) = (a) + (b
p
2 )
= a + (b)(
p
2 )
= a + b(
p
2 )
An auto morphism (Q(
p
2)) is determine if Q(
p
2) is known.
2 = (2) = (
p
2
p
2) = (
p
2)(
p
2) = ((
p
2))2
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Therefore (
p
2) = p2
so
Gal(Q(p2)jQ) = 2 i.e, the identity map and the mapping a + bp2 ! a   bp2 are
the two required mappings.
The Fixed Field Gal(Q(
p
2)jQ) is Q as everything is xed by the automorphism de-
ned by a + b
p
2 ! a   bp2 and a + bp2 ! a + bp2 which is equivalent to
a + b
p
2 = a   bp2 ) b = 0
(2) Let's consider the extension Q( 3
p
2) of Q similarly as above example an automorphism
 of Q( 3
p
2) is completely determines by ( 3
p
2).
( 3
p
2) is a cube root of 2, therefore ( 3
p
2) = 3
p
2; 3
p
2! or 3
p
2!2, where !3 = 1 and ! 6= 1.
Since, ( 3
p
2) is real, the only possibility is Q( 3
p
2) = 3
p
2. Hence the automorphism is
a + b 3
p
2! a + b 3p2Gal(Q( 3p2)jQ) = 1 and Fixed Field Gal(Q( 3p2)jQ) is Q( 3p2).
Galois extension
A nite extension E=F is said to be Galois extension if jGal(EjF)j = [E : F]
where [E : F] is the degree of extension E=F.
Examples
(1) Let's consider the extension Q(
p
2) of Q
Q(
p
2) = fa+ bp2ja; b 2 Qg
(Q(
p
2))! Q(p2) such that (a) = a 8 a 2 Q
(a + b
p
2 ) = (a) + (b
p
2 )
= a + (b)(
p
2 )
= a + b(
p
2 )
An auto morphism (Q(
p
2)) is determine if Q(
p
2) is known.
2 = (2) = (
p
2
p
2) = (
p
2)(
p
2) = ((
p
2))2
Therefore (
p
2) = p2
so
Gal(Q(p2)jQ) = 2 i.e, the identity map and the mapping a + bp2 ! a   bp2 are
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the two required mappings.
The Fixed eld Gal(Q(
p
2)jQ) is Q as everything is xed by the automorphism de-
ned by a + b
p
2 ! a   bp2 and a + bp2 ! a + bp2 which is equivalent to
a + b
p
2 = a   bp2 ) b = 0 . Here, Gal(Q(p2)jQ) = [Q(p2) : Q]=2. So this ex-
tension is Galois Extension.
(2) Let's consider the extension Q( 3
p
2) of Q similarly as above example an automorphism
 of Q( 3
p
2) is completely determines by ( 3
p
2).
( 3
p
2) is a cube root of 2, therefore ( 3
p
2) = 3
p
2; 3
p
2! or 3
p
2!2, where !3 = 1 and ! 6= 1.
Since, ( 3
p
2) is real, the only possibility is Q( 3
p
2) = 3
p
2. Hence the automorphism is
a + b 3
p
2! a + b 3p2: Gal(Q( 3p2jQ)) = 1 and Fixed eld Gal(Q( 3p2)jQ) is Q( 3p2). This
is not a Galois extension.
Normal Extension
Let E be a nite extension of a eld F. The extension E is said to be normal extension of
F if the xed eld of Gal(E=F) is F itself.
Note:
The followings are equivalent statements.
(1) E is normal extension of F.
(2) F is the xed eld of Gal(E=F).
(3) [E : F] = jGal(E=F)j :
Fundamental Theorem Of Galois Theory
Let F be eld of characteristic 0 or a nite eld. If E is the splitting eld over F for
some polynomial in F[x], then the mapping from the set of subelds of E containing F to
the set of subgroups of Gal(EjF) given by K! Gal(EjK) is a one-to-one correspondence.
Furthermore, for any subeld K of E containing F,
(1) [E : K] = jGal(EjK)j and [K : F] = jGal(EjF)= jGal(EjK)jj. (The index of Gal(EjK)
in Gal(EjF) equals the degree of K over F.)
(2) If K is the splitting eld of some polynomial in F[x ], then Gal(EjK) is normal sub-
group of Gal(EjF) and Gal(EjF) is isomorphic to Gal(EjF)=Gal(EjK)
33
(3) K = EGal(E jK ). (The xed eld of Gal(EjK) is K)
(4) If H is a subgroup of Gal(EjF), then H = Gal(E=EH). (The automorphism group of
E fixing EH is H)
proof:
Let S = fK : F  K and K is subeld of Eg
S
0
= fH : H is subgroup of Gal(EjF)g
Claim-1
 : S ! S 0 dened by K! Gal(EjK) where K 2 S is bijective or there exists a one-to-one
correspondence between S and S
0
.
F  K  E so that Gal(EjK)  Gal(EjF).
Also Gal(EjK) and Gal(EjF) are the subgroups of the group of all automorphism of fEg,
therefore Gal(EjK) is a subgroup of Gal(EjF).
Thus for each subeld ofK of E containing F we can nd a subgroupGal(EjK) ofGal(EjF).
 is one  one
Let K1 and K2 be any two subelds of E containing F
(K1) = (K2)
) Gal(E=K1) = Gal(E=K2)
) EM = EN (Where M=The xed eld ofGal(E=K1) LetN=The xed eld ofGal(E=K2))
) K1 = K2, (Since E is splitting eld over F so E is normal extension of F)
 is onto
Let H be an arbitrary subgroup of Gal(E=F), then the xed eld of H is denoted by EH
which is given by EH = fa 2 E :  (a) = a 8  2 Hg.
Then H = Gal(E=EH).
This shows that each subgroup of Gal(EjF) is of the form Gal(E=EH) such that F 
EH  E and corresponding to this subgroup Gal(E=EH) there exists a subeld EH of E
containing F such that (EH) = Gal(E=EH).
(1) E is normal extension of F and K is subeld of E containing F such that F  K  E
then E is normal extension of K therefore we have [E : F] = jGal(E=F)j and [E : K] =
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jGal(E=K)j
Moreover [E : F] = [E : K][K : F]
) jGal(E=F)j = jGal(E=K)j [K : F]
) [K : F] = jGal(E=F)j jGal(E=K)j
(2) Given that K is the splitting eld of some polynomial in F[x]. i.e, K is normal exten-
sion of F. We have to show Gal(E=K) is normal subgroup of Gal(E=F) i.e, to show for
any  2 Gal(E=F) and  2 Gal(E=K) then  1 2 Gal(E=K). Let  be any arbitrary
element of K. Since K is normal extension of F, so that the splitting eld of the minimal
polynomial of  over F is contained in K and every conjugate of  is therefore in K: For
any  2 Gal(E=F) since () is conjugate of  so () 2 K: Thus for any automorphism
 2 Gal(E=K) such that (()) = ().
Now ( 1)() = 1[(())]
=  1(())
= 
so  1 2 Gal(E=K) 8  2 Gal(E=F) and  2 Gal(E=K).
Therefore, Gal(E=K) is normal subgroup of Gal(E=F).
Now we have to show Gal(EjF) is isomorphic to Gal(E=F)=Gal(E=K).
Let K is the normal extension of F. Let  be any element of Gal(E=F). A mapping

0
: K! K:E be dened as 0() = () 8  2 K.
Since  is an F-automorphism of E and K is a normal extension of F
so that K = F(), therefore 0 is F-automorphism of K. i.e, 0 2 Gal(K=F). Thus
(K) = 0(K) = K.
Now consider a mapping  : Gal(EjF)! Gal(KjF) dened by () = 0 8  2 Gal(EjF).
Let us show that  is a group homomorphism.
Let 1 and 1 are any two element of Gal(EjF) and  2 K.
Now, ((12))() = (12)
0
()
= (12)()
= 1(2())
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((1)(2)() = (1)((2)())
= ((1))(
0
2())
= ((1))(2())
= 
0
1(2())
= 
0
1(2())
= 1(2())
So, (12) = (1)(2)
Consider any  2 Gal(KjF), then
() is conjugate of  over F, so there exists an F-automorphism  of E such that
() = (), also  and  are both identity of F and K and K = F(), so that
(a) = (a) 8 a 2 F() = K, therefore  = 0 = (). Hence  is onto.
Kernel() = f 2 Gal(EjF) :  = I the identity of Gal(EjF)g = f 2 Gal(EjF) : 0 =
Ig:
Then by Fundamental theorem of homomorphism of groups Gal(KjF) is isomorphic to
Gal(EjF)=Gal(EjK)
(3) E is normal extension of K. So, by denition of normal extension the xed eld of
Gal(EjK) is K.
(4) Since H is a subgroup of Gal(EjF)g so that H  Gal(EjF)g,
also EH = fa 2 E : (a) = a 8  2 Hg,since EH is subeld of E.
jGal(EjEH)j  [E : EH]:(4.1)
Now,
Gal(EjEH) = f 2 Aut(K) : (a) = a 8 a 2 EHg:(4.2)
Let  2 H ) (b) = b 8 b 2 EH; (using (4.2))
)  2 Gal(EjEH): Therefore, H  Gal(EjEH)
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Therefore,
jHj  jGal(EjEH)j(4.3)
From (4.1) and (4.3)) jHj = jGal(EjEH)j. Also H is subgroup of Gal(EjEH) Hence
H = Gal(EjEH). 
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CHAPTER 5
FINITE FIELDS
In eld theory the most beautiful and important area is nite elds. Finite elds were
rst introduced by Galois in 1830 in his proof of the un-solvability of the general quintic
equation. When Cayley investigate groups of matrices over nite elds. In the past fty
years there have been important application of nite elds in computer science,coding
theory,information theory, and cryptography. But, besides the many uses of nite elds
in pure and applied mathematics. The important features of nite elds is the restricted
nature of their order and structure.
Classication of nite elds Theorem
For each prime p and each positive integer n there is, up to isomorphism, a unique nite
eld of order pn.
Note
The nite eld of order pn is also known as Galois field of order pn and is denoted as
GF (pn).
Structure of nite elds
We will discuss the additive and multiplicative group structure of a eld of order pn.
Theorem:(Structure of nite elds)
As a group under addition, GF (pn) is isomorphic to Zp
L
Zp
L
:::
L
Zp: (n factors)
As a group under multiplication, the set of nonzero elements of GF (pn) is isomorphic to
Zpn 1 (and is therefore cyclic).
proof:
We know GF (pn) has characteristic p. i.e, p x = 0 8 x 2 GF (pn). Thus, every nonzero
element of GF (pn) has additive order p. Then under addition GF (pn) is isomorphic to
a direct product of n copies of Zp. Now we have to show that GF (pn) is isomorphic to
Zpn 1. We know that every nite Abelian group can be expressed as the direct product of
cyclic groups of order n1; n2; :::; nt where ni+1jni for i = 1; 2; :::; t 1: Therefore GF (pn)
is isomorphic to a direct product of the form Zn1
L
Zn2
L
:::
L
Znk where ni+1jni. So,
for any element a = (a1; a2; :::; ak) in this product, we have a
n1 = n1a1; n1a2; :::; n1ak =
(0; 0; :::; 0). Thus,the polynomial xn1   1 has pn   1 zeros in GF (pn). Since the number
of zeros of a polynomial over a eld cannot exceed the degree of the polynomial, so
pn   1  n1. Since GF (pn) has a subgroup isomorphic to Zn1 and n1  pn   1.
Therefore GF (pn) is isomorphic to Zpn 1: 
Corollary:
[GF (pn) : GF (p)] = n
Corollary: (GF (pn)) Contains an element of degree of n Let a be a generator of the group
of nonzero elements of GF (pn) under multiplication.Then a is algebraic over GF (p) of
degree n.
proof:
[GF (p)(a) : GF (p)] = [GF (pn) : GF (p)] = n. Therefore a is algebraic over GF (p) of
degree n
Example
Let us consider GF (16). 16 = 24. Since x 4 + x + 1 is irreducible over Z2.
Therefore, GF (16)  fax 3 + bx 2 + cx + d+ < x 4 + x + 1 > ja; b; c; d 2 Z2g
We may think the GF (16) as the set F = fax 3 + bx 2 + cx + d ja; b; c; d 2 Z2g
Addition is done as in Z2[x ], but multiplication is done modulo x 4 + x + 1 :
For example, for addition,
x 4 + x + 1 = 0
) x 4 =  x   1 = x + 1
) x 5 = x 2 + x
) x 6 = x 3 + x 2
Thus x 6 + x 5 + x 2 + x = (x 3 + x 2 ) + (x 2 + x ) + x 2 + x = x 3 + x 2
For multiplication,
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(x 3 + x 2 + x + 1 )(x 3 + x ) = x 6 + x 5 + x 2 + x = x 3 + x 2 . Since the remainder upon
dividing x 6 + x 5 + x 2 + x by x 4 + x + 1 in Z2[x ] is x 3 + x 2
Subeld of a nite eld
The following theorem gives us a complete description of all the subelds of a nite eld.
Theorem(Subelds of a nite eld)
For each divisor m of n GF (pn) has a unique subeld of order pm . Moreover, these are
the only subelds of GF (pn).
proof:
Suppose that mjn. Then since, pn   1 = (pm   1 )(pn m + pn 2m + :::pm + 1 ),
) (pm   1 )j(pn   1 )
) (x pm 1 1 )j(x pn 1 1 ) in Zp[x ]
Thus every zero of x (x p
m 1 1 ) is also a zero of x (x p
n 1 1 ). But according to a theorem
stated above \For each prime p and each positive integer n there is, up to isomorphism, a
unique nite eld of order pn.00 Therefore, the set of zeros of x (x p
m 1 1 )in GF (pm) and the
set of zeros of x (x p
n 1 1 ) in GF (pn) is GF (pn). Hence, GF (pm) is a subeld of GF (pn)
where mjn.
Uniqueness:
Let GF (pn) has two subelds of order (pm), then the x p
m   x would have more than (pm)
zeros in GF (pn). This a contradiction that a polynomial of degree n over a eld has at
most n zeros.
Again suppose F is subeld of GF (pn). Then F is isomorphic to GF (pm) for some m.
Therefore, n = [GF (pn) : GF (p)]
= [GF (pn) : GF (pm][GF (pm) : GF (p)]
= [GF (pn) : GF (pm)]m
Thus, mjn. 
Example
Let F be the eld of order 16, i.e, GF (16). Then there are exactly three subelds of F,
and their orders are 2, 4 and 16. This follows from the above theorem.
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