The simulation of hypersonic flows is computationally demanding due to the large gradients of the flow variables at hand, caused both by strong shock waves and thick boundary or shear layers. The resolution of those gradients imposes the use of extremely small cells in the respective regions. Taking turbulence into account intensifies the variation in scales even more. Furthermore, hypersonic flows have been shown to be extremely grid sensitive. For the simulation of fully three-dimensional configurations of engineering applications, this results in a huge amount of cells and as a consequence prohibitive computational time. Therefore, modern adaptive techniques can provide a gain with respect to both computational costs and accuracy, allowing the generation of locally highly resolved flow regions where they are needed and retaining an otherwise smooth distribution. In this paper, an h-adaptive technique based on wavelets is employed for the solution of hypersonic flows. The compressible Reynolds averaged Navier-Stokes equations are solved using a differential Reynolds stress turbulence model, well suited to predict shock-wave-boundary-layer interactions in high enthalpy flows. Two test cases are considered: a compression corner at 15 degrees and a scramjet intake. The compression corner is a classical test case in hypersonic flow investigations because it poses a shock-wave-turbulent-boundary-layer interaction problem. The adaptive procedure is applied to a two-dimensional configuration as validation. The scramjet intake is firstly computed in two dimensions. Subsequently a three-dimensional geometry is considered. Both test cases are validated with experimental data and compared to non-adaptive computations. The results show that the use of an adaptive technique for hypersonic turbulent flows at high enthalpy conditions can strongly improve the performance in terms of memory and CPU time while at the same time maintaining the required accuracy of the results. 
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The simulation of hypersonic flows is computationally demanding due to the large gradients of the flow variables at hand, caused both by strong shock waves and thick boundary or shear layers. The resolution of those gradients imposes the use of extremely small cells in the respective regions. Taking turbulence into account intensifies the variation in scales even more. Furthermore, hypersonic flows have been shown to be extremely grid sensitive. For the simulation of fully three-dimensional configurations of engineering applications, this results in a huge amount of cells and as a consequence prohibitive computational time. Therefore, modern adaptive techniques can provide a gain with respect to both computational costs and accuracy, allowing the generation of locally highly resolved flow regions where they are needed and retaining an otherwise smooth distribution. In this paper, an h-adaptive technique based on wavelets is employed for the solution of hypersonic flows. The compressible Reynolds averaged Navier-Stokes equations are solved using a differential Reynolds stress turbulence model, well suited to predict shock-wave-boundary-layer interactions in high enthalpy flows. Two test cases are considered: a compression corner at 15 degrees and a scramjet intake. The compression corner is a classical test case in hypersonic flow investigations because it poses a shock-wave-turbulent-boundary-layer interaction problem. The adaptive procedure is applied to a two-dimensional configuration as validation. The scramjet intake is firstly computed in two dimensions. Subsequently a three-dimensional geometry is considered. Both test cases are validated with experimental data and compared to non-adaptive computations. The results show that the use of an adaptive technique for hypersonic turbulent flows at high enthalpy conditions can strongly improve the performance in terms of memory and CPU time while at the same time maintaining the required accuracy of the results. The study of hypersonic flows has been of interest for more than 50 years [1] . Nowadays, a major application in the field of hypersonics is the realization of a supersonic combustion ramjet (scramjet), an airbreathing propulsion system that operates above Mach 5 and at approximately 30-40 km altitude. One major impediment to the realization of such an engine lies in the uncertainties related to its aerothermodynamic design. The study of hypersonic configurations at real flight conditions is both experimentally as well as numerically demanding, though not for the same reasons. On the one hand, hypersonic test facilities need a huge amount of energy to establish high-enthalpy flow conditions. Short duration test times and vitiated air effects are just two of the resulting drawbacks. On the other hand, numerical simulations have to deal with modeling uncertainties with respect to turbulence and high temperature effects as well as limited computer resources. As the models grow more sophisticated, computer power is stretched to its limits. In hypersonic viscous flow, this situation is paired with an additional, unusually demanding requirement on grid resolution [2, 3] .
In order to obtain high accuracy but at an affordable computational cost, adaptive strategies can be employed. These techniques aim at the reduction of the size of the discrete problem by locally refining the mesh in action regions of the flow while keeping it coarse elsewhere. Adaptive techniques applied to compressible turbulent flows have been successfully used for aerothermodynamic applications in the past, e.g., in the DLR TAU code [4, 5] . In [5] , it is stressed that the performance of the adaptive procedure is strongly dependent on the initial grid which has to be of sufficient resolution and quality. When such an initial resolution is not used, a clustering of cells in the wrong flow regions occurs. Thus, to successfully apply the adaptation procedure, a priori knowledge of the flow is required. This knowledge becomes exceedingly hard to come by for complex flows.
In this context, the mathematical concept of multiresolution-based grid adaptation plays a central role in that it self-reliably detects all physical relevant effects and resolves them reasonably even when starting from a coarse grid. First work in this regard has been published in [6] motivated by Harten's work [7] . The basic idea is to perform a multiscale analysis of a sequence of cell averages associated with any finite volume discretization on a given highest level of resolution (reference mesh). This results in cell averages on some coarse level and the fine scale information is encoded in arrays of detail coefficients of ascending resolution. Subsequently, threshold techniques are applied to the multiresolution decomposition where detail coefficients below a threshold value are discarded. By means of the remaining significant details, a locally refined mesh is obtained and its complexity is substantially reduced in comparison to the underlying reference mesh. For a detailed review on multiresolution-based grid adaptation we refer to the monograph by [8] and the references cited there.
The main aim of this paper is to show the possibility of using such an adaptive technique for hypersonic turbulent flow for fully three-dimensional configurations, using as a starting point a truly coarse grid and relying on the adaptive procedure to identify the flow regions where grid refinement is necessary. In this work, the adaptive and parallel solver QUADFLOW [9] is used. This solver has been designed as an integrated tool in a way that each of its constituents, namely the flow solver, the grid generation, and the grid adaptation, support each other to the highest possible extent. Specifically, the core ingredients are: (i) the flow solver concept based on a finite volume discretization [10] , (ii) the grid generator based on B-spline mappings defined on a multi-block topology [11] , and (iii) the grid adaptation concept based on wavelet techniques [12] . These three constituents do not solely work together as black boxes which communicate only via interfaces. On the contrary, they have been designed as one program package to efficiently solve aerodynamic problems with a wide variation of scales. Recently, this solver has been parallelized using the concept of space-filling curves [13, 14] .
To this day, turbulent flow simulations for engineering applications at realistic flight Reynolds numbers are only computationally affordable when applying the Reynolds Averaged Navier-Stokes (RANS) equations. The most widely used turbulence models in this field are the eddy viscosity models, where a linear dependence between the Reynolds stress tensor and the strain rate tensor is assumed. However, several literature reviews showed that these models perform poorly for wall dominated flows characterized by thick boundary layer, strong shock-wave-boundary-layer interaction and separation [15] , as are typical for hypersonic applications. For this reason, a differential Reynolds stress turbulence model (RSM) has been preferred in this work. This class of models has not been widely used because of its decreased stability and the increased computational cost due to the presence of seven equations that describe turbulence. However, in an earlier study, the RSM was successfully used for the simulation of separated hypersonic boundary layer flow where common two-equations eddy viscosity models failed [16, 17] . So far, complex three-dimensional computations with engineering applications have only been performed using the differential Reynolds stress model on block-structured, non-adaptive grids; in the current study, we will show its application to adaptive grids as well.
In the following, the physical modeling with a special emphasis on the chosen turbulence model is shortly described in Section II. Subsequently, the numerical methods employed for the solution of the discrete problems are illustrated in Section III. Finally in Section IV, the numerical results are presented. The computations are validated with experimental data. The two-dimensional computations are used to evaluate the parameters steering the adaptation process and to assess the possible speed-up of an adaptive simulation vs. a simulation based on a uniform grid. Then the established procedure is applied to a fully three-dimensional test case and it is shown that the performance improvement as well as the computational accuracy of the results are maintained.
II. Physical Modeling
In this work, the compressible Reynolds Averaged Navier-Stokes (RANS) equations are solved which describe the conservation of mass, momentum and energy for compressible turbulent flows.
The RANS equations read as follows:
The standard notation for the Reynolds average (·) and Favre average (·) is employed. The system of equations is closed using the perfect gas assumption, the Fourier assumption for the laminar and turbulent heat fluxes and the assumption of Newtonian fluid for the laminar viscous stresses. The turbulent closure is described below.
A. SSG/LRR-ω Turbulence Model
For the simulations presented in this work, a differential Reynolds stress model has been chosen as closure for the RANS equations. The SSG/LRR-ω model by Eisfeld [18] is a combination of two previously existing models: The Speziale, Sarkar and Gatski (SSG) model [19] using an -based length scale equation is employed in the far field and coupled to the ω-based Launder, Reece and Rodi (LRR) model [20] in its modified Wilcox version [21] for the near wall region. This was done in order to employ each model in the region where it performs best. On the one hand, an -based model is preferred away from the wall to avoid the high sensitivity to free-stream turbulence observed in ω-based models. On the other hand, the choice of an ω-based model near the wall is justified by the desire of having a low Reynolds number model allowing integration up to the wall. As Wilcox [21] shows, the near-wall behavior of second-order closure models is strongly influenced by the scale-determining equation. Models based on an ω-equation often predict acceptable values of the wall integration constant and are quite easy to integrate through the viscous sublayer compared to models based on an -equation. Here, the ω-equation by Menter [22] is employed to provide the turbulent length scale. Consequently, the blending between the two models is performed using the Menter blending function (9) as well.
The Reynolds stress tensor is defined as
The transport equations for the Reynolds stresses read as follows:
The terms on the right hand side of the equation represent the production, re-distribution, destruction, diffusion and the contribution of the turbulent mass flux, respectively. Apart from the production term, which is exact, all other terms need to be modeled.
The production term defines the interchange of kinetic energy between the mean flow and the fluctuations:ρ
The re-distribution term is modeled as follows:
where all the coefficients are obtained inserting the values in Table 2 in the blending function:
The blending function of Menter is defined as: In the above equation,k is the (specific) turbulent kinetic energy and is the isentropic dissipation rate defined as follows:k
where C µ = 0.09. The tensors appearing in equation (7) are the anisotropy tensor
and II =b ijbij its second invariant, the strain rate tensor and the rotation tensor
and the traceless strain rate tensor
The isotropic destruction term is:ρ
For the diffusion term, the generalized gradient diffusion model is chosen:
The value of the constant D (GGD) is computed by the equation:
F is the blending equation in (9), σ * = 0.5 and C s =0.22. Finally the termρM ij is neglected because no good model for it exists yet.
III. Numerical Methods A. QUADFLOW Solver
QUADFLOW is a well validated flow solver which solves the RANS equations for unsteady, compressible fluid flow in two and three dimensions [9] . This solver has been developed over a period of more than one decade within the Collaborative Research Center SFB 401 Modulation of Flow and Fluid-Structure Interaction at Airplane Wings [23, 24] at RWTH Aachen University. The flow solver in QUADFLOW is based on a cell-centered finite volume discretization. The mesh is treated as fully unstructured and composed of polygonal (2D) or polyhedral (3D) elements. This approach is especially suited for dealing with hanging nodes appearing in locally adaptive meshes. For the time and space discretization the user can choose among several options for the Riemann solver, the limiter, the reconstruction and the Runge-Kutta scheme. Here we summarize the methods used for the computations presented in Section IV: The convective fluxes are discretized using the AUSMDV Riemann solver. A linear reconstruction of the primitive variables is performed to locally achieve second order accuracy in space, and the Venkatakrishnan slope limiter is employed to avoid oscillations typical of higher order schemes [25] . For the discretization of the viscous fluxes, a modified central difference method is used [26] . A second order accurate explicit Runge-Kutta scheme is employed for the time integration. For the treatment of turbulent flows, the user can choose from a wide variety of eddy viscosity models, one explicit algebraic Reynolds stress model and a differential Reynolds stress model that is used in the current study.
At the far field boundaries, supersonic inflow or outflow conditions have been imposed. At solid boundaries the no-slip condition and an isothermal wall have been prescribed. Concerning the turbulent variables, the no-slip condition also implies that the Reynolds stresses are zero at the wall. The chosen ω-wall condition is the one from Menter [22] imposing a value of this quantity depending on the distance of the first cell center from the wall. For three-dimensional simulations of the intake a half model is used and a symmetry condition is imposed at one side.
B. Adaptive Technique
The main distinction from previous works lies in the fact that here recent multiresolution techniques based on biorthogonal wavelets are employed [27, 28] . The starting point is to transform the arrays of cell averages associated with any given finite volume discretization into a different format that reveals insight into the characteristic contributions of the solution to different length scales. The cell averages on a given highest level of resolution l = L are represented as cell averages on some coarse level l = 0, while the intermediate fine scale information is encoded in arrays of detail coefficients of ascending resolution l = 0, . . . , L − 1. This requires a hierarchy of meshes as exemplified by Figure 1 . The multiscale representation is used to create locally refined meshes proceeding in the following three steps [12] :
Step 1. Due to the cancellation property of biorthogonal wavelets the details may become small, if the underlying data are locally smooth. Therefore, quite in the spirit of image compression, the vector of details may be compressed by means of hard thresholding, i.e., all detail coefficients whose absolute values fall below a level-dependent threshold ε l = 2 (l−L)d ε for a suitable parameter ε, wherē d denotes the spatial dimension, are discarded. Note that the compression rate becomes higher with the number of vanishing moments of the wavelet functions. Ideally, the threshold value ε should be chosen such that the perturbation error, i.e., the difference between the reference solution obtained by the finite volume method (FVM) performed on the uniformly refined grid on level L (reference grid) and the adaptive solution projected onto the reference grid on level L, is proportional to the discretization error of the FVM on the reference mesh. For scalar nonlinear conservation laws rigorous estimates are available [29, 30] .
Step 2. In order to account for the dynamics of a flow field due to the time evolution, and to appropriately resolve all physical effects on the new time level, this set is to be inflated such that the resulting prediction set contains all ε-significant details of the old and the new time level. The prediction strategy depends on the underlying system of evolution equations to be approximated. Here, Harten's heuristic prediction strategy [7] is used.
Step 3. From the significant details, the locally refined grid and corresponding cell averages are constructed. For this purpose, the grid is considered levelwise from coarse to fine, checking for all cells of a level whether there exists a significant detail. If there is one, the respective cell is refined, i.e., the average of this cell is replaced by the averages of its children by locally applying the inverse multiscale transformation; see Figure 2 . For the multiresolution analysis, we use biorthogonal wavelets [31] . Starting from orthogonal box wavelets, i.e., Haar wavelets [32] on an arbitrary grid hierarchy, modified biorthogonal wavelets with higher vanishing moments are constructed applying the change of stable completion [28] . For the computations in Section IV, we use vanishing moments of order two. A detailed derivation and analysis of the multiscale-based grid adaptation concept and the construction of appropriate biorthogonal wavelets can be found in [12] . An overview on recent developments and an extended list of related work is given in [8] .
Here, we summarize the parameters required by the adaptive procedure used for the computations in Section IV. All conservative variables are used to drive the adaptation process. Generally, the simulations start on a very coarse grid (e.g., 1000 cells in 2D). An adaptation is performed each time the normalized averaged density residual drops below the drop residual ε drop (e.g., 10 −4 ) until the maximum number of adaptations is reached. The normalized averaged density residual is the parameter to measure the steady state convergence. The maximum refinement level is chosen such that an additional refinement level does not improve the solution further. Thus, the maximum refinement level is set to L = 5 for the compression corner and L = 4 for the scramjet. The threshold value of the respective simulation should be chosen as large as possible to minimize the computational time, while at the same time it has to be small enough to maintain the accuracy by ensuring that the solution of the adapted grid and the uniformly refined grid are superimposed. For the compression corner, the threshold value ε = 5 × 10 −3 is necessary, whereas for the scramjet application the threshold value ε = 10 −2 is sufficient [33] .
IV. Results
Within this section, numerical results for a compression corner of 15 degrees in two dimensions are discussed showing the comparison with a uniform grid as well as experimental data and focusing on the performance of the adaptive technique in terms of number of iterations, CPU time and number of cells required. Afterwards, a scramjet intake is presented. The simulations are performed in two and three dimensions. The two-dimensional simulation is compared to a non-adaptive structured grid which was specially designed and optimized for this intake configuration during a prior combined numerical and experimental test campaign [34] [35] [36] . For the three-dimensional computation, the results are compared to a uniformly refined grid and experimental data in order to show the accuracy and efficiency of the adaptive procedure. All two-dimensional computations have been performed on an in-house cluster using 16 processors. The three-dimensional computations were done on the BULL cluster of the RWTH Aachen University with 60 processors.
A. Flow over a compression corner at 15 degrees
In the field of hypersonics, the flow over a compression corner represents a standard test case, since it combines a straightforward geometry with the two most important physical features: thick turbulent boundary layer and shock-wave-boundary-layer interaction. The flow around a compression corner at 15 degrees is of interest in this section. The main physical phenomena occurring along the chosen geometry are depicted in Figure 3 : Along the plate, the leading edge shock wave is visible, as well as the shock generated at the location of the (numerical) transition of the boundary layer from laminar to turbulent. At the kink, a shock wave is generated due to the presence of the compression ramp and it interacts with the two shocks mentioned before giving origin to two slip lines departing from two subsequent triple points. The inflow conditions used for the numerical simulations are given in Table 3 . The flat plate length and the ramp length are the same and are equal to 0.15 m. The grid has two blocks and it contains 15 cells in the flow direction and 6 cells in the cross-flow direction at level L = 0. Cells are clustered near the leading edge and toward the solid wall to obtain the desired resolution of 10 −7 m on the finest level in these regions. In the other regions the grid is kept as smooth as possible. The initial grid and the final grid after the last refinement are shown in Figure 4 and Figure 5 , respectively. Here the refinements triggered by the presence of the boundary layer and the shock waves are clearly visible. Table 4 shows the evolution of grid cells during the adaptive procedure. Table 4 Evolution of cell numbers during the adaptive procedure for a two-dimensional compression ramp using five refinement levels.
To illustrate the adaptive procedure, Figure 6 presents Stanton number distributions
at the wall for different refinement levels of the adaptive computation. Since the flow field is initialized by constant data, all details are zero and thus no grid refinement will be triggered. In order to detect physical effects induced by the boundary conditions a uniform refinement of all the grid cells is performed so that the initial grid is always at refinement level L = 1. The level L = 1 grid is too coarse to resolve the temperature gradient and thus the Stanton number correctly. At the drop residual ε drop = 10 −4 the adaptation procedure takes place and the adapted level L = 2 Using adaptive computations we always have to consider two errors: the discretization error and the perturbation error. The discretization error is the difference between the exact, analytic solution and the numerical solution on the fully refined grid (reference grid). The perturbation error is the difference between the numerical solution obtained on the reference grid and the adaptive solution projected onto the reference grid. In general, to show that the discretization error is negligible grid convergences studies are done on a sequence of successively refined grids. However, to show grid convergence of the mesh-adaptive computations in a mathematically correct way it is not sufficient to compare adaptive solutions of two consecutive refinement levels but the solutions obtained on uniformly refined grids at different refinement levels have to be considered. Therefore, we also computed the solutions of the uniformly refined grids for L = 5 and L = 6. Theses two solutions showed no significant difference (not presented here) and thus we consider the uniformly refined L = 5 solution as grid converged and use it to validate our adaptive results.
For the adaptive procedure to be meaningful, the obtained results must have the same accuracy as those obtained on a uniformly refined grid. To illustrate this two adaptive computations with two different threshold values ε thres = 10 −3 and ε thres = 5 × 10 −3 are performed. It should be kept in mind that for a higher threshold value more details are neglected and fewer cells are refined. Thus the grid size is smaller. This directly affects the required CPU time (Figure 7) . Therefore, it is important to choose the threshold value as high as possible. However the threshold value has to be low enough to maintain the accuracy of the results of the uniformly refined grid. Figure 8 (right) shows that a threshold value of ε thres = 10 −3 is necessary to resolve the Stanton number accurately, whereas both adaptive computations resolve the pressure (Fig. 8 left) correctly. To show that the grid size converges to a constant value, an adaptive computation with 20 instead of 5 adaptations is performed. Note that the final 16 adaptations are performed on the highest refinement level L = 5. Figure 9 presents the evolution of grid cells during the adaptive procedure for this computation. During the first adaptations the grid size increases rapidly. With further adaptations the number of grid cells converges to a constant number. The adaptations on the highest refinement level modify the grid only slightly and do not improve the numerical solution. Thus, for all computations within this paper we perform only one additional adaptation on the highest refinement level to take the details on the highest refinement level into account. Next, we consider the influence of the drop residual at which the adaptations are performed. This parameter does not influence the solution accuracy (Fig. 10 (left) ) but the CPU time of the computation ( Fig. 10 (right) ). In general, it is cheaper to compute a long time on the lower levels and start with a better initial guess on the next higher level. Thus the ε drop = 10 −3 computation takes longer than the ε drop = 10 −4 computation. But at some point this is not longer valid since the ε drop = 5 × 10 −5 computation requires more CPU time than the ε drop = 10 −4 computation. This implies that it makes no sense to fully converge the solution on the lower refinement level because the overall accuracy is too low. For this test case, ε drop = 10 −4 is optimal. To illustrate the advantages of adaptive computations in contrast to classical non-adaptive computations, we compare the adaptive computation with the uniformly refined grid in terms of grid size, required iterations and CPU time. The uniformly refined grid is composed of 92,160 cells whereas the total number of cells necessary for the adaptive simulation is roughly half of that. Considering the characteristics of hypersonic grids, this gain is remarkable: Due to the supersonic speed of the flow, the grid starts directly at the leading edge of the ramp. In addition, the large thickness of the boundary layer, typical of the hypersonic flow regime, imposes the use of a fine grid in an ample portion of the domain adjacent to the solid surface, leaving apparently little room for grid coarsening.
In Figure 11 (left), the normalized averaged density residual with respect to the number of iterations is shown. Here we see that by means of grid adaptation the number of iterations necessary to get a converged solution is one third (100,000 instead of 300,000 iterations). Since the computation starts on a coarse grid, the solution converges fast. During the adaptation procedure the new grid is initialized by means of the multiscale analysis of the solution data of the old grid, which is a good initial guess for the finer grid and thus less iterations are necessary on the finer grids. Figure 11 (right) shows the key advantage of using an adaptive strategy. Here the behavior of the normalized averaged density residual with respect to the computational time is shown. In case of an adaptive grid, the time required for completing the computation is one eighth of that necessary for the uniformly refined grid (1.5 hours instead of 10 hours). This is both due to the reduced number of iterations, as shown in Figure 11 (left), and (mostly) to the reduced computational time per iteration due to the smaller grid size. In this way, as discussed before, the computational cost is strongly reduced without affecting the accuracy of the solution.
B. Scramjet intake: two-dimensional results
In the next two sections, two-and three-dimensional results for a scramjet intake configuration are discussed. The intake model has been developed in the frame of the German Research Training Group GRK 1095 "Aero-Thermodynamic Design of a Scramjet Engine for Future Space Transportation Systems" [37] . Figure 12 shows the geometry of the considered scramjet intake. The model has two exterior compression ramps and an interior section. The leading edge of the first ramp and the cowl lip are sharp. The model is 100 mm wide and has side walls on both sides.
The configuration has been designed for an inflow Mach number M ∞ = 7.5 and was tested at a slight off-design condition in the hypersonic shock tunnel facility TH2 in Aachen [34, 35] . The test conditions of the experimental campaign are listed in Table 5 . These values are used as inflow conditions in the simulations. During the experiments, pressure and heat transfer rate were measured by Kulite pressure probes and thermocouples, respectively. Since the transition point at the end of the first ramp is known from the experiments, the transition is modeled using a "laminar box" for this region. Within this "laminar box" the flow is forced to be laminar by setting the turbulent kinetic energy to zero.
The overall flow phenomena can be seen in Figure 13 . The flow is first compressed through an oblique shock wave generated by the sharp leading edge. At the first ramp, a laminar boundary layer develops. In the kink between the first and second ramp, a small separation bubble is generated. Here the flow transitions from laminar to turbulent. Due to the off-design condition the reattachment shock hits the upper intake wall and deflects the oblique shock wave produced by the cowl lip slightly. The cowl shock interacts with the expansion fan and ramp boundary layer. Large adverse pressure gradients are produced by this interaction and cause a second separation bubble on the intake wall. In the interior region, the flow is going through several reflected shock waves. The grid has 44 cells in the flow direction and 6 cells in the cross-flow direction on refinement level L = 0. To ensure a minimum wall distance of 10 −6 m on the the final level L = 4 grid, the grid points in wall-normal direction are stretched towards the walls using a Poisson distribution. Transverse to the wall the grid lines are almost always orthogonal to the walls to resolve the strong wall gradients accurately. The uniform grid on refinement level L = 4 has 67,584 cells. Table 6 shows the evolution of the grid size during the adaptive computation. In comparison to the uniformly refined grid, the adaptive grid is composed of only 60% of the grid cells. Figure 14 presents the grid at the different refinement levels and Figure 15 the Mach number contours corresponding to the different grid levels. During the first and the second adaptation, most cells are refined. The third adaptation only refines the cells near the shock waves and in the boundary layers as well as the separation areas. After the third adaptation, the grid is on the highest refinement level. During the fourth adaptation, only a reordering of the cells is performed. Hence, the number of cells stays nearly the same after the third and fourth adaptation. Figure 16 shows the pressure coefficient, and the Stanton number (17) at the lower intake wall for two different adaptive level L = 4 computation using different threshold values and the uniformly refined L = 4 grid. The geometry of the intake is also shown. First, the general behavior of the quantities are discussed. Then the choice of the threshold value for the adaptive procedure is analyzed. Most of the flow features shown in Figure 13 can also be identified in the plot of the pressure coefficient and the Stanton number. Along the first ramp, the flow is laminar and the pressure and Stanton number are low. At the end of the first ramp, the separation shock occurs and thus the pressure rises. The separation bubble is clearly visible in the pressure plateau. In this region, the flow is still laminar and therefore the Stanton number drops. The reattachment shock produces the next increase of the pressure and the Stanton number. Along the second ramp, both quantities remain nearly constant. At the end of the ramp, the expansion occurs and thus the pressure and Stanton number start to decrease. When entering the interior region the flow separates due to the impinging cowl shock wave and interacts with the expansion fan. Hence, the pressure rises directly instead of remaining at the lower level. The flow is fully turbulent here which can be seen in the increase of the Stanton number over the separation region. The reattachment shock of the second separation yields strong compression and intense heating visible as peaks in both, pressure and Stanton number. This shock is reflected at the upper intake wall and hits the lower intake wall again. Due to this shock reflection, the second peak of the pressure and the Stanton number occurs. For this test case a threshold value of ε thres = 10 −2 is sufficient since the obtained results show no significant difference to the results obtained on the uniformly refined grid.
To compare the performance and accuracy of the adaptive simulation, a simulation on a structured grid that was specifically designed and optimized for this intake is performed [36] . It contains 211,968 cells (1,104 points in flow direction and 192 points in wall-normal direction) . The grid points in the wall normal direction are stretched by a Poisson distribution in order to achieve a minimum wall distance of 2 × 10 −6 m. The grid lines transverse to the wall are almost perpendicular to the walls. Nguyen [36] performed a grid convergence study using a coarser grid (minimum wall distance of 4 × 10 −6 m, approximately 100,000 cells) and a finer grid (minimum wall distance of 1 × 10 −6 m, approximately 400,000 cells). It was shown that the results of the medium grid can be considered as grid-converged. Thus, this grid is used for comparison with the adaptive computation. Comparing the wall distributions for the adaptive and the structured grid simulations, the overall agreement is very good except for the reattachment peak of the second separation (x ≈ 0.45 m). Here, a small difference in the pressure coefficient and a larger discrepancy in the Stanton number is visible. Indeed, this is a difficult flow region because of the strong compression of streamlines close to the wall. Nguyen et al. [36] did not obtain grid convergence for their structured grid in this area but had to use the shown grid due to resource constrains, being aware of an underprediction of the peak heating. Regarding the grid convergence of the adaptive computation, Figure 18 shows the Stanton number distribution of the lower intake wall for the L = 4 and L = 5 computations. Here, the two computations are hard to distinguish; this agreement confirms that the adaptation is able to detect and resolve the strong gradient correctly.
For comparing the flow field of the non-adaptive and adaptive computation, Figure 19 shows the pressure distribution for both computations.
Although the adaptive grid consists only of 41,000 cells (1/5 of the structured grid), only small differences from the non-adaptive computation can be seen. Close to the wall, the adaptive computation resolves the gradients even better due to the smaller first wall distance. Figure 20 shows the pressure lines close to the top wall for the non-adaptive computation (black lines) and the adaptive computation (grey lines). Since the pressure is constant in the boundary layer, the pressure lines of the adaptive computation are more physical. Hence, close to the wall the adaptive computation is more accurate than the non-adaptive one. In the interior, the adaptive computation is as accurate as the non-adaptive computation.
After proving the correctness of the adaptive results, we compare the performance of the adaptive simulation to the non-adaptive simulation on the structured grid. Figure 21 shows the residual drop with respect to number of iterations and CPU time. Since the adaptive grid is only locally and where necessary refined, it has only half of the grid cells of the uniform grid at the highest refinement level. In comparison to the structured non-adaptive grid, which was specially designed and optimized for this application, the adaptive grid has only one fifth of the cells. The adaptive Fig. 18 Stanton number distribution at lower wall of the two-dimensional scramjet intake. Comparison between two adaptive grids using 4 and 5 refinement levels. computation only runs for around 100,000 iterations whereas the non-adaptive computation requires more than 300,000 iterations. Due to the different grid sizes, performing one iteration on the adaptive grid (41,000 cells) requires less CPU time than performing one iteration on the non-adaptive grid (210,000 cells). Hence the adaptive computation only needs 1.5 hour, while the non-adaptive computation runs for 25 hours. This is a significant savings in CPU time without losing accuracy of the results. In addition, in contrast to the adaptive grid a lot of work and expertise was necessary to produce and optimize the non-adaptive, structured grid. Hence adaptive computation can fasten the grid generation process before the computation as well as shorten the computation time due to smaller grid sizes.
C. Scramjet intake: three-dimensional results
To take three-dimensional effects into account, the two-dimensional grid described above has been extruded in the z-direction for half of the intake width. On the coarsest level, five cells have been stretched towards the side walls in the z-direction, using again a Poisson distribution to achieve a minimum wall distance of 10 −6 m on level L = 4. The point distribution in the interior part differs slightly from the two-dimensional grid. The evolution of the grid size during the adaptive procedure is shown in Table 7 . The uniform grid on the highest refinement level is composed of 4,669,440 cells.
Due to the computational effort we did not analyze the grid convergence in 3D by computing a uniformly refined grid on Level L = 5. Since we showed grid convergence in 2D for the same test case using the same numerical parameters and a similar grid, we assume the resolution of the 3D computation to be sufficient. Instead we will be showing solution accuracy by comparing to results of a uniformly refined grid on the same level , i.e., L = 4. Figures 22 and 23 show the uniform initial grid at level L = 1 and the final, locally adapted grid at level L = 4. As in two dimensions, the final adapted grid is refined in important areas such as shock waves, boundary layers and shear layers due to separation. Elsewhere, the grid cells are on a coarser level.
First of all, the performance of the simulation using the adaptive procedure is compared with the simulation performed on a uniformly refined grid at the highest refinement level L = 4. The averaged density residual drop with respect to the number of iterations and CPU time is shown in Figure 24 . The adaptive procedure requires two third the number of iterations needed for a uniform grid and, due to the smaller size of the final grid, the computational time can be decreased to around one third with respect to the uniform grid. Figures 25 and 26 show the pressure coefficient and Stanton number distributions at the wall along the centerline (z = 100%) and for z = 50%. This is done to prove that the results obtained by means of grid adaptation are in excellent agreement with the one obtained on a uniform grid for both quantities. We note that the results obtained for the adaptive and the uniform grid at level L = 4 are almost indistinguishable and that no appreciable differences can be seen. A comparison of the adaptive level L = 4 results to experimental data [34, 35] is shown in Figure  27 for the pressure coefficient and the Stanton number of the lower intake wall along the center line. On the first ramp, the flow is still laminar and the numerical solution follows the experimental data closely. Within the shear layer over the separation between the two compression ramps the flow becomes transitional. The "laminar box" method (i.e., turning off the turbulence model on the first ramp) used in the numerical approach slightly overpredicts the separation and the pressure coefficient starts to increase at x = 0.23 m. The measured Stanton numbers after reattachment indicate a transitional behaviour of the flow that is not simulated by the "laminar box" method. However, further downstream along the second ramp, the flow becomes indeed turbulent and numerical and experimental distributions agree once again. During the following expansion, where the flow turns inward into the interior engine section, the flow partially relaminarizes. Previous studies have shown that the RSM turbulence model is generally able to predict the relaminarization [38] . This is important, because the state of the boundary layer needs to be accurately predicted in order to obtain the correct separation size. The separation is caused by the impingement of the cowl shock wave from the upper engine wall. The experimental values are closely matched by the numerical simulation for the separated flow area and the subsequent reattachment peak, although the measured heat flux values within the peak heating area are difficult to interpret. The second, lower peak in the pressure coefficient and the Stanton number is due to the impingement of the reflected reattachment shock, where the reflection occurs on the upper engine wall. The numerical solution predicts the impingement too early, likely due to the fact that a fully turbulent boundary layer is assumed on the upper wall right from the leading edge. In the experiment, we would assume the cowl boundary layer to start laminar at the leading edge. The same discrepancies to the experiments were found for non-adaptive computations on structured grids [36] . Hence the differences are not caused by the adaptive procedure. To illustrate the three-dimensional effects in the flow field, Figure 28 shows the footprint of the flow structures on the ramps and the side wall in terms of Stanton number and surface streamlines.
Also shown is the Mach number distribution in the cross plane at x = 0.2 m. The separation zone at the kink between the first and second ramp shows the influence of three-dimensional effects because close to the symmetry plane the line of separation (feature (1) in Figure 28 ) extends further upstream than close to the side wall. Also, the reattachment line (2) bends downstream when interacting with the corner flow close to the side wall, making the separation even smaller. At the second ramp and in the expansion region, the flow is mostly two-dimensional. Thus, the surface streamlines are almost parallel. The reattachment shock wave of the first separation bubble hits the upper intake wall and interacts with the cowl shock, causing an area of intense heating at the leading edge of the engine cowl. The boundary layer is here still very thin and no separation is caused. The reflected reattachment shock and the newly generated cowl shock wave form one strong shock wave that impinges on the ramp side. At the ramp, the boundary layer is very thick due to the build-up over two ramps and the subsequent expansion. Hence, a large separation zone is caused by the impinging shock wave, extending all the way to the expansion corner. The separation itself is remarkably two-dimensional despite the vortices generated by the interaction of the leading edge shock wave and the side wall. The reattachment shock wave of this second separation (feature (2) in Figure 28 ) causes subsequent peak heating at the wall due to the compression of the streamlines in this area. The strong reattachment shock impinges on the upper wall and is reflected there, impinging again on the ramp side. Both, upper and lower, impingement points are characterized by a strong increase in the Stanton number. The shock reflections feature a strong three-dimensional effect due to the interaction with the corner flow.
The corner flow near the side wall is highly complex due to swept boundary layer interactions occurring in this region. Thus, the correct prediction of the effects is challenging. Close to the side wall, the strong ramp leading edge shock wave interacts with the weak side wall shock and impinges on the boundary layer produced by the side wall. This flow interaction is comparable to the flow around a fin-type configuration for which Alvi and Settles proposed a detailed flow field model [39] . All features of this model can be observed in the computation as illustrated in Figure 29 . Figure 29 shows the Mach number, the total pressure and the grid for a zy-slice at x =0.2 m. In the Mach number plot the λ-shock structure consisting of the separation shock, the rear shock and the ramp leading edge shock as well as the primary vortex and the expansion region are clearly visible. The slip line and the impinging jet are more obvious in the total pressure plot. The grid plot shows that the adaptive procedure detects and resolves all theses flow phenomena correctly. The corner interaction leads to a separation of the flow on the side wall, depicted in Figure 28 by the line of separation (5) and reattachment (6) . The footprint of the generated jet (feature (6) in Figure 29 ) is also visible by the reduced wall heat flux (7) . Remarkable is how well the adaption technique is resolving all of these very different flow phenomena.
V. Conclusions
In this paper, the possibility of studying hypersonic turbulent flows using a differential Reynolds stress turbulence model with a multiscale grid adaptation has been considered. The chosen approach allows to start the simulations on a truly coarse grid that is not resolving the physical features of the flow. By means of the adaptive procedure, the grid is progressively refined and all the important flow features, e.g., shock waves, boundary layers, shear layers, and vortices, are automatically detected and properly resolved. The adaptive technique has proven to be numerically robust also in combination with second order closure turbulence models which are characterized by a decreased numerical stability.
From a point of view of the performance, the reduction of the grid size leads to a decrease of the number of iterations and to a decrease of the time necessary to perform each iteration. Quantitatively, the CPU time for the three-dimensional simulation of a scramjet intake can be reduced to one third with respect to a uniform grid on the highest refinement level. For twodimensional simulations, the CPU time is reduced even further, to one eighth or better. This gain is obtained with no loss in the accuracy of the solution in terms of pressure and Stanton number at the wall. The multiscale grid adaptation can be combined with any standard finite volume solver as described in [9] . Depending on the underlying discretization, appropiate wavelets have to be constructed. A general construction procedure is described in [12] for arbitrary cell topologies.
