In animating an articulated entity with motion capture data, if the reconstruction is based on forward kinematics, there could be a large error in the ende ector position. The inaccuracy becomes conspicuous when the entity makes interactions with the environment or other entities. The frames at which the end-e ector position needs to be accurate are designated as "keyframes" (e.g. the impact moment in a punch). We present an algorithm that processes the original joint angle data to produce a new motion in which the end-e ector error is reduced to zero at keyframes. The new motion shouldn't be too much di erent from the original motion. We formulated the problem as a constrained minimization problem so that the characteristics of the original joint angle data is optimally preserved during the enhancement steps. The algorithm was applied to several examples such as boxing, kicking, and catching motions. Experiments prove that our algorithm is a valuable tool to improve captured motion especially when the end-e ector trajectory contains a special goal.
k+1 : nvecfPg' fk+1g f k;1 (t) : f fk,1g(t) f k;2 (t) : f fk,2g(t) f k;3 (t) : f fk,3g(t) f k;4 (t) : f fk,4g(t) F k : nvecfFg fkg V k : nvecfVg fkg f k;a (t) : f fk,ag(t) f k;b (t) : f fk,bg(t) f k;c (t) : f fk,cg(t) f k;d (t) : f fk,dg(t) V k+1 : nvecfVg fk+1g f k;fixed (t) : nvecffg fk, xedg(t) P (t) : nvecfPg(t) P L?1 k=1 : nsum fk=1g^fL-1g t 1 : t f1g t L : t fLg f 1 (t) : f f1g(t) f 2 (t) : f f2g(t) f L (t) : f fLg(t) V 1 : nvecfVg f1g V 2 : nvecfVg f2g V L : nvecfVg fLg f fixed (t) : nvecffg f xedg(t) f 1;a (t) : f f1,ag(t) f k (t) : f fkg(t) f k?1;b (t) : f fk-1,bg(t) f L?1;b (t) : f fL-1,bg(t) Animating an articulated entity requires the technique to control highly redundant degrees of freedom 15, 1, 14, 10, 3, 21] . To obtain realistic motion of complex character during a short period of time, copying is more e ective than computational synthesis. Therefore, motion capture is recently emerging as a powerful technique for character animation. However, the motion capture technique by itself has poor generality and automatism. There is no general and automatic procedure to process the captured data to obtain desired motion. Therefore it is best utilized in the applications in which highly realistic motion is required but the motion is never used again, as in movies. The ideas such as motion composition, warping 20], blending 17], motion signal processing 6], motion editing with spacetime constraints 7], motion retargetting 8], and motion mapping 4] contributed in overcoming the above limitations.
Another fundamental problem of motion capturing is that the measurement errors greatly demote the value of captured data. Without an elaborate manual processing of the data the resulting animation is often inaccurate and unrealistic. This paper presents an algorithm that processes the motion capture data to produce another data set that promises more accurate motion.
Motion of an articulated entity can be reconstructed by positioning the base and bending the joints according to the captured data. The base is a coordinated system embedded in a segment of the articulated entity to locate it at a desired global position and orientation. The above is called forward kinematic reconstruction.
Whether they are directly measured or indirectly collected from positional data, joint angles contain important features of a motion, and the forward kinematic reconstruction is quite e ective in restoring such features. If we reconstruct the motion from joint angle measurements only, however, the end-e ector trajectory can be inaccurate due to the following reasons: inaccurate joint angles: There are several sources of errors during the joint angle measurement. The joint angle errors coming from the muscle and skin deformation or simpli ed joint model can be as large as a few tens of degrees. For example, the twisting component of shoulder is often measured only half of the actual bone rotation 11]. Joint angle errors at or near the base are ampli ed when the end-e ector position is considered, and such errors are accumulated as the computation propagates to the end-e ector.
inaccurate link lengths: Before the reconstruction starts, rst we have to build an articulated model. In the model, the link lengths should come from the direct measurement or from the data analysis 5]. In either case, the estimated link lengths contain errors, and they eventually contribute to end-e ector position error.
The inaccuracy in end-e ector position becomes conspicuous when the entity makes interactions with the environment or other entities. We can classify the mismatch into the following three categories: intra-person: e.g. in applauding person-to-object: e.g. in reaching the door knob person-to-person: e.g. in boxing ( st-to-st, or st-to-body) Some people might think the above mismatch can be xed by a simple method. For example, in boxing, the opponent might be translated back and forth to establish the contacts. However, it will create even more unnatural artifacts: the body will make irregular skids on the oor.
We propose a noble algorithm that processes the global part of joint angle data so that the desired end-e ector goals are satis ed, while preserving the original motion pattern. The algorithm is particularly useful for the motion in which the end-e ector has several positional goals.
A method for reducing the discrepancy is to apply inverse kinematics at every frame. Since inverse kinematics picks one among the multiple solutions, when the the computation is done at each frame independently, the consecutive frames may lack coherence. But even more serious problem of this method is that the measurements of joint angles, which carry most important content of the original motion, are not untilized at all.
Our approach is about halfway between the forward and inverse kinematic reconstructions. It processes the original data so that the new end-e ector trajectory is correct at several keyframes where the end-e ector position has to be correct, while preserving the pattern of original joint angle trajectories.
Input to the system is two kinds of measurements, joint angle data J and end-e ector trajectory E, and a set of keyframes at which the end-e ector position must be correct. The output is a modi ed version J 0 of J such that the end-e ector position is correct at the keyframes while changes in overall motion pattern are not noticeable.
To implement the above, we rst apply inverse kinematics at the keyframes. Then the joint angles at keyframes are interplated using piecewise cubic spline curves. While the original cubic spline imposes C free variables for curve shape control, which are exploited to preserve the velocity pattern of the joint angle trajectories.
The paper is organized as follows: Section 2 reviews previous work on motion capture and related topics. Section 3 gives an overview of the paper. Section 4 explains how conventional inverse kinematics is modi ed to t for our purpose. Section 5 presents the procedure to nd J 0 . Section 6 shows the results in several examples. Finally, Section 7 concluds the paper.
Related Work
Methods for using motion capture data can be classi ed based on how the data is used. In one extreme, the whole duration of performance is reproduced by inverse kinematics 2, 18]. Since the data from eight sensors was not enough to uniquely determine the posture, they utilized experimental knowledge about natural body postures. Due to the analytic nature of the computation, however, the calibration process was somewhat tricky; each sensor had to be placed at a speci c position and orientation.
In the other extreme, the model is driven by pure forward kinematics. Molet et al. 11, 12] proposed a method to convert the sensor data to anatomical rotations. The method didn't consider end-e ector constraints, but it simply analyzed the orientational displacements between adjacent segments to nd the joint angles. Therefore the calibration process was simple. Since all the joint angles were captured, the pattern of original motion was quite well preserved. As pointed out earlier, however, the method could produce noticeable position errors at the end-e ector.
One thing to note in Molet et al.'s work is that our method for extracting joint angles is essentially the same as theirs. The placement of sensor is not aligned with the reference frame embedded in each body segment. Therefore the joint angle can not be obtained by taking the simple orientation di erence between the adjacent sensors, but the measurements should be calibrated to consider the o sets from the reference frame. To estimate the o sets, the subject was asked to take upright position so that the reference frames are aligned with the global frame, and then the orientation of each sensor was taken for the o set.
There is yet another approach that combines the two ones above 5, 9]. Bodenheimer et al. 5] proposed a method that utilizes both orientational and positional data of each joint. The two steps of the method, statistical estimation of skeletal size and inverse kinematics optimization, are relevant to our work. The statistical estimation produces an articulated model based on the measurements. In inverse kinematic optimization, the di erences between the recorded data and reconstructed animation at each joint is minimized for both position and orientation. Our method in this paper also uses similar inverse kinematics (see Section 4). But two major di erences can be pointed out:
the position error term in the objective function: We minimize the position errors of the end-e ectors only, while Bodenheimer et al. minimize the errors at all joints, which requires more e ort in translational sensor calibration.
the amount of inverse kinematics computation: We solve inverse kinematics only at sparse keyframes, while they do it for every frame.
A problem in obtaining every frame with inverse kinematic reconstruction is that joint angles can make abrupt changes since the procedure picks a solution among multiple choices. To take care of this problem they suggested two methods, both of which are related to the selection of initial guesses. The rst one is to use the result of frame i for the initial guess of frame i + 1. As they pointed out, this method can propagate the errors frame to frame. The other one is to group motions and use a similar motion as the initial guess so that it does not propagate errors. Although their method was practically applicable to many motions, there is still no guarantee of smooth motion due to local minima. In our method, the problem is not visible since (1) inverse kinematics was applied at sparse keyframes, and (2) those results were interpolated with a smooth curve.
Hirose et al.'s 9] spring method also used both positional and orientational data in posture reconstruction. The method was developed to avoid the shortcomings of inverse kinematics such as local minima and unnaturalness. Soft springs were used to minimize the positional and orientational discrepancies between the measurement and reconstructed animation, and the sti springs were used to avoid dislocations between the segments. A problem that is easily predictable is that the model can often be disarticulated even when the springs reach a mechanical equilibrium. They went around this problem by introducing discomfort potential. But the cure is for the static postures. Therefore there is still no promise that the resulting animation doesn't make abrupt joint angle changes, especially in fast motions. end-e ector trajectory E (measured), and a set of keyframes f0; : : : ; N g (designated by the animator). . We achieve Condition 1 above by computing inverse kinematics at keyframes (i.e. by computing ?1 (E( ))), and then connecting them with a smooth curve. Figure 1 illustrates the situation at one typical joint. The dotted points in the graph represent the angle data J j at joint j. The points marked with X are ?1 j (E( )). We form a piecewise cubic spline that passes through those interpolation points for each j = 1; : : : ; M .
Overview
The next job is to manipulate the above curves to achieve J 0 J . Now, the question is how to achieve the condition. We claim that the angular velocity carries the most important motion characteristics, and therefore the velocity di erence should be minimized between J 0 j and J j for each j.
Our
?1 (E( )). The second step, which is further explained in Section 5, is to generate the curve that interpolates ?1 (E( )) and minimizes the velocity di erences.
Inverse Kinematics
In our algorithm, inverse kinematics is performed to reconstruct the static postures which satisfy the end-e ector constraints at keyframes. Since human body model is highly redundant, there are in nitely many solutions that satisfy the given end-e ector constraints. By exploiting the redundancy we can minimize the joint angle modi cation from the captured posture. The above goal can be achieved by minimizing the following objective function, which consists of two error terms: the end-e ector position error and the sum of joint angle errors. (1) becomes forward kinematics. By having an intermediate value for w, we can transfer some of the end-e ector reaching e ort to the task of maintaining the measured joint angle pattern. Experimentally, we found that with w = 0:99 end-e ector error was negligible and the original posture was well preserved.
We used the captured joint angles as the initial guess, and quasi-Newton BFGS method was used for the non-linear optimization. 
Cubic Spline with C 1 Continuity
A cubic spline can be represented by four parameters, the positions and velocities at the two end points. Several cubic splines can be concatenated to form a piecewise cubic spline 16]. When a sequence of points are given, by imposing a few constrains on the boundary velocities, we can form a piecewise C 2 cubic spline that passes through the points. In this paper we use piecewise cubic splines (or simply cubic splines afterwards) in generating the curves for J 0 . By modifying the constrains on the boundary velocities, we can easily lower the continuity to C , the left and right velocities at each boundary have to be the same. In such a case, the velocities at the boundaries become free variables for extra control. In our implementation, we decided to use cubic splines with C 1 continuity since it was enough to guarantee smooth motion.
As explained in Section 3, J 0 has to satisfy the interpolation condition, i.e. Condition 1. It can be easily achieved by having ?1 (E( )) as the curve joints of the cubic spline. Several extra curve joints can be arti cially created at auxiliary frames to add further control on the curve shape. Then the positions and velocities at the boundaries are adjusted to minimize the velocity di erence between J 0 and J .
Auxiliary Frames
The curve joints come from two di erent kinds: keyframes and auxiliary frames. Keyframes are the frames where inverse kinematics is applied and are speci ed by the animator. On the other hand, auxiliary frames are introduced internally by the algorithm in order to increase the controllability. At each curve joint there are two controllable parameters: position parameterP and velocity parameterP 0 . At keyframes,P is already determined by inverse kinematics. Therefore onlyP 0 can be further controlled. At auxiliary frames, on the other hand, we setP 0 with the velocities in J , and can controlP for our purpose. The situation is illustrated in Figure 3 .
Since the cubic spline already passes through the interpolation points from its creation, both the velocity control at keyframes and position control at auxiliary frames can be used for minimizing the velocity di erence between J 0 and J . We found that the quality of the solution increases in general as more auxiliary frames are used. Therefore we picked every other frame for auxiliary frames as long as it doesn't overlap or neighboring with a keyframe. If we pick every frame as auxiliary frames, however, the velocity is determined at all frames and thus the curve is completely determined, leaving no room that can be controlled to realize the above goal.
Cubic Spline Regression
In this section, we nd the solution to the problem of minimizing the velocity di erence between J 0 and J . Let t k and t k+1 be the starting time and ending time, respectively, of the k-th curve segment. Then the k-th segmentP k (t) of the cubic spline for the duration t k t < t k+1 is represented by the following equation 16]. P k (t) = f k;1 (t) P k + f k;2 (t) P k+1 + f k;3 (t) P 0 k + f k;4 (t) P 0 k+1 ; (2) whereP k andP 0 k are the position and velocity parameters, respectively, at t k .P k+1 andP 0 k+1 are the same parameters at t k+1 .
At each curve joint, either the position or velocity parameter is xed and the other is variable, depending on whether it is a keyframe or auxiliary frame. Let's denote the xed parameter at t k asF k , and variable parameter at t k asṼ k , for k = 1; : : : ; L, where L is the total number of curve joints including the two extreme points. For example, if k is a keyframe,F k =P k andṼ k =P 0 k . With the new notations, Eq.(2) becomes P k (t) = f k;a (t) Ṽ k + f k;b (t) Ṽ k+1 + f k;c (t) F k + f k;d (t) F k+1 : (3) In Eq. (3), (a; c) = (1; 3) if k-th curve joint is an auxiliary frame, but (a; c) = (3; 1) if k-th curve joint is a keyframe. b and d are determined in a similar way except that it is for the (k + 1)-th frame.
Our interest is in determining the variable parameters, i.e.Ṽ k andṼ k+1 . So, we rearrange Eq.(3) into the following form,
wheref k;fixed (t) = f k;c (t) F k +f k;d (t) F k+1 in Eq.(3). If we de ne f k;a (t), f k;b (t), andf k;fixed (t) to be 0 outside t k t < t k+1 , the whole curve can be represented as a sum of all the curve pieces as in the following equatioñ
Since the regression have to be done for the whole curve, we expand the above equation to obtaiñ P (t) = f1 (t) Ṽ 1 + f2 (t) Ṽ 2 + : : : + fL(t) Ṽ L +f f ixed (t); (6) 
f 1 (t) = f 1;a (t)
Now we can describe our objective as
where _P i] is the angular velocity ofP (t) at frame i, and _ J j (i) is the angular velocity of the original joint angle data J j at frame i. The solution is given by the following equation.
where X = (6), we obtain a curve passing through the interpolation points that preserves the original joint angle pattern optimally.
The above procedure is for joint j. Therefore it has to be repeated for the joints j = 1; : : : ; M .
Experiments
We applied the above procedure to a boxing motion. The motion capture session involved two people: one was Boxer and the other was Trainer (Figure 4) . Boxer was asked to punch the palms of Trainer. We captured Boxer's upper body motion by attaching sensors on his head, chest, pelvis, upper arms, lower arms, and hands. For Trainer, we captured only the palm motion. The session was recorded by a video camera and the clip is available at http://graphics.snu.ac.kr/demo/pmcd/boxin g_capture_session.mov.zip in QuickTime movie format.
Forward Kinematic Reconstruction
The above motion was reconstructed with forward kinematics. The result is available at http://graphi cs.snu.ac.kr/demo/pmcd/boxing_fk.mov.zip. In Boxer's motion, pelvis was the base frame and the other sensors were used to extract the joint angles. As pointed out in the earlier discussion, the reconstruction produced large o sets between the sts and palms. Figure 5 (a) shows the frame (frame 13) at which the left st was supposed to hit Trainer's left palm. Figure 5 ( At the keyframes, rst we performed inverse kinematics computation. Figure 6 shows the resulting joint angle trajectory around x-rotation axis at the waist joint. The keyframes are marked by circles. The graph is basically the original joint angle curve except for the keyframes, at which the result of inverse kinematics was plotted instead. That explains the discontinuities at the keyframes. Figure 7 shows the corrected postures by inverse kinematic reconstruction at the same frames as in Figure 5 .
We proceeded further and minimized the velocity di erence between J 0 and J according to the procedure described in Section 5, to obtain the smooth cubic spline curve shown in Figure 8 . In the graph the curve was compared with the result in Figure 6 . The solid curve is the new spline obtained by our algorithm, and the dotted curve is the one from Figure 6 . Observe two things:
1. The curve smoothly interpolates the interpolation points.
2. The curve shape is quite similar to the original data curve.
The resemblance of the curves in Figure 8 indicates that our velocity di erence minimization is quite effective in achieving J 0 J . The two velocities _ J 0 and _ J at the waist joint are compared in Figure 9 . The solid and dotted curves represent _ J 0 and _ J , respectively. If a joint angle value has to be increased (for example, to realize the keyframe constraint), the displacement has to be made by raising the velocity at previous frames. More speci cally, the velocity adjustment should be done at intermediate non-auxiliary frames since the velocity is xed at auxiliary frames. The above adjustments can produce the velocity ripples shown in Figure 9 .
If we increase the number of curve joints the ripple frequency also increases proportionally. Although the marring impact of the ripple was not noticeable in the animation, we consider it as an unwanted side-e ect. On the other hand, there are also bene ts in having more curve joints (see Section 5.3). Our current choice { every other frame { produced nice results. But the trade-o remains to be studied further.
Other Results
We applied our algorithm to two other examples, catching and kicking motions, in which the human gure makes person-to-object interaction with a ball. The results are available at http://graphics.sn u.ac.kr/demo/pmcd/other_results.mov.zip in QuickTime movie format.
Conclusion
In this paper we proposed an algorithm for processing motion capture data to achieve positional accuracy. When a set of keyframes are selected by the animator, the algorithm processes the original data to achieve the accuracy in the end-e ector position, while preserving the original motion pattern. We formulated the problem as a constrained minimization of velocity di erence between J 0 and J . Experiments proved that the formulation was in fact quite e ective in preserving the motion pattern.
In the implementation, the frequency of curve joints were about 15 Hz -every other frame -since the sampling rate of the motion capture equipment was controlled to 30 Hz. This implies that our algorithm can e ectively handle motion signals below 7.5 Hz according to the sampling theory 13]. 7 Hz is enough to cover the most important features of human motions 19]. But, if a motion is sampled at a higher frequency, our algorithm will be able to handle motion features of wider range of frequencies.
Our method can be useful to people in character animation. It will save animators from laborious manual correction of motion capture data, especially when the end-e ector trajectory has to satisfy several positional goals. 
