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Abstract 
Broadcasting is the process of message dissemination in a communication network in which 
a message originated by one processor is transmitted to all processors of the network. In this 
paper, we present a new lower bound of 1.7417m for broadcasting in the butterfly network of 
dimension m. This improves the best known lower bound of 1.5621m. We also describe an 
algorithm which improves the upper bound from 2m to 2m - 1. This is shown to be optimal for 
small dimensions m. 
In addition, the presented lower bound technique is used to derive non-trivial lower bounds 
for broadcasting in the deBruijn network of dimension m. An upper bound of 1.5m + 1.5 is well 
known for this network. Here, we are able to improve the lower bound from 1.1374m to 
1.3171m. 
1. Introduction 
Broadcasting is the process of message dissemination in a communication network 
in which a message originated by one processor is transmitted to all processors of the 
network (for a survey, cf. [S, 91). For this purpose, undirected (and directed) graphs are 
considered as models for communication networks. Thus, a given vertex in a graph 
has a message, which it wishes to disseminate to all other vertices; each vertex can 
transmit a message to exactly one vertex to which it is adjacent during one unit of 
time, and each vertex can either transmit or receive the message per unit of time. 
Assume the message originates at vertex u of the connected graph G. The broadcast 
time qf the uertex u, b(u), is the minimum number of time units required to complete 
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broadcasting from vertex U. The broadcast time of a graph G, b(G), is the maximum 
broadcast time over all vertices u in G. 
Broadcasting in graphs of bounded degree has been studied in [3,4,7,10,11,13,16, 
171. The maximum degree is an important parameter in the design of inter- 
connection networks. This is one of the motivations to investigate broadcasting in 
graphs with fixed maximum degree, in particular in bounded-degree “approxima- 
tions” of the hypercube such as cube-connected cycles, butterfly, shuffle-exchange 
and deBruijn networks. Lower and upper bounds on the time required to broadcast 
in graphs with maximum degrees 3 and 4 were given by Liestman and Peters 
[13]. Their results were improved in [3,7] where general lower bounds were 
obtained. 
A trivial lower bound on the broadcast time is the diameter of a graph. For 
cube-connected cycles and shuffle-exchange networks the broadcast time and the 
diameter differ at most by a constant [ll, 131. In [17], a non-trivial lower bound on 
the broadcast time of the butterfly graph BF(m) was presented. It was shown that 
b(BF(m)) > 1.5621~ for all sufficiently large m. Note that the diameter of 
BF(m) is D = L3m/2]. Thus, b(BF(m)) > CD for some constant c > 1. In Section 3, we 
improve the result of [17] and show that b(BF(m)) > 1.7417m for all sufficiently 
large m. 
In order to apply the lower bound technique to other networks, we point out the 
used properties of the graph: 
(a) degree 4, 
(b) there is a node from which many vertices have a large distance (large z 
diameter), 
(c) each edge is contained in a cycle of length at most 4. 
Now, the lower bound argument is an extension of the one in [3,7,13]. It consists of 
finding an upper bound on the maximum number of nodes which can be informed in 
t time steps. But unlike before, we are not only using property (a), but we also exploit 
properties (b) and (c). 
An upper bound on the broadcast time of the butterfly graph was given in [16]. It 
was shown that b(BF(m)) < 2m. In Section 4, we present a different algorithm which 
only needs 2m - 1 rounds. 
In Section 5, we give an overview of the obtained lower and upper bounds for 
broadcasting in small butterfly networks. It points out the fact that the two bounds 
are not very far apart for small dimensions m. Actually, for m < 4, i.e. up to 64 nodes, 
our broadcasting algorithm turns out to be optimal. 
DeBruijn networks have been proposed as a possible alternative for designing 
large interconnection networks [S, 151. Broadcasting in these graphs was 
considered in [4, lo]. In [4], an upper bound of 1.5m + 1.5 for the (binary) deBruijn 
graph of dimension m, DB(m), was stated. A lower bounds of b(DB(m)) > 1.1374m 
can be derived from [ 131. Applying the same techniques as for the butterfly network, 
we are able to show in Section 6 that b(DB(m)) > 1.3171m for all sufficiently 
large m. 
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2. Definitions 
(Cf. [12,14].) The butterjy network BF(m) of dimension m has vertex set 
V, = {O, 1, . ..) m - 1 } x { 0, l}“, where (0, 1)” denotes the set of length-m binary 
strings. For each vertex v = (i, !x) E V,, i E { 0, 1, . . . , m - 1 ), a E { 0,l I”‘, we call i the 
level and c( the position-within-level (PWL) string of v. The edges of BF(m) are of two 
types:Foreachi~{O,1,...,m-1)andeach~=a,a~...a,_~~{O,1}“,thevertex 
(i, a) on level i of BF(m) is connected 
l by a straight-edge with vertex (i + 1 (mod m), a) and 
l by a cross-edge with vertex (i + 1 (mod m), c(( i)) 
on level i + 1 (modm). Here, cc(i) = Uo...Ui~1aiUi+l . ..u.,_~, where 5 denotes the 
binary complement of a. BF(m) has m2” nodes, diameter L3m/2 J and maximum node 
degree 4. 
The (binary) deBruijn network DB(m) of dimension m is the graph whose nodes are 
all binary strings of length m and whose edges connect each string aa, where CI is 
a binary string of length m - 1 and a is in { 0, l}, with the strings ctb, where b is 
a symbol in { 0, 1 }. (An edge connecting ucc with ab, a # b, is called a shz@e-exchange 
and an edge connecting aa with ctu is called a shufle edge.) DB(m) has 2” nodes, 
diameter m and maximum degree 4. 
3. A new lower bound for the butterfly network 
In this section, we will prove a lower bound of 1.7417m for broadcasting in the 
butterfly network of dimension m. 
3.1. The distance argument 
In the first proof, we will only use properties (a) and (b) of the butterfly network: 
(a) degree 4, 
(b) there is a node from which many vertices have a large distance (large z 
diameter). 
The arguments of the proof in this section are the same as in [17]. But we exploit the 
method up to its full potential by making all the occurring estimations as sharp as 
possible. First, we will state property (b) more exactly: 
Lemma 3.1 (Distances in the butterfly network). Let BF(m) be the butter$y network 
of dimension m. Let v0 = (0,OO . . . 0). Let E > 0 be any positive constant. Then there 
exist 2” - o(2”) nodes which are at distance at least L3m/2 - Em J from vo. 
Proof. Let 
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be a subset of the level-L m/2 1 vertices of BF(m). Then IL1 >, 2” - m2m~em/2. It is not 
very difficult to show that the distance between any vertex v of L and v0 is at least 
L3m/2 - Em]. 0 
Now, we are able to show the first improved lower bound: 
Theorem 3.2. (First lower bound for broadcasting in the butterfly network). 
h( BF( m)) > 1.7396m for all sufficiently large m. 
Proof. To obtain a contradiction suppose that broadcasting can be completed on 
BF(m) in time 3m/2 + tm, 0 d t < l/2. 
Since the butterfly graph is a Cayley graph [2], and every Cayley graph is vertex 
symmetric [l], we can assume that the message originates at vertex v. = 
(0,OO . . . 0), and the originator learns the message at time 0. 
Let A( i, r) denote the maximum number of nodes which can be reached in round 
r on paths of exactly length i. Since BF(m) has maximum degree 4, once a node has 
received the message it can only inform 3 additional neighbours in the next three 
rounds. Therefore, A( i, r) is recursively defined as follows: 
A(O,O) = 1, 
A(1,l) = 1, 
A(1,2) = 1, ‘4(2,2) = 1, 
A(1,3) = 1, A(2,3) = 2, A(3,3) = 1, 
A(1,4) = 1, A(2,4) = 3, A(3,4) = 3, ‘4(4,4) = 1, 
A(i,r)=A(i-l,r-l)+A(i-l,r-2)+A(i-l,r-3) forr35. 
It can easily be shown by induction (cf. [6]) that 
A(n,n + I) < 2. 
.+:=,. (P 4 UK z “1. 
OCP.4Gfl 
Let E > 0 be any positive constant. From Lemma 3.1, we know that for any broadcast- 
ing scheme 
3m/2+tm 3m/Z+fm-n 
c c 
A(n, n + I) 3 2” - o(2”). 
n=3mp-em I=0 
For E tending towards 0, we have 
3m/2+tm 3m/2+tm-n 
2” - o(2”) < c c A(n, n + I) 
n = 342 I=0 
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n=3m/2 O<p+2qG3m/2+rm-n 
< cm3. 
3m,2<~:,2+rm (P 1 q)‘(‘: “) 
0 < p+;q;3m/2+fmLn 
for some constant c. It can easily be verified that the above maximum is obtained for 
n = 3m/2, p + 2q = tm when t < l/2. Therefore, 
max (P;Y).(p~q)=o~~~m,2(~~~i)‘(tm_i). 3m/2 C n < 3m/2 + tm. 
0<p+2qS 3m/2+tm-n 
The latter term is maximized for i = i,m where 
io=$+~-&7JY. 
For large m, an approximate expression for the factorial is given by Stirling’s formula 
m! z mmeCm &. Using Stirling’s formula we obtain 
(3/2)3m’2 
( trn3T’irn)‘( tm,om) z (3/z _ t + io)3m/2-tm+iom(i0)iam(t _ 2io)‘ff-2ioWl’ 
Thus, 
(3/2)3m’2 
cm3’(3/2 _ r + i0)3m/2-tm+iom(iO)iom(t _ 2io)tm-2iom 2 2” - o(2”). 
Taking the mth root on both sides, we have for large m 
(3/2)3’2 
(3/2 - t + i,_,) 3/2-f+io(iO)io(t _ 2io)1-2i0 a 2’ 
The latter inequality is not true for t < 0.2396. This contradiction establishes the 
theorem. 0 
3.2. The small cycles argument 
Now, we will exploit all three properties of the butterfly network: 
(a) degree 4, 
(b) there is a node from which many vertices have a large distance (large z 
diameter), 
(c) each edge is contained in a cycle of length at most 4. 
First, we have to show that property (c) holds for BF(m): 
Lemma 3.3 (Small cycles in the butterfly network). Let BF(m) be the butterjy network 
of dimension m. Then each node is contained in two edge-disjoint cycles of length 4. 
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Fig. 1. ( + )-node 
Proof. Let c’ = (i, r ) = ( i, aoal . . . a, _ 1 ) be a node in BF( m). Then v is contained in 
the two edge-disjoint cycles 
(i,cr) - (i@ 1,x) - (i,a(i)) ~ (i0 l,@(i)) -(ax) 
and 
(icc)-((iol,r)~(i,cx(i~l))-((i~l,cc(i~l))-((i,a) 
of length 4, where 0, 0 denote addition and subtraction modulo m. 0 
Now, we are able to show the second improved lower bound: 
Theorem 3.4. (Second lower bound for broadcasting in the butterfly network). 
b(BF(m)) > 1.7417mfor all suficiently large m. 
Proof. Let G = (V, E) be a graph of degree 4 having the property that each edge is 
contained in a cycle of length at most 4. For any connected graph H, a broadcast from 
a vertex u determines a spanning tree of H rooted at U. This tree is called broadcast 
tree. Let the root of a broadcast tree of G be denoted by vO. In the following, we will 
determine an upper bound A( i, r) on the number of nodes which can be informed in 
G from v0 in at most r rounds on paths of exactly length i. 
The nodes {z;) of the broadcast tree different from the root v0 are of the following 
two types. 
(1) ( + )-nodes: v has to inform 3 successors, and one of these successors has to 
inform at most 3 of its successors. The other two each have at most 2 successors to 
inform. The situation is described in Fig. 1. v obtains the message from wr. Only one of 
the nodes rr, v2 has to inform v3. w3 does not need to inform w2 because this node has 
already been informed by w1 
(It takes at least 3 time units to inform w2 from w1 via v and wj. But after at most 
3 steps w2 is informed by w1 anyway, because w1 has outdegree at most 3. Note that 
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Fig. 2. (*)-node 
this is also true if w1 is the root v0 of the broadcast tree, because we can split ve into 
two (*)-nodes of outdegree 2 as will be shown below.) 
(2) (*)-nodes: v has to inform at most 2 successors, and one of these successors has 
to inform at most 3 of its successors. The other one(s) has (have) at most 2 successors 
to inform. The situation is displayed in Fig. 2. u obtains the message from w. Only one 
of the nodes ~‘i, v2 has to inform zi3. To put it in other words, ( + )-nodes and (*)-nodes 
can be defined as follows: 
l ( + )-nodes can have at most 1 ( + )-node and 2 (*)-nodes as successors, 
l (*)-nodes can have at most 1 ( + )-node and 1 (*)-node as successors. 
Now, we determine upper bounds: 
l A+ (i, Y) on the number of nodes which can be informed in G in at most r rounds 
on paths of exactly length i from a ( + )-node, and 
l A*(i, r) on the number of nodes which can be informed in G in at most r rounds 
on paths of exactly length i from a (*)-node. 
From the definition of ( + )-nodes and (*)-nodes, we obtain the following recurrence 
relations: 
A+(i,r) = max{A+(i - I,r - 1) + A*(i - l,r - 2) + A*(i - 1,r - 3), 
A*(i - 1,r - 1) + A+(i - l,r - 2) + A*(i - 1,r - 3), 
A*(i - 1,r - 1) + A*(i - 1,r - 2) + A+(i - 1,r - 3)) 
and 
A*(i,r) = max(A+(i - 1,r - 1) + A*(i - 1,r - 2), 
A*(i- l,r- l)+A+(i- l,r-2)). 
It can easily be shown by induction on i that 
A+(i,r) - A*(i,r) 3 A+(i,r - 1) - A*(i,r - 1). 
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Therefore, 
A+(i,r) = A+(i - 1,r - 1) + A*(i - 1,r - 2) + A*(i - 1,~ - 3) 
and 
A*(i,r) = A+(i - 1,r - 1) + A*(i - l,r - 2). 
Overall. we obtain 
A*(i,r) = A+(i - 1,r - 1) + A*(i - 1,~ - 2) 
= A+(i - 2,r - 2) + A*(i - 2,r - 3) + A*(i - 2,r - 4) 
+ A*(i - 1,r - 2) 
= A*(i - 1,r - 1) + A*(i - 1,r - 2) + A*(i - 2,r - 4). 
As we have seen above, we still have to reduce the outdegree of the root q, of the 
broadcast tree. This can be done conceptionally by splitting c’~ into two (*)-nodes u’ 
and v”, and then broadcasting from both u’ and u” at the same time. Hence, we have an 
upper bound of 
A(i,r)< 2.A*(i,r) 
for A(i, r). Again, it can easily be shown by induction that 
r-n 
A(n,r)< 2.A*(n,r)< 2. C c (n-;+‘)(H-y+ 1). 
1=0 p+zq=l 
O<p,q<n 
Now, let G be the butterfly network of dimension m, BF(m). According to Lemma 
3.3, each vertex of BF(m) is contained in two edge-disjoint cycles of length 4. Hence, 
each edge is contained in a cycle of length at most 4, and we can apply the estimations 
above. To obtain a contradiction suppose that broadcasting can be completed on 
BF(m) in time 3m/2 + tm, 0 < t < l/3. From Lemma 3.1, we know that for any 
broadcasting scheme 
3m/2 +tm 
n_5m,2 A(n, 3m/2 + tm) B 2” - 42”). 
Similar estimations as in the proof of Theorem 3.2 show that this condition can only 
be true if t > 0.2417. 0 
4. A new upper bound for the butterfly network 
In the following we present the algorithm for broadcasting in the butterfly network 
BF(m) in time 2m - 1. 
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Theorem 4.1. (Upper bound for broadcasting in the butterfly network). The broad- 
cast time of the butterfly network BF(m) is at most 2m - 1. 
Proof. First, note that BF(m) contains two isomorphic subgraphs F, and F,. 
The subgraph F, has vertex set {(1,ctO)IO<I,<m- 1, x~{O,l}~-ij, and the 
subgraph F, has vertex set {(I,ctl)lO,<l,<m- 1, c(~{O,l~“~~}. Obviously, 
F0 n F1 = 0. 
Again, we assume that the message originates at vertex u0 = (0,O . . . 0), and the 
originator learns the message at time 0. 
In the first step, vertex u0 informs its neighbour vi = (m - 1,0 . . 01 ). Now, in F, 
as well as in F1 one vertex has the message. Then broadcasting in F0 and Fi will be 
done as follows: 
Broadcasting in F0 
Phase 1. Inform all vertices at level m - 1 in the following way: From any vertex 
(1,u.0),0~1~:-2,a=cc0... a,_, E (0, 1 }“- ‘, of F0 that receives the message at 
time t, the vertex (I + 1, ~0) receives the message at time t + 1 and the vertex (I+ 1, 
aocli . . . ccl .. . x,,,_~O) receives the message at time t + 2. As soon as the vertex 
(m - 1,aO) with x E (0, 1)"-' receives the information it informs its neighbours as 
described in Phase 2. 
Phase 2. Consider the following path P, in F, of length m from (m - 1, ct0) to 
(m - l,CrO), c( = a, . ..a._, E {O,l Irnm’: 
(m - 3,xoa1 . . . ~m_4~m_3~m-20), .. . , 
(O,cloCrl . ..cImm20). (m - 1, cloCrl ...Cr,p20)). 
This path traverses m - 1 cross-edges and one straight-edge. 
Along this path all vertices are informed by sending the message from both 
endpoints as follows: 
Case 1: c1 = 20, &E {O, l}“-‘. From the vertex (m - 1, x0) that receives the mess- 
age at time t, t d 2m - 2, in Phase 1, the vertex (m - 2, zocll . . . cr,,_,lO) receives the 
message at time t + 1. From the vertex (m - 1, CrO) that receives the message at time 
f, f< 2m - 2, in Phase 1, the vertex (O,ccoZ1 .. . a, _ 3 IO) receives the message at time 
f+ 1. 
Every other vertex of P, receiving the message at time t with t < 2m - 2 in Phase 
2 from one of its neighbours of P, sends the message to its other neighbour of P, at 
time t + 1. 
Case 2: a = El, E E (0, 1 }“-‘. The vertex (m - 1, ~0) receives the message at time 
t in Phase 1. So the neighbour (m - 2, cxoc(, . . . LX,,_ 3 00) receives the message at time 
t - 2 in Phase 1. 
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This vertex informs the vertex (m - 3, ~~~~ . . . x,_&,_ j 00) at time t + 1, if 
t < 2m - 2. 
From the vertex (m - 1,ctO) that receives the message at time f, f d 2m - 3, in 
Phase 1, the vertex (0, a0 Cc1 . . a,_ ,OO) receives the message at time f + 2. 
Every other vertex of P, receiving the message at time t with t < 2m - 2 in Phase 
2 from one of its neighbours of P, sends the message to its other neighbour of P, at 
time t + 1. 
Broadcasting in F1 
The broadcasting scheme in F 1 is nearly the same as the one in F,. The difference is 
that in F1 in Phase 1, all vertices at level 0 are informed in at most 2m - 2 rounds from 
the vertex vi (informed at time 1 by q,) in the following way. The vertex (1, al), 
l<l<m-1, c(=cI~...c~,_~E{O,~}~-~, of F1 informs at first its neighbour 
(1-1,ccl)andthenitsneighbour(1-1,rocll...ccl...a,_,l). 
In Phase 2, we consider the path R, in F1 of length m from (0,ccl) to (O,al), 
CI E {O,l}m-l. This path is defined as follows: 
R, = ((O,al), (Laoal . . . ~,,-~l), (2,x0r1~2 . ..cI._~ l), . . . . 
(m - l,cC&i .,. am_2 l), (O,%&, . ..a._, 1)). 
As in Phase 2 for broadcasting in F,,, the vertices of the path are informed along this 
path. q 
Now let us look at the analysis of this algorithm. We will show that every node 
(i,rO) in F0 with 06 i<m- 1, CCE{O,I}~-~, receives the message in at most 
2m - 1 rounds. 
Let r E {0, 1 j”-l be any string of length m - 1. By # i(c() we denote the 
number of l’s in a and by #0(r) we denote the number of O’s in a. So from the 
definition we have #i(a) + #0(c() = m - 1. 
First we consider Phase 1. In the subgraph F, the vertex w. = (m - l,aO), 
rE{O,l)m-1, is informed from u. along a path of length m - 1. This path traverses 
# i( CC) cross-edges and # o( CX) straight-edges. Thus, the vertex w. is informed at time 
1+2.#,(a)+ #o(cc)=m+ #1(u) <2m- 1. 
In Phase 2, the vertices which did not get the message in Phase 1 are informed along 
thepathsP,withcc~(0,1}“~‘.Firstweshowthatfora11cc,~~{0,1}”~’,r~{~,~}, 
the paths P, and P, are node disjoint. 
Assume P, and P,, IX, ~~{0,1)“-‘, M$ { B, B}, have at least one common vertex 
(1,60),6~{0,1}“~1,1~~0 ,..., m- 1). 
Case 1: 1= m- 1. Then on the path P, we have (1,60) = (m- 1,aO) or 
(1,SO) = (m- 1,50). On the path P, we have (1,60) = (m- 1,fiO) or 
(1,60) = (m - l,pO). Since c(${p,p}, P, and P, have no common vertex at level 
m- 1. 
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Case2: lE(O,... ,m - 2). Then we have 
So we have 
(1, a!0 . . . c+,5,...&,_,0) (in P,), 
(1,p,...BI_1i3,...p,_,0) (in P,). 
in contradiction to cx $ { fi, B}. 
With the same argument we can show that for all CI E { 0,l }“-I, the paths P, and 
P, have exactly two common nodes, namely (m - 1, ~0) and (m - 1, CO). 
Now we have to consider the following two cases. 
Case 1: CI = 60, 5 E {0,1}m-2. From vertex (m - 1, ~0) the vertices (m - i - 1, 
~~...~~~~~~cl,_~~~...cI,_~lO) of P, with 1 < idm- #1(ct- 1 are informed. 
Since (m - 1, ~0) is informed at time m + # 1(cc) in Phase 1 the vertex 
(m-i- 1,X O,..C(,_i~2X,_i_l...a,_,lO) with ie{l,..., m- #1(~)- 1) re- 
ceives the message at time m + # 1 (cc) + i d 2m - 1 in Phase 2. 
From the vertex (m-1,&0) the vertices (j,cc,...aj-laj...r,-,lO) of 
P, with 0 < j < # , (LX) - 1 are informed. The vertex (m - 1, EO) is informed 
at time m+ #1(2)=2m- #1(x)- 1 in Phase 1. so the vertex 
(j, &J . . . clj~ 1 ~j . . . Cc,-, 10) with je {O,..., #1(~) - 1) receives the message at time 
2m- #1(rA)+j<2m-1inPhase2. 
Since 
{(m-i- 1, ~0 ... am~i-2 am~i~l . . . Cc,_, 10); 1 < i < m - #1(c() - 1) 
= {(i,cCO...~i~,Cri . . . Cc,_, 10); # 1(2) 6 i d m - 2}, 
from the vertex (m - 1,SrO) we inform the vertices (i, cl0 . . . Xi- 1 iii.. . ii,_ 3 10) with 
#1(u)< i,<m- 2. That means that all vertices of P, are informed in at most 2m - 1 
rounds. 
Case 2: a = El, EE {O,l}“-‘. In Phase 1, the vertices (m - 1,aO) and 
(m - 2, X0 . . . z,_,OO) of P, have been informed. So from the vertex 
(m-2,% 0...~(,_300), thevertices (m-i-2, ao...a,_i-,a,_i_,...a,_,OO) of 
P, with 1 d i < m - # l(x) - 1 are informed. The vertex (m - 2, cto . . . cc,_ 3 00) 
received the message at time m + #1(x) - 2. So the vertex 
(m - i - 2, G!o ...Ct._i_3E,-i_2 . . . X,_,OO) with iE{l,...,m- #l(a)- 1) is in- 
formed at time m + # 1(cz) + i d 2m - 1 in Phase 2. From the vertex (m - 1, %O), the 
vertices (j, cl0 . . . ccj_,Ej...E,_,OO}ofP,withO<j< #l(cc)-2areinformed.The 
vertex (m - 1, ~0) receives the message at time 2m - # 1(~) - 1 in Phase 1. So the 
vertex (j,Q...Uj_1Cj. ..cl,_,OO) with jE{0,...,#1(u)-2} is informed at time 
2m- #1(x)- l+j+2=2m- #l(cl)+j+ ld2m- 1 in Phase2. 
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Table 1 
Broadcast time for small butterfly networks 
m Lower bound Upper bound No. of processors 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
3 3 8 
5 5 24 
7 7 64 
8 9 160 
10 11 384 
11 13 896 
13 15 2048 
15 17 4608 
16 19 10240 
18 21 22 528 
19 23 49 152 
21 25 106496 
23 27 229 376 
24 29 491 520 
26 31 1048 576 
27 33 2 228 224 
29 35 4718592 
31 37 9961472 
32 39 20971 520 
Since 
((??I - i - 2, CC, . . ~m_i_3am~i~Z . . . i&-300); 1 < i d m - #I(@) - 1) 
= i(i,xo...ai_lzi... cC,p,OO); #1(z)- 1 <i<m-3}, 
from the vertex (m - 1, 50) you inform the vertices ( i, c(~ .. . q _ r Ei . . . E, _ 3 00) with 
# r(u) - 1 < i < m - 3. That means that all vertices of P, are informed in at most 
2m - 1 rounds. 
With the same argumentation we can show that every node (m - 1, ~0) in Fr with 
O~i<m-l,a~{O,l}m~l receives the message in at most 2m - 1 rounds. So we 
have that the broadcast algorithm needs at most 2m - 1 rounds. Cl 
5. Overview for small butterfly networks 
To give an idea of how far the upper and lower bound for broadcasting in the 
butterfly network are still apart, we present an overview for small dimensions m in 
Table 1. 
The upper bound comes from the algorithm in Section 4. For the lower bound, we 
computed the exact values of the A( i, r)‘s from the proof of Theorem 3.2, and the 
number of nodes in the butterfly network at a certain distance from the originating 
node. 
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The overall picture is that the upper and lower bounds are not very far apart for 
small dimensions m. Actually, for m d 4, i.e. up to 64 nodes, our broadcasting 
algorithm is optimal. 
6. A new lower bound for the deBruijn network 
In this section, we will show how to apply our lower bound techniques from Section 
3 to the deBruijn network. Again, we will use the following properties of the network: 
(a) degree 4, 
(b) there is a node from which many vertices have a large distance (large z 
diameter), 
(c) each edge is contained in a cycle of length at most 4. 
First, we will give evidence that properties (b) and (c) are valid for the deBruijn network: 
Lemma 6.1 (Distances in the deBruijn network). Let DB(m) be the de&u@ network 
of dimension m. Let v. = 00.. .O. Let E > 0 be any positive constant. Then there exist 
2” - o(2”) nodes which are at distance at least Lm - .zm J from vO. 
Proof. Let 
be the subset of vertices. Then I L 1 3 2” - m2m-Em. Let v E L. As the longest sequence 
a of consecutive O’s in v has at most length L&m J, the bit string v0 = 00 . . . 0 has to be 
rotated at least Lm - Em J times to change the l’s left and right of CC. Therefore, the 
distance between any vertex v from L and v. is at least Lm - emA. El 
Lemma 6.2 (Small cycles in the deBruijn network). Let DB(m) be the deBruijn 
network of dimension m. Then each edge is contained in a cycle of length at most 4. 
Proof. Let v = aab be a node in DB(m). Then all edges incident to v are covered by 
the two cycles 
actb - aba - aab ~ aba ~ actb 
and 
aclb - &aacr - acr6- bar - aab 
of length at most 4. 0 
Now, we are able to state the new lower bound. 
Theorem 6.3 (Lower bound for broadcasting in the deBruijn network). 
b(DB(m)) > 1.3171m for all suficiently large m. 
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Proof. The proof is similar to that of Theorem 3.4. We suppose that broadcasting can 
be completed on DB(m) in time m + tm, 0 < t < l/3. The node u,, = 00.. .O is taken as 
the originator of the message. The recursion formula for A( i, r) is exactly the same as 
in the proof of Theorem 3.4. This time, the condition obtained 
m+t?M 
.z, A(n,m + tm) 3 2” - o(2”). 
Similar estimations as before show that this cannot be true for 
7. Conclusions 
from Lemma 6.1 is 
t < 0.3171. 0 
In this paper, we have proved new lower and upper bounds for broadcasting in the 
butterfly network. In order to apply the lower bound technique to other networks as 
well, we have pointed out the needed properties of the graph: 
(a) fixed degree d, 
(b) there is a node from which many vertices have a large distance (large z 
diameter), 
(c) each edge is contained in a cycle of length at most 1 
(in our case, d = 4 and 1 = 4). That way, we were able to derive new lower bounds for 
broadcasting in the (binary) deBruijn network as well. In both cases, we were able to 
reduce the gap between the upper and lower bound considerably. But still a lot of 
work needs to be done to close it. 
As far as improving the lower bounds is concerned, we think that there must be 
some other property of the graphs which makes broadcasting very difficult. One such 
property seems to be the many cycles of length m, but we could not make a proof out 
of it so far. 
As for the upper bound in the butterfly network, we have seen that our algorithm 
performs very well for small networks. Actually, for dimension at most 4, it has turned 
out to be optimal. In the meantime, we have found a new algorithm which seems to 
take less than 2m - 1 rounds for large m. But we are still working on the analysis. 
Finally, with some more extensions, it is possible to apply our lower bound 
technique to networks of higher node degree, e.g. general butterfly networks as 
considered in [2], or general deBruijn and Kautz networks as investigated in [4, lo]. 
So far, we have been able to come up with the general analysis, which is somewhat 
more complicated. But we still have to apply it to the networks of interest. 
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