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ON THE VANISHING COHOMOLOGY PROBLEM
FOR COCYCLE ACTIONS OF GROUPS ON II1 FACTORS
SORIN POPA
University of California, Los Angeles
Abstract. We prove that any free cocycle action of a countable amenable group Γ
on any II1 factor N can be perturbed by inner automorphisms to a genuine action.
Besides being satisfied by all amenable groups, this universal vanishing cohomology
property, that we call VC, is also closed to free products with amalgamation over finite
groups. While no other examples of VC-groups are known, by considering special
cocycle actions Γ y N in the case N is the hyperfinite II1 factor R, respectively
the free group factor N = L(F∞), we exclude many groups from being VC. We also
show that any free action Γ y R gives rise to a free cocycle Γ-action on the II1
factor R′ ∩ Rω whose vanishing cohomology is equivalent to Connes’ Approximate
Embedding property for the II1 factor R⋊ Γ.
0. Introduction
A cocycle action of a group Γ on a II1 factor N is a map σ : Γ → Aut(N)
which is multiplicative modulo inner automorphisms of N , σgσh = Ad(vg,h)σgh,
∀g, h ∈ Γ, with the unitary elements vg,h ∈ U(N) satisfying the cocycle relation
vg,hvgh,k = σg(vh,k)vg,hk, ∀g, h, k ∈ Γ.
If Γ is a free group Fn, for some 1 ≤ n ≤ ∞, then any cocycle Γ-action on any
II1 factor N can obviously be perturbed by inner automorphisms {Ad(wg)}g of N
so that to become a “genuine” action, i.e., such that σ′g = Ad(wg)σg is a group
morphism, in fact so that the stronger condition vg,h = σg(w
∗
h)w
∗
gwgh, ∀g, h, holds
true. We obtain in this paper several results towards identifying the class VC of
all countable groups Γ that satisfy this universal vanishing cohomology property.
Thus, we first prove that any free product of amenable groups amalgamated over
a common finite subgroup is in the class VC. Then we show that if a group Γ has
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an infinite subgroup which either has relative property (T), or has non-amenable
centralizer, then Γ is not in VC. To prove that all amenable groups lie in VC we use
subfactor techniques to reduce the problem to the caseN is the hyperfinite II1 factor
R, where vanishing cohomology holds due to results in ([Oc85]). To exclude groups
from being in VC we apply W∗-rigidity results to two types of cocycle actions that
are “hard to untwist”: the ones arising from t-amplifications of Bernoulli actions
on N = R introduced in [P01]; and the ones considered in [CJ84], arising from
normal inclusions F∞ →֒ Fn with Fn/F∞ = Γ, which give cocycle Γ-actions on
N = L(F∞).
Untwisting cocycle actions on II1 factors is a basic question in non-commutative
ergodic theory and very specific to this area. Besides its intrinsic interest, the prob-
lem occurs in the classification of group actions on II1 factors ([C74], [J80], [Oc85],
[P01a]) and, closely related to it, in the classification of factors through unique
crossed-product decomposition (as in [C74] for amenable factors, or [P01a], [P03],
[P06a], [IPeP05], [PV12] for non-amenable II1 factors). Another aspect, which goes
back to ([CJ84]) and is important in W∗-rigidity, relates non-vanishing cohomology
for certain cocycle Γ-actions on L(F∞) to non-embeddability of L(Γ) into L(Fn).
From an opposite angle, which offers a new point of view much emphasized here,
vanishing cohomology results for cocycle actions are relevant to embedding prob-
lems, such as finding unusual group factors that embed into L(F2) and Connes
Approximate Embedding conjecture.
To describe the results in this paper in more details we need some background
and notations. Let us first note that cocycle actions are more restrictive than outer
actions, which are maps σ : Γ → Aut(N) that only require σgσhσ
−1
gh ∈ Inn(N),
∀g, h ∈ Γ. It has in fact been shown in ([NT59]) that there is a scalar 3-cocycle
νσ ∈ H3(Γ) associated to an outer action σ. If σ is free, i.e., σg 6∈ Inn(N), ∀g 6= e,
then νσ is trivial if and only if σ is a cocycle action. Thus, if we view the vanishing
cohomology problem as a question about lifting a 1 to 1 group morphism σ : Γ→
Out(N) to a group morphism into Aut(N), then the problem is not well posed
unless one requires νσ ≡ 1, i.e., that σ defines a cocycle action.
Like for genuine actions, one can associate to a cocycle action Γyσ N a tracial
crossed product von Neumann algebra N ⋊ Γ, with the freeness of σ equivalent to
the condition N ′ ∩ N ⋊ Γ = C1. Thus, if σ is free then N ⊂ M = N ⋊ Γ is an
irreducible inclusion of II1 factors with the normalizer of N in M generating M as
a von Neumann algebra (N is regular in M). Conversely, any irreducible regular
inclusion of II1 factors N ⊂M arises this way, from a crossed product construction
involving a free cocycle action (cf. [J80]).
The crossed product framework allows an alternative formulation of vanishing
cohomology. Thus, if M = N ⋊Γ denotes the crossed product II1 factor associated
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with the free cocycle action (σ, v) of Γ on N , and we let {Ug}g ⊂ M denote
the canonical unitaries implementing σ on N , then the existence of wg ∈ U(N)
such that vg,h = wgσg(wh)w
∗
gh, ∀g, h (i.e., vanishing cohomology for v) amounts
to U ′g = wgUg being a Γ-representation. While the condition that σ
′
g = Ad(U
′
g),
g ∈ Γ, is a genuine action (i.e., weak vanishing cohomology for v) amounts to the
weaker condition that {U ′g}g is a projective Γ-representation.
Given a II1 factor N , we denote by VC(N) (respectively VCw(N)) the class of
countable groups Γ with the property that any free cocycle action of Γ onN satisfies
the strong form (respectively weak form) of the vanishing cohomology. Also, we
denote by VC (respectively VCw) the class of countable groups Γ with the property
that any free cocycle action of Γ on any II1 factor N satisfies the strong form
(respectively weak form) of the vanishing cohomology.
The class VC contains all finite groups by ([J80], [Su80]) and all groups with
polynomial growth by ([P89]). The first main result in this paper, which we prove
in Section 2, shows that in fact VC contains all countable amenable groups. Since
by [J80] all 1-cocycles for actions of finite groups are co-boundaries, this allows
to deduce that, more than just containing the free groups, all amalgamated free
products of amenable groups over finite groups belong to VC.
0.1. Theorem. The class VC contains all countable amenable groups. Also, if
{Γn}n is a sequence of groups in VC and K ⊂ Γn is a common finite subgroup,
n ≥ 1, then Γ1 ∗K Γ2 ∗K ... ∈ VC.
To prove the first part of this result we show that any cocycle action σ of a
countable amenable group Γ on a separable II1 factor N can be perturbed by inner
automorphisms to a cocycle action σ′ that leaves invariant an irreducible hyperfinite
subfactor R ⊂ N with the additional property that σ′gσ
′
hσ
′
gh
−1
are implemented
by unitaries in R, ∀g, h, with σ′ still free when restricted to R (see Theorem 2.1).
This reduces the vanishing cohomology problem to the case N = R, where one can
apply the vanishing cohomology result in ([Oc85]) to finish the proof.
To prove the existence of a “large” R ⊂ N that’s normalized by inner perturba-
tions of σ we use an idea introduced in ([P89]; cf. also 5.1.5 in [P91]), of translating
the problem into the question of whether there exists a sub-inclusion of hyperfinite
factors inside the “diagonal subfactor” N ≃ Nσ ⊂ Mσ associated with σ, so that
to have a non-degenerate commuting square satisfying a strong smoothness condi-
tion on higher relative commutants. This subfactor problem was solved in [P89]
in the case Γ is finitely generated with trivial Poisson boundary (e.g., with poly-
nomial growth; see [KV83]), by constructing R as a limit of relative commutants
P ′n ∩N of factors in a tunnel N ⊃ N1..., obtained by iterating the downward basic
construction (in the spirit of [P91], [P93]).
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However, that construction depends crucially on the trivial Poisson boundary
condition on Γ. We use here the amenability of Γ alone to construct a more elab-
orate decreasing sequence of subfactors Pn ⊂ N with P ′n ∩ N ր R “large” in N ,
obtained through reduction/induction in Jones tunnels. In fact, this method allows
us to obtain the existence of strongly smooth embedding of hyperfinite subfactors
into any finite index subfactor N ⊂M with standard invariant GN⊂M amenable (in
the sense of [P91], i.e., with its graph ΓN⊂M satisfying the Kesten-type condition
‖ΓN⊂M‖2 = [M : N ]; see also [P93], [P94a], [P97] for other equivalent definitions).
We in fact show that given any amenable C∗-category G of endomorphisms of a
II∞ factor N (viewed here as an outer action of an abstract rigid C∗-tensor cate-
gory), there exists a “large” approximately finite dimensional (AFD) II∞ subfactor
R⊗B(ℓ2N) inN that’s normalized by G, modulo inner automorphisms (see Theorem
2.12).
In Section 5 we use the strong solidity of free group factors ([OP07]) to prove
that in order for a group Γ to satisfy the property that any of its actions on II1
factors normalizes a hyperfinite subfactor (modulo inner automorphisms), Γ must
necessarily be amenable. The problem of whether this dichotomy still holds for
subfactor standard invariants and rigid C∗-tensor categories, remains open.
In turn, in Sections 3 and 4 we obtain a series of obstruction criteria for groups
to belong to the classes VC(R),VC(L(F∞)),VC, summarized in the following:
0.2. Theorem. 1◦ If a countable group Γ has an infinite subgroup which either has
the relative property (T), or has non-amenable centralizer in Γ, then Γ 6∈ VCw(R).
2◦ Assume a countable group Γ satisfies one of the following: (a) Γ does not have
Haagerup property (e.g., it contains an infinite subset with relative property (T));
(b) The Cowling-Haagerup invariant Λ(Γ) is larger than 1; (c) Γ has an infinite
subgroup with non-amenable centralizer; (d) Γ has an infinite amenable subgroup
with non-amenable normalizer. Then Γ 6∈ VCw(L(F∞)), in particular Γ 6∈ VCw.
To prove the restrictions on VC(R) we use the t-amplifications of Bernoulli ac-
tions on R introduced in [P01a] and results obtained there and in ([P06a]) through
deformation-rigidity arguments. In turn, to get restrictions on VCw(L(F∞)), we
use the Connes-Jones (CJ) cocycles associated with surjective group morphisms
π : FS → (Γ, S), extending the map assigning the free generators of FS to a set of
generators S ⊂ Γ. As shown in [CJ84], if Γ is infinite, non-free, then kerπ ≃ F∞
and the inclusion L(F∞) = N ⊂ M = L(FS) is of the form N ⊂ N ⋊(σpi ,vpi) Γ, for
a free cocycle action (σπ, vπ). The vanishing of the cocycle vπ implies that L(Γ)
embeds into L(FS), hence 2
◦ above follows from results in ([CJ84], [P01b], [O03],
[P06b], [OP07]).
The CJ-cocycles seem the “most difficult to untwist”, in the sense that if all such
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cocycle actions of Γ on L(F∞) untwist, then Γ ought to be in VC. In particular, this
would show that VC = VC(L(F∞)). Since untwisting a CJ-cocycle for Γ implies
that Γ is in the class W∗leq(F2) of groups whose von Neumann algebra embeds into
L(F2), one has VC ⊂ VC(L(F∞)) ⊂ W∗leq(F2). Very little is actually known about
the class W∗leq(F2), which is extremely interesting by itself. Any success in proving
VC property for some “exotic” group Γ, would provide embeddings L(Γ) →֒ L(F2).
In the final part of the paper we discuss a connection between vanishing coho-
mology phenomena and Connes Approximate Embedding conjecture, on whether
any separable II1 factor M embeds in the ultrapower R
ω of the hyperfinite II1
factor R. Thus, we notice that any free action of a group Γ on R (such as the
“non-commutative” Bernoulli action Γ y R⊗Γ ≃ R), gives rise to a free cocycle
action of Γ on the centralizer Rω = R
′ ∩ Rω of R in Rω. We deduce that this
cocycle untwists if and only M = R ⋊σ Γ satisfies the conjecture.
Acknowledgement. I am very grateful to Damien Gaboriau, Vaughan Jones,
Jesse Peterson and Stefaan Vaes for many useful discussions related to this paper.
I am also grateful to the referee for his/her many pertinent questions that led to
what I believe to be a much improved final version.
1. Preliminaries and notations.
For general background on II1 factors we refer the reader to ([AP17]; also [T79],
[BrO08] for general theory of operator algebras and von Neumann algebras).
1.1. Cocycle actions and crossed products. Given a II1 factorN , we denote by
Aut(N) the group of automorphisms ofN . An automorphism θ ofN is inner if there
exists u in the unitary group ofN , U(N), such that θ(x) = Adu(x) = uxu∗, ∀x ∈ N .
We denote by Inn(N) ⊂ Aut(N) the group of all such inner automorphisms and by
Out(N) the quotient group Aut(N)/Inn(N).
Given a discrete group Γ, an action of Γ on N is a group morphism σ : Γ →
Aut(N). We will use the notation Γyσ N to emphasize such an action.
More generally, a cocycle action σ of Γ on N is a map σ : Γ→ Aut(N) with the
property that there exists v : Γ× Γ→ U(N) such that:
σe = id and σgσh = Ad vg,hσgh, ∀g, h ∈ G(1.1.1)
vg,hvgh,k = σg(vh,k)vg,hk, ∀g, h, k ∈ Γ.(1.1.2)
The cocycle action σ is free if σg cannot be implemented by unitary elements in
N, ∀g 6= e, in other words if the factoring of σ through the quotient map Aut(N)→
Out(N) is 1 to 1. All cocycle actions (in particular all actions) that we will consider
in this paper are assumed to be free.
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Following ([KT02]), a map σ : Γ→ Aut(N) that’s a 1 to 1 group morphism when
factored through the quotient map Aut(N)→ Out(N), is called an outer Γ-action
(an alternative terminology for such σ is Q-kernel, notably used in [J80], [Oc85]).
Thus, an outer action satisfies (1.1.1) above, but not necessarily (1.1.2). As shown
in ([NT59]), if σ is an outer Γ-action, then one can associate to it a scalar 3-cocycle
νσ ∈ H3(Γ), with the property that νσ ≡ 1 if and only if σ is a cocycle action, and
which one calls the H3(Γ)-obstruction of σ.
If σ is a cocycle action, then a map v satisfying (1.1.2) is called a 2-cocycle
for σ. The 2-cocycle is normalized if vg,e = ve,g = 1, ∀g ∈ G. Note that any
2-cocycle satisfies ve,e ∈ C. Thus any 2-cocycle v can be normalized by replacing
it, if necessary, by v′g,h = v
∗
e,e vg,h, g, h ∈ Γ. All 2-cocycles considered from now on
will be normalized.
Also, when given a cocycle action σ, we will sometimes specify from the beginning
the 2-cocycle it comes with, thus considering it as a pair (σ, v).
Note that the 2-cocycle v is unique modulo perturbation by a scalar 2-cocycle µ.
More precisely, v′ : Γ×Γ→ U(N), with v′e,e = 1, satisfies conditions (1.1.1), (1.1.2)
if and only if v′ = µv for some scalar valued function µ : Γ × Γ → T satisfying
µe,e = 1 and
(1.1.3) µg,hµgh,k = µh,kµg,hk, ∀g, h, k ∈ Γ
Let us recall the definition of the crossed product von Neumann algebra associated
with a cocycle action (σ, v) of Γ on N , denoted N ⋊(σ,v) Γ (or simply N ⋊σ Γ if σ
is a genuine action). So let H denote the Hilbert space ⊕h(L2N)h ≃ ℓ2(Γ, L2N),
which we view as the space of ℓ2-summable formal series
∑
h Uhξh, where {Ug}g∈Γ
are here “indeterminates” (labels) and the “coefficients” ξh belong to L
2N .
We define a ∗-algebra structure on the subspace H0 ⊂ H of finitely supported
sums with “bounded” coefficients ξg = xg ∈ N , and at the same time a Hilbert
H0-bimodule structure on H, as follows. First, we let Ue act on both left and
right on H as the identity idH and identify N with UeN acting left-right on H by
x(
∑
h Uhξh)y =
∑
h Uh(σ
−1
h (x)ξhy). Then we let Ug ·
∑
h Uhξh =
∑
h vg,hUghξh,
which by the change of variables h′ = gh and “moving” vg,h from left to right ac-
cording to the above multiplication by N rule, is equal to
∑
h Uhσ
−1
h (vg−1h,h)ξg−1h.
We also let (
∑
h Uhξh) · Ug =
∑
h vh,gUhgσ
−1
g (ξh) which by similar considerations
is equal to
∑
h Uhσ
−1
h (vhg−1,g)σ
−1
g (ξhg−1). Finally, we let U
∗
g = Ug−1v
∗
g,g−1 and
(Ugx)
∗ = x∗U∗g = Ug−1v
∗
g,g−1σg(x
∗). The ∗-algebra H0 has a trace given by
τ(
∑
h Uhxh) = τN (xe) which recovers for elements in H0 the H-scalar product,
i.e., if X, Y ∈ H0 then 〈X, Y 〉H = τ(Y ∗X).
It is easy to verify that the left multiplication by Ug give unitary operators on
H, the left multiplication by N = NUe ⊂ H0 on H gives a representation of N as
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a von Neumann algebra, and altogether left multiplication by elements in H0 are
bounded operators on H that give a ∗-representation M0 of H0 in B(H), with the
trace τ being implemented by the vector state given by 1 = Ue1 ∈ H.
The crossed product von Neumann algebra N ⋊(σ,v) Γ is by definition the weak
operator closure of M0 in B(H). It is a finite von Neumann algebra with faithful
normal state τ(X) = 〈X1, 1〉H, ∀X ∈ M . One clearly has a natural identification
between the standard representation (or standard Hilbert M -bimodule) L2(M, τ)
and H.
The cocycle action (σ, v) is free if σg is an outer automorphism, ∀g 6= e. It is well
known (and immediate to check) that (σ, v) is free if and only ifN ′∩N⋊(σ,v)Γ = C1.
So in this case M = N ⋊σ Γ is a II1 factor with the normalizer NM (N) = {u ∈
U(M) | uNu∗ = N} of N in M generating M (i.e., with N regular in M).
Conversely, if N ⊂ M is a regular, irreducible inclusion of II1 factors and we
denote Γ = NM (N)/U(N), with Ug ∈ NM (N), g ∈ Γ, a lifting of Γ, Ue = 1, and
we denote σg = Ad(Ug)|N , vg,h = UghU
∗
hU
∗
g , then (σ, v) is a free cocycle action of
Γ on N , with N ⊂ N ⋊(σ,v) Γ naturally isomorphic to N ⊂M (see e.g., [J80]).
1.2. Cocycle conjugacy of cocycle actions. The cocycle actions (σi, vi) of Γ
on Ni, i = 1, 2, are cocycle conjugate if there exists an isomorphism θ : N1 ≃ N2
and a map w : Γ→ U(N2) such that the following conditions are satisfied:
(1.2.1) θσ1(g) θ
−1 = Ad(wg)σ2(g), ∀g.
(1.2.2) θ(v1(g, h)) = wgσ2(g)(wh)v2(g, h) w
∗
gh, ∀g, h.
The cocycle actions σ1, σ2 are outer conjugate (or weakly cocycle conjugate) if
condition (1.2.1) is satisfied. Note that this is equivalent to σ1, σ2 composed with
the quotient map Aut(N)→ Out(N) being conjugate by an element in Out(N).
Similarly, two outer actions σ1, σ2 → Aut(N) are outer conjugate, if there exists
θ ∈ Aut(N) such that σ1(g) = θσ2(g)θ−1 modulo Inn(N), for all g ∈ Γ.
The actions σ1, σ2 are conjugate if there exists an isomorphism θ : N1 ≃ N2 such
that conditions (1.2.1) is satisfied with w = 1. We then write σ1 ∼ σ2.
We recall here the following well known observation (see e.g., [J80]), which trans-
lates cocycle conjugacy of free cocycle actions into the isomorphism of the associated
crossed-product inclusions of factors.
Proposition. Let (σi, vi) be a cocycle action of the discrete group Γi on the II1
factor Ni, i = 1, 2. If there exists a ∗-isomorphism Φ : N1⋊(σ1,v1)Γ1 ≃ N2⋊(σ2,v2)Γ2
such that Φ(N1) = N2, then σ1 and σ2 are cocycle conjugate. More precisely, there
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exists a group isomorphism γ : Γ1 → Γ2, and unitaries wg ∈ U(N2), for all g ∈ Γ1,
such that:
(i) Φσ1(g)Φ
−1 = Adwg σ2(γ(g)), for all g ∈ Γ1,
(ii) Φ(v1(g, h)) = wgσ2(γ(g)(wh)v2(γ(g), γ(h))w
∗
gh, for all g, h ∈ Γ1.
Conversely, if Φ : N1 ≃ N2 is a ∗-isomorphism, γ : Γ1 ≃ Γ2 is a group isomor-
phism, and there exist unitaries wg ∈ U(N2) for all g ∈ G1 such that (i), (ii) are
satisfied, then Φ can be extended to an isomorphism N1⋊(σ1,v1) Γ1 ≃ N2⋊(σ2,v2) Γ2
(hence, to an isomorphism of the associated inclusions).
1.3. 1-cocycles for actions. Assume σ is a genuine action of Γ on the II1 factor
N . A map w : Γ→ U(N) satisfying condition
(1.3.1) wgσg(wh) = wgh, ∀g, h
is called a 1-cocycle for σ. Such a 1-cocycle for σ is a coboundary (or it is trivial)
if there exists a unitary element v ∈ U(N) such that wg = v∗σg(v), ∀g. (Clearly,
such maps wg do satisfy the 1-cocycle condition (1.3.1)).
The map w is called a weak 1-cocycle if it satisfies the relation (1.2.1) modulo
the scalars, i.e.,
(1.3.1’) wgσg(wh)w
∗
gh ∈ T1, ∀g, h ∈ Γ
Note that this is equivalent to Ad(wg)σg being an action. Note also that if w
is a weak 1-cocycle then µg,h = wgσg(wh)w
∗
gh is a scalar 2-cocycle for Γ, i.e.,
µ ∈ H2(Γ). Also, cocycle conjugacy of two (genuine) actions σi : Γ → Aut(Ni),
i = 1, 2, amounts to conjugacy of σ1 and σ
′
2, where σ
′
2(g) = Ad(wg)σ2(g), g ∈ Γ,
for some 1-cocycle w for σ2.
A (weak) 1-cocycle w is weakly trivial (or weak cobouboundary) if there exists a
unitary element v ∈ U(N) such that vwgσg(v)∗ ∈ T1, ∀g.
Two (weak) 1-cocycles w,w′ of the action σ are equivalent if there exists a unitary
element v ∈ N such that w′g = vwgσg(v)
∗, ∀g ∈ Γ (resp. modulo scalars). Thus, a
weak 1-cocycle is weakly trivial iff it is equivalent to a scalar valued weak 1-cocycle
(N.B.: these are just plain scalar functions on Γ). Note that the scalar valued
genuine 1-cocycles are just characters of Γ.
Two free actions σ1, σ2 of Γ on N are cocycle conjugate iff σ1 is conjugate to σ
′
2,
where σ′2(g) = Ad(wg)σ2(g), ∀g ∈ Γ, for some 1-cocycle w for σ2.
We also mention here a well known result from [J80], showing that any 1-cocycle
of an action of a finite group Γ is co-boundary. This property is actually specific
to finite groups: we use a result in [P01a] to deduce that if Γ is infinite, then there
exist free ergodic actions Γ y R which admit non-trivial 1-cocycles. (N.B. In the
particular case when Γ is amenable, this fact can be derived from [Oc] as well).
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Proposition. 1◦ Let Γ yσ N be a free action of a finite group Γ on a II1 factor
N . If w is a 1-cocyle for σ, then there exists u ∈ U(N) such that wg = uσg(u∗),
∀g ∈ Γ.
2◦ Let (N0, ϕ0) be a copy of the 2 by 2 matrix algebra with the state given by
weights { 11+λ ,
λ
1+λ}, for some 0 < λ < 1, and Γ be an infinite group. Let Γ y
(N , ϕ) = ⊗g(N0, ϕ0)g be the Bernoulli Γ-action with base (N0, ϕ0). Let Γyσ N =
Nϕ ≃ R be the corresponding Connes-Størmer Bernoulli action. Let B ⊂ N be an
atomic von Neumann subalgebra of the form ⊕nBn, with Bn ≃Mkn×kn(C) having
minimal projections of trace λmn , with m1 < m2 < ..... Then there exists a 1-
cocycle w for σ such that σ′g = Ad(wg)σg, g ∈ Γ, has B as its fixed point algebra.
If B 6= C, then any such 1-cocycle is not a co-boundary.
Proof. 1◦ This is (Corollary 2.16 in [CT76; see also [J80]). We include here the
proof, for completeness, which is based on Connes well known “2 by 2 matrix trick”.
Thus, let σ˜ be the action of Γ on N˜ = M2×2(N) = N ⊗ M2×2(C) given by
σ˜g = σg ⊗ id. If {eij | 1 ≤ i, j ≤ 2} is a matrix unit for M2×2(C) ⊂ N˜ , then
w˜g = e11 + wge22 is a cocycle for σ˜. If Q ⊂ N˜ denotes the fixed point algebra
of the action σ˜′g = Ad(w˜g)σ˜, then e11, e22 ∈ Q and the existence of a unitary
element u ∈ N satisfying wg = uσg(u∗), ∀g, is equivalent to the fact that e11, e22
are equivalent projections in Q. But the fixed point algebra of any free action of a
finite group on a II1 factor is a II1 factor. Thus, e11, e22 are equivalent in Q and w
follows co-boundary.
2◦ For each n ≥ 1, let {V jn}1≤j≤kn ∈ N be isometries such that V
j
nV
j
n
∗
∈ N ,
τ(V jnV
j
n
∗
) = λmn , V jnNV
j
n
∗
= N and {V inV
j
n
∗
| 1 ≤ i, j ≤ kn} be the matrix units
of Bn. Let also πn be the trivial representation of Γ of multiplicity kn. Then by
(Theorem 3.2 in [P01a]), wg =
∑
n
∑
i,j πn(g)i,jV
i
nσg(V
j
n )
∗ =
∑
n
∑
i V
i
nσg(V
i
n)
∗,
g ∈ Γ, defines a 1-cocycle for σ and σ′g = Ad(wg)σg has B as its fixed point
algebra.
Since the fixed point algebra of an action is a conjugacy invariant of the action
and σ is mixing (thus ergodic), it follows that σ, σ′ are not conjugate, in particular
there exists no u ∈ U(N) such that σ′g = Ad(u)σgAd(u
∗), ∀g, a relation that
amounts to wg = uσg(u
∗) modulo scalars, ∀g. 
1.4. Vanishing cohomology and property VC. The 2-cocycle v for the cocycle
action σ vanishes (or it is a coboundary) if there exists a map w : Γ → U(N) such
that we = 1 and v = ∂w, i.e.:
(1.4.1) vg,h = (∂w)g,h
def
= σg(w
∗
h)w
∗
gwgh, ∀g, h ∈ Γ.
The 2-cocycle v weakly-vanishes (or it is a weak coboundary) if there exists w :
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Γ→ U(N) such that we = 1 and v = ∂w modulo scalars, i.e.:
(1.4.2) wgσg(wh)vg,hw
∗
gh ∈ C1, ∀g, h ∈ Γ.
Note that this is equivalent to
(1.4.2′) (Ad wgσg) (Ad whσh) = Ad wghσgh, ∀g, h
i.e., to σ′g
def
= Ad wgσg being a “genuine” action.
In turn, the vanishing of v is equivalent to the existence of unitary elements
{wg}g ⊂ N such that U ′g = wgUg ∈M = N ⋊(σ,v) Γ give a representation of Γ (i.e.,
U ′gU
′
h = U
′
gh, ∀g, h ∈ Γ).
Given a II1 factor N , we denote by VC(N) the class of countable groups Γ for
which any free cocycle action (σ, v) of Γ on N has the property that the 2-cocycle
v vanishes (or is coboundary) and by VCw(N) the class of groups Γ for which any
free cocycle action (σ, v) of Γ on N has the property that v is a weak-coboundary.
We denote by VC (respectively VCw) the class of countable groups Γ with the
property that Γ ∈ VC(N) (resp. Γ ∈ VCw(N)) for any II1 factor N . If Γ ∈ VC then
we also say that Γ has property VC or that it is a VC-group.
We are especially interested in identifying the VC and VCw groups, i.e., groups
that have the most “universal” vanishing cohomology property. Other classes of
interest will be VC(N) for N equal to the hyperfinite II1 factor R and for N equal to
the free group factor L(F∞). This is because R and L(F∞) are the most interesting
“non-commutative probability spaces”. Also, any countable group Γ has “many”
free actions on these factors, in fact both of them have a lot of generalized sym-
metries (notably L(F∞), on which by [PS01] any “group-like” object admits free
actions). Also, both factors admit many cocycle actions that are “hard to untwist”
(cf. [CJ84], [P01a] and Section 3 and 4 below). (N.B. It should be noticed that by
the way we have defined VC(N), if a factor N has only inner automorphisms, i.e.,
Out(N) = {1}, like the examples in [IPeP05], then any Γ belongs to VC(N)!)
We’ll now show that the class VC is closed to amalgamated free products over
finite subgroups and that vanishing cohomology for cocycle actions of countable
groups is essentially a “separability” property:
1.5. Proposition. 1◦ if {Γn}n≥0 ⊂ VC(N) (respectively VCw(N)) for some II1
factor N and K ⊂ Γn is a common finite subgroup, n ≥ 0, then Γ0 ∗K Γ1 ∗K
Γ2 ∗K ... ∈ VC(N) (respectively VCw(N)). Also, if {Γn}n ⊂ VC (resp. VCw), then
Γ0 ∗K Γ1 ∗K .... ∈ VC (resp. VCw).
2◦ Let N be a II1 factor, Γ ⊂ Out(N) a countable group with a lifting {σg}g∈Γ ⊂
Aut(N) and denote vg,h ∈ U(N) a set of unitaries satisfying Ad(vg,h) = σgσhσ
−1
gh ,
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g, h ∈ Γ. There exists a separable II1 subfactor Q ⊂ N that contains the countable
set {vg,h | g, h ∈ Γ} and is normalized by σ, with σg outer, ∀g ∈ Γ.
3◦ VC (respectively VCw) coincides with the class of countable groups Γ with the
property that Γ ∈ VC(N) (resp. Γ ∈ VCw(N)) for any separable II1 factor N .
Proof. 1◦ Assume Γn ∈ VC(N). Let (σ, v) be a free cocycle action of G = ∗KΓn on
N and denote M = N ⋊σ G with Ug, g ∈ G the corresponding canonical unitaries.
Since Γn ∈ VC(N), there exist unitaries {wng | g ∈ Γn} in N such that U
n
g =
wngUg, g ∈ Γn, give left regular representations of Γn. Replacing Ug by w
0
gU
0
g ,
g ∈ Γ0, we may assume w0g = 1, ∀g ∈ Γ0.
But then for each n ≥ 1, Unk = w
n
kUk, k ∈ K, for some 1-cocyles w
n : K → U(N)
for the restriction to K of the Γn-action σn implemented by U
n
g , g ∈ Γn. By
([J80]; see Proposition 1.3 above) any 1-cocycle of a free action of a finite group
vanishes. Hence, there exists vn ∈ U(N) (with v0 = 1) such that wnk = vnσn(k)(v
∗
n),
equivalently Unk = vnUkv
∗
n, k ∈ K. But then the unitaries {v
∗
nU
n
g σg(vn) | g ∈
Γn, n ≥ 0} generate inside M a copy of the left regular representation of G = ∗KΓn
implementing a G-action on N that gives an inner perturbation of the initial cocycle
G-action σ.
2◦ We construct recursively an increasing sequence of separable von Neumann
subalgebras Qn, n ≥ 0, such that Q0 ⊃ {vg,h | g, h ∈ Γ} and for each m ≥ 1 we
have
(a) EQ′m∩N (x) = τ(x)1, ∀x ∈ (Qm−1)1;
(b) EQ′m∩N⋊Γ(Ug) = 0, ∀g 6= e;
(c) Qm ⊃ ∪gσg(Qm−1),
where Ug ∈ N ⋊ Γ are the canonical unitaries implementing σ.
Assume we have constructed these algebras up to m = n. Since N ′∩N ⋊Γ = C,
by using (Theorem 0.1 in [P13]) we can get a Haar unitary v = (vk)k ∈ Nω that’s
free independent to Qn−1 ∪ {Ug}g. Thus, if we take Q
0
n to be the von Neumann
algebra generated by Qn−1 and {vk}k, then we already have (a) and (b) satisfied for
Qn = Q
0
n, and then we can replace this “initial” Q
0
n by the von Neumann algebra
generated by Qn = ∪gσg(Q0n), to have (c) satisfied as well.
Finally, if we define Q = ∪nQn
w
, then Q is clearly separable, condition (c)
insures that Q is normalized by σ, condition (a) shows that EQ′∩N (∪nQn) ∈ C1,
implying that Q is a factor, while condition (b) shows that σg is outer on Q, ∀g 6= e.
3◦ This part is now trivial by 2◦.

1.6. Remarks 1◦ As we will see in Sections 3 and 4, it is in general not true
that if Γi are in VC
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amenable subgroup H ⊂ Γi, Γ = Γ1 ∗H Γ2 is in VC. For instance, Z2 ⋊ SL(2,Z)
does not even belong to VCw(R) (see Theorem 3.2).
2◦ The classes VC may satisfy other general permanence properties. For instance,
it may be true that Γ ∈ VC implies Γ0 ∈ VC for any subgroup Γ0 ⊂ Γ (or at least
when [Γ : Γ0] <∞). However, the obvious idea for a proof, which is to “co-induce”
a given cocycle action Γ0 y
σ0 N0 to a set of automorphisms {σg | g ∈ Γ} on
N = N
⊗Γ/Γ0
0 doesn’t work when [Γ : Γ0] = ∞, because an infinite tensor product
of inner automorphisms may become outer, so the σg’s may in fact not give a
cocycle action of Γ. When the index of Γ0 in Γ is finite, then σ defined this way
does give a cocycle action of Γ on N , but it is not immediate of how to “bring down
to N0” the vanishing of the cohomology for σ to the vanishing of the cohomology
for the initial Γ0 y
σ0 N0.
2. Groups with the property VC
In this section we prove a vanishing cohomology result for arbitrary free cocycle
actions of countable amenable groups on arbitrary II1 factors.
To do this, we’ll first show that any amenable subgroup Γ ⊂ Aut(N)/Inn(N) can
be lifted to a set {σg | g ∈ Γ} ⊂ Aut(N) normalizing a “large” hyperfinite subfactor
of N (see Theorem 2.1). As it happens, this property, which is interesting by itself,
characterizes the amenability of the group Γ. Indeed, we will show in Section 5
that any non-amenable group admits a free action on N = L(F∞) that cannot be
perturbed to a cocycle action that normalizes a hyperfinite subfactor of N .
Once we prove that any cocycle action σ of an amenable group Γ onN normalizes
(modulo inner perturbation) a hyperfinite II1 factorR ⊂ N , we reduce the vanishing
cohomology problem to the case N = R, where by a well known result of Ocneanu
[Oc85] free cocycle actions of amenable groups can indeed be “untwisted” to genuine
actions. The fact that R is “large in N” assures that by untwisting σ on R we have
untwisted it as an action on N as well.
To show that σ normalizes up to Inn(N) a “large hyperfinite subfactor of N”, we
reduce the problem to a statement about commuting squares of subfactors, as fol-
lows. Assume Γ is generated by a finite set e ∈ F = F−1 ⊂ Γ and consider the locally
trivial subfactor obtained by the diagonal embedding Nσ,F := {
∑
g∈F σg(x)egg |
x ∈ N} ⊂ M|F |×|F |(N) =: M
σ,F , where {egh}g,h∈F ⊂ M|F |×|F |(C) are the matrix
units (see 5.1.5 in [P91]). If Q ⊂ R is an inclusion of factors with Q ⊂ Nσ,F ,
R ⊂ Mσ,F , egg ∈ R, ∀g ∈ F , and (Q ⊂ R) ⊂ (Nσ,F ⊂ Mσ,F ) makes a non-
degenerate commuting square, then Q ⊂ R is itself locally trivial and there exist
unitary elements wg ∈ N such that wgeeg ∈ R. If one denotes Q0 ⊂ N the image
of Q under the isomorphism Nσ,F ≃ N , then this amounts to Q0 being invariant
VANISHING COHOMOLOGY 13
to σ′g = Adwg ◦ σg, ∀g ∈ F . Moreover, if Q
′ ∩ R = Nσ,F
′
∩ R, then σ′g |Q0
is outer
iff σg is outer, ∀g ∈ F . This observation applied to Nσ,F ⊂Mσ,Fn (where M
σ,F
n are
the factors in the tower for Nσ,F ⊂ Mσ,F ), in combination with (5.1.5 in [P91]),
shows that if all the higher relative commutants in the Jones towers for Q ⊂ R and
Nσ,F ⊂Mσ,F coincide, then σ′ implements an outer action of Γ on Q0.
So all we need to do is to produce an inclusion of hyperfinite factors Q ⊂ R
inside Nσ,F ⊂Mσ,F , making a commuting square and having same higher relative
commutants.
We will solve this commuting square problem by only using that Nσ,F ⊂ Mσ,F
has amenable graph. Thus, we will in fact prove that any finite index inclusion of
separable II1 factors N ⊂M with amenable standard invariant GN⊂M contains an
inclusion of hyperfinite factors (Q ⊂ R) ⊂ (N ⊂M), that makes a non-degenerate
commuting square and has identical higher relative commutants in the associated
Jones tower (in particular same standard invariant), in fact even satisfies the strong
smoothness condition Q′∩Rn = Q′∩Mn = N ′∩Mn, ∀n (see Theorem 2.10 below).
We’ll obtain Q ⊂ R as an inductive limit of relative commutants P ′n ∩N ⊂ P
′
n ∩M
of a decreasing sequence of finite index subfactors Pn ⊂ N that come from repeated
downward basic constructions of subfactors Mp′ ⊂ p′Mnp′ obtained by appropriate
induction/reduction in the Jones tower N ⊂M ⊂M1 ⊂ ..., with choices “dictated”
by the local characterization of the amenability of ΓN⊂M in ([P97], Theorem 6.1).
2.1. Theorem. Let N be a II1 factor and σ : Γ → Aut(N) an outer action of
a countable amenable group Γ on N , with H3(Γ)-obstruction νσ and with vg,h ∈
U(N) satisfying σgσh = Ad(vg,h)σgh, ∀g, h ∈ Γ. Then there exist {wg}g ⊂ U(N)
and a hyperfinite subfactor R ⊂ N such that if we denote σ′g = Ad(wg)σg and
v′g,h = wgσg(wh)vg,hw
∗
gh, g, h ∈ Γ, then we have:
(2.1.1) σ′g(R) = R and v
′
g,h ∈ R, ∀g, h ∈ Γ.
(2.1.2) {σ′g |R}g is an outer action of Γ on R with same H
3(Γ)-obstruction as σ.
If in addition (σ, v) is a free cocycle action of Γ on N , then {wg}g can be chosen
so that (σ′|R, v
′) is a free cocycle action of Γ on R. Moreover, if N is separable,
then one can choose σ′, v′, R so that to also have R′ ∩N = C.
Let us show right away how Theorem 2.1 combined with Ocneanu’s Theorem in
[Oc85] can be used to derive the vanishing cohomology result for cocycle actions of
arbitrary amenable groups:
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2.2. Theorem. Let N be a II1 factor, Γ a countable amenable group and (σ, v) a
free cocycle action of Γ on N . Then there exist unitary elements {wg ∈ U(N) | g ∈
Γ} such that σ′g = Ad(wg) ◦ σg, g ∈ Γ, is a genuine action of Γ on N , in fact such
that moreover we have vg,h = σg(w
∗
h)w
∗
gwgh, ∀g, h ∈ Γ.
Proof of 2.2. By Theorem 2.1, there exist unitary elements w0g ∈ N , g ∈ Γ, and a
hyperfinite II1 subfactor R ⊂ N such that:
(2.2.1) σ0g := Ad(w
0
g)σg leaves R invariant, ∀g ∈ Γ;
(2.2.2) v0g,h := wgσg(wh)vg,hw
∗
gh belongs to R, ∀g, h ∈ Γ.
(2.2.3) σ0g|R is outer, ∀g 6= e.
But then, (σ0|R, v
0) implements a free cocycle action of the countable amenable
group Γ on R, so by Ocneanu’s Theorem [Oc85] the 2-cocycle v0 is co-boundary
on R, i.e., there exist unitary elements w1g ∈ R such that v
0
g,h = σ
0
g(w
1
h
∗
)w1g
∗
w1gh,
∀g, h ∈ Γ. This shows that wg = w1gw
0
g satisfy the required condition. 
2.3. Corollary. The class VC contains all countable amenable groups and is closed
to free products with amalgamation over finite subgroups, i.e., if {Γn}n ⊂ VC and
K ⊂ Γn is a common finite subgroup, then Γ0 ∗K Γ1 ∗K .... ∈ VC.
For the rest of this section, we will use concepts and notations from [J83] (such
as the basic construction, the Jones tower of factors, etc), as well as from ([PiP84],
[P91], [P93], [94a], [94b], [P97]). In particular, we will often use as framework the
symmetric enveloping (abbreviated SE) inclusion M⊗M
op
⊂M ⊠
eN
M
op
of N ⊂M ,
introduced in [P94b] (cf. also the extended version of the paper, [P97]).
We begin by recalling some properties relating Jones tower/tunnel of a subfactor
with its symmetric enveloping inclusion. It will be useful for the reader to keep
in mind that if M ⊂ M1 ⊂ ... is the Jones tower of factors associated with a
subfactor of finite index N ⊂M , then ML2(Mn)M =M L2(M1)⊗M ....⊗ML2(M1)M
(n-times tensor/M product). Also, if one denotes by {Hk}k∈K the list of irreducible
HilbertM -bimodules appearing in {L2(Mn)}n, then for anym ≥ 1 and any nonzero
projection p′ ∈ M ′1 ∩Mm we have ML
2(M1)M ⊂M L2(p′Mmp′)M , and thus we
recover all {Hk}k in the tensor powers ML2(p′Mmp′)
n⊗M
M , n ≥ 1. Equivalently, if
M →֒ p′Mmp′ = M0 and M0 ⊂ M01 ⊂ ... is its Jones tower, then {Hk}k coincides
with the list of irreducible Hilbert M -bimodules appearing in L2(M0n), n ≥ 1 (see
[P91] and [Bi97] for basics of subfactor theory).
2.4. Lemma. Let N ⊂ M be an extremal inclusion of II1 factors of index [M :
N ] = λ−1 < ∞, T = M⊗M
op
⊂ M ⊠
eN
M
op
= S its SE inclusion of II1 factors
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and ... ⊂ Nm ⊂ ... ⊂ N ⊂e−1 M ⊂eN=e0 M1 ⊂e1 ...Mm ⊂em .... a tunnel-tower for
N ⊂M inside S.
1◦ If en−n ∈ Mn+1 ⊂ S denotes the projection of trace [M : N ]
−n−1 obtained
as a scalar multiple of the word of maximal length in e−n, ..., e0, ...., en, then e
n
−n
implements EMNn , E
M
op
N
op
n
and one has vN(T, en−n) = S. Thus, the map that acts as
the identity on M ∨M
op
and takes eNn to e
n
−n gives a natural identification between
M ∨M
op
⊂M ⊠
eNn
M
op
and T ⊂ S.
2◦ Let p ∈ P(N ′n ∩ M) and p
op
∈ M ′ ∩ Mn+1 ⊂ S its image under the an-
tiautomorphism
op
of S. Then Nn+1pp
op
⊂ pMpp
op
⊂ pp
op
Mn+1pp
op
is a ba-
sic construction for (V ⊂ U) = (Nn+1pp
op
⊂ pMpp
op
), with Jones projection
f = τ(p)−1pp
op
en−npp
op
= τ(p)−1pen−np = τ(p)
−1p
op
fp
op
. Moreover U ⊠
eV
U
op
is
naturally embedded into S as the von Neumann subalgebra generated by pMpp
op
,
pp
op
M
op
p
op
and f . If in addition p ∈ N ′n ∩ N , then this latter algebra is actually
equal to pp
op
Spp
op
, thus giving a natural identification between (U⊗U
op
⊂ U ⊠
eV
U
op
)
and the amplification by τ(p)2 of (T ⊂ S), with eV 7→ f .
3◦ Let p ∈ P(N ′n ∩ N) be as in the last part of 2
◦. Let P ⊂ N be a subfactor
such that P ⊂ M is a downward basic construction for M ≃ Mp
op
⊂ p
op
Mn+1p
op
and denote M⊗M
op
= T ⊂ S1 = M ⊠
eP
M
op
its SE inclusion. If {mj}j ⊂ N is
an orthonormal basis of N over P , then e =
∑
jmjePm
∗
j =
∑
jm
op
j
∗
ePm
op
j is a
projection of trace λ = [M : N ]−1 in S1 that implements both E
M
N and E
M
op
N
op and
satisfies vN(T, e) = S1, thus giving an identification between T ⊂ S and T ⊂ S1,
with eN 7→ e.
Proof. Part 1◦ is (Proposition 2.9(a) in [P97]), the first part of 2◦ is (Lemma 2.8.(c)
and 2.9(c) in [P97]), while the first part of 3◦ is (Proposition 2.10 in [P97]).
To prove the last part of 2◦, note that with the notation U = pMpp
op
and
S0 = U ⊠
eV
U
op
⊂ pp
op
Spp
op
we have UL
2(S0)U ⊂ UL2(pp
op
Spp
op
)U as Hilbert
bimodules. Then notice that by (Theorem 4.5 in [P97]), UL
2(pp
op
Spp
op
)U =
⊕k∈KH′k⊗H
′
op
k , where {H
′
k}k∈K denotes the reduction by pp
op
of all distinct ir-
reducible Hilbert M -bimodules in ∪nL2(Mn). Since the list of irreducible U -
bimodules in the Jones tower for Nnp ⊂ pMp contains all {H′k}k∈K (because
p ∈ N ′n ∩ N), it follows that UL
2(pp
op
Spp
op
)U ⊂ UL2(S0)U as well. Thus, the
inclusion UL
2(S0)U ⊂ UL2(pp
op
Spp
op
)U is an equality, forcing S0 = S as well.
The last part of 3◦ follows by taking again into account (Lemma 2.8. (c) in [P97]),
part 2◦ above and the remark before the statement of the lemma, then using the
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same “exhaustion by bimodules” argument used above (based on Theorem 4.5 in
[P97]). 
2.5. Definition. Let N ⊂ M be an inclusion of II1 factors with finite index and
denote by N ⊂M ⊂M1 ⊂M2 ⊂ ... its Jones tower. A subfactor P in N is said to
be (N ⊂M)-compatible if there exist n ≥ 1 and a non-zero projection p′ ∈M ′1∩Mn
such that Pp′ ⊂Mp′ ⊂ p′Mnp′ is a basic construction. Let us note right away that
this property is in some sense “hereditary”:
2.6. Lemma. With N ⊂M as above, assume P ⊂ N is (N ⊂ M)-compatible. If
a subfactor Q ⊂ P is (P ⊂M)-compatible, then Q ⊂ N is (N ⊂M)-compatible.
Proof. Let P ⊂ N ⊂ M ≃ Mp′ ⊂ M1p′ ⊂ p′Mnp′ be a basic construction, for
some n ≥ 1 and a non-zero projection p′ ∈ M ′1 ∩ Mn. Note that if we denote
V = Mp′ ⊂ p′Mnp′ = U then, given any m ≥ 1, its associated Jones tower of
factors up to m, V1 ≃ P ⊂ M ≃ V ⊂ U ⊂ U1 ⊂ ...Um, can be realized (up to
isomorphism) by inducing/reducing in the initial tower M ⊂ M1 ⊂ M2... ⊂ Mk,
for some large enough k, with the projections involved p′ij ∈ M
′
ij
∩Mij+1 , where
i0 = 1, p
′
i0
= p′, i1 = n, and i0 < i1 < .... This shows that if Q ⊂ P is (P ⊂ M)-
compatible, then one obtains a basic construction Q ⊂ M ≃ Mq′ ⊂ q′Mk0q
′, for
some appropriate k0 and q
′ ∈M ′1∩Mk0 obtained as a product of such p
′
ij
. But this
means that Q ⊂ N is (N ⊂M)-compatible. 
For the reader’s convenience, we recall here two of the equivalent definitions of
amenability for “group-like” objects arising from subfactors, that we have intro-
duced and studied in ([P91], [P93], [P94b], [P97]), and that we need hereafter.
The standard invariant GN⊂M of an extremal inclusion of factors with finite
Jones index N ⊂ M is amenable if its principal graph ΓN⊂M satisfies the Kesten-
type condition ‖ΓN⊂M‖2 = [M : N ].
This very first definition of amenability was proposed in [P91], and we will also
take it to be the definition of amenability for the various abstractizations of standard
invariants: a standard λ-lattice G as in [P04b] (or a planar algebra as in [J99]) is
amenable if its graph ΓG satisfies the condition ‖ΓG‖2 = λ−1.
An alternative notion of amenability was introduced in [P93], by requiring the
following Følner-type condition on G = GN⊂M : let {dk}k∈K denote the standard
weights of ΓN⊂M (resp. ΓG), obtained for instance as dim(MHkM )
1/2, where
{Hk}k∈K is the list of irreducible M − M Hilbert bimodules appearing at even
levels in G, indexed by the set K of left vertices of the bipartite graph ΓG = ΓN⊂M ;
G satisfies the Følner condition if for any ε > 0 there exists a finite set F ⊂ K
such that if one denotes by ∂F = {k ∈ K \ F | ∃k0 ∈ F with (ΓGΓtG)kk0 6= 0} (the
boundary of F ) then
∑
k∈∂F
d2k < ε
∑
k∈F
d2k.
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These two conditions were shown equivalent in ([P97] Theorem 5.3; the result had
already been announced in [P93] and [P94b]). Several other equivalent amenabil-
ity conditions were in fact introduced and studied in [P97], notably a local finite
dimensional approximation property ([P97], Theorem 6.1) which will be crucial for
the proof of Theorem 2.10 below.
The Kesten and the Følner-type conditions provide in particular equivalent def-
initions of amenability for a finitely generated rigid C∗-tensor category of Hilbert
bimodules G (as defined for instance in [PV14]), having {Hk}k∈K as irreducible
morphisms. One then defines amenability for an arbitrary (possibly infinitely gen-
erated) rigid C∗-tensor category by requiring that any finitely generated subcate-
gory is amenable (see the detailed definitions in the paragraphs preceding Theorem
2.12).
Due to its various equivalent characterizations, amenability in this context is
a very “robust” property. For instance, since the SE inclusion T = M⊗M
op
⊂
M ⊠
eN
M
op
= S associated with an extremal inclusion N ⊂ M coincides with the
SE inclusion M⊗M
op
⊂ M ⊠
eNn
M
op
associated with Nn ⊂ M , for any n ≥ 0
(e.g., by Lemma 2.4.1◦ above), it follows from (Theorem 5.3 in [P97]) that GN⊂M
is amenable iff GMi⊂Mj is amenable for some (and thus all) i < j. Note that
this can also be deduced from the fact that ΓMi⊂Mj is a alternate product of
ΓN⊂M and its transpose, or of ΓM⊂M1 and its transpose, j − i times, which shows
that one always have ‖ΓMi⊂Mj‖ = ‖ΓN⊂M‖
j−i (cf. 1.3.5 in [P91]), implying that
‖ΓN⊂M‖2 = [M : N ] iff ‖ΓMi⊂Mj‖
2 = [Mj :Mi].
Moreover, if p′ is a non-zero projection in M ′i ∩Mj, for some i < j in Z, then by
(Coroally 6.6 (ii) in [P97]) ΓMi⊂Mj amenable (which we already know is equivalent
to ΓN⊂M being amenable) implies V = Mip
′ ⊂ p′Mjp′ = U has amenable graph
as well. Also, note that if j ≥ i+ 1 and p′ ∈ M ′i+1 ∩Mj , then by Lemma 2.4 and
the above argument, one conversely has that V ⊂ U amenable implies N ⊂ M
amenable.
We record all these facts in the following:
2.7. Proposition. Let N ⊂ M be an extremal inclusion of factors with finite
index and {Mi}i∈Z be a tunnel/tower of factors for N ⊂M . If GN⊂M is amenable,
then for any i < j in Z and any non-zero projection p′ ∈ M ′i ∩Mj, the inclusion
Mip
′ ⊂ p′Mjp′ has amenable standard invariant. If in addition j ≥ i + 1 and
p′ ∈M ′i+1 ∩Mj, then conversely GMip′⊂p′Mjp′ amenable implies GN⊂M amenable.
2.8. Lemma. Let N ⊂ M be a finite index extremal inclusion of II1 factors with
amenable standard invariant and SE factor S = M ⊠
eN
M
op
. Given any (N ⊂ M)-
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compatible subfactor P ⊂ N and any ε > 0, there exists a (P ⊂ M)-compatible
subfactor Q ⊂ P such that ‖E(Q′∩M)′∩S(x)−EM ′∩S(x)‖2 ≤ ε‖x‖, ∀x ∈ P
′ ∩ S.
Proof. Let us first note a few Facts needed in the proof.
Fact 1. It is sufficient to show that there exists a compatible subfactor Q ⊂ P
with the property that ‖EQ′∩M)′∩S(f)−τ(f)1‖2 ≤ ε/([M : P ]+1)
5/2, where f ∈ S
is the Jones projection for P ⊂M ⊂ 〈M,P 〉, viewed inside S (cf. 2.4.3◦ above).
Indeed, because if {mj}j ⊂ M is an orthonormal basis of M over P with [M :
P ]+1 many elements of norm ≤ [M : P ]1/2 (cf. [PiP84]), then {[M : P ]1/2m
op
j f}j is
an orthonormal basis of P ′∩S overM ′∩S =M
op
and any x ∈ P ′∩S = 〈M
op
, f〉 is of
the form x =
∑
j [M : P ]
1/2m
op
j fy
op
j , where y
op
j = [M : P ]
1/2EMop (fm
op
j
∗
x) ∈M
op
has operator norm majorized by [M : P ]1/2‖x‖‖mjf‖ = [M : P ]1/2‖x‖, thus giving
the estimates
‖E(Q′∩M)′∩S(x)− EM ′∩S(x)‖2
= ‖
∑
j
[M : P ]1/2m
op
j (E(Q′∩M)′∩S(f)− τ(f)1)y
op
j ‖2
≤ [M : P ]1/2
∑
j
‖mj‖‖y
op
j ‖‖E(Q′∩M)′∩S(f)− τ(f)1‖2
≤ [M : P ]3/2([M : P ] + 1)‖x‖ε/([M : P ] + 1)5/2 < ε‖x‖.
Fact 2. By Proposition 2.7 above, GN⊂M amenable implies GP⊂M amenable.
Fact 3. By (Theorem 6.1 in [P97]), if P ⊂M is an extremal inclusion of factors
with amenable standard invariant then for any δ > 0 there exists n ≥ 1 and a
projection p ∈ P ′n ∩ P such that ‖Ep(P ′n∩M)p′∩p〈M,P 〉p(f0p) − τ(f0)p‖
2
2 < δτ(p),
where ... ⊂ Pn ⊂ Pn−1 ⊂ ...P ⊂ M ⊂f0=eP 〈M,P 〉 denotes a Jones tunnel and
basic construction for P ⊂M .
Let us now proceed with the proof of the lemma. By Fact 2, P ⊂M is amenable
so we can apply Fact 3 to (P ⊂ M ⊂f0 〈M,P 〉), to get an n ≥ 1 and a projection
p ∈ P ′n ∩ P such that
(2.8.1) ‖Ep(P ′n∩M)p′∩p〈M,P 〉p(f0p)− τ(f0)p‖2 < ε‖p‖2/([M : P ] + 1)
2
By amplifying by α = τ(p)−1 the inclusions of factors
(2.8.2) Pnp ⊂ pPp ⊂ pMp ⊂
f0p p〈M,P 〉p
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using partial isometries in P , we obtain inclusions of factors
(2.8.3) (Pnp)
α = Q ⊂ P ⊂M ⊂f0 〈M,P 〉
having same relative commutants as (2.8.2). Thus, by (2.8.1), it follows that Q
satisfies
(2.8.4) ‖EQ′∩〈M,P 〉(f0)− τ(f0)‖2 < ε/([M : P ] + 1)
2,
By the way it is defined, Q ⊂ P is an (P ⊂ M)-compatible subfactor, and thus
(N ⊂M)-compatible as well, while by Fact 1 and (2.8.4) we have ‖E(Q′∩M)′∩S(x)−
EM ′∩S(x)‖2 ≤ ε‖x‖, for all x ∈ P ′ ∩ S.

2.9. Lemma. Let N ⊂ M be a finite index extremal inclusion of II1 factors with
N ⊂M ⊂M1....րM∞ its Jones tower of factors and S its SE factor. If B ⊂M
is a diffuse von Neumann subalgebra, then B 6≺M∞ M
′ ∩M∞ and B 6≺S M
op
.
Proof. By [P03], in order to prove B 6≺M∞ M
′ ∩M∞, it is sufficient to prove that
for any finite set F in a given total subset X of M∞, there exist un ∈ U(B) such
that limn ‖EM ′∩M∞(y
∗unx)‖2 = 0, ∀x, y ∈ F . Taking X = ∪mMm, it is sufficient
to show this for any m and any finite F ⊂ Mm. But by [P03] this amounts to
M 6≺M ′∩Mm, which is trivial since B is diffuse andM ′∩Mm is finite dimensional.
To prove B 6≺S M
op
we use the same criterion, but with X = ∪mMmM
op
,
which is total in S by (Section 4 in [P97]). Thus, if F ⊂ X is finite then we
may assume F ⊂ MmM
op
for some large m so if x = x1x
op
2 , y = y1y
op
2 ∈ F , with
x1, y1 ∈Mm, x2, y2 ∈M , and we take un ∈ U(B), then we get the estimate
‖EMop (y
op
2
∗
y1
∗unx1x
op
2 )‖2 ≤ ‖x2‖‖y2‖‖EM ′∩Mm(y
∗
1unx1)‖2.
This shows that it is actually sufficient to check the criterion for F ⊂Mm, which
amounts again to M 6≺M ′ ∩Mm as before. 
2.10. Theorem. Let N ⊂M be a finite index extremal inclusion of separable II1
factors with amenable standard invariant. There exists a sub-inclusion of hyperfinite
factors (Q ⊂ R) ⊂ (N ⊂ M) making a non-degenerate commuting square that’s
strongly smooth, i.e., Q′ ∩ Rn = Q′ ∩Mn = N ′ ∩Mn and R′ ∩ Rn = R′ ∩Mn =
M ′ ∩Mn, ∀n, where N ⊂ M = M0 ⊂e0 M1 ⊂ ... is the Jones tower for N ⊂ M
and Rn = vN(R, e0, ..., en−1), n ≥ 1, the tower for Q ⊂ R. Moreover, Q ⊂ R can
be obtained as Q = ∪nP ′n ∩N ⊂ ∪nP
′
n ∩M = R, for some decreasing sequence of
(N ⊂M)-compatible subfactors M ⊃ N ⊃ P0 ⊃ P1....
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Proof. We split this proof into several parts.
Fact 1. There exists a sequence of (N ⊂ M)-compatible subfactors .... ⊂ Pn ⊂
...P0 ⊂ N ⊂M such that if we define Q = ∪mP ′m ∩N ⊂ ∪mP
′
m ∩M = R and Rn =
∪mP ′m ∩Mn, n ≥ 1, then (Q ⊂ R) ⊂ (N ⊂ M) is a non degenerate commuting
square of II1 factors, Q ⊂ R ⊂e0 R1 ⊂e1 R2... is its Jones tower and Q′ ∩ Rn =
N ′ ∩Mn, R′ ∩Rn =M ′ ∩Mn, ∀n.
To see this, let M ∨ M
op
⊂ M ⊠
eN
M
op
= S be the SE inclusion of factors
associated with N ⊂M . By applying recursively Lemma 2.8, we obtain a sequence
of subfactors M ⊃ N = P0 ⊃ P1... such that for each n ≥ 1 we have
(a) Pn ⊂ Pn−1 is (Pn−1 ⊂M)-compatible (thus also (N ⊂M)-compatible).
(b) ‖E(P ′n∩M)′∩S(x)− EM ′∩S(x)‖2 ≤ 2
−n‖x‖, ∀x ∈ P ′n−1 ∩ S.
Let Q = ∪nP ′n ∩N , R = ∪nP
′
n ∩M . If we denote S0 = ∪nP
′
n ∩ S , then by
property (b) above, it follows that R′∩S0 =M
op
. In particular, R is a II1 factor. By
the definitions of Q,R, it follows that (Q ⊂ R) ⊂ (N ⊂M) is a commuting square,
with e0 = eN implementing the conditional expectation of R onto Q and Q =
{e0}′ ∩ R. From (b), one also gets ER′∩S(e0) = λ1. This implies that the algebra
R01 := spRe0R has support 1 and thus any orthonormal basis {mj}j of R over Q
must “fill up the identity”, i.e.,
∑
jmje0m
∗
j = 1. Hence, (Q ⊂ R) ⊂ (N ⊂M) is in
fact a non-degenerate commuting square. Moreover, R01
′
∩S0 = {e0}′∩M
op
= N
op
,
implying that R01 is a II1 factor. Thus, Q ≃ Qe0 = e0R
0
1e0 is a II1 factor as well,
and R0n := vN(R, e0, ..., en−1), n ≥ 1, is the Jones tower for Q ⊂ R.
At the same time, if for each n ≥ 1 we define Rn = ∪mP ′m ∩Mn, then both this
sequence and the sequence Q ⊂ R ⊂ R01 ⊂ ... make (non-degenerate) commuting
squares with N ⊂ M ⊂ M1 ⊂ ..., with R0n ⊂ Rn. This forces R
0
n = Rn and Rn,
N
op
n−1 be each other’s commutant in S0, ∀n ≥ 1. Note that this also implies that
for the downward continuation of these towers we have Q′ ∩ S0 =M
op
1 .
So for the higher relative commutants, we have the equalities
Q′ ∩Rn = (Q
′ ∩ S0) ∩Rn = (M
op
1 ∩Mn) ∩Rn
= (N ′ ∩Mn) ∩Rn ⊂ Q
′ ∩Rn =M
op
1 ∩Mn ∩ (N
op
n−1)
′ = N ′ ∩Mn,
finishing the proof of Fact 1.
Fact 2. Assume ... ⊂ P1 ⊂ P0 ⊂ N ⊂ M are as in Fact 1. If un ∈ U(Pn), n ≥ 0,
and we define Pnn = u0...unPnu
∗
n...u
∗
0, then P
n
n is an (N ⊂M)-compatible subfactor
in Pn−1n−1 and ...P
n
n ⊂ P
n−1
n−1 ⊂ ...P
1
1 ⊂ P
0
0 ⊂ N ⊂ M is a sequence of factors still
satisfying the conditions in the statement of Fact 1.
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Indeed, for each k the systems of commuting squares of algebras {P ′n ∩ N ⊂
P ′n ∩M ⊂ ...P
′
n ∩Mk}n, {P
n
n
′ ∩N ⊂ Pnn
′ ∩M ⊂ ...Pnn
′ ∩Mk}n (standard λ-lattices
in the sense of [P94a]) are isomorphic via the map Φ(x) = limn u0...unxu
∗
n....u
∗
0,
x ∈ ∪nP
′
n ∩Mk. Thus, Φ implements an isomorphism between R
′ ∩ Ri ⊂ Q
′ ∩ Ri
and R0
′
∩ R0i ⊂ Q
0′ ∩R0i , where R
0
i = ∪nP
n
n
′ ∩Mi, i ≤ n. Since the isomorphism
Φ leaves N ′ ∩Mi = Q′∩Ri and M ′∩Mi = R′∩Ri fixed, by equality of dimensions
via Φ it follows that N ′ ∩Mi = Q′ ∩Ri, M ′ ∩Mi = R′ ∩Ri, ∀i.
Fact 3. Assume ... ⊂ P1 ⊂ P0 ⊂ N ⊂ M are as in Fact 1. Then there exist
integers k0 = 0 < k1 < ... and unitaries vn ∈ U(Pkn−1), n ≥ 0, such that if we
define Pnkn = v1...vnPknv
∗
n...v
∗
1 and let Q = ∪nP
n
kn
′ ∩N ⊂ ∪nPnkn
′ ∩M = R, then
Q′ ∩Mm = Q
′ ∩Rm, R
′ ∩Mm = R
′ ∩Rm, ∀m.
To show this, let {bk}k ⊂ (∪nMn)1 be a ‖ ‖2-dense sequence. We choose recur-
sively km > km−1, vm ∈ U(Pkm−1) such that
(F3) ‖E(Pm
km
′∩Pm−1
km−1
)′∩Mm
(bj)− EPm−1
km−1
′
∩Mm
(bj)‖2 ≤ 2
−m, ∀j ≤ m.
Assume we made this construction up to m = n. Due to Lemma 2.9, (Theorem 0.1
(a) in [P13]) implies that if A0 ⊂ Pnkn is a finite dimensional abelian von Neumann
subalgebra with all minimal projections of sufficiently small trace, then there exists
u ∈ U(Pnkn) such that ‖EuA0u′∩Mn+1(bj)− EPnkn
′∩Mn+1(bj)‖2 < 2
−n−1, ∀j ≤ n+ 1.
For each m ≥ kn denote Pnm = v0...vnPmv
∗
n...v
∗
0 . Since B = ∪jP
n
j
′ ∩ Pnkn is diffuse
(because it contains a Jones sequence of λ = [M : N ]−1 projections, which generate
a copy of the hyperfinite II1 factor by [J83]), we may assume A0 ⊂ B, and hence
‖EuBu′∩Mn+1(x)− EPnkn
′∩Mn+1(bj)‖2
< ‖EuA0u′∩Mn+1(bj)−EPnkn
′∩Mn+1(bj)‖2 < 2
−n−1.
Since B is a “limit” of Pnj
′ ∩ Pnkn , for j sufficiently large we’ll still have
‖E(uPnj u∗′∩Pnkn)
′∩Mn+1(bj)− EPnkn
′∩Mn+1(bj)‖2 < 2
−n−1, ∀j ≤ n+ 1.
We choose such a large j and put kn+1 = j. Letting vn+1 = v
∗
n...v
∗
1uv1...vn ∈ P
n
kn
,
Pn+1kn+1 = v1...vn+1Pn+1v
∗
n+1...v
∗
1 = uP
n
kn+1
u∗, we see that (F3) is satisfied for m =
n+ 1.
If we now define Q = ∪nPnkn
′ ∩N ⊂ ∪nPnkn
′ ∩M = R, then condition (F3)
implies Q′ ∩Mn ⊂ Q′ ∩Rn, ∀n, while Fact 2 implies we have Q′ ∩Rn = N ′ ∩Mn.
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The calculations for the relative commutants of R are similar, thus finishing the
proof. 
Note that the case “Γ finitely generated” of Theorem 2.1 already follows from
Theorem 2.10 above, due to the observation we made just before stating Theorem
2.1. But deriving from this the case “Γ infinitely generated” is problematic, as
applying it for “larger and larger” finitely generated subgroups of Γ would involve
in the limit multiplying infinitely many perturbing unitaries. To deal with this
problem we’ll use a similar trick, but with a “diagonal embedding” of N ≃ Nσ into
the algebra of matrices “of size Γ” over N , Mσ ≃ N⊗B(ℓ2Γ).
Lemma 2.11. Let {σg}g∈Γ ⊂ Aut(N) be an outer action of a group Γ on a II1
factor N , with σe = idN , and vg,h ∈ U(N) satisfying σgσh = Ad(vg,h)σgh, ve,h =
ve,g = 1, ∀g, h ∈ Γ. Define Mσ = N⊗B(ℓ2Γ) and Nσ = {
∑
g σg(x)e
0
gg | x ∈ N} ⊂
Mσ, where {e0gg′}g,g′∈Γ ⊂ B(ℓ
2Γ) are the usual matrix units. Let R ⊂ Mσ be a
subfactor, with the property that {e0gg}g ⊂ R and let Q ⊂ R ∩ N
σ be a common
subfactor such that Qe0gg = e
0
ggRe
0
gg, ∀g ∈ Γ.
1◦ Let Q0 ⊂ N be the unique subfactor with Q0eee = Qeee. There exist wg ∈
U(N), we = 1, such that σ′g := Ad(wg) ◦ σg satisfy σ
′
g(Q0) = Q0, ∀g ∈ Γ.
2◦ If in addition Q′ ∩R = Nσ ′ ∩R = {e0gg}
′′
g , then σ
′
g |Q0
is outer, ∀g ∈ Γ, g 6= e,
and v′g,h = wgσg(wh)vg,hw
∗
gh normalize Q0, ∀g, h.
3◦ Let e ∈ Fi = F
−1
i ր Γ be the net of finite symmetric subsets, and denote q
0
i =∑
g∈Fi
e0gg. Then the inclusions of II1 factors (Qq
0
i ⊂ q
0
iRq
0
i ) ⊂ (N
σq0i ⊂ q
0
iM
σq0i )
make a non-degenerate commuting square (with respect to the trace preserving con-
ditional expectations), ∀i.
4◦ Denote Mσ1 := M
σ⊗B(ℓ2Γ) ≃ M⊗B(ℓ2Γ)⊗B(ℓ2Γ) and consider the em-
bedding j1 : M
σ →֒ Mσ1 given by j1(x) =
∑−1
g σg(x)e
1
gg, where σ = σ ⊗ 1 and
{e1gg′}g,g′ are the matrix units of the 2nd copy of B(ℓ
2Γ). If q1i =
∑
g∈Fi
e1gg, then
Nσ ⊂ q0iM
σq0i ≃ j1(q
0
iM
σq0i )q
1
i ⊂ q
0
i q
1
iM
σ
1 q
0
i q
1
i is a basic construction.
5◦ With the above notations let Ri1 ⊂ q
0
i q
1
iM
σ
1 q
0
i q
1
i be so that Qq
0
i ⊂ q
0
iRq
0
i →֒
j1
Ri1 is a basic construction. If (Qq
0
i )
′ ∩ Ri1 = (N
σq0i q
1
i )
′ ∩ q0i q
1
iM
σ
1 q
0
i q
1
i , ∀i, then
{σ′g |Q0
}g is an outer action of Γ on Q0. If in addition Q′ ∩Nσ = C (equivalently,
Q′0 ∩ N = C), then v
′
g,h ∈ Q0, ∀g, h ∈ Γ, and {σ
′
g |Q0
}g ⊂ Out(Q0) has same
H3(Γ)-obstruction as σ.
Proof. 1◦ Identifying N = N ⊗ 1, let j0 : N ≃ Nσ be the isomorphism defined by
the property j0(x)e
0
ee = xe
0
ee, x ∈ N . Thus, Q0 = j
−1
0 (Q).
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Since R is a (necessarily semifinite) factor and e0gg belong to R and have same
trace, there exist partial isometries e′eg ∈ R with left support e
0
ee, right support e
0
gg,
∀g, and e′ee = e
0
ee. From the way M
σ is defined, it follows that there exist unitary
elements wg ∈ N such that e′eg = wge
0
eg, ∀g, with we = 1. Let σ
′
g = Ad(wg) ◦ σg ∈
Aut(N), g ∈ Γ. Note that for any x ∈ N we have σ′g(x)e
0
ee = e
′
egj(x)e
′
eg
∗
. If in
addition x ∈ Q0, then e′egj(x)e
′
eg
∗
lies in e0eeRe
0
ee which is equal to Qe
0
ee = Q0e
0
ee.
Thus, σ′g(Q0) = Q0.
We clearly have σ′gσ
′
h = Ad(v
′
g,h)σ
′
gh, ∀g, h ∈ Γ. Since σ
′
g normalize Q0, it follows
that v′g,h normalize Q0, ∀g, h.
2◦ Note that if g, g′ ∈ Γ, then e0gg(N
σ′∩Mσ)e0g′g′ = 0 (resp. e
0
gg(Q
′∩R)e0g′g′ = 0)
is equivalent to σ′g 6= σ
′
g′ in Out(N) (resp. σ
′
g |Q0
6= σ′g′ |Q0
in Out(Q0)). Applying
this to g′ = e, proves 2◦.
3◦ The fact that the inclusions make a commuting square is obvious from 1◦
above.
4◦ This is in (Section 5.1.5 in [P91]).
5◦ Note that (Qq0i q
1
i )
′ ∩ Ri1 = (N
σq0i q
1
i )
′ ∩ q0i q
1
iM
σ
1 q
0
i q
1
i , ∀i, implies (Qq
0
i )
′ ∩
q0iRq
0
i = (N
σq0i )
′ ∩ q0iM
σq0i , ∀i, which implies Q
′ ∩ R = Nσ ′ ∩Mσ. So by 2◦, we
already know that σ′g |Q0
is outer, ∀g 6= e.
Fix g, h ∈ Γ and let Fi be sufficiently large so that g, h, gh ∈ Fi. By taking into
account the form of the basic constructions Nσq0i ⊂ q
0
iM
σq0i →֒ q
0
i q
1
0M
σq0i q
1
0 and
Qq0i ⊂ q
0
iRq
0
i →֒ R
i
1, as well as (Section 5.1.5 in [P97]), we see like in the proof
of 2◦ above that the equality of relative commutants multiplied by e0eee
1
gh from the
left and by e0gge
1
hhfrom the right implies that σ
′
gσ
′
h not equal to σ
′
gh in Out(N) iff
σ′g |Q0
σ′h|Q0 not equal to σ
′
gh|Q0
in Out(Q0). This shows that Ad(v
′
g,h) implements
inner automorphisms on Q0. If in addition Q
′
0 ∩N = C, then this forces v
′
g,h ∈ Q0,
∀g, h ∈ Γ. But if {v′g,h}g,h ⊂ Q0, then σ
′ (thus σ) and σ′|Q0 have the same scalar
H3(Γ)-obstruction. 
Proof of Theorem 2.1. By Proposition 1.5.2◦, we may assume N is separable. Also,
without loss of generality, we may assume σe = idN .
Like in Lemma 2.11, we denote {e0gh}g,h∈Γ ⊂ B(ℓ
2Γ) the canonical matrix units
and let Mσ := N⊗B(ℓ2Γ), j0 : N →֒ Mσ given by j0(x) =
∑
g σg(x)e
0
gg, N
σ =
j0(N) ⊂Mσ . Choose an increasing sequence of finite sets e ∈ Fn = F−1n ⊂ Γ that
exhaust Γ and denote q0n =
∑
g∈Fn
e0gg.
As in Lemma 2.11.5◦, and with the notations established there, the embedding
of factors N ≃j0 Nσ ⊂ Mσ implements (by induction/reduction) a sequence of
inclusions of II1 factors N ≃ Nσq0n ⊂ q
0
nM
σq0n ≃ N
|Fn| whose basic construction
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identifies, via j1(·)q1n, with q
0
nq
1
nM
σ
1 q
0
nq
1
n.
For each n, the subfactor Nσq0n ⊂ q
0
nM
σq0n is a locally trivial extremal inclusion
of II1 factors with standard graph given by the Cayley graph of the subgroup Γn =
〈Fn〉 ⊂ Γ (see 5.1.5 in [P91]), which is amenable. Using this, we apply Theorem
2.10 to construct recursively a sequence of subfactors of finite index N ⊃ P0 ⊃
P1 ⊃ ... such that if we denote Q0 = ∪nP ′n ∩N , R = ∪nj0(Pn)
′ ∩Mσ, then R is an
irreducible type II subfactor in Mσ containing the finite projections {e0gg}g, with
Q := j0(Q0) ⊂ Nσ∩R a II1 subfactor satisfying the condition Q′∩R = Q′∩Mσ =
Nσ ′ ∩Mσ = {e0gg | g ∈ Γ}
′′ and with Qe0gg = e
0
ggRegg, ∀g. By Lemma 2.11.5
◦
the inclusion (Qq0n ⊂ q
0
nRq
0
n) ⊂ (N
σq0n ⊂ q
0
nM
σq0n) is a non-degenerate commuting
square and our construction will show that Rn1 := ∪mj(Pm)
′ ∩ q0nq
1
nM
σ
1 q
0
nq
1
n is the
basic construction algebra for the subfactor (Qq0n ⊂ q
0
nRq
0
n), ∀n, where j = j1 ◦ j0.
The desired conclusions will then follow from 2.11.5◦.
Let Tr denote the semifinite trace τ ⊗TrB(ℓ2Γ)⊗TrB(ℓ2Γ) onM
σ
1 and ‖ ‖2,T r the
corresponding L2-norm. Let Y = {yn}n ⊂ (Mσ1 )1 ∪ L
2(Mσ1 , T r) be a ‖ ‖2,T r-dense
sequence and denote by Yn = {j1(q0j )q
1
j ykj1(q
0
j )q
1
j | 1 ≤ j, k ≤ n}. We construct
the decreasing sequence of subfactors Pm ⊂ N recursively, such that P0 = N and
for m ≥ 1
(i) (j0(Pm) ⊂ Nσ)q0m is (N
σqm ⊂ q0mM
σq0m)-compatible.
(ii) ‖Ej1((j0(Pm)′∩Nσ)q0m)′∩Mσ1 (y)− Ej1(Nσ)′∩Mσ1 (y))‖2,T r < 2
−m/|Fm|, ∀y ∈ Ym.
If we made this construction up to m = n, then by applying Theorem 2.10 to
the inclusion of II1 factors j0(Pn)q
0
n+1 ⊂ q
0
n+1M
σq0n+1 (which has amenable graph
by Proposition 2.7, but this is trivial here, because this subfactor is in fact locally
trivial, with standard graph given by a Cayley graph of an amenable subgroup of
Γ, see 5.1.5 in [P97]) we get a subfactor Pn+1 ⊂ Pn so that its image via j0( · )q0n+1
is (Nσq0n+1 ⊂ q
0
n+1M
σq0n+1)-compatible and such that (ii) above is satisfied for
m = n+ 1.
With the sequence {Pn}n this way constructed, define Q0, Q and R as explained
above. Then R contains {e0gg}g and satisfies Qe
0
gg = e
0
ggRe
0
gg, ∀g, by construction.
Moreover, condition (ii) shows that
j(Q)j1(q
0
n)q
1
n
′
∩ j1(q
0
n)q
1
nM
σ
1 j1(q
0
n)q
1
n
= j1(q
0
n)q
1
n(j1(N
σ)′ ∩Mσ1 )j1(q
0
n)q
1
n = j(Q)
′ ∩Rn1 .
From all this, it also follows that Q′0 ∩ N = C and that Q0 is AFD, and thus
isomorphic to R by ([MvN43]).
Thus, 2.11.5◦ applies, to conclude that there exist {wg}g ⊂ U(N) such that
σ′g = Ad(wg)σg normalizes the irreducible hyperfinite II1 subfactor Q0 ⊂ N , ∀g,
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v′g,h = wgσg(wh)vg,hw
∗
gh belong to Q0, ∀g, h, and σ, σ
′
|Q0
have the same H3(Γ)
obstruction. 
We end this section by noticing that the same argument we used in the proof
of Theorem 2.1 above shows that any “amenable family” G of endomorphisms
(or Hilbert bimodules) over a II∞ factor N normalizes a “large” AFD subfactor
R⊗B(ℓ2N) ⊂ N , on which it “acts faithfully”. To state this result, we need to clar-
ify the terminology and fix some notations. Also, the reader should recall that for
a properly infinite factor N (of type II∞ in our case) one has Connes’ well known
correspondence between a Hilbert N -bimodule NHN and a N -endomorphisms θH
(see [C80]; see also Sec. 1.1 in [P86]). Via this correspondence, the adjoint opera-
tion on endomorphisms, θ 7→ θ¯, is given by θ¯H = θH¯ and tensor product H⊗NH
′
corresponds to composition θH ◦ θH′ (see e.g., 1.3 in [P86]). It is this “nice” cor-
respondence between Hilbert-bimodules and endomorphisms for properly infinite
factors that imposes using the framework of II∞ (i.e., infinite amplification of a
II1 factor), rather than II1 factors, as algebras on which a category “acts” (the II1
framework would instead require considering morphisms between amplifications of
the II1 factor, see 1.1 in [P86]).
For us here, if N is a given II∞ factor, a concrete C∗-tensor category G of endo-
morphisms on N is a family of classes (mod perturbation by inner automorphisms
of N ) of unital endomorphisms of N that contains the idN (thus the class of in-
ner automorphisms) and satisfies the following properties: (i) it is closed to the
adjoint operation, i.e. if θ ∈ G then θ¯ ∈ G; (ii) it is closed under composition,
i.e, if θ, θ′ ∈ G then θ ◦ θ′ ∈ G; (iii) Each θ ∈ G dilates the trace Tr = TrN
by a finite scalar 1 ≤ d(θ) < ∞, i.e., Tr ◦ θ = d(θ)Tr, with the image subfactor
θ(N ) ⊂ N having Jones index given by the formula [N : θ(N )] = d(θ)2; (iv) it
is closed to “direct sum and subtraction”, in the following sense: (a) if θ, θ′ ∈ G
and v, v′ ∈ N are isometries such that vv∗ + v′v′∗ = 1 then the endomorphism
N ∋ x 7→ θ ⊕ θ′(x) := Ad(v)θ(x) + Ad(v′)θ′(x) ∈ N belongs to G; (b) if θ ∈ G,
0 6= p ∈ P(θ(N )′ ∩N )) and v ∈ N is an isometry with range p, then Ad(v∗)θ ∈ G.
We denote Irr(G) = {θ ∈ G | θ(N )′ ∩N = C}, the family of irreducible elements
in G, which we label by the set K = KG , as {θk}k∈K , with e ∈ K so that θe = idN
and with the adjoint operation implemented by k 7→ k¯ (thus θk¯ = θ¯k). It is easy
to see from the above properties of G that any θ ∈ G decomposes as a finitely
supported direct sum ⊕k∈K nk θk of irreducible endomorphisms in G, with finite
multiplicities nk ≥ 0 (thus 0 <
∑
k nk <∞).
A subset e ∈ F0 = F¯0 ⊂ K generates G, if any θ ∈ G can be obtained from
F0 by applying consecutively finitely many times the operations (i), (ii), (iv). If
G is generated by a finite such set F0 ⊂ K, one denotes by ΓG,F0 (or simply ΓG
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when F0 is clear from the context) the Cayley-type bipartite graph (or matrix with
non-negative integer entries) (akk′)k,k′∈K with akk′ equal to the multiplicity of θk′
in (
∑
i∈F0
θi) ◦ θk.
We say that such a family G is amenable if it satisfies the Følner-type condition
we mentioned before Proposition 2.7, i.e., if given any finite e ∈ F0 = F¯0 ⊂ K, and
any ε > 0, there exists a finite subset F in the subcategory 〈F0〉 ⊂ G generated
by F0 ⊂ K, such that
∑
k′∈∂F0F
d2k′ < ε
∑
k∈F
d2k, where ∂F0F is the boundary of F in
〈F0〉, i.e., the set of all k
′ ∈ K〈F0〉 \ F such that ak′k 6= 0 for some k ∈ F , where
(akk′)k,k′ = Γ〈F0〉 is the graph of 〈F0〉. By (Theorem 5.3 in [P97]), this condition is
equivalent to a Kesten-type condition, requiring that ‖Γ〈F0〉‖
2 = (
∑
k∈F0
dk)
2 for
any finite e ∈ F0 = F¯0 ⊂ K.
If G is a concrete C∗-tensor category of endomorphisms on N and Q0 ⊂ N is a
II∞ subfactor, then we say that G faithfully normalizes Q0, if the following condi-
tions are satisfied: (1) the trace Tr is semi finite on Q0; (2) for each endomorphism
θ ∈ G there exists θ′ ∈ G in the same class as θ such that θ′(Q0) ⊂ Q0, and given
any other θ′′ ∈ G in the same class as θ that satisfies θ′′(Q0) ⊂ Q0, there exists
w0 ∈ U(Q0) with Ad(w0) ◦ θ′′|Q0 = θ
′
|Q0
; (3) If θ ∈ G is so that θ(Q0) ⊂ Q0, then
[Q0 : θ(Q0)] = d(θ)2 = [N : θ(N )] and θ is irreducible non-inner on N iff θ|Q0
irreducible and non-inner on Q0.
Note that a “concrete C∗-tensor category G of endomorphisms on a factor N ”
is an analogue of a “group of outer automorphisms Γ ⊂ Out(N )”. If one still
denotes by G the underlying abstract C∗-tensor category, as defined for instance
in [NeTu13], then such an object can as well be viewed as an “outer action of
G by endomorphisms on N ”. With this interpretation, if Q0 ⊂ N is faithfully
normalized by G, then the restriction map θ 7→ θ|Q0 is an isomorphism of the
underlying abstract rigid C∗-tensor categories. We say that such a restriction is
strongly smooth if in addition θ(Q0)′ ∩N = θ(N )′ ∩ N , ∀θ ∈ G.
2.12. Theorem. Let N be a II∞ factor and G an amenable countably generated
concrete C∗-tensor category of endomorphisms on N , as defined above. Then N
contains an AFD II∞ subfactor R ⊂ N that’s faithfully normalized by G, in the
above sense. Moreover, if N is separable, then R can be chosen so that to satisfy
the strong smoothness condition θ(N )′ ∩N = θ(R)′ ∩N = θ(R)′ ∩R, for all θ ∈ G
with θ(R) ⊂ R.
Proof. The proof uses the same ideas and follows exactly the same steps as the
proof of Theorem 2.1. Note first that, as in the proof of Theorem 2.1, it is clearly
sufficient to prove the case when N is separable.
Next, note that we have a version for endomorphisms of Lemma 2.11.1◦, as
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follows:
Fact 1. Let N be a properly infinite von Neumann factor and θ = {θk}k∈K0 be a
set of endomorphisms of N , with e ∈ K0 and θe = idN . Define Mθ = N⊗B(ℓ2K0)
and N θ = {
∑
k∈K0
θk(x)e
0
kk | x ∈ N} ⊂ M
θ, where {e0kk′}k,k′∈K0 ⊂ B(ℓ
2K0)
are the usual matrix units. Let R ⊂ Mθ be a subfactor, with the property that
{e0kk}k ⊂ R and e
0
kk are mutually equivalent infinite projections in R. Let Q ⊂
R ∩ N θ be a common subfactor such that Qe0ee = e
0
eeRe
0
ee. Then there exists a
unique subfactor Q0 ⊂ N such that Q0e0ee = Qe
0
ee and there exist unitary elements
wk ∈ N , k ∈ K0, we = 1, such that θ′k = Ad(wk) ◦ θk satisfies θ
′
k(Q0) ⊂ Q0, ∀k.
The proof if the same so we omit it. Let j0 : N ≃ N θ ⊂ Mθ denote the
isomorphism satisfying j0(x)e
0
ee = we
0
ee, x ∈ N . Thus, Q0 = j
−1
0 (Q).
In order to make the ideas more transparent, let us first give an argument for the
case when G is generated by a finite subset of irreducible endomorphisms {θk}k∈K0 ,
with e ∈ K0 = K¯0 ⊂ K, by exploiting the remark before the statement of Theorem
2.1. So let N be a II1 factor such that N
∞ = N , let Mθ,K0 be the amplification of
N by
∑
k∈K0
dk, {pk}k∈K0 ⊂M
θ,K0 a partition of 1 with projections having traces
τ(pk) proportional to dk and consider its subfactor N
θ,K0 = {
∑
k∈K0
θk(x)pk |
x ∈ N ≃ peMθ,K0pe}, where θk are endomorphisms chosen in their class so that
θk(pe) = pk, k ∈ K0. Note that Nθ,K0 ⊂ Mθ,K0 is an extremal inclusion of II1
factors with index (
∑
k∈K0
dk)
2 and relative commutant generated by {pk}k. We
denote j0 : N = peN pe ≃ N
θ,K0 the identification.
Fact 2. With the above notation, assume (Q ⊂ R) ⊂ (Nθ,K0 ⊂Mθ,K0) is a non-
degenerate commuting square of factors such that {pk}k ⊂ R and peRpe = Qpe.
Let (R ⊂ R1 ⊂ ...) ⊂ (Mθ,K0 ⊂ M1 ⊂ ...) be the associated tower of commuting
squares, obtained by iterating the basic construction. If Q′ ∩ Rn = Nθ,K0
′
∩Mn,
∀n, and one denotes by Q0 = j
−1
0 (Q) ⊂ N , then Q0 = Q
∞
0 ⊂ N
∞ = N is faithfully
normalized by G.
Indeed, by Fact 1 we know that θk can be taken so that Q = {
∑
k∈K0
θk(x)pk |
x ∈ Q0} and thus so that θk(Q0) ⊂ Q0. After∞-amplification of the tower of com-
muting squares of factors, the iterated basic construction gives rise to consecutive
products of endomorphisms of N = N∞, θkn ◦ θkn−1 ◦ ...θk1 , for ki ∈ K0, which
all take Q0 = Q
∞
0 ⊂ N
∞ = N into itself. The condition on the compatibility of
higher relative commutants amounts to Q0 being faithfully normalized by G.
Now, if G is amenable and finitely generated by its irreducible endomorphisms
indexed by K0 ⊂ K as above, then Nθ,K0 ⊂ Mθ,K0 has amenable graph, so The-
orem 2.10 applies to provide a strongly smooth non-degenerate commuting square
(Q ⊂ R) ⊂ (Nθ,K0 ⊂ Mθ,K0), with Q and R hyperfinite II1 factors. By Fact 2, Q
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gives rise to a subfactor Q0 ≃ Q∞ that’s faithfully normalized by G and satisfies
the required strong smoothness condition. This proves the statement in the case G
is finitely generated.
To deal with the infinitely generated case, we take the inclusionN θ ⊂Mθ in Fact
1 with K0 = K = KG and {θk}k∈K = Irr(G). We further embedMθ = N⊗B(ℓ2K)
into Mθ1 := N⊗B(ℓ
2K)⊗B(ℓ2K) by x 7→ j1(x) =
∑
k θk(x)e
1
kk, where {e
1
kk′}k,k′∈K
are the matrix units in the 2nd copy of B(ℓ2K). Note that N ∋ x ∈ j1(j0(x)) ∈Mθ1
is given by j1(j0(x)) =
∑
k,k′∈K θk(θk′(x))e
1
k′k′e
0
kk, where θk = θk ⊗ 1.
Note that Fact 1 already implies that if (Q ⊂ R) ⊂ (N θ ⊂Mθ) is a subinclusion
of factors with {e0kk}
′′
k = N
θ ′ ∩Mθ ⊂ Q′ ∩ R and Qe0ee = e
0
eeRe
0
ee, then there are
representants θk such that Q0 = j
−1
0 (Q) satisfies θk(Q0) ⊂ Q0, ∀k ∈ K. Then note
the following:
Fact 3. Assume the above inclusion (Q ⊂ R) ⊂ (N θ ⊂Mθ) is so that:
(a) Q′ ∩Mθ1 = N
θ′∩Mθ1; (b) there exist finite subsets e ∈ Ki = K¯i ր K such that
if we denote q0i =
∑
k∈Ki
e0kk then (Qq
0
i ⊂ q
0
iRq
0
i ) ⊂ (N
θq0i ⊂ q
0
iRq
0
i ) is a non-
degenerate commuting square (with respect to the Tr-preserving expectations).
Then Q0 = j
−1
0 (Q) ⊂ N is faithfully normalized by G, with its restriction to Q0
strongly smooth.
The proof of this fact is identical to the proof of 2.11.5◦ above and we leave it
as an exercise.
From this point on, the proof of Theorem 2.12 is similar to the proof of Theorem
2.1. Thus, we let e ∈ Kn = K¯n ր K be finite sets, denote Dn =
∑
k∈Kn
dk,
let {pk}k∈K ⊂ N be mutually orthogonal projections of trace Tr(pk) = dk such
that 1−
∑
k∈K is an infinite projection. By perturbing if necessary each θk by an
inner automorphism, we may assume θk(pe) = pk, ∀k. We also choose θ′k to be in
the same class as θk so that θ
′
k′(
∑
k∈K pk), k
′ ∈ K, are mutually orthogonal. For
each n consider the embedding N = peN pe →֒
jn0 Mθ,Kn := NDn by x 7→ jn0 (x) =∑
k∈Kn
θk(x)pk; as well as the embedding M
θ,Kn →֒j
n
1 Mθ,Kn1 := (M
θ,Kn)Dn ≃
ND
2
n , by x 7→ jn1 (x) =
∑
k∈Kn
θ′k(x)p
n
k , where p
n
e =
∑
k∈Kn
pk and p
n
k = θ
′
k(p
n
e ).
Note that these are extremal embeddings of II1 factors with finite index = D
2
n
and that jn1 (j
n
0 (N)) ⊂ j
n
1 (M
θ,Kn) ⊂ Mθ,Kn1 is a basic construction, ∀n. Moreover,
for each n > m, the inclusion for m is obtained from the one for n by induc-
tion/reduction. We can thus apply the same iterative construction of subfactors of
finite index N ⊃ P1 ⊃ P2..... as in the proof of Theorem 2.1, so that if one denotes
Q0 = ∪mP ′m ∩N , R
n
0 = ∪mj
n
0 (Pm)
′ ∩Mθ,n, Rn1 = ∪mj
n
1 (j
n
0 (Pm))
′ ∩Mθ,n1 , then
(jn1 (j
n
1 (Q0)) ⊂ j
n
1 (R
n
0 ) ⊂ R
n
1 ) ⊂ (j
n
1 (j
n
0 (N)) ⊂ j
n
1 (M
θ,Kn) ⊂ Mθ,Kn1 ) is a basic
construction of non-degenerate commuting squares that are strongly smooth, ∀n.
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But then, it is easy to see that after appropriate amplifications, Q0 ⊂ N gives
rise to a II∞ subfactor in Q0 ⊂ N that satisfies the conditions in Fact 3, and is
thus faithfully normalized by G, with the strongly smooth condition satisfied. 
2.13. Remarks. 1◦ The first result about normalizing a “large” hyperfinite sub-
factor R modulo inner perturbations was obtained in [P83], in the case Γ = Z, with
R being constructed “by hand”, using Rokhlin towers and an iterative procedure.
Shortly after, the question of whether any cocycle action of Z2 on an arbitrary II1
factor can be untwisted was asked in [CJ84]. While we realized at that time that if
a similar normalization result could be proved for Γ = Z2 then the problem would
reduce to the case N = R, where vanishing cohomology was just shown in [Oc85],
we could not extend the arguments in [P83] from Z to Z2, despite much effort.
Several years later in [P89], we were able to solve this problem by using tools from
subfactor theory. However, the argument in [P89] could only cover groups Γ that
have a finite set of generators S ⊂ Γ with respect to which Γ has trivial Poisson
boundary (e.g., groups with polynomial growth, in particular Z2), depending cru-
cially on this condition. In retrospect, it is quite surprising that in fact any outer
action of any amenable group Γ on any II1 factor N normalizes (modulo Inn(N))
an irreducible hyperfinite subfactor, a property which turns out to characterize the
amenablility of Γ.
2◦ Both in the case of outer action σ of a group Γ on N (or more generally of
an outer action of a category G on N ) there may be an AFD subalgebra R ⊂ N
(resp. R ⊂ N ) that’s normalized by Γ (resp. G) but on which the resulting “outer
action” has either more relations among generators (resulting into an outer action
of a quotient of Γ, resp. G), or fewer relations (resulting into an outer action of
some Γ˜, resp. G˜, whose quotient is Γ, resp. G). For instance, let Fn y R be a free
action of the free group with n ≥ 2 generators on the hyperfinite II1 factor and
Fn → Γ a surjective map on a (non-free) group Γ with n generators (e.g. Γ = Zn)
and H its kernel. If we let N = R ⋊H then this gives rise to a free cocycle action
(σ, v) of Γ on N , which normalizes R, but on which it generates a free action of Fn.
Similarly, one can take Γ y N = N0⊗R an action that’s trivial on R but free on
N . This normalizes R but it implements on it the action of the trivial group.
3. Non-vanishing cohomology for amplifications of actions
3.1. Definition ([P01a]). Let Γyσ N be a free action of a group Γ on a type II1
factor N . Let p ∈ N be a projection and for each g ∈ Γ choose a partial isometry
wg ∈ N such that wgw
∗
g = p, w
∗
gwg = σg(p) and we = p. Define σ
p
g ∈ Aut(pNp)
by σpg(x) = wgσg(x)w
∗
g , x ∈ pNp. Then σ
p is a free cocycle action of Γ on pNp,
with 2-cocycle vpg,h = wgσg(wh)w
∗
gh, g, h ∈ Γ. Moreover, up to cocycle conjugacy
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(σp, vp, pNp) only depends on τ(p) = t, thus defining a free cocycle action (σt, vt)
of Γ on N t, called the amplification of σ by t.
If in addition {wg}g ⊂ N satisfy wgσg(wh) = wgh, ∀g, h ∈ Γ, then w is called a
generalized 1-cocycle (of support t) for σ, while if this equality holds modulo scalars
then it is called a weak generalized 1-cocycle for σ (of support t).
Note that the vanishing (resp. weak-vanishing) of the cocycle vt amounts to
being able to chose the partial isometries {wg | g ∈ Γ} ⊂ N so that w be a
generalized 1-cocycle (resp. weak generalized 1-cocycle) for σ.
3.2. Theorem. Let Γ be a countable group and Γ yσ R = R⊗Γ0 the non-
commutative Bernoulli Γ-action with base R0 ≃ R. Let 0 < t < 1 and denote
by σt the free cocycle action obtained by amplifying σ by t, with its 2-cocycle de-
noted vt. Assume one of the following properties holds true: (a) Γ contains an
infinite subgroup with the relative property (T); (b) Γ contains an infinite subgroup
with non-amenable centralizer. Then the cocycle vt is not weak-vanishing.
Proof. Assume by contradiction that the cocycle vt is weak-vanishing.
If we are under assumption (a), i.e., if Γ has an infinite subgroup with the
relative property (T), then (Corollary 4.10 in [P01a]) shows that the support t of
the generalized weak 1-cocycle wg must be 1, a contradiction.
If in turn we are under assumption (b), with H ⊂ Γ an infinite subgroup with
centralizer H ′ = {g ∈ Γ | gh = hg, ∀h ∈ H} non amenable, then let (α, β) be
the s-malleable deformation of R⊗R that commutes with the double action σ˜ =
σ ⊗ σ : Γ y R˜ = R⊗R = (R0⊗R0)⊗Γ, as in ([P01a]). Denote M = R ⊗ Γ,
M0 = R ⋊ H, M˜ = R⊗R ⋊σ˜ Γ and M˜0 = R⊗R ⋊σ˜ H, with M identified as
the subfactor R ⊗ 1 ∨ {Ug}g in M˜ , where {Ug}g ∈ M˜ are the canonical unitaries
implementing σ˜.
Since H ′ is non-amenable, the action Ad(wgUg) of H
′ on (p ⊗ 1)M˜0(p ⊗ 1) has
spectral gap relative to (p⊗1)M0(p⊗1). Arguing like in ([P06a]), this implies that
whUh and αs(wh)Uh, h ∈ H, are uniformly ‖ ‖2-close, for s ∈ R with |s| small.
Equivalently, the map ξ 7→ (wg ⊗ 1)σg(ξ)αs(w∗g ⊗ 1) gives a unitary representation
πs of the group H on the Hilbert space (p⊗1)L
2(R⊗R)αs(p⊗1) which for |s| small
has the vector ξ0 = (p⊗ 1)αs(p⊗ 1) almost fixed by πs(h), uniformly in h ∈ H.
We are thus in exactly the same situation as in the case when H ⊂ Γ is rigid.
So the proof of (Corollary 4.10 in [P01a]) applies to conclude that the support t of
the generalized weak 1-cocycle {wh | h ∈ H} for σ must necessarily be equal to 1,
a contradiction. 
3.3. Corollary. If Γ is a group that contains an infinite subgroup which either
has relative property (T), or has non-amenable centralizer in Γ, then Γ 6∈ VCw(R).
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3.4. Theorem. Let Γ be a countable group and Γ yρ L(FΓ) the action imple-
mented by the translation from the left by elements h ∈ Γ on the set {ag}g∈Γ of
generators of the free group FΓ, ρh(ag) = ahg, ∀h, g ∈ Γ. Let 1 > t > 0 and de-
note by ρt the free cocycle action obtained by amplifying ρ by t, with its 2-cocycle
denoted vt. Assume one of the following properties is satisfied: (a) Γ contains an
infinite subgroup with the relative property (T); (b) Γ contains an infinite subgroup
with non-amenable centralizer; (c) Γ contains an infinite amenable group with non-
amenable normalizer. Then the cocycle vt is not weak-vanishing.
Proof. The assumptions (a) and (b) lead to exactly the same argument as in the
proof of Theorem 3.2 above, by using the “free s-malleable deformation” of L(FΓ),
like in the proof of (Theorem 6.1 in [P01a]).
So let us assume we are under the assumption (c) and let H ⊂ Γ be an infinite
amenable subgroup with its normalizer G ⊂ Γ non-amenable. Note that FΓ ⋊ Γ is
naturally isomorphic to Γ ∗ Z. Denote N = L(FΓ), M = N ⋊ Γ = L(FΓ) ⋊ Γ =
L(Γ∗Z). Let p ∈ P(N) be a projection of trace t < 1 and assume (ρp, vp, pNp) has
weak vanishing cohomology.
Thus, if {Ug}g∈Γ ⊂ M denote the canonical unitaries implementing ρ on N =
L(FΓ), then there exist partial isometries wg ∈ N of left support p such that
U ′g = wgUg ⊂ U(pNp) gives a projective representation of Γ with scalar 2-cocycle
µ. In particular, {U ′g | g ∈ G}
′′ gives an embedding of Lµ(H) ⊂ Lµ(G) into pMp.
Note that Lµ(H) is amenable diffuse, Lµ(G) has no amenable direct summand
and Lµ(H) is regular in Lµ(G). Thus, by (Corollary 1.7 in [I13]) it follows that
Lµ(G) ≺M L(Γ).
But Lµ(G) ≺M L(Γ) implies that the “free” malleable deformation (α, β) ofM ⊂
M˜ = L(FΓ ∗FΓ)⋊Γ is uniform on {U ′g | g ∈ G} (because L(Γ) is in the fixed point
algebra of the malleable deformation and Lµ(G) is subordinated to L(Γ)). Thus,
for each s ∈ R, the G-representation ξ 7→ (wg ∗ 1)σg(ξ)αs(w∗g ∗ 1) gives a unitary
representation πs of the group G on the Hilbert space (p ⊗ 1)L2(N ∗N)αs(p ⊗ 1)
which for |s| small has the vector ξ0 = (p ∗ 1)αs(p ∗ 1) almost fixed by πs(g),
uniformly in g ∈ G. As in the proof of (Theorem 4.1 in [P01a]) this shows that we
must necessarily have t = 1, a contradiction. 
3.5. Remark. Let (N0, τ0) be an arbitrary tracial von Neumann algebra 6= C
and Γ a group that satisfies one of the conditions (a) or (b) in Theorem 3.2. If
Γ y N = N⊗Γ0 is the Bernoulli action with base N0 and 0 < t < 1, then by
using the s-malleable deformation of N = N⊗Γ0 in ([I06]) in combination with
the argument in the proof of Theorem 3.2, one obtains that the t-amplification
(σt, vt, N t) of σ has non-vanishing cohomology. Similarly, by using the s-malleable
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deformation in [IPeP05] one can obtain a generalization of Theorem 3.4 for the
free-Bernoulli action Γyρ N = N∗Γ0 .
4. Non-vanishing cohomology for cocycle actions on L(F∞)
4.1. Definition ([CJ84]). Let Γ be an infinite countable group with a set of
generators S ⊂ Γ and assume (Γ, S) 6= (FS, S). Let π : FS → Γ be the unique
group morphism taking the free generators S of FS onto S ⊂ Γ (so our assumption
is equivalent to π not being 1 to 1). Then kerπ ≃ F∞ and FS has infinite conjugacy
classes relative to kerπ. Thus, the inclusion of II1 factors L(kerπ) = N ⊂ M =
L(FS) is irreducible and regular, with NM (N)/U(N) = Γ. Consequently, N ⊂ M
is a crossed product inclusion of the form L(F∞) ⊂ L(F∞) ⋊(σpi ,vpi) Γ, for some
free cocycle action (σπ, vπ) of Γ on L(F∞), that we’ll call the Connes-Jones cocycle
action associated with π, with vπ its 2-cocycle, called the CJ-cocycle.
We summarize here some straightforward consequences of results from ([CJ84],
[P01a], [O03], [P06b], [OP07]), but which are stated in a manner pertaining to our
vanishing cohomology problem:
4.2. Theorem. Let (Γ, S), π : FS → Γ, Γ y(σpi,vpi) L(F∞) be as in 4.1. Assume
Γ satisfies one of the following conditions: (a) it does not have Haagerup property
(e.g., it contains an infinite subset with relative property (T)); (b) it has Cowling-
Haagerup invariant Λ(Γ) larger than 1; (c) it has an infinite subgroup with non-
amenable centralizer; (d) it has an infinite amenable subgroup with non-amenable
normalizer. Then the CJ-cocycle vπ is not weak-vanishing. Thus, if Γ satisfies any
of these properties then Γ 6∈ VCw(L(F∞)).
Proof. If vπ is weak-vanishing, then we can choose representatives {Ug | g ∈ Γ} in
NM (N) such that UgUh = µg,hUgh, ∀g, h ∈ Γ, for some scalar 2-cocycle µ ∈ H2(Γ).
Thus, Lµ(Γ) ⊂ M = L(FS). Also, the unitaries Uopg ∈ L(FS)
op ≃ L(FS) satisfy
UgUh = µg,hUgh, implying that {Ug ⊗ Uopg }
′′
g ≃ L(Γ) embeds into L(FS)⊗L(FS).
Since FS has Haagerup property and Λ(FS) = 1 (cf [H79]), the II1 factor L(FS)
has Haagerup property and Λ(L(FS)) = 1, implying that L(FS)⊗L(FS) and all
its von Neumann subalgebras have these properties as well (see e.g. [P01b] and
[OP07]). In particular, L(Γ) has these properties, thus Γ has Haagerup property
and Λ(Γ) = 1.
If in turn Γ has an infinite subgroupH with non-amenable centralizerH ′, then by
(Remark 3◦ in §4 of [P06b]) Lµ(Γ) would contain a diffuse von Neumann subalgebra
B with non-amenable centralizer. But then B ⊂ M = L(FS) has non-amenable
centralizer, contradicting the solidity of free group factors ([O03]).
If Γ has an infinite amenable subgroup H ⊂ Γ with non-amenable normalizer
G ⊂ Γ, then the normalizer of B = Lµ(H) in M = L(FS) contains all {Ug}g∈G.
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Since {Ug}′′g ≃ Lµ(G) is non-amenable, this contradicts the strong solidity of free
group factors ([OP07]).

4.3. Notations. Given two discrete groups Γ,Λ, one writes Γ ≤
W∗
Λ whenever
L(Γ) can be embedded (tracially) into L(Λ). Denote W∗leq(Λ) the class of all groups
Γ that can be subordinated this way to Λ, i.e., W∗leq(Λ) = {Γ | Γ ≤W∗ Λ}).
4.4. Corollary. One has VC ⊂ VC(L(F∞)) ⊂W∗leq(F2). Thus, if Γ ∈ VC, then Γ
has Haagerup property, Cowling-Haagerup constant equal to 1, any infinite subgroup
of Γ has amenable centralizer, and any infinite amenable subgroup has amenable
normalizer.
4.5. Remarks 1◦ The above criteria for Γ not to be in W∗leq(F2) (and thus not in
VC(L(F∞)) ⊃ VC) are in fact not stated in their optimal form. Thus, the results
in [OP07] show that in order for Γ not to be in W∗leq(F2), it is enough that L(Γ)
is not strongly solid, i.e., that L(Γ) merely has a diffuse amenable von Neumann
subalgebra whose normalizer in L(Γ) generates a non-amenable von Neumann al-
gebra. The list in 4.2 is also not exhaustive. For instance, by [Pe07] it follows
that if Γ ∈ W∗leq(F2), then L(Γ) needs to be L
2-rigid, while a result of Ozawa
(see e.g. [BrO08]) shows that Γ needs to be exact. One should also note that in
the proof of Theorem 4.2 above we showed that an embedding Lµ(Γ) →֒ L(F2),
for some µ ∈ H2(Γ), gives rise to an embedding L(Γ) →֒ L(F2 × F2), by simply
doubling the canonical unitaries {ug | g ∈ Γ} ⊂ Lµ(Γ) ⊂ L(F2), i.e., by taking
L(Γ) ≃ {ug ⊗ uopg | g ∈ Γ}
′′ ⊂ L(F2)⊗L(F2) = L(F2 × F2).
2◦ It is reasonable to expect that VC = VC(L(F∞)), and more specifically that
the CJ-cocycles are in some sense the “worse possible”, ie., if any such cocycle
vanishes for some group Γ, then Γ ∈ VC. We also believe that VC = VCw .
3◦ Given a group Λ, denote by ME(Λ) the class of groups Γ that are measure
equivalent (ME) to Λ and by MEleq(Λ) the class of groups Γ that have a free m.p.
action which can be realized as a sub equivalence relation of a free ergodic m.p.
Λ-action. It would be interesting to explore the possible correlations between the
classes VC, W∗leq(F2), MEleq(F2), etc. In this respect, one should point out that
while W∗leq(F2), MEleq(F2) are obviously “hereditary” classes (i.e., if Γ belongs
to any of them, then all subgroups of Γ belong too), we could not prove such
hereditarity for VC (cf. Remark 1.6.2◦). See also Section 7 in [PeT10] for more
comments on MEleq(F2) and its relations to W
∗
leq(F2). One should also note that
MEleq(F2) consists of groups Γ that are ME to either Z = F1, F2, or F∞, i.e.,
MEleq(F2) = ME(Z) ∪ME(F2) ∪ME(F∞) (cf. [G04], [Hj04]).
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4◦ We do not know of any examples of groups in VC, W∗leq(F2) other than
amalgamated free products of amenable groups over finite groups. The approach in
4.2 indicates that these two classes may coincide (perhaps with MEleq(F2) as well).
An intriguing class of groups that are known from [G04] to belong to MEleq(F2)
(in fact, even to ME(F2)), are the free products of finitely many copies of F2 with
amalgamation over the subgroup Z ⊂ F2 generated by the commutator aba−1b−1
(where a, b are the generators of F2). Gaboriau conjectured that in fact any amal-
gamated free product of Fki , 2 ≤ ki ≤ ∞, i ∈ I (with I finite or I = N), over some
Z →֒ Fki which is maximal abelian in the corresponding Fki , ∀i, is in MEleq(F2).
Thus, according to the above speculations, the groups Fk1 ∗Z Fk2 ∗Z ..., with Z
maximal abelian in each Fki , should belong to VC as well. However, we were not
able to prove this for any such example, except of course the case when any subgroup
Z is freely complemented in Fki . Related to this, we pose here the following
Question: Let Fn y
σ N be a free action of a free group of rank n on a II1 factor
N and let W denote the set of all 1-cocycles w for σ (i.e., maps w : Fn → U(N)
satisfying wgσg(wh) = wgh, ∀g, h ∈ Fn). Let Z ⊂ Fn be a maximal abelian subgroup,
generated by some element g ∈ Fn. Is it then true that the set {wg | w ∈ W}
coincides with the unitary group U(N)?
Taking into account the way the 1-cocycles w ∈ W are constructed, from n-
tuples of unitaries in N that are taken as perturbations of the canonical unitaries
U1, ..., Un ∈ N⋊σFn that implement σa1 , ...., σan (where a1, ..., an are the generators
of Fn), it immediately follows that this question has an affirmative answer in the
case Z is freely complemented in Fn. It is also trivial to see that if the statement
holds true, then all of the above Gaboriau groups Γ = Fk1 ∗Z Fk2 ∗Z ... lie in VC.
It is not known whether these groups are in W∗leq(F2) either. In fact, deciding
that a group Γ satisfies L(Γ) →֒ L(F2) is at least as interesting as deciding that it
has property VC. So the fact that VC ⊂W∗leq(F2) gives another strong motivation
for proving the universal vanishing cohomology property for various groups.
The above question can also be stated for free measure preserving actions on the
probability measure space, Fn y (X, µ), by simply replacing N by A = L
∞(X, µ)
throughout that statement. Besides answering this question, it would be interesting
to know if an affirmative answer would imply Gaboriau’s conjecture that the groups
Fk1 ∗Z Fk2 ∗Z ... belong to MEleq(F2).
5◦ It has been conjectured by Peterson and Thom (see end of Sec. 7 in [PeT10])
that if two amenable von Neumann subalgebras B1, B2 of the free group factor
L(F2) have diffuse intersection, then B1 ∨ B2 should follow amenable. There has
been an accumulation of evidence towards this fact being true (e.g., [P81], [Ju06],
[Pe07]). For us here, this would imply that if Γ ∈W∗leq(F2) is generated by amenable
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subgroups Γ1,Γ2 ⊂ Γ with H = Γ1 ∩ Γ2 infinite, then Γ must be amenable. Thus,
if Γ = Γ1 ∗H Γ2 then Γ 6∈ W∗leq(F2), unless either H is finite, or [Γ1 : H] ≤ 2, [Γ2 :
H] ≤ 2. In particular, VC(L(F∞)) should not contain such groups either.
6◦ We expect that VC(R) is equal to VC(L(F∞)). This fact suggests various new
statements in deformation-rigidity for factors arising from Bernoulli actions. For
instance, it should be possible to prove that if a group Γ does not have Haagerup
property, or if it has an infinite amenable subgroup with non-amenable normalizer,
then some of the W∗-rigidity results in [P01a], [P03], [P06a] should be true. Com-
bining this conjecture with the Peterson-Thom conjecture and remark 5◦ above,
this also suggests that VC(R) doesn’t contain any non-amenable group Γ that can
be generated by amenable subgroups Γ1,Γ2 with H = Γ1∩Γ2 infinite (in particular
Γ = Γ1 ∗H Γ2). But the obstruction in this case should be of a completely different
nature. The II1 factors arising from Bernoulli actions of such groups (and more
generally from non-amenable groups Γ generated by n ≥ 2 amenable groups with
infinite intersection) may actually have additional W∗-rigidity properties, providing
a new class of factors on which deformation-rigidity techniques should be tested, in
the spirit of ([P01a], [P03], [P06a], [IPeP05], [PV12]).
7◦ Note that the W ∗-algebra version of von Neumann’s conjecture on whether
any non-amenable group Λ contains a copy of F2, amounts to whether for any non-
amenable Λ one has F2 ≤W∗ Λ. Note also that by the Gaboriau-Lyons result in
[GL07] one indeed has F2 ≤W∗ Z ≀ Λ for any non-amenable Λ, while by [OP07] it
follows that if Z ≀ Λ ≤
W∗
F2 then Λ must be amenable.
5. A related characterization of amenability
We prove in this section that the “normalization” property for cocycle Γ-actions
in Theorem 2.1 can only be true when the group Γ is amenable. More precisely, for
any non-amenable Γ we exhibit examples of embeddings Γ ⊂ Out(L(F∞)) which
admit no lifting to Aut(L(F∞)) that normalizes a hyperfinite subfactor of L(F∞).
5.1. Theorem. Let Γ be a countable group and Γ yσ L(FΓ) the action imple-
mented by the translation from the left by elements h ∈ Γ on the set {ag}g∈Γ of
generators of the free group FΓ. Let M = L(FΓ) ⋊ Γ with {Ug | g ∈ Γ} ⊂ M the
canonical unitaries implementing σ. The following conditions are equivalent:
(a) Γ is amenable.
(b) L(FΓ) contains a hyperfinite subfactor R with R
′ ∩M = C for which there
exist {wg}g∈Γ ⊂ U(L(FΓ)) with the property that U ′g = wgUg, g ∈ Γ, normalize R,
implement a free Γ-action on it and satisfy U ′gU
′
h = U
′
gh, ∀g, h ∈ Γ.
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(c) L(FΓ) contains a diffuse AFD von Neumann subalgebra B for which there
exist {wg}g∈Γ ⊂ U(L(FΓ)) with the property that Ad(wg) ◦ σg normalize B, ∀g.
Proof. By Theorem 2.2 we have (a)⇒ (b), while (b)⇒ (c) is trivial.
To see that (c) ⇒ (a), note first that one has a natural identification between
M = L(FΓ) ⋊σ Γ and L(Γ) ∗ L(Z). Then note that by [OP07], the von Neumann
algebra B1 generated by the normalizer of B in L(FΓ) then B1 is amenable, thus
AFD by [C75]. As in part (b), denote U ′g = wgUg ∈ M , g ∈ Γ. Note that
{U ′g}g normalize B1 and implement a cocycle action of Γ on B1, i.e., one has
U ′gh(U
′
gU
′
h)
−1 ∈ B1, ∀g, h ∈ Γ.
We first show that Γ non-amenable implies P = B1 ∨ {U ′g | g ∈ Γ} is non-
amenable. We will prove this by contradiction, by showing that if P is amenable,
then Γ follows amenable.
To see this, let P ⊂ 〈P, eB1〉 be the basic construction for B1 ⊂ P and note that
fg := U
′
geBU
′
g
∗ ∈ 〈P, eB〉, g ∈ Γ, are mutually orthogonal projections summing up
to 1 and generating an atomic abelian von Neumann subalgebra A ⊂ 〈P, eB1〉 natu-
rally isomorphic to ℓ∞Γ. Moreover, {Ad(U ′g)}g normalizes A ≃ ℓ
∞Γ implementing
on it the Γ-action by left translation. If P is amenable then there exists a state ϕ on
B(L2P ) that has P in its centralizer. Then ψ = ϕ|A is a state on A ≃ ℓ
∞Γ that’s
invariant to {AdU ′g}g, i.e., to left translations by Γ, showing that Γ is amenable.
Now, if P ⊂M ≃ L(Γ)∗L(Z) is non-amenable, then by (Corollary 1.7 in [I13]) it
follows that P ≺M L(Γ), in particular B ≺M L(Γ). But by applying (Corollary 2.3
in [P03]), it is trivial to see that L(FΓ) (an algebra on which {Ug}g∈Γ acts) has no
diffuse von Neumann subalgebra that can be subordinated ≺M to L(Γ) = {Ug}
′′
g ,
a contradiction. 
5.2. Theorem. Let Γ be a countable group with a set of generators S ⊂ Γ and
corresponding surjective morphism π : FS → Γ, with kernel kerπ ≃ F∞. Let
L(F∞) = N ⊂ M = L(FS) be the associated irreducible, regular inclusion of free
group factors, which satisfies NM (N)/U(N) ≃ Γ, and denote by Γ yσpi N the
corresponding cocycle Γ-action. The following conditions are equivalent:
(a) Γ is amenable.
(b) N contains a hyperfinite subfactor R ⊂ N with R′ ∩ M = C for which
there exist {wg}g ⊂ U(N) with the property that U
′
g = wgUg, g ∈ Γ, normalize R,
implement a free action on it, and satisfy U ′gU
′
h = U
′
gh, ∀g, h ∈ Γ.
(c) N contains a diffuse AFD von Neumann subalgebra B such that ∀g ∈ Γ,
∃wg ∈ U(N) with the property that Adwg ◦ σg normalizes B.
Proof. Theorem 2.2 shows that (a)⇒ (b) and (b) ⇒ (c) is trivial. If (c) holds but
we assume Γ is non-amenable, then by (Theorem 3.2.4 in [P86]; see also the direct
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argument in the proof of Theorem 5.2 above) the von Neumann algebra generated
by B and its normalizer in M = L(FS) is non-amenable, contradicting the strong
solidity of the free group factors ([OP07]). 
5.3. Remark. The dichotomy amenable/non-amenable in the above results can
probably be extended to cover the converse to Theorem 2.10 as well. Thus, it
should be true that if G is a non-amenable standard λ-lattice, then there exists an
extremal inclusion of separable II1 factors N ⊂ M with standard invariant equal
to G in which one cannot embed with non-degenerate strongly smooth commuting
squares any inclusion of hyperfinite II1 factors Q ⊂ R (as before, strongly smooth
commuting square inclusion (Q ⊂ R) ⊂ (N ⊂ M) means that it is non-degenerate
and satisfies Q′ ∩Rn = Q
′ ∩Mn = N
′ ∩Mn, R
′ ∩Rn = R
′ ∩Mn =M
′ ∩Mn, ∀n).
Similarly, it should be true that if G is a non-amenable countable rigid C∗-tensor
category, then G admits an action (by endomorhisms) on a II∞ factorM∞ which has
no hyperfinite II∞ subfactors R
∞ with normal expectation that are left invariant
by G (modulo inner perturbations) and on which G acts outerly as a C∗-tensor
category.
In both statements, the obvious candidate for a proof is the canonical inclusion
NG(L(F∞)) ⊂ M
G(L(F∞)), from ([P94a]), which has L(F∞) as “initial data” and
G as standard invariant. Note that the resulting factors N = NG(L(F∞)),M =
MG(L(F∞)) were in fact shown to be isomorphic to L(F∞) in ([PS01]). If one
assumes by contradiction that there does exist a hyperfinite inclusion Q ⊂ R with
G as standard invariant and which can be embedded with strongly smooth com-
muting square into N ⊂ M and one takes the associated SE inclusions, then de-
formation/rigidity arguments in the style of the proofs of 5.1 and 5.2 above should
contradict the non-amenability of G. A study case is when G is the Temperley-Lieb-
Jones λ-lattice Gλ of index λ−1 > 4. One difficulty in proving such a result is that
so far (relative) strong solidity results can only say something about normalizers
of diffuse AFD von Neumann subalgebras, while in the case of an acting standard
λ-lattice G (or of an acting rigid C∗-tensor category) one generally has to deal with
quasi-normalizers (see [BHV15] for related results).
6. Vanishing cohomology and Connes Embedding conjecture
In this section, we’ll show that Connes Approximate Embedding (CAE) conjec-
ture for factors of the form R ⋊ Γ can be reformulated as a vanishing cohomology
problem for a certain cocycle action of Γ. Thus, let ω be an (arbitrary) non-principal
ultrafilter on N and denote by Rω the corresponding ω-ultrapower II1 factor, with
R ⊂ Rω viewed as constant sequences.
6.1. Proposition. 1◦ Rω := R
′ ∩ Rω is a II1 factor whose centralizer in Rω is
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equal to R, i.e., R′ω ∩R
ω = R.
2◦ Given any θ ∈ Aut(R) there exists a unitary element Uθ ∈ NRω (R) such that
Ad(Uθ)|R = θ. If U
′
θ ∈ NRω (R) is another unitary satisfying Ad(U
′
θ)|R = θ, then
U ′θ = vUθ = Uθv
′ for some v, v′ ∈ U(Rω). Moreover, if U ∈ NRω (R) and one
denotes θ = Ad(U)|R ∈ Aut(R), then U ∈ U(Rω)Uθ.
3◦ If θ, Uθ are as in 2
◦ above, then Ad(Uθ)|Rω implements an element θω ∈
Out(Rω) and an element θ˜ω = Ad(Uθ)|R∨Rω ∈ Out(R ∨ Rω), with θ ∈ Aut(R)
outer iff θω outer and iff θ˜ω outer.
4◦ The application Out(R) ∋ θ 7→ θ˜ω ∈ Out(R∨Rω) is a 1 to 1 group morphism
whose image has trivial scalar 3-cocycle, with corresponding cocycle crossed product
II1 factor (R ∨ Rω) ⋊ Out(R) equal to the von Neumann algebra generated in Rω
by R ∨Rω and {Uθ | θ ∈ Aut(R)} (thus equal to NRω (R)′′ as well).
5◦ Any free action Γyσ R gives rise to a free cocycle action σ˜ω of Γ on R∨Rω, by
σ˜ω(g) = Ad(Uσ(g))|R∨Rω , g ∈ Γ, with corresponding 2-cocycle v
σ
ω : Γ× Γ→ U(Rω).
Proof. 1◦ This is a particular case of (Theorem 2.1 in [P13]).
2◦ This is well known (see e.g., [C74]) and is due to the fact that any automor-
phism of R is approximately inner.
3◦ Since Uθ normalizes R, it also normalizes its relative commutant R
′∩Rω = Rω,
and therefore R∨Rω as well. If the automorphism θω it implements on Rω is inner,
say implemented by some v ∈ U(Rω), then v∗Uθ ∈ R′ω ∩ R
ω = R, implying that
Ad(Uθ) is inner on R, i.e., θ is inner. Similarly, if Ad(Uθ) is inner on R, then it
is inner on Rω. Since R ∨ Rω ≃ R⊗Rω with Ad(Uθ) splitting as a tensor product
of its restrictions to R,Rω, one also has that this automorphism is inner iff both
restrictions are inner.
4◦ The II1 factor R∨Rω has trivial relative commutant in Rω and so if we denote
by N the unitaries in its normalizer that leave R (and thus also Rω) invariant, then
G = N /U(R)U(Rω) is a discrete group implementing a cocycle action on R ∨ Rω,
with (R ∨ Rω) ∨ N ≃ (R ∨ Rω) ⋊ G. Also, from the construction of the map
of Aut(R) ∋ θ 7→ Uθ ∈ N and part 3◦, we see that this map implements an
isomorphism Out(R) ≃ G.
5◦ This part is trivial from 3◦ above. 
6.2. Definition. A II1 factor M (respectively a group Γ) has the CAE property if
it can be embedded into Rω (respectively into the unitary group of Rω). Note that
by a result in [R06], Γ has a faithful representation into U(Rω) iff Rω contains a
copy of the left regular representation of Γ, equivalently L(Γ) →֒ Rω. Thus, Γ has
the CAE property iff L(Γ) has the CAE property.
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6.3. Theorem. Let Γ yσ R be a free action of a countable group Γ on the
hyperfinite II1 factor R. The II1 factor R⋊σ Γ has the CAE property if and only if
the U(Rω)-valued 2-cocycle vσω vanishes, i.e., iff there exist unitary elements {Ug |
g ∈ Γ} ⊂ NRω (R) that implement σ on R and satisfy UgUh = Ugh, ∀g, h ∈ Γ.
Proof. Let M = R ⋊σ Γ with {Ug | g ∈ Γ} denoting the canonical unitaries
implementing σ. If M is embeddable into Rω, then by using the fact that any
two copies of the hyperfinite II1 factor in R
ω are conjugated by a unitary element
in Rω, it follows that we may assume the hyperfinite subfactor R in M = R ⋊ Γ
coincides with the algebra of constant sequences in Rω, with the action σ on it
being implemented by {Ug}g ⊂M ⊂ R
ω. By Proposition 6.1.5◦ above, this means
the 2-cocycle vσω vanishes.
Conversely, if vσω vanishes, then we clearly have R⋊σ Γ →֒ R
ω. 
6.4. Corollary. Let Γ be a countable group and Γyσ R⊗Γ the non-commutative
Bernoulli Γ-action with base R. Let H be an ICC amenable group (such as the group
S∞ of finitely supported permutations of N, or the lamp-lighter group Z/2Z ≀ Z).
Then H ≀ Γ is a CAE group iff vσω vanishes.
6.5. Remarks. 1◦ It has been shown in [HaS16] that if two groups H,Γ are sofic,
then their wreath product H ≀ Γ is sofic as well, so in particular it is CAE. Taking
H to be an (arbitrary) amenable ICC group H, for which by Connes Theorem one
has L(H) ≃ R, it follows that the crossed product II1 factor R ⋊σ Γ = L(H ≀ Γ) is
CAE, where Γyσ R⊗Γ ≃ R is the non-commutative Bernoulli Γ-action with base
≃ R as in 6.4. Thus, the corresponding cocycle vσω vanishes. Equivalently, one can
choose Uσ(g) ∈ NRω (R) so that to be a representation of Γ. One can in fact show
that these unitaries can be taken so that to also normalize the ultrapower of the
Cartan subalgebra, i.e., {Ug}g ⊂ NRω (R) ∩ NRω (Dω), where D = D
⊗Γ
0 , D0 being
the Cartan subalgebra of the base.
2◦ Given any Γ ∈ VC, the wreath product group S∞ ≀Γ is CAE by Corollary 6.4
above, and thus Γ is a CAE group. However, one already knows this, since we have
seen in Section 4 that VC is contained in W∗leq(F2), and L(F2) →֒ R
ω. But while
the class VC has a lot of restrictions on it (cf. Sections 3 and 4 in this paper), the
class of CAE groups is manifestly huge, in fact it may well be that all groups are
CAE.
3◦ Part 4◦ of Proposition 6.1 above naturally leads to the following:
6.6. Problem. Does the cocycle action θ 7→ π(θ)
def
= θ˜ω of Out(R) on R∨Rω have
vanishing 2-cohomology? Can π be perturbed by inner automorphisms to a genuine
action? Is it true that H2(Out(R)) = 1 ?
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Due to its “huge size” and properties (e.g., all torsion free elements are conju-
gate in Out(R), by [C74]), one should have H3(Out(R)) = 1. If this is the case,
then perturbing the cocycle action π by inner automorphisms to a genuine action
would be equivalent to untwisting its 2-cocyle. If the CAE conjecture turns out to
hold true, then Theorem 6.3 implies that the restriction of π above to any count-
able subgroup Γ ⊂ Out(R) that implements a genuine action on R has vanishing
cohomology.
Nevertheless, even if this is the case, the entire cocyle action π cannot probably
be untwisted to a genuine action. One way to prove this would be to show that its
restriction to a certain countable subgroup cannot be untwisted. This amounts to
saying that some free cocycle action (θ, vθ) of a countable group Γ on R cannot be
untwisted when viewed as an action on R∨Rω. So to start with, this means (θ, vθ)
cannot be untwisted as a cocycle action on R.
But the only exemples of cocycle actions (θ, vθ) on R that we know to be “un-
twistable” are the ones provided by Theorem 3.2, which are amplifications (σt, vt) of
the Bernoulli Γ-actions Γyσ R⊗Γ (as defined in [P01a]). But if π can be untwisted
on σ(Γ), then all these cocycle actions can actually be untwisted on R∨Rω. Indeed,
this is because any countable subgroup in the normalizer of R ∨ Rω in Rω has a
“huge” non-separable type II1 fixed point algebra. As noted in [P01a], if a genuine
action has II1 fixed point algebra, then all its amplifications can be untwisted.
Thus, if π can be untwisted when restricted to σ(Γ) ⊂ Out(R) then it can also be
untwisted when restricted to σt(Γ) ⊂ Out(R).
All this shows that the Problem 6.6. may lead to some interesting logic-related
considerations, especially when taken together with the CAE conjecture.
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