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Abstract
In this paper we use the penalty approach in order to study constrained minimization problems in a
Banach space with nonsmooth nonconvex mixed constraints. A penalty function is said to have the ex-
act penalty property [J.-B. Hiriart-Urruty, C. Lemarechal, Convex Analysis and Minimization Algorithms,
Springer, Berlin, 1993] if there is a penalty coefficient for which a solution of an unconstrained penal-
ized problem is a solution of the corresponding constrained problem. In this paper we establish sufficient
conditions for the exact penalty property.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Penalty methods are an important and useful tool in constrained optimization [1,3,4,6,7]. In
this paper we use the penalty approach in order to study constrained minimization problems with
nonconvex nonsmooth mixed constraints. A penalty function is said to have the exact penalty
property [3] if there is a penalty coefficient for which a solution of an unconstrained penalized
problem is a solution of the corresponding constrained problem. In this paper we establish suf-
ficient conditions for the exact penalty property. In [9] we study three constrained nonconvex
minimization problems with Lipschitzian (on bounded sets) cost functions. The first problem is
an equality-constrained problem in a Banach space with a locally Lipschitzian constraint func-
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Lipschitzian constraint function and the third problem is the problem in a finite-dimensional
space with mixed constraints and smooth constraint functions. In [9] we establish a very simple
sufficient condition for the exact penalty property. In this paper we establish a generalization
of the main results of [9] for a problem in an infinite-dimensional Banach space with mixed
constraints and locally Lipschitzian constraint functions.
Let (X,‖ · ‖) be a Banach space and (X∗,‖ · ‖∗) be its dual space. For each x ∈ X and each
r > 0 set
B(x, r) = {y ∈ X: ‖x − y‖ r}.
Assume that f :U → R1 is a Lipschitzian function which is defined on a nonempty open set
U ⊂ X. For each x ∈ U let
f 0(x,h) = lim sup
t→0+, y→x
[
f (y + th)− f (y)]/t, h ∈ X,
be the Clarke generalized directional derivative of f at the point x [1], let
∂f (x) = {l ∈ X∗: f 0(x,h) l(h) for all h ∈ X}
be Clarke’s generalized gradient of f at x [1] and set
Ξf (x) = inf
{
f 0(x,h): h ∈ X and ‖h‖ 1} [8].
A point x ∈ U is called a critical point of f if 0 ∈ ∂f (x). A real number c ∈ R1 is called a
critical value of f if there is a critical point x ∈ U of f such that f (x) = c.
In [9] we consider the constrained problems
f (x) → min subject to x ∈ g−1(c)
and
f (x) → min subject to x ∈ g−1((−∞, c]),
where c is a real number, f :X → R1 is a function which is Lipschitzian on all bounded subsets
of X and which satisfies the following growth condition:
lim‖x‖→∞f (x) = ∞
and g :X → R1 is a locally Lipschitzian function which satisfies the following Palais–Smale
(P–S) condition [5,8]:
If {xi}∞i=1 ⊂ X, the sequence {g(xi)}∞i=1 is bounded and if
lim inf
i→∞ Ξg(xi) 0,
then there is a norm convergent subsequence of {xi}∞i=1.
The Palais–Smale condition for differentiable functions was introduced in [5]. Its version for
Lipschitzian functions was given in [8]. This condition is very useful when we consider problems
in infinite-dimensional Banach spaces whose bounded subsets are not compact.
We show in [9] that the constrained problems given above have the exact penalty property if
c is not a critical value of g. In order to generalize this result for a constrained problem with
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F :X → Rn and a version of (P–S) condition for F .
Assume that n is a natural number, U is a nonempty open subset of X and F =
(f1, . . . , fn) :U → Rn is a locally Lipschitzian mapping.
Let κ ∈ (0,1). For each x ∈ U set
ΞF,κ(x) = inf
{∥∥∥∥∥
n∑
i=1
(αi1ηi1 − αi2ηi2)
∥∥∥∥∥: ηi1, ηi2 ∈ ∂fi(x), αi1, αi2 ∈ [0,1], i = 1, . . . , n,
and there is j ∈ {1, . . . , n} such that αj1αj2 = 0, |αj1| + |αj2| κ
}
. (1.1)
It is known [1, Chapter 2, Section 2.3] that for each x ∈ U and i = 1, . . . , n,
∂(−fi)(x) = −∂fi(x). (1.2)
This equality implies that
Ξ−F,κ(x) = ΞF,κ(x) for each x ∈ U. (1.3)
In the sequel we assume that U = X.
A point x ∈ X is called a critical point of F with respect to κ if ΞF,κ(x) = 0.
A vector c = (c1, . . . , cn) ∈ Rn is called a critical value of F with respect to κ if there is a
critical point x ∈ X of F with respect to κ such that F(x) = c.
Remark 1.1. Let n = 1. Then x ∈ X is a critical point of F with respect to κ if and only if
0 ∈ ∂F (x). Therefore x is a critical point of F in our sense if and only if x is a critical point of
F in the sense of [8,9]. It is clear that in this case the notion of a critical point does not depend
on κ .
Remark 1.2. Assume that fi ∈ C1, i = 1, . . . , n, and Dfi(x) is the Fréchet derivative of fi at
x ∈ X, i = 1, . . . , n. If x ∈ X is a critical point of F with respect to κ , then Dfi(x), i = 1, . . . , n,
are linearly dependent.
In the sequel we use the following proposition.
Proposition 1.1. Assume that {xk}∞k=1 ⊂ X, x = limk→∞ xk in the norm topology and
lim inf
k→∞ ΞF,κ(xk) = 0.
Then ΞF,κ(x) = 0.
Proof. We may assume without loss of generality that
lim
k→∞ΞF,κ(xk) = 0.
For each integer k  1 and each i ∈ {1, . . . , n} there exist
α
(k)
i1 , α
(k)
i2 ∈ [0,1], η(k)i1 , η(k)i2 ∈ ∂fi(xk)
and jk ∈ {1, . . . , n} such that
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(k)
jk1α
(k)
jk2 = 0,
∣∣α(k)jk1∣∣+ ∣∣α(k)jk2∣∣ κ,∥∥∥∥∥
n∑
i=1
(
α
(k)
i1 η
(k)
i1 − α(k)i2 η(k)i2
)∥∥∥∥∥ΞF,κ(xk)+ 1/k. (1.4)
Extracting a subsequence and re-indexing if necessary, we may assume that for each i ∈
{1, . . . , n} there exist
αi1 = lim
k→∞α
(k)
i1 , αi2 = lim
k→∞α
(k)
i2
and jk = j1 for all integers k  1.
Since the unit ball in the space X∗ with the weak-star topology is compact there exists
{η11, η12, . . . , ηi1, ηi2, . . . , ηn1, ηn2} ∈ (X∗)2n
which is a cluster point of{
η
(k)
11 , η
(k)
12 , . . . , η
(k)
i1 , η
(k)
i2 , . . . , η
(k)
n1 , η
(k)
n2
}∞
k=1 ∈ (X∗)2n
in the weak-star topology. By the upper semicontinuity of the Clarke generalized directional
derivative f 0i (ξ, η) with respect to ξ ,
ηi1, ηi2 ∈ ∂fi(x), i = 1, . . . , n.
We will show that
∑n
i=1(αi1ηi1 − αi2ηi2) = 0. Let  > 0 and let l ∈ X∗ satisfy ‖l‖∗  1.
There exists a natural number k such that
1/k < /8, ΞF,κ(xk) < /8,∣∣α(k)ij − αij ∣∣|ηij | < (8n)−1 and ∣∣l(ηij − η(k)ij )∣∣< (8n)−1
for i = 1, . . . , n and j = 1,2.
Together with (1.4) these relations imply that∣∣∣∣∣l
(
n∑
i=1
(αi1ηi1 − αi2ηi2)
)∣∣∣∣∣

∣∣∣∣∣l
(
n∑
i=1
(
α
(k)
i1 η
(k)
i1 − α(k)i2 η(k)i2
))∣∣∣∣∣+
∣∣∣∣∣l
(
n∑
i=1
(
αi1ηi1 − α(k)i1 η(k)i1
))∣∣∣∣∣
+
∣∣∣∣∣l
(
n∑
i=1
(
αi2ηi2 − α(k)i2 η(k)i2
))∣∣∣∣∣
ΞF,κ(xk)+ 1/k +
n∑
i=1
(
α
(k)
i1
∣∣l(ηi1 − η(k)i1 )∣∣)+
n∑
i=1
∣∣αi1 − α(k)i1 ∣∣‖ηi1‖
+
n∑
i=1
(
α
(k)
i2
∣∣l(ηi2 − η(k)i2 )∣∣)+
n∑
i=1
∣∣αi2 − α(k)i2 ∣∣‖ηi2‖ < .
Since l is an arbitrary element of X∗ satisfying ‖l‖∗  1 and  is an arbitrary positive number,
we conclude that
∑n
i=1(αi1ηi1 − αi2ηi2) = 0. Proposition 1.1 is proved. 
Let M be a nonempty subset of X. We say that the mapping F : X → Rn satisfies Palais–
Smale (P–S) condition on M with respect to κ if for each norm-bounded sequence {xi}∞ ⊂ Mi=1
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quence of {xi}∞i=1 in X in the norm topology.
2. Main results
We use the notation and definitions introduced in the previous section.
For each function h :X → R1 and each nonempty set A ⊂ X put
inf(h) = inf{h(z): z ∈ X}, inf(h;A) = inf{h(z): z ∈ A}.
For each x ∈ X and each B ⊂ X put
d(x,B) = inf{‖x − y‖: y ∈ B}.
We assume that the sum over an empty set is zero.
Let φ : [0,∞) → [0,∞) be an increasing function such that
lim
t→∞φ(t) = ∞ (2.1)
and a¯ be a positive number.
Denote byM the set of all continuous functions h :X → R1 such that
h(x) φ
(‖x‖)− a¯ for all x ∈ X. (2.2)
We equip the set M with the uniformity determined by the following base:
E(M,q, ) = {(f, g) ∈M×M: ∣∣f (x)− g(x)∣∣  for all x ∈ B(0,M)}
∩ {(f, g) ∈M×M: ∣∣(f − g)(x)− (f − g)(y)∣∣ q‖x − y‖
for each x, y ∈ B(0,M)}, (2.3)
where M,q,  are positive numbers. It is not difficult to see that this uniform space is metrizable
and complete.
Let n be a natural number, G = (g1, . . . , gn) :X → R1 be a locally Lipschitzian mapping and
let c = (c1, . . . , cn) ∈ Rn.
Assume that an integer p satisfies 0 p  n and put
I1 = {i is an integer: 1 i  p}, I2 = {i is an integer: p < i  n}. (2.4)
(Note that one of the sets I1, I2 may be empty.)
Set
A = {x ∈ X: gi(x) = ci, i ∈ I1; gj (x) cj , j ∈ I2}. (2.5)
We assume that A 	= ∅.
In this paper we consider the following constrained minimization problem:
f (x) → min subject to x ∈ A, (P)
where f ∈M.
For each f ∈M we associate with problem (P) the corresponding family of unconstrained
minimization problems
f (x)+
∑
λi
∣∣gi(x)− ci∣∣+∑λi max{gi(x)− ci,0}→ min, x ∈ X, (Pλ)i∈I1 i∈I2
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For each κ ∈ (0,1) set
Ωκ =
{
x = (x1, . . . , xn) ∈ Rn: xi  κ, i = 1, . . . , n, max
i=1,...,n
xi = 1
}
. (2.6)
Assume that f0 ∈M is Lipschitzian on all bounded subsets of X.
Fix θ ∈ A. In view of (2.1) there exists a number M0 such that
M0 > 2 + ‖θ‖, φ(M0 − 2) > f0(θ)+ a¯ + 4. (2.7)
Fix κ ∈ (0,1). In this paper we use the following assumptions.
(A1) If x ∈ A, I1 ⊂ {i1, . . . , iq} ⊂ {i ∈ {1, . . . , n}: fi(x) = ci} where the sequence {i1, . . . , iq} is
strictly increasing and if x is a critical point of the mapping (fi1, . . . , fiq ) :X → Rq with
respect to κ , then f0(x) > inf(f0;A).
(A2) There is γ∗ > 0 such that for each finite strictly increasing sequence of natural numbers
{i1, . . . , iq} which satisfies
I1 ⊂ {i1, . . . , iq} ⊂ {1, . . . , n}
the mapping (gi1 , . . . , giq ) :X → Rq satisfies (P–S) condition on the set⋂
j∈I1
(
g−1j
([cj − γ∗, cj + γ∗])) ⋂
j∈{i1,...,iq }\I1
(
g−1j
([cj , cj + γ∗]))
with respect to κ .
In this paper we show that if assumptions (A1) and (A2) hold, then the problem (P) has exact
penalty property for all objective functions f which belong to a certain neighborhood U of f0 in
M with an exact penalty which depends only on f0. It should be mentioned that in [9] we use
assumptions which are stronger than (A1) and (A2). Namely, we assume in [9] that the Palais–
Smale condition holds on the whole space X (see (A2)) and that the set A does not contain a
critical point of a constraint function. Here A can contain a critical point of constraint mappings
but this point is not a solution of the constrained problem.
The next theorem is our main result.
Theorem 2.1. Let (A1), (A2) hold and let q > 0. Then there exist positive numbers Λ0,Λ1, r
such that for each  > 0 there exists δ ∈ (0, ) such that the following assertion holds:
If f ∈M satisfies
(f,f0) ∈ E(M0, q, r),
γ = (γ1, . . . , γn) ∈ Ωκ, λΛ0
and if x ∈ X satisfies
f (x)+
∑
i∈I1
λγi
∣∣gi(x)− ci∣∣+∑
i∈I2
λγi max
{
gi(x)− ci,0
}
 inf
{
f (z) +
∑
λγi
∣∣gi(z)− ci∣∣+∑λγi max{gi(z)− ci,0}: z ∈ X
}
+ δ,
i∈I1 i∈I2
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‖x − y‖ , f (y) inf(f ;A)+Λ1.
Theorem 2.1 implies the following result.
Theorem 2.2. Let (A1), (A2) hold and let q > 0. Then there exist positive numbers Λ0, r such
that for each f ∈M satisfying
(f,f0) ∈ E(M0, q, r),
γ = (γ1, . . . , γn) ∈ Ωκ, λΛ0
and each sequence {xk}∞k=1 ⊂ X which satisfies
lim
k→∞
[
f (xk)+
∑
i∈I1
λγi
∣∣gi(xk)− ci∣∣+∑
i∈I2
λγi max
{
gi(xk)− ci,0
}]
= inf
{
f (z) +
∑
i∈I1
λγi
∣∣gi(z)− ci∣∣+∑
i∈I2
λγi max
{
gi(z)− ci,0
}
: z ∈ X
}
,
there exists a sequence {yk}∞k=1 ⊂ A such that
lim
k→∞f (yk) = inf(f ;A), limk→∞‖yk − xk‖ = 0.
Corollary 2.1. Let (A1), (A2) hold and let q > 0. Then there exists a positive number Λ0 such
that if f ∈M satisfies
(f,f0) ∈ E(M0, q, r),
γ = (γ1, . . . , γn) ∈ Ωκ, λΛ0
and if x ∈ X satisfies
f (x)+
∑
i∈I1
λγi
∣∣gi(x)− ci∣∣+∑
i∈I2
λγi max
{
gi(x)− ci,0
}
= inf
{
f (z) +
∑
i∈I1
λγi
∣∣gi(z)− ci∣∣+∑
i∈I2
λγi max
{
gi(z)− ci,0
}
: z ∈ X
}
,
then x ∈ A and f (x) = inf(f ;A).
Corollary 2.1 follows from Theorem 2.2. Theorem 2.2 also implies the following result.
Theorem 2.3. Let (A1), (A2) hold, x¯ ∈ A and let the following conditions hold:
f0(x¯) = inf(f0;A);
if {xi}∞i=0 ⊂ A satisfies limi→∞ f0(xi) = inf(f0;A), then limi→∞ ‖xi − x¯‖ = 0.
Then there exists a positive number Λ0 such that for each
γ = (γ1, . . . , γn) ∈ Ωκ, λΛ0,
x¯ ∈ X is a unique solution of the minimization problem
f0(z)+
∑
i∈I1
λγi
∣∣gi(z)− ci∣∣+∑
i∈I2
λγi max
{
gi(z)− ci,0
}→ min, z ∈ X.
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For each f ∈M and each λ = (λ1, . . . , λn) ∈ (0,∞)n define a function
ψf,λ(x) = f (x)+
∑
i∈I1
λi
∣∣gi(x)− ci∣∣+∑
i∈I2
λi max
{
gi(x)− ci,0
}
, x ∈ X. (3.1)
Clearly, the function ψf,λ ∈M for each f ∈M and each λ = (λ1, . . . , λn) ∈ (0,∞)n.
We show that there exist positive numbers Λ0, r such that the following property holds:
(P1) For each  > 0 there exists δ ∈ (0, ) such that for each f ∈M satisfying
(f,f0) ∈ E(M0, q, r),
each γ = (γ1, . . . , γn) ∈ Ωκ , each λΛ0 and each x ∈ X satisfying
ψf,λγ (x) inf(ψf,λγ )+ δ
there is y ∈ A for which ‖y − x‖ .
Let us assume the converse. Then for each natural number k there exist
k ∈ (0,1), fk ∈M, γ (k) = (γ (k)1 , . . . , γ (k)n ) ∈ Ωκ,
λk  k and xk ∈ X (3.2)
such that
(f0, fk) ∈ E
(
M0, q, k
−1), (3.3)
ψfk,λkγ (k) (xk) inf(ψfk,λkγ (k) )+
(
2k2
)−1
k, (3.4)
d(xk,A) k. (3.5)
Since f0 is Lipschitz on bounded subsets of X there exists a number L0 > 0 such that∣∣f0(z1)− f0(z2)∣∣ L0‖z1 − z2‖ for each z1, z2 ∈ B(0,M0). (3.6)
Let k be a natural number. It follows from (3.4) and Ekeland’s variational principle [2] that
there is yk ∈ X such that
ψfk,λkγ (k) (yk)ψfk,λkγ (k) (xk), (3.7)
‖yk − xk‖ 2−1k−1k, (3.8)
ψfk,λkγ (k) (yk)ψfk,λkγ (k) (z)+ k−1‖z − yk‖ for all z ∈ X. (3.9)
By (3.5) and (3.8),
yk /∈ A for all natural numbers k. (3.10)
For each natural number k set
I1k+ =
{
i ∈ I1: gi(yk) > ci
}
, I1k− =
{
i ∈ I1: gi(yk) < ci
}
,
I2k+ =
{
i ∈ I2: gi(yk) > ci
}
, I2k− =
{
i ∈ I2: gi(yk) < ci
}
. (3.11)
By (3.10), (2.5),
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Extracting a subsequence and re-indexing, we may assume without loss of generality that for all
natural numbers k,
I1k+ = I11+, I1k− = I11−, I2k+ = I21+. (3.13)
Set
I11 = I1 \ (I11+ ∪ I11−), I21 = I2 \ (I21+ ∪ I21−), I = {1, . . . , n} \ I2k−. (3.14)
We show that ‖yk‖M0 − 2 for all natural numbers k. In view of (3.2), (2.2), (3.1), (3.7), (3.4),
(2.5) and the inclusion θ ∈ A for all natural numbers k,
φ
(‖yk‖)− a¯  fk(yk)ψfk,λkγ (k) (yk)ψfk,λkγ (k) (xk)
 inf(ψfk,λkγ (k) )+
(
2k2
)−1  inf(ψfk,λkγ (k);A)+ (2k2)−1
= inf(fk;A)+
(
2k2
)−1  fk(θ)+ (2k2)−1.
Combined with (2.7), (3.3) and (2.3) this relation implies that for all natural numbers k,
φ
(‖yk‖) a¯ + (2k2)−1 + fk(θ) a¯ + (2k2)−1 + f0(θ)+ k−1.
In view of this inequality and the choice of M0 (see (2.7)),
‖yk‖M0 − 2 for all natural numbers k. (3.15)
It follows from (3.15), (3.3), (2.3) that
∂fk(yk) ⊂ ∂f0(yk)+ q
{
l ∈ X∗: ‖l‖∗  1
}
for all natural numbers k. (3.16)
We show that
lim
k→∞
(
inf(fk;A)
)= inf(f0;A). (3.17)
Let k  1 be an integer. In view of (2.7), (2.3), (3.3) and the inclusion θ ∈ A,∣∣fk(θ)− f0(θ)∣∣ 1/k (3.18)
and
inf(fk;A) fk(θ) f0(θ)+ 1/k < φ(M0 − 2)− a¯ − 3. (3.19)
By inclusion θ ∈ A and (2.7),
inf(f0;A) f0(θ) < φ(M0 − 2)− a¯ − 4. (3.20)
By (3.19), (3.20), (2.7) and (2.2),
inf(f0;A) = inf
{
f0(z): z ∈ A and ‖z‖M0
}
and
inf(fk;A) = inf
{
fk(z): z ∈ A and ‖z‖M0
}
.
These equalities and (3.3) imply that
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− inf{fk(z): z ∈ A and ‖z‖M0}∣∣ 1/k.
Since this relation holds for all integers k  1, we conclude that (3.17) is true.
It follows from (3.1), (3.12), (3.2), (2.2), (3.7), (3.4), (3.18) and the inclusion θ ∈ A that for
each i ∈ I1, each j ∈ I2 and each integer k  1,
−a¯ + λkγ (k)i
∣∣gi(yk)− ci∣∣,−a¯ + λkγ (k)j max{gj (yk)− cj ,0}
ψfk,λkγ (k) (yk) fk(θ)+
(
2k2
)−1  f0(θ)+ 1/k + (2k2)−1  f0(θ)+ 2.
Combined with (3.2) and (2.6) this relation implies that for each i ∈ I1, each j ∈ I2 \ I21− and
each integer k  1,∣∣gi(yk)− ci∣∣,max{gj (yk)− cj ,0} k−1κ−1(f0(θ)+ 2 + a¯).
Then for all sufficiently large natural numbers k,∣∣gi(yk)− ci∣∣ γ∗, i ∈ I1, (3.21)
0 gi(yk)− ci  γ∗, i ∈ I2 \ I21−. (3.22)
By (3.6) and (3.15),
∂f0(yk) ⊂
{
l ∈ X∗: ‖l‖∗ L0
}
for all integers k  1. (3.23)
Let k  1 be an integer. It follows from (3.11), (3.13) and (3.15) that there exists an open neigh-
borhood V of yk in X such that for each y ∈ V ,
gi(y) > ci, i ∈ I11+, gi(y) < ci, i ∈ I11−,
gi(y) > ci, i ∈ I21+, gi(y) < ci, i ∈ I21−, (3.24)
V ⊂ B(0,M0 − 1). (3.25)
It follows from (3.1), (3.9), (3.3) and (3.25) that for each z ∈ V ,
ψf0,λkγ (k) (yk) = ψfk,λkγ (k) (yk)+ f0(yk)− fk(yk)
ψfk,λkγ (k) (z)+ k−1‖z − yk‖ + f0(yk)− fk(yk)
= ψf0,λkγ (k) (z) − f0(z)+ fk(z)+ k−1‖z − yk‖ + f0(yk)− fk(yk)
= ψf0,λkγ (k) (z) + k−1‖z − yk‖ + (fk − f0)(z) − (fk − f0)(yk)
ψf0,λkγ (k) (z) + k−1‖z − yk‖ + q‖z − yk‖. (3.26)
Clearly the function ψf0,λkγ (k) is locally Lipschitz. Relation (3.26) implies that
0 ∈ ∂ψf0,λkγ (k) (yk)+
(
q + k−1){l ∈ X∗: ‖l‖∗  1}. (3.27)
Relations (3.27), (3.1), (3.11), (3.13), (3.24), (3.14) and the properties of Clarke’s generalized
gradient [1, Chapter 2, Section 2.3] imply that
0 ∈ ∂f0(yk)+
∑
i∈I11+
λkγ
(k)
i ∂gi(yk)−
∑
i∈I11−
λkγ
(k)
i ∂gi(yk)
+
∑(
λkγ
(k)
i
)∪ {α∂gi(yk)+ (α − 1)∂gi(yk): α ∈ [0,1]}
i∈I11
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∑
i∈I21+
λkγ
(k)
i ∂gi(yk)+
∑
i∈I21
(
λkγ
(k)
i
)∪ {α∂gi(yk): α ∈ [0,1]}
+ (q + k−1){l ∈ X∗: ‖l‖∗  1}. (3.28)
It follows from (3.28) that there exists l∗ ∈ X∗ satisfying
‖l∗‖∗  1, (3.29)
l0 ∈ ∂f0(yk), li ∈ ∂gi(yk), i ∈ I11+ ∪ I11− ∪ I21+ ∪ I21,
li1, li2 ∈ ∂gi(yk), i ∈ I11, (3.30)
αi ∈ [0,1], i ∈ I11 ∪ I21 (3.31)
such that
0 = (q + k−1)λ−1k l∗ + λ−1k l0 + ∑
i∈I11+∪I21+
γ
(k)
i li −
∑
i∈I11−
γ
(k)
i li
+
∑
i∈I11
γ
(k)
i
[
αili1 + (αi − 1)li2
]+ ∑
i∈I21
γ
(k)
i αi li .
Together with (3.29), (3.2), (3.30) and (3.23) this equality implies that∥∥∥∥ ∑
i∈I11+∪I21+
γ
(k)
i li −
∑
i∈I11−
γ
(k)
i li +
∑
i∈I11
γ
(k)
i
[
αili1 + (αi − 1)li2
]+ ∑
i∈I21
γ
(k)
i αi li
∥∥∥∥

(
λ−1k q
)‖l∗‖∗ + λ−1k ‖l0‖∗ + (kλk)−1‖l∗‖∗  k−1q + k−1L0 + k−2. (3.32)
Set
I˜ = I1 ∪ I21+ ∪ I21. (3.33)
Clearly
{1, . . . , p} = I1 ⊂ I˜ .
There exists a finite strictly increasing sequence of natural numbers i1 < · · · < iq where q  1 is
an integer such that
I˜ = {i1, . . . , iq}. (3.34)
Consider a mapping G = (gi1, . . . , giq ) :X → Rq . By (3.32), (1.1), (3.2), (2.6), (3.31), (3.12) and
(3.13),
ΞG,κ(yk) k−1(q +L0)+ k−2 for each natural number k. (3.35)
It follows from (3.35), (A2), (3.34), (P–S) condition, (3.15), (3.21) and (3.22) that there exists a
subsequence {ykp }∞p=1 of the sequence {yk}∞k=1 which converges to y∗ ∈ X in the norm topology:
lim
p→∞‖ykp − y∗‖ = 0. (3.36)
Together with (3.35) and Proposition 1.1 this equality implies that
ΞG,κ(y∗) = 0. (3.37)
In view of (3.21), (3.22), (3.36), (3.34), (3.33) and (3.11),
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Relations (3.36), (3.15), (3.3), (3.1), (3.7) and (3.17) imply that
f0(y∗) = lim
p→∞f0(ykp ) lim supp→∞
[
fkp(ykp )+ k−1p
]
 lim sup
p→∞
ψ
fkp ,λkp γ
(kp) (ykp )
 lim sup
p→∞
inf(ψ
fkp ,λkp γ
(kp) ) lim sup
p→∞
inf(fkp ;A) = inf(f0;A). (3.39)
Relations (3.37)–(3.39) contradict (A1). The contradiction we have reached proves that there
exist Λ0, r > 0 such that property (P1) holds.
We may assume that r < 1. Since f0 is Lipschitz on bounded subsets of X there is L0 > 0
such that∣∣f0(z1)− f0(z2)∣∣ L0‖z1 − z2‖ for each z1, z2 ∈ B(0,M0). (3.40)
Let  ∈ (0,1) and let δ ∈ (0, ) be as guaranteed by property (P1). Assume that f ∈ M
satisfies
(f,f0) ∈ E(M0, q, r), (3.41)
γ = (γ1, . . . , γn) ∈ Ωκ, λΛ0, (3.42)
x ∈ X satisfies
ψf,λγ (x) inf(ψf,λγ )+ δ. (3.43)
By the choice of Λ0, r and property (P1) there is y ∈ A such that
‖x − y‖ . (3.44)
By (2.2), (3.1), (3.43), the inclusion θ ∈ A, the inequality r < 1 and (2.7),
φ
(‖x‖)− a¯  f (x)ψf,λγ (x) inf(ψf,λγ )+ 1 inf(f ;A)+ 1 f (θ)+ 1
 f0(θ)+ 2.
Together with (2.7) and (3.44) this inequality implies that
‖x‖M0 − 2, ‖y‖M0 − 1. (3.45)
In view of (3.45), (3.40) and (3.41),∣∣f (y)− f (x)∣∣ ∣∣f0(x)− f0(y)∣∣+ ∣∣(f − f0)(x)− (f − f0)(y)∣∣
L0‖x − y‖ + q‖x − y‖.
Together with (3.1), (3.43) and (3.44) this inequality implies that
f (y) f (x)+ (L0 + q)‖x − y‖ inf(ψf,λγ )+  + (L0 + q)
 inf(f ;A)+ (L0 + q + 1).
Theorem 2.1 is proved.
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