Abstract -Cone-beam computed tomography (CBCT) plays an important role in radiation therapy. Statistical iterative reconstruction (SIR) algorithms with specially designed penalty terms provide good performance for low-dose CBCT imaging. Among others, the total variation (TV) penalty is the current state-of-the-art in removing noises and preserving edges, but one of its well-known limitations is its staircase effect. Recently, various penalty terms with higher order differential operators were proposed to replace the TV penalty to avoid the staircase effect, at the cost of slightly blurring object edges. We developed a novel SIR algorithm using a neural network for CBCT reconstruction. We used a data-driven method to learn the "potential regularization term" rather than design a penalty term manually. This approach converts the problem of designing a penalty term in the traditional statistical iterative framework to designing and training a suitable neural network for CBCT reconstruction. We proposed using transfer learning to overcome the data deficiency problem and an iterative deblurring approach specially designed for the CBCT iterative reconstruction process during which the noise level and resolution of the reconstructed images may change. Through experiments conducted on two physical phantoms, two simulation digital phantoms, and patient data, we demonstrated the excellent performance of the proposed network-based SIR for CBCT reconstruction, both visually and quantitatively. Our proposed method can overcome the staircase effect, preserve both edges and regions with smooth intensity transition, and provide reconstruction results at high resolution and low noise level.
patient setup and target localization during radiation therapy. However, repeated exposure to CBCT scanning and extra radiation doses during treatment, may increase the risk of cancer and genetic defects in patients [1] , [2] . Decreasing mAs (the product of tube current and exposure time) levels during CBCT acquisition is an optional method that reduces the radiation dose. However, low-dose images reconstructed with classic methods such as FDK may contain a high level of noise which dramatically degrades image quality [3] , [4] .
Many algorithms have been proposed to improve the quality of CBCT images with lower mAs level projections. Statistical iterative reconstruction (SIR) algorithms have shown better performance in low-dose CBCT imaging than the classic FDK method [5] . Different kinds of penalty terms can be applied to SIR. Of these, the total variation (TV) penalty is one of the most common studied ones. TV has shown a state-of-the-art ability in preserving edges and suppressing noise for CBCT reconstruction [6] [7] [8] [9] [10] . Although the TV penalty presents many advantages, a major disadvantage is its so-called staircase effect [11] , [12] . TV penalizes the image gradient, regardless of the structures, and produces reconstruction results with piecewise-constant artifacts that negatively affect the correct interpretation of images in medical imaging. Recently, various higher-order differential operators were proposed to overcome the staircase effect in various inverse problems. Examples of operators include total generalized variation (TGV) [13] , fourth order partial differential equation (PDE) [14] , isotropic and anisotropic higher degree TV penalties [15] , and the Schatten norms of the Hessian matrix [16] . Higher-order penalties can effectively suppress the staircase effect, but usually tend to slightly over-smoothen object edges for CBCT reconstruction [17] [18] [19] .
Besides the TV penalty, other kinds of regularization terms have been proposed to solve various medical imaging problems. In the last several years, regularization methods using sparse representation and dictionary learning have gained popularity for computed tomography imaging [20] [21] [22] . Compressed sensing has been employed especially for image reconstruction from highly under-sampled measurements to exploit image sparsity [23] , [24] . Non-local self-similarity has also been explored widely to improve image quality in SIR [25] [26] [27] [28] [29] [30] . Other regularization methods such as wavelet transform and low rank matrix decomposition have been used for medical image reconstruction [31] , [32] .
With the increasingly widespread use of deep learning in computer vision, interest has grown in applying deep learning to solve various inverse problems, such as image denoising and super-resolution. Zhang et al. [33] reported that a simple convolution neural network (CNN) framework could address denoising with state-of-the-art performance. Also, they used the half quadratic splitting method to extend their CNN denoising model to other image restoration problems, such as image deblurring and image superresolution [34] . Zhang et al. [35] applied the CNN denoiser to the gradient domain rather than the image intensity domain, and used the splitting method to solve the non-blind deblurring problem. Lefkimmiatis [36] integrated the non-local method into the network and proposed a non-local network for image denoising. Chakrabarti [37] used a neural network to learn the blur kernel in the frequency domain to solve the blind deblurring problem. Wieschollek et al. [38] extended the work of Chakrabarti [37] and coalesced multiple images to solve the deblurring problem. To address the super-resolution problem, new neural network techniques have been applied, including pyramid networks [39] and generative adversarial networks [40] . Many neural networks methods surpassed the classic schemes to solve various inverse problems.
Despite the success of deep learning in computer vision and image processing, only a few studies reported using deep learning for CT reconstruction [41] . Kang et al. [42] applied CNN to wavelet transform coefficients to improve the quality of low-dose CT images. Chen et al. [43] trained a three-layer network from low-dose images directly, leading to low-dose reconstruction results with similar quality as the normal-dose reconstruction results that use classic methods. Yang et al. [44] constructed an objective loss function of the denoising CNN using feature descriptors, which shifted the idea from styletransfer to CT reconstruction [45] , [46] . They also used the Wasserstein generative adversarial network (WGAN) [47] for CT reconstruction to enhance image quality [48] . Most of these methods tried to solve CT reconstruction as a denoising problem. The networks involved in these methods were trained in an end-to-end way, which required many low-dose/highdose CT image pairs, and needed to be retrained when the dose levels changed.
In this study, we proposed a novel neural network-based statistical iterative CBCT reconstruction method. Particularly, we designed a network that learns a "potential powerful regularization term" through data, instead of manually selecting the regularization term in SIR. The idea was to employ a deep neural network that played a similar role to that of the traditional regularization term in CBCT reconstruction. We did not only consider reconstruction as a denoising problem as reported earlier [43] , [48] , but also a deblurring problem, in contrast to previous methods. To this end, we constructed a new objective function, which considers the blurring effect usually seen in CBCT reconstruction. The half quadratic splitting method [49] was used to divide the reconstruction problem into two sub-problems. One sub-problem was the common reconstruction form with a tradeoff portion that constrains the reconstruction image to be similar to the deblurred image. Another sub-problem that can be regarded as a deblurring problem was solved using the CNN deblurring method. Benefiting from the iterative process, the proposed SIR method can retain information from the projection data and allow the deblurring process do not have to be fully functional in the starting phase (with a high noise level) during the whole reconstruction process.
Our experimental results showed that the proposed networkbased SIR not only suppressed the staircase effect, which was commonly seen in reconstruction results when using the TV penalty, but also preserved edges and removed noise. Our method obtained significantly better results than TV in most regions, and can produce reconstruction images with low noise level without largely sacrificing spatial resolution.
II. METHOD

A. PWLS Reconstruction
The X-ray CT projection data represents the line integration along the X-ray path l of the tissue attenuation, which can be calculated as the logarithm transform of the incident to detected intensities ratio [5] :
where p is the projection,N 0 is the incident intensity, N is the detected intensity, and u is the attenuation coefficient.
The noise of the X-ray CT projection approximately follows a Gaussian distribution [5] , [50] . The noise variance σ 2 i associated with the projection p i at the i th detector bin can be determined as follows [5] :
where N i0 is the incident photon number, andp i is the mean value of the projection p i . The purpose of CBCT reconstruction is to find out the optimal solution by minimizing the objective function [51] :
The first term in Eq. (3) corresponds to the weighted leastsquares (WLS) criterion. A represents the projection matrix, and is a diagonal matrix with its i th element σ 2 i . The symbol T denotes the transpose operator. The second term R(u) is a penalty term. The penalty term is generally a constraint over the solution. The TV and Huber penalties are two typical regularization examples in CBCT reconstruction. Importantly, our penalty term is learned via the neural network and therefore, does not take an explicit form. β is a parameter that balances the WLS and penalty terms.
B. The Blurring Model in PWLS Reconstruction
The spatial resolution in a CBCT image depends on factors such as size of the focal spot and detector channels, and also the amount of channel-to-channel crosstalk. The in-plane spatial resolution in CT is typically defined as the value at which the modulation transfers function (MTF) reaches a given percentage of its maximum. Current clinical CT scanners have an in-plane spatial resolution between 5 lp/cm and 15 lp/cm (at 10% MTF), depending on the resolution kernel [52] .
To take the blurring effect into account, we introduced blur kernel G. Therefore, the PWLS function that considered the blur effect (we called BPWLS) can be expressed as follows: To integrate CNN into SIR, we used the variable splitting technique (half quadratic splitting). Introducing an auxiliary variable x, Eq. (4) can be reformulated as follows [49] :
where λ is a penalty parameter that varies with the phantoms but was fixed in iterations for each individual phantom in our experiments. Minimizing (u, x) in Eq. (5) over the auxiliary variable x and the attenuation coefficient u, respectively, yields the joint minimization problem [49] :
Eq. (6) represents a standard reconstruction problem with a weighting parameter λthat balances the deblurred and reconstruction images, while Eq. (7) can be seen as a deblurring problem. In other words, the BPWLS problem can be solved iteratively between a pure reconstruction sub-problem and a deblurring sub-problem.
C. Blur Kernel Estimate
Using the Gaussian fitting method [52] , we tested the degree of blurring in both high-dose and low-dose FDK (with a Hanning filter kernel) reconstruction results of the CatPhan 600 phantom. The source points we selected are reported in Fig. 1 (a) . The corresponding values of the full width at half maximum (FWHM) are listed in Table I , which shows that PSFs varies with spatial location in the reconstruction images. The high-dose reconstruction results had slightly higher spatial resolution. We used the mean PSF of multiple source points in the highdose FDK reconstruction results to approximate the blurring kernel. The reasons are as follows. First, the low-dose FDK reconstruction contains high noise levels, which might affect PSF estimation accuracy. Second, estimating a PSF map for the whole field of view would be hard and time-consuming. We assumed that the whole image has the same PSF for simplicity. Third, our experiments showed that the blurring kernel that was estimated using this method worked well. The kernel size was chosen to be 9×9.
D. Pure Reconstruction
The objective function of Eq. (6) can be written as:
and its derivative is expressed as:
The objective function 1 (x) is convex, and its minimizer can be obtained by ∂ 1 (x)/∂ x = 0, which can be solved using the Gauss-Seidel update strategy [51] . The initialization of the Gauss-Seidel iterative algorithms was set as the FDK reconstruction result, and the parameters in the Gauss-Seidel iterative algorithms were set as:
wherer and s j are intermediate variables and a j is the j th column of A. In the calculation of reported above, we used the measured projection p i to approximate the mean projectionp i since the mean projection was unknown in practice, as previously reported [19] , [51] . For each j , the iterative process is expressed as:
In the reconstruction process, we adopted separable footprint (SF) projectors [53] to determine projection matrix A. We specifically used the SF projector with a trapezoid/rectangle function (SF-TR) [53] . SF-TR approximates the voxel footprint functions as 2D separable functions, and uses the trapezoid function in the transaxial direction and the rectangular function in the axial direction.
E. Deblurring Based on CNN
The objection function of Eq. (7) can be re-written as:
with η = β λ. This is a standard form of the deblurring problem. To fit the pure reconstruction sub-problem that generates reconstruction results with different blurring kernels and noise levels at different iterations, we used an iterative deblurring method [34] instead of other direct deblurring methods [37] , [38] . Using again the half quadratic splitting method [49] , Eq.(12) can be rewritten as:
Eq. (13) can be solved through the following iterative process:
z sol = arg min
where ϕ = η ξ . Eq. (14) is a quadratic regularized least square problem, which can be solved using many methods. We selected a Fast Fourier Transform (FFT) method for this problem because of its computational efficiency. More details are reported in Appendix A. Eq. (15) corresponds to a denoising problem, which we solved by using a neural network method. To facilitate and reinforce the training phase, we combined the residual learning [34] and the image transfer net [46] , [54] . The structure of our network is illustrated in Fig. 2 . The proposed network consists of one down-sampling, five residual blocks, and one up-sampling block. In the downsampling and up-sampling blocks, we used the stride and fractional convolution instead of pooling layers, and used a reflection pad to keep the size. All non-residual convolutional layers were followed by instance normalization [54] . More details about the network are described in the following sections.
1) Dataset:
Many datasets are available to train our network, including T91, BSDS200, General100 [39] , and Imagenet [55] . We used the COCO dataset [56] , which contains nearly 80 thousand images. We converted color images to gray images through the formula Gray = 0.299R + 0.587G + 0.114B.
2) Inputs and Outputs: Inputs included images from the COCO dataset, with the Gaussian noise of a certain level, and outputs included the corresponding Gaussian noise. Inputs and outputs were both randomly cropped gray images of 1×256×256.
3) Down-Sampling and Up-Sampling: The down-sampling process used a large stride to shrink the input image from 256 to 64. The up-sampling process used the nearest neighboring pixel value to enlarge the image from 64 to 256. A reflection pad was used to keep the size in the convolution phase.
4) Residual Blocks:
The residual blocks can help train a very deep network and enable the network to learn how to identify the function [57] .
5) Instance Normalization and Residual Learning: With the help of instance normalization, we trained our network in different batch sizes, which is important to fully use GPU memory and obtain a similar performance in different batch sizes. Residual learning helped us focus on noise rather than the image itself, reducing training convergence time and also helping to design a general denoiser.
6) Loss Function: We used the simple least square form:
where F is the neural network operation, M is the batch size,x k , y k are the k th noise image, and the k th original image in the batch, respectively. This loss function corresponds to the peak signal to noise (PSNR), and is also recommended to define the loss function in the feature layers [44] , [45] . Our network presents several advantages when compared to DnCNN [33] , [34] . First, the number of weights in the middle process was reduced by using the down-sampling and up-sampling processes, allowing us to design a deeper and more powerful network. Second, using instance normalization instead of batch normalization, we can use a smaller batch size, lightening our burden to select the image size and dividing the image into many patches. Third, other pre-processes were not needed in the images, including image enhancement or flipping. By using the ADAM optimization method [58] without any tricks applied to the training phase, our network achieved the same performance level as that of DnCNN. Finally, our network converged quickly, and the training took only 4 hours on GTX1080Ti.
Iteration-based deblurring needs various denoisers with various noise levels, but considering all the cases is challenging and time-consuming. Using an inexact sub-problem solution can be a reasonable method [59] . In our network, every single denoiser in the deblurring process does not need to be fully functional in each iteration. The deblurring process gradually improved its performance during the iterative process. The iterative method can also potentially help us use the Gaussian denoiser to handle the deblurring problem with other noise types because different types of noise tend to be statistically similar at low noise levels. We trained 25 denoisers in the noise variation level [0, 50], as previously reported by Zhang et al. [34] . Our experiment results showed that this range of noise level worked well.
F. Parameter Selection
The parameters that need to be set up in our algorithm can be divided into two groups: (a) Parameter for pure reconstruction, λ; (b) Parameters for deblurring, ξ and η.
The objective function of the pure reconstruction subproblem is 1 (x) (see Eq. (8)), and λ is a parameter that balances the reconstruction ( p − Ax) T −1 ( p − Ax) and the deblurred part x − Gu 2 2 . Theoretically, if λ is too large, the result of the Gauss-Seidel iterative algorithm x will be enforced to approach Gu. If λ is too small, the reconstruction sub-problem and the deblurring sub-problem tend to become de-coupled. In our experiments, we empirically set λ in the near order of magnitude as s j . Specifically, parameter λ was set to 75000 for the CS phantom, and 30000 for the physical phantom and clinical patient data.
The objective function of the deblurring sub-problem is 2 (x) (see Eq. (12)), and this function can be divided between Eq. (14) and Eq. (15) . The minimizer for the optimization problem in Eq. (15) corresponds to a Gaussian denoiser with noise level √ η/(2ξ). In addition, the noise level of a reconstructed image would decrease gradually during the whole iteration process, indicating that a different denoiser trained over a different noise level should be used in each iteration. To lighten the burden of parameter selection, deblurring parameters ξ and η were set so that the ratio ϕ = η/ξ would decrease linearly during reconstruction [34] .
G. Algorithm
The pseudo code of our algorithm is reported as follows:
Algorithm 1
Initialize:
(See Eq.15)
(See Eq.8) m = m + 1; } Output: z N 2 End Note: n 1 is the iteration number for the whole algorithm, n 2 is the iteration number inside the deblurring process consisting of the least square problem (Eq. (14)) and the denoise problem (Eq. (15)). We used the Gauss-Seidel update strategy, FFT, and the denoising network to update x, u, and z respectively.
III. MATERIALS AND EVALUATION
Two simulation phantoms (Compressed Sensing (CS) phantom, a modified Shepp-Logan Phantom), two physical phantoms (CatPhan 600, anthropomorphic head phantom), and data from a clinic patient were used to test our reconstruction algorithm.
A. Synthetic Phantom
The CS and the 3D Shepp-Logan phantoms were used for simulation. Their projection data covered 360 angles acquired by the SF algorithm [53] . Both phantoms contain 350×350×16 pixels, with an individual physical size of 0.776×0.776×0.776 mm 3 . Different Gaussian noise levels were simulated as different phantoms at different dose levels. The distance from source to detector is 150 cm and the distance from the object axis to detector is 50 cm for both simulated phantoms.
B. Physical Phantom
Projection data of the CatPhan 600 and anthropomorphic head, two physical phantoms, were acquired using a Varian Acuity system (Varian Medical System, Palo Alto, CA) with 125 kVp voltage. The X-ray tube current was set to 10 mA for low doses and 80m A for high doses. The projection image was of size 1024×768. The number of projections was 634 covering 360 degrees. Sizes were 350×350×16 for the CatPhan phantom and 550×550×32 for the head phantom. The physical size of each pixel was 0.776×0.776×0.776 mm 3 and 0.388×0.388×0.388 mm 3 for the CatPhan phantom and the head phantom, respectively. The distance between source and detector was 150 cm and the distance between axis and detector was 50 cm for both phantoms.
C. Patient Data
CBCT images were also acquired from a head and neck patient with a Varian Acuity system using a high-dose protocol of 80m A and 25ms, and a low-dose protocol of 20mA and 20ms. The X-ray tube was set to 100 kVp voltage. The reconstruction image was 500×500×16, the size of each pixel was 0.5×0.5×0.5 mm 3 , and the number of projections was 365 covering over 200 degrees.
D. Evaluation Criteria
PSNR, improvement signal to noise ratio (ISNR), structural similarity (SSIM), and contrast-to-noise ratio (CNR) were adopted to evaluate the reconstructed images. Since noise-free images were unavailable for the physical phantoms, we chose the FDK reconstruction images of high-dose level as reference. The quality of the reconstructed images depended on the selected parameters. To make the reconstructed images comparable across different methods, their noise levels were adjusted to be similar to one another. For the proposed algorithm, we fixed the pure reconstruction parameter λ and adjusted the noise level by using different deblurring parameters. Noise level was calculated as the average standard deviation of the selected regions. The definitions of PSNR, ISNR, SSIM, and CNR have been described [19] .
IV. EXPERIMENTS A. CS Phantom
A representative slice of the noise-free image of the CS Phantom is shown in Fig. 3 . Five blue rectangles were used to calculate noise levels. All the images reconstructed by different methods were adjusted to have the same noise level for fair comparison. The red rectangles were chosen as the region of interest (ROI) to reflect the quality of different methods.
The enlarged rhombus ROI of the reconstruction results by FDK, TV, and our proposed method with incident photon number 5×10 3 is shown in Fig. 4(a-c) . The ROI results with incident photon number 1×10 4 are shown in Fig. 4(d-f) , and the ROI results with incident photon number 5×10 4 are shown in Fig. 4(g-i) . As observed in the reconstruction results, the FDK algorithm failed to reduce noise and caused significant artifacts. The TV penalty led to a serious staircase effect and several artificial piecewise constant regions. The images reconstructed using our method were more natural and smooth, indicating the ability of our method to preserve smooth regions in addition to suppressing noise. The codes and projection data of the CS phantom are available at: https://github.com/HUSTTan/Deblur-CBCT. To evaluate our method in the edge area, the strip area (Barcode) was selected (Fig. 5) . For all dose levels, visual inspection showed that both the TV penalty and the proposed method preserved the edges and suppressed the noise well. In contrast, the FDK method generated noise. A FWHM check along the red line in Fig. 5 (c) indicated that our method had better spatial resolution (0.59 vs. 1.55) than the TV penalty, at low-dose levels.
To quantify the reconstruction image with different methods, PSNR, ISNR, and SSIM of the whole slice and also the two selected ROIs were listed in Table II , III, and IV, respectively. The valuation indexes of our proposed method were found to be the highest at all dose levels. 
B. Modified 3D Shepp-Logan Phantom
The 3D Shepp-Logan phantom was modified by replacing the constant ellipsoid with one containing linearly changed intensity. A representative slice of the modified 3D SheppLogan phantom obtained by different methods is displayed in Fig. 6 . The original image is illustrated in Fig. 6(a) , and the image reconstructed by different methods is illustrated in Fig. 6(b-d) . The white rectangles were selected as background to calculate noise levels. The yellow rectangle indicates the ROI, which is displayed in the lower right corner in Fig. 6(a-d) . Our proposed method can successfully avoid the staircase effect and preserve the smooth region. In contrast, the FDK reconstruction image contains too much noise, and the TV penalty shows an obvious staircase effect.
The change of image intensity along the red line in Fig. 6 (a) is illustrated in Fig. 7 . These plots indicate that the TV penalty produces piecewise constant artifacts, while the proposed method exhibits better reconstruction quality. As for image resolution, we selected the blue line in Fig. 6(a) to calculate the FWHM. The FWHM value of the TV penalty was 1.8597, and that of our method was 0.5821, indicating a higher image resolution for our method.
C. CatPhan 600 Phantom
A representative slice of the reconstructed CatPhan600 phantom images generated with different methods are shown in Fig. 8 . The blue rectangle area was used to calculate noise level. Since we cannot obtain noise-free images, we selected three ROIs, to measure and quantitatively compare CNR between different reconstruction methods (indicated by the arrows in Fig. 8(a) ).
The evaluation indexes are listed in Table V . Our method performed better than the TV penalty in denoising. Since CNR depends highly on the background noise level, its values present limitations in evaluating the quality of the reconstructed images. To emphasize the importance of our method in deblurring, we drew a yellow line to calculate FWHM (Fig. 8(b) ). The FWHM of the TV penalty is 1.9477 and that of our method is 1.7932, indicating higher image resolution for our method. To check if the proposed algorithm is universal and adaptive, we calculated FWHM values for images reconstructed with different noise levels (Fig. 9) . The image resolution of our method changed only slightly (FWHM values decreased by 0.4% from 1.8143 to 1.8068) when the noise level was increased by 140% from 4×10 5 to 12×10 −5 (Fig. 9) . Table V and Fig. 9 indicated that our method can efficiently suppress both noise and blurring effect, providing high image resolution (Table V and Fig. 9 ).
D. Anthropomorphic Head Phantom
A representative slice of the results obtained using different reconstruction methods for the head phantom are illustrated in Fig. 10 . The red rectangle area was selected as the ROI, and the white rectangle area was used to measure noise levels ( Fig. 10(b) ). The reconstructions of the proposed algorithm and TV were within the same noise level. The high dose FDK reconstruction image was chosen as reference because the original noise-free image was unavailable. We used the SSIM to evaluate the similarity degree of the local structures between the reconstruction images and the high dose FDK image. Our method had a whiter SSIM map of the anthropomorphic head phantom (Fig 11) , indicating a better ability to preserve structures. The mean SSIM (MSSIM) value in the selected ROI is listed in Table VI, revealing that our method had the best structure-preserving ability.
E. Patient Results
The results of the FDK reconstruction on patient data acquired with different dose levels are shown in Fig. 12 (a-b) . The low dose results using the TV penalty and the proposed method are shown in Fig. 12 (c-d) . The white rectangle on the background was selected to measure noise levels. The noise levels for the FDK low-dose protocol, FDK high-dose protocol, SIR with the TV penalty and our algorithm were found to be 29×10 4 , 14×10 4 , 6.52×10 4 , and 6.75×10 4 , respectively. The red line in the image was selected to calculate the FWHM value and test the deblurring effect. The FWHM of our method is 1.7145, while that of the TV penalty is 3.0090 with. These results suggest that our method had higher spatial resolution than TV. The red rectangle is displayed in the lower right corner to illustrate the performance of different reconstruction methods. Visual results obtained by our proposed method were more similar to those of the reference high dose FDK reconstruction, than to those of the traditional TV penalty.
V. DISCUSSION
In statistical iterative reconstruction, the regularization term represents prior information on the target image, and plays an important role for reconstruction quality. Many regularization terms such as TV and Hessian have been proposed because of their good performance. However, because the manually designed regularization term is based primarily on the researchers' knowledge about the problem, effective regularization is often hard to design. We proposed using the network to learn the "potential regularization term" through data. This shifts the problem of designing the regularization term to the problem of training the neural network.
The major challenge of applying CNN to SIR is where and what role it should play in the iteration process. Considering that the amount of normal-dose CBCT images is low and that these images are no way to be noiseless in practice, we used transfer learning [33] to train the network on natural images. Instead of training a network end-to-end [43] , we arranged for the neural network to play the role of a regularization term, which can be embedded into different inverse problems. To adapt to the SIR process, which might have different blurring kernels and noise levels in every iterative phase, we used an iterative deblurring method consisting of a CNN denoiser and a quadratic regularized least-square problem. The iterative deblurring method possibly can also deal with different kinds of noise that benefit CBCT reconstruction problems in which the noise type may be unknown. One of the major advantages of the proposed reconstruction method is integrating CNN into the iterative reconstruction, adding extra flexibility and extendibility compared to other CNN-based CBCT reconstruction methods [43] , [44] .
Eq. (15) corresponds to a Gaussian denoising problem, and the regularization term in Eq. (15) plays a role in enforcing the solution to be more similar to a noise-free CBCT image. Traditionally, the key is to design a proper regularization term R(u) for the denoising problem. We used a neural network to solve the denoising problem. The corresponding form of a neural network solution can be represented as z = F (u) (Please see Eq. (15)). The neural network method solves the denoising problem by learning F. The learnt denoiser-using network can be viewed as learning a "potential regularization term" through data. Ulyanov et al. [60] found that the network is sufficient to capture rich low-level image statistics. The regularization term in Eq. (15) was exactly the same as that in Eq. (4). Thanks to the variable splitting technique, the optimization of Eq. (15) (or denoising) using the neural network is equivalent to learning the regularization term for the entire algorithm (Eq. (4)) via the neural network.
Our findings indicate that our network-based SIR can successfully eliminate the staircase effect and preserve both edges and image regions with smooth intensity transition. The traditional SIR with a specially designed penalty term often needs to adjust the parameters to balance noise levels and image resolution, which is typically time-consuming. In contrast, our method can potentially provide reconstruction images with low noise level, while maintaining high image resolution.
Although our network-based SIR showed good performance, several aspects need to be improved. First, the deblurring process might not be thorough due to the rough PSF estimation (using a linear decreasing way), which may reduce image resolution. This limitation may be addressed by designing a dynamic PSF estimation process. Second, as shown in the CS experiment, different regions of the images exhibited different noise levels. Also, the network did not work well for local regions where the background was close to the foreground, indicating the need to design a more "intelligent" network. Third, we trained the network using 25 different noise levels, which are not elegant enough, indicating the need to design a more common denoiser. Finally, as shown in our CatPhan600 experiments, the small bright structure on the left of the phantom (Fig. 8 (a) ) became dim when our algorithm was used (Fig. 8 (d) ). Interestingly, reconstruction using the TV penalty underwent a similar phenomenon (Fig. 8(c) ). In our algorithm, parameter λ in Eq. (6) still played a similar role to the regularization parameter in a standard inverse problem formulation. In this formulation, a large regularization parameter will generally make the solution smoother. The objective function in Eq. (6) used a quadratic "penalty" that was introduced by the variable splitting technique. A quadratic penalty is known to over-smooth the solution in a standard inverse problem. In this sense, the quadratic "penalty" might be an inherent shortcoming of the proposed algorithm. One way to improve the current version of our proposed algorithm is to use other variable splitting techniques that lead to other "penalties" (e.g. non-quadratic) that better preserve small and faint structures.
VI. CONCLUSION
We proposed a new network-based iterative CBCT reconstruction method that addresses issues such as data deficiency and unknown noise level to train the network. Our proposed SIR method solves the CBCT reconstruction problem innovatively. The data-driven approach that learns the "potential regularization term" overcomes the challenge of designing penalty terms in traditional SIR methods. Our studies conducted in simulated and physical phantoms, and also on data from a clinic patient showed that our method can eliminate the staircase effect and preserve both edges and regions with smooth intensity transition.
VII. APPENDIX A. Solve Quadratic Regularized Least Squares
We defined several symbols as follows: ⊗: convolution, •: dot product, k: frequency domain coordinates, X: conjugate transpose.
Rewrite Eq. (14) as follow:
Introduce a new matrix M: the same size asG and every element in M is 0 excluding the center element which is 1. Eq. (A-1) now became:
(A.2)
Letting ∂ 1 ∂u = 0 and applying Fourier transform, we obtained
Using IFFT, we can obtain the solution of u.
