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Resumen
El uso de interfaces cerebro-ma´quina en personas que han sufrido un accidente cerebro-vascular puede ayudar en su proceso de
rehabilitacio´n mediante la implicacio´n cognitiva del paciente. Dichas interfaces traducen las ondas cerebrales en comandos con el fin
de controlar un dispositivo meca´nico de movimiento asistido. No obstante, el control de estos dispositivos deberı´a ser ma´s robusto y
tener una alta precisio´n. Este trabajo estudia si algoritmos basados en transformadas como las de Stockwell o Hilbert-Huang pueden
mejorar el control de estos dispositivos aumentando su precisio´n, y si es recomendable llevar a cabo una personalizacio´n por sujeto y
configuracio´n de electrodos. Mediante el ana´lisis de cinco voluntarios se comprueba adema´s, que no es posible detectar con suficiente
robustez la intencio´n motora a partir de la desincronizacio´n/sincronizacio´n relacionada a eventos motores con u´nicamente los datos
previos al movimiento. Por ello, es preciso extender el tiempo de ana´lisis a los dos segundos posteriores al inicio del movimiento.
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Analysis of Algorithms for Detection of Pedaling Intention in Brain-Machine Interfaces
Abstract
The use of brain-machine interfaces in people who has suffered a cerebrovascular accident could help the rehabilitation process
through the cognitive involvement of the patient. These interfaces translate the brain waves into commands to control the movement
of an assistant mechanical device. However, the control of these devices should be more stable and achieve a higher accuracy.
This work studies if algorithms, such as Stockwell or Hilbert-Huang transform, can improve the control of these devices, and if
a personalization by subject or electrode configuration is desirable. Besides, through the analysis of five volunteers is determined
that the motor intention can not be detected only by data acquired previously to the movement using desynchronized/synchronized
related events. Therefore, it is needed to extend the time processing to the two seconds after the movement starting.
Keywords:
Signal analysis and processing, Event related (De)sychronization, Motor intention, Brain-Machine Interfaces, Oﬄine, Rehabilitation,
Fourier Transform, Hilbert-Huang transform, Stockwell transform
1. Introduccio´n
El accidente cerebro-vascular (ACV) es una de las principa-
les causas de discapacidad neurolo´gica entre adultos provocando
con frecuencia disfunciones motoras (Go et al., 2014). Por ello,
la mejora del proceso de rehabilitacio´n de personas afectadas por
un ACV es objeto de investigacio´n (Ramos-Murguialday et al.,
2013; Ang and Guan, 2013). Para conseguir dicho objetivo, es
recomendable el uso de herramientas no invasivas como las in-
terfaces cerebro-ma´quina (Brain-Machine Interfaces, en ingle´s,
BMI). Mediante e´stas, las sen˜ales cerebrales pueden procesarse
con el fin de generar un comando que permita activar el disposi-
tivo externo que se desee controlar, involucrando cognitivamente
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al paciente en el proceso de rehabilitacio´n en comparacio´n con
un control ma´s meca´nico por joystick o pulsacio´n (He et al.,
2018). Un ejemplo de este tipo de dispositivos son los exoesque-
letos. Estos dispositivos se colocan alrededor de la extremidad
a rehabilitar, dando soporte al usuario a la hora de realizar el
movimiento. La combinacio´n de un sistema BMI con un exoes-
queleto puede mejorar el tiempo y la calidad del proceso de
rehabilitacio´n como indican algunas investigaciones (Veneman
et al., 2007).
Son varios los bloques que conforman el disen˜o de una BMI:
adquisicio´n de las sen˜ales, procesamiento y finalmente clasifica-
cio´n y emisio´n del comando de control. Hoy en dı´a, la te´cnica
menos invasiva, barata y portable para registrar la actividad ce-
rebral es la electroencefalografı´a (EEG). Esta te´cnica registra
los campos ele´ctricos de las neuronas en la superficie del cuero
cabelludo (Rao, 2013). Dicha actividad se puede estudiar en
base a los ritmos cerebrales conocidos correspondiendo a las
siguientes bandas de frecuencia: delta (0,1 - 4 Hz), relacionada
con el suen˜o profundo (Amzica and Steriade, 1998); theta (4-7
Hz); alfa (8-15 Hz); mu (8-12 Hz) que pertenece a la banda alfa
y es ma´s notoria al realizar una tarea de imaginacio´n motora
(Steriade, 2005); beta (16-32 Hz), detectada en el a´rea parie-
tal y en el lo´bulo frontal cuando una persona esta´ concentrada
(Rao, 2013); y gamma (33-100 Hz). Debido a que la te´cnica
de adquisicio´n de sen˜ales EEG tiene una resolucio´n espacial
baja, la presencia de ruido puede ser alta. Por ello, es necesa-
rio realizar una primera fase de preprocesamiento para mitigar
este problema y extraer posteriormente, mediante el algoritmo
o transformada matema´tica considerada, las caracterı´sticas que
contienen la informacio´n ma´s representativa de la actividad a
detectar, i.e. reposo o intencio´n motora) Por u´ltimo lugar, se
lleva a cabo una clasificacio´n de las caracterı´sticas extraı´das,
agrupando la informacio´n en base a las etiquetas asociadas a los
grupos de datos (reposo vs. intencio´n motora). Una vez se tiene
el modelo entrenado, e´ste es capaz de catalogar cualquier vector
de datos adicional que se le ofrezca, indicando la agrupacio´n de
datos a la que pertenece y asigna´ndole la etiqueta del mismo.
Los algoritmos de control de las BMIs presentes en la litera-
tura, independientemente de que se busque el control de la BMI
mediante intencio´n de movimiento o imaginacio´n motora, ba-
san su estudio de la actividad cerebral analizando las siguientes
caracterı´sticas:
Potenciales corticales relacionados con el movimiento
(Movement Related Cortical Potential MRCP): En las
sen˜ales EEG aparecen caracterı´sticas en el dominio del
tiempo asociadas al movimiento o la toma de decisiones
(Shibasaki and Hallett, 2006). Muchas de las BMIs de la
bibliografı´a usan este me´todo (Lo´pez-Larraz et al., 2016;
Zhang et al., 2017).
Feno´meno de desincronizacio´n/sincronizacio´n relaciona-
da con eventos (en Ingle´s, Event Related Desynchroni-
zation/Synchronization ERD/ERS): Consiste en fluctua-
ciones de potencia que se producen principalmente en
las bandas de frecuencias mu y beta (Pfurtscheller et al.,
2006). Este feno´meno comienza con una bajada de poten-
cia (ERD), 2 segundos antes del inicio del movimiento y
termina con un aumento de potencia (ERS), 2 segundos
despue´s de haberlo iniciado (Nam et al., 2011). Dicho
feno´meno ha sido tratado en estudios previos como (Kili-
carslan et al., 2013, 2016; Lo´pez-Larraz et al., 2016).
Potenciales evocados en re´gimen permanente (en Ingle´s,
Steady-State Evoked Potentials SSEP): No van directa-
mente asociados al movimiento y representan una res-
puesta cerebral a un estı´mulo externo, pero pueden ser
usados como parte del algoritmo de control de la BMI. Es-
te estı´mulo puede ser visual (Kwak et al., 2015), auditivo
(Lopez-Gordo et al., 2012), o incluso incluir un potencial
ta´ctil (Yin et al., 2016).
En los dos primeros casos, la operacio´n y entrenamiento de
la BMI requiere habitualmente realizar tareas para generar los
patrones cerebrales asociados. Normalmente consisten en tareas
discretas como imaginar la accio´n de caminar, giro, movimien-
tos de extensio´n o contraccio´n. En nuestro caso evaluaremos
la intencio´n del movimiento de pedaleo basada en el cambio
ERD/ERS que se produce entre los 2 segundos previos y poste-
riores al movimiento.
Adicionalmente, aunque el objetivo final es la implementa-
cio´n en lı´nea de una BMI, su estudio “oﬄine” es el primer paso
necesario para desarrollar un modelo robusto. Por ello, muchos
estudios se basan en el ana´lisis oﬄine de las BMIs y es la opcio´n
estudiada en este trabajo.
Otro problema reside en que las diferentes investigaciones
suelen tener formas diferentes a la hora de establecer la tasa
de e´xito de las BMIs. Aunque la mayorı´a de estudios suelen
dar la medida de precisio´n (Accuracy en ingle´s, Acc), e´sta a
veces no se calcula del mismo modo, o no se da acompan˜ada
de los falsos positivos por minuto (False positive per minute en
ingle´s, FP/min). Por ello, en (Rodrı´guez-Ugarte et al., 2017) se
desarrollo´ un ı´ndice denominado discriminador de peso (weigh-
ted discriminator (WD)) con el fin de evaluar de un modo ma´s
preciso el funcionamiento de la BMI. Esta medida se basa en
la ponderacio´n de la tasa de los aciertos positivos por minuto
(True positive rate en ingle´s, TPR), la Acc y los FP/min. Estos
tres para´metros son fundamentales ya que si uno no se diera, no
se podrı´a determinar con precisio´n el funcionamiento de la BMI.
Por ejemplo, si se da una Acc del 100 % , 0 FP/min y no se da
el TPR, podrı´a ser debido a que el clasificador ha detectado 1, y
so´lo 1, de las 5 imaginaciones de movimiento. Varios estudios
de deteccio´n de intencio´n de movimiento olvidan al menos una
de estas tres variables, lo que implica una gran dificultad a la
hora de comparar los resultados (He et al., 2018).
La actual investigacio´n continu´a el estudio realizado en
(Rodrı´guez-Ugarte et al., 2017). En e´l, se estudiaron 8 configura-
ciones de electrodos y 5 algoritmos diferentes para la deteccio´n
de la intencio´n del pedaleo mediante el ana´lisis de dos tipos
de ventanas: 2 segundos (previos al movimiento del pedaleo),
y 4 segundos (2 segundos previos y 2 segundos posteriores al
movimiento del pedaleo). Para ello, se parte de las mejores confi-
guraciones de electrodos que obtuvo cada usuario, reduciendo de
8 a 3 las configuraciones a evaluar para los 5 algoritmos nuevos
de procesamiento desarrollados. Los objetivos principales del
artı´culo son 3:
Determinar si la ventana temporal que ofrece so´lo infor-
macio´n antes del inicio del pedaleo es suficiente, o es
necesario tambie´n ampliar a la de 4 segundos como se
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hacı´a en dicho artı´culo, al mejorar la resolucio´n temporal
de los nuevos algoritmos desarrollados. Dichos algorit-
mos esta´n basados en las transformadas de Stockwell (ST)
(Stockwell et al., 1996) y Hilbert Huang (HHT) (Huang
et al., 1998), incluyendo esta u´ltima la descomposicio´n
empı´rica modal (EMD) y la transformada de Hilbert (HT).
Evaluar si los nuevos algoritmos basados en estas trans-
formadas mejoran la anterior aproximacio´n basada en la
transformada de Fourier (FT) para controlar una BMI
mediante la intencio´n de pedaleo.
Analizar si dentro del protocolo de pruebas resulta perti-
nente llevar a cabo una personalizacio´n de configuracio´n
de electrodos (C.E.) y/o algoritmos por sujeto para me-
jorar los resultados o puede utilizarse una configuracio´n
generalizada.
Todo ello con el fin de una futura implementacio´n en lı´nea
de la BMI desarrollada para su uso con un dispositivo asistido
de pedaleo para rehabilitacio´n.
2. Materiales y me´todos
Para el ana´lisis de la intencio´n de pedaleo, se ha registra-
do la actividad cerebral de 5 usuarios. Estos datos han sido
separados en dos clases (reposo e intencio´n de pedaleo) para
posteriormente procesarlos y realizar una validacio´n cruzada en
el clasificador.
Se analizan tanto soluciones estandarizadas entre todos los
usuarios como soluciones personalizadas para cada uno de ellos.
Figura 1: Arquitectura del sistema. El usuario permanece sentado frente a la
pedalina mientras se miden sus sen˜ales EEG y sensores de movimiento, per-
mitiendo determinar el instante en el que voluntariamente inicia el pedaleo. El
usuario ha dado el consentimiento informado para que se publique la fotografı´a.
2.1. Descripcio´n del experimento
El experimento consistio´ en el registro de las sen˜ales EEG de
5 sujetos mientras realizaban periodos de reposo y pedaleo. Para
ello, los sujetos se sentaron en una silla fija frente a una pedalina,
como se muestra en la Figura 1. Cada sesio´n de pruebas estaba
formada por 16 registros, en las cuales se realizaban 5 ciclos de
reposo/pedaleo. La Figura 2 muestra el protocolo de un ciclo
de reposo/pedaleo. Cada ciclo esta´ compuesto por 10 segundos
de reposo seguidos de un estı´mulo auditivo para avisar al sujeto
que puede comenzar a pedalear por al menos 5 segundos. Pa-
ra evitar que las sen˜ales EEG tuvieran un artefacto debido al
estı´mulo auditivo, se aviso´ a los sujetos que esperaran un tiempo
prudencial de varios segundos antes de iniciar el movimiento,
siendo necesario que este tiempo fuera al menos de 3 segundos.
En el caso de no respetarse estos tiempos mı´nimos de espera o
pedaleo, el ciclo era descartado. Entre cada uno de los 5 ciclos
se dejaba un tiempo variable siempre superior a 5 segundos.
Tiempo (s)
Ciclo Reposo/pedaleo
Aviso
Pedaleo
Inicio voluntario
pedaleo
Reposo
Anterior ciclo Posterior ciclo
t >5 s
t >5 s
t >3 st =10 s
t >5 s
Figura 2: Protocolo utilizado durante las pruebas experimentales. Cada uno
de los 16 registros por sujeto esta´ constituido por 5 ciclos de reposo/pedaleo
separados un tiempo variable siempre superior a 5 segundos. Un ciclo consta
de 10 segundos en reposo, seguidos de un estı´mulo auditivo para avisar que se
puede comenzar a pedalear. Es necesario esperar tras el estı´mulo al menos 3
segundos antes de iniciar el movimiento y mantener el pedaleo al menos durante
5 segundos tras los que el usuario era avisado de que podı´a dejar de pedalear.
2.2. Sujetos
Cinco sujetos sanos de entre 24 y 35 an˜os (3 hombres y 2
mujeres, 28.6 ± 4.2 an˜os), todos diestros, participaron volunta-
riamente en este experimento. Ninguno de los participantes tenı´a
ninguna enfermedad neurolo´gica conocida y todos dieron su
consentimiento tras ser informados sobre el experimento. La Ofi-
cina Evaluadora de Proyectos (OEP) de la Universidad Miguel
Herna´ndez de Elche aprobo´ este estudio a trave´s de su Comite´
de e´tica.
2.3. Interfaz cerebro-ma´quina
El interfaz cerebro-ma´quina desarrollado se explica en los
siguientes subpuntos.
2.3.1. Adquisicio´n de datos
El equipo utilizado para la captura de sen˜ales EEG fue el
Enobio32 de Neuroelectrics c© . Este sistema transmite los da-
tos registrados de forma inala´mbrica por conexio´n bluetooth a
una frecuencia de muestreo de 500 Hz. La distribucio´n de los
electrodos tuvo como base el Sistema Internacional 10/10 (P7,
P4, CZ, PZ, P3, P8, O1, O2, C2, F8, C4, F4, FP2, FZ, C3, F3,
FP1, C1, F7, OZ, PO4, FC6, FC2, AF4, CP6, CP2, CP1, CP5,
FC1, FC5, AF3, PO3). El equipo cuenta con dos electrodos de
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referencia ubicados en el lo´bulo derecho de la oreja del usuario:
Common Mode Sense (CMS) y DRL (Driven Right Leg). CMS
actu´a como canal de comparacio´n con todas las sen˜ales EEG
medidas, mientras que DRL se utiliza para llevar el potencial del
sujeto lo ma´s cerca posible del cero del sistema ele´ctrico. Am-
bos son importantes para asegurar una medicio´n de alta calidad,
reduciendo el ruido, especialmente de 50Hz, y la deriva de las
sen˜ales EEG.
Por otro lado, con el fin de determinar con exactitud el ins-
tante inicial del pedaleo voluntario, se utilizo´ el sistema Tech
MCS c©(Technaid S.L., Espan˜a). Dicho sistema esta´ compuesto
por Unidades de Medida Inercial (Inertial Measurement Units,
en ingle´s, IMUs). Cada IMU tiene tres tipos de sensores: un
giro´scopo 3D, un magneto´metro y un acelero´metro. De los 19
para´metros que proporciona cada IMU, u´nicamente se utilizo´ el
giro en el eje perpendicular al plano sagital para calcular el ini-
cio del pedaleo. Los datos de las IMUs fueron registrados a una
frecuencia de muestreo de 20 Hz y enviados por cable al compu-
tador para el procesamiento. La arquitectura de software es la
encargada de configurar ambos equipos, iniciando y deteniendo
simulta´neamente el registro de ambos. Esta arquitectura ha sido
utilizada en anteriores trabajos sin problemas de sincronizacio´n
o retardos significativos.
La ubicacio´n de las dos IMUs utilizadas en cada pierna fue
la parte exterior del tobillo y el tibialis anterior como puede
verse en la Figura 1.
Todo el registro, ası´ como el ana´lisis explicado a continua-
cio´n, fue desarrollado en Matlab c©.
2.3.2. Etiquetado de los datos
Puesto que el inicio de pedaleo de los sujetos de prueba es
totalmente voluntario, es preciso determinar mediante las IMUs
dicho instante, con el fin de etiquetar correctamente las sen˜ales
EEG registradas para la creacio´n del modelo clasificador. El ini-
cio se establece cuando la informacio´n registrada por las IMUs
excede para ambas piernas una velocidad angular de 0.1 rad/s y
una aceleracio´n angular de 0.001 rad/s2. El valor de estos um-
brales se obtuvo realizando varias pruebas previas y observando
cua´ndo se producı´a el movimiento.
En base a lo indicado por (Toffanin et al., 2007; Nam et al.,
2011), los potenciales ERD/ERS se producen desde los 2 segun-
dos previos al movimiento hasta los 2 segundos posteriores. Es
por ello que para los eventos de intencio´n de pedaleo se conside-
ran ventanas de que se inician 2 segundos previos al movimiento
e incluyen los 2 segundos posteriores. Con el fin de evaluar si
es posible detectar la intencio´n de movimiento antes de que se
produzca mediante potenciales ERD/ERS, tambie´n se realiza
el ana´lisis en ventanas de datos basadas u´nicamente en los dos
segundos previos al movimiento. De este modo, hay dos tipos de
ventanas de evento (reposo e intencio´n de pedaleo) analizadas
en el trabajo para duraciones de 2 y 4 segundos. A los datos de
cada una de esas ventanas se le asigna una etiqueta 0 para reposo
y 1 para intencio´n de pedaleo. La Figura 3 muestra co´mo se
selecciona la informacio´n en ambos casos. Indicar tambie´n, que
para la actualizacio´n temporal de los datos, el procesamiento se
hace en subventanas de 1 segundo que son actualizadas cada 0.2
segundos. Por tanto, el nu´mero de subventanas a analizar por
cada evento es de 16 para las ventanas de 4 segundos, y de 6
para las ventanas de 2 segundos.
0
Reposo
2s
Intención
pedaleo
2s
Inicio real pedaleo
detectado IMUs
Reposo
4s
Intención
pedaleo
4s
-2-t0 +2-t0-2-t0-4
Tiempo (s)
Pedaleo
Ventanas 4s:
Ventanas 2s:
Aviso
t >3 s
Figura 3: Seleccio´n de los datos para los dos tipos de ventanas analizados en
funcio´n del inicio real de pedaleo detectado mediante las IMUs. Considerando
el inicio de la escala de tiempo en la deteccio´n de las IMUs cada evento de
intencio´n de pedaleo incluira´: los 2 segundos previos al movimiento [−2, 0] para
ventanas de 2 s, o los 2 segundos previos y posteriores al mismo [−2,+2] para
ventanas de 4 s. En el caso del evento de reposo, e´ste estara´ formado por: los 2
segundos previos al aviso acu´stico [−t0 − 2,−t0] para ventanas de 2 s, o los 4
segundos previos [−t0 − 4,−t0] para ventanas de 4 s.
2.3.3. Preprocesamiento
Para mitigar el ruido presente en la sen˜al EEG obtenida, es
preciso realizar un preprocesamiento. E´ste depende del equipo
de adquisicio´n utilizado, ya que algunos equipos incorporan
filtros por hardware. En este caso, se aplican tres filtros. En
primer lugar, se utiliza un filtro Notch a 50 Hz para eliminar la
influencia de la red ele´ctrica. Posteriormente, se usa un filtro
Butterworth paso alto de orden 4 con una frecuencia de corte
en 0.2 Hz. Finalmente, se aplica un filtro espacial de Referencia
Media Comu´n (Common Average Reference, en ingle´s, CAR),
que elimina para cada electrodo la potencia media del resto de
los electrodos ((Ludwig et al., 2009)).
A cada una de estas subventanas se le aplica el preproce-
samiento indicado, se seleccionan los canales de estudio y se
genera un vector de caracterı´sticas etiquetado con su clase corres-
pondiente para su posterior clasificacio´n. La seleccio´n de canales
y los algoritmos de procesamientos se explican a continuacio´n.
2.3.4. Seleccio´n de Canales
Una vez preprocesados los datos, es necesario escoger la
C.E. ma´s pertinente. En este trabajo se ha optado por analizar
3 C.E. con ubicacio´n en la corteza motora y premotora. E´stas
configuraciones pueden ser vistas en la Figura 4 y han sido
adoptadas en base a los mejores resultados obtenidos por el
mejor de los me´todos de la anterior investigacio´n realizada en
(Rodrı´guez-Ugarte et al., 2017) (Me´todo D* con C.E. 1*, 2* y
4* respectivamente, ver Tabla 1 para -2 a 2 segundos del mismo).
No se tuvo en cuenta tambie´n la C.E. 5* ya que para el sujeto 2
obtuvo un resultado similar a la C.E. 1*.
2.3.5. Extraccio´n de Caracterı´sticas
Se evaluan 5 algoritmos diferentes para extraer las carac-
terı´sticas ma´s importantes de las sen˜ales EEG y comprobar cua´l
de ellos ofrece mejores resultados.
Estos algoritmos esta´n basados en transformadas menos
habituales en el estudio en frecuencia de sen˜ales EEG que la
Transformada Ra´pida de Fourier (Fast Fourier Transform en
ingle´s, FFT), concretamente: la transformada de Stockwell (ST)
y la transformada de Hilbert Huang (HHT). ST combina la trans-
formada de Fourier y la transformada de Wavelet para mejorar
la representacio´n de la sen˜al en frecuencia-tiempo ((Stockwell
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Figura 4: Configuracio´n de electrodos basada en el Sistema internacional 10/10. Los electrodos en verde corresponden a los utilizados en cada configuractio´n.
Configuracio´n 1: ubicados en la zona motora y premotora; Configuracio´n 2: ubicados en la zona motora; Configuracio´n 3: versio´n reducida de la primera configuracio´n
con electrodos ubicados en la zona motora y premotora del hemisferio izquierdo.
et al., 1996)). Por otro lado, HHT ((Huang et al., 1998)) com-
bina un proceso iterativo de descomposicio´n, la descomposi-
cio´n empı´rica modal (EMD), con la transformada de Hilbert
(HT) ((Hahn, 1996)), para definir igualmente el contenido en
frecuencia-tiempo de la sen˜al. La Figura 5 muestra un ejemplo
del espectro de una sen˜al EEG para la banda de frecuencia 13-28
Hz. La figura fue obtenida mediante ST para una subventana de
intencio´n de movimiento en el electrodo C2.
Tiempo (s)
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ia 
(Hz
)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
14
16
18
20
22
24
26
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
µV
Valor pico
Figura 5: Espectro de frecuencia para el electrodo C2 en una subventana de
intencio´n de movimiento para la banda de frecuencia 13-28 Hz obtenida me-
diante ST. La figura muestra la composicio´n de la sen˜al en amplitud en un mapa
de contorno con un pico entorno a los 22 Hz y una amplitud de unos 2 micro
voltios.
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Figura 6: Espectro marginal para el electrodo C2 en una subventana de intencio´n
de movimiento para la banda de frecuencia 13-28 Hz. El valor a considerar en
comparacio´n con la Figura 5 se muestra para unos 25 Hz al tenerse en cuenta no
el valor instanta´neo ma´ximo, sino la subventana de ana´lisis completa.
Alguno de los algoritmos varı´an la extraccio´n de caracterı´sti-
cas teniendo en cuenta el espectro marginal ((Huang et al., 1998))
en vez del valor de pico instanta´neo. E´ste integra la energı´a del
espectro a lo largo de la ventana de tiempo analizada, como pue-
de verse en la Figura 6. Otro modo de extraer las caracterı´sticas
que se tuvo en cuenta, utiliza la EMD ((Huang et al., 1998))
para extraer la energı´a de algunas de las funciones intrı´nsecas
de modo (IMFs) obtenidas.
En la Figura 7, puede observarse las IMFs 3, 4 y 5 y su
energı´a, tanto de modo instanta´neo, como una vez integrada en
la ventana de ca´lculo.
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Figura 7: EMD para las IMFs 3, 4 y 5 del electrodo Cz en una subventana de
intencio´n de movimiento. Abajo se puede observar el valor instanta´neo y el
valor, una vez integrado, de energı´a de las componentes, que es el usado como
caracterı´stica.
Los algoritmos utilizados son:
Algoritmo A: Valor de frecuencia en el que el espectro
marginal es ma´ximo para la banda 8-28 Hz. Ana´lisis me-
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diante ST. Este algoritmo genera 1 caracterı´stica por elec-
trodo.
Algoritmo B: Valor pico puntual para las bandas: 1-4 Hz,
8-12 Hz y 13-28 Hz. Ana´lisis mediante ST. Este algoritmo
genera 3 caracterı´sticas por electrodo.
Algoritmo C: Valor pico puntual de amplitud y su valor
de frecuencia, y valor ma´ximo del espectro marginal y su
frecuencia para las bandas: 1-4 Hz, 8-12 Hz y 13-28 Hz.
Ana´lisis mediante ST. Este algoritmo genera 6 caracterı´sti-
cas por electrodo.
Algoritmo D: Valor ma´ximo del espectro marginal para
las bandas de frecuencia: 8-12 Hz, 13-24 Hz y 25-30 Hz.
Ana´lisis mediante HHT. Este algoritmo genera 3 carac-
terı´sticas por electrodo.
Algoritmo E: Energı´a de las IMFs obtenidas mediante
EMD con valor de frecuencia instanta´nea media en las
bandas beta (16-32 Hz), alfa (8-15 Hz) y theta (4-7 Hz).
Estas IMFs para los electrodos estudiados suelen coin-
cidir con las nu´mero 3, 4 y 5. Este algoritmo genera 3
caracterı´sticas por electrodo.
2.3.6. Clasificacio´n
El clasificador utilizado para crear el modelo y testearlo es
conocido como Ma´quinas de Soporte Vectorial (Support Vector
Machine, en ingle´s, SVM) ((Steinwart and Christmann, 2008)).
Este clasificador fue escogido, porque en estudios previos, como
el de (Planelles et al., 2014), se comprobo´ su buen funciona-
miento y robustez en el ana´lisis de sen˜ales EEG. SVM se basa
en maximizar la separacio´n de distintas clases mediante hiper-
planos.
Los datos son analizados oﬄine mediante una validacio´n
cruzada de 16 iteraciones. En cada iteracio´n, una vez creado el
modelo con 15 de las repeticiones, se obtienen las predicciones
de cada subventana con la repeticio´n restante. Adema´s, a cada
clase, que contiene 16 o´ 6 subventanas de prediccio´n (segu´n
el taman˜o de la ventana de ana´lisis), se le aplica una votacio´n
por mayorı´a, obteniendo como salida definitiva si el usuario se
encontraba en reposo o pedaleando. En caso de empate, la salida
seleccionada es reposo. Los resultados se obtienen comparando
el ciclo en el que nos encontremos (reposo o pedaleo) con la
salida obtenida del clasificador aplica´ndole la votacio´n.
2.4. Para´metros de estudio
Como se indica en la introduccio´n, a la hora de evaluar una
BMI es preciso calcular al menos los siguientes para´metros:
La tasa de verdaderos positivos (True positive rate, en ingle´s,
TPR): indica el porcentaje de eventos de intencio´n de pedaleo
correctamente detectados. Incluye por tanto el porcentaje de
detecciones correctas para las ventanas de intencio´n de movi-
miento.
T PR =
Nu´mero de eventos de pedaleo correctos
Nu´mero total de eventos de pedaleo
(1)
Falsos positivos por minuto False positive per minute, en
ingle´s, (FP/min): indica cua´ntas veces se ha detectado la inten-
cio´n de pedaleo durante los periodos de reposo.
FP/min =
Nu´mero de f alsos eventos de pedaleo
T iempo eventos reposo(min)
(2)
Precisio´n (Accuracy en, ingle´s, Acc): indica co´mo de preci-
so es el clasificador a la hora de clasificar los eventos. Evalu´a
por tanto el nu´mero de eventos detectados de forma correcta,
independientemente sean de reposo o intencio´n de movimiento,
respecto del nu´mero total de eventos.
Acc =
Nu´mero de eventos correctos
Nu´mero total de eventos
(3)
No obstante, a la hora de comparar los resultados de diferen-
tes aproximaciones, resulta difı´cil evaluar tres para´metros a la
vez. Por ello, (Rodrı´guez-Ugarte et al., 2017) introdujo el ı´ndice
WD que se define por:
WD = 0,4 · T PR + 0,6 · Acc − FPR (4)
Estando TPR y Acc en p.u. y siendo FPR:
FPR = FP/min · Duracio´n de un FP en minutos (5)
Siendo la duracio´n de un FP de 4/60 min y 2/60 min para las
ventanas de 4 y 2 segundos respectivamente. WD da por tanto
un ı´ndice que oscila entre -1 y +1 para evaluar de peor a mejor
la actuacio´n de las diferentes aproximaciones.
3. Resultados
El ana´lisis de los resultados viene separado en varios puntos.
En primer lugar se analiza si las ventanas de 2 segundos son su-
ficientes para determinar la intencio´n de de pedaleo. En segundo
lugar se analiza cua´l es la configuracio´n de electrodos o´ptima.
Y por u´ltimo, se exponen los resultados globales comparando
entre una solucio´n general para todos los usuarios o una solucio´n
personalizada para cada uno.
Al analizar los resultados de las distintas configuraciones
se ha utilizado el ı´ndice WD, ya que permite obtener de forma
agregada los tres para´metros: TPR, Fp/min y Acc. Si existen
varias opciones con WD similar, se le da ma´s peso a aquella
que obtenga menor FP/min ya que este ı´ndice resultarı´a bastante
molesto en un aplicacio´n en lı´nea de la BMI.
3.1. Ana´lisis de las ventanas de 2 y 4 segundos
La Tabla 1 muestra los resultados utilizando ventanas de
evento de 4 segundos mientras que la Tabla 2 los muestra para
ventanas de evento de 2 segundos.
De la observacio´n de los resultados se puede concluir que el
W¯D por usuario para todas las C.E. tiene un valor ma´s elevado
para las ventanas de evento de 4 segundos que para las de 2 se-
gundos, oscilando entre [0.46±0.16, 0.67±0.15] en el primero de
los casos y entre [0.12±0.15, 0.29±0.11] en el segundo de ellos.
Si observamos los resultados de W¯D teniendo en cuenta las 3
posibles C.E. la diferencia es ma´s acusada, variando los valores
entre [0.40±0.11, 0.73±0.08] y [0.02±0.12, 0.35±0.15] respecti-
vamente, para taman˜o de evento de 4 y 2 segundos. No´tese, que
para abreviar el contenido de las tablas, no se ha incluido la des-
viacio´n tı´pica para los valores de W¯D por C.E. Adicionalmente,
los valores de los FP/min resultan ma´s altos para ventanas de 2
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Tabla 1: Resultados ventanas 4 segundos: Valores de los para´metros obtenidos para el procesamiento de los 5 algoritmos para las 3 C.E. y 5 sujetos de pruebas. en los
laterales y parte baja de la tabla se pueden observar los valores medios del ı´ndice agregado WD. En negrita se indican los mejores valores por usuario y valores
promedio de WD.
Sujeto 1 2 3 4 5
C.E. 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 Promedio
Algoritmo
A
TPR( %) 66.3 67.5 51.3 77.5 72.5 82.5 84.0 77.3 78.7 65.0 50.0 50.0 56.3 47.5 37.5 64.3 ± 14.7
FP/min 3.9 2.4 1.1 3.9 3.0 2.3 2.6 3.4 4.0 1.9 2.4 5.3 2.3 3.9 2.3 3.0 ± 1.1
Acc( %) 75.3 83.2 90.4 77.5 80.8 87.1 86.2 82.9 72.5 86.6 80.1 58.8 89.6 62.6 70.8 79.0 ± 9.5
WD 0.45 0.61 0.67 0.51 0.58 0.70 0.68 0.58 0.48 0.65 0.52 0.20 0.61 0.30 0.43 0.53 ± 0.14
B
TPR( %) 63.8 66.3 60.0 80.0 70.0 81.3 77.3 78.7 74.7 71.3 55.0 57.5 73.8 63.8 52.5 68.4 ± 9.4
FP/min 3.2 3.4 2.3 4.9 3.2 2.8 3.4 4.0 3.0 1.9 2.3 3.6 1.1 0.8 0.8 2.7 ± 1.2
Acc( %) 75.2 78.5 83.4 74.8 73.2 78.3 81.0 80.6 76.4 86.4 74.6 69.0 95.3 97.2 91.0 81.0 ± 8.3
WD 0.49 0.51 0.59 0.44 0.51 0.61 0.57 0.53 0.56 0.68 0.52 0.41 0.79 0.79 0.71 0.58 ± 0.14
C
TPR( %) 62.5 72.5 72.5 75.0 66.3 82.5 70.7 70.7 80.0 63.8 70.0 61.3 82.5 83.8 77.5 72.8 ± 7.4
FP/min 3.8 3.6 3.0 4.3 4.3 3.9 3.2 3.4 3.0 3.4 2.6 5.8 2.4 2.1 0.8 2.7 ± 1.2
Acc( %) 73.8 73.2 79.8 77.1 67.2 79.6 75.4 81.3 77.9 76.6 83.9 63.8 86.7 89.2 97.2 78.8 ± 8.4
WD 0.44 0.49 0.57 0.48 0.38 0.54 0.52 0.54 0.59 0.49 0.61 0.24 0.69 0.73 0.84 0.54 ± 0.14
D
TPR( %) 63.8 70.0 63.8 62.5 57.5 80.0 76.0 77.3 85.3 72.5 60.0 60.0 70.0 56.3 26.3 65.4 ± 13.9
FP/min 4.3 3.6 3.6 1.5 3.8 3.4 4.8 5.0 4.4 2.4 2.4 4.5 1.5 1.5 0.9 3.2 ±1.4
Acc( %) 73.2 77.7 73.7 81.3 59.0 82.5 70.5 73.8 72.8 84.4 83.1 70.7 93.0 90.3 76.0 77.5 ±8.6
WD 0.41 0.51 0.46 0.64 0.33 0.59 0.41 0.42 0.48 0.63 0.58 0.36 0.74 0.67 0.50 0.52 ± 0.12
E
TPR( %) 22.5 71.3 52.5 48.8 47.5 82.5 74.7 66.7 74.7 62.5 53.8 45.0 87.5 77.5 71.3 62.6 ± 17.3
FP/min 2.4 8.6 3.8 0.9 2.3 3.8 2.0 5.0 3.4 4.5 3.8 4.3 1.5 1.3 1.9 3.3 ± 1.9
Acc( %) 48.0 57.9 64.8 67.0 69.3 80.1 81.8 70.7 80.2 71.5 70.3 62.3 93.3 93.1 89.6 73.3 ± 13.0
WD 0.22 0.06 0.35 0.53 0.46 0.56 0.66 0.36 0.55 0.38 0.39 0.27 0.81 0.78 0.70 0.47 ± 0.21
W¯D 0.40 0.43 0.53 0.52 0.45 0.60 0.57 0.49 0.53 0.57 0.52 0.30 0.73 0.65 0.63
W¯D Sujeto 0.46 ± 0.16 0.52 ± 0.10 0.53 ± 0.0.09 0.46 ± 0.15 0.67 ± 0.15
Tabla 2: Resultados ventanas 2 segundos: Valores de los para´metros obtenidos para el procesamiento de los 5 algoritmos para las 3 C.E. y 5 sujetos de pruebas. en los
laterales y parte baja de la tabla se pueden observar los valores medios del ı´ndice agregado WD. En negrita se indican los mejores valores por usuario y valores
promedio de WD.
Sujeto 1 2 3 4 5
C.E. 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 Promedio
Algoritmo
A
TPR( %) 48.8 35.0 46.3 62.5 61.3 68.8 36.0 78.7 64.0 56.3 42.5 57.5 35.0 50.0 52.5 53.0 ± 12.9
FP/min 10.9 7.1 4.5 10.5 11.3 12.0 10.0 14.8 8.4 10.9 10.5 9.4 13.5 12.0 15.8 10.8 ± 2.8
Acc( %) 61.3 55.0 77.8 59.3 60.1 67.3 49.8 64.1 64.5 58.3 52.1 61.7 38.1 52.9 46.1 57.9 ± 9.5
WD 0.20 0.23 0.50 0.26 0.23 0.28 0.11 0.21 0.36 0.21 0.13 0.29 -0.08 0.12 -0.04 0.20 ± 0.14
B
TPR( %) 50.0 56.3 56.3 62.5 56.3 75.0 60.0 61.3 64.0 57.5 40.0 53.8 40.0 58.8 42.5 55.6 ± 9.5
FP/min 9.8 9.8 7.1 7.9 10.5 9.4 7.2 10.0 8.8 8.6 13.5 10.9 11.3 6.8 10.9 9.5 ±1.8
Acc( %) 57.0 59.9 69.6 66.7 60.7 71.8 67.4 67.1 64.4 70.8 41.7 57.2 44.2 77.4 54.8 62.0 ± 10.0
WD 0.22 0.26 0.41 0.39 0.24 0.42 0.40 0.31 0.35 0.37 -0.04 0.20 0.05 0.47 0.14 0.28 ± 0.15
C
TPR( %) 50.0 52.5 48.8 50.0 36.3 71.3 50.7 53.3 62.7 32.5 41.3 61.3 38.8 52.5 36.3 49.2 ± 10.8
FP/min 7.5 7.9 5.6 9.8 11.6 9.4 11.6 8.4 9.2 10.9 13.5 15.0 15.0 8.3 8.3 10.1 ± 2.8
Acc( %) 68.8 62.1 71.1 62.9 44.1 65.9 52.9 71.7 62.7 45.6 46.1 65.2 40.7 63.3 51.4 57.6 ± 10.3
WD 0.36 0.32 0.43 0.25 0.02 0.37 0.13 0.36 0.32 0.04 -0.01 0.08 -0.10 0.32 0.18 0.21 ± 0.12
D
TPR( %) 51.3 51.3 52.5 50.0 36.3 47.5 50.7 65.3 66.7 46.30 42.5 55.0 46.3 45.0 48.8 50.3 ± 7.8
FP/min 10.9 7.9 10.1 9.8 11.6 11.6 8.0 10.8 8.0 9.4 12.8 13.1 9.4 7.9 12.0 10.2 ± 1.8
Acc( %) 56.9 68.8 63.0 62.9 44.1 53.4 70.6 64.1 69.1 61.8 43.3 57.3 54.3 58.3 54.7 58.8 ± 8.2
WD 0.18 0.36 0.25 0.25 0.02 0.12 0.36 0.29 0.41 0.24 0.00 0.13 0.20 0.27 0.12 0.21 ± 0.12
E
TPR( %) 21.3 53.8 51.3 35.0 32.5 46.3 57.0 33.3 53.3 50.0 40.0 32.5 33.8 38.8 35.0 40.8 ± 10.3
FP/min 3.4 12.0 12.8 4.1 9.4 11.3 5.6 8.8 10.4 11.6 10.5 13.9 10.5 9.0 12.4 9.7 ± 3.1
Acc( %) 60.4 62.7 59.7 66.7 51.5 52.9 71.5 51.8 62.7 57.7 49.0 39.4 42.1 48.9 49.5 55.1 ± 9.0
WD 0.34 0.19 0.14 0.40 0.13 0.13 0.47 0.15 0.24 0.16 0.10 -0.10 0.04 0.15 0.02 0.17 ± 0.15
W¯D 0.26 0.27 0.35 0.31 0.13 0.26 0.29 0.26 0.34 0.20 0.04 0.12 0.02 0.26 0.08
W¯D Sujeto 0.29 ± 0.11 0.23 ± 0.13 0.30 ± 0.11 0.12 ± 0.13 0.12 ± 0.15
segundos, siendo el valor de FP/min promedio para ventanas de
4 segundos de ¯FP/min=3.09±1.36 mientras que para ventanas
de 2 segundos alcanza ¯FP/min=10.06±2.50. Aunque el WD
permite comparar el comportamiento global de las diferentes
aproximaciones, no se debe desestimar la importancia del valor
de FP/min ya que en el uso en lı´nea de la BMI, una mala detec-
cio´n durante reposo provocarı´a una activacio´n no deseada del
dispositivo de movimiento asistido asociado.
Por lo tanto, el ana´lisis de los siguientes puntos se ha cen-
trado en las ventanas de 4 segundos, al determinarse que u´ni-
camente con los 2 segundos previos al movimiento no se tiene
suficiente informacio´n para detectar la intecio´n de inicio de pe-
daleo a partir de las sen˜ales EEG mediante la aproximacio´n
escogida basada en ERD/ERS.
3.2. Resultados de las diferentes configuraciones de electrodos
Si se observan los datos de la Tabla 1, en los cuales se in-
dican las C.E. personalizadas para cada sujeto, se obtiene que
para los sujetos 1 y 2 la mejor configuracio´n de electrodos es la
3, mientras que para los sujetos 3-5 la que obtiene mejores resul-
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tados es la 1. En la Tabla 3 se puede observar el valor medio para 
las C.E., independientemente del sujeto de pruebas y algoritmo.
En principio puede parecer que la diferencia entre los valores
medios es pequen˜a, pero si se observa el resultado en funcio´n
del me´todo y sujeto, la influencia de la C.E. puede ser mucho
mayor. Por ejemplo en el caso del mejor resultado del sujeto
4, el algoritmo B obtiene un valor de WD de 0.68 para la C.E.
1 y de 0.41 para la C.E. 3. Sin embargo, en el caso del sujeto
1 la situacio´n es la inversa, obtenie´ndose valores WD con el
algoritmo A para la C.E. 1 de tan so´lo 0.45 mientras que la C.E.
3 aumenta a 0.67. Por tanto, no es posible definir una C.E. de
electrodos o´ptima sin personalizar por sujeto.
Tabla 3: Valor promedio de WD en funcio´n de la configuracio´n de electrodos
para ventanas de 4 segundos.
C.E.
1 2 3
W¯D 0.56±0.12 0.51±0.09 0.52±0.13
3.3. Resultados generalizados frente a personalizados
Unido al punto anterior se ve necesario definir una combina-
cio´n de C.E. y algoritmo personalizada por sujeto. Observando,
los mejores resultados por sujeto, estos se dan en 3 ocasiones
para el algoritmo A y en 1 ocasio´n para el algoritmo B y C. Por
tanto, los algoritmos D y E pueden ser descartados. En el caso
del algoritmo D, aunque los resultados tengan un valor en media
similar al A (WD de 0.52 vs. 0.53), sus bajos valores para los
sujetos 1 y 3 nos han llevado a descartarlo y quedarnos u´nica-
mente con los 3 primeros algoritmos. En cuanto a los resultados
por sujeto en base a la C.E., como se vio en el punto anterior,
es recomendable personalizar la eleccio´n de los electrodos por
sujeto, optando por la C.E. 1 para los sujetos 3-5 y la C.E. 3 para
los sujetos 1 y 2.
Si se lleva a cabo una comparacio´n de los algoritmos A, B y
C personalizando la C.E. por sujeto se obtiene:
Tabla 4: Comparacio´n de los WD para los algoritmos A, B y C personalizando
por C.E. cada sujeto.
WD W¯D
Sujeto 1 2 3 4 5
C.E. 3 3 1 1 1
Algoritmo
A 0.67 0.70 0.68 0.65 0.61 0.66±0.03
B 0.59 0.61 0.57 0.68 0.79 0.65±0.09
C 0.57 0.54 0.52 0.49 0.69 0.56±0.08
Mayor diferencia WD respecto a algoritmo A - - - 0.03 0.18
Por dicha razo´n, aunque el algoritmo B obtenga un mejor
valor medio en la Tabla 1, una personalizacio´n por sujeto de
la C.E. revela que el algoritmo A obtiene en media un mejor
resultado y con menor dispersio´n, siendo el algoritmo C el ma´s
penalizado por la personalizacio´n de la C.E.
4. Discusio´n
De los resultados expuestos se puede concluir que es necesa-
rio utilizar ventanas de evento de 4 segundos que incluyan desde
los 2 segundos previos al inicio de pedaleo hasta los 2 segundos
despue´s. Se comprueba por tanto, que utilizando u´nicamente los
dos segundos previos a la intencio´n de pedaleo no se generan
resultados aceptables para su futuro uso en pruebas en lı´nea. Hay
que tener en cuenta, que para poder detectar un evento como
intencio´n de pedaleo, es necesario que el nu´mero de subventanas
clasificadas sea mayorı´a. Eso, en ventanas de 2 segundos, sig-
nifica un mı´nimo de 4 subventanas respecto de 6, mientras que
para un evento de 4 segundos significa 9 subventanas de 16. Si
el cambio en ERD/ERS por tanto no se aprecia en las primeras
subventanas de los 2 segundos previos no es posible la correcta
clasificacio´n del evento.
En cuanto a los diferentes algoritmos, los resultados mues-
tran que los algoritmos basados en HHT (D) y EMD (E), aun-
que pueden proporcionar resultados puntuales muy buenos, e.g.
WD= 0.81 para la C.E. 1 del sujeto 5, tienen unos valores muy
variables. La razo´n de este comportamiento erra´tico viene dada
por la dificultad que presenta la EMD para separar tonos de
frecuencia y obtener IMFs que permitan obtener un espectro
de frecuencia sin tonos mezclados (Rilling and Flandrin, 2008).
E´sto no so´lo afecta al algoritmo D, sino tambie´n al E ya que una
mala descomposicio´n, adema´s puede tener una influencia en los
tonos asociados a las IMFs 3, 4 y 5; correspondiendo los tonos y
caracterı´sticas de energı´a extraı´das de las distintas subventanas
a bandas de frecuencia diferentes. Una supervisio´n de la extrac-
cio´n de las IMFs puede mitigar este problema. Sin embargo, esto
resulta inviable para una BMI que debe actuar en lı´nea de forma
no supervisada. Por el contrario, los algoritmos basados en ST
presentan un comportamiento ma´s robusto, especialmente en
los casos de los algoritmos A y B, que utilizan u´nicamente los
valores de amplitud del espectro tanto marginal como puntual.
La causa de que el algoritmo C obtenga un menor resultado
puede estar relacionada con el hecho de introducir como para´me-
tro adicional el valor de frecuencia. Un adecuado estudio de
los pesos atribuidos a las caracterı´sticas de frecuencia respecto
a amplitud podrı´a mejorar el resultado de este algoritmo. No
obstante, al tener que ser este estudio de cara´cter heurı´stico, y
probablemente personalizado por sujeto, lo limita como me´todo
a tener en cuenta en su aplicacio´n en lı´nea.
Una personalizacio´n de algoritmo por sujeto, aunque reco-
mendable no es necesaria, ya que la mejora en WD salvo para el
sujeto 5 o no se produce o es pequen˜a , ver Tabla 4. Pudie´ndose
considerar el algoritmo A como el que mejor resultado obtiene
globalmente. No obstante, una personalizacio´n por C.E. sı´ que
serı´a deseable. Globalmente, la C.E. 1, que incluye 10 electrodos
en la zona motora, es la que mejores resultados obtiene para 3 de
los 5 sujetos. La C.E. 3 obtiene en cambio los mejores resultados
para los 2 sujetos restantes. Hay que tener en cuenta que la C.E.
3 corresponde a la C.E. 4* del artı´culo de (Rodrı´guez-Ugarte
et al., 2017) que era una de las que ofrecı´a mejores resultados
de forma global en la investigacio´n previa. El hecho de que sea
necesario personalizar la C.E. por sujeto, conlleva que en el pro-
tocolo de pruebas para el uso de la BMI en lı´nea deba tenerse en
cuenta. Serı´a por tanto necesario, a la hora de crear el modelo de
clasificacio´n de la BMI, realizar una comparacio´n de resultados
para ambos me´todos y, en base al WD obtenido, optar por una u
otra C.E. por sujeto de pruebas para las pruebas en lı´nea. Esto
no resulta muy problema´tico, puesto que la creacio´n del modelo
para unos 5 registros y el ana´lisis por validacio´n cruzada no
ocupa en media ma´s de 1 o 2 minutos.
Otro punto importante a discutir es determinar si los nuevos
desarrollos de este artı´culo mejoran los trabajos previos. Para
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poder hacer una comparacio´n rigurosa de resultados es importan-
te tener en cuenta varias cosas. En primer lugar, los resultados
tienen dependencia del sujeto de pruebas y su grado de experien-
cia en el manejo de BMIs. Por lo tanto, es difı´cil realizar una
comparacio´n de resultados si el taman˜o de muestra de sujetos
no es suficientemente grande para que estadı´sticamente la media
sea significativa. Una muestra significativa deberı´a constar al
menos de 30 sujetos, siendo raro que el volumen de sujetos en
estudios de BMIs supere este valor (He et al., 2018). En segundo
lugar, resulta complicado comparar resultados si el modo de
calcular Acc es diferente o no se aportan datos de TPR o FP/min.
Por u´ltimo, es necesario aportar un ı´ndice que integre estos 3
para´metros. En este artı´culo se comparan los resultados de los
nuevos algoritmos desarrollados con los obtenidos en el ana´li-
sis oﬄine de (Rodrı´guez-Ugarte et al., 2017) basados en FFT.
Adema´s, debido a que la base de datos de sujetos es compartida,
la comparacio´n de resultados resulta ma´s rigurosa. Para ello, se
comparan los resultados con los de la Tabla 1* y 2* de la inves-
tigacio´n previa para ventanas de 4 s (el sı´mbolo * indica que los
datos se refieren a la investigacio´n previa de (Rodrı´guez-Ugarte
et al., 2017)). El me´todo D* de dicha investigacio´n, al igual que
el me´todo A de la actual, es el que tiene un comportamiento ma´s
estable para los 5 sujetos. Las Tablas 5 y 6 muestran una compa-
racio´n entre ambos me´todos personalizando por C.E. o por C.E.
y algoritmo respectivamente, indicando de forma adicional los
valores de TPR, Acc y FP/min con su desviacio´n tı´pica.
Tabla 5: Comparacio´n algoritmos desarrollados respecto a los de (Rodrı´guez-
Ugarte et al., 2017), personalizando la C.E. para ventanas de evento de 4 segun-
dos. En * aparecen los resultados correspondientes a la anterior investigacio´n.
Se indica la dispersio´n mediante la desviacio´n tı´pica.
Sujeto Algoritmo C.E. TPR( %) FP/min Acc( %) WD
1 A 3 51.3±20.6 1.13±1.86 90.4±15.0 0.67D* 4* 63.8±24.5 1.69±2.18 89.1±13.7 0.68
2 A 3 82.5±20.5 2.25±2.32 87.1±12.9 0.70D* 5* 71.25±23.06 1.31±3.94 94.38±15.48 0.76
3 A 1 84.0±22.9 2.60±2.97 86.2±14.7 0.68D* 1* 71.3±29.2 2.25±2.57 78.6±26.9 0.61
4 A 1 65.0±23.7 1.88±2.16 86.6±14.7 0.65D* 1* 82.67±24.92 3.2±3.49 82.82±18.26 0.61
5 A 1 56.3±27.5 2.25±5.20 89.6±22.7 0.61D* 2* 57.5±26.2 2.44±2.73 81.65±21.76 0.56
Tabla 6: Comparacio´n mejores algoritmos personalizando la C.E. y el algoritmo
para ventanas de evento de 4 segundos. En * aparecen los resultados corres-
pondientes a la investigacio´n de (Rodrı´guez-Ugarte et al., 2017). Se indica la
dispersio´n mediante la desviacio´n tı´pica.
Sujeto Algoritmo C.E. TPR( %) FP/min Acc( %) WD
1 A 3 51.3±20.6 1.13±1.86 90.4±15.0 0.67D* 4* 63.8±24.5 1.69±2.18 89.1±13.7 0.68
2 A 3 82.5±20.5 2.25±2.32 87.1±12.9 0.70E* 6* 50.0±27.3 0.19±0.75 93.8±25.0 0.75
3 A 1 84.0±22.9 2.60±2.97 86.2±14.7 0.68D* 1* 71.3±19.3 2.25±2.57 78.6±26.9 0.61
4 B 1 71.3±19.3 1.88±2.16 86.4±17.1 0.68C* 3* 67.5±20.5 2.44±2.50 83.7±16.8 0.61
5 C 3 77.5±+24.1 0.75±3.00 97.2±11.1 0.84A* 1* 82.5±21.8 3.56±4.55 82.8±20.8 0.59
Tanto en un caso como en el otro, los nuevos algoritmos
desarrollados presentan un mejor comportamiento que los basa-
dos en FFT para los sujetos 3-5. Tan so´lo el sujeto 2 tiene unos
resultados superiores para FFT, ya que en el caso del sujeto 1
los resultados son muy similares (0.67 vs 0.68) y el algoritmo A
obtiene un valor inferior en FP/min.
Otro punto no comentado, pero importante para la implemen-
tacio´n futura de la BMI en lı´nea, es el tiempo de computacio´n
por subventana. En el caso de FFT, el procesamiento y clasi-
ficacio´n de cada subventana de 1 segundo esta´ en el rango de
10−4 segundos para el equipo utilizado en las pruebas, mientras
que para ST ronda los 0.15 segundos. Los me´todos basados en
HHT y EMD superan en alguno de los casos los 0.2 segundos,
lo que unido a su peor desempen˜o los hace desaconsejables co-
mo algoritmo. Si no se quiere obtener un retraso en el uso en
tiempo real, el valor medio de computacio´n no deberı´a superar
los 0.2 segundos. Este tiempo corresponde al movimiento de
las subventanas de procesamiento, por lo que si se opta por otro
intervalo habrı´a que tenerlo en cuenta. En el caso de ST, esto
podrı´a limitar su uso si se emplean preprocesamientos adiciona-
les o clasificadores diferentes a SVM que requieran un mayor
tiempo de computacio´n. En el caso de FFT, esto serı´a menos
problema´tico ya que su procesamiento es mucho ma´s ra´pido.
5. Conclusiones
Se puede concluir que los nuevos me´todos desarrollados
basados en la ST tienen un comportamiento ma´s robusto que
los basados en FFT. Adicionalmente, para mejorar el funcio-
namiento de la BMI en lı´nea serı´a conveniente llevar a cabo
una personalizacio´n por C.E. El coste de ello en tiempo en el
protocolo de pruebas no es resen˜able y podrı´a ayudar a mejorar
los resultados. Una personalizacio´n por sujeto del algoritmo tam-
bie´n podrı´a ser interesante, pero el nu´mero de combinaciones de
electrodos y algoritmos deberı´a ser limitado para no alargar en
deması´a los tiempos de co´mputo y el protocolo de pruebas (no
ma´s de 2 C.E. y 2 algoritmos para unos 10 minutos).
Otra importante consecuencia extraı´da de los resultados estri-
ba en la dificultad de detectar la intencio´n de pedaleo utilizando
subventanas compuestas u´nicamente por datos previos al movi-
miento real. Una deteccio´n de la intencio´n motora a partir de
datos previos al movimiento necesitarı´a de un enfoque basado
en una aproximacio´n diferente a la mostrada, que analiza el
feno´meno ERD/ERS mediante la evaluacio´n de subventanas.
Esta aproximacio´n alternativa deberı´a intentar buscar cambios
puntuales en las sen˜ales EEG previos al movimiento, evitando
la utilizacio´n de clasificadores por mayorı´a, ya que se ven pena-
lizados por las subventanas de procesamiento. Otra opcio´n serı´a
basar el control en periodos de imaginacio´n motora en vez de
intencio´n de movimiento.
Para la primera de las opciones, las transformadas tratadas
en este artı´culo, podrı´an resultar interesantes para detectar va-
riaciones en el tiempo de las sen˜ales EEG basadas u´nicamente
en los datos previos. Futuras investigaciones intentara´n explotar
esta idea, para mejorar la deteccio´n de intencio´n de movimiento,
como me´todo alternativo de control respecto a la imaginacio´n
motora en BMI.
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