Autoencoders enable data dimensionality reduction and are a key component of many (deep) learning systems. This article explores the use of the XCSF online evolutionary reinforcement learning system to perform autoencoding. Initial results using a neural network representation and combining artificial evolution with stochastic gradient descent, suggest it is an effective approach to data reduction. The approach adaptively subdivides the input domain into local approximations that are simpler than a global neural network solution. By allowing the number of neurons in the autoencoders to evolve, this further enables the emergence of an ensemble of structurally heterogeneous solutions to cover the problem space. In this case, networks of differing complexity are typically seen to cover different areas of the problem space. Furthermore, the rate of gradient descent applied to each layer is tuned via self-adaptive mutation, thereby reducing the parameter optimisation task.
Introduction
Autoencoders are a core neural network component of many deep learning systems (LeCun et al., 2015) and have significantly contributed to improvements in the current state-of-the-art for speech recognition, object detection, and natural language processing. They may be used simply to perform dimensionality reduction, but can also be combined with a predictive component and further refined under a supervised scheme. Usually, autoencoders are trained using standard neural network backpropagation techniques.
Recently, evolutionary algorithms (EAs) combined in some form with stochastic gradient descent have experienced a resurgence in their use for optimising large neural networks (Stanley et al., 2019) . As with the backpropagation techniques, these techniques seek to construct a single large global network that covers the entire feature space. In contrast, the learning classifier system XCSF (Wilson, 2001) provides an EA approach wherein a feature space is adaptively partitioned into niches and local approximations are formed. We suggest that an XCSF-like system might be capable of building an emergent ensemble of heterogeneous autoencoders with possible advantages in performance and efficiency over standard EA techniques.
Following on very initial work with a simple LCS (Bull, 2019) , this article adapts XCSF for the autoencoder problem and tests it on numerous datasets. We explore the performance of neural networks with fixed numbers of hidden neurons, as well as allowing their number to evolve, i.e., heterogeneous niched encoders may emerge. Moreover, we introduce a self-adaptive scheme wherein each layer adapts to the local rate of gradient descent applied.
The remainder of this article is organised as follows. Section 2 describes the XCSF learning classifier system, and presents an overview of the related work on neural classifiers and autoencoders. Section 3 describes the neural classifier representation and learning scheme adopted, along with the experimental method applied. Section 4 presents the results from experimentation on a range of publicly available datasets with progressively larger numbers of features. Section 5 presents our conclusions.
2 Background 2.1 XCSF XCSF is an accuracy-based online evolutionary reinforcement learning system with locally approximating functions that compute classifier payoff prediction directly from the input state. XCSF can be seen as a generalisation of XCS (Wilson, 1995) where the prediction is a scalar value.
Each XCSF classifier cl consists of (i) a condition structure cl.C that determines whether the rule matches input x (ii) an action structure cl.A that selects an action a to be performed for a given x (iii) a prediction structure cl.P that computes the expected payoff for performing a upon receipt of x. In addition, each classifier maintains a measure of its experience exp, error , fitness F , numerosity num, average participated set size s, and the time stamp ts of the last EA invocation on a participating set.
For each learning trial, XCSF constructs a match set [M ] composed of classifiers in the population set [P ] whose cl.C matches x. If [M ] contains fewer than θ mna actions, a covering mechanism generates classifiers with matching cl.C and random action a. For each possible action a k in [M ], XCSF estimates the expected payoff by computing a system prediction P (a k ), typically as the fitness-weighted average. That is, for each action k and classifier prediction p j in [M ], the system prediction P k = j F j p j / j F j . A system action is then randomly or probabilistically selected during exploration, and the highest payoff action P k used during exploitation. Classifiers in [M ] advocating the chosen action are subsequently used to construct an action set [A] . The action is then performed and a scalar reward r ∈ R received, along with the next sensory input.
In a single-step problem, each classifier cl j ∈ [A] has its experience incremented and fitness, error, and set size updated using the Widrow-Hoff delta rule with learning rate β ∈ [0, 1] as follows.
otherwise. With target error threshold 0 and accuracy fall-off rate α ∈ [0, 1], ν ∈ N >0 .
Relative accuracy: κ j = (κ j · num j )/ j κ j · num j Fitness:
Prediction Array Figure 1 : XCSF schematic illustration for single-step classification. In multi-step classification, the EA and reinforcement take place within the previous action set (not shown) using a discounted reward similar to Q-learning. For regression problems, no action set is necessary; classifier prediction is made directly accessible to the environment, with the EA and reinforcement applied to the match set.
Thereafter, cl.C, cl.A, and cl.P are updated according to the representation adopted.
The EA is applied to classifiers within [A] if the average time since its previous execution exceeds θ EA . Upon invocation, the ts of each classifier is updated. Two parents are chosen based on their fitness via roulette wheel selection (or tournament; Butz et al., 2003) and λ number of offspring are created via crossover with probability χ and mutation with probability µ. Offspring parameters are initialised by setting the error and fitness to the parental average, and discounted by reduction parameters for error R and fitness F R . Offspring exp and num are set to one. If subsumption is enabled and the offspring are subsumed by either parent with sufficient accuracy ( j < 0 ) and experience (exp j > θ sub ), it is not included in [P ]; instead the parents' num is incremented. The resulting offspring are added to [P ] and the maximum (micro-classifier) population size N is enforced by removing classifiers selected via roulette (or tournament) with the deletion vote.
The deletion vote is set proportionally to the set size estimate s. However, the vote is increased by a factor F /F j for classifiers that are sufficiently experienced (exp j > θ del ) and with small fitness F j < δF ; where F is the [P ] mean fitness, and typically δ = 0.1.
In a multi-step problem, the previous action set [A] −1 is instead updated and the EA may be run therein. For regression problems, no [A] is necessary and instead cl.P is made directly accessible to the environment; the EA and reinforcement are performed in [M ] . See schematic illustration in Figure 1 .
A number of interacting pressures have been identified within XCS (Butz et al., 2004) . A set pressure provides more frequent reproduction opportunities for more general rules. In opposition is a fitness pressure which represses the reproduction of inaccurate and over-general rules. Bernadó-Mansilla and Ho (2005) detail the domain of XCS competence on a range of classification problems, and Orriols-Puig et al. (2009) provide an analysis of XCS for problems with class imbalances. See Bull (2015) for an overview of LCS and Butz (2006) for a detailed introduction to XCSF.
Many forms of cl.C, cl.A, and cl.P have been used for classifier knowledge since the original ternary conditions, integer actions, and scalar predictions. Notable ex-amples include, real-valued interval conditions (e.g., Stone and Bull, 2003) ; symbolic tree conditions (e.g., Iqbal et al., 2014) ; convex hull conditions (Lanzi and Wilson, 2006) ; Haar-like feature conditions for image recognition (Ebadi et al., 2014) ; linear computed predictions (Wilson, 2001) , gradient descent predictions (Butz et al., 2005) ; support vector predictions (Loiacono et al., 2007) ; Kalman filter predictions (Drugowitsch and Barry, 2008) ; hyperellipsoidal conditions and recursive least squares predictions (Butz et al., 2008) ; fuzzy logic (e.g., Casillas et al., 2007) ; and temporally dynamic graphs (Preen and Bull, 2013) . Ensemble approaches have also been considered, both in the homogeneous , and heterogeneous case .
Perhaps somewhat surprisingly, there had been no previous use of XCS for extracting structure within unlabelled data until the work of Tamee et al. (2007) on clustering, termed XCSC. Clustering is an important unsupervised learning technique where a set of data are grouped into clusters in such a way that data in the same cluster are similar in some sense and data in different clusters are dissimilar in the same sense. They showed how the XCS generalisation mechanisms can be used to identify clusters, both their number and description.
Evolving Neural Classifiers
A long history of searching neural network topologies can be traced back to the origins of computing (Turing, 1948) . EAs have been widely used to design single networks, which are typically initialised in a minimal state and their complexity increased; simultaneously adapting the weights and topology (Yao, 1999) . Currently, two of the most prevalent methods are NEAT (Stanley and Miikkulainen, 2002) and Cartesian genetic programming (CGP; Khan et al., 2013) . Indirect encodings have the potential to scale to very large sized networks (Stanley et al., 2009 ) and it has been suggested that EAs are competitive with stochastic gradient descent on high-dimensional problems (Morse and Stanley, 2016) . Gaier and Ha (2019) have recently shown that evolving the network architecture without explicit weight training can produce similar results to fixed architectures where all weights are adapted.
EAs are able to optimise neural networks even when there is no gradient information available. Moreover, several approaches exist wherein they may be combined with gradient descent techniques. Under a Lamarckian scheme, the learned weights remain as part of the genetic code for evolutionary operators to act upon (Gruau and Whitley, 1993) . In contrast, with Baldwinian evolution, lifetime learning is not directly reflected within the genome, but still influences selection (Hinton and Nowlan, 1987) .
Following developments in deep learning, there has been a renewed interest in the use of population-based training (Jaderberg et al., 2017) and EAs to design large neural networks (Cui et al., 2018) . Concurrently, adaptive gradient descent methods such as AdaGrad, RMSProp, and Adam have become increasingly prevalent. These scale the magnitude of update for each individual parameter based on various moments of the gradient. However, they frequently require some form of annealing (or warm-up schedule) to maintain early stability. These warm-up parameters typically require tuning for a specific problem and model; and the benefits over simple stochastic gradient descent with an appropriate learning rate remain controversial (Wilson et al., 2017) .
There has also been a long history of comparison between LCS and neural networks. For example, Smith and Cribbs (1994) compared classifiers with the hidden neurons of a single neural network. Andersen and Tsoi (1993) used an EA with fitness sharing to perform layer-by-layer training of a neural network. In their approach, each individual represents a hidden neuron and the number is allowed to vary within each layer. Neurons are partitioned into sets that perform similar functions and a representative from each set is chosen to form the layer. Layers are added after a fixed number of search generations. Fitness sharing encourages the formation of different feature detectors (hidden neurons) within the population. Bull (2002) was the first to represent LCS classifiers as neural networks: both cl.C and cl.A were performed within a single network rule. Subsequently, self-adaptive mutation was applied (Bull and Hurst, 2003) , as was stochastic gradient descent (O'Hara and Bull, 2005b) . In the latter approach, local search was performed by adapting the weights of the least fit networks in [A] towards the fittest rule in the set.
O'Hara and also used neural classifiers for function approximation where gradient descent was used to update the cl.P weights using the target outputsthere single networks performed cl.C and cl.P . With the inclusion of an additional classifier network to predict the next state input, O'Hara and Bull (2005a) extended the approach for anticipatory LCS. More recently, Howard et al. (2016) have explored the more biologically plausible spiking neural networks within LCS, adapting both the number of neurons and connections to perform temporal reinforcement learning.
Neural networks have also been paired with other classifier representations within LCS. For example, Lanzi and Loiacono (2006) used hyperrectangle cl.C and neural network cl.P within XCSF. There, the EA adapted the network topology but not the weights. The weights were updated using the XCSF version of the delta rule (Wilson, 2002) to compute the expected payoff. Dam et al. (2008) also explored hyperrectangle cl.C and neural network cl.A within UCS. In addition, Sancho-Asensio et al. (2014) presented a neural LCS for data stream classification. Recently, Kim and Cho (2019) have investigated an LCS where the EA performs feature selection using bitstring conditions and a selection of convolutional neural network actions are used.
Autoencoding
Autoencoders are composed of an encoder and decoder, which are jointly trained to minimise the discrepancy between the original input data and its reconstruction. To capture useful structure, the encoder must be prevented from simply learning an identity function. Typically this is achieved by constraining the size of the encoder. However, regularisation techniques are also effective. For example, the use of sparsity (Ranzato et al., 2007) and contractive (Rifai et al., 2011) constraints, the addition of noise , and signal dropout of neurons (Srivastava et al., 2014) or weights (Wan et al., 2013) .
After pretraining the feature detector layers, they can be combined with a predictive layer for classification or regression, and further refined under a supervised scheme. Figure 2 illustrates the general architecture. Deep autoencoders can be formed by stacking multiple single-layer autoencoders and using greedy layerwise unsupervised training (Hinton and Salakhutdinov, 2006) . They may also be placed in a recursive configuration (Socher et al., 2011) . Erhan et al. (2010) have shown two key reasons why the unsupervised pretraining of neural network feature detectors significantly improves subsequent supervised learning with stochastic gradient descent (Rumelhart et al., 1986 ). The first is that it makes the optimisation task easier because the weights are initialised in an appropriate region of the space. The second benefit is that generalisation on test data is significantly improved because the learned weights originate from modelling input patterns rather than the function mapping input to label. This becomes of even greater importance where there is a large amount of unlabelled data available for pretraining and Figure 2 : Autoencoder architecture. In the first phase, the encoder-decoder is trained to reconstruct the original inputs. Thereafter, the encoder may be paired with a predictor and further trained to minimise the error with respect to labelled instances.
only a relatively small amount of labelled data for predictive training. Moreover, autoencoders can be used for a wide number of tasks even without any labelled data. For example, imputing missing data values (Abdella and Marwala, 2005) and anomaly detection (Sakurada and Yairi, 2014) .
EAs have frequently been used to design autoencoders. For example, Fernando et al. (2016) used an EA to design the topology of compositional pattern producing networks (CPPNs) where the outputs were taken as the weights of a neural network autoencoder. The autoencoder was subsequently refined via gradient descent and the resulting gradients used to update the CPPN weights. Sun et al. (2019) used an EA to evolve deep neural networks for feature learning via an unsupervised scheme. See Bengio et al. (2013) for a general overview of feature learning and autoencoding, and Xue et al. (2016) for evolutionary computing approaches to feature selection.
Autoencoding via a single neural network has recently been used with XCS (Matsumoto et al., 2017). The feature inputs were initially passed through a pretrained encoder to reduce the dimensionality before performing XCS classification with an interval encoding.
Historically, somewhat akin to autoencoding, Booker (1988) presented a form of LCS which extends the principle of using an EA to discover any underlying regularities in the problem space, dividing the task of learning such structure from that of supplying appropriate actions to receive external reward. A separate LCS exists for each of these two aspects. A first LCS receives binary encoded descriptions of the external environment, with the objective to learn appropriate regularities through generalisations over the input space. This is seen as analogous to learning to represent categories of objects. The matching rules not only post their actions/outputs onto their own internal memory/message list but some are passed as inputs to a second LCS. The second LCS receives reward when it correctly exploits such categorisations with respect to the current task. See (Bull and Fogarty, 1994) for a related LCS using only an EA.
Methodology
Here, we use a derivative of XCSF to explore the autoencoding of multi-layer perceptron neural networks-a system herein termed XCSA. That is, each classifier is trained to reproduce its inputs via a much smaller (encoding) hidden layer. Each cl.C and cl.P is a separate fully-connected neural network, as illustrated in Figure 3 . Each network is composed of hidden rectified linear units (He et al., 2015) , and logistic outputs. The cl.C output layer contains a single neuron that determines whether the rule matches a given input. The cl.P (decoding) output layer contains as many output neurons as 
inputs.
A population of N = 1000 classifiers are initialised randomly and undertake Lamarckian learning. That is, after the application of evolutionary operators to both cl.C and cl.P during reproduction, stochastic gradient descent updates cl.P during reinforcement. The resulting cl.P weights are copied to offspring upon parental selection.
During instantiation of [P ] the weights of each network are initialised with small random values sampled from a Gaussian normal distribution with mean m = 0 and standard deviation σ = 0.1. Biases are zero initialised. Should covering be triggered at any stage, networks with random weights and biases are generated by the same method until the network matches the current input, however using a larger σ = 1. Upon receipt of x, [M ] is formed by adding all cl ∈ [P ] whose cl.C outputs a value greater than 0.5.
Classifier reinforcement and the EA take place within [M ] . The [M ] fitnessweighted average prediction is also used for system output as usual in XCSF. However, learning in XCSA consists of updating the matching error, which is derived from the mean squared error (MSE) with respect to x and the corresponding values on each output neuron O of a rule in the current [M ] using the modified Widrow-Hoff delta rule with learning rate β:
Subsequently, each cl.P within [M ] is updated using simple stochastic gradient descent (Rumelhart et al., 1986) with learning rate η ∈ R >0 and momentum ω ∈ [0, 1].
That is, the chain rule is applied at match time t to compute the partial derivative of the error with respect to each weight ∂E/∂w, and the weight change:
Gradient descent is not applied to cl.C.
Following (Bull and Hurst, 2003) crossover is omitted and self-adaptive mutation used. Each classifier maintains a vector of mutation rates initially seeded randomly from a uniform distribution µ ∼ U [µ min , 1]. These parameters are passed to its offspring. The offspring then applies each of these mutation rates to itself using a Gaussian distribution, i.e., µ i = µ i e N (0,1) , before mutating the rest of the rule at the resulting rate. This is similar to the approach used in evolution strategies (ES; Schwefel, 1981) where the mutation rate is a locally evolving entity in itself, i.e., it adapts during the search process. Self-adaptive mutation not only reduces the number of hand-tunable parameters of the EA, it has also been shown to improve performance. Here, three types of mutation are explored:
• Weights and biases are adapted through the use of a single self-adaptive mutation rate, which controls the σ of a random Gaussian added to each weight and bias. This is also similar to the approach used in ES.
• The topology is adapted through the use of a second self-adaptive rate, which controls the probability of modifying the number of hidden neurons in the conditions C h and predictions P h . When triggered, a single hidden neuron is added or the most recently added neuron removed with equal chance. Pressure to evolve minimally sized networks is achieved by altering the population size enforcement mechanism as follows. Each time a classifier must be removed, two classifiers are selected via roulette wheel with the deletion vote as described above and then the rule with the most hidden layer nodes is deleted.
• To adapt the rate of gradient descent, each layer maintains its own η. These values are constrained [10 −4 , 0.1] and seeded uniformly random. A third self-adaptive mutation rate controls the σ of a random Gaussian added to each η, similar to weight adaptation. Wyatt and Bull (2005) have previously shown how the selfadaptation of local search parameters can speed learning within XCS.
For baseline comparison, an EA is run by using a population with cl.C that always match x and the minimum number of hidden neurons required to achieve an error below 0 = 0.01 is shown. That is, single networks that cover the entire state-space are learned. For each dataset, the performance of XCSA is shown with fixed numbers of hidden neurons in cl.C and cl.P . Additionally, the XCSA learning performance is shown where the number of hidden neurons are evolved; starting with a single hidden neuron in each network (h I = 1) and where the number of hidden neurons are initialised randomly (with 1 fewer than the number of inputs as maximum; h I = R).
Inputs are scaled [0, 1] and instances are drawn at random. 90% of the sample instances are used for training and 10% reserved for validation. The MSE is used as XCSA loss function. Ten runs for each experiment are performed to 100,000 trials. All graphs presented depict mean [P ] values. Each experiment is performed with η = 0.01 (shown graphically) and η = 0.001 (not shown). The MNIST dataset is used to demonstrate learning performance where the gradient descent rates are evolved (η = evo). Table 1 lists the parameters used.
The following publicly available datasets are used for initial evaluation: When comparing experiments on a single dataset, we use the Wilcoxon rankedsums test, with the null hypothesis that all observed results come from the same distribution. To compare the performance of learning rates across datasets, we follow the recommendations of Demšar (2006) and apply a Wilcoxon signed ranks test on the mean errors (after 100,000 trials) for each experiment, grouped by learning rate.
Results

UCI vowel dataset
The traditional EA approach requires at least 5 hidden neurons to achieve an autoencoding error below 0 . In contrast, XCSA requires P h ≥ 3. Evolving the number of hidden neurons with h I = 1 results in C h = 1.22 and P h = 2.2 after 100,000 trials. Hidden Neurons Match set size Hidden Neurons Match set size Figure 5 : UCI thyroid-allbp dataset autoencoding of a single hidden layer.
In comparison, C h = 3.49 and P h = 6.76 when starting with h I = R. The hidden neurons in both experiments were still declining at the end of the runs. Increasing the number of hidden neurons from 2 to 3 increases classifier generalisation capability, which is reflected by the larger average match set size |[M ]|: 217 compared with 317 after 100,000 trials. This effect is also observed when evolving the number of neurons, with |[M ]| = 197 for h I = 1, compared with 364 when h I = R. The training error for h I = R is significantly smaller than h I = 1 (p ≤ .01), however there is no difference in validation error. See Figure 4 .
UCI thyroid-allbp dataset
Similar results are observed on the UCI thyroid-allbp dataset, although here slightly fewer hidden neurons are needed despite the additional number of features. The EA requires at least 3 hidden neurons to reach 0 . Evolving the number of hidden neurons with h I = 1 results in C h = 1.29 and P h = 2.35 after 100,000 trials, compared with C h = 5.46 and P h = 11.11 for h I = R. The training and validation errors for h I = R are both significantly smaller than h I = 1; p ≤ .01. See Figure 5 .
UCI plant leaf dataset
At least 3 hidden neurons are required to achieve an autoencoding error smaller than 0 for the EA on the UCI plant leaf dataset. XCSA reaches the target error with C h = 1 and P h = 2. Evolving the number of hidden neurons with h I = 1 results in C h = 1.27 and Match set size Hidden Neurons Match set size Figure 7 : UCI Nomao dataset autoencoding of a single hidden layer.
P h = 1.77 after 100,000 trials. Evolving the number of hidden neurons with h I = R results in a significantly smaller training and validation error than h I = 1; p ≤ .01. However, the number of hidden neurons remains much larger: C h = 8.95 and P h = 14.09. On average, there is a reduction in the number of hidden neurons of around two thirds their original number for cl.C and around half for cl.P after 100,000 trials. Both were still declining at the end of the runs. Furthermore, the training and validation errors are significantly smaller when comparing h I = 1 with a similar fixed topology of C h = 1 and P h = 2; p ≤ .01. See Figure 6 .
UCI Nomao dataset
On the UCI Nomao dataset the EA requires at least 10 hidden neurons. After 100,000 trials, evolving the number of neurons with h I = 1 reaches an average C h = 1.81 and P h = 3.49 with training MSE = 0.0151±0.0016. Evolving with h I = R, rapidly achieves a training error below 0 , with C h = 32.21 and P h = 48.83 after 100,000 trials. This is a reduction of around half of the original number of cl.C hidden neurons, on average. Furthermore, the validation MSE = 0.0068 ± 0.0004, showing that there has been no overfitting of the data. See Figure 7 .
USPS dataset
At least 20 hidden neurons are required by the EA and more than P h = 10 by XCSA to reach 0 on the USPS dataset. After 100,000 trials, evolving the number of neurons Hidden Neurons Match set size Figure 8 : USPS dataset autoencoding of a single hidden layer.
with h I = 1 reaches an average C h = 2.35 and P h = 5.7 with training MSE = 0.0143 ± 0.0019. From Figure 8 , it can be seen that the error remains in decline at the end of the experiment, while the number of hidden neurons continues to grow. The target error may therefore be expected to be reached within an additional 100,000 trials given the rate of neuron growth. When h I = R, over 75 cl.C hidden neurons and 25 cl.P hidden neurons are removed on average over the course of the experiment, without any increase in training error. Moreover, the validation MSE (0.0019±0.0001) is significantly lower than all of the other experiments, showing that it has not overfit the data; p ≤ .01. However, the computational cost is far greater given the additional neurons. Following the general pattern observed over the previous datasets, the average |[M ]| is correlated with P h , as one might expect from additional generalisation power.
MNIST dataset
On the MNIST dataset, the maximum initial number of hidden neurons for h I = R is set to half the number of inputs due to the extra computational cost. From Figure 9 it can be seen that both the EA and XCSA with fixed numbers of hidden neurons are unable to reach 0 with η = 0.01. However, the target error can be reached with P h ≥ 40 when using a smaller gradient descent rate η = 0.001. For example, after 100,000 trials, the EA with P h = 40 and η = 0.01 has a significantly larger training and validation MSE (0.029 ± 0.0016) when compared with η = 0.001 (MSE = 0.009 ± 0.0001); p ≤ .01. After 100,000 trials, evolving the number of neurons with h I = 1 and η = 0.001 reaches an average C h = 1.58 and P h = 4.42 with training MSE = 0.0285 ± 0.0019. The number of neurons are similar to USPS, suggesting that the maximum rate of hidden neuron growth is ≈ 1 every 25,000 trials on average. Given that P h ≈ 40 are needed, a rough estimate of around 1 million trials would need to be performed to reach 0 when starting from a single hidden neuron. This highlights that while evolution can effectively adapt the number of hidden neurons, it remains important to seed the networks with a suitable initial number. With h I = R and η = 0.001, after 100,000 trials C h = 97.63 and P h = 182.54 with training MSE = 0.0023 ± 0.0001. This is a reduction of almost 100 cl.C hidden neurons on average. Furthermore, the validation MSE (0.0023 ± 0.0001) is smaller than 0 , showing that it has not overfit the data. Figure 10 shows the learning performance where each layer also maintains its own η, which is evolved via self-adaptive mutation. As can be seen, the gradient descent rates are suitably adapted to the task and the performance of the EA and XCSA are both similar to η = 0.001. Excluding the case where h I = 1, the EA and XCSA have Match set size significantly smaller validation errors than η = 0.01, and there is no significant difference when compared with η = 0.001; p ≤ .01. Starting with a single hidden neuron on the MNIST dataset is clearly problematic and the self-adaptive rates are unable to work effectively: the validation error is significantly greater than η = 0.001; p ≤ .01. However, since it can be seen that there are small downward slopes in the MSE and η values, it is possible that suitable values would be identified with a larger population size and number of learning trials.
Summary
For each dataset, it has been shown that XCSA can effectively train an ensemble of autoencoders to reach the target error by adapting the weights of appropriately sized networks. In addition, it has been shown that XCSA can discover the topologies by allowing the number of hidden neurons to adapt. In each case, the number of hidden neurons can be seen to grow or shrink as appropriate for the task. Moreover, it was shown how self-adaptive gradient descent can be included to automatically identify the appropriate rate of local search to perform. Two fixed gradient descent learning rates were tested for each experiment on each dataset: η = 0.01 and 0.001. With the exception of MNIST, the two gradient descent rates result in similar performance, although with a slower decline in MSE for the smaller η. A Wilcoxon signed ranks test finds that this performance is significantly different, with η = 0.01 having smaller training and validation error after 100,000 trials; Figure 10 : MNIST dataset with self-adaptive gradient descent in each layer (η = evo). p ≤ .01. On the MNIST dataset however, a smaller η was found to significantly improve performance. By providing each layer with its own evolved η, an adaptive gradient descent was shown capable of automatically determining the appropriate rate. A summary of the results after 100,000 trials for each of the experiments evolving the number of hidden neurons is shown in Table 2 . To see if the potential for heterogeneity over the problem space is beneficial, experiments using the closest-size discovered networks were also run for the UCI datasets. That is, for h I = 1, the resulting C h and P h were rounded to the nearest whole numbers after 100,000 trials and the experiments rerun. In each case, h I = 1 has a significantly smaller training error; p ≤ .01. This difference in performance shows that XCSA is making use of heterogeneous solutions and the resulting performance is never worse than if the parameters had been found through trial and error. Such an ensemble of heterogeneous autoencoders can be seen to share characteristics with single network sparse autoencoders (e.g., Zeng et al., 2018) .
XCSA directly allocates reward to the sub-solutions. Whereas with the EA, the individual being rewarded (or reinforced) represents the overall solution to the problem, and credit is therefore much less direct in terms of rewarding the components actually responsible for the decision. XCSA is also computationally more efficient per trial since reinforcement (including gradient descent) is only applied to cl.P within [M ] whereas the EA updates all classifiers in [P ].
Conclusion
Autoencoding is a key component of many deep learning systems and this article has presented results from using a variant of XCSF to perform such dimensionality reduction. Moreover, given their basis in EAs, LCS do not require the existence of helpful gradients within the weight space, although gradient-based search can speed learning, as here.
The LCS approach adaptively subdivides the input domain into local approximations that are much simpler than a global neural network solution. This further enables the emergence of an ensemble of structurally heterogeneous solutions to cover the problem space. In this case, when the number of neurons in the autoencoders is allowed to evolve, networks of differing complexity are typically seen to cover different areas of the problem space. Additionally, the scheme introduced here entirely selfadapts the search process: both the gradient-free mutation of weights and their local refinement where gradient information is available. Not only does this potentially reduce the number of hand-tuneable parameters in deep learning, it may provide further benefits in network analysis, use in non-stationary and online domains, etc. Furthermore, the LCS ensemble may reveal input categories more clearly than are seen in a global network solution. Current work is exploring additional layers of autoencoding, as well as a final classification LCS to determine the effectiveness of the suggested dimensionality reduction shown here on various data sets.
