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UNIVERSAL QUADRATIC FORMS AND INDECOMPOSABLES OVER
BIQUADRATIC FIELDS
MARTIN ČECH, DOMINIK LACHMAN, JOSEF SVOBODA, MAGDALÉNA TINKOVÁ, KRISTÝNA
ZEMKOVÁ
Abstract. The aim of this article is to study (additively) indecomposable algebraic integers OK
of biquadratic number fields K and universal totally positive quadratic forms with coefficients in
OK . There are given sufficient conditions for an indecomposable element of a quadratic subfield
to remain indecomposable in the biquadratic number field K. Furthermore, estimates are proven
which enable algorithmization of the method of escalation over K. These are used to prove, over
two particular biquadratic number fields Q
(√
2,
√
3
)
and Q
(√
6,
√
19
)
, a lower bound on the
number of variables of a universal quadratic forms, verifying Kitaoka’s conjecture.
1. Introduction
Quadratic forms have been a subject of interest to many researchers. For example a famous
theorem of Lagrange states that the quadratic form x21 + x
2
2 + x
2
3 + x
2
4 is universal over Z, i.e., that
every positive integer can be expressed as a sum of four squares. Moreover, it is known that Z
does not admit a ternary universal quadratic form.
The study of universal quadratic forms has been generalized to other fields than Q. Siegel
[Si] showed that the only totally real number fields in which the sum of any number of squares
is universal are Q and Q(
√
5), three squares being sufficient in the latter case. Chan, Kim and
Raghavan [CKR] characterized ternary universal forms over Q(
√
2), Q(
√
3) and Q(
√
5) up to
equivalence and showed, that no other totally real quadratic number field admits a totally positive
ternary universal form. More results can be found in [De], [Sa], [Ki1] or [Ki2]. A recent result of
Blomer and Kala [BK] shows that, for any positive integer N , there are infinitely many totally
real quadratic number fields which do not admit any universal quadratic form with less than N
variables. This result was generalized by Kala and Svoboda [KS] to multiquadratic fields of any
fixed degree.
Closely related to universal quadratic forms are indecomposable elements, i.e., totally positive
integers which cannot be written as a sum of two other totally positive integers. These are hard
to be represented by a quadratic form so they often must appear as its coefficients, thus increasing
the required number of variables. This idea played a crucial role in the proof of Blomer and
Kala. The set of indecomposables was fully characterized over totally real quadratic fields Q(
√
p)
using properties of the continued fraction of
√
p (see [DS] or [Pe]). The structure of the additive
semigroup of totally positive elements in quadratic number fields was described in [HK].
We will focus on quadratic forms over totally real biquadratic fields, i.e., quadratic forms with
coefficients in the ring of integers of a field of the form Q
(√
p,
√
q
)
with squarefree positive integers
p, q. We will show that, under certain conditions, the indecomposable elements from the quadratic
subfields of Q
(√
p,
√
q
)
remain indecomposable in the biquadratic field. We are going to prove the
following theorem (note that the case distinction used in (b) depends on the values of p, q (mod 4)
and is described in the next section).
Theorem 1.1. Let K = Q
(√
p,
√
q
)
be a biquadratic number field, and let r = pqgcd(p,q)2 . For
k ∈ {p, q, r}, set Mk = max{ui; i odd, [u0, u1, u2, . . . , us−1, us] is the continued fraction of −ωk}.
(a) Let α ∈ Q(√p) be indecomposable.
• If α is a convergent of −ωp and √r > √p, then α is indecomposable in K.
• If √r > Mp√p, then α is indecomposable in K.
(b) Let β ∈ Q(√q) be indecomposable.
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• In the cases 1., 2., 3., β is indecomposable in K.
• In the case 4., if √r > √q and β is a convergent of −ωq, then β is indecomposable in K.
• In the case 4., if √r > Mq√q, then β is indecomposable in K.
(c) Let γ ∈ Q(√r) be indecomposable.
• If γ is a convergent of −ωr and √p > √r, then γ is indecomposable in K.
• If √p > Mr√r, then γ is indecomposable in K.
Since we do not have a characterization of indecomposable integers in biquadratic fields, this
theorem is the first step in understanding of their structure.
In Section 2 we have compiled some basic facts about biquadratic fields, indecomposable inte-
gers and quadratic forms over totally real fields. Section 3 presents some original results about
indecomposable integers in biquadratic fields. Moreover, it provides proof that the totally positive
integer of sufficiently small norms are indecomposable in these fields. We also prove the previous
theorem and decide in which biquadratic fields we can eventually decompose the indecomposable
integers from quadratic subfields.
Sections 4 and 5 are devoted to using this theorem and the escalation method to find a lower
bound on the number of variables of a universal quadratic form over a biquadratic field. Section
4 is preparatory, where we make necessary estimates which allow us to solve the problem algo-
rithmically. In Section 5, two particular number field are treated, and we show that any classical
universal totally positive quadratic form over Q
(√
2,
√
3
)
(Q
(√
6,
√
19
)
, resp.) must have at least 5
variables (6 variables, resp.); in the case of the field Q
(√
2,
√
3
)
, a detailed computation is provided.
Note that these results confirm Kitaoka’s conjecture that states that there are very few number
fields that admit ternary universal forms.
2. Preliminaries
For a number field F , OF denotes its ring of integers and O+F is the semigroup of totally positive
integers, i.e., the elements α ∈ OF satisfying σ(α) > 0 for any embedding σ of F into C. If α ∈ F
is totally positive, we write α ≻ 0, and similarly if β ∈ F, we write α ≻ β if α− β ≻ 0. The norm
and trace of α ∈ F are defined respectively by
N (α) =
∏
σ
σ(α),
Tr (α) =
∑
σ
σ(α),
where σ runs over all embeddings of F into C.
Throughout the article, p and q will denote squarefree positive integers, and the corresponding
biquadratic field Q
(√
p,
√
q
)
will be denoted by K. Furthermore, fix r = pqgcd(p,q)2 . Then K has
three quadratic subfields – Q(
√
p), Q(
√
q) and Q(
√
r). There are four embeddings of K into C: if
α ∈ K is of the form a+ b√p+ c√q + d√r with a, b, c, d ∈ Q, the embeddings are the following:
σ1(α) = a+ b
√
p+ c
√
q + d
√
r,
σ2(α) = a− b√p+ c√q − d
√
r,
σ3(α) = a+ b
√
p− c√q − d√r,
σ4(α) = a− b√p− c√q + d
√
r.
Depending on p, q (mod 4), after possibly interchanging the role of p, q and r, every case can
be converted into one of the following (see [Ja, Section 8]):
(1) p ≡ 2 (mod 4), q ≡ 3 (mod 4),
(2) p ≡ 2 (mod 4), q ≡ 1 (mod 4),
(3) p ≡ 3 (mod 4), q ≡ 1 (mod 4),
(4) p ≡ 1 (mod 4), q ≡ 1 (mod 4) and
(a) pgcd(p,q) ≡ qgcd(p,q) ≡ 1 (mod 4) or
(b) pgcd(p,q) ≡ qgcd(p,q) ≡ 3 (mod 4).
We will therefore restrict ourselves to these cases whenever any specific property of the basis
will be needed. An integral basis of OK in the different cases has the following form (see [Wi,
Theorem 2]):
(1)
(
1,
√
p,
√
q,
√
p+
√
r
2
)
,
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(2)
(
1,
√
p,
1+
√
q
2 ,
√
p+
√
r
2
)
,
(3)
(
1,
√
p,
1+
√
q
2 ,
√
p+
√
r
2
)
,
(4) (a)
(
1,
1+
√
p
2 ,
1+
√
q
2 ,
1+
√
p+
√
q+
√
r
4
)
,
(b)
(
1,
1+
√
p
2 ,
1+
√
q
2 ,
1−√p+√q+√r
4
)
.
Note that in all cases, we have p ≡ r (mod 4) so in cases 1, 2 and 3, p and r are interchangeable.
An element α ∈ O+K is called indecomposable if it cannot be written as α = β+γ with β, γ ∈ O+K .
If F = Q
(√
p
)
is a quadratic field, it is possible to characterize the indecomposable elements in
terms of the continued fraction of certain algebraic integer in F . Let us denote
ωp =
{ √
p if p ≡ 2, 3 (mod 4),
1+
√
p
2 if p ≡ 1 (mod 4).
The set {1, ωp} forms an integral basis of OF . We know that −ωp, where ωp is the Galois conjugate
of ωp, has an eventually periodic continued fraction of the form [u0, u1, u2, . . . , us−1, us]. By
xi
yi
= [u0, . . . , ui],
we mean the ith convergent of −ωp. We will also use the expression convergent to describe the
algebraic integer αi = xi + yiωp. Moreover, let us denote by αi,l the elements αi,l = αi + lαi+1
with 0 ≤ l ≤ ui+2, which we call the semiconvergents of −ωp. In [Pe, DS], it is proved that the
indecomposable integers in Q(
√
p) are exactly the totally positive semiconvergents of −ωp, i.e., αi,l
with i odd, and their conjugates.
In this article, we shall use the fact that the elements αi are the best approximations of the
second kind, see [Kh]. It means that the convergents satisfy the inequality
|xi + yiωp| < |u+ vωp|
for all u, v ∈ N0 such that 1 ≤ v ≤ yi and uv 6= xiyi . Moreover, the only elements with this property
are the convergents.
By a quadratic form over a totally real field F with variables x1, . . . xn, we mean an expression
of the form
Q(x1, . . . , xn) =
∑
1≤i≤j≤n
aijxixj ,
where aij ∈ O+F . The quadratic form Q(x1, . . . , xn) is called
• totally positive definite if Q(γ1, . . . , γn) ≻ 0 whenever γ1, . . . , γn ∈ OF , not all zero,
• diagonal if aij = 0 whenever i 6= j,
• classical if aij is divisible by 2 whenever i 6= j,
• universal if it represents all elements fromO+F , i.e., for every α ∈ O+F , there exist γ1, . . . γn ∈
OF such that α =
∑n
i,j=1 aijγiγj .
Every quadratic form Q(x1, . . . , xn) with n variables can be associated with a symmetric n× n
matrix
Q(x1, . . . , xn) =
(
x1 · · · xn
) ·


a11
a12
2 · · · a1n2
a12
2 a22 · · · a2n2
...
...
. . .
...
a1n
2
a2n
2 · · · ann

 ·


x1
x2
...
xn

 .
We see that the quadratic form is diagonal if and only if the associated matrix is diagonal, and
it is classical if and only if all entries of the associated matrix are in OF . We shall often identify a
quadratic form with its associated matrix.
Throughout the article, we will consider only totally positive definite classical quadratic forms.
3. Indecomposable elements over biquadratic fields
As we have said, the indecomposable elements in quadratic fields can be fully described by
a continued fraction, and they are fairly well-studied, see e.g. [DS, JK, Ka2]. On the other
hand, we are not aware of any such characterization in biquadratic fields (or in any other family
of number fields). Hence, to understand the indecomposable elements in biquadratic fields, the
obvious starting point is to look at the indecomposables in the three quadratic subfields. The
question is if these elements remain indecomposable in the bigger biquadratic field. In this section,
4 M. ČECH, D. LACHMAN, J. SVOBODA, M. TINKOVÁ, K. ZEMKOVÁ
we positively answer the question if some additional conditions are satisfied, but in some cases, the
question remains open.
Recall that K = Q
(√
p,
√
q
)
, where p, q are squarefree positive integers, and that r = pqgcd(p,q)2 .
The following lemma gives us some useful inequalities for the coefficients of totally positive elements.
Lemma 3.1. Let α = a+ b
√
p+ c
√
q+ d
√
r ∈ Q(√p,√q). If α is totally positive, then a > |b|√p,
a > |c|√q and a > |d|√r.
Proof. We give the proof only for one of our inequalities, the other cases are similar. Since α is
totally positive, we have σi(α) > 0 for all i ∈ {1, . . . , 4}. Thus
0 < σ1(α) + σ3(α) = 2a+ 2b
√
p
and
0 < σ2(α) + σ4(α) = 2a− 2b√p.
Combining these two inequalities we obtain the desired conclusion. 
We proceed with a proof that elements with sufficiently small norm are indecomposable.
Lemma 3.2. Suppose that α = a+ b
√
p+ c
√
q + d
√
r ∈ O+K (with a, b, c, d ∈ Q).
(a) If b 6= 0, then Tr (α) > √p.
(b) If c 6= 0, then Tr (α) > √q.
(c) If d 6= 0, then Tr (α) > √r.
Finally, if α /∈ Z, then Tr (α) > min(√p,√q,√r).
Proof. All the cases are analogous, so let us prove only the one when b 6= 0. Since α ∈ OK , the
coefficients a, b, c, d are quarter-integers. The element α is totally positive, so from Lemma 3.1 we
have that a > |b|√p. Since b is a nonzero quarter-integer, the inequality a > |b|√p implies that
a >
√
p
4 , and hence Tr (α) = 4a >
√
p. 
Proposition 3.3. Assume that α ∈ O+K satisfies N (α) < 2min(
√
p,
√
q,
√
r) and n ∤ α for any
n ∈ N, n > 1. Then α is indecomposable.
Proof. Denote by δ := min(
√
p,
√
q,
√
r). For contradiction, suppose that α = β + γ, where β,
γ ∈ O+K . Then we have:
2δ > N (α) = (σ1(β) + σ1(γ))(σ2(β) + σ2(γ))(σ3(β) + σ3(γ))(σ4(β) + σ4(γ)) >
> Tr (σ1(β)σ2(γ)σ3(γ)σ4(γ)) + Tr (σ1(β)σ2(β)σ3(β)σ4(γ)) + other (totally positive) summands.
The final part of Lemma 3.2 implies that σ1(β)σ2(γ)σ3(γ)σ4(γ) or σ1(β)σ2(β)σ3(β)σ4(γ) must be
a (positive) integer. Without loss of generality, suppose that it is the former. This element then
equals each of its conjugates and we have
σ1(β)σ2(γ)σ3(γ)σ4(γ) = σ2(β)σ1(γ)σ4(γ)σ3(γ) ∈ N.
If we divide the equality by the norm of γ and multiply it by σ1(γ), we get
β = σ1(β) =
σ2(β)σ1(γ)σ4(γ)σ3(γ)
N (γ) σ1(γ) =
u
v
γ,
where u and v are coprime natural numbers. Then we have β = uµ and γ = vµ for µ := γ/v ∈ OK ,
so α = (u+ v)µ is divisible by the integer u+ v ≥ 2, which gives us a contradiction. 
This proposition can be directly applied to obtain the indecomposability of units (which, in fact,
holds in every totally real number field).
Corollary 3.4. Every totally positive unit of Q
(√
p,
√
q
)
is indecomposable.
We show that every element, which is indecomposable in a quadratic field, remains indecom-
posable in all but finitely many biquadratic fields.
Theorem 3.5. Let x+y
√
p be an indecomposable element of O+
Q(
√
p). Then x+y
√
p can decompose
only in biquadratic fields Q
(√
p,
√
q
)
with min{q, r} < 16x2.
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Proof. Assume that K = Q
(√
p,
√
q
)
is such that x+ y
√
p is decomposable in O+K . Then we have
x+ y
√
p =
(
a+ b
√
p+ c
√
q + d
√
r
)︸ ︷︷ ︸
α
+
(
a′ + b′
√
p+ c′
√
q + d′
√
r
)︸ ︷︷ ︸
α′
for some a, b, c, d, a′, b′, c′, d′ ∈ Q such that α, α′ ∈ O+K . Since α and α′ are totally positive, we
have a, a′ > 0. As a + a′ = x, it must hold that a, a′ < x. Note that x2 +
y
2
√
p /∈ OK whenever
x
2 +
y
2
√
p /∈ OQ(√p), and hence c or d must be nonzero. We can use Lemma 3.2: If c 6= 0, then√
q < Tr (α) = 4a < 4x; if d 6= 0, then √r < Tr (α) = 4a < 4x. Hence, q < 16x2 or r < 16x2. 
Remark 3.6. In the proof of Lemma 3.2, we used that a, b, c, d are quarter-integers. In the cases
1., 2., 3. (i.e., if p ≡ 2, 3 (mod 4)), a, b, c, d are half-integers; therefore, we can get in Theorem
3.5 in these cases a better bound min{q, r} < 4x2.
We can now start the proof of the main result that indecomposable elements from quadratic
fields often remain indecomposable in biquadratic extensions. In the rest of the section, the proofs
and sometimes also the statements of results will need to distinguish the cases 1.-4. for the triple
p, q, r.
Proposition 3.7. In the cases 1., 2. and 3., the indecomposable integers in Q(
√
q) are indecom-
posable in Q(
√
p,
√
q).
Proof. Let x+ yωq be an indecomposable integer in Q(
√
q) where
ωq =
{ √
q in case 1,
1+
√
q
2 in cases 2 and 3.
Assuming that x+ yωq is decomposable in Q(
√
p,
√
q), we can express our element as a sum of two
totally positive integers, thus
x+ yωq = a+ b
√
p+ cωq + d
√
p+
√
r
2︸ ︷︷ ︸
α
+ a′ − b√p+ c′ωq − d
√
p+
√
r
2︸ ︷︷ ︸
α′
.
Since the elements α and α′ are totally positive, from Lemma 3.1 we conclude that a + cωq > 0,
a+ cωq > 0, a
′ + c′ωq > 0 and a′ + c′ωq > 0. From this it follows that
x+ yωq = (a+ cωq) + (a
′ + c′ωq)
where a+ cωq and a
′ + c′ωq are totally positive. This contradicts our assumption that x + yωq is
indecomposable in Q(
√
q). 
Note that in the previous proposition, it is not possible to interchange the role of p and q.
Proposition 3.8. If
√
q > gcd(p, q), then the totally positive convergents of −ωp are indecompos-
able in Q(
√
p,
√
q).
Proof. We first prove the proposition in the cases 1., 2. and 3. Let x+ y
√
p be a convergent of
√
p
and suppose, contrary to our claim, that it is decomposable in Q(
√
p,
√
q), so
x+ y
√
p =
a
2
+
b
2
√
p+
c
2
√
q +
d
2
√
r︸ ︷︷ ︸
α
+
a′
2
+
b′
2
√
p− c
2
√
q − d
2
√
r︸ ︷︷ ︸
α′
.
Integers a, a′, c and c′ are all even in the case 1. Without loss of generality, we can assume that
y > 0. We next claim that either c is equal to zero or c and d are both positive or both negative,
which follows from the facts that a2 − b2
√
p < 1 and |c|2
√
q > 1 for nonzero c, even if q ≡ 1 (mod 4)
where q ≥ 5. Futhermore, d 6= 0. If d were equal to zero, it would contradict the indecomposability
of x+ y
√
p in Q(
√
p) for c = 0 or it would contradict the total positivity of α for c 6= 0.
Let k = gcd(p, q). By our assumption,
√
q > k, which gives p < r. From the total positivity
of the elements α and α′ we conclude that both a2 and
a′
2 are positive. Therefore, one of these
numbers is less than or equal to x2 .
Suppose that |d| > y. Then
|d|
2
√
r >
y + 1
2
√
p >
x
2
,
the last inequality being a consequence of the fact that x+y
√
p is a convergent of
√
p, so x−y√p < 1
and x − (y + 1)√p < 0. This contradicts our assumption that both α and α′ are totally positive.
Therefore, it must hold that |d| ≤ y.
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Moreover, we conclude that one of a2− b2
√
p and a
′
2 − b
′
2
√
p is less than or equal to x2− y2
√
p, which
follows from the total positivity of our expressions. From Lemma 3.1 we know that a2 − b2
√
p > 0
and a
′
2 − b
′
2
√
p > 0. If both of these expressions were greater than x2 − y2
√
p, then their sum would
be greater than x− y√p, which is impossible.
Suppose without loss of generality that this condition is satisfied by α, i.e., a2 − b2
√
p ≤ x2 − y2
√
p.
One of c2
√
q − d2
√
r and − c2
√
q + d2
√
r is negative. For α to be totally positive, necessarily
a
2
− b
2
√
p >
∣∣∣∣ c2√q − d2√r
∣∣∣∣ ,
where we can suppose that c and d are nonnegative.
The convergent x+ y
√
p is also a best approximation of the second kind, thus
x− y√p ≤ |kc− d√p|
for all d ≤ y, where equality can occur only when kc = x and d = y. From this we obtain
x
2
− y
2
√
p ≤
∣∣∣∣kc2 − d2√p
∣∣∣∣ <
√
q
k
∣∣∣∣kc2 − d2√p
∣∣∣∣ =
∣∣∣∣ c2√q − d2√r
∣∣∣∣
for all c, d ∈ N0 satisfying d ≤ y. Hence it is not possible to find c and d such that α is totally
positive, which gives us a contradiction. Therefore, the element x + y
√
p is indecomposable in
Q(
√
p,
√
q).
The proof of case 4 is similar to the previous part, but there are some points which should better
be outlined. In this case, we have convergents of the form x + y
1+
√
p
2 , where y can be a positive
integer. In both cases 4a and 4b, we can express our possible decomposition as
x+ y
1 +
√
p
2
=
a
2
+
b
2
· 1 +
√
p
2
+
c
2
√
q +
d
4
(
√
q +
√
r)︸ ︷︷ ︸
α
+
a′
2
+
b′
2
· 1 +
√
p
2
− c
2
√
q − d
4
(
√
q +
√
r)︸ ︷︷ ︸
α′
.
Similarly to the previous part, we can see that 0 < |d| ≤ y, c2 + d4 and d4 are both positive or both
negative or c2 +
d
4 = 0. Since x+ y
1+
√
p
2 is a convergent of
√
p−1
2 , we have x+ y
1−√p
2 < 1, thus one
of a2 +
b
2 ·
1−√p
2 or
a′
2 +
b′
2 ·
1−√p
2 is less than or equal to
1
2 . If
c
2 +
d
4 = 0, then necessarily d 6= 0,
othewise our convergent is decomposable in Q(
√
p). If c2 +
d
4 6= 0, then
∣∣ c
2 +
d
4
∣∣√q > 12 and the
expressions c2 +
d
4 and
d
4 have the same sign.
Since p and q are odd, k is also odd and (k− 1)d is even. Therefore, the expression kc+ kd2 can
be rewritten as
(
kc+ (k−1)d2
)
+ d2 , where kc+
(k−1)d
2 is an integer. Hence we require fulfillment of
the condition
x
2
− y
2
√
p− 1
2
≥ a
2
+
b
2
· 1−
√
p
2
>
√
q
2k
∣∣∣∣
(
kc+
(k − 1)d
2
)
− d
√
p− 1
2
∣∣∣∣ .
If kc+ (k−1)d2 is negative, we get the estimate∣∣∣∣
(
kc+
(k − 1)d
2
)
− d
√
p− 1
2
∣∣∣∣ >
∣∣∣∣0− d
√
p− 1
2
∣∣∣∣ .
The rest is similar to the previous part. 
In the next proposition, we require a stronger condition for gcd(p, q), but it holds also for
semiconvergents.
Proposition 3.9. If
√
q > gcd(p, q)max{ui; i odd, [u0, u1, u2, . . . , us−1, us] is the continued fraction of − ωp},
then the indecomposable integers from Q(
√
p) are indecomposable in Q(
√
p,
√
q).
Proof. We begin by proving the cases 1., 2. and 3. In Proposition 3.8, we showed the indecompos-
ability of positive convergents of
√
p. It remains to prove this property for other semiconvergents
of
√
p.
To obtain a contradiction, assume that the semiconvergent x+y
√
p is decomposable inQ(
√
p,
√
q).
Then
x+ y
√
p =
a
2
+
b
2
√
p+
c
2
√
q +
d
2
√
r︸ ︷︷ ︸
α
+
a′
2
+
b′
2
√
p− c
2
√
q − d
2
√
r︸ ︷︷ ︸
α′
,
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as in the previous proof. Furthermore, we can assume that
x
2
− y
2
√
p ≥ a
2
− b
2
√
p
and it must again hold that 0 < |d| ≤ y, the coefficients c and d have the same sign or c = 0, and
a
2
− b
2
√
p >
∣∣∣∣ c2√q − d2√r
∣∣∣∣ .
The semiconvergent x + y
√
p is not a best approximation of the second kind, so there exist
u, v ∈ N0 such that
|u− v√p| < x− y√p,
where 1 ≤ v ≤ y and u
v
6= x
y
. We can rewrite x+ y
√
p as
x+ y
√
p = xn + yn
√
p+ l(xn+1 + yn+1
√
p),
where l ∈ N, xn + yn√p and xn+1 + yn+1√p are consecutive convergents of √p and n is odd.
We claim that
|xn+1 − yn+1√p| ≤ |u− v√p|
for every u, v ∈ N0 such that 1 ≤ v ≤ y and |u − v√p| ≤ x − y√p. It follows from the facts
that xn+1 + yn+1
√
p is a best approximation of the second kind and the next lowest value is
|xn+2 − yn+2√p|, for which yn+2 > y.
Let t > 0. The inequality
t(yn+1
√
p− xn+1) ≤ xn − yn√p+ l(xn+1 − yn+1√p) = x− y√p
is equivalent to
0 ≤ xn − yn√p︸ ︷︷ ︸
>0
+(l + t)(xn+1 − yn+1√p︸ ︷︷ ︸
<0
).
We will show that the inequality cannot hold if l+ t > un+2 + 1, where [u0, u1, u2, . . . , us−1, us] is
the continued fraction of
√
p. To prove this, we rewrite l + t as un+2 + z where z > 1. Then
xn − yn√p+ (un+2 + z)(xn+1 − yn+1√p) = xn+2 − yn+2√p︸ ︷︷ ︸
>0
+z(xn+1 − yn+1√p︸ ︷︷ ︸
<0
) < 0,
which follows from the fact that xn+2 − yn+2√p < |xn+1 − yn+1√p|.
Let us take
√
q
k
for t, kc for u and d for v above. For any pair kc and d, one of the following
options occurs. Either x − y√p < |kc − d√p|, which leads to the similar situation as in 3.8, or
|kc− d√p| ≤ x− y√p, which we discussed in the previous part of the proof.
Then, since we assume that
√
q
k
> un+2, we have
a
2
− b
2
√
p ≤ x
2
− y
2
√
p <
√
q
2k
(yn+1
√
p− xn+1) ≤
√
q
k
∣∣∣∣kc2 − d2√p
∣∣∣∣ =
∣∣∣∣ c2√q − d2√r
∣∣∣∣
for all d ≤ y, which is a contradiction.
Therefore, if
√
q > kmax{ui; i odd, [u0, u1, u2, . . . , us−1, us] is the continued fraction of √p},
then all totally positive semiconvergents of
√
p are indecomposable in Q(
√
p,
√
q).
The proof of case 4 is similar. 
Note that in case 4 of the previous theorem, p and q are interchangeable.
Summarizing our propositions and collecting the conclusions about the three quadratic subfields,
we get the proof of Theorem 1.1.
Proof of Theorem 1.1. First note that the condition
√
r >
√
p is equivalent to the condition
√
q >
gcd(p, q), and similarly for the other cases. Part (a) follows directly from Proposition 3.8 and
Proposition 3.9. Part (b) follows from the same propositions using the fact that in the case 4., p
and q are interchangeable, and from Proposition 3.7. In part (c) we are using the fact that p and
r are interchangeable. 
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4. Estimates for algorithmic computations
The estimates from this section allow us to convert infinite problems to finite ones, which can
be solved algorithmically.
The following lemma can be useful when investigating if an element from a quadratic field that
is not a square can become a square in a biquadratic extension.
Lemma 4.1. Let F = Q(
√
p) and α = a+ b
√
p ∈ OF with a, b 6= 0. Suppose that α is not a square
in OF but becomes a square in K = Q
(√
p,
√
q
)
. Then if β = x+ y
√
p+ z
√
q+w
√
r ∈ OK is such
that α = β2, it must hold that x = y = 0.
Proof. We have
a+ b
√
p = (x+ y
√
p+ z
√
q + w
√
r)2 =
= x2 + py2 + qz2 + rw2 + 2y
√
p(z
√
q + w
√
r + x) + 2z
√
q(w
√
r + x) + 2xw
√
r,
where all the coefficients a, b, x, y, z, w ∈ 14Z. Let k = gcd(p, q). Using the fact that r = pqk2 and
comparing the coefficients of different square roots in the equation above, we get the following
system of equations:
a = x2 + py2 + qz2 + rw2 ,(1)
b = 2xy + 2zw
q
k
,(2)
0 = xz + yw
p
k
,(3)
0 = xw + kyz.(4)
First suppose that p ∤ q, so that there exists a prime p1 such that p1 | p and p1 ∤ q (so also
p1 ∤ k). For a rational number s, let vp1(s) denote its p1-adic valuation. From equations (3) and
(4), we get respectively
vp1(x) + vp1(z) = vp1(y) + vp1 (w) + 1 ,
vp1(x) + vp1(w) = vp1(y) + vp1 (z).
If xyzw 6= 0, all quantities above are finite, so we can add the equations together. This yields
2vp1(x) = 2vp1(y) + 1, which is not possible. Hence it must hold that xyzw = 0.
If w = 0, since we assumed that b 6= 0, (2) gives that xy 6= 0. Then from (3) we see that z = 0,
so we get a+ b
√
p = (x+ y
√
p)2. If we further note that x, y can be half-integers only if a or b is a
half-integer, we can conclude that x+ y
√
p ∈ OF , which contradicts the assumption that α is not
a square.
If z = 0, we again get from (2) that xy 6= 0 and from (3) that w = 0, leading to the same
contradiction as above.
The last possibility is when xy = 0. Then (2) gives us that zw 6= 0, so from (3) we see that
both x and y are 0, which we wanted to prove.
It remains to solve the case when p|q. Then k = p and we can rewrite equations (3) and (4) as
follows:
0 = xz + yw,
0 = xw + pyz.
We can proceed in a similar way as above, for p1 taking an arbitrary prime divisor of p. 
It is worth noting that Lemma 4.1 implies that the square root of x + y
√
p in the biquadratic
field K, if exists, is never totally positive. Hence, if an indecomposable element from a quadratic
field becomes square in a biquadratic field, then its square root cannot be indecomposable.
To give some estimates on rational coefficients of an element of OK (which satisfies some initial
condition), we often take advantage of the trace function, as in the following lemma.
Lemma 4.2. Let α, β ∈ OK and β = a+ b√p+ c√q + d√r for some a, b, c, d ∈ Q.
(a) If 0 ≺ β ≺ α, then
(5) |a| ≤ 1
4
Tr (α) , |b| ≤ 1
4
√
p
Tr (α) , |c| ≤ 1
4
√
q
Tr (α) , |d| ≤ 1
4
√
r
Tr (α) .
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(b) If β2 ≺ α, then
(6) a2 ≤ 1
4
Tr (α) , b2 ≤ 1
4p
Tr (α) , c2 ≤ 1
4q
Tr (α) , d2 ≤ 1
4r
Tr (α) .
Proof. Part (a) follows from Lemma 3.1 and from the fact that β ≺ α implies Tr (β) < Tr (α). To
prove part (b), note that Tr
(
β2
)
< Tr (α) and Tr
(
β2
)
= 4
(
a2 + b2p+ c2q + d2r
)
; therefore,
a2, b2p, c2q, d2r ≤ 1
4
Tr
(
β2
)
<
1
4
Tr (α) .

Part (a) of this lemma can be directly applied to check whether a given α ∈ O+K is indecompos-
able.
Corollary 4.3. Let α ∈ O+K , and suppose that there do not exist a, b, c, d ∈ Q satisfying the
inequalities in (5), and such that a+ b
√
p+ c
√
q + d
√
r ∈ OK \ {0}. Then α is indecomposable.
In the escalation method (that will be outlined in Section 5), we are interested in finding all
possible non-diagonal coefficients such that the resulting quadratic form is totally positive definite.
The next proposition gives a necessary condition for such coefficients.
Proposition 4.4. Let
Q(x) =
n∑
i,j=1
αijxixj
be a classical totally positive definite quadratic form with coefficients from OK . Then
α2ij ≺ αiiαjj
for every i 6= j. If αij = aij + bij√p+ cij√q + dij√r for some aij , bij , cij , dij ∈ Q, then
a2ij ≤
1
4
Tr (αiiαjj) , b
2
ij ≤
1
4p
Tr (αiiαjj) , c
2
ij ≤
1
4q
Tr (αiiαjj) , d
2
ij ≤
1
4r
Tr (αiiαjj) .
Proof. The matrix (αij)
n
i,j=1 is totally positive definite, and hence the 2× 2 minor∣∣∣∣αii αijαij αjj
∣∣∣∣
has to be totally positive for every i 6= j; therefore, α2ij ≺ αiiαjj . The rest follows from part (b) of
Lemma 4.2. 
Another question arising in the escalation method is to find elements which are not yet rep-
resented by the quadratic form; the following lemma describes some necessary conditions for an
element of O+K to be represented.
Proposition 4.5. Let γ ∈ O+K , and let Q be a classical totally positive definite quadratic form
with n variables and coefficients from OK representing γ. Let ηi ∈ OK , i = 1, . . . , n, be such that
Q(η1, . . . , ηn) = γ, and let ηi = ai + bi
√
p+ ci
√
q + di
√
r for some ai, bi, ci, di ∈ Q, i = 1, . . . , n.
(a) If Q is diagonal, Q(x) =
∑n
i=1 αix
2
i , then
η2i 
γ
αi
.
In particular,
a2i ≤
1
4
Tr
(
γ
αi
)
, b2i ≤
1
4p
Tr
(
γ
αi
)
, c2i ≤
1
4q
Tr
(
γ
αi
)
, d2i ≤
1
4r
Tr
(
γ
αi
)
.
(b) In the general case, we have
Tr
(
η2i
) ≤ 4∑
k=1
n∑
j=1
σk(γ)
λ
(k)
j
,
where λ
(k)
1 , . . . , λ
(k)
n are the eigenvalues of the matrix σk(Q). In particular,
a2i ≤
1
4
4∑
k=1
n∑
j=1
σk(γ)
λ
(k)
j
, b2i ≤
1
4p
4∑
k=1
n∑
j=1
σk(γ)
λ
(k)
j
, c2i ≤
1
4q
4∑
k=1
n∑
j=1
σk(γ)
λ
(k)
j
, d2i ≤
1
4r
4∑
k=1
n∑
j=1
σk(γ)
λ
(k)
j
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Proof. (a) It follows from the totally positive definiteness of Q that αi ≻ 0 for every i = 1, . . . , n.
Thus,
αiη
2
i 
n∑
j=1
αjη
2
j = γ,
and hence
η2i 
γ
αi
.
The rest follows from part (b) of Lemma 4.2.
To prove (b), let Q(x) =
∑n
i,j=1 αijxixj , and for k = 1, . . . , 4 denote A
(k) = (σk(αij))
n
i,j=1.
Clearly, the matrices A(k) are symmetric and positive definite, and hence orthogonal diagonalizable.
Thus, for every k = 1, . . . , 4, there exists a matrix U (k) such that
(
U (k)
)t
A(k)U (k) is diagonal, and(
U (k)
)t
U (k) = In. Then
(
U (k)
)t
A(k)U (k) = diag
(
λ
(k)
1 , . . . , λ
(k)
n
)
, where λ
(k)
1 , . . . , λ
(k)
n are the
eigenvalues of the matrix A(k). Note that λ
(k)
i > 0 for every i = 1, . . . n and k = 1, . . . , 4. Let
η(k) = (σk(η1), . . . , σk(ηn))
t, and ρ(k) =
(
ρ
(k)
1 , . . . , ρ
(k)
n
)
=
(
U (k)
)t
η(k); then
σk(γ) =
(
η(k)
)t
Aη(k) =
(
η(k)
)t
U (k)diag
(
λ
(k)
1 , . . . , λ
(k)
n
)(
U (k)
)t
η(k)
=
(
ρ(k)
)t
diag
(
λ
(k)
1 , . . . , λ
(k)
n
)t
ρ(k) =
n∑
i=1
λ
(k)
i
(
ρ
(k)
i
)2
.
Therefore, (
ρ
(k)
i
)2
≤ σk(γ)
λ
(k)
i
for every i = 1, . . . , n and k = 1, . . . , 4. Moreover,
∥∥η(k)∥∥ = ∥∥∥(U (k))t η(k)∥∥∥ by the orthogonality of
U (k); thus,
σk(η
2
i ) = σk(ηi)
2 ≤
n∑
j=1
σk(ηj)
2 =
∥∥∥η(k)∥∥∥2 = ∥∥∥∥(U (k))t η(k)
∥∥∥∥2 = ∥∥∥ρ(k)∥∥∥2 = n∑
j=1
(
ρ
(k)
j
)2
≤
n∑
j=1
σk(γ)
λ
(k)
j
.
Summing over all k’s, we get
Tr
(
η2i
)
=
4∑
k=1
σk(η
2
i ) ≤
4∑
k=1
n∑
j=1
σk(γ)
λ
(k)
j
;
the rest follows from the fact that a2i + b
2
ip+ c
2
i q + d
2
i r =
1
4Tr
(
η2i
)
. 
5. Examples
In this final section, we will construct certain (classical, totally positive definite) quadratic
forms over some particular biquadratic number fields. For that, we will use the escalation method
(see [BH]): starting with the quadratic form Q1(x) = x
2
1 and proceeding in steps, we will add
as coefficients of the new variables exactly the elements, which are not represented yet. As we
would like to obtain a lower bound on the number of variables of a universal quadratic form, we
need to be careful and consider all possible quadratic forms: when adding a new variable, new
nondiagonal terms arise. The only restriction for the coefficients of these nondiagonal terms is
that the resulting quadratic form has to be totally positive definite (and classical); that is where
Proposition 4.4 comes into account.
Using the escalation method, one can prove the following proposition, which is a version of [Ka1,
Proposition 2] for classical quadratic forms.
Proposition 5.1. Assume that there exist totally positive elements α1, α2, . . . , αn ∈ OK such that
for all 1 ≤ i 6= j ≤ n the following holds: if αiαj  γ2 for γ ∈ OK , then γ = 0. Then there are no
universal totally positive (n− 1)-ary classical quadratic forms over OK .
Note that the quadratic form resulting from this proposition would be diagonal. Setting α1 = 1,
it becomes clear why indecomposable elements are important: if αj is indecomposable (and it is
not a square), then there is no nonzero γ ∈ OK such that 1 · αj  γ2. Furthermore, as long as the
quadratic form is diagonal, it is relatively easy to check if an indecomposable element is already
represented or not.
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Lemma 5.2. Let Q(x) =
∑n
i=1 αix
2
i be a totally positive definite quadratic form over K, and let
β ∈ OK be indecomposable. Then β is represented by Q if and only if there exists i ∈ {1, . . . , n}
such that β
αi
is a square in OK .
Proof. Let β = Q(γ1, . . . , γn) for some γ1, . . . , γn ∈ OK . It follows from the indecomposability of β
that there exists i ∈ {1, . . . , n} such that β = αiγ2i . On the other hand, if βαi = γ2 for an element
γ ∈ OK , then β = Q(0, . . . , 0, γ, 0, . . . , 0), where γ is on the i-th position. 
5.1. Escalation over Q
(√
2,
√
3
)
. Before starting with the escalation itself, we need to find some
indecomposable elements. Let us take a look at the biquadratic field K = Q
(√
2,
√
3
)
. The ring
of integers of this field is
OK =
[
1,
√
2,
√
3,
√
2 +
√
6
2
]
Z
(as a Z-module). The fundamental units of the quadratic subfields are ε1 = 1 +
√
2, ε2 = 2 +
√
3,
ε3 = 5 + 2
√
6. Note that ε2 and ε3 are squares in Q
(√
2,
√
3
)
, because ε2 =
(
1
2
√
2 + 12
√
6
)2
,
ε3 =
(√
2 +
√
3
)2
. Hence, the multiplicative group UK of units of OK is generated by ε1,√ε2,√ε3,
i.e.,
UK =
〈
1 +
√
2,
√
2 +
√
6
2
,
√
2 +
√
3
〉
(for reference, see [MU, pg.2]). Note that none of the generators is totally positive; one can see
that the only totally positive units in Q
(√
2,
√
3
)
are powers and conjugates of powers of
µ =
(
1 +
√
2
) √2 +√6
2
(√
2 +
√
3
)
= 4 +
5
2
√
2 + 2
√
3 +
3
2
√
3.
It follows from Corollary 3.4 that µ (and all its powers) are indecomposable.
The indecomposable elements (up to the multiplication by a unit) of the quadratic subfields of
Q
(√
2,
√
3
)
are the following ones:
• Q(√2): 1, 2 +√2, 3 + 2√2
• Q(√3): 1, 2 +√3
• Q(√6): 1, 3 +√6, 5 + 2√6
It follows from Theorem 1.1 that all indecomposables from the fields Q(
√
2) and Q(
√
3) remain
indecomposable in Q
(√
2,
√
3
)
; for the indecomposables from Q(
√
6), it has to be checked algorith-
mically using Corollary 4.3. Because the first step of the method of escalation is to consider the qua-
dratic form x21, which represents all squares from O+K , we need to cross out all the elements from the
list above which are squares in Q
(√
2,
√
3
)
. Since 3+ 2
√
2 =
(
1 +
√
2
)2
, 2+
√
3 =
(
1
2
√
2 + 12
√
6
)2
,
5+2
√
6 =
(√
2 +
√
3
)2
, we are left only with two indecomposables: 2+
√
2 and 3+
√
6. Furthermore,
it holds that
2 +
√
2
µ
=
(
1 +
1
2
√
2− 1
2
√
6
)2
;
hence, any quadratic form representing µ also represents 2 +
√
2. On the other hand, one can
check (by a computer using Corollary 4.3) that ζ = 3 − 12
√
2 − √3 + 12
√
6 is an indecomposable
not arising from any quadratic subfield.
Putting everything together, from the point of view of escalation, we are left with three inter-
esting indecomposable elements:
µ = 4 +
5
2
√
2 + 2
√
3 +
3
2
√
6, N (µ) = 1
σ = 3 +
√
6, N (σ) = 9
ζ = 3− 1
2
√
2−
√
3 +
1
2
√
6, N (ζ) = 25
Some other interesting elements can be obtained by multiplying the previous ones:
σ
µ
= 3− 3
2
√
2−
√
3 +
1
2
√
6, N
(
σ
µ
)
= 9,
ζ
µ
= 5−√2− 2√3, N
(
ζ
µ
)
= 25.
12 M. ČECH, D. LACHMAN, J. SVOBODA, M. TINKOVÁ, K. ZEMKOVÁ
Note that multiplication by a totally positive unit does not affect indecomposability; therefore,
both of these elements are indecomposable.
We are finally prepared to start with the escalation. We will add new variables with coefficients
from the two lists above.
(1) Q1(x) = x
2
1
(2) Q2(x) = x
2
1 + µx
2
2 + 2αx1x2;
since µ is indecomposable, the only possibility for the form to be positive definite is when
α = 0. Hence, we have the quadratic form Q2(x) = x
2
1+µx
2
2. This form does not represent
σ, because σ is indecomposable, and one can check that neither σ nor σ
µ
are squares.
(3) Q3(x) = x
2
1 + µx
2
2 + σx
2
3 + 2αx1x3 + 2βx2x3;
the matrix is
Q3 =

1 0 α0 µ β
α β σ


From the indecomposability of σ and µσ follows that the only solutions of α2 ≺ σ and
β2 ≺ µσ are α, β = 0. Thus, we have a diagonal quadratic form Q3(x) = x21 + µx22 + σx23.
As σ
µ
is indecomposable, and non of the elements σ
µ
, σ
µ2
, σ
µσ
is a square, σ
µ
is not represented
by this quadratic form.
(4) Q4(x) = x
2
1 + µx
2
2 + σx
2
3 +
σ
µ
x24 + 2αx1x4 + 2βx2x4 + 2γx3x4;
the matrix is
Q4 =


1 0 0 α
0 µ 0 β
0 0 σ γ
α β γ σ
µ


• Recall that both σ and σ
µ
are indecomposable. Hence, from the positive definiteness
of the submatrices (
1 α
α σ
µ
)
,
(
µ β
β σ
µ
)
follows that the only possibilities are α = 0 and β = 0.
• By a computation, the only solution of γ2 ≺ σ2
µ
is again γ = 0.
Hence, we have a diagonal quadratic form Q4(x) = x
2
1 + µx
2
2 + σx
2
3 +
σ
µ
x24; this quadratic
form does not represent the indecomposable element ζ.
(5) Q5(x) = x
2
1 + µx
2
2 + σx
2
3 +
σ
µ
x24 + ζx
2
5 + 2αx1x5 + 2βx2x5 + 2γx3x5 + 2δx4x5;
this quadratic form has the matrix
Q5 =


1 0 0 0 α
0 µ 0 0 β
0 0 σ 0 γ
0 0 0 σ
µ
δ
α β γ δ ζ

 .
• Indecomposability of ζ and µζ implies that α, β = 0.
• A computation gives the following solutions of γ2 ≺ σζ:
γ ∈
{
0,±
(
−1 + 1
2
√
2− 1
2
√
6
)}
• δ2 ≺ σζ
µ
has, by a computation, solutions
δ ∈
{
0,±
(
−2 + 1
2
√
2 +
√
3− 1
2
√
6
)
,±
(
−2 + 3
2
√
2 +
√
3− 1
2
√
6
)
,
±
(
−1 + 1
2
√
2 +
√
3− 1
2
√
6
)
,±
(
−1
2
√
2 +
1
2
√
6
)}
Hence, we have the quadratic form Q5(x) = x
2
1+µx
2
2+σx
2
3+
σ
µ
x24+ ζx
2
5+2γx3x5+2δx4x5
with 3 possibilities for γ, and 9 possibilities for δ.
We would like to continue the escalation by adding the element ζ
µ
, but one would have to check
all of the 27 possible forms Q5 that none of them represents
ζ
µ
. Theoretically, this could be done by
a calculation based on part (b) of Proposition 4.5, but in practice, there are too many possibilities
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to be checked; for example, if γ = − 12
√
2 + 12
√
6 and δ = 0, then there are more than 2 · 1010
possibilities. Instead of that, let us make the following conclusion:
Proposition 5.3. A classical universal totally positive quadratic form over OK , K = Q
(√
2,
√
3
)
,
must have at least 5 variables.
One may ask if we could get a better result by adding the elements µ, σ, σ
µ
, ζ, ζ
µ
in a different
order. Calculations based on Proposition 4.4 show that the number of elements γ ∈ OK satisfying
αβ  γ2 for α, β ∈
{
1, µ, σ, σ
µ
, ζ, ζ
µ
}
, α 6= β, is as indicated in Table 1.
#γ 1 µ σ σ
µ
ζ
µ 1
σ 1 1
σ
µ
1 1 1
ζ 1 1 3 9
ζ
µ
1 1 9 3 5
Table 1. Number of γ ∈ OK such that αβ  γ2.
The first 3 rows indicate that we could add 1, µ, σ, σ
µ
in any order, and we would always end with
the diagonal quadratic form Q4. On the other hand, any pair of the elements σ,
σ
µ
, ζ, ζ
µ
other than
σ, σ
µ
necessarily leads to a nondiagonal quadratic form.
5.2. Escalation over Q
(√
6,
√
19
)
. Let us look at the biquadratic number field K = Q
(√
6,
√
19
)
.
We could proceed similarly as in the case of the field Q
(√
2,
√
3
)
, but rather than that, we will
only pick some of the indecomposable elements from the quadratic subfields and skip most of the
computations. Denote
α1 = 1, α2 = 5 + 2
√
6, α3 = 3 +
√
6, α4 = 9 + 2
√
19, α5 = 11 +
√
114, α6 = 5 +
√
19.
All of these elements are indecomposable in the appropriate quadratic field; note that the indecom-
posablity in Q
(√
6,
√
19
)
of all of them but α5 follows from Theorem 1.1, and the indecomposability
of α5 can be checked by computer using Corollary 4.3. Let us write the number of elements γ ∈ O+K
such that γ2  αiαj for all pairs i 6= j in a table (see Table 2).
#γ 1 α2 α3 α4 α5
α2 1
α3 1 1
α4 1 1 1
α5 1 1 1 1
α6 1 1 1 3 1
Table 2. Number of γ ∈ OK such that αiαj  γ2.
The first four rows show that, if proceeding by escalation, we would get a diagonal quadratic form
Q5(x) = x
2
1 + α2x
2
2 + α3x
2
3 + α4x
2
4 + α5x
2
5, which clearly does not represent the indecomposable
element α6, as
α6
αi
is not square in Q
(√
6,
√
19
)
for any i = 1, . . . , 5. Hence, we get the following
result:
Proposition 5.4. A classical universal totally positive quadratic form over OK , K = Q
(√
6,
√
19
)
,
must have at least 6 variables.
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