Abstract. In this paper we described our initial work on the development of an embodied conversational agent platform. In the present stage our main focus it is on the development of a multimodal input interface to the system. In this paper we will present an Input and Output Manager block that combines speech, synthetic talking face, text and graphical interfaces. The system support speech input through an ASR and speech output through a TTS, synchronized with an animated face. The graphical and text input are feed through a Text Manger that it is a constituent component of the Input and Output Manager block. All the blocks are tailored for the European Portuguese language. The system is analyzed in the framework of the project Interactive Home of the Future.
Introduction
Human-computer conversation is a broad research goal that is starting to be implemented through a new genre of embodied conversational agents (ECA). All range of verbal and nonverbal behaviors seen in a face-to-face conversation are still far from reach. The models and behaviors necessary to natural conversation, in particular, emotion, personality, performatives, and conversational function, are starting to be implemented in these ECAs [1] . In this paper we described our initial work on the development of an ECA platform. In the present stage our main focus it is on the development of a multimodal input interface to the system. In our laboratory we have been working on base technologies, as Automatic Speech Recognition (ASR), Text-to-Speech (TTS) and Natural Language Processing (NLP). These technologies have been applied in different environments, with diverse goals. Recently we developed a Synthetic Talking Face platform that it is closed integrated with these base technologies. Also we have been working on generic Spoken Dialogue Systems, integrating these base technologies. Due to the different application environments of the base technologies we end up with different application domains/tasks for Spoken Dialogue Systems. The diversity of applications where we have been interested on is imposing some design restrictions to the overall architecture. We searched for a flexible architecture allowing different types of user interaction and access to the applications. This work end up in a system tailored to be task independent in the application specification [2] and a reconfigurable user interface. In [2] there is a description of the main system features towards task independency and in [3] an analysis of the spoken interface robustness. In this paper we focus on technology analysis of the input interface block configuration and the contribution to the user interface efficiency. To describe our system we will use mainly our participation in the project Interactive Home of the Future. This project is associated to an exhibition space that is intended to show a set of home environment gadgets. The visitor's feedback is indicative of the acceptability, the difficulties and the interest of a spoken interface. In order to analyze our input interface in the scope of a multimodal system we refer to the graphical interface that we have implemented in our demo room, which have some similar features as the exhibition space in a reduce dimension, confined to a single room [2] . In section 2 we will present the project of the Interactive Home of the Future including our participation. Section 3 gives a brief description of our spoken dialogue system, section 4 the multimodal input interface, section 5 the synthetic talking face and in 6 the user interaction with the system. The conclusions are presented in section 7.
The project Interactive Home of the Future
The project Interactive Home of the Future has born in 2002 based on the initiative from FPC (Communications Portuguese Foundation [http://www.fpc.pt]). This house is an advanced solution of Home-Automation integrating technologies ready available in different domains, from equipments, systems, furniture, design, infrastructure and building, and offer from telecommunications operators (cable TV, interactive TV, new telecommunications products), with some new prototypes being developed by Universities and research teams. The idea was to show and disseminate to the generic public the present and future potentialities of the telecommunications and multimedia, create an offer of complementarities between different companies connected to the new technologies, and to contribute to the development and innovation in the area of communications and multimedia. Professionals working in the area, under-graduated students, families and young students, are the most important groups that visit this exhibition. The Spoken Language System Laboratory (L 2 F) of INESC ID Lisboa was invited to participate in this project with the development of a spoken dialogue system. This system allows the home users to access through a spoken based interface to the different devices and services of the house. This system represents the concept of a virtual butler, someone that is always available to execute our requests. We combine automatic speech recognition, natural language understanding and speech synthesis. A visual interface based on a realistic animated synthetic face synchronized with the speech production process creates a good effect over the user helping in the dialogue process. The system responds to the name of "Ambrósio". Our system operates on the different spaces of the house controlling most of the devices available. The devices typically are lights, window covers and TV sets, and some more specific as the opacity of a window glass from the bedroom to the hall. This situation allows us to show the real effectiveness of this system and its large applicability. This project brings the possibility to work in a living laboratory to technology rehearsal, working over real problems and observe the users problems. Also was possible a strong engagement of students, contributing to their formation and the creation of a strong relationship with the companies involved in the project.
Our system
Our system is based on three main blocks (see Figure 2 ). Two of them are responsible for the interfaces with the user and the centralized system for control of devices (based on a web server). The other block is responsible for the dialogue management. The user interface is based on a wireless microphone and the TV sets, where "Ambrósio" is visualized and answer to our requests (the TV speakers are the output point of the speech generated by our system). The control of devices has an interface based on a web server, making available the access to any device in the home. Despite this specific application of our system we have been developing these blocks in a more generic way, in order to cope with different types of applications. We use the same system to control the home environment, to access different databases (weather information, bus information, stock market information) and to email access. Also we get access to the system from microphone, telephone, GSM, PDA and web [2] . In order to satisfy these goals both interface blocks create an independency level to the Dialogue Manager (DM). The Input and Output Manager (IOM) creates an independency level sending the same XML format, independent of the source. The same principle of independency is applied at the Service Manager (SM). The configuration of services creates a representation that is independent of the domain [2, 4] . In this paper we are interested in the IOM block. In [3] there is a brief description of the other two blocks. There are 4 main blocks in this diagram: the ASR, the TTS, the FACE and the TM. The ASR is based on Audimus [5] , a hybrid speech recognizer that combines the temporal modeling capabilities of Hidden Markov Models (HMMs) with the pattern discriminative classification capabilities of multilayer perceptrons (MLPs). This same recognizer is being used for different complexity tasks based on a common structure but with different components. The TTS module (DIXI+) [6] is a concatenative-based synthesizer, based on the Festival framework. This framework supports several voices and two different types of unit -fixed length units (such as diphones), and variable length units. This latter datadriven approach was suitable, by adequate design of the corpus, to a limited domain of application as our present situation. The FACE [7] is a Java 3D implementation of a synthetic talking face with a set of visemes for the Portuguese phonemes and a set of emotions and head movements. In section 5 we present a more detailed description of this module. The TM transforms the web server requests, from PDA and web, in the XML format to access the DM. The CONTROL block receives an XML file, with text, emotions and head movement's descriptions, splitting and feeding the appropriate information to the FACE and TTS. This block is responsible to the synchronization of these systems outputs.
Input and Output Manager (IOM)

GM
The SFM manages the interface between the speech and animated face blocks with the DSAP. It is a simple block that encapsulates the ASR output in a XML format and, in the other direction, responsible to send the XML file, received from the DM, to the CONTROL block. DSAP manages the communication between the SFM and TM with the DM. DM uses the hub structure of the Galaxy II.
Multimodal input interface
The IOM block, represented in Fig. 3 , is the key component to enlarge the user system accessibility. The communication with the user is based on a Graphical Manager (GM), an Audio Manager (AM) and a Web Server (WS). The GM is only an output device where the animated agent face is represented. The AM is designed to deal with several audio devices, as mic/speakers (including bluetooth and wireless devices) and fixed/mobile telephone. Based on this AM the system is configurable to be locally accessible, in a room, or remotely by phone. The Web Server allows local communication by a PC or PDA, or again remotely by any PC in the web.
As a text interface we designed a block that is connected to the hub structure that interconnects the IOM, the DM and SM, from Fig. 2 . This block is used mainly for debug purposes and system configuration. In Figure 4 we show the design of both interfaces. The spoken input is feed in the IOM through the AM, transcribed by the ASR, transformed in a frame by the SFM block and sent to the DM through DMAP. The graphical input to the system is transformed in a text string corresponding to the graphical action at the client application, and transmitted to the Web Server. At the TM that string it is transformed into a frame and sent to the DM through the DMAP, as in the spoken input. The text input could also be connected to the TM but we decided to make it directly available in the hub, mainly due to debug purposes since we are able to see all the messages in the hub and the possibility to easily configure all the three main blocks. The fusion process is taking place at the DM on a first-come-first-serves basis. a) b) 
Synthetic talking face
Human Computer Interface is an area where audio, text, graphics, and video are integrated to convey various types of information. The goal is to provide a more natural interaction between the user and the computer. One approach to achieve this goal is to display an animated character on the computer screen, with the ability to make head movements, facial expressions and emotions. When associated with speech, the overall facial expressions constitute one of the most important communication channels used in human interactions. Facial expressions allow the exposure of these emotions that play an important role in the context of human communication. The ability of expressing feelings like sadness, happiness or hanger allows the machine to emulate human emotions, acquiring capabilities only seen in humans, and bringing more reality to Human-Machine interactions.
In our system the FACE block on the IOM (see Fig. 3 ) produces facial expressions through the implementation of virtual muscles. When this muscles are stimulated, they deform a three dimensional mesh resulting in expressions. Mathematic models simulating muscles behaviors were defined and associated with regions containing vertices of a polygonal mesh representing the human face. Parameters such as the intensity of contraction and time of reaction are passed to these virtual muscles. Using these parameters, the muscles act in the vertices region, resulting in deformations on the surface model. To simplify the muscles manipulation, groups of muscles were defined. These groups are associated to visemes and emotions. This way when one or more groups are activated, we get a facial expression that represents a viseme, an emotion or both. A viseme is the visual representation of a phoneme and is usually associated with muscles positioned near the region of the mouth. Emotions, in this project, are expressions simulating the real human emotions such as fear, joy or sadness and can be associated with any muscle on the face. To create the animations in real time we feed the system with sequences of phonemes, which are then transformed in visemes, and sequences of emotions and behaviors. These sequences are then combined and transformed in key-frames. A key-frame is used as a reference, in this case is used for calculate the intermediate frames using interpolation methods. These animations are described in the form of a simplified VHML (Virtual Human Markup Language) [8], whose structure was defined according to the project goals. The facial animation system is composed by 4 modules: (i) the Visemes Manager; (ii) the Emotions Manager; (iii) the Behavior Manager; and (iv) the Geometry Manager (see Fig. 5 ).
Visemes Manager
Visemes are visual representation of phonemes. To be able to represent visemes on a 3D face model, some video analysis has been done, allowing for the capture of values on the mouth movement during the phonemes pronunciation. These values represent the 3 distances A, B and C depicted in Fig. 6 . The visemes manager module receives a sequence of phonemes and their ending times and transforms phonemes in visemes using Table 1 relationships. The module then builds key-frames that contain: (i) the muscles associated with each viseme; (ii) the intensity to apply to the muscles; and (iii) timing information. The intensity values are calculated based on the distances captured previously.
Emotions Manager
Given the sequence of emotions, this module creates and returns a list of key-frames containing the muscles associated with the emotions, the intensity to apply to those muscle and timing info.
Behaviors Manager
The goal of this module is to improve the quality of the animations, making them more realistic. Examples of animations are: head look, eyes movement and eye blink. Fig. 7 shows some results on movements applied to the face model. 
Geometry Manager
This is the core module of the system. The Geometry Manager is responsible for all the geometric manipulation applied to the three-dimensional face model. The muscles developed for this project are based on the models proposed by Waters [9] : (i) linear muscle; and (ii) sphincter muscle. As explained before these muscles are created, and associated with the geometric model using references to regions that contain the vertices that describe the surface model. These regions can be con-figured at any time. Once created and associated to the region, the muscles are stimulated through parameters such as the contraction intensity and time of response. 
User interaction with the system Microphone
In the design process of the spoken interface there was a long discussion about the type of microphone. A head-mounted microphone is preferable in terms of speech recognition performance but it is intrusive. A wireless shirt mounted microphone is a good alternative but introduces a significant degradation in the signal quality due to omni directionality. Another approach is the use of a set of microphone arrays mounted on the room ceiling or wall. There are localization, reverberation and crosstalk problems with this approach, besides the high cost. In our home environment and after some informal tests we verify that the users prefer to talk to a specific point or device and not to the "air". At the end we have chosen as appropriate a wireless hand microphone. Despite you have to carry it was not so intrusive. It was also clear who have the power to control the devices. We also take the option of keeping always the microphone open and it is the system that through keyword identification starts the recognition process.
ASR configuration
At the input of the ASR we activate a keyword detection block implementing a kind of efficient DTW algorithm to filter the input. This means that to control the devices the user has to start by the keyword "Ambrósio". The acoustic models of our Audimus [5] system are speaker independent.
The vocabulary and language model, due to our goal of task independency, should be automatically extracted from the SM configuration XML files. Presently this feature is not full implemented. We create a vocabulary from the devices functions and from an XML description of the possible interactions with that device. To enrich the dialogue we add other words that we consider generic and task independent. We are using BNF grammars and n-gram language models.
Graphical and text interface
Besides the spoken interface we have the two other input modalities. In the text interface we write through the keyboard the command to the system and we get the answer. This interface is mainly use for debug process. The graphical interface presents to the user the configuration of the devices divided by rooms. The user has to click on each device to change the state (see Fig. 4b ).
Conclusions
The use of the system has been showing that the visitors prefer the use of the spoken interface due to their naturalness and facilities, and are willing to repeat the command in system failure situations, due to ASR errors. The graphical interface is very simple but the users only use it if the spoken interface repeatedly fails to respond correctly. A multimodal interface including speech and graphics needs to be correctly designed in order to take full advantage of the input possibilities. As a result of our participation in the Interactive Home of the Future project it was possible to show to the general public, with great success, the advantages of a spoken interface.
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