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Vedoućı diplomové práce: doc. Dr. Alexander Wilkie, Kabinet software a výuky
informatiky
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cedurálńı modelováńı
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Abstract: Frequency-based ocean synthesis is a class of methods for generating
ocean waves in deep water using physically based ocean spectra provided by
oceanographic research. The output of these methods is a heightfield which is
periodic and can be used to tile a larger area. However, when using a larger
number of tiles, a repetition pattern becomes apparent. Wang tiling is a method
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Realistic water simulation has been of great interest since the very beginning of
computer graphics. Water is a natural phenomenon present in a great variety
of scenes, ranging from a glass of water on a table through an animation of a
sprinkling fountain, up to a large-scale overview of an ocean scenery. Water in
some form appears almost everywhere. To produce realistically looking visuals,
we have to deal with its highly dynamic properties - correctly simulate flowing,
splashing, surface waves and ripples, and many other properties - as well as to
compute all the light interactions: reflections, refractions, even light scattering
occuring in the water volume, if we want to be truly realistic. All this makes the
water simulation a challenging task.
In case of the ocean, we also have to deal with its massive size. While in some
other fluid simulations we can rely on physics based approaches like Computati-
onal Fluid Dynamics, or Smoothed Particle Hydrodynamics, we cannot really use
these techniques for the whole ocean mass. Therefore, in practical applications,
sea is usually modelled as a heightfield by only considering its surface and not
taking the volume underneath into account. More complicated physical computa-
tions are performed only in some regions: around the shoreline, when interacting
with objects or when simulating breaking waves under heavy wind conditions.
The simplest case of an ocean scene is the ocean in deep water, far from the
shore, without any object interaction and under reasonable weather conditions.
In such an ocean, the surface does not interfere with the sea bottom and is not
affected by fixed objects. Such sea is composed mainly by wind-generated gravity
waves, and it can be simulated efficiently, producing visually plausible results.
One of the most popular approaches for this setting are the frequency based
techniques. The outcome of these techniques is a heightfield of a fixed size, which
is periodic and can be used repeatedly to tile a larger area. A major drawback
of such tiling is its visible periodicity - one can easily see that it is the same
heightfield repeating over and over. To cover the whole area, the ideal case would
be to generate a large heightfield - however, that soon starts to be very costly as
the area increases.
To address this problem, we propose to use a technique called Wang tiling. A
Wang Tile is a square tile with four edges, each with an assigned color. A valid
tiling is such tiling that all connected edges are of the same color. It has been
found that with only a small set of Wang Tiles, a plane can be tiled aperiodically.
This has been of great use in computer graphics. Each Wang Tile can represent
a piece of texture, and a particular color of an edge represents the pixel values of
the texture in that area. Since only tiles with matching values can be laid next
to each other, the result forms a seamless and aperiodic image.
We propose to use this technique for the ocean surface and create a large
heightfield with only a small set of frequency-generated ocean tiles. The goal of
this thesis is therefore to create a set of ocean heightfield tiles, each representing
a Wang Tile, so that the height values would match at the borders, while at the
same time, the overall appearance of the surface would remain undistorted.
The text is organised as follows. In Chapter 2 we provide an overview of
existing algorithms for generating deep ocean surface and describe the previous
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usage of Wang Tiles in computer graphics. In Chapter 3 we describe the process
of creating a set of Wang Tiles for an ocean heightfield. In Chapter 4 we describe
in more detail the exact algorithm for producing an aperiodic ocean surface and
how to deal with additional problems that arise in the process. In Chapter 5 we
describe the program we have created for the purpose of visual comparison of the
results. In Chapter 6 we experiment with various settings, compare between diffe-
rent wave spectra and suggest the best usage scenarios. In Chapter 7 we evaluate




2.1 Deep Ocean Simulation
Realistic ocean simulation has been studied for a long time, therefore, many met-
hods have been developed over time. In general, the algorithms use mathematical
models as well as experimental oceanographic observations. They can be divided
into three main categories: methods that evaluate the wave shape directly in the
spatial domain, methods that represent the ocean surface in the Fourier domain
and methods that combine both approaches.
2.1.1 Spatial methods
The base model of a single ocean wave is a sinusoidal function. This model is
based on the underlying physical linear wave theory, the Airy wave, derived from
the general Navier-Stokes equations on a free surface under certain assumptions
that are reasonably realistic for an ocean in deep water.
The formula is
h(x, z, t) = A · cos(kxx+ kzz − ωt)
The vector (kx, kz) specifies the spatial frequency of the wave, while ω defines
the speed in which the wave travels in time. A is the amplitude of the wave.
The surface of such a wave is a long-crested cosine fuction that is translated
in the wave direction during the animation process.
The ocean is then composed of a number of such waves, and realistic effect is
obtained by using waves of different directions and frequencies, moving at different
speeds.
This method was first used in Computer Graphics by Schachter [47] to produce
a simple bump map, and later by Max [35], creating a heightfield so that the waves
can occlude each other and produce a more realistic image.
Perlin [42], on the other hand, does not use long crested waves, but waves
originating from one point, as if a rock was thrown into a calm water. He uses 20
such origins, and combines the effect of all of them. This way, he was able to get
rid of the repeating patterns long-crested waves produce.
For a simple deep water wave, the numbers (kx, kz) and its wavespeed ω are
constant across all positions on the suface. However, to obtain a more realistic
surface, Peachy [41] proposed to evaluate the phase shift at each point separately,
and use a more complex formula that takes the actual sea depth at that point
into account. One wave is therefore no longer homogenous over the surface, but
has a different shape over different water depths and produces a more complex
surface. Using this method, he was able to simulate waves as they approach
shallow beach, including the refraction effect that causes waves coming from all
directions to allign along the coast.
The waves computed using the sinusoid formula have rounded peaks which
does not represent a real ocean wave well. To create a more realistic waves, we
can use gerstner waves instead. Gerstner (or Rankine) wave was first described
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by Gerstner in 1802 [16] as a solution to the physical problem, and was later
re-descovered by Rankine [44]. The surface of the wave is computed as
(x, z) = (x0, z0)−
(kx, kz)
|(kx, kz)|
A sin(kx · x0 + kz · z0 − ωt)
y = A cos(kx · x0 + kz · z0 − ωt)
(2.1)
where (kx, kz) = (2π/Lx, 2π/Lz), (Lx, Lz) is the wavelegth and ω again stands
for the speed of the wave.
A Gerstner wave represents a curve described by a fixed point attached to a
circle in some distance as the circle rolls along a straight line.
The surface shape is defined by the ratio between k = |(kx, kz)| and the
amplitude A. As the value kA approaches 1, the wave gets broader valleys and
steeper tops. For kA = 1 the tops are perfectly sharp. For values kA > 1 the
surface degenerates and no longer describes a water wave.
This formula was used by Fournier and Reeves [12]. They also introduced a
series of modifications to incorporate wave refraction at changing water depths,
modelling breaking waves at the shore with nice results. To model the wave
correctly, upon reaching the shoreline, the water particle no longer moves around a
circle, but rather an ellipse. This results in waves being stretched and realistically
simulate waves approaching a beach.
Ts’o and Barsky [52] also work with refraction of waves - how do the waves
change their direction when approaching a shoreline. They model the refraction in
a way similar to the light refraction, using the Snell’s law, and trace the wavetrains
using wave tracing method. The wave surface of a single wave is then not a sine
wave or a Gerstner wave, but rather a B-spline approximating the more complex
surface created by a wave being refracted multiple times.
Other researchers build on this refraction approach, like Gonzato and Le
Saëc [18]. Gamito and Musgrave [15] proposed a more accurate refraction com-
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putations, also based on the wave tracing. The results are stored as a phase map
over the terrain which is then applied to any geometric wave model.
Even though individual methods differ, the core remains the same. We com-
pose the ocean as a sum of individual waves, and evaluate these waves at each
heightpoint. This allows us to account for all sorts of forces influencing the wave
shape and to produce realistic results under many conditions.
However, the number of these waves is crucial for the visual quality. This me-
ans the overall complexity gets to be problematic for larger scenes. This problem
was addressed by proposed GPU oriented algorithms or LOD approaches.
Schneider and Westermann [48] provide a GPU implementation of an ocean
surface generated by a turbulence gradient noise. Isidoro et al. [23] use a precom-
puted mesh perturbed by four sinusoids with low frequencies in the vertex shader.
Small details are added through bump-mapping specified by a fixed texture.
Kryachko [28] uses vertex texture displacement and computes two sets of
heightmaps: one with the heightmaps containing large waves, used over the whole
surface for displacement, and one set with small details that are used as a normal
map.
Many implementations simply use the techniques mentioned above and trans-
fer the computations to the GPU. Salgado and Conci [46] provide an NVIDIA Cg
implementation of the Gerstner wave model. Chen et al [6] create basic geomet-
ry by summing up sine waves in the vertex shader and adding the small details
through bump-mapping.
As we are evaluating the height at each point separately, more complex phe-
nomena can be simulated. Chou and Fu [4] decribed a GPU implemetation that
combines a basic wave simulation with particle simulation around objects like
ships. Particles not only react to the motion at each vertex, but also to general
hydrodynamic forces.
A natural way of making the simulation realtime is to only simulate parts
of the components, depending on distance. High frequencies or details can be
ommited in distant parts and the simulation can focus on high quality in the
areas close to the viewer.
Cui et al. [8] propose an adaptive tesselation, based on the approach by Hisin-
ger et al. [21] (mentioned in the next section). The heightfield grid is adaptively
tesselated so that it would be approximately evenly distributed in the screen spa-
ce. A similar method, the grid approach, was proposed by Johanson [25]. A regular
grid in the camera space is projected onto the ocean plane, so the world-space
ocean grid is naturally coarser in the distance, and dense in the close areas.
Lee et al. [32], [33] futher improve this frustum technique and provide a
realtime simulation usable in games or movie industry. They use Perlin noise as
a wave generation model.
One of the most recent is a method by Bruneton et al. [1]. They propose an
LOD approach where they simulate the geometry for the nearest points, then
move the details to a bump map for the vertices futher away, and the areas in the
distance get their lighting through BRDF. The method deals with how to make
the transition seamless and fast and produces very good visual results.
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To conclude, spatial methods produce very good results and when combined
with GPU and acceleration techniques, can reach interactive simulation speed. As
they deal with each point separately, they can easily incorporate more complex
computations in areas around objects or in shallow water. However, many of these
modifications slow down the simulation process.
There is also an issue with tuning up the wave parameters. The ocean is com-
posed of many individual waves, each of which has to have a specified frequency,
amplitude and phase shift. The setting of these parameters is crucial for the visual
realism, and it can also reduce the computational speed if choosing the right set
of waves. This is where the theoretical models of oceanography can be of great
use.
2.1.2 Fourier domain methods
The ocean has been studied many years before the advent of computer graphics,
from a physics viewpoint, either to understand certain phenomena, but also to
be able to predict the ocean shape depending on atmospheric conditions. Such
computations are useful in case we want to know when does a storm swell arrive
to a coast, or to decide if the conditions are well enough for a ship to sail.
In the oceanographic research, the ocean surface is considered a random va-
riable of horizontal position (x, z) and time t. Under this assumption, theoretical
models have been built upon its Fourier transform. These models are based eit-
her on theoretical statistical formulas or have been created to match measured
empirical data. The models have various parameters such as the wind speed, or
the area over which the wind blows, mainly the most important atmospheric
conditions we are interested in.
An ocean spectrum is a probablility density function which desribes the dis-
tribution of wave energy by its frequency.
This approach has been introduced to computer graphics by Mastin et al. [37].
They proposed to create a white noise field, compute its Fourier transform and
filter the magnitudes by Pierson-Moskowitz empirical ocean spectrum. In additi-
on, a direcional spreading function was added, to attenuate the waves travelling
in various directions, as the original ocean spectra do not take directionality into
account. The resulting maginitudes are then combined with the unfiltered phase
shifts, and the heightfield is synthesised back. Similarily to the spatial methods,
the animation is done by modifying the phase shift of the individual waves, each
according to its speed, the computations performed in the Fourier domain. This
method produced good results, as the wave amplitudes followed the real world
data.
Premoze and Ashikhmin [40] later used the same idea, but with a different
ocean spectrum to improve the visual quality.
Stam [50] also builds on this method, but performs the filtering of the noise
in spatial domain, with a smaller kernel. Byt this approach he creates a set of
tiles he then uses to tile a larger area. More details about the tiles are mentioned
in the next section.
Probably the most famous Fourier based method is the one introduced by Tes-
sendorf [54], used widely since then. Instead of filtering a white noise heightfield,
Tessendorf creates the wave amplitudes and phase shifts directly in the Fourier
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domain using the ocean spectra. During the animation, a spectrum for a given
timeframe is obtained by phase shifting the basic spectrum, and the heightfield is
synthesized by the inverse Fourier transform. He also introduced a modification
to create a more realistic choppy waves, with broader troughs and sharper peaks,
by displacing the positions of the points in the heightfield. This is done in a si-
milar way as for the gerstner waves, with the displacement value being computed
by the Fourier transform as well, so the computational speed is still fast.
However, methods based on a simple Fourier transform also have a drawback.
They work with a grid with fixed resolution, therefore, either small details are
missing, or the computational cost becomes too large. To address this issue, again,
LOD modifications or GPU implementations have been introduced.
Jensen and Goliáš [24] divide the frequencies into two sets. Low frequencies
creating a global motion are stored in a displacement vertex shader, and high
frequencies are stored in a normal map. However, the FFT computations are still
performed on the CPU and the heightfield has to be transferred at each step.
Mitchell [36] build on this approach and introduced a GPU implementation
performing all the computations fully at the GPU, including a GPU FFT im-
plementation, so they were able to reach interactive speeds. An implementation
by Chiu and Chang [3] combines this approach with adaptive GPU-based ocean
surface tessellation.
Hu et al. [22] use two ocean surfaces, one sampled with a fixed high resolution
to represent the small details near the viewer, and the other sampled adaptively
for the waves in greater distances.
2.1.3 Hybrid methods
Hybrid methods are a combination of the previous two approaches. They work
in the spatial domain by evaluating individual waves, but they guide the wave
parameters by the empirically based ocean spectra. Using this approach, the
parameters such as the wind speed are incorporated into the simulation while
keeping the benefits of the spatial approach like manipulating the wave shape
depending on a particular spatial position.
Thon et al. [55] propose to create the ocean as a sum of trochoids adaptive-
ly sampled from an empirical ocean spectrum. The number of the trochoids is
dependent on the distance, and only the areas of the spectrum with significant
waves is being sampled. As the trochoids are periodic, to avoid repeating patters,
they modify the phase of the trochoid at each point by the Perlin noise function.
This way, each wave is no longer a simple trochoid, but has a more complex,
spatially varying shape.
Hisinger et al. [21] then apply an LOD scheme to this approach which increases
the computational speed. They sample the heightfield in such a way that the grid-
points are evenly distributed in the screen space.
Lee et al. [31] use a similar approach, except they use simple sinusoids and
a more complex spectrum and also take the ocean depth into account. Xin et
al. [58] incorporate also wind into the simulation.
A real-time ocean simulation framework was created by Lachman [29]. The
framework is able to incorporate any wave model, spatial or frequency-based, and
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provides an unified environment for the ocean simulation. The ocean surface is
divided into grids of heightfields so an LOD scheme is used.
Robine and Frechot [45] use a fast sound synthesis method to perform a faster
wave summation of individual Gerstner waves. This way, they are being able to
speed up the animation in a similar way to the Fourier transform, but also keeping
more freedom over the individual waves.
2.2 Tessendorf algorithm
As mentioned earlier, one of the most famous and most widely used algorithms
for simulating the ocean surface is a frequency-based method proposed by Jer-
ry Tessendorf [54]. In general, frequency-based ocean simulations are considered
superior for many applications for their high visual realism and fast speed for
large number of component waves based on the FFT principle. The Tessendorf
ocean generation algorithm is the underlying algorithm of most recent frequency-
based methods. Various LOD and GPU accelerations have been proposed, but
the underlying wave-shape generator is usually this one.
Therefore, we also take this algorithm as the method for generating the ocean
heightfield for the Wang Tiles. We will now describe the algorithm in more detail.
We are working on a discrete grid representing the heightfield. The grid is







≤ z < Lz
2
, respectively, where Lx and Lz are the physical dimensions
of the tile. The equally sized spectrum grid then represents the set of waves.
At each position, the wave has a defined wave vector. The vectors have values
(k, l) = (2πx/Lx, 2πz/Lz) with values x and z being the positions of the spatial
grid points. Each vector represents the wavelength of the given wave - the ratio
between its components is its direction. The value of the spectrum point then
defines the amplitude and the phase shift of the wave. The spectrum is centralized,
having large wavelengths around the middle, and high frequency waves at the
edges.
At the beginning of the simulation, we generate values in the Fourier domain
using an underlying physically based ocean spectrum. This will be our basic




· (ξr + iξi) ·
√
P (k, l)
ξr and ξi are Gaussian random numbers and P (k, l) is the ocean spectrum - in
case of Tessendorf’s original algorithm, the Phillips spectrum (the exact formula
is described in the implementation section). As Tessendorf himself suggests, we
can use any other ocean spectrum, so we can choose a spectrum that suits our
needs the best. More details about various spectra will be discussed later.
Every frame, the spatial heightfield is synthesised from a modified spectrum
that incorporates the phase shift of the waves to simulate an animation.
St(k, l) = S0(k, l) · ei·ω(k,l)·t + S∗0(−k,−l) · e−i·ω(k,l)·t
where S∗0(k, l) is the conjugated value of the spectum value and ω(k, l) is the
speed associated with this wave. The speed is computed by the physically based
dispersion relationship as
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Spectrum grid. Source: [51]
ω(k, l) =
√
g · |(k, l)|
where g is the gravitational constant of value 9.8.
A spatial heightfield is then computed by taking the real part of the inverse
Fourier transform of the spectrum St. As a matter of fact, the result of the
transform will have only pure real values because the input spectrum St is always
symmetrical.
H(x, y, t) =
∑
(k,l)
St(k, l) · ei·(kx+ly)
To produce a more realistic result, Tessendorf suggests to use choppy waves
with sharper peaks instead of simple cosine waves that have a too rounded shape.
Despite being derived by a different approach, the resulting formula is a Gerster
wave mentioned earlier.
The height of the surface is computed by the same procedure, but we also






St(k, l) · ei·(kx+ly)
The displacement field is again computed by the inverse FFT algorithm and
taking the real part of the result. The final position of a point is then
(x̃t, ỹt) = (x, y) + λDt(x, y)
where λ is a parameter that specifies the choppiness. If set to 1, the waves
will have the shape of the gerstner waves. But the sharpness of a gerstner wave is
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given by the ratio between the amplitude and the wavelength. So waves with low
aplitudes might be still very rounded. Therefore, to enhance this effect, we can set
λ to higher values, although we have to be careful not to degenerate the surface
too much. On the other hand, as proposed by Tessendorf, if some positions of the
surface dissect after the displacement, we can take it as an indication to produce
a foam on the surface or other particle effects.
2.3 Wang Tiles
Wang Tiles is a logical formal system, proposed by a mathematician Hao Wang
in 1961 [56]. A Wang Tile is an abstract tile with a specific value assigned to each
border, often described as a color of the edge. A valid tiling is a tiling where all
borders between the tiles match, i. e., have the same color. In addition, the tiles
cannot be rotated or reflected. It has been found that using only a small set of
predefined tiles, it is possible to tile the plane non-periodically.
The first one to propose using such tiling in computer graphics was Stam [50].
He used a deterministic tiling algorithm using 16 different tiles. He suggested to
fill the tiles with a texture pattern in a way that the texture on adjacent edges
will seamlessly match. The tiling then produces a large image using only these
16 pieces, and since the tiling is aperiodic, no visible artifacts are observed.
His method of creating the tiles was designated for textures created by filtering
white noise. He proposes filling the inside of each tile with a random white noise,
but to use a matching white noise in the area around each matching border. If the
filter kernel is smaller than the border area, it assures that the resulting values
on borders will also match, creating a seamless transition between the different
values inside the tiles. The noise in the corner areas is the same for all tiles.
Obr. 2.1: Noise areas on the tile. K is the width of the kernel. Source [50]
Actually, he demonstated his method on creating an ocean surface, using the
frequency filtering method by Mastin et al. [37]. However, the condition that
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the filter kernel has to be small makes this method unusable for general ocean
synthesis algorithms. Besides, as he performs the filtering in the spatial domain,
the animation would be very costly, and he does not deal with that issue in his
paper.
Neyret and Cani [38] proposed a similar method, but on a triangular mesh.
A more complex method was proposed by Cohen et al. [7] using only a set of
8 tiles and a new tiling algorithm. They synthesise the tiles from a given image
texture by combining different patches and ensuring the seamless transition by
minimal pixel cuts along the overlapping areas. The paper also deals with a
problem that arises if a texture object overlaps the area around a corner, and
proposes a method how to deal with corners in general, since the Wang tiling sets
conditions only on the edges. However, this modification results in a much larger
tileset.
Burke [2] proposes a variation of the method using a different tile synthesis
approach based on the image quilting technique by Efros and Freeman [11].
The method of Cohen et al. was also used by Wei [57] who proposes a texture
mapping algorithm based on Wang Tiles. Fu and Leung [14] extend the tiling to
arbitrary topological surfaces.
A proposed solution to the corner problem are the corner tiles. Instead of
matching the edges, the tiling must match the corners. This way, each tile controls
all its neighbours, also the diagonal ones. Ng et al. [39] modified the method of
Cohen et al. to work with the corner tiles.
Obr. 2.2: Wang tiles and corner tiles. Source [30]
Maung et al. [34] build on the method proposed by Stam and create a set of
Perlin tiles. As perlin noise at a point is only dependent on a limited surrouning,
if we match the guiding points at the borders, the resulting transition will also
be seamless.
Wang tiles and corner tiles can also be used for object distribution, by creating
tiles with poisson disc distributions that can then guide an object placement
process. The first tile based method was presented by Shade et al. [49] and was
a modification of a dart throwing algorithm.
The use of Wang tiles was suggested by Hiller et al. [20] who use Lloyd’s
relaxation for the disc distribution. This method was later adopted by Cohen et
al. in their already mentioned article, where they also address this topic.
Kopf et al. [27] then presented a method to create Poisson distribution of given
density in real time. The algorithm uses recursive Wang Tiles and they generate
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the points progressively, so that a larger resolution is generated from the current
in a smooth way.
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3. Wang Tiles for Frequency
Generated Ocean Surfaces
As discussed in the overview of existing ocean simulation methods, one of the most
popular approaches for deep ocean simulation are the frequency based techniques
for their high visual quality and relatively fast computation speed based on the
Fast Fourier Transform. The output of a frequency-based ocean synthesis is a
heightfield that is periodic from the basic Fourier transform principle and can
be used repeatedly to tile a larger area. However, such tiling suffers from visible
periodicity artifacts. To address this problem, we aim to create a set of Wang
Tiles, each representing an ocean heightfield. We then use these tiles to tile the
given area aperiodically, producing a more realistic result with lesser cost than if
we simply generated a large heightfield covering the whole area. The algorithm
we chose for the wave generation is that of Tessendorf, described in detail in
Section 2.2.
There are several problems we have to deal with. Each Wang Tile must have
the overall wave features similar to those generated by the original algorithm, but
at the same time, we also need to set fixed conditions on the boundaries so that
the heightfields would seamlessly match over the edges.
The existing algorithms for creating Wang Tiles sets focus mainly on 2D image
textures. They generate Wang Tiles from patches cut out from an input texture,
and use pixel-cuts to blend these patches into one Wang Tile. Since the image
texture on the tile is usually composed of non-continuous objects with boundaries
and other edge-features, the cuts are performed along the edges to maintain these
objects undistorted.
An example of creating a Wang Tile from
4 input patches by a pixel cut. Source [7]
We cannot use this technique for
the ocean waves. The surface of an oce-
an is continuous, with lower frequen-
cies prevailing, and any height jump
caused by a pixel-cut would be visu-
ally very visible. We have to change
the surface slowly and continuously, to
preserve its wave appearance, and to
make the transition over the edges lo-
ok natural.
Another approach for Wang Tile
generation is the one proposed by Jos
Stam [50], described in detail in Secti-
on 2.3. However, as mentioned earlier, his method is only capable of producing
surfaces where the value of a point is dependent only on its limited surrounding.
The waves created by this method are limited in their wavelength, and the re-
sulting surface looks less realistic than a surface produced by the Tessendorf’s
method.
In addition to that, we also have to keep in mind that we are producing an
animation, and we have to generate the heightfields for every frame. Particulary
for this reason, we want to keep the computations as effective as possible to be
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able to reach interactive speeds.
3.1 Set of tiles
When talking about an aperiodic Wang Tiling, we have to specify which tiling
algorithm we are using. Each algorithm is working with a predefined tileset, and
describes a process of how to lay these tiles next to each other to produce a non-
periodic tiling of a given area. The set of tiles we chose is the one proposed by
Cohen et al. [7] consisting of 8 different tiles.
Obr. 3.1: Set of tiles. Source [7]
This set is small enough to keep the runtime speed fast. Unfortunately, troub-
les arise in the corner areas. However, using a more accurate corner tiles would
result in a tileset of 16 tiles, twice as large. As we need to synthesise the height-
field every frame because of the animation, we decided to rather use less tiles and
deal with the corners separately.
The tiling algorithm is very simple: As we can see, because the tiles cannot
be rotated, each border has only two possible values. When creating a tiling, we
tile the area from top to bottom, from left to right, so with every new tile, we
have to meet two constraints: one given by the bottom border of the tile above,
and one set by the right border of the tile at the left. The tileset is specific by
the fact that for every combination of these two contraints there are exactly two
tiles that can meet it. Therefore, when laying a new tile, we always have a choice
from two possibilities. To make the tiling aperiodic, we can either choose between
them by random, assuring that statistically no periodicity should appear, or we
can simply follow a known aperiodic sequence.
What is more important, this tileset has other properties which make it par-
ticulary suitable for the ocean surface generation. The original frequency-based
ocean tiles are periodic. If we take a look at the first two Wang Tiles, we can
see that they correspond to two such ocean tiles. When put beside each other,
not only do the border values match, but also the transitions over the edges are
continuous and natural due to the Fourier transform periodicity.
Periodic tiling using a
simple ocean tile.
The tileset is also specific because of its property
that each edge has only two possible values. Therefore,
if we take two distinct ocean tiles as the first two Wang
Tiles, the remaining tiles in the set then have borders
defined by these two heightfields. Futhermore, we can
imagine them as being direct combinations of the two
original ocean surfaces.
This conception gives us more space to slowly chan-
ge from the wave pattern around one boundary to the
wave pattern on another boundary than only conside-
ring the height values at border points. Besides, some boudaries, like the green
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Obr. 3.2: The other Wang Tiles as combination of two original ocean tiles.
and the blue one, are naturally connected because they belong to the same origi-
nal ocean tile. Our aim is therefore to create the remaining 6 tiles as combinations
of two input ocean tiles.
3.1.1 Wang Tiles generation
When creating a new tile, the simplest approach would be to combine it directly,
using the heightfields of the original ocean tiles. However, we aim to preserve the
overall frequency characteristics and wave appearance, so we need to take a look
at individual waves.
From the principle of Tessendorf’s algorithm, the ocean surface is created by
computing the inverse Fourier transform of a spectrum at a given time. As we
are only taking the real part of the result, each spectral component represents
one long crested cosine wave. The spectrum at a given time is computed from the
basic spectrum as
St(k, l) = S0(k, l) · ei·ω(k,l)·t + S∗0(−k,−l) · e−i·ω(−k,−l)·t













































we can see that the surface is composed of two sets of waves. One defined
by the original spectrum, and one by its conjugated values. The frequency and
the direction of a wave are defined by its position in the spectrum, the value
(k, l). The amplitude and initial phase shift are specified by the value of the
spectral component, S0(k, l). The two original ocean tiles have waves of the same
frequencies and directions, but they each differ in amplitude and initial phase
shift.
As we aim not to distort the wave characteristics, we will deal with each
component wave separately, and create a wave preserving transition between the
height constraints on the borders. More specifically, for each wave we will try
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to interpolate between the two waves specified by two original spectral compo-
nents SA0 (k, l) and S
B
0 (k, l) (or their conjugates), so that the values match on
proper edges and the interpolated surface inbetween does not distort the wave
appearance.
3.2 Interpolation of a sinusoid
3.2.1 1D case
At first, we will try an interpolation of a simple 1D sinusoid. We will interpolate
between two cosine waves of the same frequency and amplitude which differ only
in the phase shift.
First, we use a simple linear interpolation.
Hs(x) = (1− vx) · cos(f · x+ p1) + vx · cos(f · x+ p2)
The result is again a sinusoidal surface. However, it is not a pure cosine wave
as it suffers from a dampening effect when the phase shift difference gets larger -
up to a point when the surface gets very distorted.








For waves of equal amplitudes, the dampening minimum is located in the
middle. In general, the position of the minimum is given by the ratio of amplitu-
des. The dampening effect is particulary visible for higher frequencies.





Let us now try a different approach. We will not interpolate the resulting
values, but the phase shift instead, and evaluate the cosine function at each
point.
Hf (x) = cos(f · x+ (1− vx) · p1 + vx · p2)
In principle, this approach means that at every point we are evaluating a
slightly shifted cosine wave, and the shift continuously changes. The resulting
function will therefore be another cosine wave of a different frequency. It is the
original frequency stretched or folded so that the wave matches the values on
both ends.
Obr. 3.3: ∆p = 3π
4
.
The frequency of the new cosine de-
pends on the phase shift difference and
can be computed analytically. There-
fore, it can be estimated for the worst
case scenarios. For example, if our in-
terpolation interval is 0 ≤ x ≤ 1, i. e.,
vx = x
Hf (x) = cos(f · x+ (1− vx) · p1 + vx · p2)
Hf (x) = cos(f · x+ p1 − x · p1 + x · p2)
Hf (x) = cos((f − p1 + p2) · x+ p1)
Hf (x) = cos((f + ∆p) · x+ p1)
For a different interpolation interval is the formula analogical.
If we also take a difference in amplitudes into consideration, the first formula
will remain practically unchanged, while the second one changes only slightly.
Hs(x) = (1− v) · A1 · cos(f · x+ p1) + v · A2 · cos(f · x+ p2)
Hf (x) = ((1− v) · A1 + v · A2) · cos(f · x+ (1− v) · p1 + v · p2)
Simple interpolation Phase-shift interpolation
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The surface of the phase-interpolated wave is again a sinusoidal wave, and the
amplitude change forms a natural transition between the two surrounding cosine
waves.
However, a problem arises when the wavelength of the cosine is greater than
the interval of interpolation. Let us take a look at ends of two long waves and a
phase-interpolated transition between them.
We can see that even though both waves have low amplitudes at the given
interval, the transition created an unwanted peak, because it evaluated a cosi-
ne wave of interpolated phase shift, and by that shift the cosine value is large.
Besides, the frequency of the resulting wave has changed rapidly.
On the other hand, in this case, the simple interpolation approach creates a
much more plausible result as the resulting height can never exceed the original
values.
We have to take this into account when deciding which interpolation to cho-
ose. A phase-shift interpolation creates a more natural transition, however, it is
unusable if the interpolation interval is too short. On the other hand, the surface




A problem for a computer graphics application might arise from the fact that
the derivation of the interpolated wave at its ends does not match the derivations
of the original waves. Especially in case of water, a derivation step can cause a
visible artifact.
This can be solved by using other intepolation function than a simple linear
function. For example, the function I1(x) = −2x3 +3x2 preserves the first deriva-
tion at ends, while function I2(x) = 6x
5 − 15x4 + 10x3 preserves also the second
derivations. Instead of using the values v ranging from 0 to 1 in the interpolati-
on functions, we use values I(v), while v changes linearily from 0 to 1 over the
interval of interpolation.
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Using an interpolation preserving first derivations at ends
Simple combination Phase interpolation
Shape of various interpolation
functions.
However, such interpolations in case of the
phase approach no longer keep the resulting
surface a simple cosine wave. The wave will be
stretched more at the ends than in the midd-
le, and will not have a stable frequency. Still,
especially when interpolating long waves over
small interval, we have to preserve at least first
derivations. This holds for both the simple in-
terpolation approach as well as the phase in-
terpolation.
3.2.2 2D case
We now want to use this approach for waves
on a two dimensional surface. As mentioned
earlier, the ocean surface is computed as a sum of long crested cosine waves, each
of these waves having a different frequency, direction, amplitude, and initial phase
shift. More specifically, one component wave is given by the following formula






where (k, l) is computed from the position in the spectrum, and defines the
frequency and direction of the wave. S(k, l) is a complex number, the value of the
spectrum component, and its polar form - the absolute value and the argument -
specifies the amplitude and the phase shift of the wave.
Therefore, to interpolate between two waves at the same spectrum position, i.
e., of the same frequency and direction, we interpolate between the complex values
at this position. Again, we can either interpolate between the values directly
Ss = ((1− v) · S1 + v · S2)
or we can use the phase-interpolation approach, and interpolate between the
amplitude and phase shift separately, in polar form of the complex number.
Sf = ((1− v) · |S1|+ v · |S2|) · ei((1−v)·arg(S1)+v·arg(S2))
The resulting height of the wave at a point (x, y) is then computed by
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In addition to the 1D case, where the interpolation interval had a clear start
and an end, on a two dimensional surface we also have to specify the interpolation
arguments over the given area. The most simple case is to interpolate along a given
direction. That means the interpolation value of a point is given as its orthogonal
projection on the line - “direction” of interpolation, the beginning of the line
having the value 0, and the end value 1.
If we choose to interpolate in the direction of the wave, the long-crested wave
will change exactly like its 1D case.
Phase-interpolation approach Simple combination approach
But we can choose other direction of interpolation. In such case, the dampe-
ning effect of the simple combination approach will happen along this direction.
Phase-interpolation approach Simple combination approach
Even more interesting is the effect of the phase-interpolation technique. In 1D
case, the interpolation modified the frequency of the resulting wave. In 2D case,
it also modifies the frequencies in both k and l components. If we interpolate in
a direction that is not aligned with the wave, the resulting frequency ratio is not
the same as of the original wave, i. e., the direction of the wave changes.
3.2.3 Animation
The interpolation approach works also for the animated surface. During the ani-
mation, each wave is shifted by multiplication by a constant ei·ω(k,l)·t = eiC . We
now show that we can perform the multiplication on the interpolated value and
get the same result as if we interpolated the shifted values.
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For simple combination approach is the formula after the animation shift as
follows
Ss = ((1− v) · S1 · eiC + v · S2 · eiC)
Ss = e
iC · ((1− v) · S1 + v · S2)
For the phase-interpolation technique, the results again hold
Sf = ((1− v) · |S1|+ v · |S2|) · ei((1−v)·(arg(S1)+iC)+v·(arg(S2)+iC))
Sf = ((1− v) · |S1|+ v · |S2|) · ei((1−v)·arg(S1)+v·arg(S2)+iC)
Sf = ((1− v) · |S1|+ v · |S2|) · ei((1−v)·arg(S1)+v·arg(S2)) · eiC
This means that during the animation, we can simply move the interpolated
surface and do not have to create it again for the shifted values.
3.2.4 Choppy waves
In the original ocean simulation algorithm, Tessendorf proposes a modification
to obtain a more realistic choppy waves. Using this modification, in addition
to the height interpolation we also interpolate the displacement vectors. The
displacement for each component is given as
Dt(x, y) = −i
(k, l)
|(k, l)|
St(k, l) · ei·(kx+ly)
again, taking the real part of the result. This corresponds to evaluating a long
created sine wave, with the amplitude and the phase shift specified by the value
(k,l)
|(k,l)|St(k, l).
Let us take a look at a simplified 1D version of how the interpolated surfaces
look like under this modification.
Choppy waves, phase-interpolation and simple combination approach.
∆p = 3/4π
The results are analogical to the previous cases. Using a simple direct com-
bination of both the heights and the displacement vectors results in a wave that
is dampened as the phase difference gets bigger. Also, the choppy wave tops get
smoother even for smaller values of phase difference.
The result of the phase-interpolation approach for both the height and the
sine component of the displacement formula is again a choppy wave, stretched or
folded so that the values at both ends match.
We can obtain interesting results by combining the two approaches. If we use
a direct combination for heights, but phase-interpolation for the displacement
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vector, the result will be a choppy dampened wave - in general a very unrealistic
surface. Using the other variant, the result is a stretched wave, but the choppiness
is not that sharp along its length, making tops lean on a side.
For a two dimensional wave the results are analogical.
3.3 Wang Tiles
Let us now finally create a set of Wang Tiles using the techniques discussed above.
We create our Wang Tiles as combinations of 2 ocean tiles, denoted A and B,
with underlying basic spectra SA0 (k, l), S
B
0 (k, l). As explained earier, each value
of a spectrum specifies two waves: one given by the original value of the spectrum
component, and one given by its conjugate. Each of these waves then moves at a
speed computed from its wavelegth; the conjugate wave in the negative direction.
To create a Wang Tile, we take one wave at a time, 2 · |S0| waves in total,
and create a transition surface for each wave separately. These will be our basic
surfaces at time t0. The animation is done by changing the phase shift of the wave
by multiplying it by a constant ei·ω(k,l)·t (e−i·ω(k,l)·t for conjugate waves).
From the linear properties of the inverse Fourier transform, it is equal to
perform the multiplication in the frequency domain before the transform, as in
the original Tessendorf algorithm, or to multiply each point of the wave surface in
the spatial domain (we then have to hold the whole complex number, not just the
real part). To obtain the heightfield of a Wang Tile at a given time, we move each
wave surface at the right speed, and add them all together. Using this approach,
instead of a collection of long crested cosine waves specified by a spectrum, a
Wang Tile is composed as a collection of waves created by combination of waves
from spectra SA0 and S
B
0 .
For each wave we want to interpolate over the surface, we have to specify the
interpolation argument for every point of the tile. For example, for a tile W3
Wang Tile W3
we want the wave to match the values of tile A at the left
and bottom border, and the values of tile B at the right and
top edge.
For this tile, the interpolation arguments are very straight-
forward. We can simply interpolate in the diagonal direction,
always placing the start and the end of the interval on the ed-
ges. For the tile W3, the interpolation directions look like this.
24
However, this approach does not work for tiles W6 and W7,
as for these tiles there is no fixed direction we can interpolate along. Instead of
coming up with with another interpolation function, we can take the direction for
every point separately and change these directions continuously over the surface.
For tiles W6 and W7, the directions look like this, with the given interpolation
arguments visualized as a greyscale image.
Interpolation directions Interpolation arguments over the surface
However, let us take a look at the interpolation arguments of the tile W3 vi-
sualized as a 3D surface. We can notice a ridge going trough the middle. This
can cause an edge on the interpolated wave surface, which can result in a visib-
le artifact. If we want to make the interpolation arguments really smooth, we
can use the bended direction approach even on the diagonal wang tiles. The sur-
face directions will then look like this, and the interpolation values we get are
smoother.
We can now observe the wave surface created by this method on the tile W3.
For the simple spatial combination, the attenuation is occuring around particular
interpolation argument value which specifies the point where the two waves can-
cel each other out. The arguments are now spreaded, so the attenuation is not
happening along one direction.
The effect of the phase-interpolation technique is different. As mentioned be-
fore, phase-interpolation along a fixed direction results in a change of the wave
orientation. If we are changing the interpolation arguments directions during the
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process, we end up with a bended wave. This forms a natural transition surface,
but as in the 1D case, there are problems around the corner areas where the
interpolation interval is very short compared to the wavelength.
Wave surface of tile W3 [∆p = 3/4π]
Simple combination Phase interpolation
3.3.1 Basic tiles
Using the technique discussed above, each Wang Tile is defined by the set of
directions we use for interpolating the component waves. In case of the Wang set
we are using, the interpolation directions are visualised in the Figure 3.1.
We can now create the tiles, and use them for tiling an ocean surface aperi-
odically. An example of such tiling is in the Figure 3.4.
However, as can be seen from the picture, the interpolation technique we are
using has a major drawback. By the very definition of an interpolation, the surface
is very similar to the 2 input ocean tiles. This causes the tiling to create larger
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Tabul’ka 3.1: Direction for Wang Tiles W3 −W8
Obr. 3.4: Tiling
areas of similar heightfield, so repeating patters appear almost as much as in the
original periodic tiling.
This issue is a known problem of the Wang Tiles principle. The less input
information we use to create the tile, the more it becomes visible that the covered
area is composed of similar parts. Therefore, we need to create a more diverse set
of tiles.
The borders of all tiles are defined by the 2 input tiles, but we want a more
diverse heightfield inside.
3.3.2 More complex tiles
For every tile, we take a new spectrum Si0 that will specify the surface inside the
tile. Again, we deal with each wave separately. There are multiple ways how to
blend these waves with the border constraints.
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First, we can apply the classic, simple combination approach. We choose a
border size, i. e., how large the border should be, and then interpolate on this
border between the height of the wave defined by the inner spectrum Si0, and the
height of the already interpolated SA0 - S
B
0 value, computed for the given tile by
the previous approach. The inside of a tile will have waves defined entirely by
the spectrum Si0, while the values on the border area will be a combination of




0 . However, the problem is that the interpolation
interval has shortened to the size of the border area.
The resulting interpolation values can be visualised as follows. The red color
represents a pure value A, the green color a pure value B, and blue the value
specific for each tile. The colors on the graph show their combinations across the
tile area.
Tabul’ka 3.2: Direction for Wang Tiles W3 −W8
The resulting surface depends heavily on the size of the border area. If the
border area is too small, we of course get very a distorted surface. Also, this
approach is not suitable for long waves.
Examples of distorted surface due to a small border or a long wave
But for a moderately chosen size of the border area [we suggest 1/4 of the tile
on each side], the results are very good. The phase-interpolation approach again
being much better.
This is due to the fact that the heightfield inside the tile is a pure Tessendorf
tile. The interpolated surface is only at the border, and as the simple interpolation
method dampens the wave height, it is visible that the heightfield at the border
us somewhat lower.
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Phase interpolation and simple combination
For the phase-interpolation approach, the bending of the wave also occurs
only at the border. However, the bending is not as visible as the dampening.
We can also use the technique to interpolate the amplitude and the phase shift
separately. Many problems arise from the fact that the interpolation interval is
too short. Therefore, at every point, we can evaluate a wave that has the phase
shift computed as a combination of only the two border values, given by the 2
input ocean tiles. The amplitude, however, will be computed as a combination
of three values the same way as mentioned above, so amplitude inside of the tile
will only depend on the separate spectrum Si0. Using this approach we will avoid
the problems of having an interpolation interval that is too short for long waves
with large phase difference.
On the other hand, the general shape of the ocean surface is mainly affected
by the individual phase-shift values of the components, as the amplitudes are
guided by the spectrum. These tiles will therefore be much less diverse than if we
combined also the phase shift values of all three spectra. In practice, this results
in a similar pattern as using just 2 input tiles, and it is therefore not practical.
Using also the phase information vs. taking the amplitudes only
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4. Algorithm
Let us now describe in more detail the exact algorithm of how to use the final set
of Wang Tiles to tile the plane aperiodically.




· (ξr + iξi) ·
√
P (k, l)
where ξr and ξi are two Gaussian random numbers, and P (k, l) is a physical
ocean spectrum dependent on the wind, the area size, or other parameters. We can
choose any underlying ocean spectrum, but in our experiments, we implemented
the Phillips spectrum as proposed by Tessendorf, and the empirical JONSWAP
spectrum.
As we can see, the difference between the two spectra SA0 and S
B
0 is caused
by the random numbers.
The first two Wang Tiles of the set, W1, and W2 are identical with two ocean
tiles synthesised from these spectra by the Tessendorf method. The other Wang
Tiles are then generated as follows.
For each tile, we generate a new basic spectrum Si0 in the same way. This
spectrum will specify the waves inside the tile.
We then create the Wang Tile surface at time t0. For each spectrum component
at the position (k, l), we combine the complex values of SA0 (k, l), S
B
0 (k, l) and
Si0(k, l) in any way described above, and evaluate the inverse fourier result for
this wave at each point (x, y) at the border area of the tile. We do the same for
the conjugate values of the spectra. We then store all these surfaces as the basic
waves at time t0. Note that we store the complex value of the fourier result, and
not only its real part to be able to perform the animation.
A heightfield at a given time t is then computed by moving each basic surface
at the right speed, depending on the wavelength of the wave it represents. We
move the surface by multiplying each height point by ei·ω(k,l)·t (e−i·ω(−k,−l)·t for
conjugate waves), i. e., changing the phase of the complex surface values. The
final heightfield is then obtained by adding all waves together, and taking only
the real part of the complex result.
We then use these tiles to tile the plane using the algorithm mentioned in
Section 3.1.
4.1 Corners
From the definition of Wang Tiles in general, the tiling algorithm does not cover
the problem that might arise from the fact that two distinct tiles are touching
at corners. A theoretical solution to this problem are the corner tiles, but the
tileset of this approach would be twice as big, and we want to keep the number
of different tiles low for the reason of computational speed.
The corners are problematic also because in general, the value at most corner
points is not well defined. Besides, the heightfield around the corner area is often
30
distorted because of the very limited interpolation interval. A surface that has to
match the value of two different edges close to each other is problematic.
Tiles meeting like this cause problems Corner with the given sides meeting
We have decided to resolve the issue in a post processing step. We work on a
small area around the corners where the 4 tiles meet, and modify the heightfield
to supress the distortions creating visible artifacts. We treat the long waves and
the short waves separately, so that we can smooth out the surface of the big
waves, while not supressing or destroying the ripples created by the short waves.
4.1.1 Low Frequencies
Low frequency components of the spectrum creating long waves cause several
problems. First, around the corner areas, the surface is largely distorded since
the interpolation interval is very small in comparison to the long wavelength.
Also, for the waves running across the tile, there are additional problems when
two distinct tiles touch at the corners, since the waves have no transition space
at all.
Some of the long waves might have high amplitudes given by the underlying
physical ocean spectra, so the problematic surface is even more visible. To deal
with the this problem, we have decided to smooth out the height values produced
by long waves in a cross shaped area around the corners. We blur the values by
a convolution with a smoothing kernel.
We are working on a cross shaped area so
that we only consider the most distorted he-
ights around the meeting area. We leave the
rest of the heights as they are for a computa-
tional speed reasons.
4.1.2 High Frequencies
For high frequencies, the problematic area is
smaller, but there still are troubles with unde-
fined values at some corner points and again
with the cross-tile waves. To handle this, we
distinguish 16 cases of how the tiles can meet:
all 24 combinations.
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Two cases are simple - if all sides are ho-
mogenous, nothing has to be done. For other
corner types, we again create interpolation arguments over the area, but in a very
simplified way. The corners where the tiles meet diagonally, we merge them in the
diagonal fashion. When the corner has only one side different, we interpolate in
that direction. If there tiles meet in a cross shape, we simply use the mean value
over the whole area. The basic concept is that we are prolonging the heightfield
of one tile in the area of another, and blend it together.
Three basic types how the tiles can meet
At the rendering step, we set the corner height using the interpolation values
and the current heights of tile A and tile B. We of course cannot use these values
directly in the heightfield, since the heights at the edge of the corner area clearly
do not match the values of the heightfield. Therefore, we blend the values in a
pyramidal way.
This approach is of course far from ideal. The reason
we use it is because it is very simple, and provides
reasonably good results. However, the algorithm would
definitely benefit from a more sophisticated approach.
4.2 Complexity
Let us now take a look at the complexity of the who-
le algorithm. First, consider a straightforward approach
to compute the heightfield of a tile. For every spectrum
component, we store the whole surface at the borders
sepatately - in fact, two surfaces because of the conju-
gate waves. At every frame, we move each surface by
multiplying every point by a given complex number, and add the surfaces toget-
her. Even though the inside of the tile can be computed by the FFT, the border
has to be proportially big to the resultion, if we don’t want to distort the surface
too much. For a tile of size N × N , with the border of width N/4, this still re-
sults in an overall complexity of O(N4). In comparison to Tessendorf’s algorithm
with a complexity of O(N2 logN), this approach is very inefficient. In fact, the
complexity is the same as if we created the surface from scratch at every frame,
with input being the spectra of tiles A, B and the inner tile at the given time.
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However, we can take a look at how the individual wave surfaces are composed.
If we compose the surface simply by combining the complex value of the spectrum
component directly
SS0 (k, l) = (1− v) · SA0 + v · SB0
and evaluate the surface, we can see that this interpolation can be done for



























































































H(x, y) = (1− v) ·HA(x, y) + v ·HB(x, y)
Using this approach, we really are interpolating directly the resulting height-
fields of the ocean tiles A, B and a tile given by the spectrum Si, respectively. This
is the simplest approach possible, and for many cases gives reasonable results. As
discussed above, the artifact it suffers from is the dampening effect of individual
waves, and smoothing out the tops of the choppy waves. Also, if the waves are
of opposite phase, there are areas where these waves are completely flattened.
However, since the dampening occurs in different areas for different waves - given
by the ratio of their amplitudes - in overall, for a heightfield composed of many
waves of low amplitudes, the effect is not that noticable. We will discuss this in
more detail in Chapter 6.
The phase-interpolation approach, i. e., combining the two spectral values in
their polar form - amplitude and phase separately - eliminates these problems.
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However, we have to perform the interpolation for each wave separately, as there
is no easy way how to get the individual component values from the already
summed up heightfield of tiles A and B.
This could mean that we really do have to create and store each component
surface separately. But if we take a look at how we compute the surface for a
























we can see that we can move all the component waves of the same speed
together, by taking out the part ei·ω(k,l)·t in front of summation. We can add the
basic surfaces of the same speed together in advance, and during the animation
move and sum only these partial heightfields, resulting in less computations per
frame.
The speed of the wave is given by
ω(k, l) =
√
|(k, l)| · g
.
This means that there are always 8 component waves of the same speed, 4
original ones, and 4 of conjugate values. This does not change the complexity of
the algorithm significantly. But if we cluster the speeds into less values, we will
be able to compute the final heightfield more efficiently.
The speed is only dependent on the length of the wave. One proposal is to take
the Manhattan metric of the wavelength computation instead of the Euclidean.
w̃ = |(k, l)| = (k + l)
instead of
w̃ = |(k, l)| =
√
k2 + l2
In this metric, there are only O(N) distinct values for a tile of size N × N ,
instead of O(N2). The final complexity of the algorithm is then O(N2 · N) =
O(N3). In our experiments we saw no visible quality difference in the resulting
animation in comparison with the proper Euclidean metric.
Another approach would be to use the Tessendorf’s algorithm for creating a
repeating animation, which clusters some speeds together. More specifically, to





where T is the time after which the animation should repeat. The individual
wave speeds are then computed as
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ω̃(k, l) = bω(k, l)
ω0
c · ω0
This creates a clustering of the continuous speed function into discrete inter-
vals. The number of clusters is of course dependent on the time parameter T ,
which also affects the outcoming quality. If it is too large, the number of clus-
ters will be large. If it is too small, the animation will repeat after a short time,
producing a very negative visual effect.
4.3 GPU implementation
Another way of dealing with the issue of runtime speed is to use the advantages of
parallel computations on GPU. We tried a simple straghtforward implementation,
but the results were very unsatisfiying, being able to increment the speed only
by approximately 20%.
The implementation was the following. First, we copied all the basic surfaces
into the graphics card global memory. Then, at each simulation step, we created
one core for each basic surface and position combination. The thread then fetched
the value from the global memory, moved the wave surface according to the
current time, and performed atomic add at the output field on its position.
The core clustering was done so that the global memory accesses will be
coherent. Additionally, experiments showed that the atomic add did not slow
down the computations significantly.
The reason the GPU implementation didn’t gain a better performance raise is
in our opinion the fact that at each simulation step, there are many fetches from
the expensive global memory. Additionally, each value is used only once from the
principle, so no computations can benefit from shared memory.
Another approach would be to create the heightfield entirely on GPU, compu-
ting the interpolated values every frame from scratch. This way, we would have to
fetch only the three complex values used for generating the wave surface, and not
having to look at each position separately. However, this means that we cannot
pre-sum the component surfaces of the same speed, and we end up with a much
larger complexity, in the end.
However, not being experienced in this area, there might be a proper GPU
implementation what would be able to accelerate the algorithm much more sig-
nificantly, and we encourage futher research in this area.
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5. Implementation
As an environment for the ocean simulation visualisation we created a simple
application where the user can choose simulation parameters and observe the
visual properties of different approaches to the ocean Wang Tiles generation.
The user interface is written in Qt framework version 4.8.5 and the rendering
is done by OpenGL. Also, we use the FFTW library [60] to compute the inverse
Fast Fourier Transform. We provide binaries for Windows 32-bit systems, but the
source code can be compiled under Linux and Mac OS as well, with the libraries
being installed.
The Wang Tiles techniques implemented are simple combinations of the final
heightfield values as well as the surface created by interpolating the phase shift
of individual waves.
For both techniques, the Wang Tiles can be generated using three input spect-
ra (two for the borders, and one for the inside) or only the two border-defining
spectra. This option is there for showing that if we only generate the tiles as
simple A/B combinations, repeating patterns appear.
We also implemented the original Tessendorf periodic tiling for visual compa-
rison.
5.1 User Guide
The application is a simple desktop application. User chooses the parameters,
and after pressing the start button, the visualisation begins. In case of the phase-
interpolation technique, this means that the component surfaces have to be ge-
nerated first, so it might take some time.
The user can also pause the visualisation at any moment.
Individual parameters either specify the general ocean simulation, or are used
during the Wang Tiles generation. Navigation in the 3D space is done by keyboard
and mouse. The user can also change specific visualisation options.
5.1.1 Parameters
1. Main Options
A technique to use: either the original periodic tiling or one of the Wang
Tiles techniques mentioned above.
2. Ocean Simulation Parameters
The underlying ocean spectrum Phillips or JONSWAP.
Grid size The size of a tile. The application only supports square grids of
even sizes. For better performance, the value should be a power of 2,
because of the inverse FFT we use to compute the basic heightfield.
Water length The size of the ocean tile in meters.
Wind speed Speed of wind in m/s.
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Wind direction A vector specifing the direction of the wind.
choppiness A value specifying choppiness of waves, as in Tessendorf’s al-
gorithm.
phase-interpolation displacement / simple displacement Whether to
compute the displacement vectors using the more expensive phase-
interpolation that preserves the choppiness or just a simple combina-
tion.
3. Advanced Parameters
Amplitude constant A constant specifying the amplitudes of waves in
case we are using the Phillips spectrum.
Fetch length The length of the fetch area in case we are using JONSWAP
spectrum.
4. Wang Tiling Parameters
Tiling sizes The tiling grid: how many tiles we put in each direction.
Inner / SimpleAB Whether to use just simple 2 tiles combinations, or
to incorporate the inner spectrum.
Border size Size of the border, where we interpolate between the inner he-
ightfield, and the values given by edges. The larger, the more coherent
the result will be, but also, the less diverse the tiles will be.
Wave cancel The treshold of the largest waves that will be removed (set
to zero).
Wave desynch The treshold of the largest waves that should be out of
phase
5. Advanced Wang algorithm parameters
Low frequency treshold The treshold specifying which frequencies are
low, and should be smoothed at the cross areas around corners.
Corner size The size of the corner square that blends the high frequencies
around corners. Note that the implementation only supports corners
of sizes less than the cross-length.
Cross size The length and width of the cross area smoothing out the low
frequencies around corners.
6. Animation
Start button Start the simulation. In case of phase-interpolation techni-
que, it generates the component surfaces first which might take some
time.
Pause button Pauses the animation at the given time for the user to
observe certain features.
Stop button Stops the animation. In case of phase-interpolation techni-




Even thought the navigation is very simple, we have tried to make it as intuitive
as possible. The user moves through the 3D space by either using the mouse,
or with combination of keyboard. The basic panning over the place is done by
keyboard arrows. The keys P and L move the camera in vertical direction.
The mouse is used to rotate the ocean surface. When using mouse while
pressing Ctrl button, the user can drag and drop the ocean surface.
5.1.3 Visualisation options
There are three visualisation options user can change.
key Q Changes the surface shader. The user can choose between a diffuse surface,
to better observe the little details, or a simple water shader.
key V Switches between a normal and a wireframe rendering.
key M Renders the lines showing the individual ocean tiles.
5.2 Programmer Documentation
The program is written in C++ language, in Visual Studio Express 2010 envi-
ronment, using Qt framework for the user interface, and a combination of Qt and
OpenGL for rendering. We use the FFTW library for the inverse FFT transform.
We also use an external C++ source code for the Gamma function implementa-
tion [59].
We enclose the Qt .libs and .dlls as well as the ones of FFTW. It is important
to use these .dlls and .libs, at least for Qt, as there was a bug in the official ones.
The code is well-commented, and the list of classes, their short description,
and their methods is enclosed on CD as a Doxygen documentation. We now
describe the most important implementation details of the application.
5.2.1 Qt integration
We have decided for the newest Qt 4.8.5 framework as the user interface platform
for its portability. This version has a fully intergrated OpenGL support, so we do
not have to use an additional framework for the visualisation. However, we did
not want to create a fully integrated Qt application, so most of the classes are
written in plain C++. The Qt related classes, such as the Main Window, or the
rendering class, are all transformed to a simple C++ source codes using the Qt
tools.
The Main Window layout was created using Qt designer. We then used the
uic utility to generate a C++ header file with these layout informations we then
included into the project. On the CD, we also provide the original .ui file, but it
is not used for the compilation.
For internal reasons of Qt framework, any class containing the Q OBJECT
macro has to have an additional .cpp file generated by the Meta-Object compiler
- MOC. This Qt utility handles the Qt C++ extensions, mainly the signal and
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slot mechanism, runtime type information and the dynamic property system. The
utility is executed on the header files containing the class declaration, and the
output .cpp file is simply linked with the rest of application.
The OpenGL, along with the GLSL shaders is fully included in the Qt frame-
work. In particular, in the QOpenGL wrapper based on the OpenGL Embedded
Systems 2.0 specification. The framework provides special high-level wrappers to
most of the OpenGL functions, but is capable of also calling the plain OpenGL.
However, during the developement, we have found a major bug in the Release
version of QOpenGL 4.8.5 for Windows, namely in the pre-built development
library we have downloaded from the official site. The problem which causes the
application to simply crash, has been found a long time ago in earlier versions, and
has been reported. However, it seems that the solution was still not incorporated
to the pre-built libraries. As the solution was quite simple: it was only needed
to redefine one macro in one header file, and some other minor changes, we have
re-built the QOpenGL library, and provide the .lib and .dll files on the CD to
replace the official version when using with our application. We have also reported
the persisting problem to Qt.
5.2.2 Wang Tiles
Let us know describe the logic of the Wang Tiles implementation. All Wang Tiles
are represented as a subclass of an abstract class WangTile. The first two wang
tiles are implemented as OriginalTiles with heights computed by the original
Tessendorf algorithm. The remaining 6 tiles then hold pointers to these tiles, and
optionally also the third, “inner”, tile representing the heightfield inside the tile.
Apart from that, each wang tile also holds the surface structure: a list of basic
surfaces, to use in the phase-interpolation technique. The basic surfaces have to
be precomputed in a way described earlier. We compute a transition surface for
a each component wave, and sum up those of the same speed. The structure then
holds the list of component surfaces for each speed.
During the animation, the computations depend on the technique the user has
chosen. At first, we compute the heights of the two original tiles, A and B, by the
original approach, computing the inverse FFT. Then we compute the heightfields
of the rest of the Wang Tiles.
In case of a simple combination approach, we evaluate the heightfield of the
ocean tile representing the inside area, and the final heightfield is then simply
computed as a combination of heightfields of the three ocean tiles in a way decri-
bed earlier. When using this technique, we do not precompute the basic surfaces
structure, as this is only used for the phase-interpolation technique.
In case of the phase-interpolation approach, both the one where the inner
spectrum only affects the amplitudes as well as the one where it represents the
actual heightfield, the animation algorithm is the same. Before the animation, we
precompute the basic surfaces: we combine individual waves in ways described
earlier. At the animation, we then only move these values, and sum them all
up in a heightfield. The precomputation step is very costly, and the algorithm
is therefore halted at the beginning for some time, but in the user interface we
provide a progress bar showing the process speed. Note that we only compute the
height values at the border areas. The heightfield inside of the tile is computed
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by the basic inverse FFT approach.
5.2.3 Ocean rendering
Since the principle of Wang Tiles is to be able to easily tile large areas, we do
not want to create the vertex field for every single tile we are rendering. Instead,
we have only one vertex buffer for each Wang Tile, and the rendering is done by
first modifying values at some positions, then changing the ModelView matrix to
incorporate a translation, and finally, rendering this particular part of the ocean.
For each Wang Tile, we create a structure RenderTile, holding the vertex
buffer structure. There will only be 8 VBOs to create the whole ocean scene.
Four ParticularTiles
meet. The cross-shaped
area structure is created
for every meeting.
For each ocean tile in our tiling, we create a structu-
re ParticularRenderTile, representing tile already pla-
ced in the ocean. It holds the reference of the Render-
Tile, as well as pointers to all four neightbours (or less
if it is on the border).
We also create 14 instances of corner areas, one for
every non-trivial high frequency corner case. Individu-
al ParticularRenderTiles then hold pointers to one of
these instances for every corner, or the value NULL if
that corner is a trivial case of homogeneous tiles me-
eting. For simpler implementation, we also avoid the
cases when the tiles are on the border, so the corner is
formed by only 2 tiles. In such case, we also represent
this corner as NULL and ignore it during rendering.
The cross shaped areas over which we smooth out
the low frequencies are created for every corner meeting. ParticularRenderTile
structure holds a reference to the given cross shaped area at each corner.
The animation then proceeds as follows. At first, we compute the heightfield
of all 8 Wang Tiles. We compute two heightfields: one given by the low frequency
waves and one synthesised from the high frequency waves, their distinction given
by the parameter Low frequency treshold. We update the values in VBO as
a sum of these two heightfields. The normals are computed by a simple finite
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differences approach, because we did not want to slow down the algorithm by
computing normals analytically.
We then compute the heights in the corner areas using the heightfield of high
frequencies of tiles A and B, evaluating the 14 cases. Also, we fill the current
low frequency height values to each cross shaped area field and smooth them by
filtering.
During the rendering step, we render each ocean tile separately. We modify
the VBO in the corner areas to incorporate heightfield changes for this particular
instance - both caused by the low frequency smoothing and the high frequency
corner cases. We modify both heights and normals in these areas. In addition, we
also have to modify the normals of vertices at the border because those can only
be computed from the heightfield of the neighbouring tile borders.
In the end, we only change the ModelView matrix, render this vertex field,
and move to another tile.
Since different ocean parts share the same vertex structures, we have to render
them right after we changed the values for that particular part. So at every step,
we modify the heightfield and render it straight away. If we modified two identical
Wang Tiles tiles at once, we would distort the values of the first one, as even
though they are theoretically the same, they each have different values in the
corner areas.
Note that because of the clustering of wave surfaces according to their wave-
speed, the Low frequency treshold holds also for the Manhattan metric, and not
for the real wavelength. However, this does not introduce that large misconception
and the advantage of working with the whole pre-summed surfaces pays off.
5.2.4 Water shader
To obtain a realistic looking ocean surface, we have implemented a simple water
material fragment shader. Within the shader, we have access to the Camera
position, and the World coordinate of the current fragment position. For each
fragment, we compute the angle between the normal vector, and the eye-point
vector, and use a Fresnel formula to compute the ratio between how much light
is contributed from the reflection, and how much light is from the refracted ray.
The reflected light contributes with a sky color which we set to light grey as a
default. To simulate the effect of a water volume, the refracted light contributes
with color dependent on the refraction angle. If the angle is small, i. e., the ray
travels near the sea surface, it is lighter because the light accumulated along
the path near the surface. If the angle is larger, the color is darker, since there
is not much light deep in the water. The exact value is computed by a linear
interpolation between the light and a dark color of the water.




We can now take a look at various approaches for the Wang Tiles synthesis and
their usability in practical applications.
We implemented two techniques mentioned earlier. A simple combination of
the final heightfields of the original ocean tiles as well as the phase-interpolation
approach.
It needs to be noted that during the phase interpolation, we still use the simple
interpolation method around the corner areas. This is to prevent the unwanted
peaks this interpolation otherwise produces.
We have tried the algorithm on tiles of sizes 32 × 32, and 64 × 64. For the
simple combination approach is the runtime speed much faster than for the phase
interpolation technique, so we have also tested the tiles of sizes 96 × 96. The
physical resolution varies from grid points being between 1 and 2 meters apart.
We did not work with a larger resolution, as we don’t incorporate any LOD
approach, so the high frequencies would create an alias when overlooking the
large tiled area.
The tiling size we tried is 7× 7. Larger tilings are of course also possible, but
we soon had to deal with the problem of aliasing as the pixel resolution became
too small for the amount of vertices.
6.1 Ocean spectra
The visual quality of the ocean surface, both the surface of individual tiles and
the general appearance of the whole area, is heavily dependent on the underlying
physical ocean spectrum we use for the wave synthesis. In our experiments we
implemented two ocean spectra: Phillips spectrum and JONSWAP.
6.1.1 Phillips
Phillips spectrum is a theoretical spectrum used in the original algorithm propo-
sed by Jerry Tessendorf. The spectrum is defined as
P (k, l) = A · exp(−1/(|(k, l)| · L)
2)
|(k, l)|4
· | ˜(k, l) · ˜(wx, wz)|2
where L is the largest wave created by the specified wind speed V . g is the





(wx, wz) is the wind direction and ˜(k, l), ˜(wx, wz) are the normalized vectors. A
is a constant specifying amplitudes of waves. In the original paper no default value
is provided and upon inspecting various implementation we came to a conclusion
that it is up to user to define this value, to create the visual effect they are aiming
for. This constant is therefore used to simply stretch the wave surface vertically.
The spectrum for a given wind speed looks like this.
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The Phillips spectrum. The size of area is 64m2.
Pure spectrum Spectrum perturbed by the random numbers
Wind speed 5 m/s
Wind speed 15 m/s
We can see that as the wind speed increases, most of the energy is embraced
by few of the lowest frequencies, and the distribution rapidly drops as the waves
get shorter. Another interesting aspect is that only the waves perpendicular to
the wind get supressed, but the waves going directly opposite the wind are as
strong as the waves running along the wind. The final effect for the animation is
therefore the standing wave phenomenon, as the waves of opposite directions but
same frequencies and same amplitudes move against each other. In practice, the
waves are not perfect standing waves, since the amplitudes are being perturbed
by noise, but the general appearance of the ocean is similar.
6.1.2 JONSWAP
JONSWAP spectrum is an empirical spectrum developed by the analysis of data
collected during the Joint North Sea Wave Observation Project JONSWAP [19].
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The Phillips spectrum cross section
Wind speed 5 m/s over 64 m Wind speed 15 m/s over 64 m
The spectrum is a modification of a Pierson-Moskowitz spectum [43] introduced
earlier, which worked with the concept of a fully developed sea - a sea created by
a steady wind over a larger area. In such a sea, the waves stabilize after a given
time and no longer change. However, during the JONSWAP analysis, they came
to a conclusion that a sea is never fully developed, and the waves continue to
change as the effect of wave to wave interaction. Additional factor is introduced
to modify the Pierson-Moskowitz spectrum to incorporate this observed effect.
The spectrum is defined over frequency domain, and does not incorporate the
wind direction. Therefore, an additional modification to the spectrum has to be
done by a directional filter.






















g is the gravitation constant of value 9.8 m/s, and F is the fetch: the area
over which the wind blows.
α is a Phillips constant of value 8.1 · 10−3, γ = 3.3, and σ is given by
σ =
{
0.07 ω ≤ ωp
0.09 ω > ωp.
In addition to the wind speed and direction, this spectrum also incorporates
the fetch area. This is particulary useful for the computer graphics application.
When producing an ocean surface tile, we only work on a predefined tile area,
and this helps us to produce a realistic surface the wind would create if it blew
only over this area, instead of cutting out a small area of a large theoretical ocean
surface, where the long waves would be prevailing.
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where ω is the frequency, θv is the angle between the wave and the wind
direction, Γ is the Gamma function, and s is given as
s =
{
sm · ( ωωp )
−2.5 ω ≥ ωp
sm · ( ωωp )
5 ω < ωp.
sm =
{
9.77 ω ≥ ωp
6.97 ω < ωp.
The resulting spectrum is then computed as the original spectrum multiplied
pointwise by the directional filter. The spectrum range however is not the ampli-
tude of the wave, but rather the energy. To evaluate the amplitude, we have to
re-scale it by a proper factor. The formula is taken from [51]
A(kx, kz) = J(ω)D(ω, θ)
g2π
8|(kx, kz)|KL
where ω is the frequency of the wave, computed by the formula mentioned
earlier, θ is the angle between the wave direction and wind, and K and L are the
physical dimensions of the ocean area.
Shape of the final ocean spectrum is in Figure 6.1.
We can see that unlike the Phillips spectrum, this spectrum is highly direc-
tional due to the filter supressing the waves travelling in the opposite direction.
This mean that during the animation, the surface seems to be translating in the
direction of the wind, which simulates the real waves travelling. However, the
result does seem a bit artificial. Therefore, a better directional filter would be
useful to produce a similar effect to the standing wave phenomenon.
Since the spectrum incorporates the fetch area, the resulting wavelength dis-
tribution is much more suitable to our needs. If the fetch area is of the size of the
tile, medium waves are prevailing, and the most long waves are supressed, which
makes the wang tiling look natural.
6.2 Wind speed in comparison to ocean tile area
The wind speed is a parameter that affects the overall wave appearance of the tile
due to specifying the distribution of the waves in the area. In general, creating the
tiles from a spectrum where only the long waves are prevailing is a very hard task.
First, trying to fit the long waves on the border constraints produces a highly
distorted surface. Second, even if we fit the surface to be a natural transition,
there is still a problem of the visual properties of such tiled area, since the main
features would be of the size of one tile, and therefore, the apparent tiling will
become visible.
It is necessary to set the wind speed to be mild for the given area. First, we
take a look at how the ocean spectra look like given specific parameters. We can
then evaluate which settings are suitable for the wang tiling method. The Phillips
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Tabul’ka 6.1: The JONSWAP spectrum. The size of area is 64m2. The wind speed
is 15 m/s.
Pure spectrum Spectrum perturbed by the random numbers
Fetch length 64m
Fetch length 4× 64 m
spectrum has only one parameter to set: the wind direction and its speed. The
Jonswap spectrum has an additional parameter: the fetch area.
To obtain plausible results, we have to work with realistic parameters. A wind
of speed 15 m/s over an area of 32 meters will produce almost solely long waves,
and the algorithm to create the wang tiles will become unusable. However, a wind
of speed 5 m/s (a gentle breeze on the Beaufort scale) on an area of size 64 meters
produces a moderately distributed wave spectrum which is well suitable for the
usage of the algorithm. In case of Jonswap, it is also very important to set the
fetch area right. If we set it to a large value, it practically means that the wind
is creating waves over a large area, and we are only looking at a small portion
of that area. So again, most of the energy will be distributed among the long
waves. We can set the fetch to be equal to the size of the tile. In such case, we
will always have a spectrum that is moderately distributed, since the long wave
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The JONSWAP spectrum cross section: Wind speed 15 m/s over 64 m.
Fetch area 64 m Fetch area 4× 64 m
cannot develop that much on such a small area. This is of course a physically
unrealistic setting for an ocean area: in the ocean, we rarely get a wind blowing
only over a 64 meter area. The setting can probably match lakes or closed bays.
But most importantly, we are not trying to simulate the real nature - the tiling
method itself breaks up all the physical basis. We simply want a visually plausible
result.
6.3 Tile differentiation
An important feature of the Wang Tile set is its variability. If all the tiles are
similar to each other, the resulting tiling will become apparent. As mentioned
in the Section 3.3.2, the set created from just two ocean spectra is not diverse
enough. We have to therefore also use an additional spectrum for each tile to
specify the waves inside the tile area.
The size of the inside area is specified by the Border Size parameter. On the
border, the waves are given as an interpolation between the edge constraints, and
the inner spectrum, and inside the tile, the heightfield is only given by the inner
spectrum itself. It is therefore important to set the border size to be large enough
for the interpolated surface to give plausible results, but at the same time, small
enough so that the area around edges would be different for each tile. The setting
we found the best is the Border Size to je 1/5 to 1/4 of the grid size. For a
stronger wind where we are expecting longer waves, we can increase this interval.
Another way to incorporate additional diversity into the tileset is to set some
properties of the spectra explicitely. The area around the edges is mainly given by
the spectra of the two original tiles, SA0 and S
B
0 . As mentioned above, the surface
appearance is mostly dependent on the individual wave phase shifts. If we set the
longest waves to have an opposite phase shift (randomly chosen from the interval
of π/4 around an opposite phase), the area around edges will become more diverse
for each tile. The optimal setting we have found is to set the Wave Desynch
to 3− 4. For mild wind conditions, where the medium waves are prevailing, this
provides a well diverse set of tiles.
For larger wind, where the long waves are prevailing it of course creates visible
distortions. This can be avoided by explicitely removing the longest waves from
the spectrum, their treshold being specified by the parameter Wave remove.
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Although this approach goes against the physical principles, it might be handy
in practical applications.
6.4 Interpolation directions
In Chapter 3, we proposed to construct the set of tiles using
bended interpolation directions. To evaluate interpolation ar-
guments over the tile area, at each point we change the inter-
polation direction. As mentioned in Chapter 3, this way we are
able to produce interpolation arguments that are smooth over
the inside of the area.
However, the arguments change more rapidly around the
edges, which is the most problematic area. Visually, we don’t
mind the distortion within the tile as much as any disturbance around the edge.
Therefore, to avoid these problems, in practical application, we use only the
simple directional interpolation for the diagonal tiles.
6.5 Corner areas
It is very important to set the corner settings for each situation. We divide the
waves into two sets: the long waves, and the short ones. The long ones are smoot-
hed in the cross-shaped areas specific for each tile-meeting case. The short ones
are interpolated again, as if the waves continued in their direction, and we only
evaluate 14 cases.
The treshold between the low frequencies and the high frequencies is set by
the parameter Frequency treshold, and needs to be set with respect to the
corner size and cross size so that no short wave will get smoothed out.
The smoothing in the cross-shaped areas is done by a 5× 5 Gaussian kernel.
Both for the cross-shaped areas, and the high-frequency corners, the resulting
heightfield is again blended into the existing heightfield so that no height-steps
appear at the edges of these areas.
6.6 Choppy waves
We also included the option for choppy waves, with sharper peaks and broader
throughs. The waves are implemented by computing an additional heightfield
positions displacement. By the simple combination technique, we simply inter-
polate between the resulting positions. But for a phase interpolation approach,
we have two options: to compute both heights and displacement by the visual-
ly nicer phase interpolation, producing stretched or folded waves with a shape
similar to the Gerstner wave. Or we can compute only the height by the phase in-
terpolation, and compute the displacement as a simple combination of resulting
displacements of the original surfaces. The other option produces a wave with
skewed tops. However, the first option requires to hold the displacement infor-
mation for each wave separately, with the resulting complexity being identical to
the computation of heights. And as we need to compute the displacement both
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in x and in z direction, the complexity increases three times. The other option,
on the other hand, has a much lower complexity, while producing a slightly less
quality results. The choice is therefore up to the user: whether to prefer a higher
quality, or faster computations for the cost of quality decrease.
6.7 Suggested scenarios
As mentioned earlier, the most important parameter setting is the speed of the
wind over the given area size. The one what works well for us is:
Spectrum Phillips
Resolution / Area 32/64
Wind speed 5− 7
choppiness 1− 2
Spectrum JONSWAP
Resolution / Area 32/64
Wind speed 10− 15
choppiness 1− 2
The JONSWAP spectrum has to have a larger wind speed because of the very
small fetch area compared to a real ocean.
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7. Results
Now that we have created the set of Wang Tiles and set up conditions for the
usage of the method, we can evaluate the resulting visual appearance of such
aperiodic tiling. The main criterium is of course visual plausibility. The tiling has
to look like a seamless ocean area and no tiling artifacts should be present. In
addition to that, we want the resulting surface to be a reasonable approximation
of a real ocean under given conditions.
The main evaluating technique we used was simply to observe the resulting
animation: watch the surface under different lighting and materials, and compare
the tiled area to a large heightfield generated by the original Tessendorf method.
In addition to that, we also provide a Fourier analysis of the resulting heightfields,
and observe the differences in the spectral domain.
7.1 Comparison of different techniques
We now compare the results of the two different Wang Tile generation approaches
we have implemented. The first one, a simple combination of heights of 3 original
Tessendorf tiles [two for the borders, and one for the inside area] is clearly the
fastest with the complexity of O(N2 logN). The surface quality produced by this
technique is highly dependent on the wave amplitudes. Since the drawback of a
simple height combination is the wave dampening, it is clear that the larger the
amplitudes of waves are, the more is this effect visible. As the interpolation only
occurs in the border areas, the dampened waves will form a grid and the tiling
will become apparent. On the other hand, for mild wind conditions the wave
amplitudes are usually not that high and the grid is not visible.
However, the simple interpolation of the heights does produce a slightly lower
waves in general. In addition to that, it rounds up the wave peaks if we use it
for the choppy waves modification. The resulting surface is then still a visually
plausible ocean area, but the properties are slightly different from the expected
result. Still, if we set the parameters to describe mild weather conditions, and
do not mind the fact that the amplitudes are slightly lower and the wave peaks
slightly rounder, we can use this technique and profit from its simplicity and high
speed.
The other technique we implemented is the phase-interpolation approach. At
each point, both amplitude and the phase shift of the wave are computed as a
combination of three spectra. The resulting height at the point is then computed
by evaluating a wave with this amplitude and phase shift. In theory, this combi-
nation approach produces the most natural transition between the inside of the
tile and the border constraints. In case of the choppy waves, it preserves the sharp
peaks, and in general, preserves the overall wave features in a reliable way.
A major drawback of this method is its complexity. Since we are using the
inner spectrum to fully define the waves inside the tile, we are only computing
the height values in the border areas. Still, even with this optimization, as well as
the optimization of clustering individual wave speeds, the method is much slower
than the simple combination approach.
Still, this method produces the best results, and is recommended to use in
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cases when the visual quality is dominant, and especially in cases of choppy
waves with high amplitudes.
7.2 Spectral analysis
As another way of evaluating the results of the tiling is to compare the Fourier
spectra of the area to an area generated as a large Tessendorf tile.
At first we can compare the spectrum of one large tile of size 256× 256 on an
area of 512 × 512 meters, and the original, periodic tiling with 8 × 8 tiles, each
tile of size 32× 32 points on an 64× 64 area. The heightfield was generated using
the Phillips spectrum with the wind speed of strength 5 m/s.
Spectra of a large tile, and the periodic tiling
The shape of the periodic Fourier transform is expected. As we are copying the
same instance of the tile over the whole area, we only cover frequencies dividable
by 8 while the rest of the spectrum values are pure 0. The spectrum clearly shows
the periodicity, which can also be seen in the spatial domain.
Let us now take a look at spectra produced by an aperiodic tiling, both using
the tiles generated by the phase-interpolation technique, as the ones created by
a simple combination of ocean heightfields.
The resulting spectra are much more plausible. They still show the periodic
patterns arising from the fact that each tile has the edge values strictly defined and
these edges repeat over the whole tiling in given intervals. However, the heightfield
now also contains frequencies inbetween introduced by the interpolated surface,
the inner spectra, and overally from all various manipulations. The general shape
of the spectrum resembles the spectrum generated by one large Tessendorf tile.
There are differences of course, as the tiled surface cannot replicate the missing
frequencies 100% well, but the fit is quite good.
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Spectra of an aperiodic tiling
Phase-interpolated Wang Tiles Tiles created by simple combinations
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8. Conclusion
We have created a set of Wang Tiles each containing an ocean heightfield gene-
rated by a frequency-based method. We then use these tiles to aperiodically tile
the plane, dealing with the corner-problems in a post-processing step. For a mo-
derate wind conditions over a reasonably large area, the resulting ocean surface
is a seamless heightfield with no visible artifacts present.
However, the method is unsuitable for large waves and atmospheric conditions
in which low frequencies prevail. This is mainly due to the fact that if the main
features of the heightfield are of size of one tile, the tiling becomes apparent. Fut-
hermore, as the heightfield has set conditions on the edges, under some conditions
it might become apparent that the exact values repeat over on a grid structure.
However, this effect is not noticable under most conditions.
We also provide a simple implementation to demonstrate the results. The
program provides an interface for setting various parameters and observe the
visual quality of the animation. The ocean rendering is done is a very straight-
forward way and we do not implement any accelerating structures or a GPU
implementation.
As a futher work we suggest an improved implementation and futher reasearch
in making the animation realtime.
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