This paper provides a way to classify vocal disorders for clinical applications, thanks to the idea of geometric signal separation in a feature space. It is well known that the human voice source generates complex signals including subharmonics and toroidal oscillations. Typical chaotic quantities -like the entropy and the dimension of the attractor -together with autocorrelation function, power spectrum and other conventional measures are analysed in order to provide entries for the feature vectors. We report on a successful application of the geometrical signal separation in distinguishing between normal and disordered phonation. Both qualitative and quantitative results are presented.
INTRODUCTION
The human voice source constitutes a highly nonlinear sound generator which can produce in addition to periodic vibrations (the normal phonation) a great variety of complex signals [1] , These features have been modelled successfully in the past years by an asymmetric two-mass model of the vocal folds [2] . Standard methods of voice analysis, such as the estimation of jitter and shimmer and the harmonics-to-noise ratio, are valuable for the characterization of regular phonation. However, in the case of voice disorders abrupt changes to other regimes, i.e. subharmonic, diplophonic, or irregular ones, occur and these measurements are of limited relevance [3] .
Many studies [1, 6] suggest that some of the complexities observed in rough, disordered voices are not caused by random external input to the vocal apparatus, but by the intrinsic nonlinear dynamics of vocal fold movement. Given the nonlinearities associated with the laryngeal source (i.e. the pressure-flow relation in the glottis, the stress-strain curves of vocal fold tissues, the vocal fold collisions), this should not come as a great surprise.
The transitions to qualitatively new oscillatory behavior indicate the suitability of the methods from nonlinear dynamics; e.g. in [5] it is shown that a sufficiently large tension imbalance of the left and right vocal fold induces bifurcations to chaos. Asymmetries due to paralysis, polyps, papilloma, cancer etc. produce the same effects and simulations of coupled oscillators [6] can provide insight into the sources of such vocal instabilities and are, therefore, of potential use for diagnosis and treatment of voice disorders.
Herzel et al. [4] have shown that indications of secondary Hopf bifurcations can be found in pathological voices, as well as sudden jump from one limit cycle to another one with different period and amplitude. Different attractors may coexist in nonlinear systems and, therefore, even extremely tiny changes of parameters, like muscle tension, may lead to abrupt jumps to other regimes. The occurrence of such a situation should be reflected in quantities like the entropy and the fractal dimension of the attractor. Qualitatively, the origin of bifurcations and low-dimensional attractors can be understood as follows: Normal phonation corresponds to an essentially synchronized motion of all vibratory modes. A change of parameters such as muscle tension or localised vocal fold lesions may lead to a desynchronization of certain modes resulting in bifurcations and chaos.
Although normal phonation and voice disorders can be distinguished qualitatively by human very easily, a quantification and data distribution of the disease is highly desirable. This work is motivated by clinical interests, which lie in objectively evaluating the effort made by cordectomised patients during an utterance, as it could be indicative of patient status, also as far as post-operatoty functional recovery is concerned.
GEOMETRIC SIGNAL SEPARATION
The idea of geometric signal separation in a feature space is used in different applications, i.e. to identify the dynamical state of a complicated system, where for practical reasons the system itself is connected to a simple measurement device which records a scalar time series. Here the purpose is to eliminate the short-time variability of the time series, extracting characteristic features.
In [9] , it was shown by means of the empirical orthogonal functions that normal phonation is well represented by only two eigenmodes, while the simulation of disordered voice has shown that the three strongest modes can cope with 90% of the variance. So the fractal dimension of the attractor is a good entry of the feature space, since healthy people should produce smaller dimensionvalues than patients with some kind of disease. One other candidate for the feature space is represented by the entropy, a fundamental concept in statistical mechanics and thermodynamics. Entropy describes the amount of disorder in the system and one can generalise this concept to characterise the amount of information stored in more general probability distributions.
The full feature vector contains the following quantities:
• Spectral Factor: it is the averaged ratio between the amplitude of frequencies under 1 KHz and frequencies between 4 and 6 KHz; it is motivated by the effort sick subjects have to face when they want to speak; this induces instabilities that are reflected by the power spectrum.
• Pseudo-Entropy: the quantity h 2 , as defined in [16] , is averaged for e-values of 5% to 10% of the variance of the data for embedding dimensions ranging between 2 and 8.
• Pseudo-Correlation Dimension: the quantity D, as defined in [16] , is averaged for e-value of 5% to 10% of the variance of data for embedding dimensions ranging between 2 and 10.
• First zero-crossing of the Autocorrelation Function: as in [10] .
• Fundamental Frequency: as in [17] .
• First Lyapunov Exponent: this is a convenient indicator of the sensitivity to small orbit perturbations characteristic of chaotic attractors, as it gives the average exponential rate of divergence of infinitesimally nearby initial conditions. Some sicknesses can induce sudden jumps from the limit cycle (to which a zero maximum Lyapunov exponent is associated) to another one with different period and amplitude (but again with zero maximum Lyapunov exponent); if the jump is due to a bifurcation, one can see a positive value. Estimating this quantity, anyway, one has to be careful because Lyapunov exponents for speech data are inconsistent [11, 14, 15] .
• Prediction Error: we apply the idea presented in [11] ; when a well defined attractor is present, then the prediction error has to be small.
• Jitter: as in [5] , to take into account the shortterm (cycle-to-cycle) variation in the fundamental frequency of the signal.
• Shimmer: as in [5] , to take into account the shortterm (cycle-to-cycle) variation in the amplitude of the signal.
• Peak in the Phoneme Transition: the transition between one phoneme and the following shows a much longer transient for sick people.
• Residual Noise: the algorithm presented in [12, 13] is applied, either to the original time series or to a noise-contaminated one; noise can be easily removed if the series contains redundancy and, roughly speaking, redundancy is a synonym of healthy 1 .
• Spectrogram Factor: as discussed in [4] , abrupt transitions to subharmonics are well visible in a narrow-band computer spectrogram; the occurrence of these are checked by an index similar to the Spectral Factor, averaged also in time.
DATA CLASSIFICATION
We now proceed to collect voice samples from three categories of subjects 2 :
• adult subjects affected by TIA glottis cancer, a tumour confined to the glottis region with mobility of the vocal cords (12),
• healthy people (17),
• sick people under medical treatment (4).
All these subjects have been asked to say the italian word aiuole (flower-beds), as it is made up with the five main Italian vowel sounds: 'a', 'e', T. 'o', 'u'. The use of a complete word instead of sustained vowels is due to the clinical interest in evaluating the effort made by the patient during the entire vocal emission, also as far as the glide between vowels ('ai', 'iu', 'uo') is concerned. A two-dimensional projection of the feature space is visible in Fig.l , namely onto the pseudo-correlation dimension and the first zero-crossing of the autocorrelation function. As expected, a normal voice does not exceed the third dimension, while up to 5 degrees of freedom are necessary to represent a pathologic phonation. A similar sharp distinction is given by the autocorrelation function: dysphonic subjects are not able to well isolate every vowel and the resulting time series is more correlated, i.e. the first zero-crossing is reached after 1.2 ms (typical values for healthy subjects range 1 In [7, 8] the Normalized Noise Energy is introduced to measure the dysphonic component of the voice spectrum related to the total signal energy. The deviation from periodicity in the subphoneme structures, due to the dysphonia, can be interpreted as noise and then a way to quantify this additive component is preposed. 2 These voice samples were recorded in a quiet room at the Phoniatrie Section of the Otholaryngoiatric Institute, Careggi Hospital, Pirenze. between 0.2 ms and 0.4 ms). Notice that the use of the auto-correlation function alone gives an incomplete separation.
In order to check the classification ability of the method, we have collected two more sets of data:
• healthy people simulating a disease (17),
• artificial voices (12) .
In the first set, people have tried to say aiuole in the strangest possible way, while in the second we have used the speech synthetizer in [18] with different languages and several voices (mail, gnat, raspy, woman, coffee drinker, ridiculous, child, big mail). Fig.l shows the results. It is very interesting to note that, although the simulated and the diseased sentences sound quite similar, tliey are correctly classified by the algorithm. In particular nobody was able to exceed the dimension three, since the dysplionia is something that one cannot directly control 3 . Less amazingly, artificial voices lie inside the healthy zone, but tliey also sound somehow less rich and, so to say, artificial.
Let us see now where people with pathologies under medical treatment populate the feature space. We could collect only four points because the prognosis takes time and one does not expect fast improvement. Fig.2 shows that tliey lie between the healthy and the sick region. It would be very interesting to see the long-time path followed by the patients after the treatment of the illness, but for the moment one can get only some indications; the correlation dimension, for instance, lias been correctly reduced, but the first zero-crossing of the autocorrelation function did not change significantly. Anyway, one should remember that these are qualitative considerations made looking to a bi-dimensional projection of the full feature space and the intuitive straight line connecting the two regions is not the only possibile path.
One attempt to quantify the degree of illness can be the following: once identified the centre of mass of both the healthy {healthy ) and pathologic clusters {sick), the distance of the incoming voice sample from tliem is computed. Because of the different range covered by the different components of the feature vector, a weighted distance is used, where the weights are the inverse of the standard deviations of the distribution of the entries. Let us call these two distances d(new. healthy) and d{new. sick) and introduce an healthy index H, defined as:
A strong negative value of TL indicates a healthy voice, while a big positive one reveals the presence of some kind of pathology. Of course it is necessary to introduce some thresholds to get a good classification and this lias to be done in the light of some medical orientation.
To get an idea about the distances involved, we have computed the healthy index for the full set of data, getting the distribution for healthy and sick people shown in Fig.3 . The left peak contains exclusively normal phonations, the right one only displionic voices. People under treatment get an index value between -7 and 4, artificial voices between -77 and -45, and the disease simulation between -53 and -5. It is again interesting to note liow difficult (if not impossible) it is for healthy people to simulate a real disease, since it operates directly into the physiologic level.
CONCLUSIONS
In this work we have presented liow a classification of vocal disorders can be performed through the construction of an appropriate feature space. A very delicate phase is the identification of the components in the feature vectors, because these should be quantities into which the differences between a normal phonation and a disordered voice are well visible. We have introduced 12 entries in the light of physical models simulating the vocal folds, nonlinear dynamic theory and medical indications. We have shown a projection of the feature space as qualitative results where a clear separation between healthy and disphonic subjects is visible, and we have proposed a way to quantify the amount of the disorder, namely an healthy index. The robustness of the method has been proved through simulations of dysphonic voices and the use of a speech synthesizer.
This approach can be applied as far as the postoperatory evolution and possible rehabilitation are concerned, which are commonly performed on a subjective basis only. Finally, glottal functionality can be analysed by means of objective indexes other than visual inspection of the spectrogram.
