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a b s t r a c t
This paper investigates nonlinear age-structured population models. The numerical
solutions are obtained by using the variational iteration method and are of high accuracy.
Two numerical examples are presented to illustrate the strength of the method.
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1. Introduction
In this paper, we will discuss how to solve the following nonlinear age-structured population model [1]:
∂p(t, x)
∂t
+ ∂p(t, x)
∂x
= −[d1(x)+ d2(x)P(t)]p(t, x), t ≥ 0, 0 ≤ x < A,
p(0, x) = p0(x), 0 ≤ x < A,
p(t, 0) =
∫ A
a
[b1(ξ)− b2(ξ)P(t)]p(t, ξ)dξ, t ≥ 0,
P(t) =
∫ A
0
p(t, x)dx, t ≥ 0,
(1.1)
where t , x denote time and age, respectively, P(t) denotes the total population number at time t , p(t, x) is the age-specific
density of individuals of age x at time t , which means that
∫ a+1a
a p(t, x)dx gives the number of individuals that have age
between a and a+1a at time t , d1(x) is the natural death rate (without considering competition), d2(x)P(t) is the increase
of death rate considering competition, b1(x) is the natural fertility rate (without considering competition), b2(x)P(t) is
the decrease of fertility rate considering competition, a denotes the lowest age when an individual can bear, and A is the
maximum age that an individual of the population may reach.
In general, model (1.1) can be written as follows:
∂p(t, x)
∂t
+ ∂p(t, x)
∂x
= −µ(x, Iµ(t), t)p(t, x), t ≥ 0, 0 ≤ x < A,
p(0, x) = p0(x), 0 ≤ x < A,
p(t, 0) =
∫ A
a
β(ξ, Iβ(t), t)p(t, ξ)dξ, t ≥ 0,
(1.2)
where β andµ denote fertility and death rate, respectively, Iµ(t) =
∫ A
a γµ(x)p(t, x)dx, Iβ(t) =
∫ A
0 γβ(x)p(t, x)dx, and γµ(x),
γβ(x) are weight functions. If γµ(x) = γβ(x) ≡ 1, µ(x, z, t) = d1(x) + d2(x)z, β(x, z, t) = b1(x) − b2(x)z, then (1.2) will
become (1.1).
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The presence of an integral term in a boundary condition can greatly complicate the application of standard numerical
techniques such as finite difference, finite elements, spectral methods, and so on. Therefore, to apply them widely to
problems of practical interests, in general, it is important to convert nonlocal boundary value problems into more desirable
forms. However, this is hard work in many cases.
Therefore, for nonlinear age-structured population models, there are few valid methods for solving them. Cui and Chen
presented a reproducing kernel method for model (1.1) [1]. Abia and López–Marcos brought forward difference schemes
for solving model (1.1) based on the Runge–Kutta method [2–4]. Iannelli and Kim introduced a spline algorithm for solving
model (1.1) [5]. Kim and Park developed an upwind scheme for model (1.1) [6]. Krzyżanowski, Wrzosek and Wit gave a
discontinuous Galerkin method for nonlinear age-structured population models [7].
For nonlinear age-structured population model (1.1), variational iteration method (VIM) has not yet been applied. The
aim of this paper is to fill this gap. The variational iteration method (VIM) established by He in [8–14] has been shown
to solve easily and accurately a large class of problems with approximations converging rapidly to accurate solutions.
It was successfully applied to autonomous ordinary differential systems [9], integro-differential equations [15], two-
point boundary value problems [16–18], systems of ordinary differential equations [19], nonlinear partial differential
equations with variable coefficients [20], Klein-Gordon equations [21], Schrodinger–Kdv, generalized Kdv and shallow
water equations [22], modified KdV equations [23], Berger’s equations [24], nonlinear coupled systems of reaction–diffusion
equations [25] and linear Helmholtz partial differential equation [26].
Recently, some rather extraordinary virtues of themethod have been exploited, andwide application have been found in
various fields [27–34]. The basic concepts, theory, applications and new interpretation of the variational iteration method
were given in [14]. A new iteration formulation and a very useful formulation for determining approximately the period of
a nonlinear oscillator were suggested in [35]. Generally one iteration leads to highly accurate solution, in other cases, we
can obtain a series which converges fast to the exact solution.
The rest of the paper is organized as follows. In the next Section, the VIM is introduced and applied to nonlinear age-
structured population model (1.1). The numerical examples are presented in Section 3. Section 4 ends this paper with a
brief conclusion.
2. Analysis of He’s variational iteration method
Consider the following differential equation:
Lu+ Nu = g(x), (2.1)
where L and N are linear and nonlinear operators, respectively, and g(x) is the source inhomogeneous term. In [8–14], the
VIM was introduced by He where a correct functional for (2.2) can be written as follows:
un+1(x) = un(x)+
∫ x
0
λ{Lun(t)+ N ∼u n(t)− g(t)}dt, (2.2)
where λ is a general Lagrangianmultiplier [9], which can be identified optimally via variational theory, and
∼
u n is a restricted
variation which means δ
∼
u n = 0. By this method, it is firstly required to determine the Lagrangian multiplier λ that will be
identified optimally. The successive approximations un+1(x), n ≥ 0, of the solution u(x)will be readily obtained upon using
the determined Lagrangian multiplier and any selective function u0(x). Consequently, the solution is given by
u(x) = lim
n→∞ un(x).
For model (1.1), its correct functional in t can be written in the form:
pn+1(t, x) = pn(t, x)+
∫ t
0
λ
{
∂pn(s, x)
∂s
+ ∂
∼
p n(s, x)
∂x
+
[
d1(x)+ d2(x)
∫ A
0
∼
p n(s, x)dx
]
∼
p n(s, x)
}
ds, (2.3)
where λ is a general Lagrangianmultiplier and can be easily identified as λ = −1. Therefore, we have the following iteration
formula:
pn+1(t, x) = pn(t, x)+
∫ t
0
−1
{
∂pn(s, x)
∂s
+ ∂pn(s, x)
∂x
+
[
d1(x)+ d2(x)
∫ A
0
pn(s, x)dx
]
pn(s, x)
}
ds. (2.4)
3. Numerical example
In this section, we apply the VIM to solve two nonlinear age-structured population models. Results obtained by the
method are compared with other methods and demonstrate the present method is remarkably effective.
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Example 3.1. Consider the following nonlinear age-structured population model [1]:
∂p(t, x)
∂t
+ ∂p(t, x)
∂x
= −P(t)p(t, x), t ≥ 0, 0 ≤ x < A,
p(0, x) = e
−x
2
, 0 ≤ x < A,
p(t, 0) = P(t), t ≥ 0,
P(t) =
∫ A
0
p(t, x)dx, t ≥ 0,
(3.1)
where A = +∞. And it is easy to verify that p(t, x) = e−x1+e−t , t ≥ 0, x ≥ 0, is the exact solution of (3.1).
Solution: TakeΩ = [0, 1] × [0, 100], which denotes (1 unit time)× (100 unit age).
From (2.4), we obtain the following iteration formulation:
pn+1(t, x) = pn(t, x)+
∫ t
0
−1
{
∂pn(s, x)
∂s
+ ∂pn(s, x)
∂x
+ pn(s, x)
∫ A
0
pn(s, x)dx
}
ds. (3.2)
Beginning with
p0(t, x) = p(0, x) = e
−x
2
,
according to (3.2), one can obtain the following successive approximations:
p1(t, x) = e−x
(
1
2
+ t
4
)
,
p2(t, x) = e−x
(
1
2
+ t
4
+ 0t2 − t
3
48
+ O(t4)
)
,
p3(t, x) = e−x
(
1
2
+ t
4
+ 0t2 − t
3
48
+ 0t4 + t
5
480
+ O(t6)
)
,
p4(t, x) = e−x
(
1
2
+ t
4
+ 0t2 − t
3
48
+ 0t4 + t
5
480
+ 0t6 − 17t
7
80640
+ O(t8)
)
,
p5(t, x) = e−x
(
1
2
+ t
4
+ 0t2 − t
3
48
+ 0t4 + t
5
480
+ 0t6 − 17t
7
80640
+ 0t8 + 31t
9
1451520
+ O(t10)
)
,
· · ·
(3.3)
and in a closed form by
p(t, x) = e
−x
1+ e−t .
The numerical results are shown in Fig. 1. Comparing with [1], it is easy to see that the numerical results obtained using the
present method are of higher degree of accuracy.
Example 3.2. Consider the following nonlinear age-structured population model [5]:
∂p(t, x)
∂t
+ ∂p(t, x)
∂x
= −(P(t)+ 1)p(t, x), t ≥ 0, 0 ≤ x < A,
p(0, x) = e
−x
2
, 0 ≤ x < A,
p(t, 0) = P(t), t ≥ 0,
P(t) =
∫ A
0
p(t, x)dx, t ≥ 0,
(3.4)
where A = +∞. And it is easy to verify that p(t, x) = e−x2+t , t ≥ 0, x ≥ 0, is the exact solution of (3.4).
Solution: TakeΩ = [0, 1] × [0, 100], which denotes (1 unit time)× (100 unit age).
From (2.4), we obtain the following iteration formulation:
pn+1(t, x) = pn(t, x)+
∫ t
0
−1
{
∂pn(s, x)
∂s
+ ∂pn(s, x)
∂x
+
[
1+
∫ A
0
pn(s, x)dx
]
pn(s, x)
}
ds. (3.5)
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Fig. 1. Figures of exact solution p(t, x), approximate solution p4(t, x) and absolute error |p− p4| for Example 3.1.
Fig. 2. Figures of exact solution p(t, x), approximate solution p5(t, x) and absolute error |p− p5| for Example 3.2.
Beginning with
p0(t, x) = p(0, x) = e
−x
2
,
according to (3.5), one can obtain the following successive approximations:
p1(t, x) = e−x
(
1
2
− t
4
)
,
p2(t, x) = e−x
(
1
2
− t
4
+ t
2
8
+ O(t3)
)
,
p3(t, x) = e−x
(
1
2
− t
4
+ t
2
8
− t
3
16
+ O(t4)
)
,
p4(t, x) = e−x
(
1
2
− t
4
+ t
2
8
− t
3
16
+ t
4
32
+ O(t5)
)
,
p5(t, x) = e−x
(
1
2
− t
4
+ t
2
8
− t
3
16
+ t
4
32
− t
5
64
+ O(t6)
)
,
· · ·
(3.6)
and in a closed form by
p(t, x) = e
−x
2+ t .
The numerical results are shown in Fig. 2.
4. Conclusion
In this paper, He’s VIM is successfully applied to the nonlinear age-structured population model. The numerical results
show that theVIM is an accurate and reliable numerical technique for the solution of thenonlinear age-structuredpopulation
model. This method is a very promoting method, which will be certainly found wide applications.
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