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Zusammenfassung
Intelligentes autonomes Roboterhandeln in Alltagsumgebungen erfordert den Einsatz von 3D-
Karten, in denen Objekte klassifiziert sind. 3D-Karten sind u.a. zur Steuerung notwendig, da-
mit der Roboter komplexen Hindernissen ausweichen und sich mit 6 Freiheitsgraden (x-, y-,
z-Position, Nick-, Gier-, und Rollwinkel) lokalisieren kann. Soll der Roboter mit seiner Umge-
bung interagieren, wird Interpretation unumga¨nglich. U¨ber erkannte Objekte kann der Roboter
Schlussfolgerungen ziehen, sein Wissen wird inspizier- und kommunizierbar. Aus diesen Gru¨nden
ist die automatische und schnelle semantische 3D-Modellierung der Umgebung eine wichtige Fra-
gestellung in der Robotik. 3D-Laserscanner sind eine junge Technologie, die die Erfassung ra¨um-
licher Daten revolutioniert und Robotern das dreidimensionale Abtasten von Objekten mo¨glich
macht. Die vorliegende Arbeit untersucht und evaluiert mit Hilfe eines 3D-Laserscanners und
des mobilen Roboters Kurt3D die zur automatischen semantischen 3D-Kartenerstellung not-
wendigen Algorithmen.
Der erste Teil der Arbeit bescha¨ftigt sich mit der Aufgabe, 3D-Scans in einem globalen Ko-
ordinatensystem zu registrieren. Korrekte, global konsistente Modelle entstehen durch einen
6D-SLAM Algorithmus. Hierbei werden 6 Freiheitsgrade in der Roboterpose beru¨cksichtigt, ge-
schlossene Kreise erkannt und der globale Fehler minimiert. Die Basis des 6D-SLAM ist ein sehr
schneller ICP-Algorithmus. Im zweiten Teil geht es darum, die Punktmodelle mit Semantik zu
versehen. Dazu werden 3D-Fla¨chen in einer digitalisierten 3D-Szene detektiert und interpretiert.
Anschließend sucht ein effizienter Algorithmus nach Objekten und bestimmt deren Pose, eben-
falls mit 6 Freiheitsgraden. Schließlich wird der in den zahlreichen Experimenten verwendete,
mobile Roboter Kurt3D vorgestellt.
Schlagwo¨rter: Robotergestu¨tzte 3D-Kartenerstellung, 6D SLAM, semantische Kartierung, 3D-
Szeneninterpretation, 3D-Objekterkennung und -lokalisierung, 3D-Laserscanner, Scanmatching,
Kurt3D.
Abstract
Intelligent autonomous acting in unstructured environments requires 3D maps with labelled 3D
objects. 3D maps are necessary to avoid collisions with complex obstacles and to self localize in
six degrees of freedom (x-, y-, z-position, roll, yaw and pitch angle). Meaning becomes inevita-
ble, if the robot has to interact with its environment. The robot is then able to reason about the
objects; its knowledge becomes inspectable and communicable. These arguments lead to requi-
ring automatic and fast semantic environment modelling in robotics. A revolutionary method
for gaging environments are 3D scanners, which enable robots to scan objects in a non-contact
way in three dimensions. The presented work examines and evaluates the algorithms needed
for automatic semantic 3D map building using a 3D laser range finder and the mobile robot
Kurt3D.
The first part deals with the task to register 3D scans in a common coordinate system. Correct,
globally consistent models result from a 6D SLAM algorithm. Hereby 6 degrees of freedom of
the robot pose are considered, closed-loops are detected and the global error is minimized. 6D
SLAM is based on a very fast ICP algorithm. In the second part semantic descriptions are
derived from the point model. For that purpose 3D planes are detected and interpreted in the
digitalized 3D scene. After that an efficient algorithm detects objects and estimates their pose
with 6 degrees of freedom, too. Finally, the mobile robot Kurt3D, that was used in numerous
experiments is presented.
Keywords: robotic 3D mapping, 6D SLAM, semantic mapping, 3D scene interpretation, 3D
object detection and localization, 3D laser range finder, scan matching, Kurt3D.
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Geleitwort des Doktorvaters
Roboter sind dreidimensionale Wesen in einer dreidimensionalen Welt, und u¨ber diese Welt sollen
sie zuweilen mit Menschen oder mit anderen Robotern kommunizieren. Mu¨ssen sie dann nicht ihre
Umgebung in einer 3D-Karte abbilden, in der zudem individuelle Objekte oder Orte bezeichnet
sind?
2D-Geometriekarten von Robotern erstellen lassen – das ist bereits gut verstanden. SLAM (Simul-
taneous Localization and Mapping) auf Basis von Odometrie und ebenen Laserscans ist in wenigen
Jahren von einem anspruchsvollen Forschungsthema zu einem Standardverfahren auf mobilen Ro-
botern geworden. Die resultierenden 2D-Karten repra¨sentieren aber ausschließlich die Umgebungs-
geometrie in der Laser-Schnittebene, keine kompakten und segmentierten Objekte.
Andreas Nu¨chters Arbeit setzt an diesen beiden Problemen an, und wie nicht anders zu erwar-
ten, hilft die Lo¨sung des einen bei der Lo¨sung des anderen. Der Haupt-Umgebungssensor ist ein
3D-Laserscanner, also eine direkte Erweiterung der 2D-Scanner, aus deren Daten u¨blicherweise 2D-
Karten erstellt werden. Die Algorithmen sind aber nicht so direkt von 2D auf 3D zu erweitern. In
einer dreidimensionalen Welt haben Ko¨rper, und also auch Roboter, im allgemeinen sechs Freiheits-
grade (drei Translationen, drei Rotationen). Der U¨bergang von 3D-Posen (zwei Translationen, eine
Rotation) auf 6D-Posen bringt aber erheblichen Rechenaufwand mit sich – ohne weiteres wach-
sen zum Beispiel Wahrscheinlichkeitsverteilungen u¨ber den Poseraum exponenziell mit jeder neuen
Dimension.
Der SLAM-Ansatz in dieser Arbeit, der 6D-Posen verkraftet, basiert auf dem bekannten ICP (Ite-
rative Closest/Corresponding Points) Algorithmus. Andreas Nu¨chters Verdienst in diesem Teil der
Arbeit besteht darin, ICP fu¨r die Registrierung von 3D-Punktwolken unter 6D-Posen in Echtzeit
auf einem normalen Laptop lauffa¨hig gemacht zu haben. Wer jemals versucht hat, ICP fu¨r dieses
naheliegende Problem einzusetzen, der wird die sorgfa¨ltige Analyse des Problems und – vor allem!
– die Lo¨sung scha¨tzen, die sich hier in Kapitel 3 finden. Das Verfahren funktioniert u¨brigens nicht
nur im Labor: Es ist erprobt auf Datensa¨tzen aus dem Freiland, aus einer Kohlemine, auf Daten
von einem anderen 3D-Sensor als Laserscannern, und unter den Randbedingungen von RoboCup
Rescue Wettbewerben – kurzum: Soweit Algorithmen und Software im Rahmen einer Dissertation
”
geha¨rtet“ werden ko¨nnen, ist das hier geschehen.
Der zweite große Teil der Arbeit handelt davon, die 3D-Karten zu interpretieren in dem Sinn,
Objekte und Strukturen darin zu erkennen. Das ist nichts anderes als das
”
Szenenverstehen“, das
die KI von Anbeginn angestrebt hat und zu dem gerade auch in Deutschland schon fru¨h wichtige
Beitra¨ge auf Basis von Bilddaten geleistet wurden. Zwei Aspekte aus diesem Teil der Arbeit mo¨chte
ich herausstellen. Erstens die Idee, Objekte nicht in der 3D-Repra¨sentation zu erkennen, sondern
in 2D-Projektionen der Szene, die klassische Algorithmen aus der Bildverarbeitung anzuwenden
erlauben. Zweitens den nachweislichen
”
Mehrwert“, den die Interpretation von Szenenelementen
fu¨r die Interpretation anderer Szenenelemente wie auch fu¨r die Korrektur von Messfehlern bringt:
Ist eine Fla¨che zum Beispiel als Fußboden erkannt, fa¨llt es leichter, Objekte zu segmentieren und
damit zu interpretieren, die darauf stehen; ist eine Fla¨che als Wand erkannt, erlaubt das, nahe
liegende Datenpunkte als Messfehler
”
glattzuspachteln“. In Integration der Dateninterpretation in
die Robotersteuerung schließlich kann es helfen zu wissen, was in der Szene vorkommt, um zu
entscheiden, wo in einem laufenden SLAM-Prozess die vorhandene Karte erweitert werden soll.
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Andreas Nu¨chters Ergebnisse zur Interpretation von 3D-Karten sind von sta¨rker experimentellem
Charakter als seine
”
abgehangenen“ Ergebnisse zur 3D-Geometriekartenerstellung. Das erstaunt
nicht, handelt es sich doch bei der Interpretation um eines der big problems der KI. Der erste
Teil der Arbeit ist allen zum Lesen empfohlen, die eine effiziente Lo¨sung des Problems suchen,
3D-Punktwolken unter sechs Freiheitsgraden zu registrieren. Der zweite Teil der Arbeit ist fu¨r die,
die neue Ansa¨tze und Ideen fu¨r das alte Problem des Szenenverstehens suchen. Die ganze Arbeit
ist fu¨r die, die sich gerade aus einer Mischung von Lo¨sungen und der daraus entwickelten neuen
Gestalt eines alten Problems inspirieren lassen wollen.
Osnabru¨ck, im Oktober 2006 Prof.Dr. Joachim Hertzberg
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Abbildung 1: Definition des Koordinatensystems.
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Kapitel 1
Einleitung
Von jeher tra¨umten Menschen davon, ku¨nstliche Wesen zu erschaffen, die ihnen la¨stige oder gefa¨hrli-
che Arbeiten abnehmen, die sie unterhalten oder die ihrer Herrschaft unterliegen. Diese Faszination
spiegelt sich in literarischen Werken wider, wo Golems, aus Lehm geschaffene ku¨nstliche Menschen,
Homunkuli, auf chemischem Weg erzeugte Miniaturmenschen, oder Androiden als rein technisch
konstruierte Roboter, immer wieder auftauchen [206].
Die Bezeichnung
”
Elektrogehirne“, die in den 50er Jahren aufkam, verweist auf den Glauben vieler
Menschen, dass Computer fast schon wie Menschen denken ko¨nnten und es nicht mehr lange dauere,
bis sie den Menschen in ihrer Denkleistung u¨berflu¨gelten. Zu dieser Zeit etablierten optimistische
Computerexperten die
”
Ku¨nstliche Intelligenz“ als neue Forschungsrichtung. Sie sollte Computern
beibringen, zu sprechen, gesprochene Sprache zu verstehen und sie in andere Sprachen zu u¨berset-
zen, wie ein Experte zu Problemen Ratschla¨ge zu geben, Bilder und Handschriften zu erkennen,
Roboter auf anderen Planeten zu steuern oder z. B. Schach zu spielen. Heute erscheint der dama-
lige Optimismus als u¨bertrieben, da die entwickelten Computerprogramme viele der angestrebten
KI-Fa¨higkeiten noch nicht in u¨berzeugender Weise erreichen [54].
Schwierigkeiten bereitet den technischen Gera¨ten unter anderem das Sehen. In definierten Umge-
bungen sind sie zwar dazu in der Lage, beispielsweise zu kontrollieren, ob Flaschen richtig gespu¨lt
sind, ein Werkstu¨ck die richtige, vorgegebene Form und Lage hat oder Lo¨tstellen zu u¨berpru¨fen.
Dies geschieht mit Hilfe winziger Kameras und der Fa¨higkeit blitzschnell Bilder zu vergleichen.
Aber die normale, natu¨rliche Umwelt stellt andere und ho¨here Anforderungen an das Sehen von
Robotern: Hier muss das Durcheinander von Linien, Schatten, Texturen und Lichteffekten inter-
pretiert und ausgewertet werden. Soll der Roboter sich in seiner Umwelt zielgerichtet bewegen,
kommt zu der Aufgabe, aktuelle Eindru¨cke zu interpretieren und Objekte zu erkennen, noch ein
Planungsaspekt hinzu, der ein Modell der Umgebung beno¨tigt. Ein solches Modell stellen zum
Beispiel Umgebungskarten dar. Fu¨r natu¨rliche Umgebungen ist es unumga¨nglich, dass diese Umge-
bungskarten dreidimensional sind und der mobile Roboter mit sechs Freiheitsgraden repra¨sentiert
wird. Komplexere Robotersteuerungen beno¨tigen also 3D-Umgebungskarten, in denen Objekte ver-
zeichnet sind. Damit wird das Wissen des Rotors kommunizier- und inspizierbar.
In der vorliegenden Arbeit werden die algorithmischen und technischen Methoden zur Steuerung
des mobilen Roboters Kurt3D vorgestellt (vgl. Abbildung 1.1). Der Roboter ist in der Lage, seine
Umgebung dreidimensional zu kartieren, Objekte zu erkennen und diese in die Karte einzutragen.
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Abbildung 1.1: Der Roboter Kurt3D. Foto: Dieter Klein.
Dabei setzt Kurt3D hauptsa¨chlich einen 3D-Laserscanner zur Wahrnehmung ein. Ein Laserscanner
tastet die Umgebungsoberfla¨che aktiv durch das Aussenden von Lichtstrahlen ab.
Die durch den mobilen Roboter Kurt3D erstellten Karten heißen
”
semantische dreidimensionale
Karten“. Sie sind wie folgt definiert.
Definition:
Eine semantische dreidimensionale Karte fu¨r mobile Roboter ist eine metrische
Karte, die neben den geometrischen Informationen zu den 3D-Messpunkten Zuordnun-
gen von Punkten zu bekannten Strukturen oder Objektklassen der Szene entha¨lt.
Die Einsatzmo¨glichkeiten eines Roboters, der seine Umgebung dreidimensional erfassen kann, sind
sehr vielfa¨ltig. Zum Beispiel ist es gefa¨hrlich, Menschen in Katastrophengebiete zu schicken, um
nach u¨berlebenden zu suchen. Roboter sind kleiner, leichter und wendiger und werden in Zukunft
in diesem Anwendungskontext eine große Rolle spielen. Diese und weitere Anwendungen werden
zum Test der hier vorgestellten Verfahren benutzt.
1.1 Aufbau der Arbeit
Die vorliegende Arbeit gliedert sich in 6 Kapitel:
Kapitel 1 ist diese Einleitung. Sie grenzt das Thema der Arbeit ab, stellt den Aufbau der Arbeit
vor und legt den wissenschaftlichen Beitrag dar.
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Kapitel 2 stellt Kartentypen fu¨r autonome mobile Roboter vor. Da Roboterkarten eng mit den
zum Einsatz kommenden Sensorsystemen zusammenha¨ngen, beschreibt dieses Kapitel kurz
ga¨ngige Sensoren und legt dabei einen Schwerpunkt auf die Akquisition von Tiefendaten.
Kapitel 3 gibt einen der beiden Schwerpunkte dieser Arbeit wieder. Die vorgestellte Lo¨sung des
simultanen Lokalisations- und Kartierungsproblems in 6 Dimensionen (6D-SLAM) ermo¨glicht
das Erstellen genauer dreidimensionaler Karten. Hierbei wird die Roboterpose mit 6 Freiheits-
graden beru¨cksichtigt (x-, y- und z-Position sowie Roll-, Nick- und Gierwinkel). Zahlreiche
Experimente demonstrieren die Leistungsfa¨higkeit des Verfahrens. Die pra¨sentierten Anwen-
dungen runden das Kapitel ab.
Kapitel 4 beschreibt die semantische Interpretation der in Kapitel 3 erstellten 3D-Karten. Diese
Interpretation gliedert sich in zwei Teile. Zuerst werden die Grobstrukturen in der Karten
analysiert und dabei Wa¨nde, Fußbo¨den, Decken und Tu¨ren klassifiziert. Daran anschließend
stellt der zweite Teil ein Verfahren vor, das in den aufgenommenen Daten nach Objekten,
z.B. Stu¨hle, Menschen oder weiteren Robotern, sucht und diese klassifiziert.
Kapitel 5 fasst die Ergebnisse der Arbeit zusammen. Zuna¨chst wird der autonome mobile Ro-
boter Kurt3D mit seiner Hard- und Software vorgestellt. Danach folgt die Pra¨sentation des
Verfahrens zur Aufnahme von semantischen 3D-Karten am Beispiel des AVZ-Geba¨udes an
der Universita¨t Osnabru¨ck. Die Anwendung des Roboters Kurt3D im RoboCup Rescue Wett-
bewerb in Lissabon 2004 komplettiert das Ergebniskapitel.
Kapitel 6 schließt die Arbeit ab, zeigt offene Probleme und gibt einen Ausblick auf ku¨nftige
Arbeiten.
1.2 Wissenschaftlicher Beitrag
Mobile Roboter sind ein aktuelles Forschungsthema, da in der Automatisierungstechnik, die fu¨r den
Einsatz stationa¨rer Industrieroboter bekannt ist, nun auch eine Tendenz hin zum Einsatz mobiler
Systeme besteht. Auch spielen mobile Roboter als Ausbildungsgera¨t fu¨r Informatik und Ingenieur-
wissenschaften eine große Rolle: Viele Universita¨ten besitzen Arbeitsgruppen mit Roboterbezug.
Der wissenschaftliche Beitrag dieser Arbeit la¨sst sich an den zahlreichen Vorvero¨ffentlichungen ab-
lesen und thematisch wie folgt einordnen:
Sensorentwicklung. Die Arbeiten zur Entwicklung der in dieser Arbeit verwendeten Sensorik,
d.h. des 3D-Laserscanners, wurden 2001 in [191,192] vero¨ffentlicht. Die Idee, einen 2D-Laser-
scanner horizontal drehbar zu lagern, war zu diesem Zeitpunk neu.
6D SLAM. 6D SLAM wurde erstmalig in [153] und im Zusammenhang mit dem Roboter Kurt3D
in [145,147,148,195] vorgestellt. Die Vorga¨ngerarbeiten zum Registrieren mehrerer 3D-Scans
– wobei der Roboter jedoch nur 3 Freiheitsgrade besaß (Ariadne Roboter mit Roboterpose als
x- und z-Position und Gierwinkel) — ist in den Vero¨ffentlichungen [144, 194] dokumentiert.
Die Innovationen liegen hauptsa¨chlich in einer sehr schnellen Implementierung der Registrie-
rungsalgorithmen [145, 153], in einer Heuristik zur Bestimmung von Startposen [147] sowie
der Systemintegration [128,129,131,148,154,195].
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Interpretation von 3D-Scans und Szenen. Die semantische Szeneninterpretation durch mo-
bile Roboter mu¨ndete in den Papieren [150, 152]. Die Anwendung des Viola-Jones Klassifi-
kators fu¨r die automatische Objekterkennung wurde zuna¨chst 2004 in [149] vorgestellt und
in [146] weiterentwickelt. Die Neuerungen bestanden in der Anwendung des Klassifikators
auf Tiefenbilder, in der Kombination von Tiefen- und Reflektionsbild und in der genauen
Modelleinpassung.
Anwendungen. Neben der direkten Anwendung der Software im RoboCup Rescue Wettbewerb
[148,154] wurden Teile der Software fu¨r die 3D-Kartierung einer verlassenen Kohlemine [153]
und zur Einpassung von Gesichtsprofilen [95] verwendet.
Aufmerksamkeit. Weiterhin wurden Teile der in dieser Arbeit entwickelten Verfahren fu¨r wis-
senschaftliche Untersuchungen im Kontext computergestu¨tzter Aufmerksamkeitsalgorithmen
genutzt [85–87]. Hierbei ist der 3D-Laserscanner als bi-modale Sensorquelle interessant. Der
hier vorgestellte Objekterkennung wurde ein von S. Frintrop entwickelter, neuartiger Auf-
merksamkeitsfilter vorgeschaltet, um die Performanz zu erho¨hen [84].
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Kapitel 2
Umgebungskarten in der autonomen
mobilen Robotik
Dieses Kapitel beschreibt die Sensorik zur Umgebungswahrnehmung von Robotern und legt dabei
einen Schwerpunkt auf die ra¨umliche Wahrnehmung. Karten fu¨r mobile Roboter sind eng mit der
verwendeten Sensorik verknu¨pft. Die grundlegenden Kartentypen werden im zweiten Abschnitt
vorgestellt.
2.1 Sensoren zur Umgebungswahrnehmung
2.1.1 Lasermesssysteme zur Akquisition von 3D-Daten
Ein Laserscanner bestimmt die Distanz zu einem Objekt in einer gegebenen Richtung. Er ist da-
durch charakterisiert, dass die gemessene Entfernung direkt aus der Laufzeitverzo¨gerung einer elek-
tromagnetischen Welle, z.B. eines Laserstrahls, errechnet wird. Hierbei unterscheidet man zwei Sy-
steme: Erstens gibt es gepulste Lasersysteme (PW), die einen Laserstrahl aussenden und die Zeit
messen, bis reflektiertes Licht beim Empfa¨nger eintrifft. U¨ber die Lichtgeschwindigkeit c wird die
Entfernung errechnet. Leutze-, Schmersal- und SICK-Scanner arbeiten nach diesem Messprinzip
und werden erfolgreich in der Robotik eingesetzt [5–7]. Zweitens existieren Systeme, die mit kon-
tinuierlichen Wellen (CW) messen. In diesem Fall wird die Phasendifferenz der ausgehenden und
der reflektierten Wellen gemessen. Laserscanner, die nach diesem Prinzip arbeiten, sind in der Re-
gel sehr pra¨zise, aber auch teuer, so dass sie a¨ußerst selten fu¨r Robotikanwendungen eingesetzt
werden [2,4, 9].
Neben den direkten Laserscannern gibt es außerdem Projektionsscanner. Sie projizieren ein Licht-
oder Lasermuster auf die abzutastende Fla¨che und detektier sie mit einer Kamera. U¨ber Trian-
gulierung la¨sst sich die Tiefe des Bildpunktes bestimmen. Anwendung findet dieser Scanner u.a.
bei der Digitalisierung von historischen Statuen [72,125] oder dem Scannen von Menschen fu¨r die
Modeindustrie [1].
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(a) (b) (c) (d) (e) (f)
Abbildung 2.1: (a) SICK-Laserscanner [6], (b) Schmersal-Laserscanner [5], (c) CYRAX-Laserscanner [2],
(d) Riegl-Laserscanner [4], (e) Zoller+Fro¨hlich-Laserscanner [9] und (f) Cyberware Projektionsscanner des
Michelangelo-Projekts [125].
2.1.2 Weitere Sensoren zur Umgebungswahrnehmung
Neben Laserscannern kommen in der mobilen Robotik weitere bildgebende Sensoren zur Umge-
bungserfassung zum Einsatz. Zusa¨tzlich zu analogen und digitalen Kameras, die hohe Bildraten er-
lauben, werden Entfernungskameras und thermographische Kameras eingesetzt [155]. Stereo-Sehen
zur Gewinnung von Tiefendaten, sowie omnidirektionale Kameras sind auf mobilen Robotern weit
verbreitet. Stereokameras haben den Nachteil, dass die erzeugten Tiefenkarten oftmals sehr ungenau
und nicht dicht sind, da die Umgebung variantenreiche Texturen aufweisen muss. Technologien, die
3D-Informationen aus Umgebungsbildern mit Hilfe des optischen Flusses, von Konturen, der Tex-
turinformation oder der Schattenwu¨rfe errechnen, sind ebenfalls noch nicht ausgereift und finden
kaum Anwendung.
Passive Sensoren registrieren ausschließlich Signale aus der Umgebung. Neben Kameras geho¨ren
Infrarotdetektoren und Bumper zu dieser Sensorkategorie. Ha¨ufig kommen jedoch aktive Senso-
ren zum Einsatz, zu denen auch die bereits beschriebenen Laserscanner geho¨ren. Aktive Sensoren
senden ein Signal in die Umgebung aus und registrieren das Vera¨nderte.
Ultraschallsensoren sind in der mobilen Robotik weit verbreitet. Als Ring um den Roboter an-
geordnet dienen sie als Sicherheitssensoren zur Hinderniserkennung und zur Selbstlokalisation. Sie
bestimmen die Distanz zu einem Objekt durch das Aussenden eines kurzen Ultraschallimpulses. Ein
Empfa¨nger detektiert die Reflektion von einem Objekt, das sich vor Sender befindet. Der Abstand
kann aus der verstrichenen Zeit zwischen dem Aussenden und Empfangen des Signals errechnet
werden. Falls das Signal jedoch in einem flachen Winkel auf das Objekt auftrifft, wird es nicht zum
Roboter zuru¨ckreflektiert. Es entstehen Fehlmessungen.
Als Sicherheitssensoren verwenden Roboter oft auch Infrarotsensoren, die ebenfalls ringfo¨rmig am
angebracht sind. Die Sensoren emmitieren einen modulierten infraroten Lichtimpuls. Gemessen wird
entweder die Intensita¨t der Reflektion an einem Objekt oder der Einfallswinkel des reflektierten
Lichts (Triangulation).
Radarsensoren verwenden frequenzmodulierte elektromagnetische Wellen kleiner Wellenla¨nge (f >
600 MHz). Ausgesandte und empfangene Wellen u¨berlagern sich und die Differenz der Frequenzen
wird bestimmt [53]. Dadurch kann der Abstand zu Objekten bestimmt werden. Radarsysteme
funktionieren auch im Nebel oder im Regen [189].
Ein relativ neuer Trend in der Robotik ist der Einsatz von Entfernungsbildkameras (vgl. Abbildung
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(a) (b) (c)
Abbildung 2.2: (a) CSEM Swiss Ranger [8], (b) PMDTechnologies PMDTech[Vision]19k [3], (c) Rettungs-
roboter des Centre for Autonomous Systems [155].
2.2). Fu¨r die Entfernungsmessung senden diese Kameras moduliertes Licht aus und messen fu¨r alle
Richtungen gleichzeitig die Phasendifferenz. Die Kameras haben den gleichen O¨ffnungswinkel wie
herko¨mmliche Kameras, beno¨tigen relativ viel Energie und sind bis zu Absta¨nden von 8 Metern
einsetzbar.
Schließlich gibt es noch Sensoren bzw. Sensorsysteme zur Bestimmung der Roboterposition und
-orientierung. Bei der Wahrnehmung der Roboterpose kommen im Wesentlichen zwei unterschied-
liche Sensortypen zum Einsatz.
Sensoren zur lokalen Scha¨tzung der Roboterpose. Dieser Sensortyp registriert die Posea¨n-
derung des Roboters bezu¨glich der Umgebung. Zu ihnen za¨hlt Odometrie, die die Roboterpose
aus den Radumdrehungen errechnet. Hierbei werden die Radumdrehungen oftmals mit ana-
logen Widersta¨nden oder als Encoder-Ticks mittels einer Lichtschranke gemessen. Zu diesem
Sensortyp geho¨ren außerdem Neigungssensoren, die die Orientierung des Roboters bezu¨glich
des Gravitationsvektors, d.h. bezu¨glich des Vektors in Richtung des Erdmittelpunktes, mes-
sen. Gyroskope sind Intertialsensoren und scha¨tzen ebenfalls die lokale Roboterorientierung,
indem sie Beschleunigungen wahrnehmen. U¨ber deren Integration la¨sst sich die Roboterpose
bestimmen.
Sensoren zur globalen Lokalisierung. Der zweite Sensortyp erhebt Roboterposition in globa-
len Koordinaten. Zum Beispiel scha¨tzt GPS (engl.: global positioning system) die Roboter-
position durch eine Differenzmessung zwischen Signallaufzeiten, wobei die auf eine Tra¨ger-
frequenz aufmodulierten Codes ausgewertet werden. Drei bis zwo¨lf geostationa¨re Satelliten,
die NAVSTAR-Satelliten, erzeugen die Signale. DGPS (engl.: differential global positioning
system) nutzt ein weiteres (Langwellen-)Funksignal, das von einer Stelle, deren Position man
genau kennt, ausgesandt wird. Daher la¨sst sich der aktuelle GPS-Fehler erkennen und korri-
gieren. Ein weiteres Sensorsystem ist GALILEO, das europa¨ische A¨quivalent zu dem in den
Vereinigten Staaten von Amerika entwickelten GPS-System. GALILEO befindet sich zurzeit
im Aufbau [11, 12]. Ein weitere Sensor zur zur globalen Lokalisierung ist der Kompass, der
die Orientierung zum Nordpol hin misst.
Fu¨r anwendungsspezifische Aufgaben kommen auf mobilen Robotern noch weitere Spezialsensoren
zum Einsatz, wie beispielsweise Infrarotkameras, Gassensoren, Temperatursensoren oder Strah-
lungssensoren. Diese spielen jedoch fu¨r die metrische Umgebungskartierung keine Rolle.
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2.2 Karten fu¨r mobile Roboter
Umgebungskartierung durch autonome mobile Roboter
Ein grundlegender Forschungsgegenstand im Kontext mobiler Roboter ist die Umgebungsrepra¨sen-
tation. Sie bildet die Basis fu¨r Aktionen des Roboters. Ein mobiler Roboter ist in der Regel mit
Sensoren zur Umgebungswahrnehmung ausgestattet. Die Eindru¨cke von der Umgebung, d.h. die
Sensorwerte, bilden bereits eine lokale Karte. Das Kartierungsproblem besteht nun darin, aus meh-
reren lokalen Karten eine globale zu erzeugen (vgl. Abbildung 2.3). Diese Karte muss mit der
wirklichen Umgebung u¨bereinstimmen, also korrekt und konsistent sein. Ist die Position des Robo-
ters genau bekannt, ko¨nnen die lokalen Karten auf der Grundlage dieser Position zusammengefu¨gt
werden. Leider ist die Selbstlokalisation eines Roboters stets fehlerbehaftet. Daher darf der Kar-
tenbau nicht nur auf der Roboterposition basieren, sondern muss auch auf der Grundlage der
Sensorwerte geschehen. In diesem Zusammenhang spricht man vom simultanen Lokalisations- und
Kartierungsproblem (SLAM, engl.: simultaneous localization and mapping problem).
lokale
Karte
globale
Karte
Sensor 1
...
+ +
Sensor 2
Sensor n
Abbildung 2.3: Lokale Karten sind eine Folge der Sensorenanordnung am Roboter. Die Integration ver-
schiedener lokaler Karten ergibt die globale Karte.
Kartentypen. Karten fu¨r Roboter ha¨ngen eng mit den auf dem System eingesetzten Sensoren
zusammen (vgl. Abbildung 2.3). Somit ergeben sich fu¨r verschiedene Sensoren unterschiedliche
Klassen von Roboterkarten. Ebenso lassen sich Roboterkarten anhand ihrer Struktur klassifizieren.
Raster-Karten repra¨sentieren metrische Informationen u¨ber die Umgebung des Roboters in ei-
nem Belegtheitsgitter. Jede Zelle entha¨lt die Wahrscheinlichkeit, mit der sie durch ein unbe-
stimmtes Objekt belegt ist. Infolgedessen ist die Umgebung diskret abgebildet [198].
Terrain-Karten sind Ho¨henkarten. Mit jeder Zelle (x, y) ist ein Ho¨henwert z assoziiert. Des Wei-
teren sind die Standardabweichungen in z-Richtung abgelegt und verdeckte Zellen markiert.
Kweon und Kanade demonstrieren im Zusammenhang mit dem Navlab Projekt Terrain-
Karten zur Fahrtwegplanung. Dabei fusionieren sie Daten eines Abstandssensors mit Ste-
reobildern [122].
Merkmal-Karten enthalten extrahierte Merkmale, beispielsweise Linien (Wa¨nde) und Ecken.
Ihre Position wird zusammen mit der zugeho¨rigen Unsicherheit abgespeichert. Durch Verfol-
gen der Merkmale kann die Position nachgehalten werden. So ist eine schnelle Lokalisierung
mo¨glich [124]. Merkmal-Karten ko¨nnen auch explizite 3D-Objekte beinhalten [65].
Hybride Raster- und Topologische Karten sind von mechanischen Federsystemen inspiriert
und stellen einen topologischen Graphen dar. Einzelne Regionen bzw. Merkmale sind durch
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Kanten verbunden. Diese Kanten kodieren La¨ngen, Orientierungen und Zeiten [96]. Topolo-
gische Karten repra¨sentieren die Zusammenha¨nge zwischen Regionen.
Kognitive Karten wurden von Kuipers und Byun eingefu¨hrt [121]. Auf topologischer Ebene stel-
len sie die Konnektivita¨t von Regionen dar, auf der geometrischen summieren sie anschließend
metrische Informationen auf. Dadurch eliminieren sie metrische Fehler und erzielen bessere
Kontroll- und Navigationsfa¨higkeiten des Roboters.
Graphen dienen ausschließlich der topologischen Umgebungsrepra¨sentation. Topologische Dar-
stellungen sind sehr kompakt [196], ermo¨glichen das Schlussfolgern u¨ber Beziehungen von
Orten, erlauben aber keine exakte metrische Lokalisierung mehr. Aus Raster-Karten ko¨nnen
topologische gewonnen werden, indem man z.B. die expliziten Freira¨ume zusammenfasst.
geometrisch Terrain−Karten
ko
m
pa
kt
se
hr
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et
ai
lie
rt
hybrid
Merkmals−Karten
Grid−Karten
Neira 1999, Leonard und Durrant−Whyte  1990
topologisch Graphen
Golfarelli et al 1998
Kuipers und Buyn 1991
Kortenkamp und Weymouth 1994
Kweon und Kanade 1992
Thrun, Burgard und Fox 1998
Kognitive Karten
Hybride G+T−Karten
Abbildung 2.4: Kartentypen fu¨r mobile Roboter.
Robotergestu¨tzte Kartierung. Prinzipiell ko¨nnten dem Roboter Umgebungskarten fu¨r seine
anwendungsspezifischen Aufgaben a priori mitgegeben werden. Leider ist das manuelle Erstellen
solcher Karten sehr zeitaufwa¨ndig. Beispielsweise berichten Thrun et al., dass das Erstellen der
Karte des Deutschen Museums in Bonn fu¨r den Roboter RHINO eine ganze Woche gedauert habe
[196].
Die Kartierung von Umgebungen durch Roboter hat eine lange Tradition. Kartierungsalgorith-
men ko¨nnen vergangene Informationen mit aktuellen und zuku¨nftigen kombinieren [202]. Elfes und
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Moravecs Kartierungsalgorithmus fu¨r Belegtheitsgitter ist ein fru¨hes Beispiel fu¨r den Einzug pro-
babilistischer Methoden in die Robotik [67,68]. Erste Beispiele fu¨r topologische Kartierungen sind
die Arbeiten von Kuipers et al. [121], Choset et al. [51] und anderen [120, 160, 216]. Seit den 90er
Jahren dominieren die probabilistischen Kartierungsverfahren die Lo¨sungsansa¨tze fu¨r das simul-
tane Lokalisierungs- und Kartierungsproblem. Erste Arbeiten dazu wurden von Smith et al. [182]
geleistet. Seitdem laufen sie sowohl unter dem Namen SLAM als auch unter CML (engl. concurrent
mapping and localization). Ein exzellenter U¨berblick findet sich in [197].
3D-Kartierung. Wenige Forschergruppen benutzen 3D-Laserscanner, um 3D-Karten aufzubau-
en [18,93,105,179]. Hierzu geho¨ren das RESOLV- und das AVENUE-Projekt. In beiden Projekten
ist der Kartenaufbau ein Stop-and-Go-Prozess, da sich der Roboter wa¨hrend der Scanaufnahme
nicht bewegt. Das RESOLV-Projekt zielte darauf ab, Innenra¨ume fu¨r ku¨nstliche Realita¨ten und
Tele-Pra¨senz-Anwendungen zu modellieren. Dabei kam ein RIEGL Laserscanner auf einem Ro-
boter zum Einsatz [179]. Die Szenen wurden mit Hilfe des ICP-Scanmatching-Algorithmus [31]
zusammengesetzt. Im AVENUE-Projekt wurde ein Roboter zur Modellierung urbaner Umgebun-
gen entwickelt [18]. Das System basiert auf einem Pioneer-Roboter, einem CYRAX-Laserscanner
und einem merkmalsbasierten Scanmatchingverfahren [184]. Dennoch haben Georgiev et al. in
ihrer aktuellen Arbeit den 3D-Scanner nicht in die Roboterkontrollarchitektur eingebunden [93].
Die Forschergruppe um M. Hebert rekonstruiert Umgebungen mit dem Zoller+Fro¨hlich Scanner
und versucht insbesondere, ohne initiale Posescha¨tzungen auszukommen [105]. Bei den genannten
Ansa¨tzen steht der Roboter wa¨hrend der Scanaufnahme. Die 3D-Daten im einzelnen Scan sind
somit in sich konsistent.
Im Unterschied dazu nehmen Wulf et al. die 3D-Daten wa¨hrend der Fahrt auf [40, 211]. Dafu¨r
wenden sie einen 3D-Scanner auf der Basis eines sich kontinuierlich drehenden SICK Scanners
an. Sie setzen weitere Inertialsensoren (Odometrie, Gyroskop) und einen SLAM-Algorithmus fu¨r
planare Umgebungen ein, um Karten zu berechnen.
Thrun et al. [102, 199], Fru¨h et al. [89], Zhao et al. [215] und Howard et al. [109] verwenden
zwei 2D-Laserscanner, um 3D-Daten zu akquirieren. Ein Laserscanner ist horizontal am Roboter
angebracht und lokalisiert ihn in der Ebene. Auf der Grundlage dieser Lokalisierung rechnet der
Kartierungsalgorithmus die vom vertikal angebrachten Scanner aufgenommenen Daten in 3D-Daten
um [199]. Da der vertikale Scanner nicht in der Lage ist, die Seiten von Objekten zu scannen, setzen
Zhao et al. [215] zwei zusa¨tzliche vertikale Scanner ein, die um 45◦ gedreht sind. Die Qualita¨t der
3D-Karten ha¨ngt bei diesen Verfahren stark von der Selbstlokalisierung des Roboters ab.
Andere Ansa¨tze zur 3D-Kartierung verwenden CCD-Kameras fu¨r die Umgebungswahrnehmung
des Roboters [34, 62, 177]. Das Benutzen von Kameras in natu¨rlichen Umgebungen ist wegen der
sich a¨ndernden Lichtverha¨ltnisse jedoch schwierig. Dies hat zur Folge, dass kantenbasierte Re-
pra¨sentationen gewa¨hlt werden, z.B. SIFT-Merkmale [134,177]. Des Weiteren haben kamerabasier-
te Vision-Ansa¨tze fu¨r Roboter, beispielsweise Stereo oder Structure-From-Motion, Schwierigkeiten,
zuverla¨ssig Navigations- und Kartierungsinformationen in Echtzeit zu liefern. Daher kombinieren
z.B. Biber et al. SICK-Scanner-basierte 2D-Kartierungsverfahren mit einer omnidirektionalen Ka-
mera, um 3D-Karten zu erstellen [34]. Diebel et al. nutzen zur Gewinnung von Tiefenbildern ein
aktives Stereosystem, bestehend aus Kameras und einem Projektor [62].
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Kapitel 3
Das Problem der gleichzeitigen
Lokalisation und Kartierung in 6
Dimensionen
Dieses Kapitel beschreibt das Zusammenfu¨gen mehrerer 3D-Scans zu einer konsistenten 3D-Karte.
Die vorgestellten Algorithmen beachten alle 6 Freiheitsgrade und korrigieren die gescha¨tzte Pose
(Position und Orientierung) des Roboters.
3.1 Das Registrieren von 3D-Scans
Das vollsta¨ndige Erfassen komplexer Objekte und Szenen erfordert das Scannen von mehreren
Roboterposen aus. Nach dem Scanvorgang werden die aufgenommenen 3D-Scans so aneinander
gefu¨gt, dass sie die Objekte und die Szene richtig repra¨sentieren. Das Aneinanderfu¨gen von Scans
in einem gemeinsamen Koordinatensystem heißt Registrieren.
Die Bewegung eines Roboters auf natu¨rlichen Untergru¨nden vor allem außerhalb von Geba¨uden
muss neben der Position auch den Roll-, Gier-, und Nickwinkel beru¨cksichtigen. Die Aufgabe der
Registrierung besitzt daher 6 Freiheitsgrade. Die Pose PRoboter entha¨lt die 6 freien Parameter
(x, y, z, θx, θy, θz) und wird durch eine Matrix angegeben (vgl. Seite xix). Ist die Position des Scan-
ners und damit jene des Roboters genau bekannt, ko¨nnen die 3D-Scans auf der Grundlage dieser
Position registriert werden. Leider ist die Selbstlokalisation des Roboters stets mit einem Fehler
behaftet. Das Zusammenfu¨gen der 3D-Scans darf deshalb nicht nur auf der Roboterposition ba-
sieren, sondern muss auch auf der Grundlage der 3D-Scans selbst geschehen. Letzterer Vorgang
heißt Scanmatching. Fu¨r das Matching von 3D-Scans, die sich u¨berlappen, wurden in den letzten
Jahren verschiedene Verfahren entwickelt und in der Literatur vorgestellt [31,174,181]. Sie ko¨nnen
folgendermaßen unterteilt werden [181]:
Matching als Optimierungsproblem. Das Registrieren als Optimierungsproblem bedeutet, ei-
ne Kostenfunktion fu¨r die Qualita¨t eines Matchings einzufu¨hren. Das Registrieren der 3D-
Scans erfolgt u¨ber eine Suche nach derjenigen Transformation, die die Kostenfunktion mini-
miert. Unterschiedliche Kostenfunktionen und Transformationssuchstrategien wurden bereits
erforscht [31,133,172,181,213].
Merkmalbasiertes Matching. Dieses Verfahren basiert auf der Suche nach verschiedenen Merk-
malen in zwei zu registrierenden 3D-Scans. Aus der Korrespondenz zwischen gleichen Merk-
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malen bestimmen die Algorithmen anschließend die Lage der Scans. Die Merkmalextraktion
kann unter Umsta¨nden rechenaufwa¨ndig sein [181].
Die Kombination beider Kategorien fu¨hrt daru¨ber hinaus zu so genannten hybriden Verfahren [174].
Diesem Kapitel befasst sich mit der ersten Kategorie. Untersuchungen der zweiten fu¨r das Matching
von 3D-Scans finden sich in [144,194].
3.1.1 Matching als Optimierungsproblem
Die folgende Methode zum Registrieren von 3D-Punktmengen ist Bestandteil vieler Vero¨ffentlich-
ungen. Daher gibt dieser Abschnitt nur eine kurze Zusammenfassung. Der vollsta¨ndige Algorithmus
wurde 1991 erfunden und ist in [31, 50, 144, 213] als ICP-Algorithmus (Iterativer Algorithmus der
na¨chsten Punkte, engl.: Iterative Closest Points) beschrieben.
Gegeben seien zwei unabha¨ngig voneinander aufgenommene 3D-Punktmengen M (Modellmenge,
|M | = Nm) und D (Datenmenge, |D| = Nd), die eine Oberfla¨che im 3D-Raum repra¨sentieren. Ge-
sucht ist die Transformation, bestehend aus einer Rotation R und einer Translation t, die folgende
Fehlerfunktion minimiert:
E(R, t) =
Nm∑
i=1
Nd∑
j=1
wi,j ||mi − (Rdj + t)||2 . (3.1)
Den Gewichten wi,j wird dabei der Wert 1 zugewiesen, falls der i-te 3D-Punkt der Menge M den
gleichen Punkt im Raum beschreibt wie der j-te 3D-Punkt der Menge D. Ist dies nicht der Fall,
gilt wi,j = 0. Fu¨r die Minimierung sind zwei Dinge zu berechnen: Erstens die korrespondierenden
Punkte wi,j und zweitens die Transformation (R, t), die E(R, t) von den errechneten Punktkorre-
spondenzen ausgehend minimiert.
Der ICP-Algorithmus berechnet iterativ die Punkt-Korrespondenzen. In jedem Iterationsschritt
wa¨hlt der Algorithmus fu¨r einen gegebenen 3D-Punkt der Menge D den na¨chsten 3D-Punkt in M
als korrespondierenden Punkt. Beim Bilden dieser Korrespondenzen kommt in der implementierten
Programmfassung ein Schwellwert dmax fu¨r den maximal zula¨ssigen Abstand zum Einsatz. Nur
wenn dieser nicht u¨berschritten wird, bildet man das Punktpaar. Anschließend berechnet der ICP-
Algorithmus die Transformation, die die Gleichung (3.1) minimiert. Die Annahme ist, dass die
Punktkorrespondenzen in der letzten Iteration korrekt sind [31,144,194].
1. Fu¨r jeden Punkt di ∈ D berechne bzw. suche den am na¨chsten gelegenen
Punkt in M . Es werden die fu¨r (3.1) beno¨tigten wi,j bestimmt. Der maximal
zula¨ssige Abstand hierbei ist dmax.
2. Berechne aus der in Schritt 1 bestimmten Korrespondenz die Transformation
(R und t), die die Fehlerfunktion E(R, t) (3.1) minimiert.
3. Wende die in Schritt 2 gefundene Transformation auf die Menge D an.
4. Berechne die Differenz des durchschnittlichen quadratischen Fehlers. Falls diese
Differenz kleiner als ein Schwellwert ε ist, terminiere. Ansonsten gehe zu Schritt
1.
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Besl und McKay pra¨sentieren ein Konvergenz-Theorem und beweisen, dass das Verfahren der itera-
tiven na¨chsten Punkte monoton einem lokalen minimalen Fehler Emin entgegenstrebt: Alle Schritte
des ICP-Algorithmus reduzieren den nach unten beschra¨nkten Fehler [31, 77, 144]. Offensichtlich
gilt dieses Argument nicht, wenn ein maximal zula¨ssiger Punktabstand dmax verwendet wird: Die
Punktanzahl im Scanmatching vera¨ndert sich durch das Auswahlkriterium und somit kann der
Wert der Fehlerfunktion E(R, t) (3.1) steigen.
In jeder Iteration muss im zweiten Schritt die Transformation, bestehend aus R und t, die die Feh-
lerfunktion E(R, t) (3.1) minimiert, bestimmt werden. Es existieren verschiedene Strategien, um
das Minimum zu finden, die sich in direkte und indirekte Verfahren einteilen lassen. Zu den indirek-
ten Verfahren geho¨rt die Simulation eines physikalischen Federsystems [66,188]. Dabei werden die
in der Funktion (3.1) aufsummierten Absta¨nde als Federn betrachtet, die die zweite Punktmenge in
die Position mit minimaler Energie bewegen. Ebenso za¨hlen zu den indirekten Verfahren der Gra-
dientenabstieg, die Gauss-Newton Methode und der Levenberg-Marquardt Algorithmus [31], die
in den Abschnitten B.4.1 und B.4.2 des Anhangs kurz erla¨utert werden. Die indirekten Verfahren
haben den Nachteil, dass sie fu¨r die Berechnung der Transformation Auswertungen der Funkti-
on E(R, t) (3.1) an verschiedenen Stellen beno¨tigen. Dadurch verbrauchen sie zwangsla¨ufig mehr
Rechenzeit als die direkten Verfahren, die nun na¨her ausgefu¨hrt werden:
Auflo¨sung der Doppelsumme
Betrachtet man die Formel (3.1), stellt man fest, dass die Doppelsumme aufgelo¨st werden kann. Es
ist:
E(R, t) =
Nm∑
i=1
Nd∑
j=1
wi,j ||mi − (Rdj + t)||2
∝ 1
N
N∑
i=1
||mi − (Rdi + t)||2 , mit N =
Nm∑
i=1
Nd∑
j=1
wi,j (3.2)
Die Proportionalita¨t gilt, da sich alle korrespondierenden Punkte als Tupel (mi,di) darstellen
lassen.
Bemerkung: Fu¨r die Implementierung des ICP-Algorithmus wird in der Regel eine Rechnung
analog (3.2) durchgefu¨hrt. Statt einer Matrix W fu¨r die Gewichte speichert man einen Vektor, der
die Punktpaare entha¨lt. Alle folgenden Rechenvorschriften behalten ihre Gu¨ltigkeit; der Speicher-
aufwand wird dabei von O(n2) auf O(n) reduziert.
Die Minimierung der Fehlerfunktion des ICP-Algorithmus in geschlossener Form
Vier Algorithmen sind zurzeit bekannt, die die Fehlerfunktion des ICP-Algorithmus in geschlosse-
ner Form minimieren [133]. Die Schwierigkeit bei der Minimierung besteht darin, die Orthonorma-
lita¨tsbedingung fu¨r die Rotationsmatrix R aufrecht zu erhalten. Im Folgenden werden diese vier
Algorithmen kurz vorgestellt. Dabei trennen die ersten drei Verfahren die Berechnung der Rotation
R von der Berechnung der Translation t, um die Rotation separat zu bestimmen. Die Translation
findet man anschließend ausgehend von der Rotation. Fu¨r diese Trennung werden aus den Mat-
chingtupeln zwei Punktmengen M ′ und D′ berechnet, indem von jedem Punkt der Schwerpunkt
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der Punkte subtrahiert wird, die in das Matching eingegangenen sind. Es gilt
cm =
1
N
N∑
i=1
mi, cd =
1
N
N∑
i=1
di (3.3)
und
M ′ = {m′i =mi − cm}1,...,N , D′ = {d′i = di − cd}1,...,N . (3.4)
Nach dem Einsetzen der Gleichungen (3.3) und (3.4) in die Fehlerfunktion E(R, t) (3.2) ergibt sich
E(R, t) =
1
N
N∑
i=1
||m′i −Rd′i − (t− cm +Rcd)︸ ︷︷ ︸
=t˜
||2 (3.5)
=
1
N
N∑
i=1
∣∣∣∣m′i −Rd′i∣∣∣∣2 − 2N t˜ ·
N∑
i=1
(
m′i −Rd′i
)
+
1
N
N∑
i=1
∣∣∣∣t˜∣∣∣∣2 . (3.6)
Um die obige Summe zu minimieren, mu¨ssen alle Terme minimiert werden. Der zweite Summand
in (3.6) ist Null, da sich die Werte auf den Schwerpunkt beziehen. Der dritte Teil hat fu¨r t˜ = 0
bzw. t = cm −Rcd ein Minimum. Folglich bleibt nur der erste Summand in (3.6) u¨brig und die
neue Fehlerfunktion lautet:
E(R, t) =
N∑
i=1
∣∣∣∣m′i −Rd′i∣∣∣∣2 . (3.7)
Transformationsscha¨tzung mittels der Singula¨rwertzerlegung einer Matrix. Dieses Ver-
fahren wurde von Arun, Huang und Blostein [21] entwickelt. Die Rotation R wird als ortho-
normale 3× 3 Matrix ausgedru¨ckt.
Satz 1. Die optimale Rotation ergibt sich als R = VUT . Dabei stammen V und U aus der
Singula¨rwertzerlegung H = UΛVT einer Korrelationsmatrix H. Die 3×3 Korrelationsmatrix
H ist dabei gegeben durch
H =
N∑
i=1
d′im
′T
i =

 Sxx Sxy SxzSyx Syy Syz
Szx Szy Szz

 , (3.8)
mit Sxx =
∑N
i=1 m
′
ixd
′
ix, Sxy =
∑N
i=1 m
′
ixd
′
iy, . . . .
Beweis: Da eine Rotation la¨ngenerhaltend ist, gilt immer ||Rd′i||2= ||d′i||2. Mit Hilfe dieser
Eigenschaft wird die Fehlerfunktion (3.7) erweitert zu
E(R, t) =
N∑
i=1
∣∣∣∣m′i∣∣∣∣2 − 2 N∑
i=1
m′i ·Rd′i +
N∑
i=1
∣∣∣∣d′i∣∣∣∣2 .
Wie man leicht sieht, geht die Rotation nur in den mittleren Term ein. Um die obige Gleichung
zu minimieren, genu¨gt es also, den Ausdruck
N∑
i=1
m′i ·Rd′i =
N∑
i=1
m′i
T
Rd′i (3.9)
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zu maximieren. Unter Zuhilfenahme der Spur einer Matrix la¨sst sich der letzte Ausdruck zu
Trace
(
N∑
i=1
Rd′im
′
i
T
)
= Trace (RH) (3.10)
umschreiben. Dazu muss die Matrix H wie in (3.8) definiert sein.
Lemma 1. Fu¨r jede positiv definite Matrix AAT und jede orthonormale Matrix B gilt:
Trace
(
AAT
) ≥ Trace (BAAT ) .
Beweis: Sei ai die i-te Spalte von A. Damit la¨sst sich errechnen:
Trace
(
BAAT
)
= Trace
(
ATBA
)
=
N∑
i=1
aTi (Ba
T
i ).
Durch die Ungleichung von Chauchy-Schwarz gilt:
aTi (Bai) ≤
√
(aTi ai)(a
T
i B
TBai) = a
T
i ai.
Damit ergibt sich Trace
(
BAAT
) ≤ ∑Ni aTi ai = Trace (AAT ) und die Behauptung des
Lemmas. 2
Sei nun die Singula¨rwertzerlegung von
H = UΛVT ,
wobei U und V orthonormale 3× 3 Matrizen und Λ eine 3× 3 Diagonalmatrix ohne negative
Eintra¨ge ist. Sei jetzt
R = VUT .
Offensichtlich ist R orthonormal und es ergibt sich
RH = VUTUΛVT
= VΛVT
als eine symmetrische und positiv definite Matrix. Mit Lemma 1 gilt fu¨r jede 3× 3 orthonor-
male Matrix B:
Trace (RH) ≥ Trace (BRH) .
Daher istR diejenige 3×3 orthonormale Matrix, die (3.10) maximiert und somit die gewu¨nsch-
te Rotation fu¨r (3.2) und (3.1). 2
Nachdem eine Lo¨sung fu¨r die Rotation R bestimmt ist, ergibt sich die Translation t nach
Formel (3.5) als
t = cm −Rcd. (3.11)
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Die Transformationsscha¨tzung mit Hilfe von Orthonormal-Matrizen. Dieser Algorith-
mus a¨hnelt der ersten Methode, wurde aber unabha¨ngig von Horn, Hilden und Negahda-
ripour entwickelt [108]. Wiederum wird die Korrelationsmatrix H nach der Gleichung (3.8)
berechnet. Anschließend entwickelt man jedoch eine so genannte Polardekomposition, das
heißt H = PS, wobei S = (HTH)1/2 ist.
Satz 2. Seien die Matrizen H, S und P wie oben beschrieben definiert, dann ergibt sich die
optimale Rotation als
R = H
(
1√
λ1
u1u
T
1 +
1√
λ2
u2u
T
2 +
1√
λ3
u3u
T
3
)
, (3.12)
mit {λi} als Eigenwerte und {ui} als zugeho¨rige Eigenvektoren der Matrix HHT [108].
Beweis: Die Rotation, die den Fehler in Gleichung (3.2) minimiert, entspricht derjenigen
Orthonormalmatrix, die die Spur von RH (vgl. Formel (3.10)) maximiert. Der Algorithmus
muss wiederum das Maximum finden und dabei die Orthonormalita¨tsbedingung aufrechter-
halten. Die quadratische Matrix H la¨sst sich zerlegen in ein Produkt, bestehend aus einer
Orthonormalmatrix P und einer positiv semidefiniten Matrix S [108]. Die Matrix S ist ein-
deutig bestimmt. Falls H nicht singula¨r ist, ist auch P eindeutig berechenbar. Somit la¨sst
sich schreiben:
H = PS, (3.13)
wobei
S = (HTH)1/2
die positive definite Wurzel der symmetrischen Matrix HTH und
P = H(HTH)−1/2
eine Orthonormalmatrix ist. Es la¨sst sich u¨berpru¨fen, dass H = PS, ST = S und PTP = 1
gilt (vgl. Anhang A.1, Lemma 9).
Nun gilt es zu kla¨ren, wie sich die positiv definite Wurzel einer positiv definiten Matrix
berechnet. Dazu wird die Matrix HTH durch die Menge ihrer Eigenwerte {λi} und durch die
korrespondierende Menge orthonormaler Eigenvektoren {ui} dargestellt (siehe auch Anhang
A.1, Lemma 5):
HTH = λ1u1u
T
1 + λ2u2u
T
2 + λ3u3u
T
3 .
DaHTH positiv definit ist, sind die Eigenwerte positiv und die Wurzel reell. Die symmetrische
Matrix S konstruiert sich demnach wie folgt:
S =
√
λ1u1u
T
1 +
√
λ2u2u
T
2 +
√
λ3u3u
T
3 .
Der Beweis fu¨r den allgemeinen Fall ist in Anhang A.1, Lemma 7 gegeben. Da die Eigenvek-
toren orthonormal sind, gilt weiterhin
S2 = λ1u1u
T
1 + λ2u2u
T
2 + λ3u3u
T
3
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und mit jedem von 0 verschiedenen Vektor x
xSx = λ1(u1 · x)2 + λ2(u2 · x)2 + λ3(u3 · x)2 > 0.
Somit ist S positiv definit. Die Matrix S−1 la¨sst sich bestimmen, indem die Kehrwerte aus
den Eigenwerten berechnet werden (vgl. Anhang A.1, Korollar 3):
S−1 = (HTH)−1/2 =
1√
λ1
u1u
T
1 +
1√
λ2
u2u
T
2 +
1√
λ3
u3u
T
3 .
Dieser Ausdruck wird benutzt, um die Orthonormalmatrix
P = HS−1 = H(HTH)−1/2
zu errechnen.
Um nun die Spur Trace (RH) zu ermitteln, wendet man das oben beschriebene Verfahren an
und erha¨lt
Trace (RH) =Trace (RPS)
=
√
λ1 Trace
(
RPu1u
T
1
)
+
√
λ2 Trace
(
RPu2u
T
2
)
+
√
λ3Trace
(
RPu3u
T
3
)
.(3.14)
Folgendes Lemma besitzt Gu¨ltigkeit fu¨r die Spur jeder Matrix:
Lemma 2. Fu¨r alle Matrizen X und Y, fu¨r die die Produkte XY und YX eine quadratische
Matrix ergeben, gilt Trace (XY) = Trace (YX). 2
Fu¨r alle Summanden in (3.14) gilt demnach:
Trace
(
RPuiu
T
i
)
= Trace
(
uTi R
TPui
)
= Trace
(
RTui ·Pui
)
= RTui ·Pui.
Da die Vektoren ui der Konstruktion nach Einheitsvektoren und sowohl P als auch R or-
thonormale Matrizen sind, gilt RTui · Pui ≤ 1. Gleichheit ist genau dann gegeben, wenn
RTui = Pui (vgl. Anhang A.1, Lemma 4). Es folgt, dass
Trace (RPS) ≤
√
λ1 +
√
λ2 +
√
λ3 = Trace (S)
gilt. Demnach wird der Maximalwert von Trace (RPS) erreicht, wenn RTP = 1 bzw. R =
P (siehe auch Anhang A.1, Lemma 6 und Korollar 1). Die Orthonormalmatrix, die in der
Zerlegung (3.13) auftritt, ist somit die gesuchte Rotationmatrix und es gilt:
R = P = HS−1 = H(HTH)−1/2.
2
Die zugeho¨rige Translation ergibt sich nun wiederum durch t = cm −Rcd.
Die Transformationsscha¨tzung unter Verwendung des Einheitsquaternions. Die gesuch-
te Transformation la¨sst sich auch durch ein Verfahren, das auf Einheitsquaternionen beruht,
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berechnen. Diese Methode geht auf Horn zuru¨ck [107]. Das Einheitsquaternion ist eine Erwei-
terung der komplexen Zahlen auf 3 imagina¨re Anteile [103,104] und beschreibt eine Drehung
um den Winkel θ um eine Rotationsachse a = (ax, ay, az). Es ist der 4-Vektor
q˙ =


q0
qx
qy
qz

 =


cos(θ/2)
sin(θ/2) ax
sin(θ/2) ay
sin(θ/2) az

 , (3.15)
wobei q0 ≥ 0 und q20 + q2x + q2y + q2z = 1 bzw. q˙ · q˙ = 1 gilt. Des Weiteren besitzt jedes
Quaternion q˙ die Matrizendarstellungen Q und Q¯, mit
Q =


q0 −qx −qy −qz
qx q0 −qz qy
qy qz q0 −qx
qz −qy qx q0

 und Q¯ =


q0 −qx −qy −qz
qx q0 qz −qy
qy −qz q0 qx
qz qy −qx q0

 . (3.16)
Ein Vektor v = (vx, vy, vz)
T ∈ R3 wird durch ein Quaternion dargestellt, dessen erste Kom-
ponente 0 ist, also v˙ = (0, vx, vy, vz)
T . Der rotierte Vektor vrot entsteht durch die Links-
Multiplikation mit dem Quaternion q˙ und der Rechts-Multiplikation des konjugierten Qua-
ternions q˙∗. Fu¨r Einheitsquaternionen entspricht das Konjugieren dem Invertieren [144]. Fu¨r
vrot gilt:
v˙rot = q˙v˙q˙
∗ = (Qv˙)q˙∗ = QT (Qv˙) = (QTQ)v˙. (3.17)
Eine 3 × 3 Rotationsmatrix R la¨sst sich aus einem Einheitsquaternion nach dem folgenden
Schema berechnen [31,144]:
R =

 1− 2(q2y + q2z) 2(qxqy + qzq0) 2(qxqz + qyq0)2(qxqy − qzq0) 1− 2(q2x + q2z) 2(qyqz − qxq0)
2(qxqz + qyq0) 2(qyqz + qxq0) 1− 2(q2x + q2y)

 . (3.18)
Satz 3. Die Rotation, ausgedru¨ckt als Einheitsquaternion q˙, die (3.1) minimiert, entspricht
dem gro¨ßten Eigenwert der Kreuz-Kovarianz-Matrix
N =


(Sxx + Syy + Szz) (Syz + Szy) (Szx + Sxz) (Sxy + Syx)
(Syz + Szy) (Sxx − Syy − Szz) (Sxy + Syx) (Szx + Sxz)
(Szx + Sxz) (Sxy + Syx) (−Sxx + Syy − Szz) (Syz + Szy)
(Sxy + Syx) (Syz + Szy) (Szx + Sxz) (−Sxx − Syy + Szz)

 , (3.19)
mit Sxx =
∑Nm
i=1 m
′
ixd
′
ix, Sxy =
∑N
i=1 m
′
ixd
′
iy, . . . .
Beweis: Analog zur Argumentation aus den beiden bereits aufgefu¨hrten Verfahren kann
festgestellt werden, dass es genu¨gt, die Summe (3.9) zu maximieren. An dieser Stelle der
Herleitung kommen die Quaternionen zum Einsatz. Die Bestimmung der Rotationsmatrix R,
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die (3.9) maximiert, kann aufgefasst werden als das Finden des Einheitsquaternions q˙, das
den Ausdruck
N∑
i=1
m˙′i · (q˙d˙′iq˙∗) =
N∑
i=1
(q˙m˙′i) · (d˙′iq˙)
maximiert (vgl. Gleichung (3.17)). Seien nun M¯i und Di die Matrizen zu den Quaternionen
m˙′i und d˙
′
i analog zu (3.16). Nach (3.17) wird die zu maximierende Summe
N∑
i=1
(M¯iq˙) · (Diq˙)
bzw.
N∑
i=1
q˙TM¯iD
T
i q˙ = q˙
T
(
N∑
i=1
M¯iD
T
i
)
q˙.
Schreibt man nun die Matrizen fu¨r M¯i und Di, ergibt eine Rechnung:
q˙T
(
N∑
i=1
M¯iD
T
i
)
q˙
= q˙T


N∑
i=1


0 −m′ix −m′iy −m′iz
m′ix 0 m
′
iz −m′iy
m′iy −m′iz 0 m′ix
m′iz m
′
iy −m′ix 0




0 −d′ix −d′iy −d′iz
d′ix 0 −d′iz d′iy
d′iy d
′
iz 0 −d′ix
d′iz −d′iy d′ix 0


T

 q˙
= q˙TNq˙. (3.20)
Die Matrix N entsteht bei der Multiplikation. Folgendes Lemma zeigt, wie das Einheitsqua-
ternion, das (3.16) maximiert, bestimmt wird:
Lemma 3. Das Einheitsquaternion q˙ (es gilt q˙·q˙ = 1), das den Term q˙TNq˙ (3.20) maximiert,
ist der Eigenvektor zu dem gro¨ßten positiven Eigenwert der Matrix N [107].
Beweis: Die symmetrische Matrix N ist eine 4× 4 Matrix. Das bedeutet, dass N vier Eigen-
werte besitzt (λ1, λ2, λ3, λ4). Zu diesen Eigenwerten ko¨nnen vier Eigenvektoren (e˙1, e˙2, e˙3, e˙4)
konstruiert werden, so dass
Ne˙i = λie˙i fu¨r i = 1, 2, 3, 4 gu¨ltig ist.
Die Eigenvektoren spannen einen vierdimensionalen Vektorraum auf (sie sind linear unab-
ha¨ngig); also kann ein beliebiges Quaternion q˙ als Linearkombination
q˙ = α1e˙1 + α2e˙2 + α3e˙3 + α4e˙4
dargestellt werden. Da Eigenvektoren orthogonal sind, gilt:
q˙ · q˙ = α21 + α22 + α23 + α24.
Dies muss gleich 1 sein, da nach einem Einheitsquaternion q˙ gesucht wird. Weiterhin gilt
Nq˙ = α1λ1e˙1 + α2λ2e˙2 + α3λ3e˙3 + α4λ4e˙4,
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da e˙1, e˙2, e˙3, e˙4 Eigenvektoren von N sind. Daraus la¨sst sich schließen, dass
q˙TNq˙ = q˙ · (Nq˙) = α21λ1 + α22λ2 + α23λ3 + α24λ4
ist. Angenommen, die Eigenwerte seien der Gro¨ße nach sortiert, d.h. λ1 ≥ λ2 ≥ λ3 ≥ λ4,
dann folgt daraus die Ungleichung
q˙TNq˙ ≤ α21λ1 + α22λ1 + α23λ1 + α24λ1 = λ1.
Damit ist gezeigt, dass die quadratische Form niemals gro¨ßer als der gro¨ßte Eigenwert sein
kann. Bei der Wahl von α1 = 1 und α2 = α3 = α4 = 0 wird das Maximum erreicht und das
gesuchte Einheitsquaternion ist q˙ = e˙1 [107]. 2
2
Nach der Berechnung der Rotationsmatrix R ergibt sich die Translation als t = cm −Rcd.
Die Transformationsscha¨tzung mit Dualquaternion. Die gesuchte Transformation la¨sst sich
durch einen Algorithmus, der auf Dualzahlquaternionen beruht, berechnen. Die Wissenschaft-
ler Walker, Shao und Volz haben diese Methode 1991 entwickelt [207]. Im Gegensatz zu
den drei bereits vorgestellten Verfahren bestimmen sie die gesuchte Transformation in einem
Schritt und beno¨tigen nicht die Schwerpunkte, um die Berechnung der Rotation von jener
der Translation zu entkoppeln.
Das Quaternion q˙ (vgl. Formel (3.15)) ist der 4-Vektor (q0, qx, qy, qz)
T bzw. das Paar (q0,q)
T .
Ein Dualquaternion ˆ˙q besteht aus zwei Quaternionen q˙ und s˙, das heißt
ˆ˙q = q˙+ εs˙,
wobei eine spezielle Multiplikationsregel fu¨r ε definiert ist. Es gilt: ε2 = 0. Daru¨ber hinaus
sind die Matrixschreibweisen der Quaternionen wichtig (vgl. (3.16)):
Q =


q0 −qx −qy −qz
qx q0 −qz qy
qy qz q0 −qx
qz −qy qx q0

 =
(
q0 −qT
q q013×3 +Cq
)
, (3.21)
Q¯ =


q0 −qx −qy −qz
qx q0 qz −qy
qy −qz q0 qx
qz qy −qx q0

 =
(
q0 −qT
q q013×3 −Cq
)
. (3.22)
Die Matrix Cq ist demnach wie folgt definiert:
Cq =

 0 −qz qyqz 0 −qx
−qy qx 0

 . (3.23)
Eine starre 3D-Transformation (R, t) erfu¨llt die Bedingungen
q˙ · q˙ = 1 und q˙ · s˙ = 0. (3.24)
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Die Rotationsmatrix R kann als
R = (q20 − qTq)1+ 2qqT + 2q0Cq (3.25)
geschrieben werden, was a¨quivalent zu der Darstellung (3.18) ist. Der Translationsvektor ist
t = p, wobei p dem Vektoranteil des Quaternions p˙ entspricht, das sich durch
p˙ = Q¯T s˙ (3.26)
bestimmt. Der erste Eintrag p0 von p˙ ist dabei immer Null. Ein 3D-Vektor v = (vx, vy, vz)
T
∈ R3 wird wiederum durch ein Quaternion v˙ = (0, vx, vy, vz)T dargestellt, dessen erste Kom-
ponente 0 ist. Mit diesen Definitionen ist es einfach zu zeigen, dass folgende Gleichheit gilt:
Rx+ t = Q¯TQx˙+ Q¯T s˙. (3.27)
Satz 4. Die Transformation, bestehend aus Rotation und Translation, die die Fehlerfunktion
(3.1) minimiert, ist ein Eigenwertproblem einer 4×4 Matrixfunktion, die aus den Punktpaaren
gebildet wird.
Beweis: Mit obigen Definitionen des Dualquaternions la¨sst sich die Fehlerfunktion (3.2) um-
schreiben:
E(R, t) = E(q˙, s˙) =
1
N
[q˙TC1q˙+N s˙
T s˙+ s˙TC2q˙+ const.] ,
wobei die Terme C1,C2, und const. unter Verwendung der Quaternionendarstellung Mi und
Di, bzw. Cmi und Cdi fu¨r die 3D-Datenpunkte mi und di (vgl. (3.21), (3.22) und (3.23))
wie folgt definiert sind:
C1 = −2
N∑
i=1
MTi D¯i = −2
N∑
i=1
(
CmiCdi +mid
T
i −Cmidi
−mTi Cdi mTi di
)
,
C2 = −2
N∑
i=1
D¯i −Mi = −2
N∑
i=1
( −Cdi −Cmi di −mi
−(di −mi)T 0
)
,
const. =
N∑
i=1
(dTi di +m
T
i mi).
Fu¨gt man nun die Bedingungen fu¨r die Transformation (Gleichungen (3.24)) hinzu, wird die
Fehlerfunktion zu
E(q˙, s˙) =
1
N
[q˙TC1q˙+N s˙
T s˙+ s˙TC2q˙+ const. + λ1(q˙
T q˙− 1) + λ2(s˙T q˙) ; (3.28)
hierbei sind λ1 und λ2 Lagrangesche Multiplikatoren (siehe Anhang B.5). Um das Minimum
der Funktion zu bestimmen, werden die partiellen Ableitungen berechnet und diese Null
gesetzt:
∂E(q˙, s˙)
∂q˙
=
1
N
[
(C1 +C
T
1 )q˙+C
T
2 s˙+ 2λ1q˙+ λ2s˙
]
= 0 (3.29)
∂E(q˙, s˙)
∂q˙
=
1
N
[2N s˙+C2q˙+ λ2q˙] = 0. (3.30)
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Multipliziert man Gleichung (3.30) mit q˙, ergibt sich λ2 = −q˙TC2q˙ = 0, weil die Matrix C2
schiefsymmetrisch ist. Daher ist s˙ gegeben durch:
s˙ = − 1
2N
C2q˙. (3.31)
Mit (3.31) substituiert in Gleichung (3.29), folgt
Aq˙ = λ1q˙, mit A =
1
2
(
1
2N
CT2C2 −C1 −CT1
)
. (3.32)
Daher ist das Quaternion q˙ ein Eigenvektor der Matrix A und λ1 ist der korrespondierende
Eigenwert. Eine Substitution von (3.32) zuru¨ck in Gleichung (3.28) ergibt
E(q˙, s˙) =
1
N
(const.− λ1).
Somit ist der Fehler minimal, wenn der Eigenvektor mit dem gro¨ßten Eigenwert ausgewa¨hlt
wird.
Nachdem das Quaternion q˙ berechnet ist, la¨sst sich das Quaternion s˙ nach Gleichung (3.31)
bestimmen. Die gesuchte Rotation und Translation ergibt sich mit den Formeln (3.25) und
(3.26). 2
Lorusso et al. haben die vier Verfahren untersucht und miteinander verglichen [133]. Alle sind
in etwa gleich schnell (O(Anzahl der Punktpaare), mit a¨hnlichen Konstanten, optimal), besitzen
a¨hnliche Genauigkeiten (Rechnergenauigkeit) und Stabilita¨ten gegenu¨ber verrauschten Daten.
Die minimale Anzahl korrespondierender Punkte. Die Verfahren fu¨r die direkte Transfor-
mationsscha¨tzung berechnen mit wenigen Operationen aus den korrespondierenden Punkten die
Rotation R und Translation t, die die Formel (3.1) minimieren. In den 9 Eintra¨gen der Rota-
tionsmatrix R stecken wegen des Orthonormalita¨tszwangs nur drei unabha¨ngige Parameter: Die
Rotation um die x-, y- und z-Achse. Weitere 3 Parameter mu¨ssen fu¨r die Translation t errechnet
werden. Punktpaare in R3 induzieren 3 Gleichungen, weshalb theoretisch zwei Punktpaare not-
wendig sind, um eine optimale Transformation (R, t) zu errechnen. Da aber zwei Punkte co-linear
sind, ist die Rotation nicht eindeutig bestimmt und man beno¨tigt mindestens ein weiteres nicht
co-lineares Punktepaar [107].
Korrektur der Roboterpose. Abbildung 3.1 zeigt drei Schritte des ICP-Algorithmus. Die be-
rechneten Transformationen werden jeweils auf den zweiten, dunkleren Scan angewendet. Sind die
Rotation R und die Translation t, die zwei aufeinander folgende 3D-Scans ineinander u¨berfu¨hren,
bekannt, ko¨nnen diese auch dazu verwendet werden, die Pose des Roboters zu aktualisieren. Um
effizient rechnen zu ko¨nnen und den so genannten Gimbal-Lock [71] zu vermeiden, wird die Ro-
boterpose als 4 × 4 Matrix dargestellt, wobei die linke obere 3 × 3 Matrix die aktuelle Rotation
darstellt. Die Translation ist durch die ersten 3 Eintra¨ge der vierten Zeile gegeben. Somit la¨sst sich
die Aktualisierung der Roboterpose schreiben als:
Probot :=

 R 0
t 1

 ·Probot.
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Abbildung 3.1: Visualisierung der Iterationsschritte des ICP-Algorithmus. Die anfa¨ngliche Lage zweier
3D-Scans im AiS Robotik-Pavillon sowie die Lage der 3D-Scans nach der ersten, dritten und 15. Iteration
sind dargestellt. In jedem Iterationsschritt wird eine Rotation R und eine Translation t errechnet und auf
den zweiten 3D-Scan angewendet.
3.1.2 Experimentelle Untersuchung des Matchings zweier 3D-Scans
Punkt-Korrespondenzen. Der erste Schritt des ICP-Algorithmus bestimmt die Punkt-Korres-
pondenzen wi,j. Ein Schwellwert dmax fu¨r den maximal zula¨ssigen Punktabstand kommt dabei zum
Einsatz, d.h. es werden nur Punktpaare gebildet, wenn der Abstand kleiner als dmax ist. Setzt man
dmax = ∞, wird zu jedem Punkt in D der na¨chste in der Menge M bestimmt und fu¨r die Trans-
formationsberechnung genutzt. In diesem Fall kann man nachweisen, dass die Fehlerfunktion (3.1)
monoton abnimmt [31,144]. Jeweils alle Punktpaare in das Matching einzubeziehen, hat nachteilige
Auswirkungen auf die Qualita¨t des Scanmatchings: Da sich die 3D-Scans nur teilweise u¨berlappen,
werden immer auch Messpunkte einander zugeordnet, die nicht den gleichen Punkt im Raum be-
schreiben. Dadurch kommt es beim Minimieren von (3.1) zu einem fehlerhaften Scanmatching.
Setzt man nun einen geeignet gewa¨hlten Schwellwert dmax ein, so la¨sst sich erreichen, dass im letzten
Iterationsschritt des ICP-Algorithmus nur Punkte einander zugeordnet werden, die tatsa¨chlich den
gleichen Raumpunkt beschreiben. Abbildung 3.2 zeigt die Qualita¨t des Scanmatchings in Abha¨ngig-
keit des Schwellwertes dmax. Fu¨r die Bestimmung der Qualita¨t des Scanmatchings wurden zwei
3D-Scans im AiS Robotikpavillon (vgl. Abbildung 3.1) mit bekannter Pose aufgenommen. Diese
Referenzpose wurde mit Hilfe eines weiteren, vom 3D-Laserscanner unabha¨ngigen Messsystems be-
stimmt. Fu¨r das Experiment diente dazu ein Bandmaß. Somit ist der Referenzvergleich auf nur
3 freie Parameter (x, z, θ) beschra¨nkt. Dennoch la¨sst sich die Referenzpose mit dem Ergebnis des
Scanmatchings vergleichen. Folgende Funktion evaluiert die Qualita¨t des Scanmatchings:
e(x, z, θ) = ||(x, z) − (xref, zref)||+ γ ||θ − θref|| , (3.33)
mit xref = 120 cm, zref = 301 cm und θref = 45
◦ der Posea¨nderung relativ zum ersten 3D-Scan.
Folgende Kriterien spielen bei der Wahl von dmax eine Rolle:
1. Die Auflo¨sung des 3D-Scans: Der Abstand der Punkte innerhalb eines 3D-Scans hat Einfluss
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Abbildung 3.2: Qualita¨t des Scanmatchings in Abha¨ngigkeit des Schwellwertes dmax. Links: Die Fehlerfunk-
tion (3.33) und die Rechenzeit (Anzahl der ICP-Iterationen) fu¨r fu¨r die Startpose (x, y, θ) = (xref, yref, θref).
Rechts: Werte fu¨r die Startpose (x, y, θ) = (100 cm, 320 cm, 35◦).
auf die Wahl von dmax. Je gro¨ber die Auflo¨sung ist, desto gro¨ßer sollte auch dmax gewa¨hlt
werden. Der Schwellwert ist also auch hardwareabha¨ngig.
2. Die anfa¨ngliche Lage der 3D-Scans im Raum spielt bei der Wahl von dmax eine Rolle. Ist die
Startposition fu¨r das Scanmatching schlecht, kann ein großer Wert dmax dennoch zu einem
korrekten Ergebnis fu¨hren, da somit viele Punktpaare in die Transformationsbestimmung
eingehen.
3. Um ein mo¨glichst genaues Matching zu erhalten, sollte dmax klein gewa¨hlt werden.
Aus diesen Punkten ergibt sich folgende Strategie, die beim Matchen von zwei 3D-Scans angewendet
wird. Das Scanmatching startet mit einem großen maximalen Punktabstand, hier dmax = 25 cm.
Nach einer festen Anzahl von Iterationen (hier: 10) reduziert sich dieser Abstand auf 15 cm. Dadurch
sollen auch 3D-Scans mit großen Ungenauigkeiten in der Startpose mo¨glichst pra¨zise registriert
werden.
Ein weiterer Einfluss auf die Punktkorrespondenzen ergibt sich durch die Mo¨glichkeit, die Korre-
spondenzen mittels wi,j zu gewichten. Folgende Gewichtungen wurden in [144] untersucht:
1. Konstante Gewichte:
wi,j =


1 , wenn dj der na¨chste Punkt zu mi ist und der Abstand dieser Punkte
weniger als dmax betra¨gt,
0 , sonst.
2. Gewichte in Abha¨ngigkeit des Abstands:
wi,j =


1− ||mi−dj ||dmax , falls dj der na¨chste Punkt zu mi ist und
||mi − dj || < dmax,
0 , sonst.
3. Gewichte in Abha¨ngigkeit des Reflektionswerts:
wi,j =


1− |I(mi)− I(dj)| , falls dj der na¨chste Punkt zu mi ist und
||mi − dj || < dmax,
0 , sonst.
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Die Mo¨glichkeit, die Punktpaare zu gewichten, hat jedoch keinen wesentlichen Einfluss auf das
Scanmatching [144].
Robustheit / Einfluss der Startpose auf das Scanmatching. Um das Scanmatching von
3D-Scans erfolgreich auf Robotern einsetzen zu ko¨nnen, muss seine Robustheit untersucht wer-
den, d.h. es folgt eine Untersuchung, bis zu welchem Grad zwei 3D-Scans zusammengefu¨gt werden
ko¨nnen. Dazu wurden zwei 3D-Scans im AiS Robotikpavillon von bekannten, unterschiedlichen Po-
sen aus aufgenommen (vgl. Abbildung 3.1). Der zweite 3D-Scan wurde sukzessive verschoben und
das Scanmatching ausgefu¨hrt. Auf diese Weise lassen sich die Abweichungen in den Posen bestim-
men. Anschließend erlaubt ein Vergleich der Pose aus dem Scanmatching mit der bekannten die
Evaluation des Matchings.
Die Abbildungen 3.3 und 3.4 visualisieren beispielhaft die Ergebnisse. Die Posen aller Scans jeder
Grafik in Abbildung 3.3 sind um eine konstante Rotation gedreht; eingetragen sind die Fehler
in der berechneten Transformation bei ablesbarer Translation in x- und z-Richtung. Die hierbei
verwendete Fehlerfunktion ist wiederum (3.33).
Obwohl solche Referenzvergleiche nur 3 der 6 freien Parameter beru¨cksichtigen, lassen sich wichtige
Ergebnisse aus diesen Experimenten ableiten:
1. In der Regel ist ein Rotationsfehler schwieriger zu korrigieren als ein Fehler in der Translation.
Deshalb mu¨ssen die Sensorik oder die Verfahren, die die Inititalposition fu¨r das Scanmatching
liefern, mo¨glichst genau die Rotation des 3D-Scans bestimmen. Dies gilt fu¨r alle drei Euler-
winkel gleichermaßen, da der Scanmatchingalgorithmus diese prinzipiell nicht unterscheidet.
2. Die gescannte Raumgeometrie hat entscheidenden Einfluss darauf, ob das Scanmatching kor-
rekt ist. Fu¨hrt man ein a¨hnliches Referenzexperiment mit 3D-Scans aus, die in engen, geraden
Bu¨rofluren aufgenommen wurden, ergeben sich die in Abbildung 3.5 aufgefu¨hrten Startpo-
sen als diejenigen, von denen aus ein korrektes Scanmatching durchgefu¨hrt werden kann. In
diesem Fall ist also die Rotation nicht ganz so kritisch.
Die notwendige Rechenzeit fu¨r den ICP-Algorithmus ha¨ngt maßgeblich von der Bestimmung der
na¨chsten Punkte ab (naive Suche O(n2)). Das Registrieren nimmt selbst bei kleinen Punktmengen
etliche Stunden in Anspruch. Abhilfe garantieren die im Folgenden vorgestellten Algorithmen.
3.1.3 Datenreduktion fu¨r einen schnellen ICP-Algorithmus
Der erste Schritt des ICP-Algorithmus (vgl. Seite 12), die Bestimmung der Punktpaare, beno¨tigt
die meiste Rechenzeit. Bei einer naiven Suche betra¨gt die Komplexita¨t O(n2). Im Vergleich dazu
liegt der Berechnungsaufwand des Schrittes 2 in O(n), da sich die Fehlerfunktion in geschlossener
Form lo¨sen la¨sst. Auch Schritt 3 besitzt nur eine lineare Komplexita¨t. Die Gesamtlaufzeit wa¨chst
also analog der Suchdauer zur Bestimmung der Punktpaare.
Datenreduktion verringert den Zeitaufwand fu¨r das Matching. Verschiedene Verfahren, beispiels-
weise zufa¨llige oder uniforme Punktauswahl, bieten sich fu¨r die Reduktion an. Ausgefeilte, bessere
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Abbildung 3.3: Der Fehler e(x, z, θ) = ||(x, z)− (120, 301)||+γ ∣∣∣∣θ − pi
4
∣∣∣∣ des Scanmatchings in Abha¨ngigkeit
der Startpose des zu matchenden 3D-Scans. Die benutzte Referenzpose (x, y, θ) = (120, 301, pi
4
) wurde mit
einem Bandmaß gemessen.
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Abbildung 3.4: Startposen, die zu einem korrekten Scanmatching fu¨hren, in Zweitafelprojektion. Posen,
die einen Fehler e(x, z, θ) < 100 aufweisen (vgl. Formel (3.33)), sind eingezeichnet. Die Rotation hat einen
wesentlichen Einfluss darauf, ob zwei 3D-Scans zusammengefu¨gt werden ko¨nnen.
Abbildung 3.5: Links: Startposen, die zu einem korrekten Scanmatching fu¨hren, in Zweitafelprojektion.
Posen, die einen Fehler e(x, z, θ) < 100 aufweisen, sind eingezeichnet. Rechts: Die dazugeho¨rigen 3D-Scans
in Bu¨rofluren.
Verfahren sind die Punktwahl unter Beru¨cksichtigung der Normalen sowie das so genannte Ko-
varianzsampling [92, 172]. Das erste Auswahlverfahren selektiert Punkte so, dass die Oberfla¨chen-
normalen mo¨glichst in alle Richtungen zeigen. Beim Kovarianzsampling werden die Punktpaare
zuna¨chst uniform ausgewa¨hlt. Anschließend identifiziert der Samplingalgorithmus, der auf Levoy et
al. zuru¨ckgeht, die nicht-stabilen Punktpaare, indem er eine Kovarianzmatrix abscha¨tzt. Dadurch
la¨sst sich verhindern, dass zwei merkmalsarme 3D-Scans aneinander vorbeigeschoben werden (sli-
ding) [92].
Die hier vorgestellte Datenreduktion und Filterung beru¨cksichtigen das Verfahren der Scanaufnah-
me: Das radiale und kontinuierliche Messen durch den Laser. Jeder Messprozess, auch das Messen
mit dem 3D-Laserscanner, produziert verrauschte Daten. Außerdem ko¨nnen immer kleine Fehler
auftreten. Bei dem 3D-Laserscanner sind jene Fehler vergleichbar mit denen, die in der Bildverar-
beitung vorkommen [79]: Gauss-Rauschen und die so genannten Salz-und-Pfeffer-Fehler. Letztere
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Abbildung 3.6: Anwendung des Reduktions- und Medianfilters. Der Gla¨ttungsfilter beseitigt Kanten-
spru¨nge und fehlerhafte Daten. Der Reduktionsfilter reduziert die Datenmenge auf typischerweise 10%.
Links: Orginaldatenpunkte. Mitte: Daten nach Anwendung des Medianfilters. Rechts: Median und Reduk-
tionsfilterergebnis. Bemerkung: Die Punkte wurden mit Linien verbunden, um die Filtereffekte besser zu
demonstrieren. Die reduzierten und gefilterten Daten beschreiben die gescannte Oberfla¨che nahezu perfekt.
treten zum Beispiel an Kanten auf. Da der Laserstrahl einen relativ großen Durchmesser besitzt
(in 5 m zirka 10 cm), kommt es vor, dass er auf zwei Oberfla¨chen trifft und den mittleren Ent-
fernungswert als falschen Abstandswert ausgibt. Des Weiteren resultieren Reflexionen in falschen
Entfernungswerten. Filtert man die Daten nicht, ko¨nnen wenige fehlerhafte Daten zu vielen falschen
Punktpaaren und diese wiederum zu einem ungenauen 3D-Scanmatching fu¨hren.
Ein schneller Filter reduziert und gla¨ttet die Daten fu¨r den ICP-Algorithmus. Er besteht aus
Median- und Reduktionsfilter und wird auf jede 2D-Scanebene angewandt, die 181, 361 oder 721
Messpunkte entha¨lt [127]. Der Medianfilter entfernt die Ausreißer, die durch Salz-und-Pfeffer-Fehler
auftreten. Dabei ersetzt er Datenpunkte mit dem Median von n umgebenen Punkten. Diese lassen
sich effizient anhand ihrer Anordnung im 2D-Scan bestimmen, weil der Scanner die Messdaten
geordnet liefert (entgegen dem Uhrzeigersinn). Der Median wird mittels euklidischer Distanz zum
Scannerursprung bestimmt. Da der Filter nur Ausreißer entfernen und die anderen Messpunkte un-
vera¨ndert lassen soll, wird ein Messpunkt genau dann ersetzt, wenn die Differenz zwischen Median
und Messpunkt gro¨ßer als ein Schwellwert dmed ist. Der Medianfilter benutzt die Werte n = 7 und
dmed = 200 cm.
Die Datenreduktion geschieht mit folgendem einfachen Verfahren: Der 3D-Scanner sendet Laser-
strahlen radial aus, so dass eine Oberfla¨che, die sich in der Na¨he des Scanners befindet, durch sehr
viele Messpunkte abgetastet wird. Auf diese Weise lassen sich Messpunkte, die sich nahe am Scan-
ner befinden, in einem Datenpunkt zusammenfassen. Die Anzahl der so entstandenen reduzierten
Punkte ist in der Regel um eine Gro¨ßenordnung kleiner als die Originaldatenzahl.
Im Ergebnis enthalten die 2D-Scanschnitte Punkte mit einem Mindestabstand von beispielsweise
10 cm. Es ist fast unmo¨glich, Unterschiede zwischen den mediangefilterten sowie reduzierten Daten
und den Orginaldaten zu erkennen (vgl. Abbildung 3.6). Somit ist wie von Boulanger et al. [38]
gefordert, ein wichtiges Sampling-Kriterium erfu¨llt, d.h. die Tiefenbilder sind so reduziert, dass die
Oberfla¨chenstruktur (Mannigfaltigkeit) erhalten bleibt. Zusa¨tzlich zu dem beschriebenen Redukti-
onsfilter wird nur jeder m-te 2D-Scanschnitt fu¨r das Matching mit ICP-Algorithmus benutzt. m
ha¨ngt dabei von der Scanauflo¨sung ab. Fu¨r den 3D-Scanner typische Werte sind m = 3, 5, 6.
Die Algorithmen fu¨r das Gla¨tten und Reduzieren der Daten sind als Echtzeit-Algorithmen imple-
mentiert und laufen parallel zu der Datenaufnahme ab. Die Rechenzeit der Methoden liegt unter
der Zeit, in der eine Scanebene abgetastet wird (13 ms). Abbildung 3.7 zeigt einen 3D-Scan und
die zugeho¨rigen gefilterten und reduzierten Daten.
Dreidimensionale semantische Karten fu¨r autonome mobile Roboter
3.1. DAS REGISTRIEREN VON 3D-SCANS 29
Abbildung 3.7: 3D-Scan mit reduzierten, gefilterten Daten (vgl. Abbildung 3.1). Oben: Ansicht von vorne.
Unten: Ansicht von oben. Die Anzahl der Punkte wurde von 123101 (links) auf 10535 (rechts) reduziert und
die Punkte sind vergro¨ßert dargestellt.
3.1.4 Bestimmung der na¨chsten Punkte
Um die Rechenzeit fu¨r das Scanmatching zu reduzieren, muss die Suche nach dem na¨chsten Punkt
in der Menge M zu einem gegebenen Punkt pq ∈ D beschleunigt werden. Eine naive Implemen-
tierung betrachtet nacheinander alle Punkte in M . Daraus resultiert eine gesamte Rechenzeit von
O(|ND| |NM |), also O(n2). Die Datenreduktion aus dem letzten Abschnitt a¨ndert prinzipiell nichts
an diesem Laufzeitverhalten. Verschiedene Verfahren versprechen Abhilfe und lo¨sen das so genannte
Na¨chste-Punkt-Problem schneller. Formal gesehen besteht der Suchraum hierbei aus N Eintra¨gen,
die durch k reell-wertige Schlu¨ssel beschrieben werden, und einem Abstandsmaß, der Euklidischen
Distanz.
Bina¨re Suche. Im Fall k = 1 la¨sst sich die bina¨re Suche verwenden. Ein sortiertes Feld der
Eingabewerte wird aufgestellt, in dem in O(log n) Zeit im schlechtesten Fall der na¨chste
Punkt gefunden werden kann.
Verallgemeinerte Voronoi Diagramme. Ist die Dimension k = 2, kann ein Voronoi Diagramm
fu¨r die gegebene Punktmenge aufgestellt werden. Ein Voronoi Diagramm unterteilt die Ebene
in Zellen, so dass diese Zellen den na¨chsten Punkt bestimmen. Ein Punkt-Zelle-Lokalisierungs-
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algorithmus la¨sst sich benutzen, um diejenige Zelle zu finden, die den Anfragepunkt pq entha¨lt.
Damit ist der na¨chste Punkt bestimmt.
Falls die Dimension gro¨ßer als 2 ist, dann steigt die Komplexita¨t des Voronoi-Diagramms auf
O(n⌈k/2⌉).
TINN. Greenspan et al. geben eine Methode zur Bestimmung der na¨chsten Punkte an, die auf
der Dreicksungleichung (engl.: Triangle Inequality Nearest Neighbour) basiert [99]. Sie benut-
zen einen Referenzpunkt r. In einem Vorverarbeitungsschritt bestimmt ihr Algorithmus die
Distanzen aller Punkte p ∈ M zu r und speichert diese zusammen mit p in einer sortierten
Liste.
Zur Ausfu¨hrungszeit wird die Distanz vom Referenzpunkt r zum Anfragepunkt pq bestimmt.
Mit Hilfe dieser Distanz wendet man eine bina¨re Suche in der Liste an. Startend von dem so
gefundenen Kandidaten, wird die Liste in beide Richtungen durchlaufen und die Punkte pi
getestet, bis die Dreiecksungleichung
|Rq −Ri| ≤ Dqi ≤ Rq +Ri
fu¨r Dqi ein Minimum aufweist. Dabei ist Rq die euklidische Distanz des Anfragepunkts pq
zum Referenzpunkt r, d.h. Rq = ||pq − r|| [99]. Obwohl bina¨re Suche verwendet wird, ist die
Laufzeit des Verfahrens schlechter als die Suche in mehrdimensionalen Ba¨umen.
Die Zellenmethode. Im Unterschied zu den in den letzten beiden Unterabschnitten erla¨uter-
ten Methoden, die versuchen, die Suche fu¨r den schlechtesten Fall zu optimieren, betrachten
die nun folgenden Verfahren Erwartungswerte. Sie machen Annahmen u¨ber die Wahrschein-
lichkeitsverteilung der Eingabepunktmenge. Eine einfache Technik zur Lo¨sung des Na¨chste-
Punkt-Problems ist hier die Zellenmethode. Der k-dimensionale Raum der Schlu¨ssel wird
in kleine, gleich große, an den Koordinatenachsen ausgerichtete Zellen eingeteilt. In diesen
Zellen werden die Daten in Listen gespeichert. Eine Spiralsuche in den Zellen, die von der
Anfragezelle ausgeht, findet immer den na¨chsten Punkt [83,99,168].
Der Erwartungswert fu¨r die Performanz dieser Methode ha¨ngt von der angenommenen Punkt-
verteilung ab. Ist diese uniform, la¨sst sich beweisen, dass die Zellenmethode optimal ist [168].
Im Wesentlichen ha¨ngt die Suchzeit von der Anzahl der Punkte in den Zellen ab. Die spi-
ralfo¨rmige Suche um den Anfragepunkt herum kann nur beendet werden, wenn alle Zellen,
die na¨her oder in gleicher Entfernung zum Anfragepunkt liegen, durchsucht wurden. Die
Zellenmethode beno¨tigt Speicherplatz in der Gro¨ßenordnung O(dk) mit d proportional zur
ra¨umlichen Ausdehnung des Problems und ist daher selten fu¨r reale Probleme geeignet.
Die folgenden Abschnitte stellen Verfahren zur Bestimmung von na¨chsten Punkten vor, die auf
mehrdimensionalen bina¨ren Ba¨umen basieren. Hierbei spielt auch Approximation eine Rolle: Der
na¨chste Punkt wird nicht exakt bestimmt, sondern na¨herungsweise erfasst.
kD-Ba¨ume zur Lo¨sung des Na¨chste-Punkt-Problems
kD-Ba¨ume sind eine Generalisierung eines einfachen bina¨ren Suchbaums. Jeder Knoten eines kD-
Baums repra¨sentiert eine Aufteilung einer Punktmenge auf zwei Nachfolgerknoten. Demnach gibt
die Wurzel die gesamte Punktmenge an. Die Bla¨tter repra¨sentieren eine Partition der Punktmenge
in kleine, disjunkte Punktmengen. Die Mengen an den Bla¨ttern werden Buckets genannt. Des
Weiteren entha¨lt jeder Knoten des kD-Baums die Grenzen der gespeicherten Punktmenge. Eine
effiziente Implementierung ist in [144] angegeben.
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Abbildung 3.8: Aufbau eines kD-Baums, hier k = 2. Nachdem der Quader gefunden wurde, der die
Punktmenge umschließt, wird die Menge partitioniert. Rekursiv werden weitere Trennlinien eingefu¨gt. Ist
bei einer Suche im kD-Baum der Abstand zum na¨chsten Punkt im Blatt gro¨ßer als der zur Bucket-Grenze
(Ball-Within-Bounds-Test), muss Backtracking durchgefu¨hrt werden.
Abbildung 3.9: Visualisierung eines kD-Baums, k = 3. Die Abbildung korrespondiert mit dem 3D-Scan aus
Abbildung 3.7. Aufgetragen ist die (x, y)-Projektion zweier Schnitte. Links: z = 100 cm. Rechts: z = 550 cm.
Aufbau eines kD-Baums. In k Dimensionen enthalten die Eintra¨ge k Schlu¨ssel. Jeder dieser
Schlu¨ssel kann in einem inneren Baumknoten dazu dienen, die Datenmenge zu teilen. Diese so
genannten Teiler werden im Original-kD-Baum, wie von Bentley 1975 vorgeschlagen [28], anhand
der Tiefe der inneren Knoten gewa¨hlt: Die Teilerdimension D fu¨r jede Tiefe erha¨lt man durch
zyklische Auswahl aus den Dimensionen: D = L mod k+1, mit der aktuellen Tiefe des Baums L.
Fu¨r die Wurzel gilt: L = 0. Anschließend bestimmt Bentley den Teiler zufa¨llig aus der Punktmenge.
Die Teilerdimension und der Teiler definieren eine Hyperebene im k-dimensionalen Raum. Die
Daten werden nun gema¨ß ihrer Lage zu dieser Ebene auf die beiden So¨hne des Knotens aufgeteilt
und es entsteht die Partitionierung. Der kD-Baum wird solange aufgebaut, bis die Punktmenge in
einem Knoten ein bestimmtes Limit b unterschreitet. Die Bla¨tter des Baums enthalten die Punkte.
Abbildung 3.8 veranschaulicht den Aufbau eines kD Baums.
Fu¨r 3D-Datenwerte ist k = 3. Der 3D-Baum entha¨lt Separierungsebenen, die parallel zu der
(x, y, 0)-, (0, y, z)- oder (x, 0, z)-Ebene verlaufen. Datenpunkte links neben der Ebene werden im
linken Teilbaum gespeichert, wa¨hrend Punkte rechts neben der Ebene im zweiten Teilbaum abgelegt
werden. Abbildung 3.9 zeigt zwei Schnitte durch einen kD-Baum. Dabei wurden die 3D-Scandaten
aus Abbildung 3.7 verwendet.
Suche in einem kD-Baum. Der Suchalgorithmus fu¨r kD-Ba¨ume ist eine rekursive Prozedur.
Das Argument der Prozedur ist der aktuelle zu analysierende Knoten, also wird die Wurzel als
Startwert u¨bergeben. Die Suche nach dem na¨chsten Punkt fu¨r einen gegebenen Punkt pq besteht
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aus dem Vergleich von pq mit der Teilerdimension und dem Teiler, d.h. im Fall k = 3 mit der
entsprechenden Separierungsebene. Dadurch bestimmt der Suchalgorithmus, in welchem Nachfol-
gerknoten weitergesucht werden muss und setzt die Suche dort fort. Dies wird solange wiederholt,
bis ein Blatt, das den na¨chsten Datenpunkt pb entha¨lt, erreicht ist. In den Bla¨ttern muss der
Algorithmus alle Punkte betrachten. Es ist allerdings mo¨glich, dass der na¨chste Punkt in einem
anderen Blatt liegt. Dieser Fall ist zu untersuchen, falls der Abstand zwischen pq und der Grenze
der Region des Blattes kleiner ist als der Abstand ||pq − pb||. Es tritt Backtracking auf, bis alle
Bla¨tter analysiert wurden, die im Radius ||pq − pb|| liegen. Diese Bedingung ist als Ball-Within-
Bounds bekannt [28, 83, 98]. Abbildung 3.8 zeigt den Fall des Backtrackings. Da der Abstand zu
dem na¨chsten Punkt gro¨ßer ist als der Abstand zum Rand des Blattes, mu¨ssen weitere Bla¨tter
untersucht werden. Im abgebildeten Beispiel muss bis zur Wurzel des kD-Baums zuru¨ckgegangen
werden.
Der optimierte kD-Baum
Das Ziel der Optimierung ist, die erwartete Anzahl von Bla¨ttern, die untersucht werden muss, zu
minimieren. Die vera¨nderbaren Parameter der inneren Knoten sind die Teilerdimension und der
Teiler sowie die Anzahl der Daten in den Bla¨ttern b.
Die Lo¨sung einer Optimierung ha¨ngt in der Regel von der Verteilung
(b)
(a)
Abbildung 3.10: Par-
titionierung einer Punkt-
menge. Die Anwendung des
Teilers (b) resultiert in ei-
ner kompakten Aufteilung.
der Punkte im kD-Baum und der Anfragepunkte ab. Fu¨r gewo¨hnlich
hat man keine Information u¨ber die Anfrage und sucht daher nach ei-
nem Verfahren, das ausschließlich die Verteilung der gegebenen Punk-
te beru¨cksichtigt. Fu¨r alle mo¨glichen Anfragen funktioniert ein solches
Verfahren gut; es wird aber nicht optimal fu¨r eine spezielle Anfrage
sein [83]. Weiterhin kann man die Teilerdimension und den Teiler nur
mit Hilfe des Punktmengenteiles bestimmen, der dem aktuellen Kno-
ten zugeordnet ist. Dies ermo¨glicht erst den rekursiven Aufbau des kD-
Baums und vermeidet eine allgemeine Optimierung des Bina¨rbaums. Ei-
ne solche allgemeine Optimierung ist als NP-vollsta¨ndig bekannt [111].
Unter diesen beiden Restriktionen ko¨nnen die Teilerdimension und der
Teiler an jedem inneren Knoten bestimmt werden. Die Information fu¨r
den Suchalgorithmus besteht in der Identifizierung der Punkte, die den
beiden Nachfolgerknoten zugeordnet sind. Sie ist in einem bina¨ren Such-
baum maximal, falls beide Alternativen gleich wahrscheinlich sind. Da-
her sollte jeder Eintrag die gleiche Wahrscheinlichkeit besitzen, auf einer
Seite der Partition zu sein. Dieses Kriterium impliziert, dass die Parti-
tion am Median der Punktmenge verlaufen sollte.
Der Suchalgorithmus kann Teilba¨ume ausschließen, wenn der Ball-
Within-Bounds-Test fehlschla¨gt, d.h. wenn die Distanz zur Partitionierungsebene gro¨ßer ist als
der Radius zum na¨chsten Punkt (vgl. Abbildung 3.8). Die Wahrscheinlichkeit einer Aufteilung, bei
der Teilba¨ume ausgeschlossen werden ko¨nnen, ist maximal, wenn die Punktmenge parallel zu einem
Schlu¨ssel geteilt wird, der den gro¨ßten Wertebereich aufweist. Abbildung 3.10 zeigt eine Punktmen-
ge und zwei mo¨gliche Partitionierungen: Im Fall der Aufteilung nach (b) tritt seltener Backtracking
auf, da der durchschnittliche Punkt-Trennlinie-Abstand gro¨ßer ist als bei einer Teilung nach (a).
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Performanzanalyse. Der optimierte kD-Baum ist ein kD-Baum, bei dem die Teilerdimension
anhand der gro¨ßten Spannweite der Werte bestimmt und der Median als Teiler benutzt wird. Der
Rechenaufwand fu¨r den Aufbau des optimierten kD-Baums la¨sst sich wie folgt abscha¨tzen: In jeder
Baumtiefe mu¨ssen alle Schlu¨ssel untersucht werden. Dies beno¨tigt Berechnungen proportional zu
kN . Die Tiefe des Baums ist logN ; daher ist die Zeit fu¨r den Aufbau in O(kN logN), wie sich
leicht durch Lo¨sen der Rekursionsformel TN = 2TN/2 + kN besta¨tigen la¨sst.
Der Erwartungswert der Suchzeit la¨sst sich in einem geometrischen Kontext bestimmen. Repra¨sen-
tiere pi = (pi(1), pi(2), . . . , pi(k)) die Schlu¨sselwerte fu¨r den i-ten Datenpunkt in einem k-dimensio-
nalen Raum. Die gesamte Menge von Daten besteht aus solchen Punkten, ebenso wie die Anfrage,
die mit pq bezeichnet sei. Die Performanz des optimierten kD-Baums ha¨ngt von der Anzahl der zu
untersuchenden Bla¨tter ab und diese wiederum ko¨nnte von der Gesamtzahl der Punkte im Baum
N , der Dimensionalita¨t k und der Anzahl der Punkte in den Bla¨ttern b abha¨ngen. Friedman et al.
beweisen, dass die ersten beiden Parameter keine Rolle spielen [83].
Satz 5. Die Zeit fu¨r eine Suche nach den m na¨chsten Punkten in einem optimierten kD-Baum ist
logarithmisch zu der Anzahl der Punkte N im Baum [83].
Beweis: Sei Sm(pq) die kleinste Region in dem Koordinatensystem mit Zentrum pq, die genau die
m na¨chsten Punkte zu pq entha¨lt:
Sm(pq) ≡ {p | ||p− pq|| ≤ ||pq − pm||},
wobei pm der m-te na¨chste Nachbar von pq ist [83]. Das k-dimensionale Volumen vm(pq) dieses
Balls berechnet sich durch
vm(pq) =
∫
Sm(pq)
dp.
Die Wahrscheinlichkeit um(pq) fu¨r einen Punkt in dieser Region ist definiert als
um(pq) ≡
∫
Sm(pq)
p(p) dp, mit 0 ≤ um(pq) ≤ 1. (3.34)
Es kann bewiesen werden, dass die Wahrscheinlichkeitsverteilung von um(p) einer Beta-Verteilung
B(m,N) entspricht [83,91], was bedeutet, dass
p(um) =
N
(m− 1)!(N −m)!(um)
m−1(1− um)N−m
unabha¨ngig von der Wahrscheinlichkeitsdichte der Punkte p(p) und der verwendeten Norm ist. Der
Erwartungswert dieser Verteilung berechnet sich als
E[um] =
∫ 1
0
um p(um) dum =
m
N + 1
. (3.35)
Dieses Ergebnis bedeutet, dass jedes kompakte Volumen, das genau m Punkte entha¨lt, im Durch-
schnitt eine Wahrscheinlichkeit m/(N + 1) besitzt.
Fu¨r die weiteren Betrachtungen nimmt man an, dass N groß und Sm(pq) klein ist. Daher kann die
Wahrscheinlichkeitsverteilung p(p) als ungefa¨hr konstant innerhalb der Region Sm(pq) angenom-
men werden [83]. Die Gleichung (3.34) la¨sst sich somit durch
um(pq) ≈ p¯(pq)vm(pq)
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und die Gleichung (3.35) durch
E[vm(pq)] ≈ m
N + 1
1
p¯(pq)
(3.36)
approximieren. Hierbei ist p¯(pq) die konstante Wahrscheinlichkeitsdichte u¨ber der kleinen Region
Sm(pq), die immer ungleich Null ist. Nun beru¨cksichtigt man die Art und Weise des Aufbaus des
optimierten kD-Baums. Da der Algorithmus den Median als Teiler benutzt, kann angenommen
werden, dass jedes Blatt anna¨hernd gleich viele Datenpunkte entha¨lt, und zwar b Punkte. Die
Wahl der Teilerdimension mit der gro¨ßten Spannweite stellt sicher, dass die Datenpunkte in den
Bla¨ttern kompakt sind (vgl. Abbildung 3.10). Die erwartete geometrische Form der Bla¨tter ist
hyperkubisch mit der Kantenla¨nge gleich der k-ten Wurzel des Volumens der Bla¨tter. Des Weiteren
sind die Kanten parallel zu denen des Koordinatensystems. Aus Gleichung (3.36) la¨sst sich das zu
erwartende Volumen eines Blattes bestimmen:
E[vb(pb)] ≈ b
N + 1
1
p¯(pb)
, (3.37)
wobei pb den Punkt darstellt, der das Blatt im Koordinatenraum lokalisiert.
Sei nun der kleinste Hyperkubus mit Kanten parallel zu den Koordinatensystemachsen gegeben,
der die Region Sm(pq) vollsta¨ndig entha¨lt. Das Volumen jenes Hyperkubus Vm(pq) ist proportional
zu vm(pq). Die Proportionalita¨tskonstante g(k) ha¨ngt dabei von der Dimensionalita¨t k ab [83]. Es
gilt:
Vm(pq) = g(k) vm(pq) und (3.38)
E[Vm(pq)] =
m
N + 1
g(k)
p¯(pq)
. (3.39)
Um nun die erwartete Anzahl von Bla¨ttern zu bestimmen, die der Suchalgorithmus betrachtet,
ist es notwendig, die durchschnittliche Anzahl der Bla¨tter l¯ zu berechnen, die sich mit der Region
Sm(pq) u¨berlappen. Diese Anzahl wird nach oben durch die durchschnittliche Anzahl der Bla¨tter
L¯ begrenzt, die den Hyperkubus Sm(pq) umschließen. Letztere durchschnittliche Anzahl bestimmt
sich als
L¯ =
(
em(pq)
eb(pq) + 1
)k
. (3.40)
em(pq) ist hierbei die Kantenla¨nge des Hyperkubus, der Sm(pq) entha¨lt und eb(pq) die Kantenla¨nge
der benachbarten hyperkubischen Bla¨tter. Die Kantenla¨nge eines Hyperkubus errechnet sich als die
k-te Wurzel des zugeho¨rigen Volumens; bezieht man die Gleichungen (3.37) – (3.40) ein, so ergibt
sich
l¯ ≤ L¯ =
((m
b
g(k)
)1/k
+ 1
)k
als obere Grenze fu¨r die durchschnittliche Anzahl der Bla¨tter, die mit dem konstanten Ball Sm(pq)
u¨berlappen. Da die Zahl der Daten in jedem Blatt b ist, folgt als obere Schranke R¯ fu¨r die durch-
schnittliche Anzahl der Daten, die untersucht werden:
R¯ ≤ bL¯ = b
((m
b
g(k)
)1/k
+ 1
)k
. (3.41)
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Abbildung 3.11: Zeiten fu¨r das Scanmatching in Abha¨ngigkeit von der Anzahl der Datenpunkte im kD-
und BD-Baum.
Gleichung (3.41) stellt zwei Ergebnisse zur Verfu¨gung. Erstens: Wird mit Hilfe von b R¯ minimiert,
erha¨lt man als Resultat b = 1. Dies bedeutet, dass die Bla¨tter genau einen Datenpunkt enthalten
sollten, um die Suche in einem optimierten kD-Baum mo¨glichst schnell durchzufu¨hren. In der Praxis
zeigt sich jedoch, dass etwas gro¨ßere Werte von b bessere Performanz liefern. Abbildung 3.11 zeigt
bei einem kD-Baum ein Minimum bei etwa 10 Datenpunkten pro Blatt. Zweitens: Die erwartete
Anzahl von Bla¨ttern, die untersucht werden mu¨ssen, ist sowohl unabha¨ngig von der Anzahl der
Daten N , die der kD-Baum speichert, als auch unabha¨ngig von der Wahrscheinlichkeitsverteilung
der Schlu¨ssel p(p).
Diese Ergebnisse lassen sich intuitiv verstehen: Der kD-Baum Algorithmus verfolgt das Ziel, den
U¨berlappungsbereich mit einem Volumen zu minimieren. Also muss die Partitionierung so fein
wie mo¨glich sein. Dass kein Zusammenhang zwischen der Anzahl der Bla¨tter, die untersucht wer-
den mu¨ssen, und der Datenmenge N bzw. der Verteilung der Schlu¨ssel besteht, ist eine direkte
Konsequenz aus dem Aufbaualgorithmus fu¨r den optimierten kD-Baum. Die Partitionierung er-
folgt na¨mlich so, dass jedes Blatt die gleiche Wahrscheinlichkeit hat, die Region Sm(pq) mit den
m na¨chsten Punkten zu enthalten. Genauer: Die Partitionierung erfolgt so, dass die geometrische
Struktur kompakt wird und jedes Blatt gleich viele Daten umfasst. Die Abha¨ngigkeit des Blattvolu-
mens von der Menge der Daten und der Verteilung der Schlu¨ssel ist identisch zu der fu¨r die Region
Sm(pq), die die m na¨chsten Punkte entha¨lt. Wenn die gesamte Datenmenge vergro¨ßert oder die
lokale Schlu¨sseldichte erho¨ht wird, sinkt das Volumen der Blattregionen und das Volumen, das die
m na¨chsten Punkte umschließt genau mit der selben Rate, so dass die Anzahl der u¨berlappenden
Bla¨tter l¯ konstant bleibt.
Da nur konstant viele Bla¨tter untersucht werden mu¨ssen, ko¨nnen na¨chste Punkte in logarithmischer
Zeit gefunden werden. Der kD-Baum ist ein balancierter bina¨rer Baum. Die Zeit, die beno¨tigt wird,
um von der Wurzel zu den Bla¨ttern abzusteigen, verha¨lt sich logarithmisch zu der Anzahl der
Knoten, die direkt proportional zu der Datenmenge N ist. Der Aufwand fu¨r das Backtracking ist
im Mittel proportional zu l¯ und unabha¨ngig von N . Daher ko¨nnen die m na¨chsten Punkte bzw.
der na¨chste Punkt in logarithmischer Zeit gefunden werden. 2
Bestimmung des Medians
Die Analyse des optimierten kD-Baums gelingt, weil die jeweiligen Punktmengen amMedian gespal-
ten werden. Dadurch ist sichergestellt, dass sich die Punkte immer gleichma¨ßig auf die Nachfolger-
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Abbildung 3.12: Der (1 + ε)-approximierte na¨chste Nachbar. Die grau eingefa¨rbte Zelle muss nicht unter-
sucht werden, da der Punkt p bereits das Approximationskriterium erfu¨llt.
Knoten verteilen. Die Bestimmung des Medians muss in linearer Zeit geschehen, damit der Baum
in O(N logN) Zeit aufgebaut werden kann. U¨berraschenderweise lo¨st folgender einfache Algorith-
mus das Problem randomisiert. A[p,...,r] ist dabei das Eingabefeld; das i-kleinste Element wird
zuru¨ckgegeben [56]:
Randomized -Select(A,p,r,i)
if (p == r) return A[p];
q = Randomized -Partition(A,p,r)
k = q - p + 1;
if (i <= k) return Randomized -Select(A,p,q,i)
else return Randomized -Select(A,q+1,r,i-k)
Die Funktion Randomized-Partition teilt das Feld A in zwei nicht leere Teilfelder, so dass jedes
Element des Feldes A[p,...,q] kleiner als jedes Element im Feld A[q,...,r] ist. Eine Analyse
des Algorithmus zeigt, dass im schlechtesten Fall Θ(n2) Zeit beno¨tigt wird, im Mittel jedoch nur
Θ(n) [56].
In [56] findet sich auch ein deterministischer Θ(n)-Algorithmus fu¨r die Bestimmung des Medians.
Der Algorithmus benutzt ein deterministisches Verfahren, um ein
”
gutes“ Pivot-Element zur Be-
rechnung der Partitionierung zu finden. Er besitzt jedoch sehr große Konstanten, so dass er in der
Praxis Vorteile nur bei sehr großen Punktmengen und ungu¨nstigen Punktverteilungen liefert.
Approximative Bestimmung der na¨chsten Punkte
Greenspan und Yurick haben 2003 den approximierten kD-Baum (Apx-kD-Baum) fu¨r den ICP-
Algorithmus benutzt [98]. Der Aufbau des Apx-kD-Baums erfolgt genau wie jener des optimierten
kD-Baums. Die Idee der Approximation ist, bei der Suche den na¨chsten Punkt pa durch den
na¨chsten Punkt im Blatt pb anzuna¨hern, wo sich der Anfragepunkt p befindet. Da pb nur durch
Tiefensuche bestimmt wird, entfallen der Ball-Within-Bounds-Test und das Backtracking [98,153].
Greenspan und Yurick haben gezeigt, dass der ICP-Algorithmus ein lokales Minimum erreicht, das
in der Na¨he von jenem liegt, das mit Backtracking erzielt wird.
Dieser Apx-kD-Baum wird in O(N logN) Zeit aufgebaut. Eine Suche beno¨tigt O(logN) Zeit.
Zusa¨tzlich zu der beschriebenen Approximation gibt es die Mo¨glichkeit, den Mittelwert der Punkte
in einem Blatt als na¨chsten Punkt zuru¨ckzugeben. Dadurch wird die Approximation zwar gro¨ber,
aber auch die Laufzeit nochmals reduziert [153].
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Ein Nachteil der beschriebenen Verfahren ist, dass keine Zusicherungen bezu¨glich der Qualita¨t der
Approximation gemacht werden. Arya et al. fu¨hren 1993 folgende Notation ein [22]: Gegeben sei
ein ε > 0. Dann sei der Punkt p ∈ D der (1 + ε)-approximierte na¨chste Nachbar von pq, falls
||p− q|| ≤ (1 + ε) ||p∗ − q|| ,
wobei p∗ den wahren na¨chsten Nachbarn zu q darstellt. Mit anderen Worten: p ist innerhalb eines
relativen Fehlers von ε vom wahren na¨chsten Punkt. Die Suche in einem kD-Baum muss unter
Verwendung dieser Notation den jeweils na¨chsten Punkt p, der bisher gefunden wurde, mitproto-
kollieren. Die Suche wird erst beendet und p als na¨chster Punkt angegeben, wenn der Abstand der
noch zu untersuchenden Bla¨tter den Wert ||pq − p|| /(1 + ε) u¨bersteigt (vgl. Abbildung 3.12). Ab-
bildung 3.15 zeigt das Laufzeitverhalten der Suche nach na¨chsten Punkten mittels approximativer
Bestimmung in Abha¨ngigkeit von ε und der Anzahl der Datenpunkte in den Bla¨ttern.
BD-Ba¨ume zur Bestimmung der na¨chsten Punkte
Arya et al. [23] liefern 1998 einen optimalen Algorithmus fu¨r das Auffinden von approximierten
na¨chsten Nachbarn fu¨r feste Dimensionen. Der Algorithmus benutzt einen balancierten Box-Dekom-
positions-Baum (engl.: balanced box-decomposition tree) (BD-Baum) als prima¨re Datenstruktur.
Der BD-Baum kombiniert zwei wichtige Eigenschaften geometrischer Datenstrukturen. Erstens
nimmt die Kardinalita¨t der Punkte, die auf einem Pfad durch den Baum liegen, exponentiell ab.
Dies ist auch beim optimierten kD-Baum der Fall. Zweitens wird das Seitenverha¨ltnis, das aus der
La¨nge der la¨ngsten Seite und der La¨nge der ku¨rzesten Seite besteht, durch eine Konstante begrenzt.
Ein Quadtree ist beispielsweise eine Datenstruktur, die auch diese Eigenschaft aufweist [23]. Diese
Zusicherung macht der kD-Baum nicht.
Aufbau eines BD-Baums. Ein BD-Baum wird konstruiert durch die wiederholte Anwendung
zweier Operationen: Teilen (engl.: splits) und Zusammenziehen (engl.: shrinks) [23]. Sie teilen die
Datenmenge auf zwei Nachfolgeknoten auf. Es entsteht ein bina¨rer Baum. Die Teilen-Operation
benutzt eine Hyperebene, die entlang der Koordinatensystemachsen orientiert ist. Die Datenmen-
ge wird also genau wie beim optimierten kD-Baum geteilt. Bei der Zusammenziehen-Operation
entsteht die Partitionierung in zwei disjunkte Teile, indem eine Box bestimmt wird, die von dem
Rest subtrahiert wird. Hierbei kommt eine mengentheoretische Differenz zum Einsatz. Abbildung
3.13 zeigt schematisch den Aufbau eines BD-Baums, Abbildung 3.14 gibt einen BD-Baum wieder,
dessen korrespondierender kD-Baum in Abbildung 3.9 angegeben ist.
Suche in einem BD-Baum. Die Suche in einem BD-Baum erfolgt analog zu jener im kD-Baum,
d.h. es wird zuerst das Blatt bestimmt, in dem sich der Anfragepunkt pq befindet. Anschließend wird
der Ball-Within-Bounds-Test angewandt und Backtracking ausgefu¨hrt, bis alle mo¨glichen Bla¨tter
durchsucht wurden. Eine approximative Bestimmung ist ebenfalls mo¨glich.
Fu¨r die Suche in einem BD-Baum beweisen S. Ayra et al. die Optimalita¨t, d.h. den folgenden
Satz [23]:
Satz 6. Sei S eine Menge mit nDatenpunkten ausRk. Es gibt eine Konstante ck,ε ≤ k⌈1+6k/ε⌉k , so
dass es in O(kn log n) Zeit mo¨glich ist, eine Datenstruktur, na¨mlich den BD-Baum, zu konstruieren
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Zusammenziehen
Zusammenziehen
Teilen
(a) (b) (c)
Abbildung 3.13: Schematische Darstellung eines BD-Baums [23]. (a) Gegebene Punktmenge in R2, (b)
Aufteilung der Punktmenge. (c) BD-Baum mit zwei Zusammenziehen- und einer Teilen-Operation.
Abbildung 3.14: Visualisierung eines BD-Baums, k = 3. Die Abbildung korrespondiert mit dem 3D-
Scan aus Abbildung 3.7. Aufgetragen ist die (x, y)-Projektion zweier Schnitte. Links: z = 100 cm. Rechts:
z = 550 cm.
und folgende Bedingung erfu¨llt ist: Bei gegebenen ε > 0 und q ∈ Rk kann ein (1+ε)-approximierter
na¨chster Nachbar von pq in Zeit O(ck,ε log n) bestimmt werden.
Beweis: Siehe [23]. 2
Die Hoffnung bei einer Suche im BD-Baum ist, dass weniger Operationen no¨tig sind, um den
na¨chsten Punkt zu bestimmen, als beim kD-Baum. Durch das Zusammenziehen sollte es mo¨glich
sein, sich schnell auf Bereiche mit hohen Punktdichten zu konzentrieren. Die Abbildungen 3.11 und
3.15 zeigen die Zeiten fu¨r das Scanmatching mit einem kD-Baum, einem BD-Baum und den appro-
ximierenden Varianten. Die approximierenden Versionen sind wesentlich schneller als die pra¨zisen.
Des Weiteren ist zu erkennen, dass mit einigen Ausnahmen der kD-Baum performanter ist als der
BD-Baum. Abbildung 3.16 zeigt fu¨r einige ε-Approximationswerte und fu¨r verschiedene Datenan-
zahlen in den Bla¨ttern b diejenigen Startposen, die trotz der Approximation zu einem korrekten
Scanmatching fu¨hren.
3.2 Matching mehrerer 3D-Scans
Das Digitalisieren von Umgebungen erfordert die Aufnahme und das Registrieren mehrerer 3D-
Scans. Nach dem Registrieren muss die Szene konsistent sein. In der Robotik spricht man in diesem
Zusammenhang vom Problem der gleichzeitigen Lokalisation und Kartierung (engl.: simultaneous
localization and mapping (SLAM)). Die im Folgenden vorgestellten Algorithmen, die auf dem bereits
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Abbildung 3.15: Zeiten fu¨r das Scanmatching in Abha¨ngigkeit von der Anzahl der Datenpunkte im ap-
proximierenden kD- und BD-Baum. Ergebnisse fu¨r ε = 1, ε = 5, ε = 10, ε = 50.
beschriebenen Scanmatching basieren, erlauben das Erstellen einer 3D-Karte, wobei die Roboter-
pose PRoboter in allen 6 Freiheitsgraden (x, y, z, θx, θy, θz) korrigiert wird. Der hieraus resultierende
Ansatz wird 6D-SLAM genannt [153,194,195].
Beim Registrieren von n Mengen mit 3D-Messpunkten zu einem konsistenten Modell handelt es
sich um ein aktuelles Forschungsgebiet, in dem bereits einige Lo¨sungsansa¨tze pra¨sentiert wurden
[27, 36, 59, 66, 167, 188]. Eine sehr einfache Methode fu¨r das Registrieren mehrerer 3D-Scans ist
das paarweise Matching. Auf zwei nacheinander aufgenommene 3D-Scans wird jeweils der iterative
Algorithmus der na¨chsten Punkte (ICP) angewendet. Der zweite Scan benutzt zum Registrieren
die Daten des ersten Scans, der dritte Scan die Daten des zweiten Scans, u.s.w. Bei einem solchen
paarweisen Matching kumulieren allerdings Fehler. Da das Scanmatching vorangegangener Scans
niemals perfekt sein kann, wird dieser Fehler an die nachfolgenden Scans weitergegeben. Hinzu
kommen außerdem neue Registrationsfehler.
Auch das inkrementelle Matching la¨uft nicht ohne Fehler ab [50]. Hierbei sind zuerst zwei 3D-Scans
zu registrieren. Diese werden anschließend zu einer einzigen Datenmenge (Metascan) zusammenge-
fasst [50]. Der nun folgende Scan wird mit diesem Metascan registriert, wodurch ein neuer Metascan
entsteht. Auch bei dieser Matching Methode summieren sich die Fehler.
Die beiden Verfahren haben einen entscheidenden Nachteil: Wenn zusa¨tzliche Scans hinzugefu¨gt
werden, besteht die Mo¨glichkeit, dass diese neuen Scans Informationen mitbringen, die das bisherige
Matching verbessern ko¨nnten [167]. Der folgende Algorithmus nutzt sa¨mtliche Informationen aus,
die zur Verfu¨gung stehen, um global konsistente 3D-Karten zu erzeugen. Dabei werden geschlossene
Kreise erkannt und der globale Fehler minimiert (engl.: global relaxation) [167,195].
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Abbildung 3.16: Startposen, die trotz ε-approximierter Bestimmung der na¨chsten Punkte zu einem kor-
rekten Scanmatching fu¨hren, in Zweitafelprojektion (b Anzahl Datenpunkte pro Blatt). Posen, deren Fehler
e(x, z, θ) nach dem Matching kleiner 100 ist, sind eingezeichnet. (a) und (b): ε = 1 und b = 10. (c) und (d):
ε = 1 und b = 20. (e) und (f): ε = 10 und b = 10. (g) und (h): ε = 50 und b = 5.
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Abbildung 3.17: Links: Detektion eines geschlossenen Kreises und initiale Posen von 3D-Scans beim Schlie-
ßen eines Kreises. Mitte: Die gleichma¨ßige Fehlerverteilung u¨ber alle Scans im Kreis ergibt einen kleineren
Fehler. Rechts: Die globale Korrektur beseitigt die letzten Fehler. Ein konsistentes Modell entsteht.
1. In einem Vorverarbeitungsschritt benutze paarweises Matching, um alle 3D-
Scans in etwa in die richtige Position zu bringen. Der zuerst aufgenommene
3D-Scan ist der Masterscan definiert das Koordinatensystem.
2. Detektiere geschlossene Kreise, registriere die beiden 3D-Scans, die den Kreis
schließen, und verteile die Transformation (R, t) gleichma¨ßig u¨ber alle 3D-
Scans des Kreises.
3. Initialisiere eine Liste mit dem zu registrierenden Scan.
4. Solange die Liste nicht leer ist, fu¨hre folgende Schritte aus:
(a) Der aktuelle Scan ist das vorderste Element der Liste und wird aus der
Liste entfernt.
(b) Falls der aktuelle Scan nicht der Masterscan ist, bestimme die Nachbarn
des Scans und registriere ihn anhand der Menge der Nachbar-Scans.
(c) Falls der aktuelle Scan seine Lage a¨ndert, fu¨ge die Nachbar-Scans am
Ende der Liste hinzu.
Bemerkung: Ein Kreis gilt als detektiert, wenn es einen genu¨gend großen U¨berlappungsbereich
von 3D-Scans gibt und diese nicht direkt aufeinanderfolgen (hier: >5 3D-Scans). Der U¨berlappungs-
bereich dru¨ckt sich durch die Anzahl der mo¨glichen na¨chsten Punktpaare unter Verwendung von
dmax aus. Des Weiteren sind 3D-Scans benachbart, wenn ihr U¨berlappungsbereich groß ist (hier:
> 500 reduzierte Punkte). Die Schritte 1 und 2 des obigen Algorithmus dienen hauptsa¨chlich dazu,
die globale Fehlerkorrektur zu beschleunigen.
Abbildung 3.17 zeigt einen Ausschnitt aus einem
”
closed loop“ Experiment. Dazu wurden 32 3D-
Scans mit je 350000 Messpunkten auf dem Gela¨nde des Fraunhofer Instituts AiS aufgenommen. Die
anfa¨ngliche Lage der 3D-Scans beim Schließen des Kreises (links), ihre Lage, nachdem der Fehler
gleichma¨ßig verteilt wurde (Mitte), sowie jene nach der globalen Fehlerminimierung (rechts) sind
dargestellt.
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Abbildung 3.18: Resultierendes 3D-Modell
Fu¨r das oben erwa¨hnte Experiment war es notwendig, alle Freiheitsgrade in der Roboterpose zu
beru¨cksichtigen. Die obige Abbildung zeigt das komplette 3D-Modell in einer Ansicht von oben.
Außerdem sind zwei detailliertere Ausschnitte angegeben. Sie zeigen eine Rampe – hier musste der
Roboter einen Ho¨henunterschied von 120 cm u¨berwinden – und einen Ausschnitt, der außerhalb des
Geba¨udes C2 und des Robotikpavillons liegt. Der Roboter befand sich auf unebenem Untergrund
und scannte komplizierte Objekte, wie z.B. einen Baum. Ein Video, das das gesamte 3D-Modell als
virtuellen Durchflug entha¨lt, befindet sich unter http://www.informatik.uni-osnabrueck.de/nuechter/videos
Verteilung eines Fehlers u¨ber mehrere 3D-Scans. Der Algorithmus zum Matchen mehrerer
3D-Scans verteilt beim Schließen eines Kreises die Transformation, die aus der Rotation R und der
Translation t besteht, u¨ber alle n 3D-Scans des Kreises. Die Transformation registriert den n-ten
mit dem ersten 3D-Scan des Kreises. Die (n − 1) verbleibenden Roboterposen PRoboteri , die den
Kreis bilden, werden durch folgende Schritte aktualisiert:
1. Der jeweilige Anteil an der Translation wird berechnet:
ti =
i
n− 1t. (3.42)
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2. Eine Interpolation zwischen zwei Rotationsmatrizen ist notwendig, um den anteiligen Wert
fu¨r die Drehung zu berechnen. Sie ist mo¨glich, wenn die Drehung durch eine Rotationsachse
a und einen Winkel θ ausgedru¨ckt wird (vgl. Seite 18). In diesem Fall la¨sst sich der Winkel
in die gewu¨nschten (n − 1)-Schritte aufteilen. Fu¨r die Umrechnung einer Rotationsmatix in
eine Rotationsachse a und den Winkel θ muss der Umweg u¨ber die Quaternionen genommen
werden [60, 104, 159]. Analog zu Formel (3.18) la¨sst sich eine Matrix R in ein Quaternion q˙
u¨berfu¨hren. Dazu wird folgende inverse Rechenvorschrift verwendet (vgl. auch [71,180]):
q˙ =


q0
qx
qy
qz

 =


1
2
√
Trace (R)
1
2
r3,3−r3,2√
Trace(R)
1
2
r2,1−r2,3√
Trace(R)
1
2
r1,2−r1,1√
Trace(R)


, mit den Elementen ri,j von R. (3.43)
Ist die Spur Trace (R) jedoch Null, gilt die obige Rechnung (3.43) nicht. Es muss dann wie
folgt gerechnet werden: Falls r1,1 > r2,2 und r1,1 > r3,3 ist, gilt
q˙ =


1
2
r2,3−r3,2√
1+r1,1−r2,2−r3,3
1
2
√
1 + r1,1 − r2,2 − r3,3
1
2
r1,2+r2,1√
1+r1,1−r2,2−r3,3
1
2
r3,1+r1,3√
1+r1,1−r2,2−r3,3


,
falls r2,2 > r3,3 ist, gilt
q˙ =


1
2
r3,1−r1,3√
1−r1,1+r2,2−r3,3
1
2
r1,2+r2,1√
1−r1,1+r2,2−r3,3
1
2
√
1− r1,1 + r2,2 − r3,3
1
2
r2,3+r3,2√
1−r1,1+r2,2−r3,3


,
ansonsten ergibt sich das Quaternion q˙ als
q˙ =


1
2
r1,2−r2,1√
1−r1,1−r2,2+r3,3
1
2
r3,1+r1,3√
1+r1,1−r2,2−r3,3
1
2
r2,3+r3,2√
1−r1,1−r2,2+r3,3
1
2
√
1− r1,1 − r2,2 + r3,3


.
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Nachdem das der Rotation entsprechende Quaternion bestimmt ist, wird es analog zu Formel
(3.15) in eine Rotationsachse a und einen Drehwinkel θ entlang dieser Achse umgewandelt.
Im Anschluss an das Normalisieren des Quaternions q˙ berechnet sich
a =


qx√
1−q20
qy√
1−q20
qz√
1−q20

 und θ = 2arccos qo.
Der Winkel θ la¨sst sich nun auf die (n− 1) 3D-Scans des geschlossenen Kreises aufteilen und
die gewu¨nschten interpolierenden Rotationen ko¨nnen bestimmt werden:
Ri =


cos iθn−1 + a
2
x(1− cos iθn−1) az sin iθn−1 + axay(1− cos iθn−1)
−az sin in−1θ + axay(1− cos in−1θ) cos iθn−1 + a2y(1− cos iθn−1)
ay sin
iθ
n−1 + axaz(1− cos iθn−1) −ax sin iθn−1 + ayaz(1− cos iθn−1)
−ay sin iθn−1 + axaz(1− cos iθn−1)
−ax sin iθn−1 + ayaz(1− cos iθn−1)
cos iθn−1 + a
2
z(1− cos iθn−1)

 . (3.44)
Mit den Matrizen Ri und den Vektoren ti lassen sich die restlichen 3D-Scans und deren Roboter-
posen aktualisieren.
Fehlerfortschreibung und Korrektur der Roboterpose. Um 6D-SLAM auf dem Roboter
Kurt3D einzusetzen, mu¨ssen initiale Posescha¨tzungen P als Startwerte fu¨r das Scanmatching er-
zeugt werden. Kurt3D kann sich wa¨hrend der Fahrt nur mit Winkelencoder (Odometrie) und HA-
YAI lokalisieren (vgl. Kapitel 5.1.3). Diese Online-Lokalisierung auf ebenen Untergru¨nden beru¨ck-
sichtigt nur 2D-Positionen (x, z) und einen Winkel θy. Dennoch lassen sich daraus Scha¨tzungen fu¨r
6D-SLAM ableiten. Der erste aufgenommene 3D-Scan definiert das Koordinatensystem, befindet
sich also im Nullpunkt. Fu¨r alle weiteren 3D-Scans erfolgt zuerst eine Berechnung der Posea¨nderung
∆P: 

xn+1
yn+1
zn+1
θx,n+1
θy,n+1
θz,n+1

 =


xn
yn
zn
θx,n
θy,n
θz,n

+


R(θx,n, θy,n, θz,n) 0
1 0 0
0 0 1 0
0 0 1

 ·


∆xn+1
∆yn+1
∆zn+1
∆θx,n+1
∆θy,n+1
∆θz,n+1

 .
︸ ︷︷ ︸
∆P
(3.45)
Der U¨bergang Pn → Pn+1 erfordert folglich das Invertieren einer Rotationsmatrix, was dem Trans-
ponieren entspricht. Ist ∆P berechnet, wird diese Posea¨nderung mit der 6D-Pose des vorangegan-
genen 3D-Scans multipliziert:
Pn+1 = ∆P ·Pn. (3.46)
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Abbildung 3.19: Korrektur der Roboterpose. Das globale Koordinatensysten sei durch (x, y, z) definiert.
Ist ein 3D-Scan mit dem lokalen Koordinatensystem (x′, y′, z′) bereits registriert, findet die Fortschreibung
der Roboterbewegung, gemessen durch Odometrie und/oder HAYAI, in der (x′, z′)-Ebene statt. Diese so
gewonnene 6D-Pose dient als Startwert fu¨r das Registrieren des 3D-Scans mit den lokalen Koordinaten
(x′′, y′′, z′′).
Benutzt man Formel (3.46) fu¨r die initiale, vor dem Scanmatching stattfindende Scha¨tzung der
Roboterpose, sind alle 6 Freiheitsgrade beru¨cksichtigt (vgl. Abbildung 3.19). Zwar sind die Eintra¨ge
fu¨r θxn und θzn wegen der planaren Lokalisierung mittels Odometrie und/oder HAYAI in Gleichung
(3.45) Null, indem aber die letzte 6D-Pose herangezogen wird, die bereits vo¨llig frei gedreht sein
kann, ist eine Lokalisierung in 6D mo¨glich.
Neigungssensoren. Neigungssensoren liefern zusa¨tzliche Informationen, die fu¨r die Startpose-
scha¨tzung nu¨tzlich sind. Sie messen die Orientierung des Gravitationsvektors (Vektor in Richtung
Erdmittelpunkt) relativ zum Roboter. In der einfachsten Form kommen sie als Quecksilberschalter
vor. Ausgefeilte Varianten, wie der auf Kurt3D eingesetzte Typ ADXL202, messen die Neigung kon-
tinuierlich. Dabei stehen zwei Anordnungsmo¨glichkeiten zur Verfu¨gung, so dass Roll- und Nickwin-
kel gemessen werden ko¨nnen. Bedingt durch das Messprinzip liefert der Neigungssensor ADXL202
nur brauchbare Werte, wenn der Roboter steht, dabei die Werte aufintegriert und mittelt. Da
Kurt3D zur Aufnahme von 3D-Scans anhalten muss, werden an diesen diskreten Zeitpunkten die
Neigungssensoren abgefragt. Werden Neigungssensoren benutzt, sind in Gleichung (3.45) alle Ein-
tra¨ge besetzt. Im Gegensatz zu θy werden θx und θz nicht kontinuierlich fortgeschrieben, sondern
nur an den Scanposen bestimmt. Ein systematischer Fehler entsteht, den das Scanmatching beheben
muss.
3.3 Ergebnisse
Der Einsatz im Freien stellt besondere Anforderungen an Lokalisationsalgorithmen, da die Um-
gebung sehr unstrukturiert ist. Im Folgenden wird ein Experiment beschrieben, das die Allge-
meingu¨ltigkeit und die Einsatzmo¨glichkeiten der Algorithmen fu¨r die Lo¨sung des simultanen Lokali-
sations- und Kartierungsproblems in 6 Dimensionen demonstriert. Bereits die Kartierungsergebnis-
se, die zu den Abbildungen 3.17 und 3.18 fu¨hrten, beno¨tigten alle 6 Freiheitsgrade. Fu¨r eine weitere
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Evaluation wurde ein noch schwierigeres Szenario gewa¨hlt: Kurt3D digitalisiert seine Umgebung
auf einer Wegla¨nge von zirka 285 Metern. Nach durchschnittlich 3.75 Metern stoppt der teleope-
rierte Roboter, um einen 3D-Scan aufzunehmen. Der Weg fu¨hrt dabei in hu¨geligen Gela¨nde u¨ber
schlechten Asphalt, u¨ber eine Wiese, u¨ber Waldboden und u¨ber Verbundsteinpflaster. Abbildung
3.20 zeigt den Roboter auf dieser Messfahrt.
3.3.1 Heuristik zur Scha¨tzung der Initialpose
Wa¨hrend des Experiments wurde zuna¨chst versucht, die initiale Posescha¨tzung P fu¨r Formel (3.46)
mit Hilfe des HAYAI Posetrackingverfahrens durchzufu¨hren, das auf dem Matching von 2D-Scans
basiert, die wa¨hrend der Fahrt aufgenommenen werden (siehe Kapitel 5.1.3). Dies gelang jedoch
Abbildung 3.20: Kurt3D auf Gela¨ndefahrt. Oben: Wiese. Unten: Waldboden und Verbundsteinpflaster.
.
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nicht, da der Untergrund auf der Wiese und dem Waldboden zu uneben ist. Der Scanner wackelt
beim Fahren so stark, dass kein Matching mehr mo¨glich ist. Daher steht nur die Odometrie fu¨r die
initiale Scha¨tzung der Pose zur Verfu¨gung.
Abbildung 3.25 rechts zeigt das Registrieren der 76 3D-Scans unter Verwendung der Odometrie.
Die Posescha¨tzung u¨ber Odometrie ist außerdem als Startwert fu¨r das Scanmatching unzureichend,
da die Bodenhaftung des Roboters zu gering ist. Folgende Heuristik wird dem globalen Registrie-
rungsalgorithmus (vgl. Seite 41) vorweggeschaltet, um zu einem hinreichend guten Startwert zu
gelangen:
0. (a) Erzeuge einen Octalbaum OD fu¨r den zu registrierenden 3D-Scan D.
(b) Erzeuge einen Octalbaum OM fu¨r den zuletzt aufgenommenen 3D-Scan
M .
(c) Fu¨r Suchtiefen im Octalbaum t ∈ [tStart, . . . , tEnd] bestimme die beste
Transformation ∆P wie folgt:
– Berechne maximal sinnvolle Verschiebungen in x-, y- und z-Richtung
sowie Drehungen θy in Abha¨ngigkeit der Suchtiefe t und der bisheri-
gen Transformation der Pose ∆Pbest.
– Fu¨r diskrete 6-Tupel ∆Pi ∈ [−∆P,∆P] mit dem Wertebereich
P∆ = (x, y, z, 0, θy , 0) verschiebe den Octalbaum OD um ∆Pi und
evaluiere das Matching der Octalba¨ume OM und OD. Die Qua-
lita¨t des Matchings bestimmt sich durch die Anzahl u¨berlappender
Quader. Anschließend aktualisiere die beste Verschiebung ∆Pbest =
(xbest, ybest, zbest, 0, θy,best, 0).
Bemerkung: Im obigen Algorithmus ist fu¨r t = tStart die Pose ∆Pbest die Scha¨tzung u¨ber Odo-
metrie, d.h. ∆Pbest = (xodo, 0, zodo, 0, θy,odo, 0). Des Weiteren ha¨ngt die Diskretisierung von der
Suchtiefe im Octalbaum ab. Fu¨r geringe Baumtiefen werden nur wenige Diskretisierungsschrit-
te beno¨tigt. Die verwendeten Suchtiefen im Octalbaum entsprechen Quadergro¨ßen von (20 cm)3,
(40 cm)3 und (80 cm)3.
Obige Heuristik bildet Octalba¨ume aufeinander ab. Bei der Datenstruktur Octalbaum besitzt jeder
innere Knoten des Baums acht Nachfolgerknoten. Die Bla¨tter haben keine Nachfolger, enthalten
aber die im Baum gespeicherten Daten. Alle Datenpunkte ko¨nnen von einem Quader umschlossen
werden, der die Wurzel des Octalbaumes darstellt und entlang der Achsen des Koordinatensystems
ausgerichtet ist. Durch das Einfu¨gen von 3 Ebenen (horizontal, vertikal und in der Flucht) wird
der Quader in kleinere, gleich große Quader zerteilt. Fu¨hrt man dies rekursiv aus und schneidet
dabei leere Quader ab, indem man keine Nachfolgerknoten bestimmt, ergibt sich eine Oberfla¨chen-
repra¨sentation des 3D-Scans. Abbildung 3.21 zeigt den beschriebenen Prozess.
Das Matchen von Octalba¨umen hat drei Vorteile gegenu¨ber jenem, das auf Punkten basiert: Erstens
ist durch die Baumstruktur eine inha¨rente Grob-Fein-Granularita¨t im Algorithmus gegeben. Durch
die schrittweise Erho¨hung der Baumtiefe t ist dies moduliert. Zweitens werden unterschiedlich hohe
Punktdichten auf den gescannten Oberfla¨chen ausgeglichen, deren Ursache in der kugelfo¨rmigen
Abstrahlung der Laserstrahlen aus dem 3D-Scanner liegt. Drittens ermo¨glichen Octalba¨ume eine
schnelle Suche.
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Abbildung 3.21: Aufbau eines Octalbaumes. Der Octalbaum entsteht durch das Aufteilen eines Quaders
in 8 Nachfolger und durch das Abschneiden leerer Quader.
Performanz des Algorithmus zur initialen Posescha¨tzung. Der Octalbaum la¨sst sich wie
beschrieben in O(n) aufbauen. In jeder Rekursionsstufe mu¨ssen alle Punkte betrachtet werden. Fu¨r
einen gegebenen Punkt lassen sich Quader in logarithmischer Zeit finden. Die Suche ist allerdings
nicht ganz so performant wie im kD-Baum. Die Evaluation des Matchings beno¨tigt in etwa die
gleiche Zeit wie eine Iteration des ICP Algorithmus. Der gesamte Zeitaufwand der Heuristik ist
doppelt so groß wie die anschließende Registrierung der 3D-Scans.
Abbildung 3.22 zeigt zwei Octalba¨ume und eine Punktwolke, die aus zwei 3D-Scans besteht. Die
Grafiken basieren auf dem 18. und 19. 3D-Scan des durchgefu¨hrten Experiments. Das Registrieren
der beiden 3D-Scans gelingt erst nach dem Verschieben der Octalba¨ume.
3.3.2 Anwendung der Scanmatchingalgorithmen
Abbildungen 3.23 und 3.25 geben das Ergebnis der Registrierungsalgorithmen als 3D-Punktwolken
in einer Ansicht von oben wieder. Fu¨r eine Gro¨ßenvorstellung des gescannten Gebiets ist an der
Startposition des Roboters ein 400 m2 großes Raster eingezeichnet. Die Positionen, an denen 3D-
Scans aufgenommen wurden, sind blau markiert. Der linke Teil von Abbildung 3.23 stellt die ersten
62 3D-Scans vor dem Detektieren des geschlossenen Kreises dar. In der rechten Abbildung wurde der
Kreis geschlossen, der Fehler verteilt und global optimiert. Abbildung 3.24 zeigt einen vergro¨ßerten
Ausschnitt von der Stelle, an der sich der Kreis schließt. Dieser Punkt ist nach zirka 240 Metern
Abbildung 3.22: Heuristik zur Bestimmung einer initialen Posescha¨tzung. Links und rechts: Octalba¨ume
zweier zu registrierender 3D-Scans. Mitte: Zwei 3D-Scans. Nur mit der Heuristik zur initialen Posescha¨tzung
gelingt das korrekte Registrieren.
.
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Abbildung 3.23: Oben: 3D-Modell einer Fahrt im Freien (Ansicht von oben). Oben links: Modell vor dem
Schließen des Kreises. Oben rechts: Endgu¨ltiges Modell mit globaler Fehlerminimierung. Unten: Luftbilder
der Szene. Die Geba¨ude auf dem Campus in Birlinghoven und ein Ausschnitt, der mit dem 3D-Modell
korrespondiert.
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Abbildung 3.24: Vergro¨ßerung eines Ausschnitts aus dem 3D-Modell von einer Fahrt im Freien. Links:
Modell vor dem Schließen des Kreises. Rechts: Endgu¨ltiges Modell mit globaler Fehlerminimierung. Oben:
Ansicht von oben. Unten: Ansicht von vorne.
Fahrt erreicht. Die Genauigkeit in der Position vor dem Schließen des Kreises liegt bei etwa 3
Metern. In Abbildung 3.24 links unten sieht man, dass die Orientierung der 3D-Scans bezu¨glich
des Roll- und Nickwinkels stark abweicht. Der Gierwinkel ist bereits ziemlich exakt. Nach der
globalen Relaxation des Modells sind alle Scans konsistent registriert. Tabelle 3.1 vergleicht La¨ngen
im 3D-Modell mit korrespondierenden La¨ngen im Luftbild und gibt Auskunft u¨ber die erzielte
U¨bereinstimmung.
Der linke Teil der Abbildung 3.25 zeigt das 3D-Modell, wenn nur der Fehler beim Schließen des
Kreises verteilt wird, aber anschließend keine globale Optimierung stattfindet. Im unteren Teil, d.h.
in dem Bereich, wo kein Kreis geschlossen wurde, sind kleinere Fehler zu erkennen. Offensichtlich
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Abbildung 3.25: 3D-Modell einer geschlossenen Fahrt im Freien (Forts.). Links: 3D-Modell ohne Schritt 4
des globalen Registrierungsalgorithmus (vgl. Seite 41). Rechts: Registrierung von 3D-Scans unter ausschließ-
licher Verwendung der Odometrie.
ist die globale Relaxation in der Lage, solche kleinen Fehler auszugleichen.
Das 3D-Modell, das entsteht, wenn ausschließlich Odometrie-Informationen benutzt werden, ist im
rechten Teil der Abbildung 3.25 wiedergegeben. Der anfa¨ngliche systematische Fehler, der auf einem
asphaltierten Streckenabschnitt entsteht, weicht großen zufa¨lligen Fehlern auf demWiesenabschnitt.
Die Abbildungen 3.26, 3.27 und 3.28 geben die Trajektorie des Roboters fu¨r das Experiment in
Dreitafelprojektion wieder. Jeweils oben links befindet sich die (x, z)-, oben rechts die (y, z)- und
unten die (x, y)-Karte. Abbildung 3.26 stellt den Weg vor dem Schließen des Kreises dar, wa¨hrend
Abbildung 3.27 jenen nach der globalen Optimierung zeigt. Bemerkenswert ist, dass der Kreis auf-
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Tabelle 3.1: Vergleich der La¨ngenverha¨ltnisse im Luftbild und in der 3D-Szene (vgl. Abbildung 3.23).
1. Linie 2. Linie Verha¨ltnis im Luftbild Verha¨ltnis im 3D-Modell Abweichung
AB BC 0.683 0.662 3.1%
AB BD 0.645 0.670 3.8%
AC CD 1.131 1.141 0.9%
CD BD 1.088 1.082 0.5%
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Abbildung 3.26: Trajektorie vor dem Schließen des Kreises in Dreitafelprojektion. Oben links: (x, z)-
Koordinaten der Roboterpose (Ansicht von oben). Oben rechts: (z, y)-Koordinaten (Ansicht von rechts).
Unten: (x, y)-Koordinaten (Ansicht von vorn).
geweitet und die Ho¨henkoordinaten korrigiert wurden. Die Trajektorie ist nicht geschlossen. Durch
den Versatz an den Unterbrechungsstellen zeigt sich, wie die Pose durch das Scanmatching korri-
giert wurde. Abbildung 3.28 visualisiert hingegen einen geschlossene Bahnkurve. Fu¨r die Erstellung
der Grafik wird die Transformation ∆P, die den Endpunkt eines Wegstu¨ckes auf den Startpunkt
des Nachfolgers abbildet, errechnet. D.h. fu¨r den i−ten Teilabschnitt ist
∆P = Pi−1,back ·P−1i,front,
wobei P ist die Matrixdarstellung der Roboterpose ist. Anschließend wird die errechnete Transfor-
mation ∆P auf Pi,front angewandt. Danach verteilt der Algorithmus durch Interpolation den j-ten
Anteil von ∆P auf die verbleibenden n Posen (1 ≤ j ≤ n) des Teilstu¨cks. Dabei berechnet sich
jener Anteil analog zu den Formeln (3.42) und (3.44).
Abbildung 3.29 visualisiert vier weitere Ansichten des 3D-Modells. Dabei korrespondieren die
Aufnahmeorte in der 3D-Szene in etwa mit jenen von Kurt3D in Abbildung 3.20. Neben den 3D-
Daten sind die Scanposen und die gegla¨ttete Trajektorie eingezeichnet. Die Rechenzeiten fu¨r die
beiden
”
closed-loop“-Modelle der Abbildungen 3.18 und 3.23 (rechts) sind in Tabelle 3.2 angegeben.
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Abbildung 3.27: Trajektorie nach dem Schließen des Kreises in Dreitafelprojektion. Oben links: (x, z)-
Koordinaten der Roboterpose. Oben rechts: (z, y)-Koordinaten. Unten: (x, y)-Koordinaten.
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Abbildung 3.28: Trajektorie nach dem Schließen des Kreises und der Interpolation. Oben links: (x, z)-
Koordinaten der Roboterpose. Oben rechts: (z, y)-Koordinaten. Unten: (x, y)-Koordinaten.
3.4 Diskussion
Das simultane Lokalisations- und Kartierungsproblem (SLAM) ist eines der wichtigen Probleme in
der Robotik, dem in letzter Zeit viel Aufmerksamkeit gewidmet wurde [63,81,136,199,201]. Um eine
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Abbildung 3.29: Detailansichten des resultierenden 3D-Modells. Die Abbildungen korrespondieren mit den
Fotos aus Abbildung 3.20.
unbekannte Umgebung zu kartieren, verwenden herko¨mmliche Systeme probabilistische Methoden
und punktfo¨rmige Landmarken. Dabei ist SLAM ein Scha¨tzproblem: Die zu scha¨tzenden Parame-
ter sind die Roboterpose P zu verschiedenen Zeitpunkten sowie die Position der n Landmarken.
Beide zu scha¨tzenden Parameter werden zuna¨chst durch Messungen bestimmt. Des Weiteren wird
angenommen, dass ein a-priori Modell fu¨r die Messunsicherheit bekannt ist.
Bewegt sich ein Roboter durch ein bekanntes Gebiet, d.h. ist eine Karte gegeben, kann die Unsicher-
heit in der Roboterpose niedrig gehalten werden. Die Observation einer Landmarke ermo¨glicht es,
die Roboterpose bis auf die Unsicherheiten der Landmarke und der Observation zu scha¨tzen. Fa¨hrt
der Roboter jedoch durch unbekanntes Gebiet, wird die Unsicherheit in der Roboterpose beliebig
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Tabelle 3.2: Rechenzeit fu¨r die 3D-Kartierungen des Robotikpavillons (vgl. Abb. 3.18) und des Fraunhofer-
Campus in Birlinghoven (vgl. Abb. 3.23, rechts). Angegeben sind die Gesamtrechenzeit in Abha¨ngigkeit von
der Methode zur Bestimmung der Punktpaare sowie die durchschnittliche Anzahl der ICP-Iterationen.
Bemerkung: Das Robotikpavillonmodell wurde mit ho¨herer Genauigkeit erzeugt, als jenes des FhG - Campus.
3D-Modell Verwendete Punkte & Such Methode Zeit # Iter.
Robotikpavillon Scanmatching mit allen Punkten & brute force 144 h 5 min 2080
Robotikpavillon Scanmatching mit allen Punkten & kD-Baum 12 min 23 s 2080
Robotikpavillon Scanmatching mit allen Punkten & Apx-kD-Baum 10 min 1 s 2080
Robotikpavillon Scanmatching mit reduzierten Punkten & Apx-kD- Baum <1 min 32 s 2176
Robotikpavillon 6D-SLAM (Schritte 1 - 4) mit reduzierten Punkten &
Apx-kD-Baum 38 min ∼16000
FhG - Campus 6D-SLAM (Schritte 0 - 4) mit reduzierten Punkten &
Apx-kD-Baum 1 h 54 min ∼48400
groß: Fehler in der Odometrie addieren sich. Sich vorbeibewegende Landmarken dienen lediglich
dazu, die Unsicherheit in der Posescha¨tzung zu reduzieren. Fu¨r viele Sensoren konnte gezeigt wer-
den, dass ein solches Tracking wesentlich besser funktioniert als Odometrie alleine [127,198]. Aber
das a¨ndert nichts an dem prinzipiellen Problem der Fehlerakkumulation. Dadurch unterscheidet
sich das SLAM-Problem von anderen Scha¨tzproblemen. Abhilfe versprechende Sensoren, wie Kom-
pass oder GPS/GLONASS, sind in sehr vielen Anwendungsszenarien, z.B. in Innenra¨umen, nicht
einsetzbar.
Eine besondere Rolle in bekannten SLAM-Algorithmen spielen die geschlossenen Kreise. Wenn ein
Roboter eine Position wieder erkennt und Landmarken richtig zuordnet, ko¨nnen die Fehler begrenzt
werden. Dazu deformieren die Algorithmen die bereits kartierte Umgebung so, dass ein (topologisch)
konsistentes Modell entsteht. Folgende drei probabilistische Verfahren lo¨sen das SLAM-Problem:
Maximum Likelihood-Scha¨tzung. Nimmt man unabha¨ngige, gaußverteilte Messfehler mit be-
kannter Kovarianz an, la¨sst sich SLAM durch das Minimieren einer quadratischen Fehler-
funktion Q(x) (nicht-lineares model fitting) lo¨sen [81]:
Q(x) =
∑
i
1
2
(yi − fi(x))T C−1i (yi − fi(x)) (3.47)
xmax = argmin
x
Q(x).
Damit ist Sγ := {x|Q(x)−Q(xmax) < γ} die Region, die xmax umgibt und mit dem Parame-
ter γ die Unsicherheit in der Karte definiert. Die Posen des Roboters bilden den Vektor x.
yi ist die i-te Messung mit der zugeho¨rigen Kovarianzmatrix Ci und fi(x) ist die korrespon-
dierende Messfunktion, d.h. sie gibt denjenigen Wert wieder, den die Messung haben sollte,
wenn die Landmarke und die Roboterpose bei x wa¨ren.
Fu¨r die Minimierung und demzufolge auch fu¨r das Finden einer guten Karte kann der Leven-
berg-Marquardt Algorithmus verwendet werden (vgl. Anhang B.4.2). Ein auf diesem Verfah-
ren basierender inkrementeller Algorithmus mit p Roboterposen und n Landmarken beno¨tigt
jedoch eine Rechenzeit der Gro¨ßenordnung O((n + p)3) und ist daher nicht praktikabel.
Erweiterter Kalman Filter. Der meistgenutzte Algorithmus fu¨r SLAM ist der erweiterte Kal-
man Filter. Der Filter integriert alle Messungen in eine Kovarianzmatrix der Landmarkenpo-
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Abbildung 3.30: Zusammenhang zwischen der Informationsmatrix A und der Kovarianzmatrix CEKF des
erweiterten Kalman Filters [81].
sitionen und der Roboterposen. Fu¨r lineare Messmodelle entspricht dies genau der Maximum
Likelihood-Scha¨tzung, im nicht-linearen Fall nur, falls alle Messfunktionen linearisiert werden
ko¨nnen. Die Linearisierung geschieht zumeist zum Zeitpunkt der Messung [201]. Allerdings
kann der Punkt der Linearisierung signifikant falsch sein, wenn der Roboter durch noch nicht
kartiertes Gebiet fa¨hrt [81]. Gerade der Fehler bezu¨glich der Orientierung ist kritisch, da
Winkelfunktionen nur einen kleinen quasi-linearen Bereich aufweisen. Die Folge falscher Li-
nearisierungen ist, dass kartierte, kreisfo¨rmige Umgebungen meistens zu groß sind [81].
Informationsfilter. Linearisiert man die Messfunktionen fi, ist die Zielfunktion Q quadratisch:
Q(x) = xTAx+ xTb+ c. (3.48)
Die Matrix A heißt Informationsmatrix. Wiederum wird hierbei zum Zeitpunkt der Messung
linearisiert. A ist du¨nn besetzt (engl.: sparse) und hat nur von Null verschiedene Eintra¨ge
an den Eintragspaaren, bei denen gemeinsame Messungen vorliegen. Die inverse Matrix A−1
ist die vollsta¨ndige Kovarianzmatrix fu¨r alle Positionen der Landmarken und alle Roboter-
posen. Daher repra¨sentiert A−1 auch indirekte Zusammenha¨nge. Eine Teilmatrix davon ist
die Kovarianzmatrix C, die im erweiterten Kalman Filter vorkommt. Abbildung 3.30 stellt
den Zusammenhang zwischen Informationsmatrix und der Kovarianzmatrix des erweiterten
Kalman Filters dar.
Sparse Extended Information Filter (SEIFs) dienen dazu, Informationsmatrizen zu verarbei-
ten. Um lineare Rechenzeit zu gewa¨hrleisten, achten die Algorithmen darauf, dass stets du¨nn
besetzte Ergebnismatrizen entstehen [201].
Die obigen SLAM-Algorithmen setzen eine Merkmalsextraktion voraus. Im Vergleich dazu ist der in
dieser Arbeit entwickelte SLAM-Algorithmus unabha¨ngig von Landmarken. Lu und Milios umgehen
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Abbildung 3.31: Vergleich der SLAM-Ansa¨tze. Links: Probabilistisches Verfahren. Sowohl die Posen als
auch die assoziierten Landmarken besitzen Wahrscheinlichkeitsverteilungen. Die globale Relaxation versucht
nun, das Modell zu entspannen (die Landmarken sind fixiert und Linien mit kleinen schwarzen Punkten
repra¨sentieren beweglichen Verbindungen/Federn) [96]. Rechts: Der hier vorgestellte Algorithmus hinterlegt
den Messdaten keine Wahrscheinlichkeitsverteilung, betrachtet sie also als korrekt. Die Posen werden auf der
Grundlage des Matchings verschoben, die Datenassoziation besteht aus der Suche der na¨chsten Nachbarn.
das Problem der Merkmalsextraktion, indem sie ganze 2D-Scans vergleichen [136]. Um dies zu
erreichen, assoziieren sie mit jeder Roboterpose einen 2D-Scan. Wenn zwei Scans u¨berlappende
Regionen einer Umgebung abdecken, wird eine Relation der zugeho¨rigen Roboterposen auf der
Grundlage des Scanvergleichs abgescha¨tzt. Der resultierende Graph von relativen Posen kann dann
genauso behandelt werden, wie Landmarken-basiertes SLAM. Eine Erweiterung dieses Verfahrens
auf 3D-Scans und 6 Freiheitsgrade ist nicht bekannt.
Ein Schlu¨sselproblem der bekannten SLAM-Algorithmen ist das Datenassoziationsproblem, bei dem
die Frage beantwortet werden muss, welche Landmarken miteinander korrespondieren. Das SLAM-
Verfahren in dieser Arbeit basiert ausschließlich auf Na¨chste-Nachbar-Relationen und umgeht somit
das Problem. Durch iterative Bestimmung der na¨chsten Nachbarn nimmt man an, dass die na¨chsten
Nachbarn im letzten Iterationsschritt den tatsa¨chlichen entsprechen.
Die probabilistischen SLAM-Algorithmen wurden bisher noch nicht erfolgreich zur Gewinnung von
3D-Modellen erweitert. Ein senkrecht zur Fahrtrichtung scannender Laser wird mitgefu¨hrt, um auf
der Basis von 2D-Positionen 3D-Modelle zu erzeugen [89,90,199]. Dies dient aber hauptsa¨chlich zur
Evaluation der planaren Verfahren (vgl. Abschnit 2.2). Auch fehlt den probabilistischen Verfahren
eine effiziente, geschlossene Berechnung der Transformation. Abbildung 3.31 zeigt einen schemati-
schen Vergleich der SLAM-Methoden als dynamisches Netzwerk, das entspannt werden muss. Dabei
werden die Verbindungen mit schwarzen Punkten als Federn betrachtet, die das Gebilde zu einem
energetischen Minimum hin bewegen.
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3.5 Weitere Anwendungsbeispiele
Die vorgestellten Algorithmen fu¨r 6D SLAM wurden in erster Linie entwickelt, um 3D-Karten
mit dem Roboter Kurt3D zu bauen. Das Gesamtsystem wird in Kapitel 5 vorgestellt. Der fol-
gende Abschnitt schildert Anwendungen der Algorithmen, bei denen die 3D-Daten mit anderen
Systemen aufgenommen wurden. Zuerst wird die 3D-Kartierung von Minen beschrieben, bei denen
die Daten von der CMU zur Verfu¨gung gestellt wurden. Anschließend fu¨gen die Algorithmes des
Scanmatchings Gesichtsprofile zusammen, wobei die Daten vom Bonner Forschungsinstitut caesar
stammen.
3.5.1 Scanmatching fu¨r die autonome Exploration von Minen
Die genaue Kartierung von Minen und anderen Objekten des Bergbaus ist von gro¨ßter Bedeutung
fu¨r die Gesellschaft [138], da von inaktiven Minen große Gefahren ausgehen ko¨nnen. Einem aktuellen
Artikel zufolge [26] existieren weltweit zehntausende oder gar hunderttausende verlassene Minen.
Das Fehlen akkurater Karten fu¨hrt ha¨ufig zu Unfa¨llen, beispielsweise zu jenem in Quecreek, PA,
U.S.A. [158]. Strukturelle Vera¨nderungen in verlassenen Minen ko¨nnen zu Erdeinbru¨chen fu¨hren,
wobei sowohl die Menschen als auch die Bebauung auf der Oberfla¨che Schaden nehmen ko¨nnen.
Auch der Qualita¨t des Grundwassers muss in Regionen mit Bergbau besondere Beachtung zukom-
men. Roboter ko¨nnten in kartierten Minen fahren und Proben entnehmen. Des Weiteren erlaubt
eine genaue Kartierung von verlassenen Minen Ru¨ckschlu¨sse auf das entnommene Volumen. Dies
ist von entscheidener Bedeutung, wenn es darum geht, eine bereits (teil-)ausgebeutete Mine zu
reaktivieren.
Da die meisten Karten im Bergbau zweidimensional sind, ko¨nnen keine Aussagen bezu¨glich der
genannten Fragestellungen gemacht werden. Genaue 3D-Karten von Bergbauobjekten werden daher
dringend beno¨tigt [153]. Die gefa¨hrlichen Arbeitsbedingungen in verlassenen Minen und der oftmals
schwierige Zugang ko¨nnen durch den Einsatz von autonomen Kartierungsrobotern u¨berwunden
werden. Die Kartierung von Minen durch Roboter ist nicht neu, allerdings wurde sie bisher nur
zur Navigation von Robotern in noch aktiven Minen benutzt. Zum Beispiel haben Corke et al.
Maschinen gebaut, die akkurate 2D-Karten konstruieren und benutzen [55]. Auch Baily berichtet
von 2D Kartierungen unterirdischer Gebiete [24].
Der Roboter
”
Groundhog“ der CMU benutzt 2D-
Abbildung 3.32: Der Groundhog Roboter der
CMU.
Scans und in diskreten Absta¨nden aufgenomme-
ne 3D-Scans fu¨r die Exploration von Minen (vgl.
Abbildung 3.32). Groundhog wurde 2003 von der
CMU entwickelt [73,200] und besteht aus zwei Vor-
derteilen eines Gela¨ndefahrzeugs [153], so dass alle
Ra¨der Antrieb besitzen und gelenkt werden ko¨n-
nen. Durch diese zweiseitige Ackermann-Lenkung
[70] ergibt sich ein Wendekreis von zirka 2.44 m.
Ein hydraulischer Zylinder und ein Potentiometer-
Feedback ermo¨glichen einen geschlossenen Regel-
kreis der Lenkung. Die maximale Geschwindigkeit
des Roboters betra¨gt 0.145 m/sec, wobei eine Lei-
stung von mehr als 1 kW konsumiert wird. Die
Sensoren beno¨tigen nur 25 W und der Boardcomputer 75 W. Daher hat die Zeit, die fu¨r die Auf-
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Abbildung 3.33: Links: Initiale, Odometrie-basierte Pose zweier 3D-Scans. Mitte: Pose nach fu¨nf Iteratio-
nen des ICP-Algorithmus. Rechts: Registrierungsergebnis. Anhand vorhandener Merkmale (hier: Schienen)
la¨sst sich die Qualita¨t des Matchings u¨berpru¨fen.
nahme und Verarbeitung von Sensordaten no¨tig ist, nur sehr geringen Einfluss auf die Betriebszeit
des Systems, dessen Stromversorgung auf 6 großen Bleiakkumulatoren basiert. Die Maximalreich-
weite wird mit mehr als 3 Kilometern angegeben. Mit Hilfe der großen Ra¨der und der daran
anliegenden hohen Drehmomente kann Groundhog Schienen und kleinere Hindernisse in den zu
explorierenden Minen u¨berwinden. Zum Akquirieren von 3D-Scans ist dieser Minen-Roboter mit
zwei 3D-Laserscannern ausgestattet. An diskreten Punkten stoppt der Roboter und nimmt 3D-
Daten auf. Diese Daten nutzt er zur lokalen Wegeplanung und Hindernissvermeidung [25], aber es
lassen sich darauf auch die Scanmatching-Algorithmen anwenden [153]. Abbildung 3.33 zeigt die
anfa¨ngliche Lage zweier 3D-Scans (links), ein Zwischenergebnis und ihre Registrierung.
Am 30. Mai 2003 fuhr der Roboter Groundhog nach etlichen Tests in die Mathies Mine in der Na¨he
von Pittsburgh. Um genaue 3D-Karten aufzunehmen, wurde der Roboter so programmiert, dass
er autonom dem Hauptgang folgt. 250 Meter tief in der Mine (nach einer Fahrstrecke von 350 m)
entdeckte er einen eingestu¨rzten Deckenbalken [25,153]. Der Roboter traf die richtige Entscheidung
und kehrte um.
Die Algorithmen des 6D SLAM (vgl. Seite 41) lassen sich auf die Datensa¨tze des Groundhog
Roboters anwenden. Dabei werden alle 6 Freiheitsgrade der Roboterpose bestimmt. Abbildung 3.34
zeigt die zx-Karte (Ansicht von oben) und die yx-Karte (Ansicht von rechts) in Parallelprojektion.
Man sieht, dass der Roboter eine Ho¨henunterschied von zirka 4 m u¨berwinden musste.
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Abbildung 3.34: Vollsta¨ndige 3D-Karte der Mathies Mine. Oben: zx-Karte (Ansicht von oben). Unten:
yx-Karte (Ansicht von der Seite). z ist die Tiefenachse und y die Ho¨henachse. Einheiten in cm [153].
3.5.2 Matching von Gesichtsprofilen
Fu¨r die Behandlung von Krankheiten, Verletzungen und angeborenen Deformierungen an Kopf
und Kinn mu¨ssen Kieferorthopa¨den komplexe Operationen ausfu¨hren. Zum Beispiel erfordert die
Korrektur von entstellenden Behinderungen im Gesichtsbereich eine Manipulation von Gesichtskno-
chen mit maximaler Genauigkeit. Eine im Vorfeld der Behandlung stattfindende Simulation erlaubt
eine genaue Planung des Eingriffs; sie erfordert allerdings ein exaktes 3D-Modell vom Gesicht des
Patienten.
Dieser Abschnitt beschreibt einen Ansatz, ein solches 3D-Modell am Computer mit Hilfe eines
schnellen Aufnahmeverfahrens und des 3D-Scanmatchings zu generieren [94,95]. Die Daten wurden
mit einem holographischen Verfahren aufgenommen, das am Bonner Forschungsinstitut caesar
entwickelt wurde. Abbildung 3.35 zeigt den Versuchsaufbau. Das gepulste Hologramm ha¨lt das
Portrait des Patienten mit einem einzigen Laserimpuls fest (Impulsdauer 35 ns). Dieses so genannte
Master-Hologramm umfasst die gesamte 3D-Information. Bewegungen des Patienten spielen wegen
der extrem kurzen Aufnahmezeit keine Rolle.
Die Portrait-Hologramme werden mit einer holographischen Kamera des Typs GP-2J (Marke Geola)
aufgenommen. Diese Kamera hat eine Wellenla¨nge von 526.5 nm, dringt nur gering in menschli-
che Haut ein und minimiert somit die Lichtdiffusion [95]. Durch das Auswa¨hlen der Moden wird
eine Koha¨renzla¨nge von ungefa¨hr 6 Metern erreicht. Der Laser wird in drei Strahlen aufgespalten:
Zwei sorgen fuer eine homogene Illumination des Objekts. Dazu werden sie durch konkave Lin-
sen und Diffusorplatten am Ausgang des Lasers ausgeweitet. Der dritte Strahl dient als Referenz.
Phasen-Hologramme entstehen aus der Hologrammplatte (30 cm × 40 cm, VRP-M Emulsion von
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Abbildung 3.35: Versuchsaufbau zur Aufnahme von Hologrammen. Links: Vorrichtung fu¨r Gesichtsprofile.
Rechts: Schematische Darstellung. Quelle: [94].
Slavich) durch die Entwicklung mit SM-6 und das Bleichen mit PBU-Amidol. Ein cw Nd:YAG Laser
(COHERENT Verdi V-2) doppelter Frequenz dient zur Rekonstruktion des holographisch-realen
Bildes. Ein Diffusor (Dicke 40 m, Durchmesser 380 mm) bewegt sich computergesteuert durch das
holographisch-reale Bild (Positionierungsgera¨t PI M-531.DD). Dadurch ko¨nnen mit einer Digital-
kamera (KODAK Megaplus ES 4.0) 2D-Bilder des Volumens angefertigt werden. Diesen Vorgang
bezeichnet man als Hologramm-Tomographie [94], die in Abbildung 3.36 illustriert ist.
Abbildung 3.36: Hologramm-Tomographie bezeichnet den Vorgang des Abtastens eines Hologramms mit
einem Diffusor. Anschließend ko¨nnen aus den Kamerabildern Tiefenbilder berechnet werden. Quelle: [94].
Dreidimensionale semantische Karten fu¨r autonome mobile Roboter
62 KAPITEL 3. 6D SLAM
Der Ort des Fokus. In einem na¨chsten Verarbeitungsschritt wird aus den Bildern des Volumens
die 3D-Information rekonstruiert. Durch die Bewegung des Diffusors durch das Hologramm zeigen
die Bilder im Fokus die Oberfla¨chenkontur des Patienten. Diese so genannte Struktur-durch-Fokus-
Technik (engl.: structure from focus bzw. locus of focus) der Bildverarbeitung wurde zuerst von
Stetson eingefu¨hrt [186].
Fu¨r die Analyse der Sequenz der 2D-Projektionen nimmt man an, dass das Objekt keine Hinter-
schneidungen besitzt. Daher kann es keine zwei Punkte geben, die bei gleicher (x, y)-Koordinate
einen unterschiedlichen Tiefenwert besitzen. Wie bereits erwa¨hnt, entha¨lt jedes 2D-Bild die Infor-
mation u¨ber die Objektform im Fokus und einen defokussierten Hintergrund. Nun muss zwischen
den fokussierten und nicht-fokussierten Regionen unterschieden werden. Um die Scha¨rfe eines Bildes
zu beurteilen wird folgendes Verfahren verwendet: Die Scha¨rfe wird mit der statistischen Varianz
V(x,y) der Lichtintensita¨t der Pixel in der Nachbarschaft von (x, y) bestimmt. Fu¨r jede Koordinate
(x, y) ist das Maß der Scha¨rfe V(x,y)(z) eine positive reelle Zahl. Die Tiefeninformation z(x,y) muss
nun folgende Bedingung erfu¨llen:
V(x,y)(z(x,y)) ≥ V(x,y)(z) ∀ z.
Mit dem Abtastverfahren der 2D-Bilder und der anschließenden Strukturbestimmung aus dem Fo-
kus kann aus einem holographischen realen Bild ein Tiefenbild erzeugt werden [95] (vgl. Abbildung
3.36).
Simultanes Aufnehmen von Reliefs und 3D-Reliefmatching. Um Gesichtsprofile voll-
sta¨ndig zu digitalisieren, mu¨ssen sie von mehreren Seiten gleichzeitig aufgenommen werden. Dazu
werden beispielsweise, wie in Abbildung 3.37 (links) dargestellt, Spiegel verwendet. Aufgrund der
großen Koha¨renzla¨nge von 6 Metern kann das durch die Spiegel abgelenkte Laserlicht ebenfalls im
Hologramm gespeichert werden. Diese demnach zeitgleich akquirierten Ansichten (vgl. Abbildung
3.37, rechts) ko¨nnen nun mit dem 3D-Scanmatching zu einer konsistenten Szene zusammengesetzt
werden. Abbildung 3.38 zeigt zwei Gesichtsprofile (Punktmengen), die mit den Algorithmen aus
Abbildung 3.37: Virtuelles Bild eines Portraithologramms, wobei die Seitenansichten mit zwei Spiegeln
erfasst wurden. Quelle: [94].
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Abbildung 3.38: Registrieren von 3D-Gesichtsmodellen mit dem ICP-Algorithmus. Links: Initiale Aus-
richtung. Mitte: Ausrichtung nach 4 Iterationen. Rechts: Abschließende Ausrichtung nach 85 Iterationen.
den vorangegangenen Abschnitten dieses Kapitels registriert werden. Die Startposescha¨tzung wird
dabei fest vorgegeben und basiert auf einer Matrix, die eine Spiegelung ausfu¨hrt.
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Kapitel 4
Die Interpretation von 3D-Scans
Gema¨ß den Ausfu¨hrungen in Kapitel 3 lassen sich 3D-Scans zu einer konsistenten Karte der Robo-
terumgebung zusammensetzen. Das Ergebnis ist eine große Menge von 3D-Punkten. Dieses Kapitel
liefert Algorithmen zur Interpretation der Daten.
4.1 Formmatching
Fu¨r das Auffinden von Objekten in Bildern werden in der Bildverarbeitung ha¨ufig Korrespondenzen
zwischen Objekt- und Bildpunkten hergestellt. Diese Korrespondenzen sind nicht frei. Ist eine
kleine Menge von Korrespondenzen bestimmt, ist der Rest durch Objektzwa¨nge definiert. Das
Formmatching nutzt diese Tatsache aus und repra¨sentiert das zu matchende 3D-Objekt in einer
abstrakten Beschreibung, d.h. durch wenige 3D-Punkte und Attribute.
Der in Abschnitt 3.1.1 vorgestellte Algorithmus zum Scanmatching kann auch auf das Formmat-
ching angewandt werden. Fu¨r eine gegebene Form bestimmt sich die Datenmenge D durch die
Berechnung des na¨chsten Punktes ausgehend von der abstrakten Beschreibung. Analog zur Mi-
nimierung des Fehlers zwischen zwei 3D-Punktmengen (vgl. Gleichung (3.1)) muss die abstrakte
Formbeschreibung anschließend transformiert, d.h. rotiert und translatiert werden.
Bemerkung: Bei dieser Anwendung des ICP-Algorithmus sind die Rollen von M und D scheinbar
vertauscht: Das zu matchende Modell bzw. die zu matchende Form liefert die Datenmenge D und
wird in den 3D-Scan eingefu¨gt.
4.1.1 Extraktion von 3D-Fla¨chen
Umgebungen, die von Menschenhand geschaffen wurden, so wie Wa¨nde, Fußbo¨den und Straßen,
weisen in der Regel große ebene Fla¨chen auf. Ein sinnvoller Schritt zur Datenreduktion ist daher
die Extraktion von 3D-Fla¨chen aus den aufgenommenen 3D-Scans. Aus der Literatur sind bereits
einige Verfahren bekannt [46,47,102,132,143,191].
Eine weit verbreitete Technik fu¨r das Generieren von 3D-Fla¨chen ist die Regions-Vergro¨ßerung
(engl.: region growing), wie sie beispielsweise von Ha¨hnel et al. verwendet wird [102]. Diese geht
von einem initialen Gittermodell der gescannten Oberfla¨che aus; dabei sind die Messpunkte durch
Dreiecke miteinander verbunden. Der Regions-Vergro¨ßerungsalgorithmus vereinigt iterativ planare,
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zusammenha¨ngende Dreiecke. Da vielfach u¨ber die Messdaten und Dreiecke iteriert werden muss,
ist der Algorithmus sehr rechenaufwa¨ndig [102]. Eine Mo¨glichkeit, die Vergro¨ßerungen von planaren
Regionen in einzelnen 3D-Scans bereits wa¨hrend der Scanaufnahme durchzufu¨hren, wurde in [191,
192] pra¨sentiert. Der Zeitaufwand zur Vereinigung von Regionen aus mehreren 3D-Scans bleibt
davon jedoch unberu¨hrt.
Eine weitere bekannte Technik zur Extraktion von Merkmalen aus Messdaten ist der RANSAC
Algorithmus, wie er z.B. von Cantzler et al. benutzt wird [46, 47]. RANSAC (Random Sample
Consensus) ist ein einfacher Algorithmus zur robusten Einpassung eines Modells in Messdaten [17].
Er geho¨rt zur Kategorie der robusten Scha¨tzverfahren und wird ha¨ufig im Bereich des maschinellen
Sehens angewandt. Zur Bestimmung einer 3D-Fla¨che fu¨hrt RANSAC folgende Schritte aus:
1. Wa¨hle n Messdaten aus M zufa¨llig aus.
2. Scha¨tze damit die Parameter der 3D-Fla¨che ab.
3. Bestimmte die Anzahl der Datenpunkte k ∈ M , die die 3D-Fla¨che mit einer
gewissen Toleranz repra¨sentieren.
4. Falls k > k0 ist, dann akzeptiere die Scha¨tzung und gib die 3D-Fla¨che zuru¨ck.
5. Wiederhole die Schritte 1 bis 4 l-mal.
6. Das Verfahren schla¨gt fehl, wenn dieser 6. Punkt erreicht wird. (Keine 3D-
Fla¨che gefunden)
Der Wert k0 bestimmt sich aus der Anwendung heraus und ist als Konstante fest vorgegeben.
Werden mehrere 3D-Fla¨chen in den Messdaten vermutet, werden diejenigen, die bereits zu einer
Fla¨che geho¨ren, gelo¨scht und der Algorithmus kann erneut starten. Um l abzuscha¨tzen geht man
wie folgt vor: Sei pfail die Fehlerwahrscheinlichkeit des Algorithmus.
pfail = Wahrscheinlichkeit des l-maligen Nichtakzeptierens eines Versuchs
= (Wahrscheinlichkeit eines nicht akzeptierenden Versuchs)l
= (1−Wahrscheinlichkeit, dass ein Versuch akzeptiert wird)l
=
(
1− (Wahrscheinlichkeit, dass ein Datenelement zum Modell passt.)|M |
)l
=
(
1− (pg)|M |
)l
.
Somit ergibt sich fu¨r l = log pfail
log(1−(pg)|M|)
[17].
Liu et al. schlagen wiederum eine andere Technik zur Bestimmung von 3D-Fla¨chen aus Entfernungs-
daten vor. Dabei benutzen sie die Maximierung des Erwartungswerts (engl.: expectation maximiza-
tion (EM)) zum Erzeugen eines Oberfla¨chenmodells [132]. Ihr Algorithmus scha¨tzt die Anzahl der
3D-Fla¨chen und gleichzeitig deren Position und Ausrichtung durch die Maximierung des Erwar-
tungswerts einer logarithmischen Likelihood-Funktion. Die Parameter der Fla¨che werden wa¨hrend
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des Maximierungsprozesses effizient durch das Einfu¨hren von Lagrange-Faktoren und durch die
Berechnung von Eigenwerten bestimmt [132]. Der Nachteil dieses Verfahrens liegt darin, dass die
Anzahl der 3D-Fla¨chen nicht inha¨rent, d.h. durch das Funktionsprinzip des Algorithmus selbst,
ermittelt werden kann [102].
Eine neue Technik zur Extraktion von 3D-Fla¨chen stammt von Nevado et al. [143]. Ihr Verfahren
betrachtet nacheinander alle 3D-Punkte. In einer lokalen Umgebung der Punkte wird eine 3D-Fla¨che
durch die Analyse einer ra¨umlichen Varianzmatrix (engl.: spatial variance matrix ) abgescha¨tzt, die
fu¨r eine gegebene Menge X = {xi ∈ R3}i=1,...,N folgende Struktur besitzt:
Var[X] =


σ2x σxy σxz
σxy σ
2
y σyz
σxz σyz σ
2
z

 .
σ2ξ ist die Varianz in ξ-Richtung und σxy ist die x, y-Kovarianz. Bekannt ist, dass die grundlegenden
Achsen, repra¨sentiert durch die Eigenvektoren, zusammen mit dem Schwerpunkt von X eng mit der
ra¨umlichen Verteilung der Punkte im Raum verbunden sind: Die Region, die von den 3D-Punkten
belegt ist, la¨sst sich durch die Eigenwerte entlang der Eigenvektoren anna¨hern. Eine 3D-Fla¨che
zeichnet sich also durch genau einen kleinen Eigenwert aus. Auf der Basis dieser U¨berlegung haben
Nevado et al. einen Algorithmus entworfen, der Fla¨chen aus 3D-Punktwolken heraus konstruiert
[143].
Der folgende Abschnitt stellt einen neuen Algorithmus zur Extraktion von 3D-Fla¨chen vor. Dabei
werden zwei bereits bekannte Algorithmen kombiniert.
Kombinierter RANSAC-ICP Algorithmus zur 3D-Fla¨chenextraktion
Ein kombinierter RANSAC-ICP Algorithmus bietet die Mo¨glichkeit zur schnellen Bestimmung von
3D-Fla¨chen in einer 3D-Punktmenge. Eine 3D-Fla¨che E ist durch drei 3D-Punkte
p1,p2,p3 ∈ R3 (4.1)
oder a¨quivalent durch den 3D-Punkt p1 ∈ R3 und den Normalen- bzw. Lotvektor n ∈ R3 (||n|| = 1)
gegeben. Letztere Form wird auch Hesse’sche Normalform genannt. Um eine 3D-Fla¨che in den Sze-
nendaten zu detektieren, wa¨hlt der Algorithmus zuna¨chst analog zum RANSAC-Verfahrens einen
beliebigen Messpunkt aus und scha¨tzt eine Ebene mittels zweier benachbarter Punkte. Anschließend
berechnet er alle Punkte, die die Ungleichung
|(x− p1) · n| < ε (4.2)
erfu¨llen. Falls die Menge dieser Punkte ein bestimmtes Limit u¨berschreitet (hier: 50 Punkte bei
ε=2.5cm), wird eine ICP-basierte Optimierung gestartet. In jedem Iterationsschritt bilden alle Da-
tenpunkte, die die Gleichung (4.2) erfu¨llen, die Menge M . Ihre Projektionen auf die 3D-Fla¨che
bilden die Menge D als Eingabe fu¨r den Algorithmus. Die Minimierung der ICP-Fehlerfunktion
geschieht durch eine Transformation der 3D-Fla¨che. Das Verfahren beno¨tigt nur wenige Iterati-
onsschritte, um die Fla¨che an den Daten auszurichten. Die zeitaufwa¨ndige Suche zur Bestimmung
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Abbildung 4.1: Fla¨chenextraktion aus einer 3D-Punktwolke. Links: 3D-Punktwolke. Mitte und rechts:
Extrahierte 3D-Fla¨chen und ihre semantische Interpretation.
der na¨chsten Punkte p innerhalb des ICP-Algorithmus ist durch eine direkte Berechnung aus dem
Anfragepunkt pq ersetzt, d.h.
p = pq − ||p− pq||n. (4.3)
Dabei heißt die Metrik Punkte-Fla¨che Metrik. Nachdem eine 3D-Fla¨che in die Daten eingepasst
worden ist, werden alle Punkte, die zu der Fla¨che geho¨ren, markiert. Der Algorithmus wird erneut
mit den noch nicht markierten Punkten gestartet, um weitere 3D-Fla¨chen zu finden. Das Verfahren
terminiert, wenn alle Punkte nach Gleichung (4.2) getestet wurden:
1. Wa¨hle einen 3D-Messpunkt p0 aus der Datenmenge X aus.
2. Bestimme die beiden na¨chsten Punkte p1,p2 und berechne die Ebene E durch
p1,p2,p3.
3. Starte ICP mit M = {p|p ∈ X(E , ε)} und D = Proj(M, E).
4. Akzeptiere die Fla¨che, falls |M | hinreichend groß und berechne X := X \M .
5. Wiederhole die Schritte 1 bis 4, bis alle Punkte in X getestet wurden.
Die extrahierten 3D-Fla¨chen E haben zuna¨chst keine Gro¨ße, es handelt sich um Ebenen. Diese
werden zu 3D-Fla¨chen, indem zuna¨chst die Messpunkte auf sie projiziert werden. Ein Quadtree
generiert anschließend die 3D-Fla¨che [29] (vgl. Abbildung 4.1, Mitte und rechts).
In bestimmten Fa¨llen ist es sinnvoll, begrenzte 3D-Fla¨chen zu extrahieren. Die Begrenzung fu¨hrt
dazu, dass die 3 Punkte (vgl. (4.1)) die 3 Eckpunkte repra¨sentieren. In diesem Fall rechnet der
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Abbildung 4.2: Extraktion eines Kamerakalibrierungsbretts aus einer 3D-Punktwolke. Links: Foto einer
Szene, die eine Tafel mit einem Schachbrettmuster entha¨lt. Rechts: Extrahierte 3D-Fla¨che.
Algorithmus statt mit Gleichung (4.3) wie folgt:
c =
1
2
(p2 + p3) (4.4a)
p = c+ Ξ
(
1
2
, (c · pq)/ ||p2 − p1||
)
(p2 − p1) + Ξ
(
1
2
, (c · pq)/ ||p3 − p1||
)
(p3 − p1). (4.4b)
Die Funktion Ξ(x) gibt −12 oder 12 zuru¨ck, falls der Punkt x außerhalb des Intervalls [−0.5, . . . , 0.5]
liegt, d.h.
Ξ(x) =


−12 , falls x < −12 ist,
1
2 , falls x >
1
2 ist,
x , sonst.
Der erste Teil der Gleichung (4.4a) repra¨sentiert den Mittelpunkt der Fla¨che, der zweite (4.4b)
den jeweiligen Anteil entlang der x- bzw. y-Achse der begrenzten Ebene. Abbildung 4.2 zeigt einen
3D-Scan, aus dem eine begrenzte Ebene extrahiert wurde.
4.1.2 Anwendung: 3D-Scanmatching fu¨r Abwasserkana¨le
Die Inspektion von kommunalen Abwassersystemen ist eine potentielle Verwendung von autonomen
mobilen Robotern [30, 170]. Die Selbstlokalisierung und die mo¨glichst genaue Rekonstruktion des
Kanalsystems stellen zwei grundlegende Probleme einer solchen Inspektion dar. Kann ein Zylinder
in die 3D-Daten eingepasst werden, lassen sich sowohl Abweichungen von der Idealform bestimmen
(vgl. Abbildung 4.4 (a) und (b)) als auch die Posescha¨tzungen des Roboters verbessern.
Ein Zylinder ist definiert durch zwei 3D-Punkte a,b und den Radius r (vgl. Abbildung 4.3). Der
na¨chste Punkt auf der Ro¨hrenoberfla¨che c zu einem gegebenen Datenpunkt x ergibt sich als:
n =
a− b
‖a− b‖ , s =
(x− a) · n
(n · n) (4.5)
c = s · n+ r · x− s · n‖x− s · n‖ , (4.6)
mit dem Einheitsvektor n zwischen a und b sowie der Projektion s von x auf n.
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Abbildung 4.3: Links: Kurt3D im Testkanal auf dem Fraunhoferinstitutscampus in Birlinghoven. Rechts:
Eine Ro¨hre wird durch zwei Punkte a,b ∈ R3 und einen Radius r beschrieben.
Die folgenden Schritte passen ein Ro¨hrenmodell in eine gescannte Ro¨hre ein [151]:
1. Fu¨ge eine initiale Ro¨hre in den 3D-Scan ein, um den Matchingprozess zu in-
itialisieren (vgl. Abbildung 4.4 (c)).
2. Berechne iterativ eine optimale Rotations- und Translationsmatrix mit dem
Algorithmus der na¨chsten Punkte (vgl. Abbildung 4.4 (d) und (e)).
3. Vergro¨ßere bzw. verkleinere sukzessive den Radius der Modellro¨hre bis die
Ro¨hre die 3D-Daten matcht, d.h., bis die Fehlerfunktion (3.1) ein Minimum
erreicht (vgl. Abbildung 4.4 (f)).
4.1.3 Das Einpassen von 3D-Modellen
Analog zu den Beispielen fu¨r das Einpassen von Fla¨chen und Ro¨hren lassen sich beliebige Formen
matchen. Dazu mu¨ssen sie lediglich als Drahtgittermodell vorliegen. Fu¨r jeden Datenpunkt in der
Messdatenmenge und fu¨r jedes Teilstu¨ck des Gittermodells, z. B. jedes Dreieck, wird der na¨chste
Punkt berechnet. Aus diesen Punkten wird der globale na¨chste Punkt bestimmt. Nachdem die
Punktpaare gebildet wurden, minimiert der ICP-Algorithmus die Fehlerfunktion (3.1). Dadurch
lassen sich beliebige Formen einpassen.
Ein Problem stellt die Auswahl derjenigen Punkte im 3D-Scan dar, die fu¨r das Matching benutzt
werden. Fu¨r das Beispiel der Ro¨hre wurden alle Scanpunkte verwendet, was fu¨r Anwendungen im
Kanal Sinn macht. Fu¨r die Extraktion der Ebenen aus 3D-Punktwolken wurde das Problem um-
gangen, indem der Algorithmus zuna¨chst randomisiert Fla¨chen erzeugt und die folgenden Schritte
mit ε-Umgebungen arbeiten.
Als Fazit fu¨r das Einpassen von beliebigen 3D-Formen in Punktwolken la¨sst sich festhalten, dass
es im Prinzip mo¨glich ist, mittels ICP-Algorithmus Modelle zu matchen. Leider ist vorab nicht
bekannt, wo man anfangen soll. In der Praxis beno¨tigen die Algorithmen also Zusatzinformationen
in Form von Startscha¨tzungen. Kapitel 4.3 zeigt eine Mo¨glichkeit auf, wie eine solche Initalscha¨tzung
generiert werden kann.
Dreidimensionale semantische Karten fu¨r autonome mobile Roboter
4.2. AUTOMATISCHE INTERPRETATION VON 3D-SZENEN 71
(a) (b) (c)
(d) (e) (f)
Abbildung 4.4: Scanmatching einer Ro¨hre in 3D-Daten aus einem Kanalsystem. (a) Abweichungen von
der Ro¨hrengeometrie sind als rote Linien dargestellt. (b) Ein Hindernis innerhalb der Ro¨hre la¨sst sich als
Abweichung gut detektieren. (c) Anfa¨ngliche Lage des Ro¨hrenmodells in den 3D-Daten. (d) und (e) Zwi-
schenergebnisse des ICP-Algorithmus. (f) Vollsta¨ndig eingepasstes Ro¨hrenmodell.
4.2 Automatische Interpretation von 3D-Szenen
Viele Innenra¨ume weisen a¨hnliche Formen auf, da sich die eingesetzten Baustoffe und Verfahren
gleichen [76]. Dadurch treten architektonische Merkmale, beispielsweise planare Wa¨nde, Decken und
Bo¨den oder rechte Winkel in vielen Umgebungen auf. Den Hintergrund der Szeneninterpretation
bildet also generisches Wissen aus der Architektur. Der im Folgenden vorgestellte Algorithmus
verwendet das durch die Architektur vorhandene allgemeine Wissen, um spezielles Wissen u¨ber die
3D-Szene zu erzeugen.
Die automatische Interpretation von 3D-Szenen besteht aus zwei Schritten. Zuerst werden geeignete
Merkmale, d.h. 3D-Fla¨chen, aus den aufgenommenen Szenen extrahiert. Anschließend beschriftet
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Abbildung 4.5: Das semantische Netz zur Szeneninterpretation
ein Backtracking-Algorithmus die Merkmale, so dass eine konsistente Interpretation entsteht. Aus
allgemeinen Annahmen u¨ber den Aufbau von Innenra¨umen entsteht so spezielles Wissen u¨ber
die erfasste Szene (vgl. [209]). Dieses Wissen wird schließlich zu Modellverbesserungen eingesetzt.
Die Modellverbesserung gleicht Fehler aus, die wa¨hrend der Messung und der Scanregistrierung
auftreten [150,152]. Die folgenden Abschnitte beschreiben den Algorithmus im Detail.
Die Interpretation der Szene benutzt die 3D-Fla¨chen, die mit dem Algorithmus aus dem vori-
gen Abschnitt gefunden wurden, als Merkmale. Die Menge der extrahierten 3D-Fla¨chen sei mit
E bezeichnet. Abbildung 4.1 zeigt einen 3D-Scan mit 184576 Messpunkten und 12 extrahierten
3D-Fla¨chen. Ein allgemeines Modell von Innenra¨umen ist als ein semantisches Netz hinterlegt.
Semantische Netze zur Interpretation von Bildszenen gehen auf Walz [209] zuru¨ck, und wurden
erfolgreich von Grau et al. [97] sowie Cantzler et al. [46,47] verwendet.
Ein semantisches Netz besteht aus Knoten und Kanten [173]. Die Knoten repra¨sentieren die ver-
schiedenen Objektklassen der Welt bzw. des Modells. Die Kanten beschreiben die Beziehungen zwi-
schen Objekten. Die Knoten haben folgende Bezeichnungen: L = {Wall, Floor, Ceiling, Door,
nofeature}, die mit den Beziehungen R = {parallel, orthogonal, above, under, equalheight}
in Verbindung gebracht werden. Die Relationen above und under werden in Abha¨ngigkeit zu ihrer
Ebene verwendet, so dass sie nicht kommutativ sind. Abbildung 4.5 zeigt die Objektklassen und die
Relationen. Zu beachten ist, dass der Knoten mit der Bezeichnung door ein aufstehendes Tu¨rblatt
bezeichnet.
Das semantische Netz la¨sst sich leicht erweitern, wobei eine erweiterte Merkmalsextraktion notwen-
dig wa¨re. Die hier vorgestellte Szeneninterpretation beschra¨nkt sich auf einfache 3D-Fla¨chen und
la¨sst sich demzufolge in allen Innenra¨umen anwenden.
4.2.1 Tiefensuche zur Lo¨sung des Zuordnungsproblems
Eine Tiefensuche (backtracking) implementiert die Zuweisung von Bezeichnungen aus der Menge L
auf die 3D-Fla¨chen E . Diese Zuordnung muss so erfolgen, dass alle Relationen eingehalten werden.
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Die Tiefensuche startet mit der Zuweisung der ersten Bezeichnung aus L auf die erste 3D-Fla¨che.
Anschließend weist der Algorithmus der zweiten 3D-Fla¨che eine Bezeichnung zu und u¨berpru¨ft, ob
alle durch die Relationen ausgeu¨bten Zwa¨nge erfu¨llt sind. Ist dies der Fall, wird mit der na¨chsten
Fla¨che fortgefahren. Treten Inkonsistenten auf, startet das Backtracking mit der Zuweisung von
anderen Bezeichnungen. Dieser Prozess ist beendet, wenn der gesamte Suchbaum abgearbeitet und
alle konsistenten Belegungen gefunden sind. Die konsistenten Zuordnungen bezeichnen alle Fla¨chen
und erfu¨llen die Relationen im semantischen Netz. Aus diesen Zuweisungen wa¨hlt der Algorithmus
schließlich diejenige aus, die ∑
p∈E
f(p) (4.7)
maximiert, wobei f(p) = 0, falls die 3D-Fla¨che p mit nofeature bezeichnet wurde und f(p) = 1,
falls es sich bei p um eine Wall, Door, Floor oder Ceiling handelt. Die vollsta¨ndige Suche und
das Auswahlkriterium (4.7) stellen sicher, dass der Algorithmus eine korrekte Zuweisung mit einer
minimalen Anzahl von nofeature Bezeichnungen erzeugt.
Die vollsta¨ndige Suche mit Backtracking beno¨tigt viel Rechenzeit. Um diese Zeit zu reduzieren,
werden Teile des Suchbaums abgeschnitten, sobald festgestellt ist, dass die Belegung nicht zum Ziel
fu¨hrt. Des Weiteren werden Zwischenergebnisse gespeichert, um Berechnungen nicht doppelt durch-
zufu¨hren. Beispielsweise beno¨tigt die Verifikation der Relationen under und above die Auswertung
der Distanzen aller Datenpunkte, die zu einer 3D-Fla¨che geho¨ren.
Abbildung 4.1 zeigt die Szeneninterpretation der 3D-Fla¨chen, die aus einer Punktwolke extrahiert
wurden. Als Szene dient der so genannte GMD-Robobench, eine Bu¨roumgebung zum Test von
autonomen mobilen Robotern [193]. Die Ebene mit der Bezeichnung door stellt – auch wenn in der
Abbildung nur schwer zu erkennen – eine leicht geo¨ffnete Bu¨rotu¨r dar.
4.2.2 Ein Prolog-Programm zur Lo¨sung des Zuordnungsproblems
Prolog bietet eine Mo¨glichkeit, das semantische Netz zu externalisieren, d.h. außerhalb von com-
pilierten Programmen zu repra¨sentieren. Dabei ist das Netz mit Hornklauseln kodiert [176]. Die
Knoten des Netzes sind die Argumente der Relationen, die durch die Kanten definiert werden. Ab-
bildung 4.6 zeigt das semantische Netz im Vergleich zu der Kodierung in Prolog. Hierbei sind alle
Fakten fu¨r die Relation parallel angegeben. Um den Bezeichner No Feature auszudru¨cken, wird
eine Bedingung verwendet, die verhindert, dass Prologs Unifikationsalgorithmus den 3D-Fla¨chen
den Bezeichner nofeature zuweist.
Zusa¨tzlich zu dieser Repra¨sentation des semantischen Netzes stellt der Algorithmus basierend auf
der Analyse der 3D-Fla¨chen eine Klausel folgender Form zusammen. Dabei repra¨sentieren die Va-
riablen P0, P1, . . . die 3D-Fla¨chen:
labeling(P0,P1,P2,P3,P4) :- parallel(P0,P1), under(P0,P1), orthogonal(P0,P2),
under(P0,P2),orthogonal(P0,P3), under(P0,P3),
parallel(P0,P4), above(P0,P4), . . .
Der Unifikations- und Baktrackingalgorithmus von Prolog wird gestartet, indem die Interpretati-
onssoftware die Klausel
consistent labeling(P0,P1,P2,P3,P4) :- labeling(P0,P1,P2,P3,P4).
generiert. Die Anfrage
?- consistent labeling(P0,P1,P2,P3,P4).
startet schließlich den Prozess.
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parallel(floor,floor).
parallel(ceiling,floor).
parallel(ceiling,ceiling).
parallel(floor,ceiling).
parallel(wall,wall).
parallel(X, ) :- X == nofeature.
parallel( ,X) :- X == nofeature.
orthogonal(ceiling,door).
orthogonal(ceiling,wall).
. . .
equalheight(floor,floor).
equalheight(ceiling,ceiling).
equalheight(door, ).
. . .
Abbildung 4.6: Vergleich des semantischen Netzes mit der Prolog-Kodierung. Links: Semantisches Netz
zur Szeneninterpretation. Rechts: Externalisierte Wissensrepra¨sentation in Prolog mit Fakten fu¨r jede Kante
und einer Bedingung fu¨r die No Feature Bezeichnung.
Die Beschriftung einer 3D-Fla¨che mit nofeature wird nur dann in Erwa¨gung gezogen, wenn die
Unifikation fehlschla¨gt. In diesem Fall erzeugt das Programm eine weitere Hornklausel, um ei-
ne konsistente Belegung zu erreichen. Diese Hornklausel unifiziert explizit eine Variable mit der
Bezeichnung nofeature. Die Berechnung aller Kombinationen ermo¨glicht es, alle Variablen zu
beru¨cksichtigen:
consistent labeling(P0,P1,P2,P3,P4) :- comb([P0,P1,P2,P3,P4],[nofeature]),
labeling(P0,P1,P2,P3,P4).
Der Prozess der expliziten Belegung von Variablen mit dem Bezeichner nofeature wird solange
fortgesetzt, bis Prologs Unifikationsalgorithmus Erfolg hat:
consistent labeling(P0,P1,P2,P3,P4) :- comb([P0,P1,P2,P3,P4],
[nofeature,nofeature]),
labeling(P0,P1,P2,P3,P4).
...
Die folgenden drei Klauseln berechnen alle Kombinationen:
comb( ,[]).
comb([X|T],[X|Comb]) :- comb(T,Comb).
comb([ |T],[X|Comb]) :- comb(T,[X|Comb]).
Bemerkung: Die Reihenfolge der Regeln innerhalb des Prolog-Programms ist fu¨r die korrekte
Abarbeitung wichtig. Prolog arbeitet mit der SLD-Resolution (engl.: linear resolution with selec-
tion function for definite clauses), wobei die Auswahlfunktion durch die Reihenfolge der Klauseln
gegeben ist. Lineare Resolution bedeutet, dass die Herleitung der leeren Klausel, also des Attri-
buts falsch, als Bina¨rbaum organisiert ist. Hierbei stellt die leere Klausel die Wurzel dar und es
existiert nur ein Zweig, der durch Resolventenbildung entstanden ist. Eine definite Klausel steht
gleichbedeutend fu¨r nicht-negative Hornklausel. 1
1Prolog arbeitet mit der SLDNF-Resolution (engl.: linear resolution with selection function for definite clauses
with negation as failure). Die dabei enthaltene Negation fu¨hrt dazu, dass Nicht-Hornklauseln auftreten ko¨nnen.
Damit ist diese Art der Resolution nicht mehr widerlegungsvollsta¨ndig. Jedoch spielt eine Negation in dem erzeugten
Prolog-Programm keine Rolle. Eine Einfu¨hrung in die logische Programmierung und Prolog gibt Scho¨ning [176].
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Ein vollsta¨ndiges Beispiel fu¨r ein aus einer 3D-Szene generiertes Prolog-Programm befindet sich in
Anhang C.
4.2.3 Vergleich zwischen Tiefensuche und Prolog-basierter Beschriftung der
3D-Fla¨chen
Tabelle 4.1 zeigt die Rechenzeit fu¨r die vollsta¨ndige Tiefensuche und das Prolog-basierte Beschrif-
tungsverfahren der 3D-Fla¨chen in typischen Szenen, die mit dem 3D-Laserscanner aufgenommen
wurden (Pentium IV-2400, SWI-Prolog [166]). Die Zeiten fu¨r die Prolog-Variante liegen unter-
halb derer des Backtrackings. Wa¨hrend die Tiefensuche den gesamten Suchbaum erzeugt, um eine
Maximierung nach Formel (4.7) zu berechnen, ist die durch das Prolog-Programm vorgegebene
Tiefensuche optimistisch, d.h. es wird zuerst versucht, alle 3D-Fla¨chen zu beschriften, ohne den
Bezeichner nofeature zu verwenden. Dabei benutzt Prolog ebenfalls Tiefensuche. Wenn weite-
re Tiefensuchen notwendig sind, greift die verwendete Prolog-Implementation auf bereits erzeugte
Zwischenergebnisse zuru¨ck [166].
Anzahl der Fla¨chen Backtracking Prolog
5 93.51 ms 89.33 ms
7 155.14 ms 101.81 ms
13 589.11 ms 313.79 ms
25 3.7 sec 2.3 sec
Tabelle 4.1: Rechenzeit fu¨r das Matching des semantischen Netzes mit den 3D-Fla¨chen.
4.2.4 Verbesserung des 3D-Modells
Bei jeder Messung treten Messfehler auf. Des Weiteren ko¨nnen auch beim Scanmatching Fehler auf-
treten (vgl. Abschnitt 3.1). Beides fu¨hrt zu fehlerhaften 3D-Modellen. Nun hat aber die semantische
Interpretation aus allgemeinem Wissen u¨ber Innenra¨ume spezielles Wissen u¨ber die gescannte 3D-
Szene erzeugt. Dieses wird im Folgenden dazu verwendet, das Modell zu verbessern. Dabei werden
die extrahierten Ebenen so ausgerichtet, dass sie mo¨glichst gut die 3D-Scandaten repra¨sentieren,
gleichzeitig aber auch den semantischen Bedingungen, d.h. der Parallelita¨t und Orthogonalita¨t,
gerecht werden.
Der erste Schritt der Modellverbesserung ist die Modellvereinfachung. Dieser Vorverarbeitungs-
schritt vereinigt benachbarte 3D-Fla¨chen, wenn deren Beschriftungen gleich sind, z.B. bei zwei
ceiling Fla¨chen. Zuna¨chst vergro¨ßert sich der Abstand der 3D-Fla¨chen zu den zu ihnen geho¨ren-
den Punkten. Dies spielt jedoch wegen der nachfolgenden Optimierung keine Rolle.
Der zweite Schritt ist die Verbesserung des 3D-Modells. Sie erfolgt durch das Aufstellen einer
Fehlerfunktion und deren Optimierung. Die Fehlerfunktion besteht aus zwei Teilen: Der erste Teil
summiert die Absta¨nde aller Punkte zu ihren jeweiligen Fla¨chen E . Der zweite Teil besteht aus
einer Summe der durch die Semantik induzierten Bedingungen Parallelita¨t und Orthogonalita¨t.
Die Abweichungen der auftretenden Winkel werden aufsummiert. Die Fehlerfunktion lautet wie
folgt:
E(P) =
∑
pi∈E
∑
x∈X(E,ε)
||(x− pi1) · ni||+ γ
∑
pi∈E
∑
pj∈E
ci,j , (4.8)
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mit pi1 einem Punkt der Ebene p1 und mit Normalenvektor n1. ci,j beschreibt Parallelita¨t (4.9)
oder Orthogonalita¨t (4.10). Die semantischen Bedingungen sind durch
ci,j = min{| arccos(ni · nj)|, |pi − arccos(ni · nj)|} (4.9)
bzw.
ci,j = |pi
2
− arccos(ni · nj)| (4.10)
gegeben. Die Fehlerfunktion kann sehr komplex werden, denn es gehen sa¨mtliche Datenpunkte,
3D-Fla¨chen und semantische Bedingungen in sie ein. Offensichtlich ist die Minimierung von (4.8)
ein nicht-linearer Optimierungsprozess.
Die Zeit fu¨r mehrdimensionale Optimierungen steigt mit der Anzahl der Parameter n. Um den
Prozess der Optimierung zu beschleunigen, werden die Ebenen kompakt repra¨sentiert (vgl. Formel
4.1). Der Normalenvektor n der 3D-Fla¨chen wird in Kugelkoordinaten angegeben, d.h., durch zwei
Winkel α und β. Außerdem reduziert man den Punkt p1 der Fla¨chenbeschreibung auf einen kon-
stanten Vektor in Richtung p1 und auf einen Abstand d zum Ursprung des Koordinatensystems.
Demzufolge besteht die minimale Beschreibung einer 3D-Fla¨che aus einem 3-Tupel p = (α, β, d).
Die Beschreibung der Menge aller 3D-Fla¨chen P liegt nun in einem mehrdimensionalen Vektor vor,
der durch das Zusammenfu¨gen aller 3-Tupel entsteht.
Optimierungsverfahren fu¨r die Fehlerfunktion (4.8) ko¨nnen ausschließlich Funktionswerte beru¨ck-
sichtigen, da keine Ableitungen zur Verfu¨gung stehen. Cantzler et al. benutzen genetische Algorith-
men fu¨r die Optimierung [47]. Genetische Algorithmen ermitteln ein Minimum, indem sie fu¨r die
Variablen eine Menge (Pool) von Lo¨sungen (Genen) konstruieren. Anschließend werden die Gene
randomisiert vera¨ndert, gekreuzt und vermehrt. Die zu optimierende Funktion u¨bernimmt die Rol-
le einer Fitnessfunktion, die eine Auswahl unter den Genen, d.h. Variablenbelegungen, trifft. Die
Minimierung von Funktionen mit genetischen Algorithmen ist sehr rechenaufwa¨ndig, bietet aber
die Mo¨glichkeit, ein globales Minimum zu finden.
Da die Fehlerfunktion (4.8) aus einer gescannten Szene mit definierter Genauigkeit hervorgeht,
kann angenommen werden, dass der Startwert nahe dem globalen Minimum liegt. Daher wurden
lokale Minimierungsverfahren zur Optimierung gewa¨hlt. Zwei weitere Optimierungsverfahren eig-
nen sich: Eine Heuristik basierend auf Powells Minimierungsmethode (vgl. Anhang B.2) und die
Downhill-Simplex Methode (vgl. Anhang B.3). Powells Methode versucht konjugierte Richtungen
zu berechnen, entlang derer sie die Funktionswerte auswertet, bis ein lokales Minimum gefunden
ist. Die Downhill-Simplex Methode benutzt n + 1 Werte der zu optimierenden n-dimensionalen
Funktion, die sich aus dem Startwert generieren lassen. Anschließend wird das von den Werten
aufgespannte Intervall schrittweise verkleinert, bis ein lokales Minimum erreicht ist.
Abbildung 4.7 zeigt den Verlauf der Optimierung mit beiden Verfahren. Die Downhill Funktion
findet bei gleicher Anzahl von Funktionsauswertungen ein besseres Minimum, ist allerdings am
Anfang des Optimierungsprozesses schlechter als Powells Methode. Die Ausschla¨ge wa¨hrend der
Minimierung mit dem Verfahren nach Powell haben ihre Ursache in sehr schlechten Suchrichtungen.
Der letzte Schritt fu¨r die Modellverbesserung ist die Koordinatensystemausrichtung der gescannten
Szene auf der Grundlage der gefundenen Interpretation. Wa¨hrend des Scanmatchings definiert der
erste Scan das globale Koordinatensystem. Dieses la¨sst sich nun so ausrichten, dass Fußbo¨den/-
Decken und Wa¨nde orthogonal und parallel zu den Achsen des Koordinatensystems sind.
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Abbildung 4.7: Vergleich zwischen der Minimierung mit der Downhill Simplex Methode und jener mit
Powells Methode.
Die vorgestellten Verfahren wurden in vielen Experimenten im GMD-Robobench getestet. Abbil-
dung 4.1 zeigt eine Punktwolke eines 3D-Scans mit 184576 Punkten, die extrahierten 3D-Fla¨chen
und deren Interpretation. Das Originalmodell und das verbesserte Modell sind in Abbildung 4.8
gegeben. Dabei wurde der Wert der Fehlerfunktion E(P ) = 11.76 + γ16.68 reduziert auf E(P ) =
15.61 + γ0.23. Der Parameter γ hat hierbei den Wert 100. Die Abbildung zeigt die Reduktion der
Messfehler auf dem Boden und an der Decke. Um die Effekte zu visualisieren, wurde die Darstellung
durch Octalba¨ume gewa¨hlt (vgl. Seite 47).
Abbildung 4.9 illustriert ein weiteres Beispiel fu¨r die Interpretation von 3D-Szenen und die Modell-
verbesserung. Hierbei wurden 8 3D-Scans mit dem autonomen Roboter Ariadne aufgenommen und
zu einer konsistenten Szene zusammengefu¨gt. Die Interpretation benutzt nur die flachen Objekte,
sie filtert also gleichzeitig die Personen aus den Daten. Die Abbildung zeigt ein Foto der Szene, die
mit Reflektionswerten gerenderte Octalbaumdarstellung, die semantische Interpretation sowie das
Orginal und das verbesserte Modell.
Abbildung 4.8: Modellverbesserung. Links: Orginalmodell. Rechts: Verbessertes Modell. U¨ber weite Teile
der Szene entsteht ein besseres Voxelmodell, allerdings treten auch lokale negative Effekte auf, deren Ursache
in der Voxelbildung [144] liegen.
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Abbildung 4.9: Durch einen autonomen Roboter rekonstruiertes Fla¨chenmodell (8 vereinigte 3D-Scans).
Die Personen in der Szene werden durch die 3D-Fla¨chenerkennung herausgefiltert. Oben links: Foto der
Szene. Oben rechts: Gerenderte Szene in Octalbaumdarstellung. Mitte: Extrahierte Fla¨chen und semantische
Interpretation. Unten links: Orginalmodell. Unten rechts: Verbessertes Modell.
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Abbildung 4.10: Das System zur automatischen Objektklassifikation und Objektlokalisierung.
4.3 Objektklassifikation und -lokalisierung in 3D-Scans
Bei der automatischen Objektklassifikation und -lokalisierung werden die Objekte nicht wie in
den vorangegangen Abschnitten explizit repra¨sentiert, sondern von Algorithmen gelernt. Lernen
bedeutet immer das Lernen von Parametern, so dass auf einem Lerndatensatz mo¨glichst wenig
Fehler gemacht werden. Des Weiteren sollen die gelernten Sachverhalte gut verallgemeinern, d.h.
auch unbekannte Daten gut vorhersagen bzw. klassifizieren. Beim Lernen kommen N positive und
negative Beispiele zum Einsatz. Diese werden als Paare (x1, y1), . . . , (xN , yN ) angegeben, wobei
yi ∈ {−1, 1}, i ∈ {1, . . . , N} die klassifizierte Ausgabe ist.
Bevor jedoch die Lernalgorithmen vorgestellt werden, mu¨ssen die 3D-Scandaten vorverarbeitet
werden. Um 3D-Objekte automatisch zu erkennen und zu lokalisieren, sind etliche Teilschritte not-
wendig: Bilderzeugung, Klassifikation, Ray Tracing, Modelleinpassung und Auswertung. Abbildung
4.10 gibt einen U¨berblick u¨ber das System.
4.3.1 Erzeugen von Bildern aus den 3D-Scandaten
Nach dem Scannen liegen die Daten als Menge von 3D-Punkten vor. Jeder 3D-Scanpunkt besitzt
zusa¨tzlich ein Attribut c ∈ [0, 1], das die Reflektivita¨t angibt. Die 3D-Daten ko¨nnen nun mittels
OpenGL, auch ohne die Grafikkarte zu verwenden, auf eine Bildfla¨che projiziert werden. Befindet
sich dabei die virtuelle Kamera genau an dem Ort, von dem die Laserstrahlen ausgesandt wurden,
entsteht ein Bild, in dem die projizierten Punkte gleichfo¨rmig verteilt sind. Die Ursache hierfu¨r
liegt in der kugelfo¨rmigen (radialen) Abstrahlung des Lasers. Vergro¨ßert man nun sukzessive die
3D-Punkte, bis sich die Zwischenra¨ume auflo¨sen, entsteht ein Bild vom Scan. Die Bildpunkte werden
entweder mit Grauwerten in Abha¨ngigkeit von der Tiefe oder von den Reflektionswerten dargestellt.
Abbildung 4.11 zeigt einen 3D-Scan und zwei erzeugte Bilder. Da die verwendete virtuelle Kamera
einen O¨ffnungswinkel von 60◦ besitzt, geben die generierten Bilder nur einen Ausschnitt des 3D-
Scans wieder. Die gerenderten Bilder entstehen durch eine ideale Projektion, sind also nicht verzerrt.
4.3.2 Merkmalsdetektion mit Integralbildern
Fu¨r die Entscheidung, statt einzelner Bildpunkte Merkmale zu verwenden, gibt es viele Gru¨nde im
Informatikbereich
”
Computer-Sehen“. Bei Anwendungen auf mobilen Robotern ist die Rechenzeit
mit den begrenzten Kapazita¨ten eines solchen Systems entscheidend: Diese ist bei merkmalbasierten
Klassifikationssystemen oftmals besser [205]. Die hier verwendeten Merkmale haben die gleiche
Dreidimensionale semantische Karten fu¨r autonome mobile Roboter
80 KAPITEL 4. DIE INTERPRETATION VON 3D-SCANS
Abbildung 4.11: Links: 3D-Scan als Punktwolke. Mitte: 3D-Szene als Tiefenbild, wobei dunkle Grauto¨ne
gro¨ßeren Entfernungen entsprechen. Rechts: Reflektionsbild der Szene.
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Abbildung 4.12: Merkmale zur Objekterkennung. Kanten-, Linien-, Diagonal-, und center-surround Merk-
male. Die invertierten Merkmale ko¨nnen durch Einstellung des Schwellwertes in den Merkmalen entstehen.
Struktur wie die Haar-Funktionen [101] mit denen Wavelets dargestellt werden ko¨nnen: fHaar :
R→ [−1, 1], mit
f(x) =


−1 0 ≤ x ≤ 1/2
1 1/2 ≤ x ≤ 1
0 , sonst.
Diese Haar-Funktionen sind Schrittfunktionen und werden auch in [126,157,205] verwendet.
Abbildung 4.12 zeigt die 11 Basisfunktionen, d.h. die Kanten-, Linien-, Diagonal-, und center sur-
round Merkmale. In einem Basisdetektor, der z.B. die Gro¨ße von 30 × 30 Pixel besitzt, werden
alle mo¨glichen Merkmale generiert. Fu¨r einen 30 × 30 Detektor ergeben sich 642592 Merkmale
(vgl. [126] fu¨r Details zur Anzahlberechnung).
Die ersten 6 Merkmale lassen sich effizient auswerten, indem Integralbilder verwendet werden
[126,204,205] (engl.: integral images oder summed area tables). Ein Integralbild I ist eine Zwischen-
repra¨sentation fu¨r das Bild mit einer Breite x und Ho¨he y und entha¨lt die Summe der Pixelwerte
N :
I(x, y) =
x∑
x′=0
y∑
y′=0
N(x′, y′).
Das Integralbild wird rekursiv durch folgende Formel bestimmt:
I(x, y) = I(x, y − 1) + I(x− 1, y) +N(x, y)− I(x− 1, y − 1)
mit I(−1, y) = I(x,−1) = I(−1,−1) = 0. Demnach beno¨tigt die Berechnung von I nur einen
einzigen Zugriff auf die Eingabedaten. Das Zwischenergebnis Integralbild erlaubt die Berechnung
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Abbildung 4.13: Links: Die Berechnung der Merkmalswerte F in der schattierten Region basiert auf
den Integralwerten der 4 oberen Rechtecke. Mitte: Rotierte Integralbilder Ir. Rechts: 4 Referenzen werden
beno¨tigt, um ein rotiertes Merkmal Fr zu errechnen.
einzelner Rechteckmerkmale der Breite (h,w) an Pixel (x, y) durch vier Referenzen auf das Inte-
gralbild (vgl. Abbildung 4.13):
F (x, y, h,w) = I(x, y) + I(x+ w, y + h)− I(x, y + h)− I(x+ w, y).
Fu¨r die Bestimmung der rotierten Merkmale haben Lienhart et al. die rotierten Integralbilder
eingefu¨hrt [126]. Diese enthalten die Summen u¨ber die Pixel eines Rechtecks, das um 45◦ gedreht
wurde. Die untere Spitze befindet sich bei (x, y) (vgl. Abbildung 4.13):
Ir(x, y) =
x∑
x′=0
x−|x′−y|∑
y′=0
N(x′, y′).
Auch die rotierten Integralbilder Ir werden rekursiv berechnet, und zwar durch
Ir(x, y) = Ir(x− 1, y − 1) + Ir(x+ 1, y − 1) +−Ir(x, y − 1) +N(x, y) +N(x, y − 1),
mit den Startwerten Ir(−1, y) = Ir(x,−1) = Ir(x,−2) = Ir(−1,−1) = Ir(−1,−2) = 0. Wiederum
beno¨tigt man 4 Referenzen auf das Integralbild, um ein Rechteck auswerten zu ko¨nnen:
Fr(x, y, h,w) = Ir(x+ w − h, y + w + h− 1) +
Ir(x, y − 1)− Ir(x− h, y + h− 1)−
Ir(x+ w, y + w − 1).
Da alle Merkmale aus Rechtecken zusammengesetzt sind, lassen sie sich durch das Referenzieren
des Integralbildes und gewichtete Subtraktionen bestimmen. Die Gewichtung geschieht dabei pro-
portional zu den Fla¨chen der weißen und schwarzen Bereiche.
Um ein Merkmal fi zu detektieren, beno¨tigt man einen Schwellwert. Ist die Auswertung eines
Merkmals u¨ber einen Bildbereich gro¨ßer als der Schwellwert, gilt das Merkmal als erkannt. Der
Schwellwert wird so angepasst, dass mo¨glichst wenige der positiven bzw. negativen Beispiele falsch
klassifiziert werden. Tritt ein negativer Schwellwert auf, handelt es sich um ein inverses bzw.
”
ne-
gatives“ Merkmal. Des Weiteren stellt der Algorithmus die Ru¨ckgabewerte (α, β) so ein, dass der
Fehler u¨ber den Beispielen am geringsten ist. Im diskreten Fall sind nur die Ru¨ckgabewerte −1 und
1 erlaubt, ansonsten Werte aus dem Bereich [−1, 1].
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4.3.3 Das Lernen von Klassifikatoren
Fu¨r das Lernen von Klassifikatoren bieten sich so genannte Boosting-Techniken an. Sie zielen dar-
auf ab, eine mo¨glichst kleine Teilmenge von Merkmalen bzw. einfachen Klassifikatoren, die nur
ein Merkmal benutzen, auszuwa¨hlen. Man erhofft sich davon, dass die gewichtete Summe gute
Klassifikationsergebnisse erzielt.
Fu¨r die Auswahl der Merkmale stehen verschiedene Auspra¨gungen des Boosting-Verfahrens zur
Verfu¨gung: Der Diskrete Ada Boost-, der Real Ada Boost- und der Gentle Ada Boost- Algorith-
mus [82]. Alle Auspra¨gungen verbindet die Gemeinsamkeit, dass zuerst ein Merkmal ausgewa¨hlt
wird und anschließend die Trainingsbeispiele neu gewichtet werden. Danach startet der Auswahl-
prozess erneut, bis eine gegebene Klassifikations- und Fehlerrate erreicht ist. Die Auspra¨gungen des
Lernverfahrens unterscheiden sich in der Art und Weise der Neuverteilung der Gewichte.
Im Folgenden wird eine Klassifikation als Treffer (engl.: hit) und ein Fehler als falscher Alarm (engl.:
false alarm) bezeichnet. Das Lernen basiert auf N gewichteten Trainingsbeispielen (x1, y1), . . . ,
(xN , yN ), wobei xi die Bilder sind und yi ∈ {−1, 1}i=1,...,N die klassifizierte Ausgabe ist. Zu Beginn
der Lernphase werden alle Gewichte konstant initialisiert, d.h. wi = 1/N . Der diskrete Ada Boost-
Algorithmus fu¨hrt nun die folgenden Schritte aus:
1. Setze m := 0.
2. Erho¨he den Za¨hler m, d.h. m := m+ 1.
(a) Passe den Schwellwert in den Merkmalen fj so an, dass eine minimale An-
zahl von Trainingsbeispielen (x1, y1), . . . , (xN , yN ) als falsch klassifiziert
wird. Dabei sind die Beispiele mit wi gewichtet.
(b) Fu¨r jedes Merkmal fj berechne
ej =
N∑
i=1
wi
(
1 , falls (yi 6= fj(xi))
0 , sonst.
)
und cj =
1
2
log
(
1− ej
ej
)
.
(c) Wa¨hle das Merkmal fj , das den geringsten Fehler ej aufweist, als Merkmal
f ′m aus.
3. Aktualisiere alle Gewichte mit wi := wie
cj−1(yi 6=f ′m(xi)) unter Benutzung des
gewa¨hlten Merkmals. Damit werden falsch klassifizierte Beispiele fu¨r den
na¨chsten Schleifendurchlauf sta¨rker gewichtet. Renormalisiere anschließend die
Gewichte, so dass
∑
i wi = 1 gilt.
4. Teste, ob der Klassifikator sign (
∑m
t=1 cmf
′
m(x)) die gewu¨nschte Trefferquote
und Rate falscher Alarme bereits erfu¨llt. Wenn nicht, mache mit Schritt 2
weiter.
In den reellen Varianten des Algorithmus, Real Ada Boost und Gentle Ada Boost, du¨rfen die
Merkmale (Merkmalsklassifikatoren) Ru¨ckgabewerte im Intervall [−1, 1] annehmen. Fu¨r den Real
Ada Boost-Algorithmus werden die Schritte 2b und 3 wie folgt angepasst:
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2. (b’) Fu¨r jedes Merkmal fj berechne
ej =
N∑
i=1
(wiyi fj(xi)) und cj =
1
2
log
(
1− ej
ej
)
.
3. Aktualisiere alle Gewichte mit wi := wie
cj−yif ′m(xi) unter Benutzung des
gewa¨hlten Merkmals. Renormalisiere anschließend die Gewichte.
Der Gentle Ada Boost Algorithmus kommt ohne Schritt 2b aus, da der Log-Fehler cj fu¨r die
Merkmale nicht berechnet werden muss. Die Aktualisierung der Gewichte basiert nur auf dem
auftretenden Fehler, d.h.
2. (b’) entfa¨llt.
3. Aktualisiere alle Gewichte mit wi := wie
−yif ′m(xi) unter Benutzung des gewa¨hl-
ten Merkmals. Anschließend Renormalisiere anschließend die Gewichte.
Die Ausgabe des Klassifikators u¨ber einer Bildregion x ist
sign(
M∑
m=1
f ′m(x)),
mit f ′m(x) = α, falls x ≥ thr., und f ′m(x) = β sonst. α und β sind die gewichteten Ausgaben der
einfachen Merkmale.
Eine Kaskade von Klassifikatoren
Die Performanz eines Klassifikators reicht fu¨r die Klassifikation von Objekten nicht aus. Trotz ho-
her Trefferquote, z.B. phit = 0.999, ist auch die Wahrscheinlichkeit der falschen Alarme hoch, z.B.
pfalarm = 0.5. Da die Trefferquote nahe 1 liegt und signifikant gro¨ßer als die Fehlerrate ist, bietet sich
die Konstruktion einer Kaskade von Klassifikatoren an. Dabei werden mehrere gelernte Klassifika-
toren hintereinander angeordnet, so dass ein degenerierter Entscheidungsbaum entsteht. In jeder
Etappe fa¨llt der Algorithmus die Entscheidung, ob der entsprechende Bildauschnitt x das Objekt
entha¨lt. Nur wenn u¨ber alle Etappen eine positive Entscheidung getroffen wird, gilt das Bild als po-
sitiv klassifiziert und das Objekt als erkannt. Durch dieses Verfahren werden sowohl die Trefferquote
phit als auch die Wahrscheinlichkeit der falschen Alarme pfalarm = 0.5 reduziert. Bei einer Kaskade
mit k Schritten gilt: pg,hit = p
k
hit und pg,falarm = p
k
falarm. Allerdings wird die Fehlerwahrscheinlichkeit
viel schneller reduziert als diejenige der Treffer. Somit ist eine sichere Klassifikation mo¨glich. Des
Weiteren sinkt durch den Einsatz der Kaskade die Rechenzeit des Klassifikationsprozesses, da viele
Bereiche, die nicht das gesuchte Objekt enthalten, schnell abgelehnt werden ko¨nnen.
Die Kaskade wird durch einen einfachen iterativen Prozess konstruiert. Fu¨r jede Etappe lernt der
Algorithmus eine Ansammlung von Merkmalen, bis die Trefferquote und Fehlerrate erreicht ist.
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thr. = 0.002739
α = −0.9544
β = 0.8265
thr. = −0.01696
α = 0.7638
β = −0.8637
α = −0.9654
β = 0.2295
thr. = 0.0003417
α = −0.8917
β = 0.02169
thr. = 0.0001828
α = −0.9729
β = 0.3067
thr. = −5.471e−05
α = 0.3093
β = −0.7876
thr. = 0.0002671
in Abhängigkeit
des Schwellwerts
Σ f’(x)  <  0
f’(x)  >=  0Σ thr. = 0.001204α = −0.9649β = 0.7981
thr. = 0.0004609
α = −0.9303
β = 0.3219
thr. = 0.006924
α = −0.9508
β = 0.4335
thr. = 0.001098
α = −0.9702
β = 0.3573
(2) (2)
(1)
thr. = 0.005539
α = −0.9578
β = 0.5776
thr. = 0.002012
α = −0.9197
β = 0.2383
thr. = −0.001132
α = 0.3423
β = −0.9655
thr. = 0.0008072
α = −0.9142
β = 0.1969
thr. = 0.006586
α = −1
β = 0.407
thr. = 0.0004443
α = −0.8958
β = 0.3519
α = 0.562
β = −0.8982
thr. = −0.000917
(1){αβ
(1)
(2)
f’(x) =
ausgewertetes Merkmal:
Abbildung 4.14: Die ersten drei Etappen einer Kaskade von Klassifikatoren zur Detektion eines Bu¨rostuhls
in Tiefenbildern. Jede Etappe entha¨lt eine Ansammlung einfacher Haar-Merkmale, die wiederum mit dem
Gentle Ada Boost Algorithmus gelernt wurden. Jedes Merkmal besitzt einen Schwellwert (thr.) und die
Ru¨ckgabewerte α und β. In jeder Etappe wird die Summe
∑
f ′(x) gebildet, anhand derer dann u¨ber die
Fortsetzung entschieden wird.
Dieser Prozess wird mit den positiven Beispielen fortgesetzt, die die Kaskade korrekt passiert haben.
Aus den negativen Bildbeispielen werden Ausschnitte gesucht, die ebenfalls die aktuelle Kaskade
passieren konnten. Diese Bildausschnitte wurden dann falsch klassifiziert und werden fu¨r die na¨chste
Etappe als Trainingsbilder benutzt. Dieser Erzeugungsprozess fu¨r die negativen Beispiele heißt
bootstrapping und ist der zeitaufwa¨ndigste Teil des Lernverfahrens.
Beim Lernen der Kaskade erho¨ht sich in ho¨heren Stufen fu¨r gewo¨hnlich die Anzahl der einfachen
Merkmale im Klassifikator, da es immer schwerer wird, die gewu¨nschte Trefferquote und die Rate
falscher Alarme zu erreichen. Abbildung 4.14 zeigt die ersten drei Etappen der Kaskade fu¨r das
Objekt Bu¨rostuhl.
Die Anwendung der Kaskade
Um ein Objekt in einem Bild zu erkennen, startet der Detektionsprozeß mit der kleinsten Gro¨ße des
Klassifikators und sucht das gesamte Bild von oben links nach unten rechts durch Anwendungen
der Kaskade nach dem Objekt ab. Sollen Objekte unterschiedlicher Gro¨ße erkannt werden, wird
der Klassifikator neu skaliert. Die Darstellung des Bildes als Integralbild bleibt davon unberu¨hrt
und aufwa¨ndiges Neu-Skalieren des Bildes wird vermieden. Der große Vorteil der Haar-Merkmale
ist, dass sie einfach skalierbar sind. Dadurch ist die Objekterkennung gro¨ßen-invariant.
Eine Kombination der Kaskaden fu¨r die Tiefenbilder und Reflektionsbilder reduziert die Anzahl
der falschen Alarme. Es gibt zwei Kombinationsmo¨glichkeiten: Die beiden Kaskanden werden ab-
wechselnd oder nacheinander ausgewertet (vgl. Abbildung 4.15). In beiden Mo¨glichkeiten entspricht
die erfolgreiche Objekterkennung einer UND-Verknu¨pfung. Um zu vermeiden, dass sich auch die
Trefferquote verringert, werden aus verschiedenen Blickwinkeln und mit unterschiedlichen O¨ffnungs-
winkeln Bilder aus dem 3D-Scan generiert [149].
Die Geschwindigkeit der kombinierten Kaskade ist ho¨her, wenn die Kaskaden nacheinander aus-
gewertet werden. Im seriellen Fall werden also weniger Merkmale evaluiert, was darauf hindeutet,
dass viele Bildausschnitte schneller abgelehnt werden ko¨nnen.
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Abbildung 4.15: Die Vereinigung der Kaskaden. Links: Abwechselnde Kaskadenschritte. Rechts: Seriali-
sierte Kaskaden.
Abbildung 4.16: CARTs zur Auswertung von Bildregionen. Links: Ein einfaches Merkmal f1 zur Klas-
sifikation. Es besitzt einen Schwellwert und die Ru¨ckgabewerte α und β. Rechts: Ein Klassifikations- und
Regressionsbaum (CART) f2 mit 4 Knoten. In Abha¨ngigkeit von den Merkmalen und den Schwellwerten wird
fu¨r eine Bildregion x u¨ber den Weg durch den Baum entschieden. Die Bla¨tter enthalten die Ru¨ckgabewerte.
Klassifikations- und Regressionsba¨ume
Der Klassifikator ist in der Lage, ein gelerntes Objekt in einem Bild zu lokalisieren. Fu¨r jedes
weitere Objekt muss ein neuer Klassifikator gelernt werden. Ebenso mu¨sste man fu¨r jede mo¨gliche
Ansicht eines Objekts einen neuen Klassifikator bzw. eine neue Kaskade lernen. Klassifikations- und
Regressionsba¨ume (engl.: Classification and Regression Tree, CART ) versprechen hierbei Abhilfe.
Statt einfacher Merkmale werden nun bina¨re Ba¨ume verwendet. Jeder Knoten besitzt ein Merkmal
und der Auswertungsalgorithmus entscheidet anhand eines gelernten Schwellwerts, ob der rechte
oder linke Nachfolgerknoten evaluiert wird. In den Bla¨ttern befinden sich Ru¨ckgabewerte, die analog
zu den einfachen Merkmalen so gewa¨hlt sind, dass ein minimaler Fehler entsteht. Abbildung 4.16
zeigt links ein einfaches Merkmal und rechts einen Klassifikations- und Regressionsbaum.
Fu¨r den Aufbau der Klassifikations- und Regressionsba¨ume werden fu¨r eine Basisdetektorgro¨ße, z.B.
30×30 Pixel, alle mo¨glichen Merkmale erzeugt. Jedes Merkmal ist Ausgangspunkt fu¨r einen Baum,
indem fu¨r den aktuellen Knoten zwei Nachfolgerknoten angelegt werden. Das Aufteilkriterium wird
durch den Schwellwert repra¨sentiert; dieser ist so gewa¨hlt, dass mo¨glichst unvermischte Teilmengen
entstehen (engl.: reduce impurity) [173]. Das Fehlermaß sind also die falsch klassifizierten Bilder,
die es zu reduzieren gilt. Der Aufteilungsprozess setzt sich dann rekursiv fort.
Der Gentle Ada Boost-Algorithmus fu¨r Klassifikations- und Regressionsba¨ume
Die Ada Boost-Algorithmen ko¨nnen, wie auf Seite 82 dargestellt, dazu benutzt werden, Entschei-
dungsba¨ume zu lernen. Im diskreten Fall gibt es wiederum nur die Ru¨ckgabewerte {−1, 1}, beim
Real Ada Boost wird eine logarithmische Fehlerfunktion verwendet und beim Gentle Ada Boost-
Algorithmus der einfache Fehler. Wie Lienhart und Kollegen herausgefunden haben, ist der Gentle
Ada Boost-Algorithmus das beste Lernverfahren fu¨r das Detektieren von Gesichtern [126]. Fu¨r die
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Abbildung 4.17: Die ersten drei Etappen einer Kaskade von Klassifikatoren, um das Objekt
”
Volksbot“ zu
detektieren. Jede Etappe entha¨lt ein Ensemble von Klassifikations- und Regressionsba¨umen, die wiederum
Haar-Merkmale verwenden. Die Entscheidung in jeder Etappe wird bezu¨glich
∑
f(x) gefa¨llt, wobei f(x)
vom Weg durch die Ba¨ume abha¨ngt.
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Zahl der Aufteilungen im Baum zeigen sie ebenfalls die Existenz eines Optimums. Fu¨r das Objekt
”
Volksbot“ [16] wurden z.B. 6 innere Knoten benutzt, um gute Ergebnisse zu erzielen. Auch die
gelernten Ba¨ume lassen sich in einer Kaskade anordnen, da gute Raten falscher Alarme und eine
hohe Auswertungsgeschwindigkeit erreichbar sind. Abbildung 4.17 gibt die ersten 3 Etappen der
Kaskade fu¨r den Volksbot wieder.
4.3.4 Lokalisierung von Objekten
Bestimmung potentieller Objektpunkte
Nach der Klassifikation von Objekten in 2D-Projektionen mu¨ssen diejenigen 3D-Punkte gefunden
werden, die innerhalb der klassifizierten Bildfla¨che liegen. Dazu werden von allen Messpunkten
aus Strahlen zur virtuellen Kamera und der Projektionsebene zuru¨ckverfolgt und dabei bestimmt,
ob die Punkte innerhalb des Klassifikators liegen (engl.: ray tracing). Hierbei wird eine spezielle
OpenGL Projektionsmatrix angewendet. Abbildung 4.18 zeigt einen klassifizierten Bildausschnitt
(rechts) und die zugeho¨rigen hellgrau eingefa¨rbten 3D-Punkte (Mitte und rechts).
Das Einpassen von 3D-Modellen
Nachdem diejenigen 3D-Punkte bestimmt sind, die das Objekt enthalten, gilt es, seine Lage mo¨g-
lichst exakt zu bestimmen. Dabei kommt wiederum eine auf Punkten basierende Einpasstechnik
zum Einsatz.
Die potentiellen Objektpunkte werden in einer MengeM gespeichert, die Modelle liegen als Punkt-
menge D vor. Mit Hilfe des ICP-Algorithmus (vgl. Seite 12) lassen sich diese beiden Mengen in
U¨bereinstimmung bringen. Da hier kein Schwellwert dmax verwendet wird, ist garantiert, dass der
Algorithmus monoton den Wert der Fehlerfunktion minimiert und der Algorithmus terminiert (vgl.
Seite 12). Nach dem Matching sind diejenigen Punkte, die zum Objekt geho¨ren, genau bestimmt.
Evaluation der Einpassung
Ein weiterer Schritt der Objekterkennung ist die Evaluation der Einpassung. Fu¨r viele Applika-
tionen sind Informationen u¨ber die Qualita¨t des Matchings wichtig, beispielsweise bei schwierigen
Navigationsaufgaben. Der Wert der Fehlerfunktion des ICP-Algorithmus (3.1) liefert diese Infor-
mation nicht, denn die Dichte der Punkte in den Mengen M und D tragen zum Wert bei. Unter-
schiedliche Punktdichten haben ihre Ursache in der radialen Abstrahlung der Laserstrahlen und
somit werden Objekte, die sich nahe am Scanner befinden, mit einer ho¨heren Auflo¨sung abgetastet.
Ein kompetitiver Lernalgorithmus dient zur Reduktion der 3D-Daten.
Kompetitives Lernen von Objekten. Das Ziel des kompetitivien Lernens von Objekten ist
die Reduzierung von 3D-Daten auf eine Menge mit einer festen Anzahl von Elementen. Dabei
muss sowohl der zu erwartende Quantisierungsfehler minimiert, als auch die Entropie maximiert
werden. Dies bedeutet, eine endliche Menge D von 3D-Datenpunkten wird auf eine Menge A =
{w1,w2, . . . ,wS} reduziert und der Fehler
E(D,A) =
1
|D|
∑
wi∈A
∑
ξ∈Rc
||ξ −wi|| (4.11)
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Abbildung 4.18: Bestimmung potentieller Objektpunkte durch Strahlenverfolgung. Links oben: Alle Punk-
te innerhalb des positiv klassifizierten Bildausschnitts werden extrahiert. Rechts oben und unten: 3D-Ansicht.
Die gefundenen 3D-Punkte (innerhalb der Sichtbarkeitspyramide) sind hellgrau dargestellt.
minimiert. Hierbei ist |A| = S = 250 die Anzahl der auszuwa¨hlenden Samples und Rc die Voronoi-
Menge der Signale c, d.h. Rc = {ξ ∈ D|s(ξ) = c} und s(ξ) = argminc∈A ||ξ −wc||. Die Anzahl der
Signale (hier: 250) muss so gewa¨hlt werden, dass sich alle Objekte der Datenbasis damit darstellen
lassen. Abgesehen davon hat sie keinen Einfluss auf die Ergebnisse, sie beeinflusst lediglich die Re-
chenzeit und sollte daher klein gewa¨hlt werden. Die Entropiemaximierung garantiert eine inha¨rente
Robustheit. Das Fehlen eines Messwertes, also eines Referenzpunktes, u¨bt lediglich Effekte auf ei-
ne kleine Menge von Signalen aus. Interpretiert man die Erzeugung eines Eingabesignals und die
nachfolgende Zuordnung zum na¨chsten Punkt in A als ein Zufallsexperiment, das den Wert x ∈ A
einer Zufallsvariablen X zuordnet, dann ist die Maximierung der Entropiefunktion
H(X) = −
∑
x∈A
P (x) log(P (x)) (4.12)
gleichbedeutend mit einer Gleichverteilung der Samples.
Der folgende Algorithmus wird als neuronales Gas bezeichnet (engl.: neural gas). Er minimiert den
Fehler (4.11) und maximiert die Entropie (4.12) [88]:
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1. Initialisiere die Menge A mit S Vektoren zufa¨llig mit Hilfe der Eingabemenge
D. Setze t := 0.
2. Ziehe zufa¨llig ein Element ξ, d.h. bestimme einen 3D-Punkt aus der Menge D.
3. Ordne alle Elemente von A bezu¨glich Ihres Abstandes zu ξ. Dieses Sor-
tieren ist gleichbedeutend mit dem Festlegen der Reihenfolge von Indizi-
es (i0, i1, . . . , iN−1), so dass wi0 derjenige Referenzvektor ist, der sich am
na¨chsten zu ξ befindet, dass wi1 der zweitna¨chste Referenzvektor ist, etc. wik ,
k = 0, . . . , S − 1, ist der Referenzvektor, fu¨r den k Vektoren wj existieren, die
na¨her an ξ liegen. ki(ξ, A) bezeichnet die Zahl k, die mit wi assoziiert ist.
4. Passe die Referenzvektoren nach folgendem Schema an:
∆wi = ε(t)hλ(ki(ξ,A)) · (ξ −wi),
und benutze dabei die Zeitabha¨ngigkeiten:
λ(t) = λi(λf/λi)
t/tmax ,
ε(t) = εi(εf/εi)
t/tmax ,
hλ(k) = exp(−k/λ(t)).
5. Erho¨he den Zeitparameter t.
Der Algorithmus des neuronalen Gases wird mit den Parametern λf = 0.01, λi = 10.0, εi = 0.5,
εf = 0.005, tmax = 10000, S = 250 gestartet. Die Rechenzeit kann durch den Parameter tmax kon-
trolliert werden. Da in jedem Schritt die Samples S sortiert werden mu¨ssen, hat |S| wesentlichen
Einfluss auf die Rechenzeit. Der verwendete Sortieralgorithmus ist der Introsort-Algorithmus [142].
Introsort ist eine Variation von QuickSort, die bei pathologischen Fa¨llen auf ein anderes Sortierver-
fahren mit O(n log n)-Worst Case Komplexita¨t (z.B. Heapsort) zuru¨ckfa¨llt. Auf diese Weise wird
die Geschwindigkeit von Quicksort mit einem O(n log n)-Worst-Case Verfahren gekoppelt [142].
Abbildung 4.19 zeigt die 3D-Modelle der Datenbasis (links) und die reduzierten Versionen (rechts)
mit je 250 Punkten.
Qualita¨tsbestimmung der Einpassung. Die Qualita¨t der Einpassung la¨sst sich fu¨r zwei Punkt-
mengen ermitteln, die die gleiche Punktanzahl aufweisen und die aus einem randomisierten Redu-
zierungsprozess hervorgegangen sind, der die Prinzipien Fehlerminimierung und Maximierung der
Entropie befolgt. Fu¨r die Qualita¨tsbestimmung werden die ku¨rzesten Distanzen dij zwischen dem
i-ten Punkt der Datenmenge D und dem j-ten Punkt der Modellmenge M bestimmt. Letztere
Menge ist Bestandteil der Datenbasis (vgl. Abbildung 4.10). Eine Analyse zeigt, dass die Distanzen
eine sehr typische Verteilung aufweisen (vgl. Abbildung 4.20). Viele sind sehr klein, d.h. kleiner
als 0.3 cm, ebenso sind sehr viele Distanzen gro¨ßer als 1 cm. Daher la¨sst sich immer ein guter
Schwellwert finden. Nach dem Teilen der Abstandsmenge dl (l ∈ {0, 1, . . . , 250}) berechnet der
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Abbildung 4.19: Links: 3D-Modelle (Punktwolken) der Datenbasis. Rechts: Reduzierte Modelle mit je 250
3D-Punkten.
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Abbildung 4.20: Eine typische Verteilung der Distanzen zwischen den na¨chsten Punkten bei fester Punk-
teanzahl.
Algorithmus den Mittelwert und die Standardabweichung des ersten Teiles:
µ =
1
N ′
N ′∑
l=1
dl σ =
√√√√ 1
N ′
N ′∑
l=1
(dl − µ)2.
Basierend auf diesen Werten bestimmt der Evaluationsalgorithmus die Qualita¨t des Matchings Q
als Funktion von µ und σ wie folgt: Q = µ+3σ. Kleine Werte von Q korrespondieren mit qualitativ
guten Objekteinpassungen, wohingegen gro¨ßere Werte schlechte Matchings darstellen.
Die Abbildungen 4.21 und 4.22 zeigen einige Ergebnisse der Objekterkennung. Tabelle 4.2 gibt die
Detektionsraten, die Rate der falschen Alarme sowie die beno¨tigte Rechenzeit wieder.
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Abbildung 4.21: Objektdetektion und -lokalisierung. Von links nach rechts pro Zeile: (1) Detektion mit
Hilfe einer einzelnen Kaskade von Klassifikatoren. Hellgrau: Detektion im Reflektionsbild. Grau: Detektion
im Tiefenbild. (2) Detektion mit der kombinierten Reflektions- und Tiefenbildkaskade. (3) In das Tiefenbild
wurde das 3D-Modell (hellgrau) eingezeichnet. (4) Darstellung der lokalisierten Objekte in den 3D-Scandaten.
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Abbildung 4.22: Objektdetektion und -lokalisierung (Forts.).
Tabelle 4.2: Objektname, Anzahl der gelernten Etappen fu¨r die Objektklassifikation und die Detektionsrate
bzw. Rate falscher Alarme aufgeschlu¨sselt nach Tiefen- und Reflektionsbild. Durch die UND-Verku¨pfung ist
das Minimum fu¨r die erzielten Raten ausschlaggebend. Des Weiteren ist die Rechenzeit fu¨r die Objekterken-
nung, die Einpassung und die Evaluation angegeben.
Objektklasse Anzahl der Detektionsrate Rate falscher Alarme Auswertungs-
Etappen (Reflektions- / Tiefenbild) (Reflektions- / Tiefenbild) zeit
Bu¨rostuhl 15 0.767 (0.867 / 0.767) 12 (47 / 33) 1.9 sec
Roboter Kurt3D 19 0.912 (0.912 / 0.947) 0 ( 5 / 7) 1.7 sec
Volksbot 13 0.844 (0.844 / 0.851) 5 (42 / 23) 2.3 sec
Mensch 8 0.961 (0.963 / 0.961) 1 (13 / 17) 1.6 sec
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4.4 Automatisches Lernen von 3D-Objekten
Die Eingabe der Lernalgorithmen zur Objektklassifikation und -lokalisierung bilden Beispielpaare
der Form (x1, y1), . . . , (xN , yN ). Die klassifizierte Ausgabe ist yi ∈ {−1, 1}, i ∈ {1, . . . ,N}. Sie
wird manuell vorgegeben. Um nach der Lernphase Objekte sicher zu detektieren, sind zirka 1000
positive Beispiele notwendig. Die negativen Beispiele ko¨nnen beliebige Bilder sein, die nicht das
Objekt enthalten.
Die erforderliche Anzahl positiver Beispiele generiert ein OpenGL-basiertes Programm aus zirka
200 3D-Scans. Dafu¨r rotiert das Programm die aufgenommene 3D-Szene und vera¨ndert den O¨ff-
nungswinkel der virtuellen Kamera [149]. Abbildung 4.23 zeigt einen 3D-Scan und die aus ihm
erzeugten Eingabebilder, in denen jeweils die Objekte manuell markiert werden.
Abbildung 4.23: Oben: 3D-Punktwolke fu¨r das Lernen von Objekten. Mitte und unten: Bilder fu¨r positive
Beispiele mit gedrehten Kamerapositionen. Die Ursache der schwarzen gewo¨lbten Ra¨nder liegt im Scanmodus.
Es wurde mit einem O¨ffnungswinkel von 45 Grad gescannt.
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Abbildung 4.24: Oben: Generierte positive Beispiele fu¨r das Objekt
”
printer“. Unten: Positive Beispie-
le fu¨r das Objekt
”
rubbertree“. Das Verfahren zum automatischen Lernen verwendet beliebige Bilder als
Hintergru¨nde und erstellt positive Lernbeispiele sowohl fu¨r Tiefen- als auch fu¨r Reflektionsbilder.
Das Erzeugen positiver Beispiele ist sehr aufwa¨ndig. Rechnet man 2 bis 4 Minuten fu¨r die Aufnahme
und Verarbeitung eines der 200 3D-Scans, ist man einen Tag mit einem Objekt bescha¨ftigt. Das
eigentliche Lernen hingegen dauert zirka 0.5 – 3 Stunden pro Objekt. Die 3D-Scans bergen genu¨gend
Informationen, um die Trainingsdaten aus einem Scan heraus zu erzeugen. Das folgende Verfahren
generiert die positiven Beispiele und verringert dabei gleichzeitig den manuellen Aufwand:
1. Nimm zuna¨chst einen 3D-Scan auf.
2. Extrahiere die zu einem Objekt geho¨renden 3D-Punkte aus dem Scan und
entferne alle weiteren Punkte.
3. Generiere die positiven Beispiele durch das Platzieren verschiedener Hinter-
gru¨nde hinter dem Objekt und speichere das entstandene Bild. Weitere Bei-
spiele lassen sich durch Rotieren der Szene und Vera¨ndern des O¨ffnungswinkels
erzeugen.
Im obigen Algorithmus muss nur ein 3D-Scan aufgenommen und das Objekt auch nur einmal
manuell markiert werden. Abbildung 4.24 zeigt exemplarisch vier positive Beispiele fu¨r Tiefen- und
Reflektionsbilder der Objekte
”
printer“ und
”
rubbertree“.
Der Algorithmus zum automatischen Lernen von 3D-Objekten bietet die Mo¨glichkeit, semantische
3D-Karten zu erstellen (vgl. Abschnitt 5.3, Seite 117). Die Abbildung 4.25 zeigt einige Ergebnisse
der Objekterkennung.
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Abbildung 4.25: Objektdetektion und -lokalisierung mit automatisch gelernten Objekten. In den Bildern
wird nach 8 verschiedenen Objekten gesucht. Von links nach rechts pro Zeile: (1) Detektion mit Hilfe einer
einzelnen Kaskade von Klassifikatoren. Gru¨n: Detektion im Reflektionsbild. Gelb: Detektion im Tiefenbild.
(2) Detektion mit der kombinierten Reflektions- und Tiefenbildkaskade. (3) Das 3D-Modell wurde (rot) in
das Tiefenbild eingezeichnet. (4) Darstellung der lokalisierten Objekte in den 3D-Scandaten.
4.5 Diskussion
Dieser Abschnitt stellt verschiedene Systeme zur Objekterkennung vor. Die den Systemen zu Grun-
de liegenden Methoden werden mit dem in der vorliegenden Arbeit entwickelten Verfahren vergli-
chen.
4.5.1 Szeneninterpretation
Bereits Mitte der 70er Jahre bescha¨ftigte man sich mit der Interpretation von Szenen und dem
Lo¨sen von Consistent Labeling Problemen [209]. Es standen einfache Strichzeichnungen im Vorder-
grund, bei denen versucht wurde, den Linien eindeutige Bezeichner zuzuordnen. Waltz’ Algorithmus
hat zum Beispiel zuna¨chst eine Liste aller Linienschnitte erstellt (vgl. Abbildung 4.26, links). Auch
wurden Regeln aufgestellt, die die im Bild vorhandenen Linienschnitte einteilen oder die Parallelita¨t
feststellen. Als Ergebnis liegen die mo¨glichen Bezeichnungen fu¨r die Elemente der Strichzeichung-
nen vor. Damit wurde lokale Konsistenz geschaffen. Anschließend benutzte Waltz ein Constraint
Satisfaction Programm, um alle mo¨glichen global konsistenten Belegungen zu berechnen. Optional
selektierte schließlich eine Heuristik eine einzige
”
plausible“ Interpretation, die weiterverwendet
werden konnte. Diese Selektion bevorzugte unter den konsistenten Belegungen die wahrscheinlich-
sten, z.B. konvexe Objekte.
Mit Hilfe des oben skizzierten Algorithmus konnte zum Beispiel die Szene aus Abbildung 4.26
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(a) (b)
Abbildung 4.26: Interpretation einer Strichzeichnung. Links: Mo¨gliche Schnittmuster von Linien. Quelle:
[208]. Rechts: Beispielszene einer Strichzeichnung. Quelle: [208].
rechts in wenigen Sekunden richtig interpretiert werden. Dabei arbeitete das System auf der Basis
von MicroPlanner und Lisp auf einer PDP-10. Es initiierte die Forward Checking Methode fu¨r das
Contraint Logic Programming (CLP) [173].
A¨hnlich zu dem in dieser Arbeit vorgestellten Sze-
Abbildung 4.27: Kantenbeschriftung fu¨r die
Interpretation von 3D-Geba¨udemodellen. Quelle:
[74].
neninterpretationsalgorithmus fu¨r 3D-Fla¨chen ar-
beitet das semiautomatische System zur 3D-Ge-
ba¨udeerfassung aus Luftbildern [39,41,69] der Uni-
versita¨t Bonn. Das System extrahiert Kanten und
schließt aus konsistenten Beschriftungen (vgl. Ab-
bildung 4.27) auf den Typ, die Lage und die Gro¨ße
von Geba¨uden. Kolbe et al. [119] benutzen Prolog,
um Wissen zu spezifizieren und zu externalisieren.
Ihr CLP verwendet ganz a¨hnliche Prolog-Klauseln
und zusa¨tzlich einen expliziten Forward Check, z.B.
fu¨r das Testen zweier Linien auf Parallelita¨t [119]:
line parallel test(L1,L2) :-
line(L1, , , , ,Alpha, , , ),
line(L2, , , , ,Beta, , , ),
Diff is abs(Alpha-Beta),
Diff < 5.
line parallel(L1,L2) :- forward check(L1:L2:line parallel test(L1,L2)).
Das Geba¨udeerfassungsystem wird abgerundet durch Lernalgorithmen, die auf den Graphenre-
pra¨sentationen der Geba¨ude arbeitet [41,69,74].
Kolbes Interpretationssystem ist ausgefeilter und erlaubt mehr Einstellungen als das in dieser Ar-
beit vorgestellte. Eines in diesem Maße ausdifferenzierten Systems bedarf es hier nicht, da das
Ziel der Szeneninterpretation fu¨r 3D-Scans die Interpretation der Grobstruktur ist, d.h. die der
extrahierten, großen Fla¨chen und der daraus folgenden Verbesserung des 3D-Modells. Somit hat
aber eine Interpretation Auswirkungen auf die Messdaten und direkten Einfluss auf die Qualita¨t
der semantischen 3D-Karte. Im Folgenden wird die Objekterkennung fu¨r Freiform-Objekte in den
wissenschaftlichen Zusammenhang eingeordnet.
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4.5.2 Objekterkennung
Im Allgemeinen erfolgt die computerbasierte Objekterkennung in zwei Schritten [79], eine aufge-
stellte Hypothese wird durch einen Test u¨berpru¨ft:
1. Die Algorithmen stellen zuna¨chst Korrespondenzen zwischen einer Kollektion von Bild- und
Objektmerkmalen her. Anschließend erzeugen sie daraus eine Hypothese u¨ber die Projektion
des Objektkoordinatensystems in das Bildkoordinatensystem [79].
2. Mit Hilfe der Hypothese rendern die Algorithmen das Objekt (Ru¨ckprojektion). Anschlie-
ßend wird das gerenderte Bild mit dem Eingabebild verglichen. Falls ein Maß an A¨hnlichkeit
erreicht ist, akzeptiert das Erkennungsprogramm die Hypothese.
Das in Abbildung 4.10 (Seite 79) vorgestellte System ist dieser Lehrbuchmethode sehr a¨hnlich. Nach
dem 3D-Scannen und der Datenvorverarbeitung (Schritte 1 und 2) wird eine Hypothese aufgestellt
(Schritte 3 – 5). Hierbei scha¨tzt der Algorithmus nicht die Projektionsparameter, sondern a¨quivalent
dazu die Objektpose. Anschließend evaluiert Schritt 6 die Objekteinpassung. Der letzte Schritt im
System besteht in der Visualisierung der Ergebnisse.
Objekterkennung in Tiefenbildern
Besl bewertet die Objekteinpassung von beliebigen Objekten in Tiefenbilder unter Verwendung von
Punkt-, Kurven- und Oberfla¨chenmerkmalen [32]. Die Komplexita¨t von brute-force Verfahren ist
exponentiell [32], deshalb sind diese Verfahren nicht einsetzbar. Daher haben unter anderem Besl
und McKay [31], Johnson und Hebert [115] sowie Chua und Jarvis [52] Methoden entwickelt, die
das Einpassungsverfahren beschleunigen. Tiefenbilder enthalten im Vergleich zu Reflektions- und
Intensita¨tsbildern vollsta¨ndigere Informationen u¨ber die Objektgeometrie. Objekterkennungsalgo-
rithmen nutzen die 3D-Informationen und vergleichen geometrische Relationen zwischen Tiefenbil-
dern und den Trainingsdaten bzw. 3D-Modellen. Wa¨hrend die Rekonstruktion von 3D-Modellen
ein neues und hochaktuelles Forschungsthema ist, hat die Objekterkennung in Tiefenbildern eine
la¨ngere Tradition [44].
Dorai und Jain entwickelten das System COSMOS (engl.: curvedness-orientation-shape map on
sphere) [64]. Zur Objekterkennung verwenden sie lokale Oberfla¨chenformen, die sie in eine relativ
kleine Menge repra¨sentativer Formen klassifizieren. Hierzu benutzen sie die Gauss-Kru¨mmung, die
mittlere Kru¨mmung, einen Formindex und die so genannte curvedness. Diese vier Maße lassen sich
aus der prinzipiellen Kru¨mmung berechnen. Die prinzipielle Kru¨mmung an einem 3D-Punkt ist cha-
rakterisiert durch die beiden Richtungen, an denen sich die Oberfla¨chennormale am meisten und
am wenigsten vera¨ndert [33]. Dorai und Jain [64] benutzen die vier Maße, um eine betrachtungs-
abha¨ngige Repra¨sentation der Objekte in Form von Histogrammen zu erstellen. Diese Histogramme
lassen sich schnell vergleichen. Somit wird das Objekt eingepasst.
Zusa¨tzlich zu der Verwendung kru¨mmungsbasierter Merkmale von Dorai und Jain bzw. von Besl und
Jain wurden deformierbare Gitter benutzt, um lokale Oberfla¨chengestalten darzustellen. Pipitone
und Adams setzen eine verbundene Menge von gleichseitigen Dreiecken (vgl. Abbildung 4.28) ein,
um die Objektform zu charakterisieren [161]. Die Dreiecke werden so deformiert, dass sie auf der
Oberfla¨che liegen. Basierend auf den Winkeln zwischen Dreieckspaaren errechnen Pipitone und
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(a) (b)
Abbildung 4.29: Links: Die Splash-Repra¨sentation. Die Winkeldifferenz zwischen der Normalen n und der
Normalen nθ um n ist kodiert. Quelle: [185]. Rechts: Punktsignatur. Sie entsteht durch einen Schnitt einer
Kugel mit der Objektoberfla¨che [52].
Adams einen posen-invarianten Merkmalsvektor, der die lokalen Orientierungsa¨nderungen der Ober-
fla¨che repra¨sentiert. Um ein Objekt vollsta¨ndig zu codieren, werden von zufa¨llig gewa¨hlten Posi-
tionen Merkmalsvektoren errechnet. Anschließend wird die eigentliche Objekterkennung durch das
Maximieren der posteriori-Wahrscheinlichkeit zwischen im Bild beobachteten und in der Modell-
basis vorhandenen Operatoren durchgefu¨hrt.
Stein und Medioni nutzen ebenfalls Vera¨nderungen der
Abbildung 4.28: Beispiel eines Ope-
rators, der auf Dreiecken beruht. Quel-
le: [44].
Oberfla¨chenorientierung fu¨r ihre Objekterkennung [185]. Sie
verwenden ein lokales Matching, das es ihnen erlaubt, Ob-
jekte in ungeordneten Szenen zu erkennen. Um ein gutes
Matching zu erstellen, haben Stein und Medioni einen Weg
gefunden, die Differenz zwischen Verteilungen von Ober-
fla¨chennormalen zu messen. Abbildung 4.29 (a) zeigt diese
Splashrepra¨sentation, die an Tropfenbildung durch Wasser
erinnert. Zur Objekterkennung werden diese Splashmerk-
male an Stellen mit großer Oberfla¨chenkru¨mmung berech-
net. Anschließend verwenden Stein und Medioni einen so ge-
nannten Strukturindex. Dieses Indexverfahren ist ein Hash-
verfahren, wobei die Indizes in der Hashtabelle Bezug zu
Objektstrukturen haben. Nachdem so Matchinghypothesen
aufgestellt worden sind, werden diese Posen mit den Ob-
jektpunkten verifiziert.
Chua und Jarvis entwickelten aus der Splash-Repra¨sentation die Punktsignaturen [52]. Statt In-
formationen u¨ber Normalen zu kodieren, benutzen Chua und Jarvis minimale Absta¨nde zwischen
Punkten auf einer 3D-Kontur zu einer Referenzfla¨che. Die 3D-Kontur entsteht durch den Schnitt
der Objektoberfla¨che mit einer Kugel (Abbildung 4.29 (b)). Eine Analyse der prinzipiellen Kom-
ponenten (PCA) definiert die Ebene. In ihr sind die Absta¨nde der 3D-Konturpunkte zur Ebene am
geringsten. Diese Ebene wird nun solange verschoben, bis sie den Punkt der Oberfla¨che entha¨lt.
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Die vorzeichenbehaftete Distanz von der 3D-Kontur zum Oberfla¨chenpunkt ist eine eindimensionale
Kurve (vgl. Abbildung 4.29 (b), rechts), die im diskretisierten Fall eine sehr kompakte, poseninva-
riante Darstellung der Oberfla¨chenstruktur um einen Punkt ist. In der Erkennungsphase vergleicht
man nun Oberfla¨chenstrukturen mit Hilfe der Signaturen zwischen Modell und Szenenpunkten, um
Hypothesen aufzustellen, die anschließend verifiziert werden.
Die aktuellste Arbeit zur Objekterkennung in Tiefenbil-
Abbildung 4.30: Definition eines Spin-
bildes [114]. Im Histogramm werden die
Schnittpunkte als α und β gespeichert.
dern stammt von Johnson und Hebert [114, 115]. Correa
et al. entwickeln diese Arbeiten weiter [171]. Dabei ver-
wenden sie ebenfalls Merkmale von Punkten. Ihre
”
Spin
Images“ (Spinbilder) sind 2D-Histogramme der Oberfla¨-
chenpunkte um einen Punkt. Die Spinbilder werden er-
zeugt, indem der Algorithmus eine Ebene um das Nor-
mal eines Punktes rotieren la¨sst (vgl. Abbildung 4.30 und
4.31). Wa¨hrend die Ebene rotiert, werden die Punkte, die
in der rotierenden Ebene liegen, in das Histogramm aufge-
nommen. Spinbilder setzen eine polygonale Oberfla¨chen-
approximation der Modelle bzw. Tiefenbilder voraus. Dies
bedeutet, dass zuvor entweder a¨quidistante Gitter erzeugt werden mu¨ssen oder anderweitig sicher-
gestellt werden muss, dass Punkte uniform verteilt sind. Die Spinbilder werden wiederum dazu
benutzt, Korrespondenzen zwischen Szenen und Modellpunkten zu errechnen. Nachdem diese er-
stellt sind, benutzen Johnson und Hebert einen modifizierten ICP-Algorithmus fu¨r die Verifikation
und die genauen Einpassung des Modells. Des Weiteren wurde in [115] die erscheinungsbasierte Ob-
jekterkennung von Murase und Nayar [139] fu¨r die Spinbilder adaptiert. Aus den Spinbildern wird
ein niedrig-dimensionaler Unterraum mittels PCA berechnet, um das Matching der Objektbilder
mit jenen der Szene zu beschleunigen. Weitere Vorteile bestehen in geringerem Speicherbedarf und
in gro¨ßerer Robustheit bei ungeordneten Szenen.
Die vorgestellten Verfahren a¨hneln dem in dieser Arbeit entwickelten. Zuna¨chst wird eine Hypothese
erzeugt und diese evaluiert, wobei die Hypothese allerdings aus den Tiefendaten errechnet wird.
Dies entspricht der Anwendung des Klassifikators im Tiefenbild. Fu¨r die genaue Einpassung hat
sich der ICP-Algorithmus bewa¨hrt [115].
Erkennen von 2D-Silhouetten
Neben der direkten Erkennung von Objekten in Tiefenbildern gibt es Ansa¨tze, Silhouetten zur
Charakterisierung von Objekten einzusetzen. In einer kontrollierten Umgebung ko¨nnen Silhouetten
sehr hilfreich sein, um die Identita¨t und die Pose von Objekten zu bestimmen. Zur Zeit sind keine
silhouettebasierten Systeme bekannt, die auf Grundlage von Tiefendaten arbeiten [44], daher stellt
dieser Abschnitt nur kurz Methoden vor, die mit Hilfe von Intensita¨tsbildern arbeiten.
Mokhtarian entwickelte ein System zur Objekterkennung, das auf geschlossenen Silhouetten basiert.
Das Sytem ist in der Lage, Objekte mit wenigen Ansichten in einer Testumgebung zu erkennen [137].
Externes Licht strahlt das Objekt an, so dass sich dieses leichter vom Hintergrund separieren la¨sst.
Die Objektgrenzen werden als geschlossener Linienzug extrahiert, der im CSS (engl.: curvature scale
space) repra¨sentiert wird. Das Matching der CSS-Kurven basiert auf dem Zuordnen der Maxima und
der Null-Durchga¨nge der Kurve. Dabei wird fu¨r eine konvexe Objektgrenze diese solange gegla¨ttet,
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Abbildung 4.31: Anwendung von Spinimages an verschiedenen Modellpunkten. Quelle: [115].
bis die Kurve vier Maxima aufweist. Hingegen werden alle Maxima bei einer konkaven Kurve
verwendet. Das Gesamtsystem ist sehr schnell und weist hohe Erkennungsraten auf [44].
Ponce und Kriegmann [162] wenden ein einfaches Kamera-Projektionsmodell [79] an, um eine 3D-
Kontur mit einer 2D-Silhouette zu korrelieren. Aus den 3D-Modellen von Objekten werden zuna¨chst
Kandidaten fu¨r die 2D-Silhouetten errechnet. Diese werden mit denjenigen, die im Bild gefunden
wurden, verglichen. Das System ist ebenfalls relativ schnell und erkennt die Lage der Objekte sehr
genau [44].
Unter die silhouettebasierten Ansa¨tze fallen auch kantenbasierte Ansa¨tze. Zuna¨chst werden Kanten,
darunter auch der Umriss des Objekts, extrahiert. Anschließend werden diese fu¨r die Lagebestim-
mung der Objekte im Bild zugeordnet [48,49,123].
Erscheinungsbasierte Objekterkennung
Erscheinungsbasierte (engl.: appearance-based) Ansa¨tze sind in der computerbasierten Objekter-
kennung sehr weit verbreitet. Diese Popularita¨t begru¨ndet sich darin, dass diese Methode negative
Effekte von Form, Pose, Reflektion und Illumination auffangen und handhaben kann [44]. Erschei-
nungsbasierte Ansa¨tze zur Objekterkennung kodieren einzelne Ansichten als einen Punkt in einem
hochdimensionalen Raum, dem Eigenraum. Die Basis fu¨r diesen Raum erha¨lt man durch statisti-
sche Analyse von Trainingsbildern. Die Erkennung einer Objektansicht geschieht durch Projektion
dieser Ansicht in den Eigenraum und anschließender Suche nach dem na¨chsten Objekt.
Erste Arbeiten in diesem Gebiet wurden von Kirby und Sirovich bei ihrer Forschung zur Gesichts-
erkennung durchgefu¨hrt [117]. Sie benutzen PCA, um das beste Koordinatensystem bezu¨glich der
Kompression fu¨r ihre Trainingsdaten zu erstellen. Die Basisvektoren des neuen Koordinatensystems
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heißen Eigenbilder. Turk und Pentlant untersuchten auf PCA beruhende Gesichtserkennungen und
fanden heraus, dass das Verfahren robust gegen Illuminationsa¨nderungen ist, aber Probleme mit
Gro¨ßena¨nderungen der Objekte im Bild hat [203]. Weiterhin zeigten sie mit ihrer Implementati-
on, dass das Verfahren extrem schnell arbeitet. Des Weiteren untersuchten sie den Einsatz von
neuronalen Netzen fu¨r die Klassifikation des koordinatentransformierten Bildes [203].
Murase und Nayar benutzen erscheinungsbasierte Ansa¨tze zur Objekterkennung und zur Ru¨ck-
gewinnung der Objektpose [139]. Zwei Eigenra¨ume kommen dabei zum Einsatz. Der universale
Eigenraum wird von allen Trainingsbildern erstellt und dazu verwendet, die Identita¨t des Objekts
in der Bildvorlage zu kla¨ren, wa¨hrend je ein Objekteigenraum pro Objekt der Modell-Datenbasis
erstellt wird. Der Objekteigenraum dient dazu, die Pose des Objekts zu bestimmen. Die Objekte
der Modell-Datenbasis wurden mit Hilfe eines Drehtisches systematisch aufgenommen. Fu¨r jedes
Objekt erstellt der Algorithmus weiterhin eine bivariate Mannigfaltigkeit, die es erlaubt, diskrete
Punkte im Eigenraum zu interpolieren und die Poseerkennung zu verbessern [139].
Erscheinugngsbasierte Objeterkennung in Tiefenbildern wurde von Campbell und Flynn erstmalig
untersucht [43]. Hierbei liefert die PCA eine Menge von charakteristischen Formen, so genannte
Eigenshapes. Abbildung 4.32 zeigt ein Beispiel. Das entwickelte Erkennungssystem arbeitet jedoch
auf synthetischen Daten, Untersuchungen an realen 3D-Scandaten stehen jedoch noch aus.
Abbildung 4.32: Beispiele fu¨r Eigenshapes. Quelle: [43].
Ein prinzipielles Problem der erscheinungsbasierten Objekterkennung – sowie der silhouettebasierten
und jener mit direkter Verwendung von Tiefendaten – ist der Mangel, bei teilweisen Verdeckun-
gen zu versagen. Huang et al. schlagen vor, die zu erkennenden Objekte in Teile zu zerlegen, die
Teile danach zum Beispiel mittels PCA zu erkennen, um anschließend u¨ber die Lage der erkannten
Teile Schlussfolgerungen zu ziehen [110]. Dies fu¨hrt schließlich zur Verwendung von hierarchischen
Datenbasen und von Bayes-Matching [45].
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Kapitel 5
Ergebnisse – Kurt3D
Dieses Kapitel fu¨hrt die Verfahren aus den vorangegangen Teilen zusammen und stellt das Robo-
tersystem Kurt3D vor. Die Zusammenha¨nge zwischen den bisherigen Methoden werden herausge-
arbeitet. Des Weiteren werden Algorithmen, die fu¨r den Betrieb des Roboters notwendig sind, die
Systemintegration sowie weitere Anwendungen werden pra¨sentiert. Ein funktionierender Roboter
ist die Basis der in den bisherigen Abschnitten pra¨sentierten Algorithmen, da die Daten mit Kurt3D
akquiriert worden sind.
5.1 Der mobile Roboter Kurt3D
Der mobile Roboter Kurt3D (vgl. Abbildung 5.1, links) erweitert die KURT2 Plattform [13], die
als Indoor- und Outdoor-Version zur Verfu¨gung steht. Die Maße der Plattform belaufen sich auf
45 cm (La¨nge) × 33 cm (Breite) × 26 cm (Ho¨he). Der Roboter wiegt zirka 15.6 kg. Durch den
3D-Laserscanner erho¨ht sich das Gewicht auf 22.6 kg. Die Gesamtho¨he betra¨gt 47 cm. Zwei 90 W
(Kurzzeitleistung: 210 W) Motoren treiben die 6 Ra¨der an. Da sich die drei Ra¨der einer Seite immer
gleich schnell drehen, rutscht der Roboter u¨ber die Vorder- und Hinterra¨der, wenn er sich auf der
Stelle dreht. Um die dabei entstehende Reibung zu verringern, haben die Vorder- und Hinterra¨der
kein Profil. Die Outdoor-Version besitzt etwas gro¨ßere Ra¨der, um die Bodenfreiheit zu vergro¨ßern.
Mit einer Batterieladung kann Kurt3D etwa 4 Stunden lang fahren (20 NiMH Akkus, Kapazita¨t
4500 mAh). Das mitgefu¨hrte Notebook ist ein Panasonic CF-73, das auf einem Intel-Centrino-
1400 MHz mit 768 MB RAM basiert. Die Akkulaufzeit des Toughbooks betra¨gt maximal 4 Stunden.
Ein eingebetteter 16-Bit CMOS Mikrocontroller (Infinion C167) steuert die Motoren und ist u¨ber
einen CAN Bus mit dem Notebook verbunden.
5.1.1 Der 3D-Laserscanner
Der 3D-Laserscanner (vgl. Abbildung 5.1, rechts) besteht aus einem 2D-Laserscanner und einer
Halterung, die das Nicken des Scanners erlaubt [191]. An dieser Nick-Erweiterung ist ein Servomotor
(Typ: Volz Alu-Star digital-220 mit Rutschkupplung) zur Ausfu¨hrung einer kontrollierten Bewegung
angebracht. Der 3D-Scanner kann 5 Stunden lang betrieben werden (Scanner: 17 W, 20 NiMH
Zellen, Kapazita¨t 4500 mAh).
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Abbildung 5.1: Links: Der Roboter Kurt3D. Rechts: Der 3D-Laserscanner.
Ein Bereich von 180◦(horizontal) × 90◦(max.120◦)(vertikal) kann mit verschiedenen Abtastraten
(horizontal: 181, 361, 721; vertikal: 128, 176, 256, 400, 500) beru¨hrungslos erfasst werden. Das
Scannen einer Ebene mit 181 Abstandspunkten geschieht in 13 ms durch den SICK LMS 200. Das
Scannen einer Ebene mit mehr Punkten, z.B. 361 oder 721, erfordert die doppelte bzw. vierfa-
che Zeit. Folglich beno¨tigt ein 3D-Scan mit 361 × 176 Punkten eine Zeit von 4.5 Sekunden. Die
Auflo¨sung in Tiefenrichtung betra¨gt beim LMS 200 14 Bits, die maximale Reichweite ist 32 m
und die Genauigkeit wird mit einem Zentimeter angegeben. Um in sich konsistente 3D-Scans zu
erhalten, werden die Scans in einem Stop-Scan-Go Prozess aufgenommen.
Neben der Abstandsmessung ist der Scanner in der Lage, die vom Objekt zum Scanner reflektierte
Lichtmenge zu quantifizieren. Der so fu¨r jeden Abstandswert zugeordnete Remissionswert dient zur
Erzeugung von Reflektionsbildern (vgl. Abbildung 4.11).
Neben dem 3D-Scanner besitzt Kurt3D noch zwei Kamerasysteme. Anhang D beschreibt das Ka-
marasystem und stellt die Algorithmen vor, die notwendig sind, um die aufgenommenen 3D-Daten
mit Texturinformation zu versehen. Erstaunlicherweise weisen diese Algorithmen große A¨hnlichkeit
zu den Registrierungsmethoden des Kapitels 3 auf.
5.1.2 Die Roboterkontrolle
Das Fahren eines mobilen Roboters erfordert die Implementation zuverla¨ssiger Algorithmen, die
garantieren, dass die Sicherheit fu¨r den Roboter und seine Umgebung gewa¨hrleistet ist. Hierfu¨r ist
die Fa¨higkeit grundlegend, auf plo¨tzliche A¨nderungen in der Umgebung, z.B. sich o¨ffnende Tu¨ren,
zu reagieren. Je ho¨her die Geschwindigkeit des Roboters ist, desto striktere Anforderungen mu¨ssen
an die Echtzeitfa¨higkeit gestellt werden. Die Kontrolle bzw. Regelung von Kurt3D besteht aus zwei
Teilen: Einem schnellen Motorregler und einer Menge von Verhalten fu¨r die Stellgro¨ßenberechnung.
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Abbildung 5.2: Links: Sprungantwort zur Maximalgeschwindigkeit (gemessen auf Teppichboden), die ein
PT1-Element approximiert (PT1 : b
(
a(1− e−ax))−1). Der Messfehler hat seine Ursache im Aufbau der Odo-
metrie, die die Ticks amMotor und nicht am Rad misst. Die Spru¨nge treten beim Rutschen der Gummi-Kette
auf. Rechts: Geschwindigkeit des linken und rechten Rades als eine Funktion der PWM-Signale gemessen im
Leerlauf. Die Geschwindigkeit auf Teppichboden weist eine kostante Verschiebung auf.
Die Motorenregelung
Das Design einer Robotersteuerung fu¨r mobile Roboter bedeutet die Entwicklung von Verhalten,
d.h. die Stellgro¨ßenberechnung fu¨r die Regler. Die Regler justieren die Gro¨ßen so, dass externe
Sto¨rungen, beispielsweise Schwankungen der Batteriespannung oder unterschiedliche Reibungswer-
te, ausgeglichen werden. Auf Kurt3D la¨uft die Regelschleife fu¨r die Motoren mit 100 Hz ab.
Um die physikalischen Eigenschaften des Motors zu modellieren, wurden verschiedene Sprungant-
worten und Geschwindigkeitsmessungen im Leerlauf und auf Teppichboden mit Kurt3D aufge-
nommen. Abbildung 5.2 (links) zeigt die Sprungantwort auf die Maximalgeschwindigkeit, die der
Charakteristik eines PT1-Elements folgt. Der rechte Teil der Abbildung pra¨sentiert PWM/Ge-
schwindigkeits-Messungen im Leerlauf und auf Teppichboden. Jedes diskrete PWM-Signal (puls-
weitenmodelliertes Signal) von 0 bis 1023 wird den Robotermotoren eine Sekunde lang gegeben und
die resultierende Geschwindigkeit gemessen. Dabei zeigt das System Nichtlinearita¨ten im oberen
Geschwindigkeitsbereich. Die Leerlaufmessungen und diejenigen auf Teppichboden unterscheiden
sich nur um einen Verschiebungsterm. Daher betrachtet der implementierte Controller als Verall-
gemeinerung dieser Messungen den Verschiebungsterm im gesamten Geschwindigkeitsintervall als
konstant. Es ist durch Gro¨ßenbegrenzungen der Testumgebung (der Korridor ist mit 32 m nicht
lang genug) nicht mo¨glich, die komplette PWM/Geschwindigkeitstabelle auf Teppichboden aufzu-
nehmen.
Eine schneller, zuverla¨ssige Regelungsschleife ergibt sich durch den Einsatz eines PI-Reglers1 mit
zwei Feed-Forward-Termen (Fv , Fω, vgl. Abbildung 5.3) [156]. PI-Algorithmen generieren einen Kor-
rekturwert genau dann, wenn eine Abweichung vom Sollwert exsistiert. Dies impliziert jedoch eine
permanente Abweichung. Feed-Forward-Terme zielen darauf ab, diese Abweichung zu minimieren,
indem das zuku¨nftige Systemverhalten abgescha¨tzt wird. Des Weiteren verbessert sich das zeitliche
Verhalten, so dass schneller auf sich a¨ndernde Geschwindigkeitskommandos reagiert werden kann.
Fv wurde auf 1 gesetzt, so dass der Regler nur die verbleibende Abweichung minimieren muss. Ein
1Ein PI-Regler wurde dem PID-Regler vorgezogen, da PID-Regler oftmals Schwierigkeiten mit Messfehlern haben
(vgl. Abbildung 5.2, links).
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Abbildung 5.3: Der Regler fu¨r einen Motor besteht auf einem PI-Regler mit Feed-Forward-Term und
Linearisierung.
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Abbildung 5.4: Schematischer U¨berblick u¨ber die Robotersteuerung mit den beiden Motorreglern (vgl.
Abbildung 5.3 fu¨r die Regler des rechten bzw. linken Motors).
zusa¨tzlicher Feed-Forward-Term wird fu¨r die Winkelgeschwindigkeit verwendet (Fω = pi
−1 cm, vgl.
Abbildung 5.3). Eine Tabelle, die die inverse Funktion aus Abbildung 5.2 (rechts) entha¨lt, generiert
die PWM-Signale von den Geschwindigkeiten. Schließlich erhalten die Motoren das tiefpassgefil-
terte Signal. Abbildung 5.4 zeigt das komplette System fu¨r die linken und rechten Ra¨der mit den
entsprechenden Zustandsa¨nderungen.
Die Stellgro¨ßenberechnung
Drei verschiedene Alternativen stehen auf dem Kurt3D Roboter zur Berechnung der Stellgro¨ßen zur
Verfu¨gung. Je nach Anwendung kann der Roboter durch einen Operator mit Hilfe eines Joysticks
teleoperiert, durch eine Fuzzy-Regelung schnell und sicher autonom gesteuert oder durch eine global
stabile Regelung positioniert werden.
Teleoperation. Fu¨r die Teleoperation wird ein Joystick benutzt. Die Joysticksignale werden
direkt auf die Geschwindigkeiten vref und ωref abgebildet. Allerdings ist es sehr schwer, Kurt3D
manuell schneller als 1 m/s zu steuern.
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Abbildung 5.5: Stellgro¨ßenberechnung mit Fuzzy-Regeln (vgl. Gleichungen (5.1), (5.2)). Links: Die Funk-
tion f1 gewichtet die Orientierung (“ist in Fahrtrichtung”). Rechts: f2 implementiert die Gewichtung
der Abstandswerte (“ist groß”).
Fuzzy-Regelung. Um die Probleme eines menschlichen Operators zu u¨berwinden, gibt es eine
Fuzzy-Regelung, die den Roboter bei voller Geschwindigkeit steuern kann. Es wird immer freier
Raum angesteuert, wobei zusa¨tzlich die zu steuernde Richtung relativ stabil bleibt, damit die
Trajektorie keine Oszillation aufweist. Eine Fuzzy-Regel in 181 Auspra¨gungen (vgl. Formel (5.1))
bestimmt die zu fahrende Richtung. Die i-te Regel wendet der Regler auf den i-ten Abstandswert
an.
IF (Winkel_i ist in Fahrtrichtung) AND
(Entfernung_i ist groß)
THEN fahre in diese Richtung.
(5.1)
Das Fuzzy-UND ist als Multiplikation implementiert. Die zu fahrende Richtung α ist das Ergebnis
einer Addition aller i Richtungsvektoren; d.h. aus den Messwerten {(φi, ri)}i=1,...,181 wird α durch
α = ATAN2
(
181∑
i=1
sin(φi) · f1(φi) · f2(ri),
181∑
i=1
cos(φi) · f1(φi) · f2(ri)
)
(5.2)
berechnet. Abbildung 5.5 zeigt die dabei verwendeten Funktionen f1 und f2, die die Gewichtung
der Orientierung bzw. Distanz durch die Fuzzy-Regeln (5.1) bestimmen. Die Drehgeschwindigkeit
ωref fu¨r die Motorenregelung ist direkt proportional zu α.
Um bei hohen Geschwindigkeiten sicher fahren zu ko¨nnen, wendet Kurt3D folgenden Algorithmus
fu¨r die Bestimmung der zu fahrenden Geschwindigkeit an: Eine virtuelle Straße definiert sich in
Anlehnung an Kurts Breite (vgl. Abbildung 5.6). Falls sich auf dieser Straße kein Hindernis vor
dem Roboter befindet, wird die Stellgro¨ße vref auf vmax gesetzt. Im Fall, dass ein Hindernis na¨her
als dtomax zu Kurt detektiert wird, skaliert sich die Geschwindigkeit durch vref = dto/dtomax xvmax,
wobei dto die gemessene Distanz zum Hindernis ist. Nun steuert die Fuzzy-Regelung Kurt3D um
Hindernisse. Dennoch kann es passieren, dass dto unter eine definierte Schwelle fa¨llt. In diesem Fall
wird vref auf 0 gesetzt und ωref erha¨lt einen konstanten Wert. Dadurch dreht sich Kurt3D vom
Hindernis weg, bis die virtuelle Straße wieder frei ist. Fu¨r diese Berechnung gelten die Konstanten:
dtomin = 50 cm, dtomax = 600 cm, mit einer maximalen Geschwindigkeit vmax von 4 m/s.
Positionsregelung. Die koordinatenbasierte Regelung findet Anwendung, um eine diskrete Pose
anzufahren, wie sie beispielsweise von einem Planungsalgorithmus generiert wird [194]. Bei dieser
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Abbildung 5.6: Um sicher zu navigieren, wird die Stellgro¨ße Geschwindigkeit vref als Funktion des Abstan-
des eines Hindernisses auf einer virtuellen Straße berechnet.
Steuerungsmethode wird Kurt3D durch eine geschlossene, zeitinvariante und global-stabile Rege-
lung betrieben, die von G. Indiveri [112] entwickelt worden ist. Der Roboter erreicht die Zielpose
immer auf einer geraden Linie, d.h. die Kru¨mmung c konvergiert im Ziel gegen 0. Die Bewegung des
Roboters ist immer eine Vorwa¨rtsbewegung und die Trajektorie ist differenzierbar. Der Notation
aus [194] folgend, bezeichne (xG, yG, φ) die Roboterpose in einem zielzentrierten Koordinatensy-
stem. Der Regler basiert auf einem kartesischen kinematischen Modell, das durch
x˙G = vref · cosφ y˙G = vref · sinφ φ˙ = ωref = vref · c
beschrieben wird. Hierbei ist vref die Bahngeschwindigkeit des Roboters, ωref die Drehgeschwindig-
keit, c die (begrenzte) Kru¨mmung und (0, 0, 0) die Zielposition. Die Transformation der kartesischen
Koordinaten in eine Polardarstellung fu¨hrt zu:
e =
√
xG2 + yG2 e˙ = −vref · cosα
θ = ATAN2(−yG,−xG) → α˙ = vref
(
c− sinα
e
)
α = θ − φ φ˙ = vref · sinα
e
.
G. Indiveri benutzt fu¨r die Berechnung der Robotergeschwindigkeit die Formel
vref = γe mit γ > 0
und einen Lyapunov-Ansatz zur Herleitung der Regelgleichung fu¨r die Kru¨mmung:
c =
sinα
e
+ h
θ
e
· sinα
α
+ β
α
e
,
mit h > 1 und 2 < β < h+ 1 [112]. Diese beiden Formeln fu¨r die Geschwindigkeit und Kru¨mmung
(bzw. Winkelgeschwindigkeit) stellen die geschlossene Positionsregelung von Kurt3D dar. Die Aus-
wertung des Regelgesetzes geschieht mit der Zeitkomplexita¨t O(1).
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Abbildung 5.7: U¨berblick u¨ber das Kontrollsystem von Kurt3D. Die Erweiterung der Abbildung 5.4 durch
verschiedene Stellgro¨ßenberechnungen und durch HAYAI als Lokalisierungsmethode, um die Pose des Robo-
ters zu verfolgen.
Abbildung 5.7 gibt einen U¨berblick u¨ber das komplette Steuerungssystem. Der darin aufgefu¨hrte
Lokalisierungsalgorithmus wird kurz im folgenden Abschnitt beschrieben: Details finden sich in
[129,131].
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5.1.3 Positionstracking mit HAYAI
Der HAYAI-Algorithmus (engl.: Highspeed And Yet Accurate Indoor/outdoor-tracking) wurde von
K. Lingemann entwickelt. Das Verfahren ist in der Lage, die Position eines mobilen Roboters mit
Hilfe eines 2D-Laserscanners bei einer Geschwindigkeit von 4 m/s zu verfolgen [127,129,131]. HAYAI
ist ein Matching Algorithmus, der nach folgendem Muster arbeitet:
1. Detektiere die Merkmalmenge M innerhalb des aktuellen 2D-Scans R. Ebenso
bestimme die Merkmalmenge D in einem vorausgegangenen Referenzscan S.
2. Suche nach einer paarweisen Korrespondenz zwischen Merkmalen der beiden
Mengen und entferne nicht zugeordnete Merkmale aus M und D.
3. Berechne die Verschiebung der Pose ∆p = (∆x,∆y,∆θ)T , so dass die Menge
M optimal auf D abgebildet wird.
4. Aktualisiere die Scha¨tzung Roboterpose pn −−→
∆p
pn+1.
5. Setze den aktuellen 2D-Scan als neuen Referenzscan R ← S.
Bei gegebener Roboterpose pn = (xn, yn, θn) und einer Verschiebung, d.h. Transformation ∆p =
(∆x,∆y,∆θ), lautet die Berechnung der neuen Position pn −−→
∆p
pn+1 wie folgt:

xn+1yn+1
θn+1

 =

xnyn
θn

+

 cos θn sin θn 0− sin θn cos θn 0
0 0 1

 ·

∆x∆y
∆θ

 . (5.3)
Die Bestimmung der Merkmale und des Matchings
Der Scanmatching Algorithmus berechnet die Transformation ∆p, so dass zwei Mengen von Merk-
malen, die von dem aktuellen und dem vorangegangenen 2D-Scan extrahiert wurden, optimal auf-
einander abgebildet werden. Um Merkmale fu¨r das Nachfu¨hren der Pose zu verwenden, mu¨ssen
sie erstens invariant bezu¨glich von Rotation und Translation sein und zweitens effizient berechnen
lassen, damit die Echtzeitbedingung erfu¨llt wird.
Die Laserscandaten werden durch den Drehspiegel in einer sortierten Reihenfolge erzeugt. Dies
erlaubt die Anwendung linearer Filter. HAYAI wa¨hlt Extrema in der Polardarstellung der 2D-
Scans als Merkmale aus. Diese entsprechen Stellen, an denen sich die Umgebungsstruktur a¨ndert,
also natu¨rlichen Landmarken. Beispielsweise korrelieren Ecken mit Extrema. Das Verwenden der
Polardarstellung impliziert eine Reduktion um eine Dimension. Die linearen Filter werden auf eine
Sequenz von Abstandswerten (ri)i∈N eines 2D-Scans S =
(
(φi, ri)
)
i=1,...,N
angewandt.
Das Ergebnis rΨi eines eindimensionalen Filters Ψ =
[
ψ−1, ψ0, ψ+1
]
des Scanpunktes ri (i =
2, . . . , N − 1) ist definiert als rΨi =
∑1
k=−1ψkri+k. Zur Detektion eines Merkmals wird das Eingabe-
signal wie folgt gefiltert:
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1. Scha¨rfe das Signal, um die signifikanten Bereiche des 2D-Scans, d.h. Extrema,
hervorzuheben. Verwende dazu den Filter Ψ1 =
[−1, 4, −1 ].
2. Berechne die Ableitung des Signals durch die Anwendung des Gradientenfilters
Ψ2 =
[−12 , 0, 12 ].
3. Gla¨tte das Signal, um die Erkennung der Nulldurchga¨nge zu erleichtern. Ver-
wende dabei den Weichzeichnungsfilter Ψ3 =
[
1, 1, 1
]
.
Abbildung 5.8 (oben links) zeigt die Effekte der verwendeten Filter.
Nachdem HAYAI die Mengen M und D von beiden 2D-Scans erzeugt hat, muss eine Zuordnung
der Merkmale berechnet werden. Statt der Lo¨sung des harten Optimierungsproblems der optima-
len Zuordnung wird ein heuristisches Verfahren verwendet. Dieses benutzt implizites Wissen u¨ber
das Problem, z.B. dass sich die grundlegende Topologie der Merkmale zwischen zwei Scans nicht
a¨ndert. Das Ziel ist, eine Matrix mo¨glicher Paarungen zu erstellen, die auf den Distanzen zwischen
zwei Punkten mi,dj basiert, mit mi = (mi,x,mi,y)
T in kartesischen und mi = (mi,φ,mi,r)
T in
Polarkoordinaten (di analog):
dist
(
mi,dj
)
=
√(
ω1 · (mi,φ − dj,φ)
)2
+ ω2(mi,r − dj,r)2
+ ω3 ·
√
(mi,x − dj,x)2 + (mi,y − dj,y)2
+Θ
(
mi,dj
)
. (5.4)
Abbildung 5.8: Merkmalsextraktion und Zuordnung bei HAYAI. Von links oben nach rechts: (1) An-
wendung der Filter zur Merkmalsextraktion. (2) und (3) Zuordnung korrespondierender Merkmale, (φ, r)
Repra¨sentation (2) vs. euklidische Repra¨sentation (3). (4) Transformierter 2D-Scan.
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Die Konstanten (ωk)k∈{1,2,3} implementieren die Gewichtung zwischen polaren und kartesischen
Koordinaten. Die Funktion Θ verhindert das Matching von Merkmalen unterschiedlichen Typs:
Θ
(
mi,dj
)
=
{
0 Γ(mi) = Γ(dj)
∞ else
mit der Klassifikationsfunktion Γ: (M ∪D) 7→ {max.,min.,Wendepunkt}.
Die resultierende Matrix wi,j bezeichnet die Merkmalskorrespondenzen und wird solange verein-
facht, bis Eindeutigkeit entsteht [127, 129]. Abbildung 5.8 zeigt das HAYAI-Matching zweier 2D-
Scans.
Aktualisierung der Posescha¨tzung
Gegeben seien nun zwei Mengen von Merkmalen: M =
{
mi
∣∣mi ∈ R2, i = 1, . . . ,Nm} und D ={
di
∣∣ di ∈ R2, i = 1, . . . , Nd}. Die Berechnung der optimalen Transformation ∆P fu¨r die Abbil-
dung der Menge D nach M fu¨hrt dazu, dass folgende Fehlerfunktion minimiert werden muss:
E(R, t) =
Nm∑
i=1
Nd∑
j=1
wi,j ||mi − (Rdj + t)||2 .
Diese Gleichung entspricht genau der Fehlerfunktion (3.1) in Kapitel 3.1 (Seite 12). Der einzige
Unterschied besteht darin, dass die Vektoren zweidimensional sind (im Gegensatz zu Kapitel 3.1,
wo es sich um 3D-Vektoren handelt). Aus den gleichen Argumenten wie in Kapitel 3.1 folgt, dass
die Fehlerfunktion umgeschrieben werden darf:
E(R, t) ∝ 1
N
N∑
i=1
||mi − (Rdi + t)||2 .
Es entsteht das A¨quivalent zu Gleichung (3.2). Nun wird analog zu der Argumentation und den
Gleichungen (3.3), (3.4), (3.5) und (3.6) obiges Ergebnis zu Gleichung (3.7) umgeformt:
E(R) ∝
N∑
i=1
∣∣∣∣m′i −Rd′i∣∣∣∣2 .
Jetzt mu¨ssen die Lo¨sungsmethoden aus Kapitel 3.1 fu¨r den 2D-Fall angepasst werden. Durch das
Lo¨sen der Gleichung ∂∂∆θE(R∆θ) = 0 fu¨r eine 2D-Rotation R∆θ = R ergibt sich die optimale
Rotation:
∆θ = arctan


N∑
i=1
(
m′
x
i d
′x
i +m
′y
i d
′y
i
)
N∑
i=1
(
m′
y
i d
′x
i −m′xi d′yi
)

 .
Mit Hilfe der Rotation la¨sst sich die Translation wiederum analog zu der Gleichung (3.5) bestimmen,
d.h. (
∆x
∆y
)
︸ ︷︷ ︸
=∆t
= cm −
(
cos∆θ sin∆θ
− sin∆θ cos∆θ
)
︸ ︷︷ ︸
=R∆θ
· cd.
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5.2 Anwendung: Kurt3D im RoboCup Rescue Wettbewerb
RoboCup ist eine internationale Initiative zur Fo¨rderung der Forschung in den interdisziplina¨ren
Bereichen
”
Ku¨nstliche Intelligenz“,
”
Mechatronik“ und
”
Autonome Mobile Roboter“. In einem
Wettbewerb treten verschiedene Teams mit ihren Robotern gegeneinander an. Neben unterschied-
lichen Fußballliegen gibt es den Rescue-Wettbewerb. Darin suchen ferngelenkte Roboter in einer
zersto¨rten Umgebung nach Opfern. Eine weitere Aufgabe ist hierbei das Erstellen einer Karte,
nach der die Opfer geborgen werden ko¨nnen. Der Wettkampf findet in drei verschiedenen Schwie-
rigkeitsstufen, die als gelbe, orangene und rote Arena benannt sind (vgl. Abbildung 5.9), statt. Die
Arenen werden nach jeder Runde in der so genannten Earthquake-Phase vollkommen neu errichtet.
Anschließend installieren Mitglieder der Jury an beliebigen Stellen Opferpuppen, die menschliche
Merkmale aufweisen. Der Operator selbst sitzt wa¨hrend der Mission in einiger Entfernung zur
eigentlichen Arena an seinem Arbeitsplatz in einem vollsta¨ndig abgeschotteten Raum.
Abbildung 5.9: RoboCup 2004 Arenen. Links: Gelbe Arena. Mitte: Orange Arena. Rechts: Rote Arena.
Quelle: [155].
Der RoboCup Rescue Wettbewerb ist als eine
Abbildung 5.10: Kurt3D als Rettungsroboter, wie er
beim Wettbewerb in Lissabon 2004 pra¨sentiert worden
ist.
Evaluationsform fu¨r die in dieser Arbeit vor-
gestellten Kartierungs-Algorithmen geeignet.
Fernziel ist es, einen mobilen Roboter zu ent-
wickeln, der in der Lage ist, in realen Katas-
trophengebieten zu fahren und die Rettungs-
helfer bei der Arbeit zu unterstu¨tzen. Existie-
rende Systeme sind zur Zeit fu¨r diesen Zweck
mangels zuverla¨ssiger Lokomotion sowie we-
gen Sensor- und Kartierungsproblemen noch
ungeeignet, wie nicht zuletzt die Erfahrungen
am World-Trade-Center in New York zeigten
[140,141].
Der Roboter Kurt3D mit der 3D-Kartierung
und seinen Steueralgorithmen wurde seit Sommer 2004 fu¨r den Wettbewerb weiterentwickelt. Ab-
bildung 5.10 zeigt die Rettungsroboterversion. Im Vergleich zu Abbildung 5.1 links besitzt er gro¨ßere
Ra¨der, die die Bodenfreiheit erho¨hen, damit der Roboter leichter kleinere Hindernisse u¨berwinden
kann. Die U¨bersetzung der Motoren wurde gea¨ndert, so dass statt Geschwindigkeit mehr Kraft zur
Verfu¨gung steht. Zusa¨tzlich besitzt er eine Beleuchtungseinrichtung, bestehend aus Neonro¨hren und
2 × 4 Leuchtdioden, die an den schwenkbaren Kameras angebracht sind, und einen zweiten Laptop
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als WLAN-Gateway. Gesteuert wird Kurt3D durch einen Operator, der auch in der 3D-Karte die
Opferpuppen markiert hat.
Wa¨hrend des Wettbewerbs 2004 erzeugte Kurt3D verschiedene 3D-Karten. Abbildung 5.11 zeigt
eine 3D-Karte der orangenen Arena von oben als Parallelprojektion, Abbildung 5.12 3D-Ansichten.
Die Abbildungen 5.13 und 5.14 zeigen 3D-Karten einer gelben Arena.
Abbildung 5.11: Eine 3D-Karte der orangenen Arena, dargestellt von oben in Parallelprojektion. Punkte
auf dem Boden sind hellgrau dargestellt. Die Positionen der 3D-Scans (graue Quadrate) und der gefundenen
Opfer (hellgrau) sind eingezeichnet. Die Rasterquadrate haben eine Gro¨ße von 1 m2.
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Fu¨r die 3D-Kartierung wurden ausschließlich die Scanmatching-Algorithmen mit ihren Beschleu-
nigungen angewandt. Somit wurde auf eine globale Optimierung, wie auf Seite 41 beschrieben,
verzichtet.
Abbildung 5.12: 3D-Ansichten der orangenen Arena, vgl. Abbildung 5.11. Die Projektionskamera ist leicht
nach oben verschoben. In die linke 3D-Karte wurde ein Koordinatensystem mit einem 1 m2 großen Gitter
eingezeichnet.
Abbildung 5.13: 3D-Ansichten der gelben Arena, vgl. Abbildung 5.14. Die Projektionskamera ist leicht
nach oben verschoben. Links: Punktwolke. Rechts: Darstellung als Octreemodell (vgl. [144]).
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Abbildung 5.14: Eine 3D-Karte der gelben Arena, dargestellt als Draufsicht in Parallelprojektion.
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5.3 Semantische 3D-Karten
5.3.1 Das Erstellen semantischer 3D-Karten
Ziel der vorliegenden Arbeit ist es, semantische Karten mit Hilfe des Roboters Kurt3D, der mit ei-
nem 3D-Laserscanner ausgestattet ist, zu erzeugen. Dreidimensionale semantische Karten enthalten
neben Geometrieinformationen auch Informationen u¨ber Objekte. Die Karten ko¨nnen mittels einem
OpenGL-Renderingprogramms aus jeder Perspektive betrachtet werden. Abbildung 5.15 zeigt das
Benutzerinterface zum Betrachten der semantischen 3D-Karten. Damit ist es mo¨glich, die 3D-Szene
von virtuellen Kameraposen aus zu rendern, verschiedene Visualisierungstechniken zu wa¨hlen sowie
Informationen u¨ber Objekte abzurufen. Die dargestellten Informationen u¨ber die Objekte bestehen
aus:
• Objektinformationen, d.h., dass der semantische Bezeichner des ausgewa¨hlten Objekts ange-
zeigt wird. Zusa¨tzlich gibt das Programm die Lage der Objekte im Raum an, also die 6D-Pose
(x, y, z, θx, θy, θz) ∈ R3.
• 3D-Koordinaten, d.h. (x, y, z) ∈ R3 sowie Indexinformationen der einzelnen Objektpunkte.
Der Index gibt an, welcher Messpunkt aus welchem 3D-Scan ausgewa¨hlt wurde.
• Entfernungen zur aktuellen Betrachtungspose,
• Angaben zur 6D-Pose, an denen ein 3D-Scan aufgenommen wurde,
• Daten u¨ber die Trajektorie, die der Roboter zuru¨ckgelegt hat, sowie
• Texturinformationen, die optional mit den Kameras aufgenommen wurden.
Abbildung 5.15: Das Interface zum 3D-Viewer.
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Abbildung 5.16: Das System zum Erstellen semantischer 3D-Karten.
Das Ergebnis des in dieser Arbeit entwickelten 6D SLAM ist eine 3D-Punktwolke, die aus registrier-
ten 3D-Scans besteht (vgl. Kapitel 3). Im Anschluss an die Aufnahme der 3D-Karte erfolgt eine
Interpretation der Grobstruktur, d.h. eine Klassifikation des Bodens, der Wa¨nde, der Decke und
der offenen Tu¨ren (vgl. Abschnitt 4.2). Hierbei ko¨nnen in der Regel bereits sehr viele 3D-Punkte
diesen Grobstrukturen zugeordnet werden. Die verbleibenden Punkte geho¨ren zu Objekten, die die
Objekterkennung im Anschluss detektiert. Detektierbare Objekte sind hier beispielsweise Stu¨hle,
Menschen, Pflanzen oder Feuerlo¨scher. Der Algorithmus zum Erstellen einer semantischen Karte
lautet demnach wie folgt (vgl. Abbildung 5.16):
1. Erstellen einer 3D-Karte. Zwei Teilschritte sind dazu notwendig:
(a) Aufnahme der 3D-Scans durch den mobilen Roboter Kurt3D (tele-
operiert).
(b) Zusammenfu¨gen der 3D-Scans zu einer globalen Karte (6D SLAM).
2. Interpretation der 3D-Kartengrobstruktur. 3D-Fla¨chen werden aus der 3D-
Punktmenge extrahiert und bezu¨glich ihrer Lage benannt.
3. Extraktion von Objekten aus den 3D-Scans mit Hilfe von Klassifikatoren und
anschließender Einpassung der Objekte. Hierbei wird die 6D-Pose der Objekte
bestimmt.
4. Visualisierung der semantischen 3D-Karte.
Abbildung 5.17: Zweischrittige semantische 3D-Kartierung: Zuna¨chst werden 3D-Objekte gelernt. An-
schließend wird die 3D-Karte erstellt, die Szene interpretiert und die Objekte erkannt (vgl. Abbildung 5.16).
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Abbildung 5.18: Semantische 3D-Karte des AVZ-Geba¨udes an der Universita¨t Osnabru¨ck. Der Ausschnitt
zeigt einen Bu¨roflur mit einer offenen Tu¨r und einem erkannten Objekt (Feuerlo¨scher, Label:
”
fireEx“).
Links: 3D-Punktwolke. Mitte: Szeneninterpretation mit Hilfe extrahierter Ebenen. Rechts: Gitterdarstellung
mit Reflektionswerten.
Abbildung 5.19: Semantische 3D-Karte (Forts.) mit den Objekten
”
printer“ und
”
rubbertree“.
Das Verfahren zum Erstellen einer semantischen Karte beno¨tigt außerdem eine Initialisierungspha-
se. Hier nimmt der Operator 3D-Scans von Objekten auf, die spa¨ter wieder erkannt werden sollen.
Nach der Aufnahme der Scans markiert der Operator im Anzeigemodul diejenigen Punkte, die
zum Objekt geho¨ren, und startet den automatischen Lernprozess. Das Ergebnis sind zwei Kaska-
den zur Objektdetektion sowie eine erweiterte Datenbasis mit Objekt. Abbildung 5.17 zeigt das
Gesamtsystem zur Erstellung von semantischen 3D-Karten.
Die Abbildungen 5.18, 5.19, 5.20, 5.21, 5.22 und 5.23 zeigen Ausschnitte einer semantischen 3D-
Karte. Als Testumgebung diente dabei das 5. Stockwerk des AVZ-Geba¨udes der Universita¨t Osna-
bru¨ck. Zu sehen sind jeweils die 3D-Punktwolke, die extrahierten 3D-Fla¨chen und deren Beschrif-
tung sowie eine Darstellung als Gittermodell, wobei die einzelnen Dreiecke mit den Reflektionswer-
ten eingefa¨rbt wurden. Abbildung 5.18 gibt den Ausschnitt der semantischen 3D-Karte mit erkann-
tem Feuerlo¨scher (Objekt
”
fireEx“) wieder, Abbildung 5.19 zeigt einen Teil mit den Objekten
”
prin-
ter“ und
”
rubbertree“ zeigt. In Bild 5.20 ist zu sehen, dass der Stuhl zwar erkannt wurde, jedoch die
Objekteinpassung fehlschlug. Die folgenden Darstellungen pra¨sentieren im Wesentlichen die erkann-
ten Objekte
”
bottles“,
”
plant“,
”
projector“ und
”
human“. Die vollsta¨ndige semantische 3D-Karte
befindet sich als Animation unter http://www.informatik.uni-osnabrueck.de/nuechter/videos.html
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Abbildung 5.20: Semantische 3D-Karte (Forts.) mit dem Objekt
”
chair“. Das Objekt wurde korrekt er-
kannt, aber die Objekteinpassung schlug fehl.
Abbildung 5.21: Semantische 3D-Karte (Forts.) mit den Objekten
”
bottles“ und
”
plant“. Bemerkung:
Die Objektbeschriftung ist spiegelverkehrt, da die Bezeichner global gesetzt werden und nicht von der Pro-
jektionskamera abha¨ngen.
und entha¨lt zusa¨tzlich das Objekt
”
box“, sowie das Treppenhaus des AVZ-Geba¨udes als weiteren
Raum. In diesem Raum gibt es Wa¨nde im Winkel von 45◦ zum Flur. Hier schla¨gt der semantische
Beschriftungsalgorithmus fehl, so dass die entsprechende Wand die Bezeichnung
”
unknown“ erha¨lt.
Insgesamt wurden 82% aller 3D-Punkte eine Bezeichnung zugeordnet.
Im Experiment wurde 3D-Objekterkennung mit einer Datenbasis von 11 3D-Objekten durchgefu¨hrt,
die zuvor gelernt worden waren. Die fu¨r die 3D-Objekterkennung beno¨tigte Zeit steigt mit der An-
zahl der Objekte. Um diesen Nachteil auszugleichen, hat Frintrop eine Aufmerksamkeitssteuerung
entwickelt [84]. Der folgende Abschnitt beschreibt kurz ihr System und demonstriert die erzielten
Verbesserungen.
5.3.2 Ein Aufmerksamkeitsalgorithmus fu¨r die Kartierung von Objekten
Die Aufmerksamkeitssteuerung ermittelt hervorstechende Regionen in den Laserdaten. Ziel ist es,
die Detektion von Objekten zu beschleunigen, indem die Objekterkennung auf interessante Bereiche
beschra¨nkt wird. Zur Berechnung der hervorstechenden Regionen verwendet der Aufmerksamkeits-
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Abbildung 5.22: Semantische 3D-Karte (Forts.) mit dem Objekt
”
projector“.
Abbildung 5.23: Semantische 3D-Karte (Forts.) mit dem Objekt
”
human“.
algorithmus die Tiefen- und Reflektionsbilder aus Abschnitt 4.3. Auffa¨lligkeiten errechnen sich
durch Intensita¨ts- und Orientierungsmerkmale in einer Bottom-up-Analyse der zwei Bildertypen
und werden anschließend in einer so genannten Auffa¨lligkeitskarte (engl.: saliency map) zusammen-
gefu¨hrt. Der Aufmerksamkeitsfokus wandert mit Hilfe eines Inhibitionsprozesses danach sequentiell
durch die Auffa¨lligkeitskarte. Der Algorithmus beruht auf einem Standard-Aufmerksamkeitsmodell,
wie es von Koch und Ullman eingefu¨hrt wurde [118]. Abbildung 5.24 zeigt die Struktur des Auf-
merksamkeitsalgorithmus.
Merkmalsberechnung
Aus den Eingabebildern erzeugt man zuna¨chst mit Hilfe von Gaußpyramiden fu¨nf Skalierungen (0
bis 4), wobei ein Tiefpassfilter und eine Datenreduzierung angewandt werden [79]. Die skalierten Bil-
der unterscheiden sich jeweils um den Faktor zwei. Die so angefertigten Bildpyramiden erlauben die
Berechnung von auffa¨lligen Merkmalen unterschiedlicher Gro¨ße. Als Merkmale werden Intensita¨ten
und Orientierungen bestimmt. Center-surround-Mechanismen erzeugen die Intensita¨tskarten, in-
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Abbildung 5.24: Das laserbasierte Aufmerksamkeitssystem. Merkmale in Tiefen- und Reflektionsbildern
werden separat berechnet und anschließend in einer Auffa¨lligkeitskarte zusammengefu¨hrt. Quelle: [85].
dem sie die Differenz zwischen einer Region und ihrer Umgebung bestimmen. Das Zentrum c ist
durch einen Pixel in den Skalierungen 2 bis 4 gegeben; die Umgebung s bestimmt sich als Mittel-
wert der Umgebungspixel fu¨r zwei verschiedene Umgebungsgro¨ßen, so dass sechs Intensita¨tskarten
entstehen. Die Center-surround-Differenz d = |c− s| ist ein Maß fu¨r den Intensita¨tskontrast in der
Region.
Um die Orientierungskarten zu erhalten, werden mit vier ausgerichteten Gaborpyramiden recht-
ecka¨hnliche Merkmale der Orientierungen 0◦, 45◦, 90◦ und 135◦ ermittelt. Der Algorithmus sum-
miert die Karten 2 bis 4 jeder Pyramide mit einer so genannten Inter-Scale-Addition, d.h., alle
Karten mu¨ssen zuvor auf Gro¨ße 2 gebracht werden, um eine pixelbasierte Addition zu ermo¨glichen.
Es entstehen vier Orientierungskarten der Skalierung 2, also eine fu¨r jede Orientierung.
Die Fusion der Auffa¨lligkeiten
Fu¨r jedes Merkmal kombiniert der Algorithmus die Merkmalskarten in einer Karte (vgl. Abbildung
5.24). Diese werden anschließend zu einer Auffa¨lligkeitskarte zusammengefu¨hrt. Zuna¨chst getrennt
nach Tiefen- und Reflektionsbild, dann in einer einzigen Auffa¨lligkeitskarte S. Die Summation
der Karten la¨uft mittels Gewichtung, Gro¨ßenanpassung und pixelbasierter Addition ab. Einige
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Abbildung 5.25: Auffa¨lligkeitskarte zu einem 3D-Scan. Oben: Auffa¨lligkeitskarte fu¨r Orientierungen (Tie-
fenbild), Auffa¨lligkeitskarte fu¨r Intensita¨ten (Reflektionsbild), Auffa¨lligkeitskarte “Tiefenbild” und Auffa¨llig-
keitskarte “Reflektionsbild”. Unten links: Kombinierte Auffa¨lligkeitskarte. Unten rechts: Die fu¨nf auffa¨lligsten
Regionen (nummeriert). Quelle: [85].
Auffa¨lligkeitskarten zu einem 3D-Scan sind in Abbildung 5.25 wiedergegeben.
Der Fokus der Aufmerksamkeit
Zur Bestimmung des auffa¨lligsten Punktes in S wird der hellste Punkt gewa¨hlt. Ausgehend von
diesem Punkt startet eine Regionsvergro¨ßerung, um rekursiv alle Nachbarpixel mit a¨hnlichen Hellig-
keitswerten zu finden. Die Breite und die Ho¨he dieser Region bestimmen die Gro¨ße eines elliptischen
Aufmerksamkeitsfokus. Schließlich werden die Helligkeitswerte an der Fokusregion zuru¨ckgesetzt,
so dass sich mit dem gleichen Verfahren der na¨chste Aufmerksamkeitsfokus berechnen la¨sst. Abbil-
dung 5.25 (unten rechts) zeigt die fu¨nf auffa¨lligsten Regionen eines 3D-Scans.
Geschwindigkeitsvorteil durch Aufmerksamkeit
Nach der Berechnung der auffa¨lligsten Regionen findet die in Abschnitt 4.3 beschriebene Objekt-
erkennung ausschließlich an diesen Punkten statt, folglich muss nicht das ganze Bild untersucht
werden. Dies bringt einen erheblichen Geschwindigkeitsvorteil, zumal wa¨hrend der Erstellung se-
mantischer 3D-Karten nach vielen Objekten gesucht wird. Der Geschwindigkeitsgewinn korreliert
linear mit der Anzahl der Objekte der Datenbasis. Das Verfahren birgt die Gefahr, dass einige
Objekte nicht gefunden werden. Empirische Untersuchungen ergaben jedoch, dass dies nur sehr
selten auftritt [85].
Der Aufmerksamkeitsalgorithmus profitiert von der Verwendung von Tiefen- und Reflektionsdaten,
da diese beiden Modalita¨ten sich erga¨nzen: Angenommen zwei Objekte haben die gleichen Reflek-
tionseigenschaften, dann kann dennoch eines der beiden auffa¨lliger sein, da Unterschiede in den
Tiefendaten auftreten ko¨nnen. Weitere Einzelheiten zum Aufmerksamkeitsalgorithmus finden sich
in [84–87].
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5.4 Diskussion
Dieses Kapitel hat das Robotersystem Kurt3D vorgestellt und pra¨sentiert das Verfahren zum Erstel-
len von semantischen 3D-Karten. Kurt3D ist ein Explorationsroboter und unterscheidet sich daher
von ewas von Serviceroboter, wie z.B dem erfolgreichen RHINO der Universita¨t Bonn [42, 58].
Auch befindet sich Kurt3D in permanenter Weiterentwicklung [130,190]. Neuere, hier nicht behan-
delte Hardwareelemente fu¨r den Roboter sind eine vertikal rotierender 3D-Scanner (RTS-Hannover)
[154, 211], ein Gyroskop [183], Ultraschall- und Infrarotsensoren, eine Wa¨rmebildkamera [130], so-
wie ein GPS-Empfa¨nger. Die Roboterplattform KURT2 la¨sst sich mit den kommerziell erha¨ltlichen,
a¨hnlichen Robotern P3DX und P3AT von Activemedia [14, 15], sowie iRobots ATRV-Jr [10] ver-
gleichen (siehe. Abbildung 5.26):
P3DX ist ein Roboter mit Differentialantrieb, d.h. er besitzt zwei angetriebene Ra¨der. Ein passives
in alle Richtungen drehbares Rad am Heck des Roboters verleit dem System Stabilita¨t. Zur
Standardausstattung geho¨ren Sonarsensoren und Odometrie, sowie Microcontroller-Software
zum Ansprechen der Motoren. Oft sind P3DX Roboter mit einem SICK Laserscanner und
einer Kamera ausgestattet. Trotz a¨hnlicher Gro¨ße, ist die KURT2-Plattform mobiler, da das
paasive Rad nur sehr klein ist und somit selbst keine Hindernisse nicht u¨berwunden werden
ko¨nnen.
P3AT besitzt wie die KURT2-Roboter ein Skid-Steer Antrieb. Er verfu¨gt u¨ber 4 Ra¨der; zwei an
jeder Seite. Im Gegensatz zu KURT2 lassen sich alle Ra¨der separat ansteuern. Dennoch ist der
P3AT nicht mobiler, weil die Bodenfreiheit der Plattformen ungefa¨hr gleich ist. Durch seine
gro¨ßeren Ausdehnungen beno¨tigt der P3AT mehr Platz zum Fahren braucht als KURT2.
ATRV-Jr ist noch etwas gro¨ßer als der P3AT und ist ebenfalls ein vier ra¨driger skid-steered
Roboter. Seine Ausdehnungen belaufen sich auf 55 cm (La¨nge) × 77.5 cm (Breite), sein
Gewicht betra¨gt 60 – 85 Kg. Er besitzt zwei Pentium-III CPUs zur Sensordatenverarbeitung
und Steuerung. Als Sensoren sind standardma¨ssig ein SICK LMS Scanner, 17 Sonarsensoren,
ein GPS System und eine Kamera auf einer Schwenk-Neigevorrichtung. Anwendung findet
der ATRV-Jr in Outdoorszenarien, fu¨r Einsa¨tze bei RoboCup Rescue ist er zu groß.
Die von der Firma KTO in Lizenz fu¨r die Fraunhofer Gesellschaft gefertigte Roboterplattform
KURT2 a¨hnelt den obigen Plattformen: Ein Microcontroller dient zum Ansprechen der Ra¨der und
Abbildung 5.26: Roboterplattformen. Links: P3DX von Activemedia [14] . Mitte: P3AT von Activemedia
[14]. Rechts: ATRV-Jr von iRobot [10].
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dem Auslesen von Sensorwerten, jedoch ist die hier vorgestellte Steuerung des Roboters Kurt3D
etwas ungewo¨hnlich: Die Motorenregelschleife la¨uft auf dem Notebook und nicht auf dem Microcon-
troller. Die 100 Hz schnelle Regelschleife ist der einzige Task. Daher sind alle weiteren Algorithmen
serialisert, d.h., sie sind so programmiert, dass sie nach einer bestimmten fest definierten Zeit un-
terbrochen werden ko¨nnen, um die Regelschleife weiterzufu¨hren. Dies ermo¨glicht dem Entwickler
sehr hohe Flexibilita¨t, da die Regelparameter leicht angepasst werden ko¨nnen. Die oben erwa¨hnten
vergleichbaren Roboter, besitzen fest eingebaute Motorenregler auf die die Steuerung aufsetzt.
2D-Laserscanner geho¨ren seit Anfang der 90er zur Standardausstattung von Forschungsrobotern.
Fu¨r die Verarbeitung von 2D-Laserscans zur Lokalisierung wurden eine Vielzahl von Verfahren ent-
wickelt: Lu und Milios fu¨hrten 1994 zuna¨chst punktbasiertes 2D-Scanmatching als ICP, bzw. IDC
(engl.: iterative dual correspondence) ein [135] und eintwickelten darauf aufbauend ein SLAM Ver-
fahren [136]. Dazu gleichzeitig wurden Matching mittels Belegtheitsgittern erforscht [164]. Weitere
Verfahren benutzen eine Scanvorverarbeitung um die Scan zu matchen: Hierzu za¨hlen die Metho-
den, die sich auf Histogramme stu¨tzen [169,210], die Scanpunkte vorhandenen Linien zuordnen [57],
oder Ecken und Kanten nutzen [37,113]. Im Vergleich zu diesen Verarbeitungsverfahren fu¨r 2D-Scan
ist HAYAI um Gro¨ßenordnungen schneller und gliedert sich nahtlos in die Softwarearchitektur, d.h.
in den Kontrollzyklus, von Kurt3D ein.
Das Herzstu¨ck von Kurt3Ds Sensorik ist der 3D-Laserscanner mit
Abbildung 5.27: Ra¨umli-
che Repra¨sentation Architek-
tur DYNAMO. Quelle: [116].
dem der Roboter die semantischen 3D-Karten erstellt. Das Kartieren
von Umgebungen mit Objekten wurde bisher fast gar nicht erforscht.
Kester et al. berichten von einem Roboterarchitektur, die Umge-
bungskartierung und Objektdarstellung vereinigt [116]. Die ra¨um-
liche Repra¨sentation Architektur (vgl. Abbildung 5.27) kombiniert
eine Wissensbasis mit einer Regionenkarte und einem Belegtheits-
gitter, so dass ein zwischen diesen Komponenten ein aktiver Da-
tenaustausch stattfindet. Die Umbebung wird mit Hilfe eines 2D-
Laserscanners und Sonarsensoren zweidimensional kartiert. Das Er-
kennen von Objekten geschieht im Kamerabild mit Hilfe visueller
Aufmerksamkeit, Merkmalsextraktion und Klassifikation von neuro-
nalen Netzen. Fu¨r die Repra¨sentation der Karten schlagen Kestler et
al. eine bis zu 10000 mal kompakter Darstellung als Belegtheitsgit-
ter vor. Abbildung 5.28 (links) zeigt diese Grundrißrepra¨sentation,
sowie die Attribute der Regionen fu¨r eine Bu¨roumgebung (rechts).
Abbildung 5.28: Links: Grundrißrepra¨sentation zur Objektkartierung von Kester et al. Rechts: Typische
Attribute und Konsistenzkriterien einer Bu¨roumgebung. Quelle: [116].
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Abbildung 5.29: Lernen von Objekten aus mehreren Karten. Quelle: [35].
Einen weiteren Forschungszweig in Bezug auf die Kartierung von Objekten stellen die Arbeiten von
Anguelov [20] und Biwas [35] dar. Hier steht im Vordergrund, kartierte Objektpunkte als Objekte
zu klassifizieren. Dies geschieht durch wiederholte Anwendung eines Kartierungsverfahrens, wobei
Objekte daruch identifiziert werden, dass sie Ihre Position vera¨ndert hat. Abbildung 5.29 zeigt
ein Beispiel: Zuna¨chst werden 4 Karten mit einer konstanten Anzahl Objekten erstellt (a) und
u¨berlagert (b). Eine so genannte Differenzkarte (c) zeigt schließlich die Objekte. Schwerpunkt dieser
Arbeiten ist die Wissensrepra¨sentation mit Unsicherheiten.
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Kapitel 6
Zusammenfassung und Ausblick
Die vorliegende Arbeit bescha¨ftigt sich mit semantischen dreidimensionalen Karten fu¨r Roboter.
Sie sind definiert als Karten, die neben den geometrischen Informationen von 3D-Messpunkten
semantische Beschriftungen der Punkte enthalten. Der erste Teil der Arbeit behandelt das Erstellen
dreidimensionaler Karten, die anschließend interpretiert werden. Dabei wird ein 3D-Laserscanner
als Sensor verwendet, der das beru¨hrungslose Abtasten der Umgebung auf zirka 5 cm erlaubt. Durch
die Genauigkeit, die maximale Reichweite und den O¨ffnungswinkel des Scanners lassen sich mit
ihm besonders gut mittelgroße Objekte wie Stu¨hle oder Personen sowie Strukturen wie Wa¨nde oder
Fußbo¨den, etc. wahrnehmen. Die Interpretation bezieht sich auf diese Objekttypen. Der verwendete
3D-Laserscanner basiert auf einem Standard-2D-Lasercanner [191,192].
2D-Laserscanner geho¨ren seit la¨ngerer Zeit standardma¨ßig in die mobile Robotik. Die metrische 2D-
Kartierung von planaren, wohl-definierten Innenra¨umen gilt weitestgehend als erforscht. Ein offenes
Problem stellt die Kartierung von unstrukturierten Umgebungen dar. Das Erstellen einer Karte
unter Beru¨cksichtigung der vollsta¨ndigen Roboterpose mit 6 Freiheitsgraden kann mit ungeordneten
Umgebungen umgehen, ist flexibel und selbst im Freien einsetzbar. Die vollsta¨ndige Roboterpose
la¨sst sich mit bildgebender 3D-Sensorik erfassen, die in letzter Zeit in zunehmendem Maße in der
mobilen Robotik eingesetzt wird [18,25,100,153,178,179,211].
Die Basis des 3D-Kartierungsalgorithmus ist ein schneller Scanmatchingalgorithmus, der auf ei-
ner mathematisch geschlossenen Berechnung der Scantransformationen beruht. Auf der Grundla-
ge theoretischer Ergebnisse wird ein schneller Algorithmus zur Bestimmung der approximativen
na¨chsten Nachbarn eingesetzt. Es wird empirisch nachgewiesen, dass sich die Approximation po-
sitiv auf das 3D-Kartierungsverfahren auswirkt. Eine Heuristik zur Bestimmung der Startpose fu¨r
ICP und zur Detektion geschlossener Kreise rundet den vorgestellten SLAM Algorithmus ab.
Als eine wichtige Aufgabe bei der robotergestu¨tzten Kartierung mit Hilfe von 3D-Tiefenbildern
wird die Kombination der deterministischen Techniken zur Registrierung mit den stochastischen
Lokalisationstechniken genannt [105]. Es muss das Ziel verfolgt werden, die Genauigkeit der Regi-
strierungstechniken mit der Flexibilita¨t der stochastischen Methoden zu verbinden. Im Gegensatz
zur 3D-Kartierung gibt es bereits Ansa¨tze auf dem Gebiet der Navigation, z.B. Monte Carlo Loka-
lisation auf der Basis von 3D-Daten [212].
Die Semantik wird in zwei Schritten in die 3D-Karten gebracht. Zuna¨chst dient ein semantisches
Netz zur Interpretation der in der 3D-Szene gefundenen Ebenen. Anschließend detektiert und loka-
lisiert ein Algorithmus zuvor gelernte 3D-Objekte im Scan. Hierbei beru¨cksichtigt der Algorithmus
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alle 6 Freiheitsgrade der Objekte und nutzt sowohl den Tiefen- als auch den Reflektionsbildmodus
des 3D-Scanners. Als Lernverfahren wurde das im aktuellen Trend liegende Ada-Boost Verfahren
verwendet.
In der vorliegenden Arbeit spielen Anwendungen eine wichtige Rolle. Hierbei stehen die außeror-
dentlich wichtigen Anwendungen der robotergestu¨tzten 3D-Kartierung im Vordergrund: Die Kartie-
rung von Kohleminen und die Rettungsrobotik. Eine weitere Anwendung des Kartierungsverfahrens
stammt aus der Medizin. Die Aufnahme von 3D-Gesichtsprofilen mittels Holographie kann Einga-
bedaten fu¨r das 3D-Scanmatching liefern. In dem demonstrierten Beispiel wird das Gesicht von
Patienten dreidimensional kartiert.
3D ist ein aktueller Trend in der Robotik.
Abbildung 6.1: Der Roboter Kurt3D (Version 2005),
ausgestattet mit einem kontinuierlich um die vertikale
Achse drehenden 3D-Laserscanner. Der 3D-Scanner wur-
de am Institut fu¨r Echtzeitsysteme (RTS) an der Univer-
sita¨t Hannover entwickelt.
Die Entwicklung von 3D-Sensorik schreitet
schnell voran. So kam beispielsweise im Ro-
bocup Rescue Wettbewerb 2005 ein konti-
nuierlich drehender Laserscanner zum Ein-
satz [154]. Abbildung 6.1 zeigt den Robo-
ter. Seine Vorteile bestehen in der geringe-
ren mechanischen Belastung der Hardware,
dem großen O¨ffnungswinkel von 360◦ sowie
in der Aufnahme von 3D-Daten ohne Un-
terbrechung. Die Umlaufzeit ist gro¨ßer als
2.4 Sekunden. Virtuelle 2D-Scan, die aus den
3D-Daten gewonnen werden, verbessern vie-
le planare Verfahren, z.B. planares SLAM
[211] und Monte Carlo Lokalisation [212].
Verfahren wie HAYAI ko¨nnen allerdings
nicht eingesetzt werden. Mit der Verbesse-
rung der Robotersensorik mu¨ssen auch die Algorithmen schritthalten: Immer mehr Umgebungsda-
ten ko¨nnen zuverla¨ssig aquiriert werden, die mit den begrenzten Mitteln eines mobilen Roboters
verrechnet werden mu¨ssen.
Mobile Manipulation wird in Zukunft ein großes Forschungsthema werden. Industrieroboter spielen
bereits eine bedeutende wirtschaftliche Rolle und die mobile Robotik liefert zunehmend zuverla¨sige
Gera¨te. Die Kombination beider Richtungen birgt viel wirtschaftliches Potential. Mit Manipulato-
ren ausgestattete mobile Roboter beno¨tigen sichere Objekterkennungsmethoden und semantische
Interpretationen. Dies ermo¨glicht, dass das Wissen kommunizierbar und inspizierbar wird.
Zuku¨nftige Arbeiten am Roboter Kurt3D werden zu den Themen Verbesserung der Objekterken-
nung, Planung, Rettungsrobotik, Robotersimulation und Mensch-Roboter Interaktion stattfinden:
Objekterkennung. Eine silhouettebasierten Objekterkennung wird zurzeit untersucht. Hierbei
bestimmt die Objekterkennung die Konturen in den Tiefenbildern und nutzt die Tatsache aus,
dass Umrisse im Tiefenbild klar zum Vorschein kommen. S. Stiene zeigt, dass sich Silhouette
von auf dem Fußboden stehenden Objekten leicht extrahieren lassen, wenn die Semantik
“Fußbodenpunkt” bekannt ist [187].
Planung. Die Kontrollarchitektur des Roboters wird noch weiter ausgebaut werden. So ist es dem
Roboter derzeit nicht mo¨glich, geplant zu navigieren, beispielsweise aus Sackgassen heraus-
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Abbildung 6.2: Der Toin Pelikan Roboter der Toin Universita¨t in Yokohama (links) und Stufenfelder
(rechts).
zumano¨vrieren oder den Weg zu weiteren Scanpositionen mit mehreren Zwischenstationen
anzufahren.
Rettungsrobotik. Der mobile Roboter Kurt3D kann nicht in zersto¨rten Gebieten fahren. Die
NIST fo¨rdert die Entwicklung solcher Plattformen durch die Einfu¨hrung von Stufenfeldern
(engl.: step fields, vgl. Abbildung 6.2 rechts), die von Ziegelhaufen gleichen. Die Holzquader
haben einen Querschnitt von zirka 10 cm × 10 cm. Um in solchen Gebieten navigieren zu
ko¨nnen, sind mobilere Plattformen als Kurt3D notwendig. Beispielsweise verfu¨gt der Toin
Pelikan Roboter u¨ber eine enorme Mobilita¨t. In den zuku¨nftigen Arbeiten zur Rettungsrobotik
wird mit kettengetriebenen Fahrzeugen experimentiert. Dabei sollen 3D-Karten von mehreren
Robotern simultan bzw. kooperativ erstellt werden.
Simulation. Das Entwickeln von Algorithmen fu¨r autonome Roboter besitzt einen zeitaufwa¨ndi-
gen, hohen Anteil an Experimenten. Simulationen ko¨nnen diesen reduzieren. Daher werden
kommende Arbeiten mit Unterstu¨tzung des Simulators USARSIM entwickelt, wobei in der
Auspra¨gung UOSSIM neben Activmedias P2AT, P2DX und iRobots ATVR Robotern auch
Modelle des 3D-Laserscanners, von KURT2 und Kurt3D zur Verfu¨gung stehen.
”
USARSIM ist
die erste hochentwickelte Robotersimulation auf der Basis einer game engine, die hier aus dem
Computerspiel Unreal Tournament 2003 bzw. 2004 stammt. Damit nutzt der Simulator die
fortschrittliche Grafik und physikalische Modellierung eines kommerziellen Programms“ [106].
Mensch-Roboter-Interaktion. Die Mensch-Roboter-Interaktion (engl.: Human-robot interacti-
on (HRI)) fu¨r mobile Roboter steckt in den Kinderschuhen. Viele Benutzerinteraktionen mit
Robotern sind vom Typ Teleoperation, wobei Videoru¨ckmeldung von der Roboterplattform
auf dem Eingaberechner stattfindet. Der Operator bestimmt den Weg des Roboters. Robo-
terexperten entwickeln in der Regel diese Mensch-Roboter-Schnittstelle. Dementsprechend
kann sie oft nur von den Experten selbst benutzt werden. Da mehr und mehr Nicht-Experten
in die Roboter-Mensch-Regelschleife einbezogen werden, muss die Interaktion entsprechend
umgestaltet werden [175].
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Anhang A
Herleitungen und Beweise
A.1 Sa¨tze der Linearen Algebra
Die folgenden Beweise stammen aus [108] und [75]. Sie vertiefen und verallgemeinern die Beweise
in Kapitel 3.1.1.
Lemma 4. Sei R eine orthonormale Matrix. Dann gilt fu¨r jeden Vektor x:
(Rx) · x ≤ x · x.
Die beiden Ausdru¨cke sind gleich, falls Rx = x.
Beweis: Es gilt
(Rx) · (Rx) = (Rx)T (Rx) = xTRTRx = xTx = x · x,
da RTR = 1. Weiterhin gilt
(Rx− x) · (Rx− x) = (Rx) · (Rx) − 2(Rx) · x+ x · x
= 2(x · x− (Rx) · x). (A.1)
Da (Rx − x) · (Rx − x) ≥ 0 gilt, ist die Behauptung des Satzes bewiesen. Die Gleichheit gilt nur
wenn (Rx−x) · (Rx−x) = 0 auftritt. Nach Gleichung (A.1) tritt dieser Fall nur ein, wenn Rx = x
ist. 2
Lemma 5. Jede positiv semidefinite n×nMatrix S la¨sst sich mit Hilfe einer orthonormalen Menge
von Vektoren {ui} schreiben als
S =
n∑
i=1
uiu
T
i .
Beweis: Seien die Eigenwerte von S {λi} und die zugeho¨rige Menge von Einheitseigenvektoren
{uˆi}. Dann la¨sst sich S als
S =
n∑
i=1
λiuˆiuˆ
T
i
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ausdru¨cken. Da die Eigenwerte einer positiv semidefiniten Matrix nicht negativ sind, folgt die
Behauptung mit ui =
√
λiuˆi. 2
Lemma 6. Wenn S eine positiv semidefinite Matrix ist, dann gilt fu¨r jede orthonormale Matrix R
Trace (RS) ≤ Trace (S) ,
wobei die Gleichheit eintritt, wenn RS = S ist.
Beweis: Sei S wie in Lemma 5 dargestellt. Da Trace
(
abT
)
= a · b gilt, folgt
Trace (S) =
n∑
i=1
ui · ui und Trace (RS) =
n∑
i=1
(Rui) · ui,
wobei letztere Gleichung mit Lemma 4 kleiner oder gleich der Spur Trace (S) ist. Gleichheit ergibt
sich fu¨r Rui = ui, also wenn RS = S ist, weil Sui = ui gilt. 2
Korollar 1. Wenn S eine positiv definite Matrix ist, dann gilt fu¨r jede orthonormale Matrix R
Trace (RS) ≤ Trace (S) ,
wobei die Gleichheit nur eintritt, wenn R = 1 ist. 2
Lemma 7. Die folgende Matrix T ist die positiv semidefinite Quadratwurzel der positiv definiten
Matrix S:
T =
n∑
i=1
√
λiuˆiuˆ
T
i und S =
n∑
i=1
λiuˆiuˆ
T
i ,
mit {λi} der Menge der Eigenvektoren und {uˆi} der Menge der orthogonalen Einheitseigenvektoren
von S.
Beweis: Es gilt
T2 =
(
n∑
i=1
√
λiuˆiuˆ
T
i
) n∑
j=1
√
λjuˆjuˆ
T
j

 = n∑
i=1
n∑
j=1
√
λiλj (uˆi · uˆj) uˆiuˆTj
=
n∑
k=1
λkuˆkuˆ
T
k = S,
da uˆi · uˆj = 0 ist fu¨r i 6= j. Des Weiteren ist
xTx =
n∑
i=1
λi(uˆi · x)2 ≤ 0,
weil die Eigenwerte λi ≥ 0 sind. Somit ist auch T positiv semidefinit. 2
Korollar 2. Fu¨r alle positiv semidefiniten Matrizen existiert eine positiv semidefinite Quadrat-
wurzelmatrix. 2
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Korollar 3. Die Matrix
T−1 =
n∑
i=1
1√
λi
uˆiuˆ
T
i
ist die Inverse der positiv semidefiniten Quadratwurzelmatrix der positiv semidefiniten Matrix
S =
n∑
i=1
λiuˆiuˆ
T
i .
2
Lemma 8. Fu¨r jede Matrix X sind folgende Matrizen positiv semidefinit:
XTX und XXT .
Die Matrix XTX ist symmetrisch, da (XTX)T = XT (XT )T = XTX gilt. Weiterhin folgt fu¨r jeden
Vektor x
xT (XTX)x = (xTXT )(Xx) = (Xx)T (Xx) = (Xx) · (Xx) ≥ 0.
Beweis: Bei XXT wird analog argumentiert. 2
Korollar 4. Fu¨r jede nicht singula¨re quadratische Matrix X sind folgende Matrizen positiv definit:
XTX und XXT .
2
Lemma 9. Jede nicht singula¨re Matrix X kann als
X = PS
ausgedru¨ckt werden. Dabei ist
P = X(XTX)−1/2
eine orthonormale Matrix und
S = (XTX)−1/2
eine positiv semidefinite Matrix.
Beweis: Da X nicht singula¨r ist, folgt mit Korollar 4, dass XTX positiv definit ist. Auch ergibt
sich aus Korollar 2 die Existenz einer positiv definiten Quadratwurzelmatrix (XTX)1/2, die sich
nach Korollar 3 konstruieren la¨sst. Daher ko¨nnen S und P bei gegebenem X gefunden werden.
Offensichtlich ist ihr Produkt
PS = X(XTX)−1/2(XTX)−1/2 = X.
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Zu u¨berpru¨fen bleibt, ob P orthonormal ist. Es gilt:
PT = (XTX)−1/2XT
und folglich
PTP = (XTX)−1/2(XTX)(XTX)−1/2
= (XTX)−1/2(XTX)1/2(XTX)1/2(XTX)−1/2
= 1.
2
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Anhang B
Minimierungsalgorithmen
Viele Algorithmen fu¨hren Optimierungsprobleme auf die Minimierung oder Maximierung von Funk-
tionen zuru¨ck, z.B. indem sie zu minimierende Fehlerfunktionen konstruieren. Dieses Kapitel be-
scha¨ftigt sich mit den Verfahren, die eine gegebene Funktion f minimieren oder maximieren. Da-
bei ha¨ngt die Funktion f von einer oder mehreren Variablen ab. Die Aufgaben der Maximierung
und Minimierung sind a¨quivalent, da die Multiplikation des Funktionswertes mit -1 sie ineinander
u¨berfu¨hrt. Daher wird im Folgenden nur die Minimierung von Funktionen betrachtet. Ein mini-
maler Wert der Funktion f an einem Punkt wird als Extremum bezeichnet. Ein Extremum kann
global sein, dann liegt der minimale Funktionswert des gesamten Wertebereichs vor. Ein lokales
Extremum ist ein minimaler Funktionswert in einer endlichen Umgebung.
Nachfolgend beschriebene Algorithmen finden lokale Extrema (vgl. auch [80] und [165]). Sie sind
Bestandteil der in den vorangegangenen Kapiteln beschriebenen Methoden. Weitere Minimierungs-
verfahren finden sich in [165]. Die Abschnitte B.1, B.2 und B.3 bescha¨ftigen sich mit den Verfahren,
die keine Ableitungen der Funktion f beno¨tigen.
B.1 Die Minimierung eindimensionaler Funktionen nach Brent
Fu¨r die Minimierung einer eindimensionalen Funktion f : R → R schla¨gt Brent eine Methode
vor, die auf der so genannten
”
Goldenen-Schnitt-Suche“ aufbaut. Diese Suche wird um eine meist
zutreffende Heuristik erweitert [165].
Die Goldene-Schnitt-Suche. Gegeben sei eine nicht-singula¨re Funktion f und ein Tripel (a, b, c)
mit den Funktionswerten f(a), f(b) und f(c). Es gelte a < b < c. Die Funktion f hat im Intervall
[a, c] ein Minimum, falls f(b) < f(a) und f(b) < f(c) gilt (vgl. Abbildung B.1 links). Die Suche
bestimmt einen Punkt x, der entweder zwischen a und b oder zwischen b und c liegt. Falls der letztere
Fall vorliegt und die Auswertung der Funktion an der Stelle x f(b) < f(x) ergibt, wird das Tripel
(a, b, x) gewa¨hlt. Ergibt die Auswertung f(b) > f(x), ist (b, x, c). Mit diesem neu gebildeten Tripel
startet die Suche nochmals. Die Iteration wird beendet, wenn das Intervall klein genug ist.
Die Strategie zur Auswahl des neuen Punktes x bei gegebenen (a, b, c) verwendet den Goldenen
Schnitt: Sei w der Teil zwischen a und c, d.h.
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Abbildung B.1: Bestimmung des Minimums einer eindimensionalen Funktion f(x). Links: Das Minimum
liegt im Startintervall (1,2,3). Nach der Evaluation der Funktion an 4 verkleinert sich das Intervall zu (1,3,4).
Rechts: Brents Heuristik legt eine Parabel durch die Funktionswerte und bestimmt den neuen Intervallpunkt
als Minimum der Parabel.
b− a
c− a = w ,
c− b
c− a = 1− w.
Sei weiterhin der na¨chste Punkt x um den Teil z von b entfernt:
x− b
c− a = z.
Damit hat das na¨chste Intervall eine Gro¨ße von w + z oder 1− w, relativ zum aktuellen Intervall.
Der Wert z bestimmt sich nun so, dass beide Intervalle gleich groß sind, d.h. |b−a| = |x−c|. Damit
ist das Verfahren fu¨r den schlechtesten Fall optimiert. Es gilt:
z = 1− 2w. (B.1)
Der Wert w bestimmt sich aus der vorherigen Iterationsstufe. Die Wahl von z ist optimal, falls
zuvor jene von w optimal war. Dies impliziert, dass x um den gleichen Teil zwischen b und c liegt
(falls dies das gro¨ßere Segment ist), wie b zwischen a und c lag, d.h.
z
1− w = w. (B.2)
Setzt man die Gleichungen (B.1) und (B.2) ineinander ein, so ergibt sich die quadratische Gleichung
des Goldenen Schnitts
w2 − 3w + 1 = 0 also w = 3−
√
5
2
= 0.38197 . . . .
In jedem Intervall (a, b, c) ist b um den Teil 0.38197 von dem einen Intervallende und um den Teil
0.61803 vom anderen Intervallende entfernt. Die Goldene Schnitt Suche garantiert, dass das neu
gebildete Intervall um den Faktor 0.61803 kleiner ist als das vorige. Entspricht das Startintervall
nicht der Goldenen-Schnitt-Regel, stellt diese sich automatisch nach wenigen Iterationen ein.
Brents Heuristik. In der Goldenen-Schnitt-Suche werden keine Annahmen u¨ber die Funktion
gemacht. Fu¨r glatte Funktionen schla¨gt Brent folgende Heuristik vor: Durch die Funktionswerte des
Intervalls (a, b, c) wird eine Parabel gelegt. Die Heuristik nimmt an, dass das gesuchte Minimum
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nahe dem Minimum der Parabel liegt (vgl. Abbildung B.1 rechts). Daher bestimmt sich der neue
Intervallpunkt x als Minimum der Parabel, d.h.
x = b− 1
2
(b− a)2(f(b)− f(c))− (b− c)2(f(b)− f(a))
(b− a)(f(b)− f(c))− (b− c)(f(b)− f(a)) .
Falls die drei Intervallpunkte colinear sind, kann die Formel nicht angewendet werden. Daher greift
die Heuristik in diesem Fall auf die Goldene-Schnitt-Suche zuru¨ck.
B.2 Powells Minimierungsmethode fu¨r mehrdimensionale Funk-
tionen
Fu¨r die Minimierung einer mehrdimensionalen Funktion f : Rn → R mit n ≥ 2 schla¨gt Powell
eine Methode vor, die das Optimierungsproblem auf den eindimensionalen Fall zuru¨ckfu¨hrt [163].
Sein Verfahren berechnet Richtungen, entlang derer ein eindimensionaler Funktionsminimierer zum
Einsatz kommt. Dabei wird Brents Methode (vgl. Abschnitt B.1) benutzt [165]. Ausgehend von
einem Startpunkt x0 im n-dimensionalen Suchraum wird die Funktion f entlang von Richtungen
ui minimiert.
Die Einheitsvektoren e1, e2, . . . , en ko¨nnten als Richtungen dienen. Fu¨r einige Funktionen ist dieses
Verfahren sehr ineffizient. Beispiel dafu¨r ist eine zweidimensionale Funktion, deren Funktionswerte
ein enges Tal bilden. Ist dieses Tal nicht entlang der Achsen des Koordinatensystems ausgerichtet,
sind sehr viele Funktionsauswertungen no¨tig. Im Gegensatz dazu sind konjugierte Richtungen gute
Suchrichtungen, da diese sich nicht negativ beeinflussen.
Konjugierte Richtungen. Wird eine Funktion entlang der Richtung ui minimiert, ist am Mi-
nimum der Gradient senkrecht zu ui orientiert. Zusa¨tzlich zu dieser Tatsache existiert eine Appro-
ximation der n-dimensionalen Funktion f am Punkt p durch eine Taylor-Reihe unter Benutzung
von p0 als Ursprung des Koordinatensystems. Nach Taylor gilt
f(p) = f(p0) +
∑
l
∂f
∂pl
pl +
1
2
∑
k,l
∂2f
∂pk∂pl
pkpl + · · · (B.3)
≈ c− b · p+ 1
2
p ·A · p (B.4)
mit c = f(p0), b = −∇f |p0 undA der Hesse-Matrix der Funktion f an dem Punkt p0. Die Methode
der konjugierten Gradienten wa¨hlt zu einer gegebenen Richtung ui eine neue uj aus, so dass die
Vektoren ui und uj senkrecht zueinander stehen. In der Approximation (B.4) ist der Gradient von
f gegeben durch ∇f = A ·p−b. Aus dem Differenzieren (δ(∇f) = A(δp)) folgt fu¨r die Richtungen
ui and uj, dass
0 = ui · δ(∇f) = ui ·A · uj. (B.5)
Gleichung (B.5) definiert konjugierte Richtungen. Powells Methode bestimmt solche Richtungen,
ohne Ableitungen der Funktion f zu verwenden.
Der folgende Algorithmus liefert konjugierte Suchrichtungen. Als Startrichtungen werden die Ein-
heitsvektoren benutzt, d.h. ui = ei fu¨r i = 1, . . . , n.
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Solange die Funktionwerte von f kleiner werden, fu¨hre vier Schritte aus:
1. Speichere die Startposition als p0.
2. Fu¨r i = 1, . . . , n bestimme mit pi−1 als Startwert das Minimum von f entlang
der Richtung ui. Speichere das Minimum als pi.
3. Fu¨r i = 1, . . . , n − 1 setze ui ← ui+1. Anschließend setze un ← pn − p0.
4. Minimiere ausgehend von pn die Funktion f entlang der Richtung un. Das
Minimum wird auf p0 gespeichert.
Obiger Algorithmus hat das Problem, dass durch das Ersetzen der Richtung u1 zugunsten der
Richtung pn − p0 die vorgeschlagenen Vektoren linear abha¨ngig werden. Dies hat zur Folge, dass
nur ein Unterraum des n-dimensionalen Suchraums benutzt und das Minimum nicht gefunden wird.
Fu¨r das Beheben des Problems gibt es etliche Vorschla¨ge. In [165] wird eine Heuristik zur Lo¨sung
des Problems erkla¨rt. Dabei ersetzt man in Schritt 3 die Richtung des gro¨ßten Abstiegs mit der
Differenz pn−p0. Fu¨r die in Abschnitt 4.2 gegebene Anwendung des Minimierungsalgorithmus hat
sich experimentell herausgestellt, dass die Heuristik funktioniert.
B.3 Die Downhill-Simplex Methode
Ein weiterer Minimierungsalgorithmus fu¨r mehrdimensionale Funktionen, der ausschließlich auf
Auswertungen der Funktion beruht, ist die Downhill-Simplex Methode. Sie a¨hnelt dem Verkleinern
des Suchintervalls in Abschnitt B.1, ohne jedoch eine Regel oder Heuristik anzuwenden. Ein nicht-
degenerierter Simplex in n-Dimensionen ist eine geometrische Struktur, die aus n+ 1 Knoten und
ihren Verbindungslinien, Facetten etc. besteht. In zwei Dimensionen ist ein Simplex ein Dreieck, in
drei Dimensionen ein Tetrahedron. Ein Simplex in n-Dimensionen spannt einen n-dimensionalen
Vektorraum auf [165].
Sei ein Startpunkt p0 gegeben. Die Downhill-Simplex Methode berechnet zuerst weitere n Punkte,
die den Simplex initialisieren. Es gilt
pi = p0 + λei,
mit ei als Einheitsvektoren. Die Konstante λ sollte entsprechend der zu erwartenden Gro¨ßenskala
des Minimierungsproblems gewa¨hlt werden [165]. Das Downhill-Simplex Verfahren besteht aus einer
Reihe von Schritten, die als Reflektionen und Kontraktionen bezeichnet werden. In einem Reflekti-
onsschritt bewegt der Algorithmus den Punkt des Simplex mit dem gro¨ßten Funktionswert durch
die gegenu¨berliegende Facette zu einem Punkt mit kleinerem Funktionswert. Falls der Algorithmus
ein Tal erreicht, fu¨hrt er eine Kontraktion aus, d.h. der Rauminhalt des Simplex wird verkleinert.
Dabei verschieben sich ein oder mehrere Punkte. Abbildung B.2 verdeutlicht die Transformationen
des Simplex [165].
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Abbildung B.2: Die mo¨glichen Schritte des Downhill-Simplex Algorithmus sind die Reflektion, die Re-
flektion mit Expansion, die Kontraktion und die vielfache Kontraktion. Die Funktion f(x) hat bei x1 den
gro¨ßten und bei x4 den kleinsten Funktionswert [165].
B.4 Minimierungsmethoden mit ersten Ableitungen
B.4.1 Der Gradientenabstieg
Um eine Funktion f : Rn → R zu minimieren, verwendet man oft Ableitungsinformationen. Der
Vektor der Ableitungen von f in alle n Koordinatenrichtungen wird der Gradient von f genannt
und oft als gradf geschrieben. Der Gradient gibt die Steigungen an. Nachdem die Richtung des
steilsten Abstieges bestimmt ist, mu¨ssen die Minimierungsalgorithmen ermitteln, wie weit in diese
Richtung gegangen wird (vgl. Abschnitt B.1).
B.4.2 Die Newton Methode und der Levenberg-Marquardt Algorithmus
Das am ha¨ufigsten verwendete Verfahren zur nichtlinearen Optimierung ist das Verfahren nach
Levenberg-Marquardt. Dieser Algorithmus liefert bei Vorgabe eines ausreichend genauen Start-
punkts der Funktion meist in wenigen Schritten sehr genaue Ergebnisse.
Gegeben sei hierbei nun die Gleichung y = f(x), wobei die Vektoren x und y unterschiedliche
Dimensionen haben du¨rfen. Gesucht wird nun der Vektor x, der die Gleichung bestmo¨glichst erfu¨llt.
Genauer ausgedru¨ckt, es wird ein Vektor xˆ gesucht, der die Gleichung
y = f(xˆ) + e
erfu¨llt, wobei ||e|| minimal ist.
Das Levenberg-Marquardt Verfahren ist eine Weiterentwicklung des Newton Verfahrens: Ein Start-
wert x0 wird iterativ unter der Annahme, dass f lokal linear dargestellt werden kann, verfeinert.
Die erste Approximation von f(x+∆) liefert:
f(x0 +∆) = f(x0) + J∆, (B.6)
wobei J die Jacobi-Matrix und ∆ eine kleine Abweichung ist. Unter dieser Voraussetzung kann die
Minimierung der Gleichung
e = e0 + J∆
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linear gelo¨st werden. Eine Erweiterung der Gleichung ergibt
JTJ∆ = JT e.
Die Lo¨sung des Problems kann iterativ erreicht werden, indem man, bei einem Startwert x0 begin-
nend, schrittweise die folgenden Werte
xi+1 = xi +∆i
berechnet, wobei ∆i die Lo¨sung der Gleichung (B.6) an der Stelle xi ist. Dieses Verfahren betrach-
tet die Gradienten der Funktion, wobei es vorkommen kann, dass der ermittelte Minimalwert ein
lokales, nicht aber das globale Minimum darstellt. Auch kann es vorkommen, dass der Algorithmus
gar nicht konvergiert, sondern zwischen zwei Funktionswerten hin und her springt. Das Ergebnis
ist also stark von der Wahl des Startparameters x0 und ∆ abha¨ngig.
Der Levenberg-Marquardt-Algorithmus ist eine Variation des Newton-Verfahrens. Die Gleichung
N∆ = JTJ∆ = JT e
wird nun erweitert zu
N′∆ = JT e mit Ni,j = (1 + δi,j)λNi,j.
Dabei steht δi,j fu¨r das Kronecker-Symbol. Mit dem Parameter λ wird also die Newton-Methode
mit dem Gradientenabstieg kombiniert. Fu¨r große λ gleicht der Algorithmus dann dem Verfahren
des steilsten Abstiegs.
B.5 Optimierung unter Nebenbedingungen
Optimieren unter Nebenbedingungen bedeutet, fu¨r eine gegebene Funktion f : χ → R und g :
χ→ Rq und ein c ∈ Rq das Minimum von f zu finden, so dass die Nebenbedingungen g = c oder
komponentenweise g ≤ c gilt. In vielen Fa¨llen ist es einfacher, fu¨r einen beliebigen Vektor λ ∈ Rq
die Funktion f +λT g auf ganz χ zu minimieren und anschließend λ zu variieren. Der folgende Satz
erkla¨rt, inwiefern dies funktioniert [80].
Satz 7. Fu¨r ein λ ∈ Rq sei xλ ∈ argminx∈χλ
(
f(x) + λTg(x)
)
. Mit cλ = g(xλ)) ist automatisch
xλ ∈ arg min
x∈χ:g(x)=cλ
f(x).
Also sei χλ eine beliebige Teilmenge von χ, so dass xλ ∈ χλ und
gi(x)
{ ≤ cλ,i , falls λi > 0
≥ ci,λ , falls λi < 0
}
fu¨r alle x ∈ χλ ist.
Dann folgt
xλ ∈ arg min
x∈χλ
f(x).
Wenn xλ die eindeutige Minimalstelle von f + λ
Tg auf χ ist, dann ist xλ auch die eindeutige
Minimalstelle von f auf χλ.
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Fu¨r das Ausgangsproblem, die Minimierung von f unter der Nebenbedingung g = c, ergibt sich
folgende Vorgehensweise: Man minimiert f + λTg auf χ. Sei xλ eine entsprechende Minimalstelle.
λ wird derart bestimmt, dass g(xλ) = c. In diesem Falle ist xλ die Lo¨sung des Ausgangsproblems.
Ersetzt man die Nebenbedingung g = c durch die komponentenweise Ungleichung g ≤ c, dann
muss man λ so wa¨hlen, dass g(xλ) = c und λ ≥ 0.
Beweis: Sei y ein beliebiger Punkt aus χλ. Angenommen f(y) ≤ f(xλ), dann ist
f(y) + λT g(y) = f(y) +
q∑
i=1
λigi(y)︸ ︷︷ ︸
≤λicλ,i
≤ f(xλ) +
q∑
i=1
λicλ,i
= f(xλ) + λ
T g(xλ).
Aus der Optimalita¨t von xλ folgt somit, dass f(y) = f(xλ). Wenn xλ sogar die eindeutige Mini-
malstelle von f + λTg auf χ ist, dann folgt aus der Gleichung f(y) ≤ f(xλ), dass y = xλ. 2
Minimierung einer quadratischen Form unter linearen Nebenbedingungen
Sei A ∈ Rd×d symmetrisch und positiv definit. Nun sei
f(x) =
1
2
xTAx
u¨ber alle x ∈ Rd zu minimieren, die die Nebenbedingung
Bx = c
erfu¨llen. Dabei ist B eine Matrix in Rq×d mit dem Rang q ≤ d und c ist ein Vektor in Rq.
Zu diesem Zweck minimieren wir fu¨r ein λ ∈ Rd die Funktion f(x) = λTBx. Es gilt:
f(x) + λTBx = 2−1xTAx+ (BTλ)Tx
= 2−1
(
xTAx+ 2(A−1BTλ)TAx
)
= 2−1(x+A−1BTλ)TA(x+A−1BTλ)− 2−1λTBA−1BTλ.
Dieser Ausdruck wird minimal genau dann, wenn
xλ = −A−1BTλ
ist. Ferner gilt
Bxλ = −BA−1BTλ
und dies ist gleich c genau dann, wenn
λ = −(BA−1BT )−1c.
Dreidimensionale semantische Karten fu¨r autonome mobile Roboter
142 ANHANG B. MINIMIERUNGSALGORITHMEN
Folglich hat das urspru¨ngliche Problem die eindeutige Lo¨sung
x = A−1BT (BA−1BT )−1c
mit
f(x) = 2−1cT (BA−1BT )−1c.
Die Methode von Lagrange erscheint auf den ersten Blick wie ein Trick, der manchmal funktioniert,
doch weiß man nicht recht, wann und warum. Mit Hilfe der konvexen Analysis la¨sst sich zeigen,
dass die Methode in vielen Fa¨llen funktionieren muss.
Satz 8. Sei χ eine offene konvexe Teilmenge, des Rd, sei f : χ→ R eine konvexe und g : Rd → Rq
eine lineare Funktion. Angenommen fu¨r ein c ∈ Rq existiert ein
xc ∈ arg min
x∈χ:g(x)=c
f(x).
Dann gibt es einen Vektor λc ∈ Rq, so dass
xc ∈ argmax
x∈χ
(
f(x) + λTc g(x)
)
gilt.
Beweis: Sei k die Menge aller x ∈ χ, so dass g(x) = c. Nach der Voraussetzung sind
E(f) = {(x, r) ∈ χ×R : f(x) ≤ r} und D = K×]−∞, f(xc)[
nichtleere, konvexe Teilmengen von Rd × R. Nun liefert der so genannte Trennungssatz aus der
Analysis die Existenz eines Paars (v, t) ∈ Rd×R\{(0, 0)}, so dass fu¨r alle (x, r) ∈ E(f), (y, s) ∈ D
gilt:
vTx+ tr ≥ vTy + ts.
Der Skalar t kann nicht negativ sein, denn sonst wu¨rde die rechte Seite der Ungleichung beliebig
groß, wenn f(xc) ≥ s → ∞. Auch der Fall t = 0 kommt nicht in Frage, denn anderenfalls wa¨re
v 6= 0 und vTy ≥ vTxc fu¨r alle x ∈ χ, was der Offenheit von χ widersprechen wu¨rde. Also ist t > 0
und ohne Einschra¨nkung kann angenommen werden, dass t = 1. Nun gilt also
vTy + f(xc) ≥ vTy+ f(xc) fu¨r alle x ∈ χ,y ∈ K. (B.7)
Setzt man x = xc auf der linken Seite von (B.7)ein, dann ist
vTy ≤ vTxc (B.8)
fu¨r alle y ∈ K. Fu¨r ein hinreichend kleines δ > 0 geho¨ren alle Punkte mit y = xc ±w mit w ∈ Rd,
g(w) = 0 und ||w|| < δ zu der Menge K. Setzt man diese Punkte in (B.8) ein, so zeigt sich, dass
vTw = 0 fu¨r alle Punkte w mit g(w) = 0. Nun sei g(w) = Bw mit einer Matrix B ∈ Rq×d.
Schreibt man
B = (b1,b2, . . . ,bq)
T
mit Vektoren b1, . . . ,bq ∈ Rd, dann steht v senkrecht auf allen Vektoren aus {b1, . . . ,bq}. Das
bedeutet aber, dass v eine Linearkombination der Vektoren b1, . . . ,bq ist. Mit anderen Worten,
v =
∑q
i=1 λibi = B
Tλ fu¨r ein λ ∈ Rq. Somit ist vTx = λT g(x). Aus (B.7) ergibt sich somit fu¨r
y = xc die Ungleichung
f(x) + λTg(x) ≥ f(xc) + λT g(xc) fu¨r alle x ∈ χ.
2
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Anhang C
Prolog-Programme fu¨r semantische
Szeneninterpretationen
Der folgende Prolog-Code bildet die komplette Implementierung des semantischen Netzes zur Sze-
neninterpretation in Abschnitt 4.2.2. Der erste Teil beschreibt das semantische Netz, wa¨hrend der
zweite Teil die automatisch generierten Klauseln zur Lo¨sung des Zuordnungsproblems wiedergibt.
% Codierung sematisches Netz
comb(_,[]). % Berechnung von Kombinationen
comb ([X|T],[X|Comb]) :- comb(T,Comb).
comb ([_|T],[X|Comb]) :- comb(T,[X|Comb ]).
parallel (floor ,floor ). % Kodierung des semantischen Netzes
parallel (ceiling ,floor ). % Relationen fu¨r Kanten parallel
parallel (ceiling ,ceiling ).
parallel (floor ,ceiling ).
parallel (wall ,wall).
parallel (X,_) :- X == nofeature .
parallel (_,X) :- X == nofeature .
orthogonal (ceiling ,door). % Relationen fu¨r Kanten orthogonal
orthogonal (ceiling ,wall).
orthogonal (floor ,door).
orthogonal (floor ,wall).
orthogonal (door ,ceiling ).
orthogonal (door ,floor ).
orthogonal (wall ,wall).
orthogonal (wall ,ceiling ).
orthogonal (wall ,floor ).
orthogonal (X,_) :- X == nofeature .
orthogonal (_,X) :- X == nofeature .
notparallel (door ,wall). % Relationen fu¨r Kanten notparallel
notparallel (wall ,door).
notparallel (X,_) :- X == nofeature .
notparallel (_,X) :- X == nofeature .
equalheight (floor ,floor ). % Relationen fu¨r Kanten equalheight
equalheight (ceiling ,ceiling ).
equalheight (door ,_). % aus Sicht der Ebenen
equalheight (wall ,_). % aus Sicht der Ebenen
equalheight (X,_) :- X == nofeature .
equalheight (_,X) :- X == nofeature .
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under(ceiling ,floor ). % Relationen fu¨r Kanten under
under(ceiling ,wall).
under(ceiling ,door).
under(door ,_). % aus Sicht der Ebenen
under(wall ,_). % aus Sicht der Ebenen
under(X,_) :- X == nofeature .
under(_,X) :- X == nofeature .
above(floor ,ceiling ). % Relationen fu¨r Kanten above
above(floor ,wall ).
above(floor ,door ).
above(door ,_). % aus Sicht der Ebenen
above(wall ,_). % aus Sicht der Ebenen
above(X,_) :- X == nofeature .
above(_,X) :- X == nofeature .
% Belegung der Pi‘s konsistent mit den automatisch generierten Attributen.
labelling (P0,P1,P2,P3,P4,P5) :- orthogonal (P0,P1),under(P0 ,P1), orthogonal (P0 ,P2),
under (P0 ,P2),notparallel (P0,P3),under (P0 ,P3),
orthogonal (P0,P4),under(P0 ,P4),parallel (P0,P5),
under (P0 ,P5),orthogonal (P1 ,P0),above(P1,P0),
parallel (P1 ,P2),above(P1,P2), orthogonal (P1,P3),
above (P1 ,P3),orthogonal (P1 ,P4),above(P1,P4),
orthogonal (P1,P5),above(P1 ,P5), orthogonal (P2 ,P0),
under (P2 ,P0),parallel (P2,P1),under (P2 ,P1),
orthogonal (P2,P3),under(P2 ,P3), orthogonal (P2 ,P4),
under (P2 ,P4),orthogonal (P2 ,P5),under(P2,P5),
notparallel (P3 ,P0),above(P3,P0), orthogonal (P3,P1),
above (P3 ,P1),orthogonal (P3 ,P2),above(P3,P2),
notparallel (P3 ,P4),notparallel (P3,P5),above (P3 ,P5),
orthogonal (P4,P0),orthogonal (P4 ,P1),
orthogonal (P4,P2),notparallel (P4 ,P3),under(P4,P3),
orthogonal (P4,P5),above(P4 ,P5),parallel (P5,P0),
above (P5 ,P0),orthogonal (P5 ,P1),above(P5,P1),
orthogonal (P5,P2),above(P5 ,P2), notparallel (P5,P3),
under (P5 ,P3),orthogonal (P5 ,P4),under(P5,P4).
consistent_labelling(P0 ,P1 ,P2 ,P3 ,P4 ,P5) :- labelling (P0 ,P1 ,P2 ,P3 ,P4 ,P5).
consistent_labelling(P0 ,P1 ,P2 ,P3 ,P4 ,P5) :- comb([P0 ,P1 ,P2 ,P3 ,P4 ,P5],[ nofeature ]),
labelling (P0 ,P1 ,P2 ,P3 ,P4 ,P5).
consistent_labelling(P0 ,P1 ,P2 ,P3 ,P4 ,P5) :- comb([P0 ,P1 ,P2 ,P3 ,P4 ,P5],
[nofeature ,nofeature ]),
labelling (P0 ,P1 ,P2 ,P3 ,P4 ,P5).
consistent_labelling(P0 ,P1 ,P2 ,P3 ,P4 ,P5) :- comb([P0 ,P1 ,P2 ,P3 ,P4 ,P5],
[nofeature ,nofeature , nofeature ]),
labelling (P0 ,P1 ,P2 ,P3 ,P4 ,P5).
consistent_labelling(P0 ,P1 ,P2 ,P3 ,P4 ,P5) :- comb([P0 ,P1 ,P2 ,P3 ,P4 ,P5],
[nofeature ,nofeature ,nofeature ,
nofeature ]),
labelling (P0 ,P1 ,P2 ,P3 ,P4 ,P5).
consistent_labelling(P0 ,P1 ,P2 ,P3 ,P4 ,P5) :- comb([P0 ,P1 ,P2 ,P3 ,P4 ,P5],
[nofeature ,nofeature ,nofeature ,
nofeature ,nofeature ]),
labelling (P0 ,P1 ,P2 ,P3 ,P4 ,P5).
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Anhang D
Das Kamerasystem zur Erfassung von
Texturen
Das Kamerasystem von Kurt3D besteht aus zwei USB Webcams, wahlweise TerraCAM USB Pro
oder Logitech QuickCam 4000. Die Kameras sind mit manuellem Fokus ausgestattet und ko¨nnen mit
einer maximalen Auflo¨sung von 640 × 480 Pixeln betrieben werden. Um das vom 3D-Laserscanner
erfasste Gebiet abzudecken muss jede Kamera 6 Bilder aufnehmen (vgl. Abbildung D.1, rechts).
Daher sind die Webcams schwenk- und neigbar montiert. Die Bewegungen von maximal 45◦ werden
von Servomotoren (Typ: Volz Micro-Maxx) ausgefu¨hrt (vgl. Abbildung D.1, links). Durch den
Einsatz dieser hochwertigen Servomotoren ist eine gute Wiederholgenauigkeit garantiert.
D.1 Kamera-Kalibrierung
Die Kamera wird als eine Lochkamera modelliert. Sie projiziert 3D-Punkte p ∈ R3 auf ein 2D-Bild,
d.h. p′ ∈ R2. Der Zusammenhang zwischen einem 3D-Punkt p und seiner Projektion p′ ist durch
s
(
p′
1
)
= A
(
R t
0 0 0 1
)(
p
1
)
mit A =

 α γ u0 β v
0 0 1

 gegeben.
Abbildung D.1: Das Kamerasystem von Kurt3D. Links: Das schwenk- und neigbare Kamerasystem. Rechts:
Eine gescannte Szene als Punktwolke. Die Szene wird von 12 Kamerabildern abgedeckt.
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A ist die Kameramatrix, die die inneren Kameraparameter entha¨lt: Den Hauptpunkt mit den Ko-
ordinaten (u, v) und die Brennweite. R und t spezifizieren die externen Kameraparameter, d.h. eine
orthonormale Rotationsmatrix und einen Translationsvektor, die das Kamera- in das Weltkoordi-
natensystem u¨berfu¨hren. Zusa¨tzlich zu dieser Abbildungsvorschrift beru¨cksichtigt die Kalibrierung
vier zusa¨tzliche Parameter fu¨r die Verzerrung [78,214].
Die Kamerakalibrierung erfolgt nach der Methode von Zhang [214]: Die Schlu¨sselidee von Zhang
ist, die Scha¨tzung der intrinsischen, extrinsischen und der Verzerrungsparameter mit Hilfe einer
Scha¨tzung korrespondierender Punkte durchzufu¨hren. Diese 3D-nach-2D-Punktkorrespondenzen
werden zuna¨chst dazu benutzt, eine analytische Lo¨sung zu bestimmen. Der Kalibrierungsalgorith-
mus berechnet eine allgemeine Homographie-Matrix H ∈ R4×4:
s
(
p′
1
)
= H
(
p
1
)
.
Die Berechnung geschieht durch das Lo¨sen eines u¨berspezifizierten linearen Gleichungssystems.
Unter der Annahme, dass die 3D-nach-2D Punktkorrespondenzen nur kleine Fehler aufweisen, wer-
den hierbei nur wenige Punktpaare benutzt, um die Gleichungen fu¨r H na¨herungsweise zu lo¨sen.
Anschließend nutzt der Kalibrierungsalgorithmus eine nichtlineare Optimierungstechnik, um das
Ergebnis zu verbessern. Der Algorithmus verwendet ein Maximum Likelihood-Kriterium der Form
n∑
i=1
m∑
j=1
∣∣∣∣p′i,j − pˆ′i,j(Hj)∣∣∣∣ .
p′i,j sind die Projektionen der 3D-Punkte pi,j im Kamerabild und pˆi,j sind diejenigen, die mittels
H abgebildet wurden. Der Index i bezieht sich auf die Punkte, der Index j auf die verschiedenen
Bilder. Anschließend bestimmt man aus H die Kameramatrix A, die Rotationsmatrix R und den
Translationsvektor t. Wiederum wird dafu¨r ein u¨berbestimmtes lineares Gleichungssystem gelo¨st,
gefolgt von einer Optimierung des Terms
n∑
i=1
m∑
j=1
∣∣∣∣p′i,j − pˆ′i,j(A,Rj , tj)∣∣∣∣ .
Schließlich ist die zu optimierende Form
n∑
i=1
m∑
j=1
∣∣∣∣p′i,j − pˆ′i,j(A,Rj , tj, k1, k2, l1, l2)∣∣∣∣ ,
wobei k1, k2 die Parameter fu¨r die radiale Verzerrung und l1, l2 diejenigen fu¨r die tangentiale Ver-
zerrung sind. Das Minimum wird durch einen Levenberg-Marquardt-Algorithmus gefunden, der den
Gradientenabstieg mit der Gauss-Newton Methode kombiniert (vgl. Anhang B.4.2).
Fu¨r die Kamerakalibrierung sind die 3D-nach-2D-Punktkorrespondenzen essentiell. Sie werden mit
Hilfe eines Schachbrettmusters bestimmt. Die Eckpunkte des Musters extrahiert man aus den Bil-
dern des Schachbretts (vgl. Abbildung 4.2 links, Seite 69). Die zugeho¨rigen 3D-Punkte gewinnt
der Algorithmus ebenfalls automatisch. Dazu wird in einem 3D-Scan wie in Abschnitt 4.1.1 be-
schrieben, eine 3D-Fla¨che gematched. Trotz dieser Automatisierung ist der Kalibierungsprozess
sehr aufwa¨ndig, da 12 Kamerapositionen eingestellt werden mu¨ssen. Auch ist die Gewa¨hrleistung
der Stabilita¨t des Kamerasystems wichtig. Bereits kleinere Sto¨rungen erfordern eine Neujustierung.
Verschiedene Autoren schlagen deshalb kalibrierungsfreie Ansa¨tze auf der Grundlage von Merk-
malszuordnungen vor [19,61,184].
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Abbildung D.2: Links: Schematische Darstellung des Texturierens von 3D-Szenen. Mitte und rechts: 3D-
Szene mit Texturen aus zwei verschiedenen Posen betrachtet.
D.2 Texturieren von 3D-Scandaten
Um eine Textur auf einen 3D-Scan zu legen, wird dieser zuna¨chst in ein Gitter, das aus Dreiecken
besteht, umgewandelt. Dazu werden im 3D-Scan benachbarte Punkte als Dreiecke aufgefasst. Da-
nach werden die 3D-Scanpunkte auf die Fotos projiziert, wobei die internen, externen und Verzer-
rungsparameter Anwendung finden. Um herauszufinden, welche der 12 Fotos die Textur entha¨lt,
projiziert der Algorithmus den 3D-Punkt zuna¨chst auf alle Bilder. Anschließend wa¨hlt man das
Foto, bei dem die 2D-Koordinaten am na¨chsten zum Bildmittelpunkt liegen (vgl. Abbildung D.1,
rechts).
Ein OpenGL-basiertes Anzeigeprogramm schneidet die Texturen aus und
”
klebt“ sie auf das Drei-
ecksgitter. OpenGL ermo¨glicht das Darstellen der Szene aus verschiedenen Blickwinkeln. Abbil-
dung D.2 zeigt verschiedene Perspektiven einer texturierten 3D-Szene.
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