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SYMPLECTIC HOMOLOGY AS HOCHSCHILD HOMOLOGY
PAUL SEIDEL
1. Introduction
In the wake of Donaldson’s pioneering work [6], Picard-Lefschetz theory has been
extended from its original context in algebraic geometry to (a very large class of)
symplectic manifolds. Informally speaking, one can view the theory as analogous
to Kirby calculus: one of its basic insights is that one can give a (non-unique)
presentation of a symplectic manifold, in terms of a symplectic hypersurface and
a collection of Lagrangian spheres (vanishing cycles) in it. This is particularly
impressive in the four-dimensional case, since the resulting data are easy to encode
combinatorially; but the formalism works just as well in higher dimensions. These
kinds of presentations are instructive and useful in some respects, but hard to work
with in others. For instance, it is not obvious how to recover the known symplectic
invariants, such as Gromov-Witten invariants, from vanishing cycle data. In these
notes, we ask a simpler version of this question, regarding one of the basic invariants
of symplectic manifolds with boundary, namely symplectic homology as defined by
Viterbo [21] (a closely related construction is due to Cieliebak-Floer-Hofer [4]).
There are several good surveys on symplectic homology and its basic properties, for
instance [14, 22]. Very briefly, it is an invariant (deformation invariant) of Liouville
domains. Here, by a Liouville domain we mean a compact manifold with boundary
E = E2d, equipped with a one-form θ such that ω = dθ is symplectic, and the
dual Liouville vector field Z (defined by iZω = θ) points strictly outwards along
the boundary. We will also assume that c1(E) = 0, and in fact we want to choose
a preferred trivialization of the canonical bundle KE = λ
top
C
(TE), which turns E
into the symplectic counterpart of an affine Calabi-Yau variety (this is not really
necessary, but it makes some aspects more intuitive). Finally, we fix a coefficient
field K, which will be used in all Floer homology type constructions. In this setup,
symplectic homology SH∗(E) is a Z-graded K-vector space (not necessarily finite-
dimensional, not even in a fixed degree). It comes with a natural homomorphism
(1) SH∗(E) −→ H∗+d(E;K),
which is important for applications to the Weinstein conjecture on Reeb orbits
(failure of this to be an isomorphism indicates existence of at least one periodic
Reeb orbit for every possible choice of contact one-form on ∂E). The prototypical
example is where E = DT ∗N is the ball cotangent bundle of a closed oriented
d-manifold N . In that case,
(2) SH∗(DT
∗N) ∼= H−∗(LN ;K),
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where LN is the free loop space. With respect to this isomorphism, (1) is restric-
tion to constant loops combined with Poincare´ duality. (2) implicitly fixes all the
conventions used in the present paper (homology versus cohomology, the grading,
and the inclusion of non-contractible loops).
Let pi : E → D be an (exact) Lefschetz fibration over a closed disc D. For the
moment, the only relevant properties of such fibrations are that each regular fibre
is a Liouville domain, and that the total space becomes a manifold of the same kind
after some minor manipulations. As usual, we fix a trivialization of KE , and (in
a slight abuse of notation) denote by SH∗(E) the resulting symplectic homology.
Choose a base point ∗ ∈ ∂D, and let M = E∗ be the fibre over that point. Now fix
a distinguished basis of vanishing paths leading from ∗ to the critical points of pi,
and let (L1, . . . , Lm) be the resulting basis of vanishing cycles, which is an ordered
collection of Lagrangian spheres inM . Each Lj gives rise to an object of the Fukaya
category F(M), which (to emphasize its more algebraic role) we denote by Xj. Let
B ⊂ F(M) be the full A∞-subcategory with objects (X1, . . . , Xm), and A ⊂ B its
directed subcategory. Extend the morphism spaces in B by introducing a formal
variable t of degree 2, which yields another A∞-category B[[t]]. Next, consider
the A∞-subcategory C = A ⊕ tB[[t]] ⊂ B[[t]], in which the constant (t
0) term is
constrained to lie in A. Finally, turn C into an obstructed (or curved) A∞-category,
by switching on a µ0 term which is t times the identity; and denote this gadget by
D.
Conjecture 1: The Hochschild homology of D is the symplectic homology of the
total space E:
(3) SH∗(E) ∼= HH∗(D).
This conjecture is the main point of these notes, and we will try to illuminate it
from various perspectives. For the moment, a few simple checks may suffice. In the
trivial case when there are no vanishing cycles at all, both D and its Hochschild
homology vanish; but on the other hand, the total space is E = D ×M , whose
symplectic homology is zero (by the Ku¨nneth formula [15], for instance). More
generally, suppose that we attach a Weinstein (d − 1)-handle to the boundary of
M , leaving the vanishing cycles, hence the category D, unchanged. On the level of
the total space, this results in a subcritical handle attachment, which does not affect
symplectic homology [3]. These examples are meant to address an obvious concern,
namely the fact that the ordinary homology of E does not enter into (indeed, cannot
be reconstructed from) D. Still, going beyond such degenerate cases, it is by no
means clear why HH∗(D) should be an invariant of E, and independent of the
particular Lefschetz fibration. In fact, it may be interesting to look for a direct
proof of this, not based on the expected relation with symplectic homology (or
alternatively, if one wants to be pessimistic, this might be a good way to find a
counterexample).
The plan for the rest of these notes will be as follows. The first few sections cover
preliminaries, both geometric and algebraic. We then define more carefully the al-
gebraic objects involved in Conjecture 1, and mention some example computations.
Following that, we give a speculative geometric interpretation of the basic spectral
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sequence with targetHH∗(D). Finally, going beyond Hochschild homology, we take
a look at the main new object D itself, from a mostly algebraic perspective. The
material in these last sections is increasingly tentative: reader, beware! To keep
the discussion focused, we have excluded a number of related topics. For instance,
it is natural to compare S1-equivariant symplectic homology to cyclic homology
(in their various respective versions), but we will not explicitly address this, even
though cyclic homology appears briefly in Section 6. Along related lines, symplec-
tic homology carries a rich structure of homology operations, and one can ask for
their algebraic counterparts in Hochschild homology (for anyone interested in this,
[5] is a good place to start). Finally, there are analogues of symplectic homology
in the context of Lagrangian Floer homology (for Lagrangian submanifolds with
boundary); again, these may be glimpsed in Section 7, but will not appear directly.
Acknowledgements. Several years ago, Donaldson and Eliashberg independently
suggested that I should look at constructions somewhat similar to HH∗(D) (I
hereby apologize for being late in responding to their ideas!). In Donaldson’s case,
this was motivated by thinking about the boundary monodromy of the Lefschetz
fibration and its iterates (a point of view which will be adopted in Section 6). Eliash-
berg was interested in the change of contact homology under Legendrian surgery
(this is currently being pursued in joint work of Bourgeois, Ekholm and Eliashberg);
the relation between the two topics is established by ongoing work of Oancea and
Bourgeois, who constructed a long exact sequence relating symplectic and contact
homology. Numerous discussions of symplectic homology with Ivan Smith, and of
cyclic homology with Kevin Costello, have been enormously helpful. I’d also like to
thank the organizers of the 2005 AMS Summer Institute in Algebraic Geometry for
allowing me to present some rather half-baked ideas. This research was partially
funded by NSF grant DMS-0405516.
2. Lefschetz fibrations and categories
First, we need to clarify the notion of Lefschetz fibration involved. This is easiest
to explain in the case when there are no critical points. Then, what we want
to have is a differentiable fibre bundle pi : E → D, whose fibres are compact
manifolds with boundary (which of course means that E has codimension 2 corners),
together with a one-form θ whose restriction to each fibre gives it the structure of
a Liouville domain. According to the standard theory of symplectic fibrations,
ω = dθ determines a symplectic (in fact, Hamiltonian) connection. This will not
in general have well-defined parallel transport, because the integral flow lines can
hit the boundary of the fibres. However, this deficiency can be easily corrected by
deforming θ in an appropriate way; see [10, Section 6]. Assume from now on that
this has been done. Then, by adding a large multiple of a suitable one-form from the
base, we can achieve that ω itself becomes symplectic, and that the Liouville field
dual to θ points strictly outwards along all boundary faces; compare [18, Section
15b]. After that, rounding off the corners turns E itself into a Liouville domain.
The outcome is independent of all the details up to deformation. The Lefschetz
case is largely the same, except that we allow pi to have finitely many critical points,
lying in the interior of E, and locally (symplectically) modelled on nondegenerate
singular points of holomorphic functions on a Ka¨hler manifold. For simplicity, we
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require that there should be at most one such point in each fibre. The previous
discussion carries over with some small modifications; in particular, the outcome
justifies the notation SH∗(E) used in Conjecture 1.
As before, we fix some ∗ ∈ ∂D, which by definition is a regular value of pi, and set
M = E∗. Recall that in our context, E always comes with a trivialization of its
canonical bundle, which is then inherited by the fibre because KM ∼= KE |M . Given
that, one can define the Fukaya category F(M), which is an A∞-category linear
over K. Objects are (exact) closed Lagrangian submanifolds decorated with some
minor additional data (grading, Spin structure). Roughly speaking, the morphism
spaces and their differentials µ1 are given by the cochain complexes underlying
Lagrangian Floer cohomology theory, homF(M)(L0, L1) = CF
∗(L0, L1); and the
higher order compositions µd count pseudo-holomorphic polygons. There are var-
ious ways to implement the details, which differ in how they deal with technical
issues such as non-transversally intersecting Lagrangian submanifolds, but the re-
sulting A∞-categories are all quasi-isomorphic to each other. We will assume that
things have been arranged in such a way that F(M) is strictly unital (has cochain
level identity morphisms). This may not be the case with the most common def-
initions, which only produce cohomology level identities, but that can always be
amended by passing to a quasi-isomorphic A∞-structure (without changing the
morphism spaces themselves; this is a general algebraic fact, see [12, Chapter 3] or
[18, Section 2]). Suppose from now on that our Lefschetz fibration has well-defined
parallel transport maps. Choose a distinguished basis of paths (γ1, . . . , γm) going
from ∗ to the critical values of pi. Each γj gives rise to a Lefschetz thimble ∆j ,
which is a Lagrangian ball in E fibered over γj . Its boundary, the vanishing cycle
Lj = ∂∆j , is a Lagrangian sphere in M [17, Section 1.3]. We equip the latter
with the necessary additional data to make them into objects Xj of F(M) (the
grading may be chosen arbitrarily; the Spin structure is inherited from ∆j , hence
will be the nontrivial one for d = 2). Denote by B ⊂ F(M) the associated full
A∞-subcategory. To remember the ordering of the objects Xj , we also consider the
directed subcategory A ⊂ B, in which the morphism spaces are by definition
(4) homA(Xj , Xk) =


homB(Xj , Xk) j < k,
Kej j = k,
0 j > k;
ej ∈ homB(Xj , Xj) being the strict identity. A is probably the more accessible
of the two structures. For instance, if d = 2, it can be determined in a simple
combinatorial way, by counting immersed polygons on M with boundary in the Lj
[18, Section 13]. Beyond that, there are other methods for computing both A and
B, which work in higher dimensions too, but they are considerably less elementary.
Given an A∞-category Z, one can define its derived category D(Z) as follows [9].
Let mod(Z) be the A∞-category (in fact differential graded category, since all com-
positions of order > 2 vanish) of right Z-modules. For our present purpose, it is
convenient to assume that Z is strictly unital, and to use strictly unital modules.
There is a natural A∞-functor Z → mod(Z), the Yoneda embedding, which is full
and faithful on the cohomology level; see for instance [18, Section 2]. Moreover,
mod(Z) is a triangulated A∞-category, which means that it is closed under shifts
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and forming mapping cones (unlike the corresponding notion in classical homolog-
ical algebra, being triangulated is a property rather than an additional structure).
Then, D(Z) is the smallest triangulated subcategory of mod(Z) which contains the
image of the Yoneda embedding. Note that in the case of a directed A∞-category,
such as A, the derived category will be (quasi-equivalent to) the category of all
finite-dimensional A∞-modules. Our interest in derived categories comes from the
following result:
Theorem 2: Up to quasi-equivalence, D(A) and D(B) are independent of the
choice of vanishing cycles, hence invariants of the Lefschetz fibration.
The first step in proving this is to note that a smooth isotopy of the paths γi gives
rise to a Lagrangian (exact Lagrangian, to be precise) isotopy of the vanishing cy-
cles, which leaves the categories A and B unchanged up to quasi-isomorphism. This
is a version of the standard isotopy invariance property of Floer theory. Next, con-
sidering only isotopy classes, there is a simply-transitive action of the braid group
Brm on the set of disinguished bases of paths. On the level of vanishing cycles, this
yields the so-called Hurwitz moves which relate any two bases of such cycles. For
instance, the standard i-th generator si of Brm gives rise to an elementary Hurwitz
move
(5) (L1, . . . , Lm) 7−→ (L1, . . . , Li−1, τLi(Li+1), Li, Li+2, . . . , Lm),
where τLi is the symplectic Dehn twist along Li. Note that D(B) is obviously
equivalent to the triangulated subcategory of D(F(M)) generated by the Li, which
we denote by T . The effect of τLi on objects of F(M) is well-known: it corresponds
to the so-called twist functor associated to the spherical object Li [18, Corollary
17.17]. From this interpretation, it follows that the modified basis of vanishing
cycles obtained by a Hurwitz move (5) again lies in T , and generates that category.
In other words, T ⊂ D(F(M)) is independent of the choice of basis, which proves
the part of Theorem 2 concerning D(B). Note that the result is in fact slightly
stronger than stated: there is a unique object, namely T , which is canonically
equivalent to D(B); therefore, if B,B′ are the categories arising from two choices of
bases, the functor D(B) ∼= D(B′) is essentially canonical, and satisfies the obvious
composition property.
The story for A is a little more involved. On the algebraic side, we have the theory
of mutations, which gives rise to an action of Brm on (quasi-isomorphism classes
of) directed A∞-categories of length m. Moreover, if A,A
′ are two categories
lying in the same orbit, then D(A) ∼= D(A′) (for a survey of mutations and their
applications, see [7]; the generalization to A∞-categories, and the idea of applying
this to Lefschetz fibrations, are due to Kontsevich). One can use the previously
mentioned results on Dehn twists to show that if we take A, and apply the mutation
corresponding to a generator of Brm, the outcome corresponds to the effect of a
move (5) on the vanishing cycles. This proves the part of Theorem 2 concerning
D(A) as stated, which is [18, Theorem 17.20], but does not by itself establish
canonical equivalences. To get around this problem, one can introduce another
object F(pi), the Fukaya category of the Lefschetz fibration pi, and then prove
that for each choice of basis, there is an embedding A → F(pi) which induces an
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γ1
γ2 and its per-
turbed version
Figure 1.
equivalence of derived categories (in other words, every basis forms a full exceptional
collection in D(F(pi)), and the directed category associated to that collection is
A). This is carried out in [18, Section 18], under the technical assumption that
char(K) 6= 2. The details are not terribly relevant for our present discussion, but we
should give some idea of the geometry behind F(pi). Objects are Lefschetz thimbles
∆ ⊂ E with the usual additional data. When forming their morphism group, which
is again written as CF ∗(∆0,∆1), one perturbs the path γ0 underlying ∆0 slightly
by moving its endpoint in positive direction along the boundary. This gets rid of
boundary intersection points, allowing one to apply the standard Floer-theoretic
formalism. The reader should now see why a basis (∆1, . . . ,∆m) gives rise to an
exceptional collection in F(pi): for i > j, we have CF ∗(∆i,∆j) = 0 because the
perturbation of γi makes the two Lagrangian submanifolds disjoint (Figure 1).
3. Global monodromy
The invariants D(A) and D(B) are of a fairly abstract kind. For instance, it is
not clear how to use them to efficiently distinguish between Lefschetz fibrations.
It is therefore natural to ask how they relate to more straightforward geometric
invariants, such as the monodromy group (viewed as a subgroup of the symplectic
mapping class group of M). We will not try to address this systematically, but
we will give one (conjectural) example of such a relation, which was suggested by
Donaldson. Assume that our Lefschetz fibration has well-defined parallel transport
maps; then, by going in positive sense around the boundary, we get an automor-
phism µ of M , called the global monodromy. From the trivialization of KE, this
inherits a little bit of additional data (a grading), which means that there is a well-
defined associated graded vector space HF∗(µ), the (fixed point) Floer homology of
µ. Such Floer homology groups can be thought of as part of a TQFT-type structure
arising from Lefschetz fibrations. In particular, in our case we have a natural map
(6) H∗(M ;K) = HF∗(id) −→ HF∗(µ),
defined roughly speaking by counting pseudo-holomorphic sections of pi : E → D.
By taking mapping cones on the chain level, define a relative group HF∗(µ, id)
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which fits into a long exact sequence
(7) · · · → H∗(M ;K) −→ HF∗(µ) −→ HF∗(µ, id)→ · · ·
It should be emphasized that the map (6), and hence also the relative group
HF∗(µ, id), depend on the Lefschetz fibration, and not just on µ and M .
Given any basis (L1, . . . , Lm) of vanishing cycles, one can write the global mon-
odromy (up to Hamiltonian isotopy) as
(8) µ ≃ τL1 · · · τLm .
By the long exact sequence from [16], this means that in principle, the difference
between the two groups in (6) can be expressed in terms of Lagrangian Floer coho-
mology groups of the vanishing cycles. To make this idea more precise, we build a
chain complex
(9)
⊕
n≥0
j0<···<jn
(
CF ∗(Xjn , Xj0)⊗ CF
∗(Xjn−1 , Xjn)⊗ · · · ⊗ CF
∗(Xj0 , Xj1)
)
[d+ n],
Graphically, the generators of this complex can be thought of as closed chains of
morphisms; more precisely, if one thinks of the critical values as arranged on a
circle, the chain of morphisms goes once around that circle, hence can be drawn as
an inscribed polygon. The differential consists of using the A∞-products in F(M)
to shorten the polygons in all possible ways, see Figure 2. Alternatively, to give a
more concise algebraic formulation, recall that there is a bijective correspondence
between A∞-categories with m numbered objects, and A∞-algebras linear over the
semisimple ring R = Km = Ke1⊕· · ·⊕Kem. This correspondence is given by taking
an A∞-category Z and turning it into the algebra
⊕
j,k homZ(Xj , Xk), with the
left and right action of the ej given by projection onto the various summands. With
that in mind, take A+ to be the augmentation ideal of A, which is the kernel of the
obvious map A → R; and let T (A+[1]) = R⊕A+[1]⊕A+[1]⊗R A+[1]⊕ · · · be the
tensor algebra over R with generators A+[1] (this tensor algebra is actually finite-
dimensional, since the tensor product of m copies of A+ vanishes by directedness).
One can then write (9) as
(10) (B[d]⊗ T (A+[1]))
diag
where the tensor product is again taken over R, and the superscript diag means that
we retain only the diagonal piece
⊕
i eiQei of an R-bimodule Q. The differential
on (10) is a Hochschild type expression (we will not write it down here, but the
connection will be made explicitly in Section 6). Donaldson’s conjecture, in a form
closely related to the one in [16], is:
Conjecture 3: The cohomology of (9) (after grading-reversal) is isomorphic to
HF∗(µ, id).
While this remains unproved at the moment, it seems well within reach of the
existing technology (particularly in view of ongoing work of Wehrheim-Woodward).
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µ2(a1, a4) ∈
CF ∗(L5, L2)
a1 ∈ CF
∗(L1, L2)
a2 ∈ CF
∗(L2, L3)
a3 ∈ CF
∗(L3, L5)
a4 ∈ CF
∗(L5, L1)
Figure 2.
4. The Serre functor
There is one piece of the puzzle which we haven’t mentioned so far. Suppose
that our Lefschetz fibration is such that parallel transport is well-defined and the
total space is symplectic. In addition, we want the fibration to be symplectically
locally trivial near ∂D, which can also be achieved by a suitable deformation of
θ. Take a circle λ in int(D) which runs parallel to the boundary, and consider the
negative Dehn twist (in the classical sense) t−1λ along it. Under the assumptions
we have made, this lifts to a symplectic automorphism of E, which we denote by
σ. By definition, σ|M = µ, while for any z which is sufficiently far from ∂D we
have σ|Ez = id. For general reasons, σ gives rise to an auto-equivalence of the
category F(pi) as well as its derived category, hence also of D(A). We denote all of
these by σ∗. It is maybe instructive to reformulate the construction in a slightly
different way. As mentioned before, the braid group Brm acts on the set of all
possible choices of vanishing paths, in a way which preserves the derived category
of A. More precisely, if one applies an element of the braid group to a given set of
vanishing paths, the result is another directed Fukaya category A′ such that
(11) D(A) ∼= D(A′);
to be more precise, we want to use the preferred equivalence which comes from
comparing both categories with D(F(pi)). Now consider the case when our element
is the distinguished positive generator of the center, b ∈ Z(Brm) ∼= Z. The action
of this on vanishing paths is just given by t−1λ ; on the level of vanishing cycles,
this means that one applies µ to all cycles simultaneously. This of course does not
change the associated Fukaya category, so that actually D(A) = D(A′). In view of
this, the equivalence (11) turns into an automorphism of D(A), which is σ∗. What
is interesting for us is that due to the geometry of σ, there is a canonical natural
transformation
(12) σ∗ −→ id.
This is best visible in terms of F(pi), where one can indeed arrange that for any
two Lefschetz thimbles (∆0,∆1), CF
∗(∆0,∆1) is a subcomplex of CF
∗(σ(∆0),∆1).
This in particular yields a canonical element in HF ∗(σ(∆),∆), namely the image
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of the identity in HF ∗(∆,∆), which is the cohomology level natural transformation
induced by (12).
It is an old idea (due to Kontsevich, I believe) that σ∗ should in fact be the Serre
functor S of D(A), up to a shift by d. Recall that in the classical categorical
context, Serre functors S are defined by the existence of a natural isomorphism
Hom(Y0, S(Y1)) ∼= Hom(Y1, Y0)
∨. There is a refinement of this on the A∞-level,
which determines S up to isomorphism. The details don’t really matter here, but
we do want to make the point that S is intrinsic to D(A), and does not depend on
any additional choices. While Kontsevich’s conjecture has not yet been completely
proved, one can show that σ∗ ∼= S as far as the action on objects is concerned (this
is a consequence of the basic relation between Hurwitz moves on vanishing cycles
and mutations, together with a purely algebraic argument relating mutation by b
to the Serre functor [2, Assertion 4.2]). In view of this, we feel free to assume that
the functor isomorphism is indeed true, the outcome being that D(A) comes with
a preferred natural transformation S → id of degree d.
Remarkably, there is another construction of such a natural transformation, which is
much more algebraic, and a priori has nothing to do with the geometry of Lefschetz
fibrations. Recall first that, given a finite-dimensional A∞-bimodule Q over A,
one can define a differential graded functor from D(A) (thought of as category of
finite-dimensional A∞-modules) to itself, whose effect on objects is
(13) M 7−→ M⊗A Q = M⊗ T (A+[1])⊗ Q.
This is just the definition of the tensor product in the A∞-context; on the right
hand side, the tensor products are over R, and the resulting graded vector space
comes with a canonical A∞-module structure. (To motivate the definition, look at
the classical context, where we have an algebra A, a bimodule Q, and a module M ;
there, the tensor product in (13) would be called a derived one, since it’s obtained
by taking M ⊗A Q = M ⊗A A⊗A Q and then replacing the A in the middle with
its reduced bar resolution.) For instance, if one takes Q = A to be the diagonal
bimodule, the resulting functor is isomorphic to the identity. More interestingly,
one can take its dual Q = A∨, and then (13) is isomorphic to S. In our situation,
the embedding A ⊂ B gives rise to a short exact sequence of bimodules
(14) 0→ A −→ B −→ Q = B/A → 0.
By inverting the quasi-isomorphism Q ∼= Cone(A → B) one gets a boundary map
Q → A[1] (in the derived category of A∞-bimodules, this completes (14) to an exact
triangle). Now B, being part of the Fukaya category of M , has a weak version of
cyclic symmetry [20], and this implies that Q ∼= A∨[1 − d] canonically. With that
in mind, our boundary map becomes a bimodule homomorphism
(15) A∨ −→ A[d];
on the level of functors, this induces a natural transformation S → id of degree d.
It is natural to propose the following
Conjecture 4: The natural transformations obtained from (12) and (15) agree.
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Example 5: An interesting class of examples is provided by mirror symmetry.
We briefly recall the setup, using classical derived categories for simplicity (and of
course, setting K = C). Let X be a smooth d-dimensional Fano toric variety, and
Y ⊂ X the toric anticanonical divisor, which is simply the union of all codimension
1 torus orbits. Consider the derived categories of coherent sheaves Db(Y ) and
Db(X), where in the first case we limit ourselves to perfect complexes, to avoid
problems arising from singularities. Db(Y ) is a Calabi-Yau category, meaning that
its Serre functor is a shift [d − 1]. In the case of Db(X), the Serre functor is
S = KX [d] ⊗ −, which means that the section s defining Y gives rise to a natural
transformation S[−d] → id. In fact, for any object F ∈ Db(X) we have an exact
triangle
(16) F −→ i∗i
∗F −→ S(F )[1− d] −→ F [1],
where i : Y → X is the inclusion, and the last map in that triangle is precisely the
natural transformation we just discussed. The mirror of X is a Landau-Ginzburg
theory with superpotential W : (C∗)d → C. If we cut out a compact piece of this to
make a Lefschetz fibration pi : E → D, then homological mirror symmetry predicts
that Db(X) should be H0(D(A)), and similarly Db(Y ) should become isomorphic
to H0(D(B)) after Karoubi completion on both sides. It seems natural to think
that i∗i
∗ would then correspond to the endofunctor of H(D(A)) induced by the A-
bimodule B, so that (16) would turn into a weak version of (14). This means that
the natural transformation from Conjecture 4 would correspond to s ∈ H0(X,K−1X ).
Inspection of known cases, such as X = CP3, seems to bear out this idea.
5. Hochschild homology
We should first explain, in a little more detail than before, the definitions of C and
D. Start with the pair of categories A ⊂ B. C has the same objects; and morphisms
in it are formal power series
(17) x = x0 + tx1 + · · · ∈ homB(Xj , Xk)[[t]]
where the variable t has degree 2, subject to the condition that the leading order
term x0 must lie in homA(Xj , Xk). We equip this with the A∞-operations obtained
by t-linearly extending those in B. D is the same as C, except that it carries an
extra curvature term, given by
(18) µ0D = tej ∈ homC(Xj , Xj) = homD(Xj , Xj)
for all j. Note that in spite of the obvious t-linearity of the composition maps,
the ground field here is still considered to be K. However, we do want to take
into account the (complete) t-adic topology on C and D, and that will affect all
associated constructions.
The Hochschild homology HH∗(D) is defined through the reduced version of the
classical cyclic bar complex C¯∗ = C¯∗(D). Written in terms of R-modules, this is
the t-adic completion of
(19)
(
D⊗ T (D+[1])
)diag
,
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a5 ⊗ · · · ⊗ a1 ∈
(
t2B⊗ tB[1]⊗A+[1]⊗ tB[1]⊗A+[1]
)diag
,
consisting of:
a1 ∈ CF
∗+1(L1, L3), a2 ∈ CF
∗−1(L3, L3),
a3 ∈ CF
∗+1(L3, L4), a4 ∈ CF
∗−1(L4, L2),
a5 ∈ CF
∗−4(L2, L1).
L3
L4L2
L5L1
Figure 3.
where the augmentation ideal is D+ = A+ ⊕ tB[[t]] ⊂ D. To make this more
explicit, one can separate out the various powers of t. The outcome is that C¯∗ is
the direct product of pieces
(20)
(
A⊗ T (A+[1])⊗ t
ikB[1]⊗ T (A+[1])⊗ · · · ⊗ t
i1B[1]⊗ T (A+[1])
)diag
,(
tikB⊗ T (A+[1])⊗ t
ik−1B[1]⊗ · · · ⊗ ti1B[1]⊗ T (A+[1])
)diag
ranging over all k and i1, . . . , ik ≥ 1. To represent things graphically in analogy
with Figure 2, put the critical values of pi on a circle, and mark a point in its center.
Then, a generator of (20) can be drawn as a closed chain of morphisms winding
i1+ · · ·+ik times (clockwise) around the central point, see Figure 3. Note the slight
asymmetry: ej ∈ A can only occur as the last (leftmost) element of the chain (in
contrast, tiej with i > 0 can occur anywhere).
The Hochschild differential b : C¯∗ → C¯∗+1 has three constituents. The most
familiar one is the standard bar differential induced by the A∞-structure of B,
given by adding up
(21) xn ⊗ · · · ⊗ x0 7−→ (−1)
§xn ⊗ · · · ⊗ µ
j
B
(xi+j−1, . . . , xi)⊗ xi−1 ⊗ · · · ⊗ x0
over all i ≥ 0 and 1 ≤ j ≤ n − i + 1. Here, § = ‖x0‖ + · · · + ‖xi−1‖, where
‖xk‖ = |xk| − 1 denotes the reduced grading. Next we have the additional terms
which are specific of Hochschild type theories, involving a cylic permutation of the
factors:
(22) xn ⊗ · · · ⊗ x0 7−→ (−1)
∗µdB(xi−1, . . . , x0, xn, . . . , xi+j)⊗ xi+j−1 ⊗ · · · ⊗ xi
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for all i > 0 and 0 ≤ j ≤ n − i. Here, ∗ = (‖x0‖ + · · · + ‖xi−1‖)(‖xi‖ + · · · +
‖xn‖)+ (‖xi‖+ · · ·+‖xi+j−1‖). Graphically speaking, these can both be viewed as
shortening operations similar to those in Figure 2. Finally, reflecting the presence of
the curvature (18), we have another term which consists of inserting that quantity
in all possible places except the first one. Concretely, this is the sum of
(23) xn ⊗ · · · ⊗ x0 7−→ (−1)
§xn ⊗ · · · ⊗ xi ⊗ teki ⊗ xi−1 · · · ⊗ x0
over 0 ≤ i ≤ n, with the same sign as before. The indices ki are such that the
object Xki is the source of the morphism xi (and target of xi−1, or of xn if i = 0).
Finally, note that (C¯∗, b) as we have written it, is a cohomological complex; to get
Hochschild homology, the sign of the grading needs to be reversed, and we will do
so tacitly whenever this issue arises.
By definition, our complex comes with a complete decreasing filtration F ∗ = F ∗C¯∗
by t-adic weights (F p is the product of all (20) with i1+· · ·+ik ≥ p). All terms in the
differential preserve the weight, except for (23) which raises it by one. Therefore,
Gr(F ∗) =
∏
p F
p/F p+1 with its induced differential is just the reduced cyclic bar
complex of C. In other words, if we consider the associated spectral sequence,
whose E∞ term is the induced filtration of HH∗(D), then the starting page can be
identified with
(24) E1pq =
{
HHp+q(C)
−p p ≤ 0,
0 otherwise,
where the superscripts denote t-weights. The negative index −p appears because
this is formulated as a homology spectral sequence; the d1 differential, which is the
map induced by (23), has bidegree (−1, 0). The last nontrivial column is always
E100 = R, E
1
0q = 0 for q 6= 0, which means that the edge homomorphism of the
spectral sequence is a map HH0(D)→ H0(C¯
∗/F 1) = R. The suggested geometric
interpretation is that this would be the map SH0(E)→ Hd(E;K)→ Hd(E,M ;K),
where the latter group is identified with R by taking the Lefschetz thimbles as a
basis.
Example 6: Given any A∞-algebra A and bimodule Q, one can define the extension
algebra B = A⊕Q. Suppose from now on that our B is indeed of this form (this im-
plies that the short exact sequence (14) splits, hence that the natural transformation
coming from (15) is zero). Then C ∼= B′[[t]], where B′ = A ⊕ Q[2]. Using a slight
variation of the Ku¨nneth formula for Hochschild homology [13, Theorem 4.2.5],
the starting term (24) can be written as HH∗(C) ∼= HH∗(B
′)[[t]]⊕HH∗(B
′)[[t]]dt,
where dt is a formal symbol of (homological) degree −1. The differential d1 is
wedge product with dt, which obviously is an isomorphism between the first and
second summands. Therefore, the E2 term and HH∗(D) vanish.
Of course, this criterion rarely applies in practice. In fact, the only nontrivial case
I know of are the Lefschetz fibrations obtained by Morsifying the isolated critical
point of the holomorphic functions f(x, y, z) = xy + zm+1. Like any other example
obtained from singularity theory, the total space E is (deformation equivalent to) a
ball, hence the symplectic homology vanishes. The fibre M is (a compact piece of)
the so-called ALE space of type (Am), and the standard basis of vanishing cycles is
a chain of spheres, each intersecting its neighbour in a single point. A is a kind of
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(Am) quiver algebra, and B ∼= A ⊕ A
∨[−2] (higher order compositions are known
to be irrelevant [19]).
Note that, even assuming that B, hence also A, is explicitly known, HH∗(D) may
not be computable in the abstract sense of the word, since C¯∗ is infinite-dimensional
(this kind of situation is by no means new; for instance, given a finitely presented
group, the problem of computing its group cohomology is generally unsolvable).
However, the successive approximations C¯∗/F p+1C¯∗ are finite-dimensional, hence
accessible to computation, even though in practice, the steeply increasing complex-
ity tends to limit one to low values of p.
Example 7: Consider the Morsification of f(x) = xm+1, with m > 1. This can
also be described as a generic (m+ 1)-sheeted branched cover pi : E → D where the
total space is again D, so that symplectic homology vanishes (while the argument
from Example 6 does not apply in this case, it is worth while noticing that the
relevant natural transformation S → [1] is at least nilpotent; this is for degree
reasons, since the Serre functor in mod(A) is known to have the property that
S
m+1 ∼= [m − 1]). We take the simplest case m = 2, fire up our trusty laptop, and
compute the Betti numbers of C¯∗/F p+1C¯∗, taking K = Q:
(25)
degrees (homological)
−11 −10 −9 −8 −7 −6 −5 −4 −3 −2 −1 0
p = 0 2
p = 1 3 1
p = 2 3 1
p = 3 3 1
p = 4 3 1
p = 5 3 1
· · ·
This certainly seems compatible with the idea that the limit as p→∞ vanishes.
Example 8: Take the fibration with fibre M = DT ∗Sd−1 and two identical vanish-
ing cycles L0 = L1 = S
d−1. In this case, E is deformation equivalent to DT ∗Sd,
which allows one to use (2) to determine its symplectic homology (there are a num-
ber of fibrations with similar properties, obtained by complexifying real Morse func-
tions [8]; in this case, the standard Morse function on Sd). We take d = 2, K = Q,
and compute:
(26)
degrees (homological)
−8 −7 −6 −5 −4 −3 −2 −1 0
p = 0 2
p = 1 2 4 1 1
p = 2 4 6 1 1 1 1
p = 3 6 8 1 1 1 1 1 1
· · ·
H−∗(LS2;Q) · · · 1 1 1 1 1 1 1 1
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The coincidence becomes even more striking after passing to K = Z/2, where we
pick up extra torsion in cohomology (for the topological side, see [11]):
(27)
degrees (homological)
−8 −7 −6 −5 −4 −3 −2 −1 0
p = 0 2
p = 1 2 4 1 1
p = 2 4 6 2 2 1 1
p = 3 6 8 2 2 2 2 1 1
· · ·
H−∗(LS2;Z/2) · · · 2 2 2 2 2 2 1 1
6. Periodic points
We now try to probe the geometric meaning of HH∗(D), something which is obvi-
ously central to a proper understanding of Conjecture 1. The following discussion
will unfortunately remain somewhat incomplete, partly because it is based on other
conjectural material, but most importantly because it remains at the level of C,
which means of the starting term (24). Moreover, we will approach things in a
somewhat roundabout way, involving a detour through cyclic homology HC∗(C).
Recall that this sits in a long exact sequence
(28) · · · → HH∗(C) −→ HC∗(C) −→ HC∗−2(C)→ · · ·
Moreover, since C is unital and augmented,
(29) HC∗(C) = HC∗(R)⊕HC∗(C),
where the second summand is reduced cyclic homology [13, Section 2.2.13]. Note
that all of this formalism is compatible with the direct product decomposition by
t-weights (where HC∗(R) in (29) is given weight 0).
For simplicity, assume that char(K) = 0. Then HC∗(C) can be computed through
the reduced Connes complex C¯∗λ, which is the t-adic completion of
(30) T¯ (C+[1])
cycl[−1] =
∞⊕
n=0
(
(C+[1])
⊗n+1,diag
)Z/n+1
[−1].
Here, the superscript Z/n + 1 denotes the coinvariant part for the action which
cyclically permutes factors (with signs). The differential is essentially the same as
for HH∗(C). In the specific case of C, given any xn ⊗ · · · ⊗ x0 ∈ (C+[1])
⊗n+1,diag,
one can permute cyclically until the first element xn lies in t
iB for some i > 0. This
means that the reduced Connes complex can be written as
(31)
∏
k≥1
( ∏
i1,...,ik≥1
(
tikB[1]⊗ T (A+[1])⊗ · · · ⊗ t
i1B[1]⊗ T (A+[1])
)diag)Z/k
[−1].
This time, the generator of Z/k acts by a permutation which moves the first piece
tikB[1]⊗T (A+[1]) to the right end of the tensor product. Note that the piece with
t-weight one is simply (tB[1]⊗ T (A+[1]))[−1], hence agrees with (10) up to a shift
by d + 2. Assuming Conjecture 3, we can therefore interpret its cohomology as
HF∗+d+2(µ, id).
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To extend this idea to higher powers of t, we move the base point ∗ slightly into
the interior of D, and then take the p-fold cover Ep of E branched along M = E∗.
This is by itself the total space of a Lefschetz fibration pip : Ep → Dp ∼= D with
fibre M . Concretely, given a basis of vanishing cycles for pi, a p-fold repetition
of that list of Lagrangian spheres constitutes a basis for pip. In particular, the
boundary monodromy is µp. Now consider Conjecture 3 for this new fibration: on
one side we haveHF∗(µ
p, id), and on the other side (relying on the relation between
distinguished bases explained above) we have the cohomology of a complex of the
form
(32)
⊕
k≥1
i1+···+ik=p
Kik⊗
(
tikB[1]⊗T (A+[1])⊗· · ·⊗t
i1B[1]⊗T (A+[1])
)diag
[d−1+2p].
The branched cover case has one additional feature, which we need to take into
consideration. Conjugation by µ induces a Z/p-action on HF∗(µ
p) as well as its
relative version HF∗(µ
p, id). In parallel, one can equip (32) with a Z/p-action, as
follows. Note that each summand (tikB[1] ⊗ · · · ⊗ T (A+[1]))
diag occurs ik times,
which we distinguish by a label 1 ≤ l ≤ ik. The generator of the action operates
in the following way: if l < ik, increase it by one and do nothing; otherwise, apply
a cyclic permutation as in (31), and reset the label to zero. It seems plausible to
expect the conjectural isomorphism to be compatible with these two cyclic actions,
and we will assume without further ado that this is indeed the case. Then, the
Z/p-coinvariant part of (32) coincides with the t-weight p piece of (31) up to a shift
by d+ 2p, generalizing the observation previously made for p = 1. For each p > 0,
the weight p piece of cyclic homology would therefore be
(33) HC∗(C,C)
p ∼= HC∗(C,C)
p ∼= HF∗+d+2p(µ
p, id)Z/p.
The outcome of these considerations is the following proposed geometric interpre-
tation:
Conjecture 9: For each p < 0, the column E1p∗ of (24) sits in a long exact
sequence
(34) · · · → E1p∗ −→ HF∗+d−p(µ
−p, id)Z/p −→ HF∗+d−p−2(µ
−p, id)Z/p → · · ·
Example 10: Take a double branched cover pi : E → D with an odd number m > 1
of branch points. In that case, the fibre M consists of two points, and the global
monodromy µ exchanges those two points, or more precisely (taking the grading
into account) combines the exchange with a shift [m]. Moreover, since there are
no topological sections, the map (6) and its analogues for p > 1 must all vanish.
Hence,
(35) HF∗(µ
p, id) = H∗−1(M ;K)⊕HF∗(µ
p) =


K2 ∗ = 1,
K2 ∗ = mp, provided p is even,
0 otherwise.
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The Z/p-action is trivial on the first kind of generators but nontrivial on the second
one. Hence
(36) E1pq =


Km p = 0, q = 0,
K2 p < 0, q = p or p+ 1,
K p < 0 even, q = (1−m)p− 1 or (1−m)p.
The only possibly nonzero differentials are E100 = K
m → E1−10 = K
2 and E1pp =
K2 → E1p−1,p = K
2 for p < 0. One can run a comparison argument with the case
m = 1; the outcome suggests that the first of these differentials is of rank 1, while
the rest is of rank 2. This would leave
(37) HH∗(D,D) =


Km−1 ∗ = 0,
K ∗ = −1,
K ∗ = 2(m− 2)− 1, 4(m− 2)− 1, . . . ,
K ∗ = 2(m− 2), 4(m− 2), . . .
On the other hand, the Reeb flow on ∂E being just rotation, we have SH∗(E) =
H∗+1(E;K)⊕H∗+1+2(2−m)(∂E;K)⊕H∗+1+4(2−m)(∂E;K)⊕ · · · , which agrees well
with (37).
Let’s draw some informal consequences of the discussion above. According to a
suitable version the standard definition, the chain complex underlying SH∗(E),
for any Liouville domain E2d, has one generator (of degree i − d) for each critical
point (of Morse index i) of an exhausting Morse function on int(E), and another
pair of generators (in adjacent degrees, governed by the Conley-Zehnder index)
for each periodic orbit of the Reeb flow on ∂E (multiples of orbits are counted
separately). In our case, consider the boundary of E (after rounding off corners)
as a manifold having an open book decomposition with page M and monodromy
µ. In this description, there is an obvious vector field transverse to the pages, and
periodic orbits of that vector field (excluding the constant ones inside the spine)
correspond to fixed points of µp, for any p, mod the Z/p-action by µ. One can
associate to this open book decomposition a contact structure (which is indeed the
one we have been considering on ∂E all along), whose Reeb vector field is a small
perturbation of the previously mentioned transverse vector field. It follows that in
a rough and ready count, Conjecture 9 accounts for most of the generators needed
to build SH∗(E), the exceptions being the following: the generators coming from
the Morse function on int(M); infinitely many copies of H∗(M) (which make up
the difference between HF∗(µ
p) and its relative version); and finally, those periodic
Reeb orbits which are located near the spine. Note that these missing pieces are
precisely those that enter into the definition of SH∗(D ×M), which is known to
be zero. Therefore, it presumably makes sense to think of HH∗(D) as an algebraic
model for a relative symplectic homology group SH∗(E,D ×M), which then of
course coincides with SH∗(E).
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7. Iterating the Serre functor
According to the general theory, an A∞-module over D is a graded R-module M
together with a structure map
(38) µ∗M : M⊗ T (D+[1]) −→ M[1],
whose components are the differential µ1
M
and the higher order (module structure)
terms. However, the proper definition also needs to take the t-adic topology into
account, which means thatM should carry a complete decreasing filtration such that
(38) becomes a continuous map, hence extends to the completed tensor product.
For our present purpose, it will be sufficient to consider modules for which this
filtration is trivial, in which case the condition says that (38) should vanish on the
part of M⊗T (D+[1]) where the second factor has sufficiently high t-weight. Given
two such modules M0 and M1, an element of hom(M0,M1) of degree k is a map
(39) φ : M0 ⊗ T (D+[1]) −→ M1[k],
subject to the same vanishing condition as before. Finally, we impose an additional
condition that all M should be finite as R-modules, and denote by D(D) the re-
sulting differential graded category. The truncation map q : D → A, defined by
setting t = 0, gives rise to a pullback functor q∗ : D(A) → D(D). Concerning the
behaviour of this, we make the following
Conjecture 11: For all M0,M1 ∈ D(A), there is an isomorphism
(40) H(homD(D)(q
∗
M0, q
∗
M1)) ∼= lim−→p H(homD(A)(S
p(M0),M1)[dp]),
where S is the Serre functor of A, and the connecting map in the directed system
on the right hand side is the one induced by (15).
Informally, one can interpret this as saying that D(D) is produced from D(A)
through a process which tries to turn the natural transformation S → id into an
isomorphism. Note that, due to the uniqueness of Serre functors, each group in
the direct system on the right hand side is defined entirely in terms of A (however,
the maps connecting the groups do depend on B). We should also point out that
Conjecture 11 is purely algebraic, and can be studied independently of its geometric
motivation.
Let’s try to see how the isomorphism (40) might possibly come about, in the sim-
plest example where both M0 = M1 = R are the simple module. Take the reduced
bar construction B¯∗ = B¯∗(D): this is the t-adic completion of T (D+[1]), with a
differential which consists of (21) plus insertion of µ0 in all possible places, like (23)
but allowing i = n+ 1 as well. A simple calculation shows that
(41) B¯∗ = homD(D)(q
∗R, q∗R)∨
is the dual of the complex on the left hand side of (40). In analogy with (20), B¯∗
can be written as the direct product of pieces
(42) T (A+[1])⊗ t
ikB[1]⊗ · · · ⊗ ti1B[1]⊗ T (A+[1]).
It comes with a complete t-adic filtration F ∗, and we will be interested in the finite
approximations B¯∗/F p+1. For p = 0, all that remains is T (A+[1]), so by analogy
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with the previous computation,
(43) B¯∗/F 1 = homD(A)(R,R)
∨.
In the next case p = 1, B¯∗/F 2 contains a subcomplex of the form
(44) Cone
(
T (A+[1]))
m
−→ T (A+[1])⊗ tA[1]⊗ T (A+[1]),
where the map m consists of insering tek in all possible positions. Consider for a
moment the classical situation, when A is just an algebra over R. In that case,
A ⊗ T (A+[1]) is the standard bar resolution of the A-module R, and T (A+[1]) ⊗
tA[1] ⊗ T (A+[1]) would therefore be quasi-isomorphic to R[−1] ⊗ T (A+[1]) =
T (A+[1])[−1], with the quasi-isomorphism given precisely by m. Using a suit-
able filtration, this argument carries over to the A∞-case, which shows that (44) is
acyclic. The quotient of B¯∗/F 2 by (44) is
(45) T (A+[1])⊗ tQ[1]⊗ T (A+[1]),
where Q is as in (14). Recall from (13) that T (A+[1])⊗ Q = R ⊗ T (A+[1]) ⊗ Q is
the tensor product R ⊗A Q. Hence, (45) is the dual of hom(R ⊗A Q[−1], R), and
since Q ∼= A∨[1− d], we conclude that there is a quasi-isomorphism
(46) B¯∗/F 2 ≃
(
homD(A)(S(R), R)[d]
)∨
.
After dualizing again, one sees that these are indeed the first two terms in the
direct system (40). The behaviour for general p is not as easy to understand, but
the following considerations might be helpful. Suppose first that B = A⊕ Q is the
extension algebra constructed from A and Q. In that case, B¯∗ carries a natural
decomposition given by splitting each B in (42), and counting the number of Q
factors. The part with the most such factors is
(47) T (A+[1])⊗ tQ⊗ T (A+[1]) · · · ⊗ tQ⊗ T (A+[1]),
with p factors of tQ. In analogy with our previous analysis of (44), it is vaguely
plausible to think that all the other pieces might be acyclic. By using a suitable fil-
tration, the result would then carry over to general B, yielding a quasi-isomorphism
(48) B¯∗/F p+1 ≃
(
homD(A)(S
p(R), R)[dp]
)∨
.
This, as should be clear from our formulation, is just speculation; rather than
pursuing it further, we finish our discussion by taking a brief look at the geometric
meaning of Conjecture 11 in the original context of Lefschetz fibrations.
Let’s consider only objects of D(A) which correspond to actual Lefschetz thimbles
in F(pi). Then, assuming Conjecture 4, the right hand side of (40) can be written
as
(49) lim−→pHF
∗(σp(∆0),∆1).
After smoothing the corners of E, this is apparently the same as taking ∆0 and
moving its boundary by the Reeb flow for increasingly large times, then extending
the isotopy to the interior and considering the resulting sequence of Floer cohomol-
ogy groups, in analogy with the definition of symplectic homology itself. With this
in mind, it seems even possible that D(D) is itself an invariant of E.
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Example 12: Suppose that E, after rounding off corners, is of the form DT ∗N ,
and that we have a Lefschetz thimble ∆ which turns out to be isotopic to a cotangent
fibre. Set ∆0 = ∆1 = ∆ in (49); in analogy with (2), it seems natural to expect
the direct limit to be the homology of the ordinary (based) loop space, H∗(ΩN ;K).
This is relevant to the mirror symmetry situation from Example 5, since there E is
deformation equivalent to DT ∗(T d), which would yield
(50) H∗(ΩT
d;C) = C[t±11 , . . . , t
±
d ].
To see how this fits in with the mirror symmetry prediction, let U = X \ Y ∼=
(C∗)d be the open torus orbit in X. In Db(X), consider the natural transformation
S[−d]→ id given by s. For any two objects F0, F1,
(51) lim
−→p
HomDb(X)(S
p(F0), F1)[dp] ∼= HomDb(U)(F0|U,F1|U),
since the direct limit just amounts to allowing poles of increasingly high order along
Y (the most convenient way is to prove (51) first for vector bundles, and then to
argue through exact triangles). The structure sheaf OX is expected to correspond
to a Lefschetz thimble ∆ which essentially is a cotangent fibre, see for instance [1];
and indeed, the right hand of (51) for F0 = F1 = OX is the affine coordinate ring
C[U ], hence isomorphic to (50).
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