A new, simple approach for estimating groundwater recharge from groundwater table contours by recognizing and quantifying their patterns.
Introduction
Groundwater recharge rate is a critical control on water resources because it influences groundwater quantity and quality (Böhlke 2002; Healy and Cook 2002; Scanlon et al. 2002; Healy and Scanlon 2010) . Estimates of groundwater recharge rates are difficult to make, have high uncertainty and exhibit significant spatial variability (Healy and Scanlon 2010) . Use of multiple methods with different spatial resolution (e.g., Healy and Scanlon 2010; Hornero et al. 2016) is not always possible due to complexity of various techniques.
In this study we develop and apply a new simple method for estimating groundwater recharge directly from recognition of regional groundwater table patterns. The pattern recognition aspect of the approach allows for quick, preliminary visual assessment, and the complexity of application can range from measurement of pattern dimensions on a map, to GIS-based extraction of elevation data and numerical analysis of patterns. The model is based on an idealized aquifer-stream system with several limiting assumptions and provides a diagnostic tool for recharge assessment prior to developing more complex models (e.g., Haitjema 2006) . Examples of water table contour patterns that may be analyzed include water table contours near gaining or losing streams (Winter et al. 1998) , which are well recognized in modeling literature (Anderson and Woessner 1992; Haitjema 1995) .
Among the many methods to determine groundwater recharge rates (Scanlon et al. 2002; Huet et al. 2016) , relatively few use water table elevation data , and none directly quantify rates from pattern recognition as described above. The most common approach that uses water table elevation data is the water table fluctuation method, which requires high temporal resolution groundwater level data (e.g., 1 h intervals), estimates of specific yield, and is applicable at a spatial scale on the order of meters (Scanlon et al. 2002) . Crosbie et al. (2005) used a time series approach and precipitation records to extend the temporal scale of the water table fluctuation method to multiple events, while hybrid approaches (Sophocleous 1991; Park 2012) have combined the water table fluctuation approach with other methods to reduce uncertainty. Vijay et al. (2007) used a GIS-based approach for analyzing relationships between groundwater mounding and recharge. Other methods that directly rely on water table elevations include analytical models (e.g., Su 1994 ) and transfer-function models (e.g., Wu et al. 1997) .
In Nebraska, USA, groundwater-level change maps are published annually (e.g., Young et al. 2016 ) and used to evaluate the sustainability of groundwater use by observing short-and long-term increases or declines in water table elevation at watershed-to regional scales. The two most recent statewide water table maps (Flowerday et al. 1998; Korus et al. 2013 ) exhibit salient groundwater flow patterns near streams that have been observed previously (e.g., Stoertz and Bradbury 1989; Lin and Anderson 2003; Lin et al. 2008; Rossman 2015) , but such patterns have not been used explicitly to specifically quantify groundwater recharge. One benefit of this study is to increase the quantitative value of these mapping efforts (and those undertaken in other areas).
The objective of this study is to present new methodology that utilizes water table patterns for estimation of groundwater recharge rates (including, e.g., recharge from natural precipitation, enhanced recharge under irrigated lands [from applied water and precipitation], and leakage from irrigation canals or intermittent stream channels). The new approach requires water table map contours, the slope of two streams, and aquifer transmissivity. With contour analyses by GIS, these results can be applied for diagnostic regional-scale (e.g., 10 3 km 2 ) recharge estimation, assessment of the quality of water table mapping, identification of priority areas for further aquifer characterization, and expansion of groundwater monitoring networks.
Theory

Problem: Groundwater Flow Between Two Streams
We considered groundwater flow between two roughly parallel, perennial (gaining) headwater streams, such as the streams that cut through vegetated dunes in the Nebraska Sand Hills (Figure 1 ).
Multiple configurations for the two streams were evaluated. In the simplest case, the geometry of two headwater streams was represented by a model where both streams start at the same elevation, parallel in a plane view, and have the same stream slope (Figure 2a ). Other configurations are possible, where each stream has its specific slope I L or I R (Figure 2b ), or additional slant upstream is characterized by a slope I U (Figure 3c ).
Water table contours between the two streams can be qualitatively and quantitatively explained by groundwater recharge between two streams that act as drains (Winter et al. 1998, p. 9, figures 8 and 9) ; they are well recognized in modeling literature (Stoertz and Bradbury 1989; Anderson and Woessner 1992, p. 155, figure 5.4; Haitjema 1995, p. 346-347, figure 6.32 and 6.33) . Their shape is controlled by the balance between groundwater recharge and the ambient groundwater flow associated with stream morphology (stream slope).
Figure 1.
Example of two streams (two red segments), and general direction of groundwater flow (yellow arrow) shown on superimposed water table maps for Nebraska. Note that contour lines (equipotentials) evolve from nearly straight lines at the western edge of the highlighted region to a consistent parabolic shape toward the eastern portion of the region. . Spatial arrangement of streams in three dimensional: (a) two parallel streams that start at the same elevation; (b) two non-parallel streams that start at the same elevation; (c) two non-parallel streams that start at different elevations. Stream positions and slopes are shown relative to horizontal dashed lines projected on the h(x,y)-x plane and/or x-y plane. 
Base Case Solution: Flow Between Two Parallel Streams
Most commonly, slopes of both streams are identical, and I L =I R =I S , and they start at the same elevation I U = 0, which is the base case (Figure 2a) . Therefore, we consider head distribution between two parallel streams with the following assumptions:
• The aquifer is unconfined (Figure 3a) , homogeneous, isotropic, and the linearized Boussinesq equation for 2-D steady-state groundwater flow (Bear 1972 ) is applicable. The bottom of the aquifer is assumed to be horizontal ( Figure 3 ).
• Axis y is located at even distances w between streams ( Figure 3b ).
• Groundwater flow in a domain −w < x < w; 0 < y < ∞ in longitudinal direction y occurs between left and right streams that are separated by a distance 2w ( Figure 3 ).
• Transmissivity T and recharge R are uniform in the domain.
• Water table contours (equipotentials) are straight lines at y = 0. They acquire identical curvilinear shape downstream at distances y >> 2w.
Of course, the detailed assumptions limit the applicability of the model to hydrogeological settings that reasonably approximate the idealized aquifer-stream system.
The following boundary value problem for the head h(x, y) with datum at the stream upstream level (Figure 2a ) is as follows:
In general, local water table slopes will follow the slope of streams along the centerline and in areas further away from the headwaters:
The solution can be presented as a sum of two components (e.g., Bruggeman 1999, p. 294, Equation 354 .06).
where term H(x, y) is linear function of y and quadratic function of x,
The function s(x, y) in a domain (−w < x < w; 0 < y < ∞) decays rapidly along the y-axis due the presence of exponential terms. The largest deviation of h(x, y) from H(x, y) occurs on the y-axis at x = 0, y = 0. Analyses in Appendix A show that the correction s(x, y) can be neglected at distances y >0.5w, where s(x,y)/s(0,0) < 0.01 (i.e., the error is on the order of 1% or less). It is also important to note that water levels are changing linearly with increasing distance y downstream according to Equation 6, or along lines parallel to the y-axis (x= 0). Therefore, the function H(x, y) represents the water table configuration away from the upstream boundary:
Explicit Equation for Contour Patterns
A water table contour (or equipotential) with head h * can be defined as follows:
h (x, y) = h *
and according to Equation 8, the implicit equation for equipotentials away from the upstream boundary is as follows:
Solving for y h * results in an explicit equation for this contour, corresponding to the water table head h * (Figure 3 ) as a function of x:
For different values h * , parabolic contours differ by distance from the upstream boundary (y = 0). Note that the coefficient a in the quadratic term of Equation 10 controls the contour curvature. Therefore, it is the critical term, relating groundwater recharge rate to the curvature of water table contours. The adjacent water table contours are identical in shape defined by Equation 11 and obtained by translation along the y-axis at distances y > 0.5 w.
Alternatively, distance D between the tip of parabola y h * (0) and "base" of the parabola between streams y h * (± w) or area under parabola A can be used to derive a:
where any of two signs can be used.
Recharge Rate Evaluation from Contour Parameters
Recharge rate can be found using simple numerical or analytical procedures. In both cases, similar water table contours (roughly parabolic in shape) should be visually identified at some distance away from the upstream boundary and digitized.
In the numerical approach, parameter a is found by matching points along an entire digitized contour between streams (like in Figure 1 ) to a parabola in Equation 11, resulting in recharge rate R:
In the analytical approach, parameter a can be found by two different ways. One is based on visual identification of parameter D and another is based on GIS-based evaluation of the area A between the contour and base (Figure 3 ).
In the first case (Analytical Approach A), values of parameters D and w yield parameter a =D/w 2 according to Equation 12. Substitution into Equation 13 results in explicit calculation of recharge rate:
In the second case (Analytical Approach B), area A between the map contour and the base is yields parameter a = 3A/4w 2 by Equation 12:
Note that for the numerical approach, orientation of parabola axis may be non-collinear with x-axis due to deviations of local hydrogeological conditions from the model. For the first analytical approach, measurement of D at the exact midpoint between the streams may not capture the maximum curvature of the contour; for the second one, area-based approach, contour shapes may differ from parabola. The uncertainty of the recharge estimates will be discussed below based on comparisons between results from numerical and analytical approaches. Practical recommendations for calculating a and R using GIS are given and potential biases of the different approaches are discussed in more detail in Appendices B, C, and D.
Applications
Study Area
We calculated groundwater recharge rates in three regions in Nebraska, referred as "Northern," "Southern," and "Eastern" regions ( Figures 1 and 4 ). The regions are in locations where the aquifer is unconfined and two perennial streams are roughly parallel, approximating the assumptions used in deriving Equation 13. The Northern region encompasses roughly 3300 km 2 of the Loup River basin in the central Sand Hills. The Southern Region has an area of 2200 km 2 and lies in the Republican River basin, while the Eastern region encompasses 1500 km 2 in the Loup River basin. Average annual precipitation from 1981 to 2010 was 549, 540, and 684 mm year −1 for the Northern, Southern, and Eastern regions, respectively (PRISM 2015). The surficial geology of the Nebraska Sand Hills extends slightly into the upstream portions of the Southern and Eastern regions and then transitions to loess in the downstream portions. All three regions overlie the High Plains aquifer. Table 1 for  each region and water table contour map. Two previously published water table elevation maps were utilized. The first map used groundwater level data from spring of 1995. Manual interpolation techniques were applied mostly to 7.5 min maps, with hand-drawn contours in the vicinity of streams (Flowerday et al. 1998; Summerside et al. 2001 ). The second map interpolated groundwater levels mostly from spring seasons of 2009 to 2012 (6 out of the 91 measurements in our study regions were made during 2001 to 2008; A. Young, personal communication, 2018) using natural neighbor interpolation in ArcGIS software; minor corrections were made when groundwater elevation was greater than ground stream elevation etc. (A. Young, personal communication, 2017) .
These two maps, referred to as 1995 and 2012 maps, respectively, were reasonably similar for the three regions analyzed in this paper (i.e., contours were oriented in a consistent direction, indicating a recharge area). Exact dates are not available for all groundwater level measurements, but the measurements were made in spring to allow groundwater levels to recover from seasonal pumping (e.g., in areas irrigated with groundwater) (Flowerday et al. 1998; Summerside et al. 2001) . For instance, 99% of the measurements for the 2012 map occurred in the months of March or April. For all regions, accumulated precipitation over the 5 years prior to mapping (e.g., period of April 1, 2007 to April 1, 2012) was within 10% of long-term normal accumulation, with the exception of the Southern Region in 2012, which was 20% higher than long-term normal accumulation (climod.unl. edu, Northeast Regional Climate Center, supported by High Plains Regional Climate Center; accessed April 4, 2018). Differences between the two maps offered an opportunity to assess sensitivity of the proposed method to temporal changes in water table elevations, interpolation techniques, and different spatial density of groundwater levels used.
Data Analysis and Results
For each region, quadratic equations were fit to several water table contours ( Figure 4) to find the coefficient a used in Equation 13 (numerical approach, Table 1 ). We also measured the dimensions of w For the numerical approach, extracted points of groundwater elevation contours were plotted and a quadratic equation was fit to the data (Figure 4 ). On average, the 1995 contours for the three regions had slightly higher R 2 (0.89), compared to 0.86 for the 2012 contours. For Analytical Approach A, the distance 2w was measured between the water table contour-stream intersections for each contour. Then, starting at the midpoint between the two streams (i.e., distance w from the streams, Figures 2 and 3) the perpendicular distance between the "2w" base line and the water table contour was measured. The values for w and D ranged from 8 to 18 km and 0.1 to 18 km, respectively. For Analytical Approach B, the area between the base line and the contour was calculated in ArcGIS ® , and values for A ranged from 0.7 to 454 km 2 .
Recharge for the three regions and two maps was 95 mm year −1 , on average (based on both 1995 and 2012 maps, and both numerical and analytical approaches, n =18, Table 1 ). The Southern Region had the lowest recharge, on average (41 mm year −1 , n = 6, Figure 5 ), which is consistent with lower long-term annual precipitation relative to the Northern and Eastern regions. The highest mean recharge was observed in the Northern Region (172 mm year −1 ), consistent with very low surface water runoff in the Nebraska Sand Hills compared to the Eastern and Southern Regions (mostly dissected loess plains).
Online supporting information contains all w, D, A, and a values from analytical approaches and a and R 2 values from the numerical approach (Table S1, Supporting Information). Coefficients of variation for a in each region ranged from 23 to 73%, with an average of 42%. This variability highlights the benefit of estimating recharge based on several contours within a region, when possible. Supporting information ( Figure S1 ) also includes illustrations of the quadratic curves with highest and lowest R 2 for each region, along with line segments showing D and w for the respective contours.
Discussion
Comparison with Other Methods
We compared recharge estimates for the three regions in this study to previously published recharge estimates ( Figure 5 ), primarily Szilagyi and Jozsa (2013) , Szilagyi et al. (2012) , and Wang et al. (2016) . The statewide (1 km resolution) recharge maps of Szilagyi and Jozsa (2013) are based on evapotranspiration (ET) estimates, derived from moderate resolution imaging spectroradiometer (MO-DIS) and precipitation (P) data, with corrections for runoff. Szilagyi and Jozsa (2013, their figure 4) show P-ET values, while their figure 10 shows best estimates of recharge across the state, with uncertainty estimated at 10 to 15% of precipitation for the area of interest. Taking 12.5% of long-term average precipitation in our study regions gives ±69, ±68, and ±86 mm year −1 for Northern, Southern, and Eastern regions, respectively.
Overall, groundwater recharge rate estimates from water table contours appear reasonable, but mostly tend toward the upper limits of previous published estimates. Based on soil moisture measurements and inverse modeling, recharge estimates from Wang et al. (2016) were generally higher than from Szilagyi and Jozsa (2013) . Similarly, groundwater recharge estimates from water table contours were generally high relative to mean values, but mostly within the range of values from Szilagyi and Jozsa (2013, their figures 4 and 10) for each respective region. Billesbach and Arkebauer (2012) approximated groundwater recharge of 115 ±20 mm year −1 at a research site roughly 10 km south of the Northern Region, and Wang et al. (2016) modeled 113 mm year −1 at Arthur, NE (~60 km south), both similar to estimates from the 2012 water table contours (105 to 147 mm year −1 ). For the Southern Region, Wang et al. (2016) found recharge rates of 43.5 mm year −1 and < 0.01 mm year −1 at the nearest Automated Weather Data Network Locations (McCook and Curtis, NE, respectively).
Comparison of Analytical and Numerical Approaches Applied to Two Different Water Table Maps
Despite the different potential biases for the three different approaches (Appendices C, D, and E), the coefficients of variation in R were mostly low. All regions had a coefficient of variation ≤17%, with the exception of the Eastern region (2012 map; 59%). The low variability in R between the different approaches suggests the methods used in this paper are robust, and uncertainty is on par with other recharge estimation methods.
Recharge estimates from the analytical approaches were lower than estimates from the numerical approach for all cases except the 1995 water table contours in the Northern Region. A key difference is that the numerical approach always integrates the maximum curvature of the water table contours (i.e., extreme values along the contour are accounted for as part of the least squares curve fitting), while Analytical Approach A (Equation 14) requires the variable D be measured at only one point. Due to irregularities along the water table contour, D may be underestimated in some cases (see Figure S1 ). Similarly, calculation of A for Analytical Approach B reflected contour irregularities that differed from the full parabolic shape predicted by the analytical model. For water table contours with significant irregularities, comparisons among numerical and analytical approaches are recommended to evaluate for potential biases or subjectivity of the method.
Of the three regions, the Northern Region has the lowest density of observation wells (Figure 5) . For the 1995 water table contour map, only a handful of water table depths were measured in the Northern Region (the exact number was not published) and the hand-drawn water table contours (Summerside et al. 2001 ) follow intuitive, but possibly biased patterns in some areas. The difference in recharge estimates from the 1995 and 2012 water table maps suggests that even in areas where hydrogeology is sometimes viewed as relatively uniform (e.g., Nebraska Sand Hills), increased monitoring of groundwater elevations could be valuable.
Sources of Uncertainty to Consider in Future Studies
Appendices B through E include discussion of various sources of uncertainty related to the three different calculation approaches used in this study, and uncertainties in T and I S . In addition, we note that this study was based on previously published groundwater elevation maps, which are the product of a long-term groundwater monitoring program that began in the 1950s (e.g., Reed 1956; . Transmissivity was determined from Houston et al. (2013) which relied on geologic exploration (including the large and systematic Nebraska Conservation and Survey Division Test Hole drilling program initiated in the 1940s) and subsequent interpretations that have been successfully used in calibrated and published groundwater models (e.g., Bitner 2005; Cannia et al. 2006; Stanton et al. 2010; Rossman 2015) . Clearly, many potential study sites will not have similar density of observations or previous published studies with which to gauge uncertainties. However, the potential uncertainty of any single variable in Equations 13 to 15 will map linearly to uncertainty in recharge (on a percentage basis, e.g., 20% error in hydraulic conductivity used to calculate T would result in 20% error in R), with the exception of the w 2 term. Below we explore potential uncertainty in one such term, D, due to the timing of groundwater level observations in irrigated areas. Similar exercises should be conducted when considering how data limitations or biases may affect recharge estimates at future study sites.
Effect of Water Table Seasonality
Given that a steady-state model was developed and applied in this study, use of a water table contour map developed from annually average groundwater levels would be ideal. However, even in Nebraska where groundwater level data is relatively abundant, high density regional well networks with long-term and frequent (e.g., daily) records are generally not available. Thus, we used existing water table contour maps based on spring-time water level measurements. However, if needed, the estimates of the potential bias in recharge resulting from water table elevation seasonality on recharge estimates can be assessed with Equation 14. Figure 6 depicts a change in D between springtime (D spring ) and late summer or early fall (D fall ), when groundwater is withdrawn from the area between the two streams. Annually averaged water table contours would likely fall between these two extremes.
The key question is the error in R resulting from changes in D (i.e., ΔD, shown in Figure 6 ). Consider recharge rates R spring and R fall corresponding to D spring and D fall , respectively. Equation 14 indicates that the relative errors in parameters R and D are identical:
Therefore, for an area where irrigation pumping occurs in the summer ΔD/D fall = 50% (or ΔD of approximately 2 km in the Southern Region, for example) would induce an equivalent bias of 50% in calculated recharge rate. Assuming water levels are near steady state in the fall and in the spring, this crude estimate can assist in evaluating the sensitivity of recharge estimates to seasonality and can be used as a screening tool to determine applicability of the method in other study areas.
Conclusions
Water table patterns reflect the balance between recharge and dis-
charge in areas with stream-aquifer interaction. In many cases, groundwater contours between streams display a parabolic convex shape over significant scales of space (e.g., 10 km and greater in this study) and time (e.g., months to years). The proposed approach to recharge estimation is based on a simple analytical model of groundwater flow between two parallel sloping stream segments (drainages). Assuming aquifer homogeneity, the model requires only three parameters, namely the aquifer transmissivity, the stream slopes, and the curvature or dimensions of water table contours between two streams.
2. Using GIS-based analysis, the method was applied for recharge estimation from two different water table maps for three regions in Nebraska. Application of three different approaches (one numerical and two analytical) gave consistent results, despite different potential sources of uncertainty or bias. Further, in spite of the simplicity of conceptual and mathematical models and some subjective elements in pattern recognition, calculated recharge rates were consistent with other studies, including those based on remote sensing estimates of evapotranspiration or inverse modeling based on field soil moisture time series.
3. Considering its simplicity, this method may be a useful diagnostic tool for evaluation and clarification of regional water table maps by verifying consistency between transmissivity, sampling schedules, density of water table observations and, sometimes land surface DEM. This method can be applied to relatively small datasets and aid in prioritizing groundwater level monitoring programs.
The simplicity of the model necessarily limits the hydrogeological settings where it may be applied. Our analyses produced reasonable recharge rates from real-world data from three regions in Nebraska, at least for the type of diagnostic applications described above.
Appendix A
Estimating the Correction s(x, y)
∞ s (x, y) = − 16Rw 2 ∑ (−1) n cos (γ n x) e − γ n y π 3 T n=0 (2n + 1) 3
The locus of the largest absolute value of this function is at a point (x = 0, y = 0):
Using Catalan's constant (Gradshteyn and Ryzhik 2000, Equation 6 . For y/2w > 0.25, value of correction s(x, y) is less than 1% of s(0, 0) and can be neglected.
Appendix B
Calculating R Using Numerical Analyses and GIS
The algorithm requires finding a as follows:
1. Select an actual digital water table contour in ArcGIS.
2. Acquire coordinates (x,y) at contour points. We extracted coordinates at 10-m increments along the contour.
3. In Excel ® , fit y = −ax 2 + bx + c to the contour points and find parameter a.
4. Using T and I S found as described in Appendix E, and Equation 13 of the main text, calculate recharge rate for the selected contour.
5.
Repeat the process for each contour, and calculate the mean R for the region.
Potential bias of the numerical approach may stem from the orientation of streams and/or groundwater flow patterns, which may not match expected coordinate systems (e.g., latitude and longitude). The water table contours in the three regions for this study were reasonably oriented to allow curve fitting (when longitude was plotted on the vertical axis, and latitude on the horizontal axis, to allow use of the standard trend line tool in Excel), but rotation of water table contours may be required in other studies. A potential advantage of the Numerical Approach is quantification of misfit between theoretical and actual contours (see R 2 values in Table S1 and Figure S1 ). Deviation from theoretical patterns could arise from violations of model assumptions (e.g., non-uniform recharge, perhaps from focused recharge through canals or dry channels, or other means).
Appendix C
Analytical Approach A to Determine R
1. For each water table contour, locate the two points of intersection with the stream.
2. Enclose the contour area by drawing a line segment ("base") between the intersection points and calculating its length, 2w.
3. Locate mid-point of the base.
4. Draw a normal from the mid-point of the base.
5. Calculate the intersection of the normal with the contour to determine the length D.
Use Equation 14
of the main text with T and I S as described in Appendix E to calculate recharge rate for the selected contour.
7. Repeat the process for each contour and calculate the mean R for the region.
Potential bias from using analytical Approach A stems from bias in locating end points and measurement of width between streams because of (1) non-parallel streams, (2) equipotentials that deviate from predicted contour patterns, and (3) base lines that may not be normal to the streams. Additional uncertainty arises from visual identification of D, which may not intersect the contour at a representative distance from the base line. Of the three approaches, Analytical Approach A may be most sensitive to three-dimensional patterns of flow near streams, where water table contours may deviate from theoretical patterns. For Analytical Approach B and the Numerical Approach, these small deviations may be "averaged out" or have minimal effect on curve fitting and/or area calculations.
Appendix D
Analytical Approach B to Determine R
This approach includes the following steps:
1. Steps 1 to 2 from Analytical Approach A.
2. Calculate the areas enclosed by the base line and the contour in ArcGIS.
Use Equation 15
of the main text and T and I S as described in Appendix E to calculate recharge rate for the selected contour.
Potential bias when using Analytical Approach B may result, as with Analytical Approach A, from uncertainty in the location of end points and measurement of width between streams.
Appendix E
Calculating IS and T and Associated Uncertainties
To define the three regions (Northern, Southern, Eastern), water table contours were clipped from the existing 1995 and 2012 water table maps in ArcGIS (Figure 4) . Transmissivity (T) and stream slope (I S ) were then calculated for each region (Table E .1).
Stream gradient was calculated between upstream and downstream pairs of groundwater elevation contours (z up and z down , respectively) separated by distance between them d as follows
where ground surface elevation, extracted from USGS (2017) at the intersection of a groundwater elevation contour and the stream (referred to here as "endpoints"). We note that the stream slope was estimated at larger length scale than a single meander and is likely greater than the actual slope of the streambed. Transmissivity was estimated by multiplying spatially weighted average saturated hydraulic conductivity (K) and thickness (b):
Value b was area-weighted for each region: Spatially weighted average saturated hydraulic conductivity (K) values were based on existing hydraulic conductivity estimates from borehole data (Houston et al. 2013) , which were interpolated using a spline with barriers (minimum curvature technique, Zoraster 2003) . Values were extracted at 10-m intervals along each water table contour from interpolated K-surface, and the mean K value was calculated for each region.
Uncertainty in I S and T from Spatial Variability was calculated for each region. The standard error (σ/ √ n) of I S was calculated to evaluate uncertainty shown in Table E .1. Low variability in I S suggests that the uniformity of slopes of the streams in each region was a reasonable approximation. For T, variability in K and b was propagated using the standard approach to uncertainty propagation (Taylor 1997) . The uncertainty estimates are based strictly on variability in the various terms, and do not explicitly account for uncertainty in measurement techniques (e.g., possibly biased-high K if only production-well or irrigation-well geologic information is used) or the conceptual model assumptions used in deriving Equation 13 (i.e., "model error").
Because saturated thickness b was spatially weighted (i.e., a weighted average) the weighted standard deviation was used, calculated as
where n' is the number of non-zero values of b i (Heckert and Filliben 2003) . Authors' note -The authors have no conflicts of interest.
Supporting Information
Additional supporting information follows the References, including: A and B, Including a, D, w. For the Numerical Approach, the R 2 value each curve fit is also shown. Figure S1 . Examples of quadratic curves fit to groundwater elevation contours. The best and worst curve fits are shown for each region. The best and worst curve fits are shown for each region.
