In this paper, we consider the regularity problem for the weak solutions to the Navier-Stokes equations with damping term in R 3 . We establish two regularity criteria in terms of the derivative of the velocity in one direction for this problem. One is in the homogeneous MorreyCampanato space while the other is in the multiplier space.
Introduction
We consider the following Cauchy problem for the incompressible NavierStokes equations with damping term |u| 2α u (α ≥ 0)
where u = (u 1 , u 2 , u 3 ) ∈ R 3 and P ∈ R denote the velocity field and the pressure, respectively. ν is called the viscosity coefficient and a is a nonnegative real number. This model is the so-called Brinkman-Forchheimer-extened Darcy model which comes from a porous media flow, drag or friction effects and some dissipative mechanisms (see [2, 7, 15] and references therein). Notice that in the limit case a = 0, we obtain the classical Navier-Stokes system.
As far as I know, Cai and Jiu [2] established the existence of weak solutions for α ≥ 0 and existence (for α ≥ 5 4 ) and uniqueness (for 5 4 < α ≤ 2) of strong solutions to problem (1)-(3). Markowich, Titi and Trabelsi [15] extended results in [2] and obtained existence and uniqueness of weak and strong solutions for a larger range of α, with initial data in H 1 . Kalantarov and Zelik [10] showed the uniqueness of solutions for α ≥ 1 with the Dirichlet boundary conditions and regular enough initial data in H 2 . Zhou [25] proved the existence and uniqueness of global strong solutions for α ≥ 1 and gave two regularity criteria as 0 ≤ α < 1. So, we also assume that 0 ≤ α < 1.
For the classical Navier-Stokes equations, Leray [14] and Hopf [6] constructed a weak solution (so-called Leray-Hopf weak solution) for arbitrary initial data in L 2 (R 3 ). Later on, huge contributions have been devoted in an effort to understand regularities of the weak solution. Different regularity criteria of the weak solutions have been proposed, such as the Prodi-Serrin conditions (see [16, 17, 19] ), the Serrin's type regularity criteria on the gradient of the velocity field (see [1, 21, 23, 26, 27] ), and so on. There are also some regularity criteria in terms of pressure, the pressure gradient and vorticity. We refer the readers to literature [8, 9, 18, 20, 22, 24] and references therein.
It is worth pointing out that our results hold for 0 ≤ α < 1 and improve the previous work in [2] . Meanwhile, we also obtain two new regularity criteria for problem (1)-(3) in the homogeneous Morrey-Campanato space and the multiplier space, respectively.
In what follows, we denote by C a universal positive constant, whose value may depend on T and the initial data u 0 , and may change from line to line. In addition, L p , 1 ≤ p ≤ +∞, and H i = W i,2 denote the usual Lebesgue spaces and Sobolev spaces on R 3 ; · B denotes the norm in the space B,
We organize our present paper as follows. In Section 2, we will state some crucial preliminaries and our main theorem. Subsequently, in Sections 3, some crucial a priori estimates are stated and the main theorem will be proved.
Preliminaries and Main Result
We first recall the definitions of the Morrey-Campanato space and multiplier space as well as the relate spaces, and some properties about these spaces.
Here, we only list what we need, for more details about these spaces, we refer the readers to [3, 4, 12, 13] .
where B(x, R) denotes the closed ball in R 3 with center x and radius R.
We also need to introduce the predual ofṀ p,q (R 3 ).
, which can be decomposed into an atomic series f = k∈N g k where the functions g k are in
where the infimum is taken over all possible decompositions of f into an atomic series.
. That is, there exists a positive constant C such that for any u ∈ L 2 (R 3 ) and v ∈Ḣ r (R 3 ), there holds
The spaceẊ r of pointwise multipliers which map
is defined in the following way. , the spaceẊ r is defined as the , letŻ r (R 3 ) as the space of functions which are locally square integrable on R 3 and such that pointwisse multilication with these functions maps boundedly the Besov spcaeḂ r,1
is given by the operator norm of pointwise multiplication
Then, f ∈Ṁ , the following inclusion relations hold
where L 3 r ,∞ (R 3 ) denotes the usual Lorentz space.
By a weak solution, we mean (u, P ) satisfies (1)- (3) in the distribution sense. In addition, the following basic regularity for the weak solution
We are in a position to state our main results. 
Then u is a strong solution of (1)
For convenience, we recall some inequalities in the whole space R 3 .
Lemma 2.9. (see [3, 5, 11] ) (i) For 0 ≤ r < 3 2 , we have
(ii) For 0 ≤ r ≤ 1, we have
(iii) For 2 ≤ q ≤ 6 and f ∈ H 1 (R 3 ), we have
(iv) For 1 ≤ q < +∞ and f ∈ H 1 (R 3 ), we have
The proof of Theorem
The proof of Theorem 2.8 can be divided into two major parts. The first part establishes the bounds of ∂ x 3 u 2 and the time integral of ∇∂ x 3 u 2 while the second one controls ∇u 2 by the time integral of ∇∂ x 3 u 2 . We start by looking for an L 2 uniform estimate for the velocity. For this purpose, we multiply (1) by u and integrate over R 3 to obtain
thanks to the fact that R 3 (u·∇)u·udx = 0. Now integrating (11) with respect to t yields
Therefore, we know that if u 0 ∈ L 2 (R 3 ), then for all t ∈ [0, T ], u is a weak solution to problem (1)-(3).
and ∇ · u 0 = 0 in the sense of distributions. Let u(x, t) is a weak solution of (1)- (3) on (0, T ) which satisfies the energy equality (12) . Assume that one of the conditions (5)- (6) holds, then for any t ≤ T , we have
Integration by parts gives
Inserting (15) into (14) leads to
u](x, t)dx := I. (16) Next, we estimate I on the right-hand side of (16 
Similarly, for p = 2, by virtue of Lemma 2.6 and (8), we also derive
Thus inserting (17) and (18) into (16) 
By virtue of Gronwall's inequality and (12), we have
and furthermore,
where C denotes a constant dependent on the initial data u 0 , a, α, ν and
.
Case II: Condition (6) holds. By means of an integration by parts, (7), (8) and the Young inequality, we can derive
Inserting (22) into (16), noting that
Using the Gronwall inequality, we obtain from (12) and (23) that
and
where C is a constant dependent on the initial data u 0 , a, α, ν and ∂ x 3 u
. Therefore, we complete the proof of this lemma. Now we turn to construct bounds for H 1 estimates.
Lemma 3.2. Suppose that u 0 ∈ H 1 (R 3 ) and ∇ · u 0 = 0 in the sense of distributions. Let u(x, t) is a weak solution to problem (1)-(3) on (0, T ) which satisfies the energy equality (12) . Assume that one of the conditions (5)- (6) holds, then for any t ≤ T , we have
where constant C > 0 does not only depend on T , ν, a, α and u 0 , but also on
for condition (5) and
for condition (6), respectively.
Proof. Multiplying (1) by −∆u in L 2 (R 3 ) and employing an integration by parts, we derive
By the Hölder inequality, the Young inequality and (10) for q = 2, we see
[(u · ∇)u · ∆u](x, t)dx
≤ C ∇u(t) (5)- (6), Lemmas 3.1-3.2 and standard continuation argument, the local solution can be extended beyond time T . This completes the proof of Theorem 2.8.
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