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Abstract
In this work a method for description of structures of solution spaces of some objects in Brandt and Ehresmann groupoids is
presented. It is based on using a morphism, a transformation of the original object into another one that has a more transparent
structure of its solution space. We demonstrate this approach on examples of functional, differential and functional differential
equations.
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1. Transformations
1.1. Functional equations
The Abel functional equation
f (ϕ(x)) = f (x)+ 1, (1)
has been studied by many authors. Here we summarize some results needed for our further considerations; they can
be found e.g. in Kuczma, Choczewski, Ger [5] and details are also in Choczewski [3], Barvı´nek [1], and Kuczma [4].
We suppose that ϕ is a given continuous strictly increasing real-valued function defined on a half-open interval
[a, b) ⊆ R, b ≤ ∞, mapping it onto a half-open interval [c, b), and ϕ(x) > x for all x ∈ [a, b).
Proposition 1. Under the above conditions there always exists a solution f of (1). If its values on the interval
[a, ϕ(a)) are prescribed, this solution is unique. Moreover, if it is continuous on [a, ϕ(a)) and
lim
t→ϕ(a)−
f (x) = f (a)+ 1,
then f is continuous on [a, b).
In addition, if f (x) is chosen on [a, ϕ(a)) such that it is here strictly increasing, then the solution f is also strictly
increasing on [a, b).
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Let ϕ be n-times continuously differentiable on [a, b) for some n ≥ 1. If f (x) is chosen on [a, ϕ(a)) such that it is
here n-times continuously differentiable and
lim
x→a−
( f (ϕ(x)))(n) = ( f (x)+ 1)(n)|x=a,
then the solution f is also n-times continuously differentiable on the whole [a, b), i.e. f ∈ Cn[a, b).
Moreover, if f ′(x) is positive on [a, ϕ(a)) and ϕ′(x) is positive on [a, b), then also f ′(x) > 0 on [a, b).
Under the same assumptions consider now two copies of the Abel equation, namely (1) and
g(ψ(t)) = g(t)+ 1. (2)
In the next theorem we describe pointwise transformations of Eq. (1) into Eq. (2), more precisely their solution
spaces. Remember that under our suppositions there always exist continuous and strictly increasing solutions f0 and
g0 of Eqs. (1) and (2), respectively.
Theorem 1. The transformation, substitution x := f −10 (g0(t)) converts Eq. (1) into Eq. (2). Solutions f of (1) become
solutions g = f ◦ f −10 ◦ g0 of (2), and conversely f = g ◦ g−10 ◦ f0.
Proof. Since ϕ(x) = f −10 ( f0(x)+ 1), ψ(t) = g−10 (g0(t)+ 1), f = g ◦ g−10 ◦ f0, and f0(x) = g0(t), we may write
f (ϕ(x)) = f (x)+ 1, that gives
g ◦ g−10 ◦ f0 ◦ ϕ(x) = g ◦ g−10 ◦ f0(x)+ 1, hence
g ◦ g−10 ( f0(x)+ 1) = g ◦ g−10 ◦ g0(t)+ 1, or
g ◦ g−10 (g0(t)+ 1) = g(t)+ 1, thus finally
g(ψ(t)) = g(t)+ 1. 
1.2. Differential equations
Kummer [6] considered transformations of the second-order linear differential equations. Wilczynski [14] studied
transformations of the nth-order linear differential equations
y(n) + pn−1(x)y(n−1) + · · · + p0(x)y = 0 on I, (3)
I being an open interval of the reals; pi are real-valued continuous functions on I for i = 0, 1, . . . , n − 1,
i.e. pi ∈ C0(I ), pi : I → R. They derived that
Proposition 2. The most general pointwise transformation of Eq. (3) of orders greater than one into equations of the
same form
z(n) + qn−1(t)z(n−1) + · · · + q0(t)z = 0 on J (4)
consists in the change of independent and dependent variables expressed as introducing the function z instead of y
by the formula
y(x) := f (x) · z(h(x)), x ∈ I, ( f, h)
for functions f : I → R and h : I → J such that f ∈ Cn(I ), f (x) 6= 0, and h ∈ Cn(I ), h′(x) 6= 0 for each x ∈ I .
Boru˚vka [2] required global transformations for the second-order linear differential equations in the Jacobi form,
i.e. transformations of solutions of the corresponding equations on their whole intervals of definition, h(I ) = J . His
approach was extended to linear differential equations of an arbitrary order [10].
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1.3. Functional differential equations
Consider linear functional differential equations of the first order with several deviating arguments:
y′(x) = p0(x)y(x)+ p1(x)y(τ1(x))+ · · · + pn(x)y(τn(x)). (5)
Again the pointwise transformation (f , h) converts Eq. (5) into a functional differential equation of the same type
z′(t) = q0(t)z(t)+ q1(t)z(δ1(t))+ · · · + qn(t)z(δn(t)), (6)
and this transformation is the most general pointwise one for any order of these equations, even for the first one,
contrary to the case for ordinary linear differential equations; see [7,9,11,13]. It was also proved there that
Proposition 3. If (f , h) converts Eq. (5) into (6) then
h ◦ τi = δi ◦ h for i = 1, . . . , n. (7)
2. Description of structures of solution spaces
There are several results concerning the existence and uniqueness of solutions of some classes of equations;
however a detailed structure of solution spaces is not always known. Here we present a method that in some cases
offers such a description. The approach is based on transforming a given object, equation and its solutions into another
one for which the structure of its solution space is more transparent.
2.1. Functional equations
The relation
g(t + 1) = g(t)+ 1 (8)
is also an equation of the Abel type. Moreover, we know its general solution: it is
g(t) = t + P(t), (9)
for all periodic functions P of period 1, P(t + 1) = P(t). We get continuous solutions g when continuous P are
taken.
Now, if Eq. (8) stands for (2), then applying Theorem 1, we can describe all solutions of the Abel equation (1).
Theorem 2. Let f0 be a continuous and strictly increasing solution of (1). The general solution of the Abel equation
(1) is
f (x) = f0(x)+ P( f0(x)), for all P, P(t) = P(t + 1). (10)
Proof. It is sufficient to consider Eq. (8) instead of (2) and take the identity id as the solution g0. Then f = g◦g−10 ◦ f0
together with (9) gives (10). For another approach see also [12]. 
Remark 1. The special Abel equation (8) is important for the possibility of expressing its solution space explicitly.
2.2. Differential equations
It would be nice to have some linear differential equations that can be solved explicitly. The large class of such
equations consists of equations with constant coefficients. We shall not deal with the first-order equations that can
be solved explicitly. However not every equation of the third and higher orders can be globally transformed into
an equation with constant coefficients; see e.g. [10]. But this is the case for the second-order linear differential
equations [2].
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Proposition 4. Each second-order equation
y′′ + p1(x)y′(x)+ p0(x)y = 0 on I ⊂ R, (11)
p0, p1 ∈ C0(I ), can be globally transformed into the equation
u′′ + u = 0 on a suitable J ⊂ R. (12)
Of course, we can write the general solution of (11) in the form y(x) = c1y1(x)+ c2y2(x) for linearly independent
y1 and y2. However, due to Proposition 2, where Eq. (12) stands for (4), we have a more detailed description of the
solution space of (11), namely
y(x) = f (x) · [c1 sin h(x)+ c2 cos h(x)].
This follows from the fact that the general solution of Eq. (12) is u(t) = c1 sin t + c2 cos t .
Remark 2. In the case when the coefficient p1 of Eq. (11) vanishes, p1 ≡ 0, the factor f is determined by h in the
transformation (f , h):
f = const · |h′|−1/2.
Then the general solution of such an equation
y′′ + p0(x)y = 0 (13)
is
y(x) = |h′(x)|−1/2 · [c1 sin h(x)+ c2 cos h(x)].
The important notion of the (first) phase h for the second-order linear differential equation (13) in the Jacobi form
was introduced by Boru˚vka, see [2].
Remark 3. Again Eq. (12) serves for a detailed description of solution spaces of Eq. (11) because it can be solved
explicitly. For higher order equations this procedure is applicable if we know the structure of the transformed equation,
e.g. when they have constant coefficients. More details on higher order linear differential equations and their canonical
forms can be found in [8,10].
2.3. Functional differential equations
Proposition 5. If a simultaneous solution h of a system of the Abel functional equations
h(τi (x)) = h(x)− ci , ci = const., i = 1, . . . , n
exists then Eq. (5) can be converted by means of the transformation (f , h) into an equation with constant deviations
z′(t) = q0(t)z(t)+ q1(t)z(t − c1)+ · · · + qn(t)z(t − cn). (14)
Moreover, by choosing a suitable f we can achieve q0 ≡ 0.
Proof. The form of Eq. (14) follows from relation (7) in Proposition 3 for δi (t) = t − ci . 
Remark 4. For details see also [7,9,11], where a sufficient condition for the existence of simultaneous solutions of
systems of Abel equations was given. A sufficient and necessary condition was presented by Zdun [15,16].
Hence Eqs. (14) may serve as special equations for (5).
In particular,
z′(t) = q(t)z(t − 1) (15)
is a special equation for the first-order equations with one delay, i.e. for
y′(x) = p0(x)y(x)+ p1(x)y(τ1(x)).
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Remark 5. In spite of the simplicity of Eq. (15), we do not know its solution space for a general coefficient q. Still
due to the form of the transformation it is clear that the behavior of the zeros of the solutions, i.e. oscillatory, non-
oscillatory, disconjugacy, number of zeros, etc., of Eq. (5) can be described by considering only their transformed
equations.
3. Comments
There are several open problems concerning the selection of suitable special, canonical forms in various areas
of mathematics. Also many interesting questions exist as regards effective constructions and description of solution
spaces.
Some ideas of this approach were also presented at the 44th International Symposium on Functional Equations,
Louisville, Kentucky, USA, May 14–20, 2006, Report of the meeting in Aequationes Math. 73 (2007), 172–200,
and in the two-page abstract of the International Mathematical Workshop, FAST VUT Brno 2006, October 19, 2006,
Proceedings, pp. 85–86, ISBN 80-214-3282-9.
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