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L’e´valuation de fonctions e´le´mentaires reste un proble`me important
en arithme´tique des ordinateurs. E´valuer une telle fonction revient
ge´ne´ralement a` e´valuer un polynoˆme qui l’approche au mieux. La
me´thode la plus utilise´e, la me´thode de Horner, permet d’e´valuer un
polynoˆme de degre´ n en n multiplications et n additions. Il existe par
ailleurs d’autres me´thodes, qui permettent d’e´valuer des polynoˆmes
plus rapidement en nombre d’ope´rations que Horner. Cependant, ces
me´thodes ne´cessitent un pre´conditionnement pre´alable des polynoˆmes
a` e´valuer.
Pourquoi ne pas utiliser ces me´thodes dans l’implantation de fonctions
mathe´matiques ? Peut-on eˆtre plus rapide tout en restant aussi pre´cis
que Horner ?
Ce rapport montre que sous certaines conditions, ces me´thodes peuvent
fournir des erreurs comparables a` celles obtenues par la me´thode de
Horner.
Mots-cle´s : arithme´tique flottante, polynoˆmes d’approximation, e´valuation,
pre´conditionnement, stabilite´ nume´rique, analyse d’erreurs et de complexite´, fonctions
e´le´mentaires
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Introduction
L’e´valuation en logiciel et en virgule flottante de fonctions mathe´matiques reste aujourd’hui un
domaine de recherche important en arithme´tique des ordinateurs. De manie`re ge´ne´rale, l’e´va-
luation de fonctions, notamment de fonctions e´le´mentaires (ln(x), sin(x),...), sur un intervalle
revient a` e´valuer un polynoˆme l’approchant au mieux sur cet intervalle, polynoˆme d’approxi-
mation. Mais peut-on alors e´valuer des fonctions e´le´mentaires de manie`re rapide et pre´cise ?
En terme de pre´cision, de nombreuses bibliothe`ques mathe´matiques fournissent un ensemble de
fonctions e´le´mentaires, mais elles ne garantissent pas toutes l’arrondi correct de leurs re´sultats,
contrairement a` CR-Libm [4], bibliothe`que de fonctions mathe´matiques efficace et portable,
dont les re´sultats sont prouve´s correctement arrondis. Et en terme de rapidite´, actuellement,
la me´thode la plus utilise´e pour e´valuer un polynoˆme en un point est la me´thode de Hor-




i, en n multiplications et n additions : a(x) =
(
. . . (anx+ an−1)x+ · · ·
)
x+ a0.
Cette me´thode semble aujourd’hui eˆtre suffisamment pre´cise.
Cependant, auparavant, une multiplication pouvait eˆtre beaucoup plus couˆteuse en temps de
calcul qu’une addition, ce qui a principalement motive´ la mise en place de me´thodes minimisant
le nombre de multiplications. Il existe donc d’autres me´thodes qui permettent l’e´valuation de
polynoˆmes de manie`re plus rapide, notamment en un nombre de multiplications infe´rieur a` celui
ne´cessaire par la me´thode de Horner (au de´triment parfois du nombre d’additions). Ces e´valua-
tions plus rapides sont rendues possibles graˆce au pre´conditionnement pre´alable du polynoˆme.
Pre´conditionner un polynoˆme a(x) donne´ par ses coefficients ai consiste a` calculer de nouveaux
parame`tres en fonction des ai, puis a` exprimer a(x) en fonction de ces nouveaux parame`tres.
Cette premie`re phase peut eˆtre couˆteuse, mais sera effectue´e une et une seule fois, le plus exac-
tement possible, avant l’e´valuation.
Pourquoi ne pas utiliser ces algorithmes rapides pour l’implantation de fonctions e´le´mentaires
dans les bibliothe`ques mathe´matiques, notamment dans CR-Libm? L’implantation de ces me´-
thodes efficaces fournit-elle des re´sultats en pratique aussi pre´cis que la me´thode de Horner et,
sinon, perd-on vraiment en pre´cision ?
Dans un premier chapitre, on rappellera les e´le´ments d’arithme´tique virgule flottante ne´cessaires
a` la compre´hension du rapport, et on les illustrera avec la me´thode de Horner. Ensuite, on
comparera cette me´thode a` la me´thode de Estrin. La me´thode de Estrin permet l’e´valuation
d’un polynoˆme de degre´ n en n+ log(n+ 1)− 1 multiplications (et n additions). Elle ne´cessite
donc un peu plus de multiplications que celle de Horner, mais l’e´valuation peut eˆtre paralle´lise´e,
ce qui la rend un peu plus rapide que Horner en pratique.
Master 2 Recherche Informatique Fondamentale 1
Dans un deuxie`me chapitre, on pre´sentera et on analysera une premie`re me´thode a` base de
pre´conditionnement, la me´thode de Knuth & Eve. Cette me´thode permet l’e´valuation d’un po-
lynoˆme de degre´ n en environ n2 multiplications et n additions, et donc est toujours plus rapide
que Horner. L’analyse d’erreur montre que, sous certaines conditions, cette me´thode peut avoir
la meˆme borne d’erreur que l’algorithme de Horner. Cependant, le pre´conditionnement par cette
me´thode ne´cessite parfois un de´calage du polynoˆme a` e´valuer, ce qui introduit ge´ne´ralement une
perte de pre´cision. En pratique, si aucun de´calage n’est ne´cessaire, l’erreur maximale de l’algo-
rithme de Knuth & Eve pourra eˆtre comparable a` celle de Horner, voire meilleure. Autrement,
pour un polynoˆme donne´, plusieurs pre´conditionnements sont possibles, tous ne fournissant pas
la meˆme pre´cision. La difficulte´ de cette me´thode est alors de trouver un meilleur pre´condition-
nement, celui minimisant l’erreur maximale sur un intervalle donne´. On propose une me´thode
permettant de le de´terminer.
Dans un troisie`me chapitre, on pre´sentera la me´thode de Paterson & Stockmeyer. Cette deuxie`me
me´thode a` base de pre´conditionnement permet d’e´valuer un polynoˆme de degre´ n en approxi-
mativement n2 + log(n) multiplications et
3n
2 additions, suivant un sche´ma proche de celui de
Estrin. L’analyse que l’on fait de cet algorithme fournit une borne d’erreur compararable a`
celle de Estrin. En pratique, on peut observer que cette me´thode, sous certaines conditions, se
comporte comme la me´thode de Estrin.
Finalement, on pre´sentera comment on a implante´ ces algorithmes dans CR-Libm. La phase
de pre´conditionnement a e´te´ implante´e en Maple, puis, la phase d’e´valuation, comme les codes
ne´cessaires aux expe´rimentations, a e´te´ implante´e en langage C. Dans ce quatrie`me chapitre, on
expliquera tout d’abord le processus d’implantation d’une fonction e´le´mentaire dans CR-Libm.
Ensuite, on montrera comment on a pu, graˆce a` un algorithme hybride du type Paterson & Sto-
ckmeyer/Estrin, acce´le´rer l’implantation de la fonction logarithme de CR-Libm, pourtant de´ja`
relativement optimise´e. Ce premier algorithme a ensuite e´te´ valide´ avec le ge´ne´rateur automa-
tique de preuves Gappa [2]. On terminera par les acce´le´rations apporte´es a` la fonction arcsin(x)
de CR-Libm. Pour acce´le´rer cette fonction, on utilise notamment un sche´ma hybride de type
Knuth & Eve/ Estrin. Certains de ces algorithmes ont e´galement de´ja` e´te´ valide´s avec Gappa.




Dans la plupart des syste`mes informatiques, les nombres re´els sont approche´s par des nombres
a` virgule flottante. La norme IEEE-754 [18, 17, 7] spe´cifie clairement le format de ces nombres
en base 2, ainsi que le comportement des quatre ope´rations arithme´tiques de base (addition,
soustraction, multiplication et division) et de la racine carre´e. Ce chapitre pre´sente les notions
d’arithme´tique flottante ne´cessaires a` la compre´hension du rapport, et rappelle l’analyse en
termes de complexite´ et d’erreurs d’arrondi des sche´mas d’e´valuation usuels, Horner et Estrin.
1.1 E´le´ments de la norme IEEE-754
1.1.1 Nombres flottants normalise´s IEEE-754
En base 2, un nombre flottant x est caracte´rise´ par un signe s (0 ou 1), une mantisse m et
un exposant e, de telle sorte que :
x = (−1)s ×m× 2e. (1.1)
La mantisse, sur p bits, est de la forme m = x0.x1x2 · · · xp−1, ou` les xi ∈ {0, 1} : le nombre
est alors dit de pre´cision p. L’exposant e, sur r bits, appartient a` l’intervalle [emin,emax], avec
emin = 2− 2
r−1 et emax = 2
r−1 − 1.
Il existe plusieurs formats de repre´sentation des nombres flottants, de pre´cisions diffe´rentes. La
norme IEEE-754 en impose deux : les formats simple pre´cision et double pre´cision. La table 1.1
pre´sente ces principaux formats.
Format Simple pre´cision Double pre´cision Double pre´cision e´tendue
Mantisse m 1 + 23 bits 1 + 52 bits 1 + 63 bits
Exposant e 8 bits 11 bits 15 bits
Pre´cision p 24 bits 53 bits 64 bits
emin -127 -1022 -16382
emax 128 1023 16382
u 2−24 ≈ 5.9× 10−8 2−53 ≈ 1.1× 10−16 2−64 ≈ 5.4× 10−20
Tab. 1.1 – Formats de repre´sentation des nombres normalise´s IEEE-754
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1.1.2 Quatre modes d’arrondis
La norme IEEE-754 spe´cifie quatres modes d’arrondis : vers le bas, vers le haut, vers ze´ro et
au plus pre`s. Dans ce dernier mode d’arrondi, mode d’arrondi par de´faut, un nombre re´el situe´
entre deux nombres flottants sera arrondi vers le nombre flottant le plus proche, et s’il est a`
e´gale distance de ces deux nombres, on choisit celui dont la mantisse est paire.
1.2 Le mode`le flottant standard
1.2.1 Notation pre´liminaire : unit roundoff
On utilisera dans ce rapport la quantite´ u, unit roundoff, de´finie de la manie`re suivante :




Cette quantite´ est la plus utilise´e pour l’analyse d’erreur sur les nombres flottants [10]. Elle
repre´sente en fait la moitie´ de la distance entre le nombre flottant 1 et son successeur. En
simple pre´cision, u = 2−24 ≈ 5.9 × 10−8 (Tab. 1.1).
1.2.2 De´finitions
On note l’ensemble F, ensemble des nombres de mantisse de n bits, de la manie`re suivante :
F = {(−1)s ×m× 2e, avec 2n−1 ≤ |m| ≤ 2n − 1, m, e ∈ Z} ∪ {0}
Cet ensemble ne repre´sente pas l’ensemble des nombres flottants. Il peut eˆtre vu comme un
syste`me ide´al a` travers lequel on se de´barrasse de tout ce qui est contraignant dans le mode`le
flottant re´el (bornes sur l’exposant, de´passements de capacite´, nombres sous-normaux, ...). Ce
mode`le est en particulier ve´rife´ par la norme IEEE-754.
Sur cet ensemble F, on de´finit le mode`le flottant standard. Ce mode`le spe´cifie la pre´cision
des quatre ope´rations arithme´tiques de base. Pour x,y ∈ F et op ∈ {+,−,×,÷ }, on a :
fl(x op y) = (x op y)(1 + δ) avec δ ∈ R tel que |δ| ≤ u (u : unit roundoff). (1.2)
On note fl(·), ou` · repre´sente une expression, la valeur calcule´e de cette expression. D’apre`s
ce mode`le, la valeur calcule´e x op y est aussi bonne que la valeur exacte arrondie. Cependant,
lorque x op y est exacte (x op y ∈ F), le mode`le ne spe´cifie pas que δ doit eˆtre nulle.
1.2.3 Exemple d’analyse d’erreur d’arrondi dans le mode`le flottant standard
Dans le mode`le flottant standard, une succession de calculs peut entraˆıner un ensemble d’erreurs,
qui peuvent soit se compenser soit, le plus souvent, s’accumuler.
fl
(








(x× y)(1 + δ1) + z
)
× (1 + δ2)
= (x× y)(1 + δ1)(1 + δ2) + z(1 + δ2), avec |δ1|, |δ2| ≤ u d’apre`s (1.2).
Pour simplifier l’e´criture des bornes d’erreurs, on utilisera les hypothe`ses et de´finitions classiques
suivantes [10]. Si |δi| ≤ u et nu < 1, on a :
|θn| ≤ γn avec 1 + θn :=
n∏
i=1
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Par exemple, en double pre´cision, on aura : γ6 =
6u
1−6u ≈ 3× 2
−52 ≈ 6.7× 10−16. On note aussi
<n> pour 1 + θn [10]. Ainsi, (1.3) s’e´crit e´galement :
(x× y)(1 + δ1)(1 + δ2) + z(1 + δ2) = (x× y)(1 + θ2) + z(1 + θ1)
= (x× y)<2> + z<1>.
1.2.4 Erreurs d’arrondi
L’analyse des erreurs d’arrondi a pour objectif de majorer l’erreur effectue´e lors de l’e´valuation,
dans le mode`le flottant standard, d’un polynoˆme par une me´thode d’e´valuation (Horner, Es-
trin...), par rapport a` la valeur re´elle. On peut distinguer deux types d’erreur : l’erreur absolue
et l’erreur relative. On note r̂ la valeur approche´e d’un polynoˆme a en un point x, calcule´e par
une me´thode d’e´valuation.
L’erreur absolue est |r̂ − a|, et si a(x) 6= 0, l’erreur relative est |br−a(x)||a(x)| .
1.3 Illustration par les me´thodes de Horner et de Estrin
La me´thode de Horner est l’algorithme le plus classique pour e´valuer un polynoˆme en un point.
Son comportement nume´rique, sur les nombres flottants en tenant compte des erreurs d’ar-
rondi, est relativement bien compris, et il s’ave`re qu’en termes de pre´cision, ce sche´ma semble
satisfaisant.
1.3.1 Me´thode de Horner
Sche´ma d’e´valuation. La me´thode de Horner permet l’e´valuation d’un polynoˆme de degre´
n en n multiplications et n additions. On conside`re un polynoˆme a de degre´ n. Son sche´ma
d’e´valuation par la me´thode de Horner est illustre´e par (1.4).
a(x) =
(
. . . (anx+ an−1)x+ · · ·
)
x+ a0. (1.4)
L’algorithme d’e´valuation est pre´sente´ par l’algorithme 1 ci-dessous.
Algorithme 1 Horner
Entre´es : a0, · · · , an, x




r ← an ;
pour i de n− 1 a` 0 faire
r ← r × x+ ai ;
fin pour
retourner r ;
Analyse des erreurs d’arrondi. Higham [10] pre´sente une me´thode d’analyse d’erreur dans
le mode`le flottant standard permettant de majorer les erreurs absolue et relative dues a` l’utilisa-
tion d’une me´thode d’e´valuation. On l’illustre ici avec un polynoˆme a de degre´ 3. Son e´valuation
en x par la me´thode de Horner s’e´crit :
1. r1 ← a3
2. r2 ← r1x+ a2
3. r3 ← r2x+ a1
4. r4 ← r3x+ a0
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Dans le mode`le flottant standard, le sche´ma pre´ce´dent devient :
1. r̂1 = a3
2. r̂2 = a5x<2>+ a4<1>
3. r̂3 = a5x
2<4>+ a4x<3>+ a3<1>
4. r̂4 = a5x
3<6>+ a4x
2<5>+ a3x<3>+ a2<1>





3(1 + θ6) + a2x
2(1 + θ5) + a1x(1 + θ3) + a0(1 + θ1). (1.5)
Or, d’apre`s (1.3), on a |θi| ≤ γi. De (1.5), on peut donc dans un premier temps majorer l’erreur
absolue :
|r̂4 − a(x)| ≤ γ6|a3| · |x
3|+ γ5|a2| · |x
2|+ γ3|a1| · |x|+ γ1|a0|
Higham montre que γj ≥ γi pour j ≥ i [10], donc γ6 ≥ γ5 ≥ γ3 ≥ γ1. On peut conclure :





De manie`re ge´ne´rale, pour un polynoˆme de degre´ n, on aura :
|r̂ − a(x)| ≤ γ2na˜(|x|). (1.6)







tout en remarquant que, si l’e´valuation se fait en une valeur de x proche d’une racine de a, cette
borne peut eˆtre tre`s grande.
On appelle a˜(|x|)|a(x)| le conditionnement de l’e´valuation d’un polynoˆme a en x lorsque a est donne´
par ses coefficients ai (
a˜(|x|)
|a(x)| ≥ 1) [10]. Cependant si ai ≥ 0 pour tout i et si x ≥ 0, ou si
(−1)iai ≥ 0 pour tout i et si x ≤ 0, le conditionnement sera e´gal a` 1.
Le proble`me de l’e´valuation d’un polynoˆme a en x sera dit  bien conditionne´  si la quantite´
a˜(|x|)
|a(x)| est  petite .
1.3.2 Me´thode de Estrin
Description. La me´thode de Horner est une me´thode pre´cise, dont le re´sultat a` l’ite´ration
i de´pend directement de celui a` l’ite´ration i − 1. D’autres me´thodes ont e´te´ mises en place,
exploitant la strate´gie  diviser pour re´gner . C’est le cas de la me´thode de Estrin qui permet
d’e´valuer un polynoˆme de degre´ n en n+log(n+1)− 1 multiplications et n additions [13]. Pour
simplifier, on conside`re a` pre´sent pour cette me´thode des polynoˆmes de degre´ n = 2p − 1. Un
polynoˆme dont le degre´ n’est pas de la forme 2p− 1 pourra eˆtre de´coupe´ en polynoˆmes de degre´
2i − 1, selon l’e´criture binaire de n, e´value´s se´pare´ment par cette me´thode.
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Sche´ma d’e´valuation et complexite´. On conside`re un polynoˆme a de degre´ 7. Son e´valuation
par la me´thode de Estrin est la suivante :
a(x) =
(
(a7x+ a6) · x




(a3x+ a2) · x
2 + (a1x+ a0)
)
. (1.8)
En calculant les puissances successives de x, l’e´valuation ne´cessite 9 multiplications et 7 addi-




1 = a7x+ a6 r
(0)
2 = a5x+ a4 r
(0)
3 = a3x+ a2 r
(0)
4 = a1x+ a0 x

























Fig. 1.1 – E´valuation par la me´thode de Estrin
En notant C(p) le couˆt d’e´valuation d’un polynoˆme de degre´ n = 2p−1, sachant que l’on connaˆıt
les puissances de x (x2, x4, . . . x2
p−1
), on obtient :{
C(1) = 1 multiplication + 1 addition
C(p) = 2C(p− 1) + 1 multiplication + 1 addition
De plus, le calcul des puissances successives de x ne´cessite log(n + 1) − 1 multiplications (soit
p − 1 multiplications). D’ou` un total de n+ p − 1 multiplications et n additions. Certes, p− 1
multiplications supple´mentaires sont ne´cessaires par rapport a` la me´thode de Horner, mais l’e´va-
luation paralle´lise´e rend ce sche´ma plus rapide en pratique (Fig. 1.1).
Analyse des erreurs d’arrondi. On conside`re pour commencer un exemple en degre´ 3 :
a(x) = a3x
3 + a2x
2 + a1x+ a0. Dans le mode`le flottant standard, l’e´valuation de ce polynoˆme
par la me´thode de Estrin est la suivante :
1. r̂1 = a3x<2>+ a2<1>
2. r̂2 = a1x<2>+ a0<1>
3. x̂2 = x
2<1>
4. r̂3 = r̂1x̂2<2>+ r̂2<1> = (a3x < 5 > +a2 < 4 >)x
2 + (a1<2>x+ a0<1>)




manie`re ge´ne´rale, les erreurs relative et absolue sont :







On peut observer que si ai ≥ 0, pour tout i, et si x ≥ 0, ou si (−1)
iai ≥ 0 et si x ≤ 0, alors
a˜(|x|)/|a(x)| = 1. Ces conditions sont les meˆmes que pour la me´thode de Horner. Les preuves
des bornes d’erreurs d’arrondi sont pre´sente´es en [11].
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1.3.3 Observations nume´riques
En pratique, on peut observer que la me´thode de Horner se comporte mieux que ce que pre´dit
la the´orie [10]. Il s’ave`re que l’on peut e´galement observer cela pour la me´thode de Estrin.
La figure 1.2 montre l’erreur relative moyenne pour l’e´valuation de 1000 polynoˆmes, tous bien
conditionne´s pour Horner et Estrin, de degre´ 15 et 31 e´value´s par les me´thodes de Horner et
Estrin. Les polynoˆmes ont e´te´ ge´ne´re´s ale´atoirement avec Maple. Les calculs ont e´te´ effectue´s en
simple pre´cision, et les erreurs relatives de´termine´es par rapport a` la valeur en double pre´cision
















































(b) polynoˆme de degre´ 31
Fig. 1.2 – Erreur relative moyenne par Estrin
En revanche, meˆme si la borne d’erreur relative est meilleure pour Estrin que pour Horner, il
s’ave`re qu’en pratique Estrin est un peu moins pre´cis que Horner (mais reste du meˆme ordre de
grandeur).
Pour finir, on peut observer que dans certains cas, l’erreur relative maximale par la me´thode
de Estrin est infe´rieure a` celle par Horner. La figure 1.3 montre l’erreur relative de l’e´valuation





















Fig. 1.3 – Erreurs relatives par Horner et Estrin
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Chapitre 2
Algorithme de Knuth & Eve
Dans les anne´es 1960, Knuth a propose´ un nouveau sche´ma d’e´valuation de polynoˆmes [12],
ide´e comple´te´e par Eve quelques anne´es plus tard [5]. Cette me´thode se base sur le de´coupage
en partie paire et partie impaire du polynoˆme a` e´valuer, et utilise un pre´conditionnement non
rationnel.
2.1 Description de l’algorithme
2.1.1 Principe
On conside`re un polynoˆme a de degre´ n : a(x) =
∑n
i=0 aix
i. L’ide´e principale consiste a` de´couper
le polynoˆme en une partie paire g et une partie impaire h. En notant y = x2, on obtient :




i et h(y) =
∑⌊(n−1)/2⌋
i=0 a2i+1y
i. On note l = deg(g) et m = deg(h).
Si g (respectivement h) est un polynoˆme nul ou une constante non nulle, l’e´valuation de a(x)
revient a` e´valuer h (respectivement g) en y, avec une multiplication supple´mentaire, et une
addition dans le cas ou` g est une constante non nulle (respectivement avec une multiplication
et une addition supple´mentaire si h est une constante non nulle). Dans ces deux cas, on peut
remarquer que l’on divise approximativement le nombre de multiplications et d’additions par 2
par rapport a` la me´thode de Horner.
Sinon, on suppose tout d’abord que h n’a que des racines re´elles, note´es α1, · · · , αm :
h(x) = a2m+1(x− αm)(x− αm−1) · · · (x− α1).
On e´tudiera en section 2.2 comment traiter le cas ou` h a des racines complexes.
2.1.2 Premier cas : n impair
On suppose ici que n = 2m+1. Donc, dans ce cas, l ≤ m = n−12 . En divisant g par h, on obtient
un quotient q et un reste r de telle sorte que :
g(y) = h(y) · q(y) + r(y), avec deg(q) = l −m et deg(r) =: d < m.
Dans la suite, on se limitera au cas ge´ne´rique ou` l = m = d + 1 (le cas ge´ne´ral se traite de la
meˆme fac¸on). On a alors q(y) constant, e´gal a` an−1an .
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Les βi, pour 0 ≤ i < m, peuvent eˆtre obtenus par divisions euclidiennes successives de g par
y − αi+1.
En conclusion, on obtient :

















(a2m+1(q(y) + x)(y − αm) + βm−1) · · ·
)
(y − α1) + β0.
Par exemple, on conside`re un polynoˆme a de degre´ 5 : a(x) =
∑5
i=0 aix
i. Les polynoˆmes g
et h sont de la forme :
g(y) = a4y
2 + a2y + a0 et h(y) = a5y
2 + a3y + a1 = a5(y − α2)(y − α1).




et r(y) = β1(y − α1) + β0.
Finalement, le sche´ma d’e´valuation de a par l’algorithme de Knuth & Eve est le suivant :
a(x) =
(
(a5x+ a4)(y − α2) + β1
)
(y − α1) + β0. (2.1)
L’e´valuation ne´cessite alors 4 multiplications et 5 additions, contre 5 multiplications et 5 addi-
tions avec la me´thode de Horner.
2.1.3 Deuxie`me cas : n pair
Pour le cas n pair, la the´orie pre´sente´e ci-dessus reste valable. Mais on a dans ce cas m < l, et
plus particulie`rement l = m+ 1 = n2 .
Ensuite, par divisions successives de g par y − αi, on peut de´terminer les coefficients βi, pour
1 ≤ i ≤ d+ 1.
Par exemple, on conside`re le polynoˆme a de degre´ 6 : a(x) =
∑6
i=0 aix
i. Les polynoˆmes g et h
sont de la forme :
g(y) = a6y
3 + a4y
2 + a4y + a0 et h(y) = a5y
2 + a3y + a1 = a5(y − α2)(y − α1).
avec l = 3 et m = 2. Par division de g par h, on obtient g(y) = q(y) · h(y) + r(y), avec :
q(y) = q1y + q0 et r(y) = β1 · (y − α1) + β0.





(q1y + q0) + x
)
(y − α2) + β1
)
(y − α1) + β0.
Dans ce cas, si l = m+1, le quotient sera un polynoˆme de degre´ 1 en y. L’e´valuation ne´cessitera 5
multiplications et 6 additions, contre 6 multiplications et 6 additions par la me´thode de Horner.
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2.2 Le polynoˆme h n’a-t-il que des racines re´elles ?
2.2.1 Ame´lioration propose´e par Eve
On a conside´re´ jusqu’a` pre´sent que le polynoˆme h, partie impaire du polynoˆme a` e´valuer, n’avait
que des racines re´elles. C’est d’ailleurs une condition ne´cessaire pour que le polynoˆme puisse
eˆtre e´value´ par cet algorithme. Mais qu’est-ce qui assure cette condition ?
En 1964, Eve [5] a montre´ que si le polynoˆme a de degre´ n, a` e´valuer, a au moins n− 1 racines
dont les parties re´elles sont toutes non ne´gatives ou toutes non positives, alors h n’a que des
racines re´elles.
Cependant, si ce n’est pas le cas, il est possible de ramener le polynoˆme a a` un polynoˆme f
respectant cette condition par de´calage, puis d’e´valuer f par l’algorithme de Knuth & Eve. En
notant c le de´calage, on obtient : f(x) = a(x − c). L’e´valuation se fera non plus en x mais en
x+ c, car a(x) = f(x+ c).
2.2.2 De´calage du polynoˆme initial
Me´thode propose´e par Eve. La premie`re me´thode de de´calage consiste a` de´terminer de
fac¸on approche´e les n racines de a (par exemple via l’outil Maple). On note rl la partie re´elle
de la deuxie`me racine la plus petite et rr la partie re´elle de la deuxie`me racine la plus grande.
Si a n’a pas au moins n − 1 racines toutes non ne´gatives, le de´calage c est alors e´gal −rl (on
le notera first par la suite), ou bien si a n’a pas au moins n − 1 racines toutes non positives
le de´calage est alors e´gal −rr (on le notera last). On peut remarquer que les deux de´calages
sont possibles, il suffira seulement de choisir celui garantissant une meilleure stabilite´ nume´rique.
Me´thode propose´e par Knuth. Cette me´thode permet de de´terminer un de´calage c et
une valeur de α1 pour lesquels β0 sera nul [13], ce qui diminue le nombre d’additions de 1. Si
r1 = a1 + b1i est la racine ayant la plus petite (ou bien la plus grande) partie entie`re et b1 6= 0
alors c = −a1 et α1 = −b
2
1. Sinon (b1 = 0), si r2 = a2 + b2i est la racine ayant la deuxie`me plus
petite (ou bien la deuxie`me plus grande) partie entie`re et b2 6= 0 alors c = −a2 et α1 = −b
2
2.
Sinon, r1 est la racine conjugue´e de r2 et dans ce cas, c = −a et α1 = b
2.
Ces deux me´thodes permettent de de´terminer deux de´calages. Mais on peut choisir un de´calage
plus grand si l’on veut que h n’ait que des racines a` parties re´elles toutes non ne´gatives, ou un
de´calage plus petit si l’on veut que h n’ait que des racines a` parties re´elles toutes non positives.
2.3 Pre´conditionnement et algorithme d’e´valuation
Le pre´conditionnement d’un polynoˆme a pour l’e´valuation par la me´thode de Knuth & Eve se
de´compose alors en 5 e´tapes :
1. calcul des racines de a




i = a(x− c)
3. calcul des coefficients des moitie´s paire g et impaire h de f
4. calcul des racines αi, toutes re´elles, de h
5. de´termination des βi par divisions successives de g par y − αi+1
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Cette phase de pre´conditionnement consiste alors a` de´terminer un ensemble de αi et de βi. Les
αi sont les racines de h, donc elles ne sont pas exactes, mais juste de´termine´es  le plus exacte-
ment possible . Ensuite, les βi sont calcule´s exactement en fonction des valeurs approche´es des
αi. Une fois ces e´le´ments obtenus, ils sont arrondis au plus pre`s, pour pouvoir eˆtre repre´sentables
en machine au format conside´re´.
L’algorithme d’e´valuation, pour n impair et a ge´ne´rique (l = m = d+ 1), est alors pre´sente´ par
l’algorithme 2.
Algorithme 2 Knuth & Eve
Entre´es : c, fn,fn−1,α1, · · · , αm et β0, · · · , βm−1
Sorties : a(x)
s← x+ c ;
y ← s2 ;
βm ← fns+ fn−1 ;
vm ← βm ;
pour i de m− 1 a` 0 faire
yi+1 ← y − αi+1 ;
vi ← vi+1yi+1 + βi ;
fin pour
retourner v0 ;
2.4 Analyse de complexite´
On conside`re un polynoˆme de degre´ n ≥ 3 (si n < 3, on conside`re l’algorithme de Horner). En
notant C(d) le couˆt de l’e´valuation d’un polynoˆme de degre´ d, on obtient :

C(1) = 1 multiplication /1 addition
C(2) = 2 multiplications /2 additions
C(n), n ≥ 3 = n+32 multiplications /n additions si n est impair
n+4
2 multiplications /n additions si n est pair
On peut alors observer que l’e´valuation d’un polynoˆme impair de degre´ n ≥ 5 avec Knuth & Eve ne´-
cessite moins d’ope´rations qu’avec Horner (4 multiplications au lieu de 5 avec Horner pour
n = 5). Sinon, l’e´valuation d’un polynoˆme pair de degre´ n ≥ 6 avec Knuth & Eve ne´cessite
e´galement moins d’ope´rations qu’avec Horner (5 multiplications au lieu de 6 avec Horner pour
n = 6).
2.5 Analyse des erreurs d’arrondi
On conside`re un polynoˆme a de degre´ 3. Son sche´ma d’e´valuation est : (a3y+ a2)(w−α1)+ β0,
avec y = x+ c et w = y2. Son e´valuation dans le mode`le flottant est :
1. ŷ = (x+ c)<1> et ŵ = (ŷ × ŷ)<1> = (x+ c)2<3> = y2<3>
2. ẑ = a3ŷ<2>+ a4<1> = a3(x+ c)<3>+ a4<1>
3. r̂1 = (ŵ − α1)<1> = ((x+ c)<4>− α1<1>) = ((x+ c)− α1<3>)<4>
4. r̂2 = (ẑ × r̂1)<1> = (a3(x+ c)<8> + a4<6>)((x+ c)− α1<3>)
5. r̂3 = (r̂2 + β0)<1> = (a3(x+ c)<9>+ a4<7>)((x+ c)− α1<3>) + β0<1>
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L’erreur absolue est alors de´finie par : |r3− a(x)| ≤ γ9 · a˜(|x|), avec a˜(|x|) le polynoˆme a sous la
forme de Knuth & Eve.
Plus ge´ne´ralement, on peut conclure en majorant les erreurs absolue et relative de la manie`re
suivante :







On a conside´re´ que le de´calage n’e´tait pas nul. Si le de´calage est nul, les erreurs absolue et
relative sont majore´es de la manie`re suivante :







c’est a` dire les meˆmes que Horner.
2.6 Re´sultats nume´riques et observations
2.6.1 Similitude avec Horner
Comme on l’a de´ja` observe´, cet algorithme se comporte comme la me´thode de Horner dans
le sens ou`, une fois que on a calcule´ a2m+1(q(y) + x), le sche´ma d’e´valuation est un sche´ma
se´quentiel.
res← a2m+1(q(y) + x) ;
pour i de m− 1 a` 0 faire
res← res× (y − αi+1) + βi ;
fin pour
Deux points font que cet algorithme reste toutefois plus inte´ressant que Horner. Tout d’abord,
le nombre d’additions est le meˆme que pour Horner, mais il ne´cessite environ deux fois moins de
multiplications. D’autre part, tous les coefficients y−αi+1 peuvent eˆtre e´value´s inde´pendamment.
2.6.2 Effet du de´calage
On avait l’intuition que le de´calage pouvait avoir un effet ne´faste sur l’erreur relative maximale
lors de l’e´valuation d’un polynoˆme par la me´thode de Knuth & Eve. Cette premie`re intuition a
e´te´ confirme´e par l’analyse d’erreur.
Cas du de´calage nul. En pratique, on a e´value´ sur l’intervalle [2−9, 2−7] des polynoˆmes de
degre´s varie´s (7,12,15) dont l’e´valuation ne ne´cessite pas de de´calage. De manie`re ge´ne´rale, on
peut observer que l’erreur relative par la me´thode de Knuth & Eve est le´ge`rement plus e´leve´e
que celle obtenue par la me´thode de Horner (Fig. 2.1).
Cependant, dans certains cas, si le de´calage est nul, l’erreur relative obtenue par la me´thode de
Knuth & Eve peut eˆtre comparable a` celle obtenue avec Horner, voire a` peine plus faible.
La figure 2.2 pre´sente l’erreur relative de l’e´valuation de polynoˆmes de degre´ 7 et 15 par la
me´thode de Knuth & Eve. Dans ces deux cas, l’erreur relative est comparable a` celle de Horner
mais reste plus faible (≈ 3.6 × 10−8 pour le polynoˆme de degre´ 7 au lieu de ≈ 3.0 × 10−8 avec
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Knuth Eve (decalage nul)
(b) polynoˆmes de degre´ 15
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Knuth Eve (decalage nul)
(b) polynoˆme de degre´ 15
Fig. 2.2 – Erreurs relatives pour la me´thode de Knuth & Eve
Horner, et ≈ 2.1 × 10−7 au lieu de ≈ 7.0 × 10−8 avec Horner pour le polynoˆme de degre´ 15).
Finalement, la figure 2.3 montre la courbe d’erreur relative pour l’e´valuation d’un polynoˆme de
degre´ 12 pour laquelle l’erreur relative maximale pour la me´thode de Knuth & Eve est infe´rieure
a` celle pour la me´thode de Horner.
On peut malheureusement observer que parfois meˆme sans de´calage, l’erreur relative peut eˆtre
e´leve´e par rapport a` l’erreur relative fournie par la me´thode de Horner.
Cas du de´calage non nul. En faisant augmenter le de´calage, on peut s’apercevoir que l’erreur
maximale moyenne augmente e´galement. Et de manie`re plus ge´ne´rale, plus le de´calage est e´leve´,
plus l’erreur relative maximale est e´leve´e. Ceci nous conforte quelque peu dans notre premie`re
intuition.
La figure 2.4 illustre l’effet du de´calage sur l’erreur relative maximale par l’e´valuation par la
me´thode de Knuth & Eve. En plus, du fait que plus le de´calage est faible, plus l’erreur relative
maximale le sera e´galement, on peut observer que, de manie`re ge´ne´rale, les de´calages de´termi-
ne´s par l’algorithme (me´thodes de Eve et Knuth) sont pessimistes. Il se peut qu’entre ces deux
bornes il existe un de´calage qui conduise a` une pre´cision meilleure, mais rien ne le garantit (Fig
2.5). Ce sont les premiers qui garantissent le bon de´roulement de l’algorithme.
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Variation de l’erreur relative en fonction du decalage
Knuth-Eve
Horner
c : first / beta_m = 0





















Variation de l’erreur relative en fonction du decalage
Knuth-Eve
Horner
c : first / beta_m = 0




Fig. 2.4 – Effets du de´calage sur l’erreur relative maximale pour Knuth & Eve
On peut cependant observer que l’effet du de´calage peut parfois re´tablir une certaine pre´cision,
l’erreur relative maximale e´tant alors comparable a` celle par la me´thode de Horner. Sur la figure
2.4(b), on peut observer que pour un de´calage entre approximativement 3.5×10−1 et 4.3×10−1,
l’erreur relative diminue, alors que le de´calage augmente autrement. Le de´calage a alors un effet
positif sur l’erreur relative, et une e´tude plus fine montre que pour un de´calage de ≈ 4.33×10−1
l’erreur relative maximale sera de ≈ 3.2× 10−8 contre ≈ 3.1× 10−8 par la me´thode de Horner.
Cas du de´calage pour lequel β0 = 0. Knuth a remarque´ que l’algorithme peut de´terminer
un de´calage de telle sorte que le coefficient β0 soit nul, et ce dans le but de diminuer de 1 le
nombre total d’additions. Mais qu’en est-il, dans ce cas la`, de la pre´cision ?
Intuitivement, on peut dire que l’utilisation de ces de´calages entraˆıne une erreur relative plus
e´leve´e. En effet, on a pu remarquer que les de´calages pour lesquels β0 = 0 sont des de´calages
 pessimistes , et que parfois il existe des de´calages infe´rieurs pour lesquels l’algorithme fonc-
tionne e´galement. On peut par ailleurs remarquer que le de´calage d’apre`s la me´thode de Eve
(pour lequel a a au moins n− 1 racines a` partie re´elle non ne´gatives ou non positives) peut eˆtre
infe´rieur (ou le meˆme) que celui pour lequel β0 = 0.
La pratique confime cette intuition (Fig. 2.6). On peut effectivement observer que l’e´valuation
par Knuth & Eve avec β0 = 0 fournit une erreur relative moyenne supe´rieure a` celle fournie par
la me´thode de Horner.

















Variation de l’erreur relative en fonction du decalage
Knuth-Eve
Horner
c : first / beta_m = 0
c : last / beta_m = 0
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Fig. 2.6 – Erreur relative moyenne pour l’e´valuation par Knuth & Eve avec β0 = 0
2.6.3 Effet de la permutation
Les βi de´pendent directement des αi, et suivant l’ordre dans lequel les αi (racines de h) sont
traite´s, les βi de´termine´s peuvent eˆtre diffe´rents. On appelle permutation une permutation pos-
sible de αi. Deux observations peuvent eˆtre effectue´es.
Premie`rement, pour un polynoˆme donne´, on peut observer, comme le pre´voyait Knuth [13], que
l’erreur relative varie suivant la permutation utilise´e. Ce phe´nome`ne est illustre´ par la figure 2.7
qui montre la courbe d’erreur relative pour l’e´valuation d’un polynoˆme de degre´ 7 sur l’intervalle
[2−9, 2−7], par la me´thode de Knuth & Eve pour chaque permutation de αi possible (ici, [1,2,3]
de´signe la permutation [α1, α2, α3]).
Autrement, une permutation qui minimise l’erreur relative pour l’e´valuation d’un polynoˆme en
une valeur de x donne´e, ne la minimise pas force´ment pour toute valeur de x d’un intervalle.
Lorsque on veut une  meilleure permutation, on doit conside´rer celle qui minimise l’erreur
relative maximale.


























Fig. 2.7 – Effet de la permutation sur l’erreur relative pour Knuth & Eve
2.6.4 Algorithmes hybrides
On a observe´ que le de´calage et la permutation interviennent dans la stabilite´ nume´rique de
l’algorithme. Il est alors de´licat de de´terminer la meilleure combinaison de´calage / permutation.
On a observe´ que sous certaines conditions, l’erreur relative maximale obtenue par la me´thode
de Knuth & Eve peut eˆtre plus e´leve´e que celle obtenue par la me´thode de Horner.
Pour pallier a` ce manque de pre´cision, on propose d’utiliser des sche´mas d’e´valuation hybrides.
On conside`re un polynoˆme a de degre´ n : a(x) =
∑n
i=0 aix
i. On peut alors e´valuer le polynoˆme
a′, partie haute du polynoˆme a, de degre´ n− 2 avec la me´thode de Knuth & Eve, qui peut eˆtre
moins pre´cise que Horner, mais qui est beaucoup plus rapide, puis terminer l’e´valuation par la



















Knuth-Eve (8) + Horner (1)
Knuth-Eve (7) + Horner (2)
Fig. 2.8 – Algorithme hybride pour un polynoˆme de degre´ 9
En pratique, il s’ave`re que ce genre de sche´ma est suffisamment pre´cis et permet de compenser
avec Horner ou Estrin la perte en pre´cision due a` l’algorithme utilise´ sur le haut du polynoˆme.
Sur la figure 2.8, on peut voir trois courbes. La premie`re correspond a` la courbe d’erreur relative
obtenue par la me´thode de Horner pour l’e´valuation d’un polynoˆme de degre´ 9 sur l’intervalle
[0, 0.1849]. En pratique, appliquer Knuth & Eve au polynoˆme de degre´ 9 fournit de tre`s mauvais
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re´sultats. On e´value donc la partie haute du polynoˆme de degre´ 8 avec Knuth & Eve, puis on
termine avec une ite´ration de Horner (courbe 2). On fait de meˆme avec une partie haute de
degre´ 7 et deux ite´rations de Horner. Cette me´thode permet de compenser la perte de pre´cision
due a` Knuth & Eve.





L’algorithme de Paterson & Stockmeyer [19] est un algorithme permettant d’e´valuer des poly-
noˆmes de degre´ n en n2 + 2 log(n) multiplications. Il utilise un pre´conditionnement rationnel.
Cependant, pour pouvoir eˆtre e´value´ tel quel par cet algorithme, le polynoˆme doit eˆtre unitaire
(coefficient de plus haut degre´ e´gal a` 1) et de degre´ de la forme n = 2p − 1.
Si le polynoˆme e´value´ n’est pas unitaire, il sera ramene´ au polynoˆme unitaire correspondant
(par division par le coefficient de plus haut degre´), et l’e´valuation ne´cessitera une multiplica-
tion supple´mentaire pour revenir au polynoˆme initial. Autrement, si le polynoˆme est de degre´
n 6= 2p− 1, il sera de´coupe´ en polynoˆmes de degre´ 2i− 1 selon l’e´criture binaire de n, qui seront
e´value´s se´pare´ment par l’algorithme de Paterson & Stockmeyer. Ensuite, log(n) multiplications
seront ne´cessaires pour de´terminer le re´sultat final.
Pour simplifier la pre´sentation, on conside´rera des polynoˆmes unitaires de degre´ n = 2p − 1.
3.2 Inte´reˆt principal de cette approche
On a vu que la me´thode de Estrin permet l’e´valuation d’un polynoˆme en n+ log(n) multiplica-
tions et n additions, en utilisant la strate´gie  diviser pour re´gner . La figure 1.1 montre que
son sche´ma d’e´valuation peut eˆtre repre´sente´ sous la forme d’un arbre binaire. L’e´valuation de
chacune des feuilles ne´cessite une multiplication et une addition.
L’ide´e est ici d’utiliser la meˆme strate´gie, mais en utilisant uniquement des polynoˆmes unitaires,
jusqu’aux feuilles, afin notamment de supprimer la multiplication dans chacune des feuilles de
l’arbre. Cette strate´gie ne peut eˆtre effectue´e sans un certain de´calage.
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(0)
1 = x+ β1 r
(0)
2 = x+ β2 r
(0)
3 = x+ β3 r
(0)
4 = x+ β4 x
(0) = x× x
x2,1 = x
























Fig. 3.1 – Me´thode de Paterson & Stockmeyer en degre´ n = 7
3.3 Sche´ma d’e´valuation et pre´conditionnement
On conside`re un polynoˆme a de degre´ n : a(x) = xn +
∑n−1
i=0 aix
i, avec n = 2p− 1. Ce polynoˆme































i) seront e´galement e´value´s avec Paterson & Stockmeyer.
Par exemple, pour un polynoˆme a(x) = x3+a2x
2+a1x+a0 de degre´ n = 3, l’algorithme e´value
la formule suivante :
a(x) =
(








x+ (a0 − (a1 − 1) · a2)
)
.
Pour cet algorithme, le pre´conditionnement est rationnel (contrairement a` celui de la me´thode
de Knuth & Eve) et on peut donc le faire de manie`re exacte sur les rationnels. Donc, les ration-
nels αi et βi sont calcule´s exactement en Maple.
Il est a` noter que, comme Estrin, le sche´ma d’e´valuation peut eˆtre repre´sente´ sous la forme d’un
arbre binaire (Fig. 3.1). Le pre´conditionnement consiste alors en une descente dans l’arbre pour
la de´termination des coefficients, et l’e´valuation en une remonte´e de l’arbre.
3.4 Analyse de complexite´
En notant C(p) le couˆt de l’e´valuation d’un polynoˆme de degre´ n = 2p−1, on a, en sachant que
l’on connait les puissances de x (x2, x4, . . . , x2
p−1
) :{
C(1) = 1 addition
C(p) = 2C(p− 1) + 1 multiplication + 2 additions
Plus ge´ne´ralement, on peut observer que C(p) = n+12 − 1 multiplications, et
3n−1
2 additions. On
a, ici, conside´re´ que le polynoˆme a` e´valuer e´tait unitaire. Si cela n’est pas le cas, une multipli-
cation finale est ne´cessaire a` l’e´valuation pour revenir au polynoˆme initial, ce qui fait au plus
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n+1
2 multiplications. Finalement, log(n + 1)− 1 multiplications sont encore ne´cessaires pour le
calcul des puissances de x (x2,x4,. . .,x2
p−1
).
L’e´valuation d’un polynoˆme non unitaire par la me´thode de Paterson & Stockmeyer utilise
n+1
2 + log(n+ 1)− 1 multiplications et
3n−1
2 additions. Par exemple, pour n = 15, l’algorithme
utilisera au plus 11 multiplications et 22 additions, et pour n = 31, 20 multiplications et 46
additions. On a certes des additions supple´mentaires par rapport a` Horner, mais on fait chuter
le nombre de multiplications, notamment pour les degre´s e´leve´s. Cette strate´gie est particulie`re-
ment inte´ressante de`s que la multiplication est plus couˆteuse que l’addition, comme cela l’e´tait
auparavant, ou bien comme cela l’est actuellement sur des formats hybrides comme le format
double-double. Mais e´galement, comme Estrin, il est plus paralle`le que Horner.
3.5 Analyse des erreurs d’arrondi
On conside`re un polynoˆme a de degre´ 3 : a(x) = a3x
3+a2x
2+a1x+a0. Son sche´ma d’e´valuation
avec la me´thode de Paterson & Stockmeyer est le suivant :
a3 ·
(
(x2 + c) · (x+ a) + (x+ b)
)
,
les coefficients c, a et b e´tant calcule´s exactement puis arrondis au plus pre`s lors du pre´con-
ditionnement. De´roulons maintenant ce sche´ma d’e´valuation pour analyser l’effet des erreurs
d’arrondi dans le mode`le flottant standard :
1. r̂1 = (x+ a)<1> = x<1>+ a<1>
2. r̂2 = (x+ b)<1> = x<1>+ b<1>
3. r̂3 = (x× x<1>+ c)<1> = x
2<2>+ c<1>
4. r̂4 = (r̂3r̂1<1>+ r̂2)<1> = x
3<5>+ ax2<5>+ cx<2>+ bx<2>+ ca<2> + b<2>
5. r̂5 = (a3r̂4)<1> = a3x
3<6>+ a3ax
2<6>+ a3cx<3>+ a3bx<3>+ a3ca<3>+ a3b<3>
Il est a` noter que r̂5 est la valeur effectivement calcule´e pour a(x). On obtient :
r̂5 = a3x
3<6>+ a3ax
2<6>+ a3cx<3>+ a3bx<3>+ a3ca<3>+ a3b<3>
= a3x
3(1 + θ6) + a3ax
2(1 + θ6) + a3cx(1 + θ3) + a3bx(1 + θ3) + a3ca(1 + θ3) + a3b(1 + θ3)
Rappelons que, pour tout i, |θi| ≤ γ6. Donc, on obtient finalement pour l’erreur absolue :
|â− a(x)| ≤ |a3x
3 · θ6|+ |a3ax
2 · θ6|+ |a3cx · θ3|+ |a3bx · θ3|+ |a3ca · θ3|+ |a3b · θ3|
≤ γ6(|a3x
3|+ |a3ax
2|+ |a3cx|+ |a3bx|+ |a3ca|+ |a3b|)
≤ γ6.a˜(|x|),
ou` a˜(|x|) est le polynoˆme sous la forme de Paterson & Stockmeyer avec les coefficients αi et βj
en valeur absolue. De manie`re plus ge´ne´rale, on peut majorer les erreurs relative et absolue de
la manie`re suivante :







On peut observer que si αi ≥ 0 pour tout i, si βj ≥ 0 pour tout j, et si x ≥ 0, alors a˜(|x|)/|a(x)| =
1. Cependant, il ne paraˆıt pas e´vident a priori d’en de´duire des conditions suffisantes sur les
coefficients ai de de´part.
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3.6 Re´sultats nume´riques et observations
3.6.1 Similitude avec Estrin
On a pu observer que ce sche´ma s’inspire conside´rablement de la me´thode de Estrin en termes
de structure. Mais qu’en est-il en termes de pre´cision ?
On a ge´ne´re´ de manie`re ale´atoire un ensemble de polynoˆmes de degre´ 7 dont le proble`me d’e´va-
luation en x est aussi bien conditionne´ avec Paterson & Stockmeyer que avec Horner et Estrin
(ensemble 1), et on l’a compare´ a` un ensemble de polynoˆmes de degre´ 7 tire´s ale´atoirement
(ensemble 2). La figure 3.2 montre les erreurs relatives moyennes pour l’e´valuation par Pater-




















































Fig. 3.2 – Erreurs relatives moyennes pour l’e´valuation par Horner, Estrin et Paterson & Sto-
ckmeyer
On peut alors remarquer que lorsque le proble`me d’e´valuation est bien conditionne´ (ensemble
1), la me´thode de Paterson & Stockmeyer fournit une erreur relative du meˆme ordre de grandeur
que Horner ou Estrin, tout en restant un peu plus e´leve´e.
Cependant, on a pu remarquer que pour des polynoˆmes de degre´ e´leve´ (15, 31), l’erreur relative
moyenne e´tait beaucoup plus e´leve´e. Cela vient peut eˆtre du fait que plus le polynoˆme a un
degre´ e´leve´, plus le nombre de de´calages sera important et plus les de´calages successifs auront
un impact sur les coefficients αi et βj . Le proble`me de l’e´valuation du polynoˆme obtenu peut
alors eˆtre mal conditionne´, ce qui peut engendrer une erreur relative importante.
3.6.2 Faut-il que les polynoˆmes soient unitaires ?
On a observe´ que le polynoˆme, pour pouvoir eˆtre e´value´ par la me´thode de Paterson & Sto-
ckmeyer, devait eˆtre unitaire. On a e´value´ 200 polynoˆmes unitaires et 200 non unitaires sur
l’intervalle [2−9, 2−7]. On obtient les courbes de la figure 3.3.
On peut remarquer que, sur ces figures, l’erreur relative est plus faible pour l’e´valuation de
polynoˆmes unitaires que celle pour les polynoˆmes non unitaires. Ce n’est pas si e´tonnant puisque
lors de l’e´valuation de polynoˆmes non unitaires, on divise dans un premier temps tous les
coefficients du polynoˆme, en introduisant une premie`re erreur, puis on multiplie le re´sultat
obtenu par le coefficient de plus haut degre´ du polynoˆme initial, introduisant une nouvelle erreur.
L’e´valuation de polynoˆmes unitaires ne fait pas intervenir ces ope´rations, et par conse´quent
diminue l’erreur.
























































Fig. 3.3 – Erreurs relatives moyennes pour l’e´valuation Paterson & Stockmeyer




i. On a pu remarquer que si le polynoˆme est un polynoˆme  de´croissant ,
c’est a` dire si a0 > a1 > . . . > an, et qu’il de´croˆıt tre`s rapidement, l’e´valuation par l’algorithme
de Paterson & Stockmeyer sera tre`s peu pre´cise. En effet, si le coefficient an est beaucoup plus
faible que le coefficient a0, lorsque ce polynoˆme sera ramene´ au polynoˆme unitaire, chaque co-
efficient sera multiplie´ par 1an , qui lui est tre`s grand. Si les coefficients de degre´s faibles sont
grands, on pourra alors avoir un de´passement de capacite´, le quotient ne pourra alors pas eˆtre
repre´sente´ en machine dans le format conside´re´. Alors, l’e´valuation du polynoˆme ne pourra pas
eˆtre effectue´e. On s’est aperc¸u que pour remedier a` cela, on peut utiliser le polynoˆme re´ciproque
de a(x), c’est a` dire b(x) = xn × a(x−1).
L’e´valuation de a se fera de la manie`re suivante : on e´value y = x−1, puis b(y) avec l’algorithme
de Paterson & Stockmeyer, et enfin, on reconstruit a(x) via a(x) = xn × b(y). Le polynoˆme
re´ciproque pourra eˆtre de´termine´ pendant le pre´conditionnement, mais l’e´valuation ne´cessitera
5 multiplications supple´mentaires par rapport au couˆt de Paterson & Stockmeyer seul.
Les de´veloppements de Taylor de la plupart des fonctions e´le´mentaires usuelles ont cette struc-
ture de´croissante. Et il s’ave`re, en pratique, que cette me´thode est satisfaisante. Par exemple,
on conside`re les de´veloppements en se´ries de Taylor de la fonction cos(x), aux ordres 16 et 32.
Les polynoˆmes en x2 associe´s, de degre´ respectif 7 et 15, ont un coefficient de degre´ 0 e´gal a`
1, et leurs coefficients de´croissent rapidement. On a pu ve´rifier que l’e´valuation e´chouait si l’on
appliquait Paterson & Stockmeyer directement sur ces polynoˆmes.
Par contre, si l’on passe par l’e´valuation du polynoˆme re´ciproque, on obtient des re´sultats, en
termes d’erreur relative, comparables a` l’erreur de Horner (Fig. 3.4).
3.6.4 Algorithmes hybrides
Comme on a de´ja` pu l’observer pour l’algorithme de Knuth & Eve, l’utilisation d’un sche´ma
hybride avec une autre me´thode, notamment avec Horner ou Estrin, permet de compenser la
perte de pre´cision due a` l’utilisation de l’algorithme de Paterson & Stockmeyer. C’est notam-
ment comme cela que l’on a implante´ le logarithme ne´pe´rien dans CR-Libm.
Cette me´thode sera d’autant plus utile si le polynoˆme a` e´valuer est d’un degre´ n 6= 2p − 1.












































(b) polynoˆme de degre´ 15
Fig. 3.4 – Erreurs relatives pour l’e´valuation par la me´thode du polynoˆme re´ciproque
Si on e´value un polynoˆme de degre´ n > 2p − 1, on e´valuera le haut du polynoˆme de degre´
2p − 1 avec Paterson & Stockmeyer, puis le bas avec une autre me´thode (Horner ou Estrin).
Soit alors p maximum tel que m = 2p − 1 < n et soit a(x) = ah(x) × x
n−m + al(x), avec
ah(x) de degre´ m et al(x) de degre´ < n −m. Alors, on e´valuera la  partie haute  ah(x) avec
Paterson & Stockmeyer puis la  partie basse  al(x) avec Horner ou Estrin.
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Chapitre 4
Implantation dans CR-Libm
4.1 Fonctionnement de CR-Libm
4.1.1 Processus d’implantation d’une fonction e´le´mentaire
Dans CR-Libm, le processus d’implantation suit trois e´tapes.
Approximation polynomiale. On conside`re une fonction f a` e´valuer sur un intervalle I. La
premie`re e´tape consiste a` de´terminer un polynoˆme d’approximation a sur cet intervalle pour
cette fonction, avec la routine minimax du package numapprox de Maple ou l’algorithme de Re-
mez, par exemple. Le polynoˆme obtenu approche au mieux f sur I. Ensuite, les coefficients du
polynoˆme sont arrondis au plus pre`s dans le format conside´re´ pour pouvoir eˆtre repre´sentables
en machine. On introduit alors un premier type d’erreur : l’erreur d’approximation. Ceci est duˆ
au fait que le polynoˆme n’approche pas exactement la fonction f . En effet, a avec ces coefficients
non arrondis est juste un bon approximant de la fonction f obtenu sur I.
Implantation et test d’e´valuation. La deuxie`me e´tape consiste a` e´valuer le polynoˆme pre´-
ce´demment obtenu avec une ou plusieurs des me´thodes d’e´valuation pre´sente´es. Comme on a
pu l’observer, on introduit dans cette e´tape un deuxie`me type d’erreur : l’erreur d’e´valuation
ou erreur d’arrondi.
Preuve de la borne d’erreur. Une fois qu’on a trouve´ un sche´ma d’e´valuation valable pour
le polynoˆme a, on doit, en troisie`me e´tape, prouver que l’utilisation de ce sche´ma sur a fournira
une erreur relative infe´rieure a` une certaine borne. A` ce stade, on doit prendre en compte a` la fois
l’erreur d’approximation et les erreurs d’arrondi. Cette preuve est effectue´e avec le ge´ne´rateur
automatique de preuves Gappa [2].
4.1.2 E´valuation d’une fonction
L’e´valuation d’une fonction dans CR-Libm, plus particuli`erement du polynoˆme qui l’approche,
se fait en deux e´tapes. Une premie`re e´tape rapide permet de de´terminer rapidement un premier
re´sultat avec une erreur relative infe´rieure a` 2−60, ce qui est largement suffisant pour ensuite
arrondir correctement le re´sultat sur 53 bits (format double pre´cision). Si cette premie`re e´tape
e´choue, la seconde e´tape est une e´tape plus lente, qui e´value un polynoˆme de plus grand degre´,
et fournit un re´sultat avec une plus grande pre´cision, permettant de de´cider du re´sultat pour
les cas non re´solus dans la phase rapide. On voit alors que le temps total d’e´valuation d’une
fonction est :
T = Trapide + p · Tlente.
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ou` p est la probabilite´ de lancer la phase lente. Il s’ave`re que cette probabilite´ est proportionnelle
a` la pre´cision de la phase rapide : T = Trapide + 2
−60 · Tlente.
On s’e´tait fixe´ pour objectif, afin de tester les algorithmes efficaces e´tudie´s, d’acce´le´rer l’e´va-
luation comple`te de fonctions e´le´mentaires. On s’est donc restreint a` acce´le´rer la phase rapide,
tout en garantissant la meˆme pre´cision que celle actuelle.
4.2 Algorithme hybride pour le logarithme ne´pe´rien
Le premier polynoˆme sur lequel on a implante´ ces algorithmes efficaces a e´te´ le polynoˆme de la
phase rapide de la fonction logarithme ne´pe´rien, ln(x), de CR-Libm.
4.2.1 Comment est implante´ le logarithme ne´pe´rien ?
En phase rapide, le logarithme ne´pe´rien est approche´ par un polynoˆme de degre´ 7. Le coefficient
de degre´ 1 est e´gal a` 1. Le coefficient de degre´ 0 est une valeur lue dans une table au cours de
l’e´valuation, de´pendant de x [3]. Ce polynoˆme est ensuite e´value´ sur l’intervalle [−2−7, 2−7].
4.2.2 Solution propose´e
Sche´ma d’e´valuation. Actuellement, ce polynoˆme est e´value´ dans CR-Libm avec l’algorithme
de Estrin. Son coefficient de degre´ 1 e´tant e´gal a` 1, cette e´valuation ne´cessite 8 multiplications
et 7 additions. On a teste´ diffe´rents algorithmes et sche´mas d’e´valuation. Il s’est ave´re´ qu’un
d’entre eux permettait a` la fois d’eˆtre aussi pre´cis que celui de Estrin, mais e´galement plus
rapide. Il consiste alors a` utiliser un sche´ma hybride Paterson & Stockmeyer/Estrin.
L’ide´e est alors d’e´valuer le haut du polynoˆme par la me´thode de Paterson & Stockmeyer, et
le bas par la me´thode de Estrin, et finalement de de´terminer le re´sultat final a` partir des deux
re´sultats interme´diaires calcule´s inde´pendamment. On conside`re le polynoˆme a de degre´ 7. Son
sche´ma d’e´valuation par la me´thode de Paterson & Stockmeyer/Estrin est le suivant :
a(x) =
(
(x2 + α)(x+ β1) + (x+ β2)
)
x4 × a7 +
(
(c3x+ c2)x





, et α = a′5 − 1, β1 = a
′




6. Le pre´conditionnement consiste unique-
ment a` calculer α, β1 et β2. La figure 4.1 montre la premie`re courbe d’erreur relative obtenue
en pratique avec ce she´ma.
On peut s’apercevoir que ce sche´ma semble eˆtre aussi pre´cis que Estrin et que Horner. Et en
nombre d’ope´rations, il ne´cessite 7 multiplications et 8 additions, contrairement a` Estrin qui
ne´cessitait 8 multiplications et 7 additions.
Implantation et tests. Les tests de pre´cision ont e´te´ effectue´s avec succe`s. En termes de
performances, les tests ont e´te´ effectue´s sous environnement Linux sur un Pentium M 1.6 GHz,
avec les compilateurs gcc3.4 et gcc4.0. Le tableau 4.1 montre le nombre moyen de cycles, sur
10000 e´valuations, en arrondi au plus pre`s (mode d’arrondi par de´faut) pour les deux me´thodes.
On peut s’apercevoir, qu’en arrondi au plus pre`s, on gagne 5 cycles si le compilateur utilise´ est
gcc3.4 et 3 cycles avec gcc4.0.
Preuve Gappa. Gappa est un ge´ne´rateur automatique de preuves. Il permet par arithme´tique
d’intervalle de prouver, notamment, la borne d’erreur sur un algorithme.





















Fig. 4.1 – Erreur relative pour l’e´valuation du logarithme
CR-Libm
Estrin PS/Estrin
gcc-3.4 143 cycles 138 cycles
gcc-4.0 151 cycles 148 cycles
Tab. 4.1 – Comparatif des sche´mas d’e´valuation en nombre de cycles
On lui fournit le sche´ma d’e´valuation en exact et dans le format conside´re´, la valeur des pa-
rame`tres, et il retourne une borne sur l’erreur relative. Cette borne est prouve´e correcte, et
cette de´marche sert de preuve. La preuve du logarithme avec cet outil, pour ce nouveau sche´ma
d’e´valuation, garantit une erreur relative infe´rieure a` 2−62, comme celle fournit pour la me´thode
de Estrin pure.
Cette me´thode est donc aussi pre´cise et plus rapide que celle pre´ce´demment utilise´e (qui e´tait
de´ja` la plus rapide). A´ terme, elle sera donc inte´gre´e a` CR-Libm pour implanter le logarithme.
4.3 Acce´le´ration apporte´e a` la fonction arcsin(x)
4.3.1 Comment est implante´e la fonction arcsin(x) dans CR-Libm?
La fonction arcsin(x) est une fonction impaire de´finie sur le domaine [−1, 1]. On a alors arcsin(−x) = arcsin(x).
La fonction est alors uniquement e´value´e sur l’intervalle [0, 1].
Contrairement a` la fonction logarithme, arcsin(x) est approche´e par dix polynoˆmes. Plus par-
ticulie`rement, le domaine d’e´valuation est de´coupe´ en 10, et un polynoˆme d’approximation est
utilise´ sur chaque sous-domaine [4]. Le premier et le dernier polynoˆme sont de degre´ 9 et 17 res-
pectivement. Les huit autres polynoˆmes sont tous de degre´ 14. Ceci implique que dans CR-Libm,
trois sche´mas d’e´valuation uniquement sont utilise´s.
4.3.2 Pre´sentation des algorithmes utilise´s
Sche´ma d’e´valuation du premier polynoˆme. Le premier polynoˆme est un polynoˆme de
degre´ 9 e´value´ sur l’intervalle [0, 2−2.434403]. Jusqu’a` maintenant, ce polynoˆme e´tait e´value´ par
la me´thode de Horner. On a alors teste´ diffe´rents sche´mas d’e´valuation hybrides, a` partir des
algorithmes e´tudie´s. En terme de pre´cision, la plupart d’entre eux e´tait valable, mais en termes
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de rapidite´, le sche´ma retenu est un sche´ma hybride base´ sur l’algorithme de Knuth & Eve et
de Estrin.
On conside`re un polynoˆme de degre´ 9. Dans ce sche´ma, le haut du polynoˆme de degre´ 7 est
e´value´ avec Knuth & Eve et le bas avec Estrin. Ensuite, deux multiplications et une addition
sont ne´cessaires pour retourner le re´sultat final. De plus, afin de minimiser au maximum le
nombre d’ope´rations, le polynoˆme de degre´ 7 est e´value´ par Knuth & Eve avec un de´calage de
telle sorte que β0 soit nul. Le sche´ma d’e´valuation est le suivant :
a1(x) =
(
(a7(q0 + x)(y − α3) + β2)(y − α2) + β1
)
(y − α1)x
2 + (a1x+ a0).
Ce sche´ma ne´cessite alors 7 multiplications et 8 additions, contrairement a` 9 multiplications et
9 additions pour Horner.
Tests et preuve pour le premier polynoˆme. Comme pour le logarithme, la premie`re phase
de tests de pre´cision a e´te´ effectue´e avec succe`s. De plus, la preuve Gappa nous garantit une
erreur relative infe´rieure a` 2−60 (voire 2−101 si x est tre`s proche de ze´ro).
En terme de performances, le tableau 4.2 montre le nombre de cycles moyen pour 10000 e´va-
luations de arcsin(x) en arrondi au plus pre`s avec Horner et avec ce nouveau sche´ma. On peut
CR-Libm
Horner KE/Estrin
gcc-3.4 342 cycles 276 cycles
gcc-4.0 342 cycles 283 cycles
Tab. 4.2 – Comparatif des sche´mas d’e´valuation en nombre de cycles
remarquer qu’on a gagne´, avec le compilateur gcc3.4, 66 cycles soit 19%.
Les autres polynoˆmes de arcsin(x). L’e´valuation des autres polynoˆmes a e´te´ implante´e avec
la me´thode de Estrin. A l’heure d’aujourd’hui, les premiers tests de pre´cision ont e´te´ effectue´s
avec succe`s, et des tests ale´atoires plus complets ont e´te´ tourne´s pendant plus de six heures
avec succe`s e´galement. Il ne reste donc plus qu’a` prouver ces algorithmes avec Gappa. Autre-
ment, en termes de performances, l’utilisation de la me´thode de Estrin a e´galement diminue´ le
temps d’e´valuation. Le tableau 4.3 montre le nombre de cycles moyen pour 10000 e´valuations
de arcsin(x) en arrondi au plus pre`s avec Horner et les trois nouveaux sche´mas implante´s. On
CR-Libm
Horner KE/Estrin
gcc-3.4 342 cycles 259 cycles
gcc-4.0 342 cycles 269 cycles
Tab. 4.3 – Comparatif des sche´mas d’e´valuation en nombre de cycles
pu finalement observer qu’avec l’utilisation des trois nouveaux sche´mas, on a gagne´, avec le
compilateur gcc3.4, 83 cycles soit environ 24%.
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Conclusion et perspectives
Dans ce rapport, on a e´tudie´ deux me´thodes d’e´valuation a` base de pre´conditionnement, la
me´thode de Knuth & Eve et la me´thode de Paterson & Stockmeyer, et on les a compare´es aux
me´thodes usuelles de Horner et de Estrin.
La me´thode de Knuth & Eve permet d’e´valuer un polynoˆme avec un sche´ma d’e´valuation proche
de celui de Horner. Apre`s une e´tude de cet algorithme, on a pu observer l’importance du de´-
calage dans le pre´conditionnement. On a dans un premier temps analyse´ de manie`re the´orique
que, si lors du pre´conditionnement on ne faisait pas de de´calage du polynoˆme initial, la borne
d’erreur de Knuth & Eve e´tait la meˆme que celle de Horner. Et en pratique, on a pu observer
des cas ou`, sans de´calage, l’e´valuation du polynoˆme fournissait une erreur maximale comparable
a` celle de Horner, voire meilleure. Toujours a` propos du de´calage, Knuth et Eve ont propose´
des me´thodes permettant de le de´terminer. Mais on a pu observer que les de´calages de´termine´s
par ces deux me´thodes ne sont pas optimaux. En effet, ce sont des de´calages qui garantissent
effectivement le bon de´roulement de l’algorithme, mais qui peuvent entraˆıner une augmentation
des erreurs par rapport a` celles pour la me´thode de Horner. D’autres de´calages plus faibles (ou
plus e´leve´s suivant le sens du de´calage) peuvent eˆtre bien meilleurs.
De plus, dans la me´thode de Knuth, le de´calage obtenu est de telle sorte que le coefficient β0
calcule´ par l’algorithme est nul. Certes, cette technique est inte´ressante du point de vue du
nombre d’ope´rations (on gagne une addition) et par conse´quent de la rapidite´ de l’algorithme,
et elle a d’ailleurs e´te´ utilise´e dans l’implantation de la fonction arcsin(x) de CR-Libm. Mais
en ce qui concerne la pre´cision, cette me´thode n’est pas optimale et fournit ge´ne´ralement des
erreurs relativement importantes. De manie`re ge´ne´rale, on a en fait pu observer que plus le
de´calage e´tait faible, plus l’erreur relative e´tait e´galement faible.
Toujours a` propos de ce premier algorithme, on a pu observer l’importance e´galement du choix
de la permutation des αi. Knuth intuitait le fait que le choix de la permutation pouvait influer
sur la pre´cision de l’algorithme. En pratique, on a pu observer effectivement que suivant la
permutation, pour un polynoˆme donne´, l’erreur relative par Knuth & Eve pouvait varier consi-
de´rablement.
La me´thode de Paterson & Stockmeyer permet l’e´valuation d’un polynoˆme avec un sche´ma
d’e´valuation inspire´ de celui de Estrin. On a pu observer que si le proble`me d’e´valuation d’un
polynoˆme est bien conditionne´ avec Paterson & Stockmeyer, l’erreur relative est comparable a`
celle de Horner et Estrin. De plus, lorsque les polynoˆmes sont unitaires, l’erreur relative moyenne
est plus faible que dans le cas de l’e´valuation de polynoˆmes non unitaires.
Par ailleurs, on a pu observer que, lorsque le polynoˆme est de´croissant et de´croit tre`s rapidement,
cet algorithme peut devenir tre`s impre´cis. La me´thode que l’on a utilise´e pour re´soudre ce
proble`me consiste a` e´valuer le polynoˆme re´ciproque, puis a` reconstruire le re´sulat final. Cette
me´thode fournit des re´sultats satisfaisants, au de´triment de multiplications supple´mentaires.
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D’aute part, on a pu observer en pratique l’inte´reˆt des sche´mas hybrides, comme celui utilise´
dans l’implantation du logarithme ou bien du premier polynoˆme de arcsin(x). Ces sche´mas ont
pour objectif d’e´valuer le haut d’un polynoˆme avec une me´thode rapide mais e´ventuellement
peu pre´cise, puis de  rattraper  l’erreur en terminant l’e´valuation (partie basse) avec une
me´thode plus pre´cise, comme Horner voire Estrin. En pratique, ces sche´mas fournissent un bon
compromis pre´cision/rapidite´.
Pour finir, on a pu observer la difficulte´, pour l’algorithme de Knuth & Eve, de de´terminer la
meilleure combinaison de´calage/permutation. Il pourrait alors eˆtre inte´ressant d’automatiser ce
processus. Ceci acce´le´rerait conside´rablement le temps de conception d’un sche´ma d’e´valuation.
Autrement, il pourrait e´galement eˆtre inte´ressant d’e´tendre les travaux de N. Louvet sur le
sche´ma de Horner compense´ a` la me´thode de Knuth & Eve. Cette me´thode permet de re´cupe´rer
l’erreur effectue´e au cours des calculs de la me´thode de Horner, au de´triment de quelques
ope´rations supple´mentaires. On pourrait alors observer dans quelle mesure on reste plus rapide
que Horner malgre´ la compensation.
Finalement, il pourrait eˆtre inte´ressant de tester ces algorithmes sur des architectures spe´cifiques,
comme notamment des architecture sans aucun paralle`lisme ni pipeline pour la me´thode de
Knuth & Eve, ou bien justement sur des architectures vraiment paralle`les pour la me´thode de
Paterson & Stockmeyer.
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