Abstract-This paper investigates global asymptotic stability (GAS) and global exponential stability (GES) of a class of continuous-time recurrent neural networks. First, we introduce a necessary and sufficient condition for existence and uniqueness of equilibrium of the neural networks with Lipschitz continuous activation functions. Next, we present two sufficient conditions to ascertain the GAS of the neural networks with globally Lipschitz continuous and monotone nondecreasing activation functions. We then give two GES conditions for the neural networks whose activation functions may not be monotone nondecreasing. We also provide a Lyapunov diagonal stability condition, without the nonsingularity requirement for the connection weight matrices, to ascertain the GES of the neural networks with globally Lipschitz continuous and monotone nondecreasing activation functions. This Lyapunov diagonal stability condition generalizes and unifies many the existing GAS and GES results. Moreover, two higher exponential convergence rates are estimated.
I. INTRODUCTION

I
N this paper, we consider a continuous-time recurrent neural network (RNN) model as follows: (1) where is a state vector, is a constant diagonal matrix with , is a constant connection weight matrix, is an constant input vector, and is a vector-valued nonlinear activation function from to . This model can be found in [1] and [2] . In addition, (1) includes [3, model (4) ] as a special case.
The RNN model (1) is widely applied to solve various optimization problems such as the linear variational inequality problem (VIP) that contains linear and convex quadratic programming problems and linear complementary problems as special cases [3] - [5] . In solving an optimization problem, the equilibrium of the RNN model is also the optimum of the objective function subject to constraints. Due to this desirable property, exploring the global asymptotic stability (GAS) and global exponential stability (GES) of the RNN model (1) is a very important topic.
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The Two basic approaches are available for exploring the GAS and GES of the RNN model (1) . In the first approach, the RNN model (1) is analyzed directly. For example, in [25] , the GES of the RNN model is obtained for bound-constrained linear VIP with positive definite matrices, under the condition that the unique equilibrium of the RNN model also satisfies a linear equation. In the second approach, under the conditions that and is nonsingular, by using , the model (1) is transformed to (2) Recently, the GAS and GES of the RNN model (2) have received much attention; e.g., see [4] - [25] . It was proved that the necessary and sufficient condition for absolute stability (ABST) of the neural network (2) with a symmetric connection weight matrix and a sigmoid activation function is that is negative semidefinite [6] . The ABST result was extended to the absolute exponential stability (AEST) in [13] . With globally Lipschitz continuous and monotone nondecreasing activation functions, Lyapunov diagonal stability (LDS) results was reported in [7] . The LDS result for the GES was extended in [19] . It is shown in [15] and [16] that the LDS result extends many existing conditions in the literature, such as -matrix characteristic [18] , lower triangular structure [4] , negative semidefiniteness [5] , diagonal stability [9] , diagonal semistability [10] , and the sufficient conditions in [1] , [8] , [12] and [17] . All of these existing GAS and GES results for the RNN model (2) can be applied to the RNN model (1) when and are commutative and is nonsingular. For example, a special case of the RNN model (1) was presented in [23] for solving the box-constrained linear VIP and was shown to be globally exponentially convergent under appropriate conditions. The box-constrained set may be bounded or unbounded. If bounded, the linear VIP with box constraints becomes a bound-constrained linear VIP. The GES of the RNN model for solving the box-constrained quadratic programming was investigated in [3] . The GES results in both [3] and [23] are subject to the nonsingularity condition of the connection weight matrix in the RNN model. However, when or is singular, whether or not the existing GAS and GES results for the RNN model (2) are effective for the RNN model (1) needs to be explored since two models are not equivalent in this case.
This paper is concerned with the GAS and GES of the continuous-time RNN model (1) . A necessary and sufficient condition for existence and uniqueness of equilibrium of the neural network is first introduced. Two sufficient conditions for the GAS of the neural networks with globally Lipschitz continuous and monotone nondecreasing activation functions are then given. Two GES results for the neural networks, whose activation functions may or may not be monotone nondecreasing, are also discussed. A Lyapunov diagonal stability condition for the GES of the neural networks with globally Lipschitz continuous and monotone nondecreasing activation functions is provided, without nonsingularity requirement for the connection weight matrices. This Lyapunov diagonal stability condition generalizes and unifies the previously obtained conditions for the RNN models in [3] , [23] , [25] . In addition, two higher exponential convergence rates are derived.
The remainder of this paper is organized as follows. In Section II, some preliminaries are presented for RNNs. In Section III, the existence and uniqueness of the equilibrium are studied. GAS and GES of neural networks are discussed in Sections IV and V, respectively. Illustrative examples are given in Section VI. Finally, concluding remarks are made in Section VII.
II. PRELIMINARIES
In the following, let denote the class of globally Lipschitz continuous (g.l.c.) and monotone nondecreasing activation functions; that is, those satisfying that there exist such that and
As shown in [20] and [21] , the capacity of an associative memory model can be remarkably improved by replacing the usual sigmoid activation functions with nonmonotonic activation functions. Hence, it seems that for some purpose, nonmonotonic (and not necessarily smooth) functions might be better candidates for neuron activation functions in designing and implementing artificial neural networks. In fact, in many electronic circuits, amplifiers with neither monotone increasing nor continuously differentiable input-output functions are frequently adopted. Motivated by these, some recent results [22] and [24] discussed the GAS or GES of the neural networks whose activation functions may or may not be differentiable and monotone.
When monotonicity of the activation functions is not required, let denote the class of g.l.c. activation functions; that is, those satisfying that there exist such that (4 ([16] and [28] ): Let be an matrix with nonpositive off-diagonal elements. Then, each of the following conditions is equivalent to the statement " is a nonsingular -matrix".
: All principal minors of are positive. : The real part of each eigenvalue of is positive.
: The diagonal elements of are all positive and there exists a positive diagonal matrix such that is strictly diagonal row-dominant; that is : The diagonal elements of are all positive and there exists a positive diagonal matrix such that is strictly diagonal column-dominant; that is : There exists a positive diagonal matrix such that is positive definite; that is, .
III. EXISTENCE AND UNIQUENESS OF EQUILIBRIUM
To discuss the GAS and GES of the RNN model (1), the existence and uniqueness of equilibrium of the RNN model (1) are prerequisites. The ensuing result will provide a necessary and sufficient condition for the existence and uniqueness of equilibrium of the RNN model (1). , and and are as in (3) and (4), respectively.
In Theorem 1, or , nonsingularity of is actually equivalent to stability of , (i.e., all eigenvalues of are located in the left part of the complex plane). Thus, once is nonsingular or stable for any admissible , then the RNN model (1) has a unique equilibrium . By means of the coordinate translation , (1) can be put into the equivalent form (6) where , , and is defined by (7) We have and when (or, when ). Let where satisfies
We can see that when and when . From (6) it follows that (8) By the above analysis, we make a remark as follows.
Remark 1: If is nonsingular or stable for any admissible , then the RNN model (1) has a unique equilibrium for any given . In this case, the GAS and GES of the RNN model (1) at is equivalent to that of the model (6) or (8) at .
IV. GLOBAL ASYMPTOTIC STABILITY
Lemma 1: Let . If there exists a positive definite matrix such that is negative definite for any with , then the RNN model (1) is GAS.
Proof: As for any , it follows that is a stable matrix. From Remark 1, the RNN model (1) has a unique equilibrium for any and we only need to consider (8) for the GAS. Define a Lyapunov function . Computing the time derivative of along the positive half trajectory of (8) yields in view that for any admissible . This shows that (8) is GAS at . As a result, the equilibrium of the RNN model (1) is GAS. Since it is not straightforward to verify the condition for any admissible especially for a large-scale neural network, we introduce two more testable methods.
Let
Then, can be rewritten as .
Theorem 2: Let . The RNN model (1) is GAS if there exists a positive definite matrix such that (10) and (11) Proof: Since in view of (10), (11) and , Theorem 2 easily follows from Lemma 1.
Next, suppose and as in the RNN models for solving the linear VIP [3] , [23] and [25] . We supply a result as follows.
Theorem 3: Let and . The RNN model (1) is GAS if there exists a positive definite matrix such that (12) and there exists such that where is defined in (9) . Proof: Since the condition is equivalent to the condition , if there exists a such that for any admissible , then the conclusion in Lemma 1 also holds. Now compute (13) In view of (12), (13) , and , when it easily follows that when it easily follows that . This condition generalizes the existing results such as -matrix characteristic [18] , lower triangular structure [4] , negative semidefiniteness [5] , diagonal stability [9] , diagonal semistability [10] , and the sufficient conditions in [1] , [8] , [12] , [17] . Now one problem is raised: Can the condition guarantee that the RNN model (1) is GES for any ? In the following, we will answer this question for one special case. (20) where , the diagonal matrix , and Define . Then, is a closed box set. The model (20) can be applied to solve the linear VIP (see, [3] , [23] , and [25] ); that is, determining a vector in a nonempty closed convex set such that (21) When is a closed box set defined above, which may be bounded or unbounded, the linear VIP is called box-constrained. When the box set is bounded, the linear VIP is called bound-constrained.
Comparing (20) with (1) . In view of Theorem 6, we know that the RNN model (20) has a unique GES equilibrium at the convergence rate of at least (25) where is as in (43) and rewritten by (26) To solve bound-constrained linear VIP, the exponential convergence of the RNN model (20) is explored in [3] and [25] . When the matrix is real, symmetric, and positive definite, a GES result of the RNN model (20) is given in [3] provided that the matrix is nonsingular (see Theorem 5 in [3] ). By using the symmetric part of the matrix , i.e., , instead of in Theorem 5 in [3], we can see that when the symmetric or nonsymmetric matrix is positive definite, the above GES result is still effective for the RNN model (20) is not an eigenvalue of . In [25] , the exponential convergence of the RNN model (20) in the bound-constrained case is also studied. When with and is positive definite, it is proved that all the network trajectories starting from the bound-constrained set will exponentially converge to the unique equilibrium , provided that the equilibrium satisfies the linear equation (see Theorem 2 in [25] ). If a positive half trajectory starts from the outside of the bounded set , it will converge to the set exponentially. However, the convergence of these trajectories starting from the outside of to the equilibrium is not guaranteed in [25] unless each of these trajectories is shown to enter the set within some finite time. Furthermore, when is a nonzero vector, for any given positive definite matrix , there exists a set of vector with Lebesgue measure of infinity in such that for any . In fact, for any given positive definite matrix , the vector does not belong to the bounded set if only (27) where is in (43) and rewritten by and and are as in (24) . As shown in (45), in (26) is less than or equals to above. Hence, in (25) is greater than or equals to above.
Based on the above discussions on exponential convergence of the RNN model (20) , we make a remark as follows.
Remark 4: Corollary 1 generalizes and unifies all the previously obtained results on the exponential convergence of the RNN model (20) given in [3] , [23] , [25] . Furthermore, the obtained lower bound on the rate of convergence in Corollary 1 is higher than the lower bound which is described in (27) in [23] . It is worth noting that the matrix is required to be nonsingular in order to obtain the lower bound on the rate of exponential convergence in [23] . However, the lower bound on the rate of exponential convergence in Corollary 1 is always effective no matter whether is nonsingular. (20) is GES at the convergence rate of at least (28) which is strictly monotone increasing with respect to , is less than 1/2, and approaches to 1/2 arbitrarily as approaches to . Remark 5: As given in Theorem 7, the exponential convergence rate and as . can approach to 1/2 arbitrarily by adjusting parameter . However, putting into (23), we can see that as and consequently, the exponential convergence rate in (22) approaches to 0 as . Therefore, when is large enough, the convergence rate derived in Theorem 7 is higher than the convergence rate in Corollary 1. is not positive definite and its eigenvalues are 0.7 and 1.3. Hence, Theorems 1 and 2 in [25] can not be used to ascertain the GAS or GES of this neural network when . When or is singular. Consequently, Theorem 3 in [23] is not applicable either to analyze the GES of this neural network. Let . Then, it can be seen that ; that is, . Based on Corollary 1, given any and any , this neural In terms of the exponential convergence rate in (27) , we have where In terms of the exponential convergence rate in (28), we have Fig. 2 shows a comparison among , and . We can see that for any given , for any given , is strictly monotone increasing with respect to , and approaches to 1/2 by adjusting parameter . Let , and initial condition . Fig. 3 shows the positive half trajectories of the neural network with three different parameters . We can see that all of three trajectories exponentially converge to the unique equilibrium (i.e., the unique solution of Problem (21) where ) and the convergence rate increases as increases. The monotonicity of the convergence rates of trajectories is in accordance with the monotonicity of above.
VI. ILLUSTRATIVE EXAMPLES
VII. CONCLUDING REMARKS
In this paper, we analyze the GAS and GES of a class of continuous-timeRNNs with globally Lipschitz continuous activation functions. After introducing a necessary and sufficient condition for existence and uniqueness of equilibrium of the neural networks, we first present two sufficient conditions for the GAS of the neural networks with globally Lipschitz continuous and monotone nondecreasing activation functions. Next, give two GES conditions for the neural networks with or without nondecreasing monotonicity in activation functions. With glob-ally Lipschitz continuous and monotone nondecreasing activation functions, we also provide a LDS condition for the GES of the neural networks without nonsingularity requirement for the connection weight matrices. This LDS condition generalizes and unifies the previously obtained results. Moreover, two higher exponential convergence rates are derived. APPENDIX THE PROOFS OF THEOREMS 1, 4, 5, 6, AND 7
A. Proof of Theorem 1
We only consider . When , the reasoning is similar.
B. Necessity
Suppose that is singular for some diagonal matrix with . Now construct each as Then, the equation characterizing the equilibrium becomes which either has infinitely many solutions or no solution depending on whether is in the range space of or not. A contradiction occurs.
C. Sufficiency
We first show the existence of the equilibrium given that is nonsingular for any admissible . The existence is proven by induction on . When , the equilibrium satisfies (29) Because is a nondecreasing function and satisfies (3), there exists such that Since , the solution of (29) is Now assume the existence of the equilibrium for a neural network of order . We aim to prove the existence of the equilibrium for an th-order neural network. We partition , , , , 
D. Proof of Theorem 4
Comparing conditions (14)- (16) with conditions , and in Definition 3, respectively, we can see that is nonsingular for any with . Thus, in view of Remark 1 any one of conditions (14)- (16) can guarantee that the RNN model (1) has a unique equilibrium for any . In the following, we will focus on the equivalent system (8) where with .
E. Case a
Condition (14) (1) is GES at the equilibrium .
F. Case b
Condition (15) . This actually shows that (8) is GES at ; that is, the RNN model (1) is GES at the equilibrium .
G. Case c
Condition (16) 
H. Proof of Theorem 5
Comparing conditions (17)- (19) with conditions , and in Definition 3, respectively, we can see that is nonsingular for any with . Thus, in view of Remark 1 any one of conditions (17)- (19) can guarantee that the RNN model (1) has a unique equilibrium for any . In the following, we will focus on the equivalent system (8) where with .
I. Case a
Condition (17) ; that is, the RNN model (1) is GES at the equilibrium .
J. Case b
Condition (18) ; that is, the RNN model (1) is GES at the equilibrium .
L. Proof of Theorem 6
Since , we know that there exists a matrix such that . Then, i) given any , we have which shows that is stable or nonsingular and consequently is nonsingular; ii) given any where there exists at least some , without loss of generality, assume , and . Partition , , as respectively. Similar to case i), we can deduce that is nonsingular. So, is nonsingular. In terms of i) and ii), the condition can ensure that is nonsingular for any satisfying . Given any , according to Theorem 1, the RNN model (1) has a unique equilibrium. Hence, in the following, we will focus on the equivalent system (6).
Since , we have
We consider the following Lyapunov function (37) with any fixed number , is as in (7), and
Computing the time derivative of along the positive half trajectory of (6) 
Since the second term on the right-hand side of (37) is nonnegative based on the first inequality of (36), in view of (36) and (37) we have (from the second inequality of (36) 
M. Proof of Theorem 7
Given any , any , and any diagonal matrix . Since , according to Corollary 1, the RNN model (20) has a unique GES equilibrium and hence (6) is GES at . In this case, (6) can be rewritten as
where . Now, we give a new lower bound on the rate of convergence. Let
and (48)
It is easy to see that , and where is as in (28) . Then, from it follows that
We introduce a Lyapunov function as follows: (50) with (51) Computing the time derivative of along the positive half trajectory of (47) 
