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Abstract
Other than vector representations, the direct objects of human cognition are generally
high-order tensors, such as 2D images and 3D textures. From this fact, two interesting
questions naturally arise: How does the human brain represent these tensor perceptions
in a “manifold” way, and how can they be recognized on the “manifold”? In this paper,
we present a supervised model to learn the intrinsic structure of the tensors embedded
in a high dimensional Euclidean space. With the fixed point continuation procedures,
our model automatically and jointly discovers the optimal dimensionality and the rep-
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resentations of the low dimensional embeddings. This makes it an effective simulation
of the cognitive process of human brain. Furthermore, the generalization of our model
based on similarity between the learned low dimensional embeddings can be viewed
as counterpart of recognition of human brain. Experiments on applications for object
recognition and face recognition demonstrate the superiority of our proposed model
over state-of-the-art approaches.
1 Introduction
In one paper by Seung and Lee (2000), the authors state that the human brain rep-
resents real world perceptual stimuli in a manifold way – encoding high dimensional
signals in an intrinsically low dimensional structure. At the same time of their work
and later on, numerous manifold learning algorithms, such as isometric feature map-
ping (Isomap) (Tenenbaum et al., 2000) and locally linear embedding (LLE) (Roweis
and Saul, 2000), were proposed for discovering the manifold structure of data embed-
ded in a high dimensional space. Most of these manifold learning methods can be
applied to vector representations of signals, and yield acceptable performance for visu-
alization and recognition. However, in contrast, humans can perceive not only vector
representations of signals (one-order tensors), but also high order representations (high-
order tensors), such as 2D images and 3D textures. More importantly, humans can in
general perform high accuracy recognition based on learned patterns, i.e. recognizing
objects and faces. From this fact, two questions naturally arise: How does the human
brain learn the intrinsic manifold structure of the tensor representations, and how does
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it recognize new patterns based on the learned manifold structure?
To solve these two questions, some researchers try to extend traditional vector
representation-based dimensionality reduction approaches to the applications related
to high order tensors. Specifically, some representative tensor dimensionality reduction
approaches include (Yang et al., 2004; Ye et al., 2004) and (Wang et al., 2007). These
approaches can learn the low dimensional representations of tensors in either an un-
supervised or a supervised way. In particular, the approach presented in (Wang et al.,
2007) is theoretically guaranteed to converge to a local optimal solution of the learning
problem. However, one common issue of these approaches exists: the dimensionality of
the low dimensional tensor space must be manually specified before these approaches
are applied. Therefore, these approaches may not necessarily lead to the genuine mani-
fold structure of the tensors.
To exploit the questions above and overcome the shortage of previous approaches,
in this paper, we propose a novel tensor dimensionality reduction method, called large
margin low rank tensor analysis (LMLRTA). LMLRTA is aimed at learning the low
dimensional representations of tensors using techniques of multi-linear algebra (North-
cott, 1984) and graph theories (Bondy and Murty, 1976). Compared to traditional vec-
tor representation-based dimensionality reduction approaches, LMLRTA can take any
order of tensors as input, including 1D vectors (one-order tensor), 2D matrices (two-
order tensor), and more. This guarantees the feasibility of that one can use LMLRTA
to simulate the way how human brain represents perceived signals, such as speech,
images and textures. Furthermore, unlike previous tensor dimensionality reduction ap-
proaches (Yang et al., 2004; Ye et al., 2004; Wang et al., 2007), which can only learn
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the low dimensional embeddings with a priori specified dimensionality, LMLRTA can
automatically learn the optimal dimensionality of the tensor subspace. This guarantees
LMLRTA to be an intelligent method to simulate the way of human perception. Besides,
for the recognition of new coming patterns, we employ similarity between the learned
low dimensional representations as measurement, which corresponds to the way how
the human brain recognize new objects (Rosch, 1973).
The rest of this paper is organized as follows. In Section 2, we provide an brief
overview of previous work on dimensionality reduction. In Section 3, we present our
proposed model, LMLRTA, in detail, including its formulation and optimization. Par-
ticularly, we theoretically prove that LMLRTA can converge to a local optimal solution
of the optimization problem. Section 4 shows the experimental results on real world
applications, including object recognition and face recognition, which are related to
problems with respect to 2D tensors and 3D tensors, respectively. We conclude this
paper in Section 5 with remarks and future work.
2 Previous work
In order to find the effective low dimensional representations of data, many dimension-
ality reduction approaches have been proposed in the areas of pattern recognition and
machine learning. The most representative approaches are principal component analy-
sis (PCA) and linear discriminant analysis (LDA) for the unsupervised and supervised
learning paradigms, respectively. They are widely used in many applications due to
their simplicity and efficiency. However, it is well known that both of them are optimal
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only if the relation between the latent and the observed space can be described with
a linear function. To address this issue, nonlinear extensions based on kernel method
have been proposed to provide nonlinear formulations, i.e. kernel principal compo-
nent analysis (KPCA) (Scho¨lkopf et al., 1998) and generalized discriminant analysis
(GDA) (Baudat and Anouar, 2000).
Since about a decade ago, many manifold learning approaches have been proposed.
These manifold learning approaches, including isometric feature mapping (Isomap) (Tenen-
baum et al., 2000) and locally linear embedding (LLE) (Roweis and Saul, 2000), can
faithfully preserve global or local geometrical properties of the nonlinear structure of
data. However, these methods only work on a given set of data points, and cannot be
easily extended to out-of-sample data (Bengio et al., 2003). To alleviate this problem,
locality preserving projections (LPP) (He and Niyogi, 2003) and local fisher discrim-
inant analysis (LFDA) (Sugiyama, 2007) were proposed to approximate the manifold
structure in a linear subspace by preserving local similarity between data points. In par-
ticular, Yan et al. proposed a general framework known as graph embedding for dimen-
sionality reduction (Yan et al., 2007). Most of the spectral learning-based approaches,
either linear or nonlinear, either supervised or unsupervised, are contained in this frame-
work. Furthermore, based on this framework, the authors proposed the marginal Fisher
analysis (MFA) algorithm for supervised linear dimensionality reduction. In the re-
search of probabilistic learning models, Lawrence (2005) proposed the Gaussian pro-
cess latent variable models (GPLVM), which extends PCA to a probabilistic nonlinear
formulation. Combining a Gaussian Markov random field prior with GPLVM, Zhong
et al. (2010) proposed the Gaussian process latent random field model, which can be
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considered as a supervised variant of GPLVM. In the area of neural network research,
Hinton and Salakhutdinov (2006) proposed a deep neural network model called au-
toencoder for dimensionality reduction. To exploit the effect of deep architecture for
dimensionality reduction, some other deep neural network models were also introduced,
such as deep belief nets (DBN) (Hinton et al., 2006), stacked autoencoder (SAE) (Ben-
gio et al., 2006) and stacked denoise autoencoder (SDAE) (Vincent et al., 2010). These
studies show that deep neural networks can generally learn high level representations
of data, which can benefit subsequent recognition tasks.
All of the above approaches assume that the input data are in the form of vectors. In
many real world applications, however, the objects are essentially represented as high-
order tensors, such as 2D images or 3D textures. One have to unfold these tensors into
one-dimensional vectors first before the dimensionality reduction approaches can be
applied. In this case, some useful information in the original data may not be sufficiently
preserved. Moreover, high-dimensional vectorized representations suffer from the curse
of dimensionality, as well as high computational cost. To alleviate these problems,
2DPCA (Yang et al., 2004) and 2DLDA (Ye et al., 2004) were proposed to extend
the original PCA and LDA algorithms to work directly on 2D matrices rather than 1D
vectors. In recent years, many other approaches (Yan et al., 2007; Tao et al., 2007; Fu
and Huang, 2008; Liu et al., 2012, 2010) were also proposed to deal with high-order
tensor problems. In particular, Wang et al. (2007) proposed a tensor dimensionality
reduction method based on the graph embedding framework, which is proved that it
is the first method to give a convergent solution. However, as described before, all
these previous tensor dimensionality reduction approaches have a common shortage:
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the dimensionality of the low dimensional representations must be specified manually
before the approaches can be applied.
To address the above issues existing in both vector representation-based and tensor
representation-based dimensionality reduction approaches, in this paper, we propose
our novel method for tensor dimensionality reduction, called large margin low rank
tensor analysis (LMLRTA). LMLRTA is able to take any order of tensors as input, and
automatically learn the dimensionality of the low dimensional representations. More
importantly, these merits make it an effective model to simulate the way how human
brain represents and recognizes perceived signals.
3 Large margin low rank tensor analysis (LMLRTA)
In this section, we first introduce the used notation and some basic terminologies on
tensor operations (Kolda and Bader, 2009; Dai and Yeung, 2006). And then, we detail
our model, LMLRTA, including its formulation and optimization. Theoretical analyses
to LMLRTA, such as its convergence, are also presented.
3.1 Notation and terminologies
We denote vector by using bold lowercase letter, such as v, matrix by using bold up-
percase letter, such as M, and tensor by using calligraphic capital letter, such as A.
Suppose A is a tensor of size I1 × I2 × · · · × IL, the order of A is L and the lth di-
mension (or mode) of A is of size Il. In addition, we denote the index of a single entry
within a tensor by subscripts, such as Ai1,...,iL .
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Definition 1 The scalar product 〈A,B〉 of two tensors A,B ∈ RI1×I2×···×IL is defined
as 〈A,B〉 = ∑i1 · · ·∑iL Ai1,...,iLB∗i1,...,iL , where ∗ denotes complex conjugation. Fur-
thermore, the Frobenius norm of a tensor A is defined as ‖A‖F =
√〈A,A〉.
Definition 2 The l-mode product of a tensor A ∈ RI1×I2×···×IL and a matrix U ∈
RJl×Il is an I1×· · ·×Il−1×Jl×Il+1×· · ·×IL tensor denoted asA×lU, where the corre-
sponding entries are given by (A×lU)i1,...,il−1,jl,il+1,...,iL =
∑
il
Ai1,...,il−1,il,il+1,...,iLUjlil .
Definition 3 LetA be an I1×I2×· · ·×IL tensor and (pi1, . . . , piL−1) be any permutation
of the entries of the set {1, . . . , l− 1, l+ 1, . . . , L}. The l-mode unfolding of the tensor
A into an Il ×
∏L−1
k=1 Ipik matrix, denoted as A
(l), is defined by A ∈ RI1×I2×···×IL ⇒l
A(l) ∈ RIl×∏L−1k=1 Ipik , where A(l)ilj = Ai1,...,iL with j = 1 +∑L−1k=1 (ipik − 1)∏k−1kˆ=1 Ipikˆ.
Definition 4 Themulti-linear rank of a tensor is a set of nonnegative numbers, (r1, r2, . . . , rL),
such that
rl = dim(R(A(l)) = rank(A(l)), l = 1, 2, . . . , L
where R(A) = {f |f = Az} is the range space of the matrix A, and rank(A) is the
matrix rank.
Multi-linear rank of tensors is elegantly discussed in (de Silva and Lim, 2008), as
well as other rank concepts. In this paper, we only focus on multi-linear rank of tensors
and call it “rank” for short.
3.2 Formulation of LMLRTA
As pointed out by researchers in the area of cognitive psychology that humans learn
based on the similarity of examples (Rosch, 1973), here, we formulate our model based
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on the local similarity between tensor data. In addition, thanks to the existence of
many “teachers”, we can generally obtain the categorical information of the examples
before or during learning. Take, for example, the moment when someone introduces an
individual to his friend. His friend will probably remember the name of the individual
first, and then her or his face and voice. In this case, name of the individual corresponds
to a categorical label, whilst her or his face and voice are features to perceive. In the
same way, we formulate our learning model in a supervised scheme.
Given a set of N tensor data, {A1, . . . ,AN} ∈ RI1×...×IL , with the associated class
labels {y1, . . . ,yN} ∈ {1, 2, . . . , C}, where L is the order of the tensors and C is the
number of classes, we learn L low rank projection matrix Ul ∈ RJl×Il (Jl ≤ Il, l =
1, . . . , L), such that N embedded data points {B1, . . . ,BN} ∈ RJ1×...×JL can be ob-
tained as Bi = Ai ×1 U1 ×2 . . .×L UL. The objective function can be written as
min L(λ, µ,Ul|Ll=1) = µ
L∑
l=1
rank(Ul) +
λ
2NL
∑
i,j
ηij‖Bi − Bj‖2F
+
1
2NL
∑
i,j,p
ηij(1− ψij)[1 + ‖Bi − Bj‖2F − ‖Bi − Bp‖2F ]† (1)
where rank(Ul) is the rank of matrix Ul, ‖A‖F is the Frobenius norm of a tensor
A, and [z]† = max(0, z) is the so-called hinge loss, which is aimed at maximizing the
margin between classes. If Ai and Aj have the same class label, and Ai is one of the
k1-nearest neighbors ofAj orAj is one of the k1-nearest neighbors ofAi, then ηij = 1,
otherwise ηij = 0. If Ai and Aj have different class labels, and Ai is one of the k2-
nearest neighbors of Aj or Aj is one of the k2-nearest neighbors of Ai, then ψij = 0,
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otherwise ψij = 1, i.e.
ψij =

0, yi 6= yj and Aj ∈ Nk2(Ai) or Ai ∈ Nk2(Aj);
1, otherwise,
(2)
where Nk(Ai) stands for k-nearest neighbor of Ai. Like the binary matrix {ηij} , the
matrix {ψij} is fixed and does not change during learning.
The minimization of the first term of the objective function,
∑L
l=1 rank(Ul), is to
learn low rank Ul’s and further the low dimensional representations of the tensors.
The second term of the objective function is to enforce the neighboring data in each
class to be close in the low dimensional tensor subspace. It can be considered as a
graph Laplacian-parameterized loss function with respect to the low dimensional em-
beddings (Chung, 1997; Belkin and Niyogi, 2003; Tenenbaum et al., 2011), where each
node corresponds to one tensor datum in the given data set. For each tensor datum Ai,
the hinge loss in the third term will be incurred by a differently labeled datum within
k2-nearest neighbors of Ai, if whose distance to Ai does not exceed, by 1, the dis-
tance from Ai to any of its k1-nearest neighbors within the class of Ai. This third term
thereby favors projection matrices in which different classes maintain a large margin of
distance. Furthermore, it encourages nearby data in different classes far apart in the low
dimensional tensor subspace.
rank(Ul) is a non-convex function with respect to Ul and difficult to optimize. Fol-
lowing recent work in matrix completion (Cande`s and Tao, 2010; Cande`s and Recht,
2012), we replace it with its convex envelope — the nuclear norm of Ul, which is de-
fined as the sum of its singular values, i.e. ‖Ul‖∗ =
r∑
s=1
σs(Ul) , where σs(Ul)’s are the
singular values of Ul, and r is the rank of Ul. Thus, the resulting formulation of our
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model can be written as
min L(λ, µ,Ul|Ll=1) = µ
L∑
l=1
‖Ul‖∗ + λ
2NL
∑
i,j
ηij‖Bi − Bj‖2F
+
1
2NL
∑
i,j,p
ηij(1− ψip)[1 + ‖Bi − Bj‖2F − ‖Bi − Bp‖2F ]† (3)
Since Problem (3) is not convex with respect to Ul, we transform it into a convex
problem with respect to Wl = UTl Ul. Meanwhile, using the slack variables, Problem
(3) can be rewritten as
min L(λ, µ, ξ,Wl|Ll=1) = µ
L∑
l=1
‖Wl‖∗ + λ
2NL
∑
i,j
ηijtr((Y
(l)
i −Y(l)j )(Y(l)i −Y(l)j )TWl)
+
1
2NL
∑
i,j,p
ηij(1− ψip)ξijp
s.t. tr((Y
(l)
i −Y(l)p )(Y(l)i −Y(l)p )TWl)− tr((Y(l)i −Y(l)j )(Y(l)i −Y(l)j )TWl) ≥ 1− ξijp,
ξijp ≥ 0, i, j, p = 1, 2, . . . , N, (4)
where Y(l)i is the l-mode unfolding matrix of the tensor Yi = Ai ×1 U1 ×2 . . . ×l−1
Ul−1 ×l+1 Ul+1 ×l+2 . . . ×L UL. For the second term of the objective function and
the first constraint in Problem (4), we have used the property of the trace function:
tr(Ul(Y
(l)
i −Y(l)j )(Y(l)i −Y(l)j )TUTl ) = tr((Y(l)i −Y(l)j )(Y(l)i −Y(l)j )TUTl Ul).
The equivalence between Problem (3) and Problem (4) can be guaranteed by the
following lemma.
Lemma 1 Based on the notation above, Problem (3) and Problem (4) are equivalent.
Proof: Based on simple computation, we know that the second term of the objective
function in Problem (3) is equal to that in Problem (4), while the third term of the objec-
tive function in Problem (3) is equivalent to that in Problem (4) with the constraints. As
σs(Ul) =
√
σs(Wl), the optimal solution of Problem (3) must correspond to the opti-
mal solution of Problem (4), and vice versa, where σs(Ul) and σs(Wl) are the singular
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values of Ul and Wl, respectively. Thus, the lemma is proved. 
Problem (4) is not jointly convex with respect to all the Wl’s. However, it’s convex
with respect to each of them. This is guaranteed by the following lemma.
Lemma 2 Problem (4) is convex with respect to each Wl.
Proof: First, the nuclear norm of Wl, ‖Wl‖∗, is a convex function with respect to Wl.
Second, the other terms of the objective function and the constraints in Problem (4) are
all linear function with respect to Wl. Hence, Problem (4) is convex with respect to
each Wl. 
Remark 1 (Relation to previous works) 1) LMLRTA can be considered as a su-
pervised multi-linear extension of locality preserving projections (LPP) (He and
Niyogi, 2003), in that the second term of the objective function in Problem (4)
forces neighboring data in a same class to be close in the low dimensional tensor
subspace;
2) LMLRTA can also be considered as a reformulation of tensor marginal Fisher
analysis (TMFA) (Yan et al., 2007). However, TMFA is not guaranteed to converge
to a local optimum of the optimization problem (Wang et al., 2007), but LMLRTA
is guaranteed as proved in Section 3.3;
3) For Problem (4), we can consider it as a variant of the Large Margin Nearest
Neighbor (LMNN) algorithm (Weinberger et al., 2005) for distance metric learn-
ing in tensor space. Moreover, we can learn low rank distance matrices via the
formulation of Problem (4), which the LMNN algorithm is not endowed;
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4) In contrast to previous approaches for tensor dimensionality reduction, which
can only learn project matrices with pre-specified dimensionality of the low di-
mensional representations, LMLRTA can automatically learn the dimensionality
of the low dimensional representations from the given data. This will be shown in
Section 3.3.
5) Unlike deep neural network models (Hinton et al., 2006; Bengio et al., 2006; Vin-
cent et al., 2010), which simulate human brain’s hierarchical structure, LMLRTA
mimics the way of human perception. On one hand, LMLRTA can take any order
of tensors as input, but most deep neural networks only take vectorized represen-
tations of data. On the other hand, with large number of parameters, the learning
of deep neural network models in general needs many training data. If the size of
the training set is small, deep neural network models may fail to learn the intrin-
sic structure of data. However, in this case, LMLRTA can perform much better
than deep neural network models. Experimental results in Section 4 demonstrate
this effect.
3.3 Optimization
Similar to previous approaches on tensor dimensionality reduction (Dai and Yeung,
2006; Wang et al., 2007), here we solve Problem (4) using an iterative optimization
algorithm. In each iteration, we refine one projection matrix by fixing the others. Here,
for each Wl, problem (4) is a semi-definite programming problem, which can be solved
using off-the-shelf algorithms, such as SeDuMi1 and CVX (Grant and Boyd, 2008).
1http://sedumi.ie.lehigh.edu/
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However, the computational cost of semi-definite programming approaches is in general
very high. Here, we solve the problem by means of a modified fixed point continuation
(MFPC) method (Ma et al., 2011).
MFPC is an iterative optimization method. In the t-th iteration, it involves two
alternating steps:
a) Gradient step: Ztl = W
t
l − τg(Wtl);
b) Shrinkage step: Wt+1l = Sτµ(Z
t
l).
In the gradient step, g(Wtl) is the sub-gradient of the objective function in problem
(4) with respect to Wtl (excluding the nuclear norm term), and τ is the step size. Here,
we can express ξijp as a function with respect to Wtl :
ξijp(W
t
l) = [1 + tr((Y
(l)
i −Y(l)j )(Y(l)i −Y(l)j )TWl)− tr((Y(l)i −Y(l)p )(Y(l)i −Y(l)p )TWl)]†
i, j, p = 1, 2, . . . , N. (5)
Note that the hinge loss is not differentiable, but we can compute its sub-gradient and
use a standard descent algorithm to optimize the problem. Thus we can calculate g(Wtl)
as
g(Wtl) =
λ
2NL
∑
i,j
ηij(Y
(l)
i −Y(l)j )(Y(l)i −Y(l)j )T
+
1
2NL
∑
{i,j,p}∈S
ηij(1− ψip)((Y(l)i −Y(l)j )(Y(l)i −Y(l)j )T − (Y(l)i −Y(l)p )(Y(l)i −Y(l)p )T ),(6)
where S is the set of triplets whose corresponding slack variable exceeds zero, i.e.,
ξijp(W
t
l) > 0.
In the shrinkage step, Sτµ(Ztl) = V max{0,Λ−diag(τµ)}VT is a matrix shrinkage
operator on Ztl = VΛV
T , where max is element-wise and diag(τµ) is a diagonal matrix
with all the diagonal elements set to τµ. Here, since Wtl is supposed to be a symmetric
and positive semi-definite matrix, its eigenvalues should be nonnegative. Therefore,
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Algorithm 1 The MPFC algorithm.
1: Input:
2: λ, Tmax, W0l , µ¯ > 0; % Tmax is the maximum number of iterations.
3: Initialization:
4: µ1 > µ2 > . . . > µK = µ¯;
5: Steps:
6: for µ = µ1, µ2, . . . , µK do
7: while t < Tmax and not converge do
8: Compute Ztl = W
t
l − τg(Wtl) and eigenvalue decomposition of Ztl , Ztl =
VΛVT ;
9: Compute Wt+1l = Sτµ(Z
t
l);
10: end while
11: end for
12: Output:
13: The learned Wl.
we adapt the eigenvalue decomposition method to shrink the rank of Ztl . To this end,
the shrinkage operator shifts the eigenvalues down, and truncates any eigenvalue less
than τµ to zero. This step reduces the nuclear norm of Wtl . If some eigenvalues are
truncated to zeros, this step reduces the rank of Wtl as well. In our experiments, we use
relative error as the stopping criterion of the MFPC algorithm.
For clarity, we present the procedure of the MPFC algorithm in Algorithm 1.
For the convergence of the MFPC algorithm, we present a theorem as below.
Theorem 1 For fixed Wk, k = 1, . . . , l−1, l+1, . . . , L, the sequence {Wtl} generated
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by the MPFC algorithm with τ ∈ (0, 2/λmax(g(Wl))) converges to the optimal solu-
tion, W∗l , of Problem (4), where λmax(g(Wl)) is the maximum eigenvalue of g(Wl).
The proof of this theorem is similar to that of theorem 4 in (Ma et al., 2011). A minor
difference is, we use eigenvalue decomposition here instead of singular value decom-
position as used in the proof of theorem 4 in (Ma et al., 2011). However, the derivation
and results are the same.
Based on the above lemmas and Theorem 1, we can have the following theorem on
the convergence of our proposed method, LMLRTA.
Theorem 2 LMLRTA converges to a local optimal solution of Problem (4).
Proof: To prove Theorem 2, we only need to prove that the objective function has a
lower bound, as well as the iterative optimization procedures monotonically decrease
the value of the objective function.
First of all, it’s easy to see that the value of the objective function in Problem (4) is
always larger than or equal to 0. Hence, 0 is a lower bound of this objective function.
Secondly, for the optimization of each Wl, l = 1, . . . , L, from Theorem 1, we know
that the MPFC algorithm minimizes the value of the objective function in Problem (4).
Therefore, the iterative procedures of LMLRTA monotonically decrease the value of the
objective function, and LMLRTA is guaranteed to converge to a local optimal solution
of Problem (4). 
Based on Lemma 2 and Theorem 2, we can easily obtain a corollary as below:
Corollary 1 If the given data are one-order tensors, the LMLRTA algorithm converges
to the optimal solution of Problem (4).
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3.4 Generalization to new tensor data
For the recognition of unseen test tensors, we employ the tensor Frobenius norm-based
k-nearest neighbor classifier as recognizer, in that it measures the local similarity be-
tween training data and test data in the low dimensional tensor subspace (Rosch, 1973).
4 Experiments
In this section, we report the experimental results obtained on two real world appli-
cations: object recognition and face recognition. Particularly, for the face recognition
task on the ORL data set, we used 3D Gabor transformation of the face images as input
signals. This is mainly based on the fact that the kernels of the Gabor filters resemble
the receptive field profiles of the mammalian cortical simple cells (Daugman, 1988),
which enhances our learning model to better mimic the way of human perception. In
the following, we report the parameter settings and experimental results in detail.
4.1 Parameter settings
To demonstrate the effectiveness of our method for the intrinsic representation learning
and recognition, we conducted experiments on the COIL-20 data set2 and the ORL face
data set3. The COIL-20 data set includes 20 classes of objects, and 72 samples within
each class. The size of the images is 32 × 32. The ORL data set contains 400 images
of 40 subjects, where each image was normalized to a size of 32 × 32. For each face
image, we used 28 Gabor filters to extract textural features. To the end, each face image
2http://www.cs.columbia.edu/CAVE/software/softlib/coil-20.php.
3http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html.
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was represented as a 32 × 32 × 28 tensor. On the COIL-20 data set, we used 5-fold
cross validation to evaluate the performance of the compared methods. The average
classification results were reported. As each subject only has 10 images in the ORL
data set, we evaluated the compared methods based on the average over 5 times random
partition of the data. Here, variety of scenarios — different numbers of training data
from each class, were tested.
To show the advantage of our proposed method, LMLRTA, we compared it with
two classic vector representation-based dimensionality reduction approaches – linear
discriminant analysis (LDA) (Fisher, 1936) and marginal Fisher analysis (MFA) (Yan
et al., 2007), one deep neural networks model called stacked denoising autoencoder
(SDAE) (Vincent et al., 2010), and two state-of-the-art tensor dimensionality reduction
methods – convergent multi-linear discriminant analysis (CMDA) and convergent ten-
sor margin Fisher analysis (CTMFA) (Wang et al., 2007). For comparison, we also
provided the classification results obtained in the original data space. In the LMLRTA
algorithm, k1 and k2 were set to 7 and 15 respectively for the COIL-20 data set, while
for the ORL data set, they were set to ntrain − 1 and 2 × ntrain respectively, where
ntrain is the number of training data from each class. Furthermore, λ was selected from
{0.001, 0.01, 0.1, 1, 10}, and the one resulting best classification result was used. For
CMDA and CTMFA, we adopted the best setting learned by LMLRTA to specify the
dimensionality of the low dimensional tensor subspace. We used the code of SDAE
from a public deep learning toolbox4. For all the methods but SDAE, tensor Frobenius
norm-based 1-nearest neighbor classifier was used for the recognition of test data.
4https://github.com/rasmusbergpalm/DeepLearnToolbox.
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(a) The COIL-20 data set. (b) The ORL data set.
Figure 1: 2D embeddings of the tensors from the COIL-20 data set and the ORL data
set, where different classes are denoted with different colors. (a) Images from the COIL-
20 data set. (b) Gabor transformation of the face images from the ORL data set. We can
see that, in the original space of these two data sets, some data of the same class are far
apart, and at the same time, some are close to data of other classes.
4.2 Visualization
Figure 1 (a) and Figure 1 (b) illustrate the 2D embeddings of the object images from
the COIL-20 data set and that of the 3D Gabor transformation of the face images from
the ORL data set, respectively. The t-distribution-based stochastic neighbor embedding
(t-SNE) algorithm (van der Maaten and Hinton, 2008) was employed to learn these 2D
embeddings, where the distances between data were measured based on tensor Frobe-
nius norm. From Figure 1 (a) and Figure 1 (b), we can see that, in the original space
of these two data sets, most of the classes align on a sub-manifold embedded in the
ambient space. However, for some classes, the data are scattered in a large area of the
data space, and alternatively, close to data of other classes. As a result, similarity-based
classifiers may predict the labels of some unseen data incorrectly in both of these two
19
original representation spaces. Hence, it’s necessary to learn the intrinsic and informa-
tive representations of the given tensor data.
(a) The COIL-20 data set. (b) The ORL data set.
Figure 2: 2D embeddings of the low dimensional tensor representations for the COIL-
20 and the ORL data set. LMLRTA was used to learn the low dimensional tensor rep-
resentations. (a) Corresponding low dimensional tensor representations of the images
shown in Figure 1 (a). (D) Corresponding low dimensional tensor representations of the
3D Gabor transformation of the face images shown in Figure 1 (b). We can see that, in
the learned low dimensional tensor subspace by LMLRTA, the data points of the same
class are close to each other, while data of different classes are relatively far apart.
Figure 2 (a) and Figure 2 (b) illustrate the 2D embeddings of the low dimensional
tensor representations for the COIL-20 and the ORL data set, respectively. Here, LML-
RTA was used to learn the low dimensional tensor representations, while the t-SNE
algorithm was used to generate the 2D embeddings. It is easy to see, LMLRTA suc-
cessfully discovered the manifold structure of these two data sets. In both Figure 2 (a)
and Figure 2 (b), the similarity between data of the same class are faithfully preserved,
whilst the discrimination between classes are maximized.
20
Figure 3 shows some low dimensional tensor representations of the images from the
COIL-20 data set, which were learned by CMDA (a), CTMFA (b) and LMLRTA (c),
respectively. Five classes were randomly selected, and low dimensional representations
of five images were further randomly selected to show for each class. Particularly, in
each sub-figure of Figure 3, each row shows the low dimensional tensor representations
of images from one class. In contrast to the dimensionality of the original image, 32×
32, the dimensionality of the low dimensional representations here is 12 × 11. We
can see that, all three methods can preserve the similarity between data of the same
class faithfully. However, the discrimination between classes in the low dimensional
tensor subspace learned by LMLRTA is much better than those learned by CMDA and
CTMFA. Recognition results shown in Section 4.3 also demonstrate this observation.
4.3 Object recognition results on the COIL-20 data set (2D tensors)
In this experiment, we compare LMLRTA with some related approaches on the object
recognition application. The compared approaches include LDA, MFA, SDAE, CMDA,
CTMFA and classification in the original space. We implemented experiment on the
COIL-20 data set. To conduct this experiment, we empirically tested the dimensionality
of the LDA subspace and that of the MFA subspace, and fixed them to 19 and 33,
respectively. For the SDAE algorithm, we used a 6-layer neural network model. The
sizes of the layers were 1024, 512, 256, 64, 32 and 20, respectively. For LMLRTA,
CMDA and CTMFA, we just followed the settings as introduced in Section 4.1.
Figure 4 shows the classification accuracy and standard deviation obtained by the
compared methods. It is easy to see that, LMLRTA performed best among all the com-
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(a) CMDA (b) CMFA (c) LMLRTA
Figure 3: Learned low dimensional tensor representations of images from the COIL-
20 data set. (a) Those learned by CMDA. Here, each row shows the low dimensional
representations of images from one class. Five classes are totally shown. (b) Low
dimensional tensor representations of same images as in (a) learned by CTMFA. (c)
Low dimensional tensor representations of same images as in (a) learned by LMLRTA.
We can see that, in the learned low dimensional tensor subspace, all three methods
preserve the similarity between data within each class faithfully. However, classification
results show that, the discrimination between classes in the tensor subspace learned by
LMLRTA is better than those learned by CMDA and CTMFA.
pared methods, as it achieved 100% accuracy over all 5 folds of cross validation. Due
to the loss of local structural information of the images, vector representation-based
approaches, LDA and MFA, performed worst on this problem. Because of the limi-
tation of training sample size, deep neural network model, SDAE, can not outperform
LMLRTA on this problem and shew a large standard deviation. State-of-the-art ten-
sor dimensionality reduction approaches, CMDA and CTMFA, can converge to a local
optimal solution of the learning problem, but not perform as well as LMLRTA.
To show the convergence process of the MPFC algorithm during learning of the
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Figure 4: Classification results obtained by the compared methods on the COIL-20 data
set. Note that LMLRTA obtained 100% accuracy over all five folds cross validation,
but SDAE only provided a 97.8% accuracy for that.
projection matrices, Figure 5 illustrates the values of the objective function against it-
erations during the optimization of LMLRTA on the COIL-20 data set. As we can see,
the MPFC algorithm converges to a stationary point of the problem as the iteration
continues.
4.4 Face recognition results on the ORL data set (3D tensors)
Figure 6 shows the classification accuracy and standard deviation obtained on the ORL
data set. Due to high computational complexity problems of LDA, MFA and SDAE (the
vector representations of the tensors is of dimensionality 32× 32× 28 = 28672), here
we only compared LMLRTA to CMDA, CTMFA and the classification in the original
data space. From Figure 6, we can see that LMLRTA consistently outperforms the
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Figure 5: The optimization for the two orders of one projection matrix. These two
curves show that the MPFC algorithm can converge to a stationary point of the opti-
mization problem.
compared convergent tensor dimensionality reduction approaches. More importantly, as
LMLRTA gradually reduces the ranks of the projection matrices during optimization, it
can learn the dimensionality of the intrinsic low dimensional tensor space automatically
from data. However, for traditional tensor dimensionality reduction algorithms, the
parameter must be manually specified before they can be applied. This may result in
unsatisfactory results on the applications.
5 Conclusion
In this paper, we propose a supervised tensor dimensionality reduction method, called
large margin low rank tensor analysis (LMLRTA). LMLRTA can be utilized to auto-
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Figure 6: Recognition results for the ORL face images.
matically and jointly learn the dimensionality and representations of low dimensional
embeddings of tensors. This property makes it an effective simulation of the way
how human brain represents perceived signals. To recognize new coming data, we
employ similarity based classifiers in the learned tensor subspace, which corresponds
to the recognition procedure of human brain (Rosch, 1973). Experiments on object
recognition and face recognition show the superiority of LMLRTA over classic vector
representation-based dimensionality reduction approaches, deep neural network models
and existing tensor dimensionality reduction approaches. In future work, we attempt to
extend LMLRTA to the scenarios of transfer learning (Pan and Yang, 2010) and active
learning (Cohn et al., 1994), to simulate the way how human brain transfers knowledge
from some source domains to a target domain, and the way how human brain actively
generates questions and learns knowledge. Furthermore, we plan to combine LMLRTA
with deep neural networks (LeCun et al., 2001) and non-negative matrix factorization
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models (Lee and Seung, 1999), to solve challenging large scale problems.
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