Abstract-The semantic similarity measures are designed to compare terms that belong to the same ontology. Many of these are based on a graph structure, such as WordNet, a well-known lexical database that groups the words into sets of synonyms called synsets. The literature shows several ways to determine the similarity between words or sentences through WordNet, but almost all of them do not take into account the peculiar aspects of the used dataset. In some contexts this strategy could lead toward bad results, because it considers only the relationship between vertexes of the WordNet semantic graph, without giving them a different weight based on the synsets frequency (i.e., common and rare synsets are valued equally). This could create problems in some applications, such as those of recommender systems, where WordNet is exploited to evaluate the semantic similarity between the textual descriptions of the items positively evaluated by the users, and the other ones not evaluated yet. In this context, we need to identify the user preferences as best as possible, and not taking into account the synsets frequency, we risk to not recommend certain items to the users, since the semantic similarity generated by the most common synsets present in the description of other items could prevail. We face this problem by introducing a novel criterion of evaluation of the similarity between terms that exploits WordNet, adding to it the weight information of the synsets. The effectiveness of the proposed strategy is verified in the recommender systems context. 
I. INTRODUCTION
The use of the semantic measures of similarity [1] has spread over the past decades, and this is related with the coming of the so-called Semantic Web [2] , as well as, more generally, with the needs to interpret the users preferences in a non-schematic mode, in order to understand the concepts connected with a text, instead of using the single terms, disjointed from the concepts that they express.
When operating through a metric, in order to determine the level of semantic similarity between concepts, it is assumed that this takes place within a specific ontology [3] , related with the terms used in the operating environment. The level of similarity between two or more terms, is usually performed by measuring their distance within an ontology. The main objective of these semantic operations is to provide a standard (and non supervised) approach of evaluation of the information. This evaluation is crucial in many environments, such as the commercial ones that provide forms of personalization and have to interpret the preferences of the users, or the medical applications that have to analyze the medical reports automatically.
Many approaches map the terms of an ontology exploiting a graph structure, such as WordNet (http://wordnet.princeton.edu), the widespread approach considered in this work, which is a semantic graph were each vertex represents a distinct set of synonyms called synset (i.e., a set of words that denote the same concept). The WordNet graph is a Directed Acyclic Graph (DAG), where each vertex v is an integer that identifies a synset, and each directed edge that connects v with w denotes that w is a hypernym of v.
The literature proposes several approaches able to evaluate the semantic similarity among concepts, and some of them exploit graph structures such as WordNet, and are based on the measure of the shortest path length between vertexes (synsets).
A limit of these approaches is that they consider only the relationship between vertexes of the WordNet semantic graph, without giving them a different weight based on the synsets frequency within the considered datasets (i.e., common synsets and rare synsets are valued equally).
This could create problems in some contexts, where it is important to take into account the synsets frequency, such as the recommender systems, where the semantic similarity generated by the items with most common synsets in their description could prevent the recommendation of other relevant items with rare synsets.
In this work, we present a strategy aimed to evaluate the semantic similarity between words or sentences, which introduces a novel way to define and use the ontology of synsets used to build the WordNet semantic graph. The proposed approach, instead of a DAG graph, uses a Weighted Graph (WG) [4] , in order to introduce the weight of the synsets on the edges, which is calculated through an inverse frequency criterion.
The new WordNet weighted graph gives the possibility to characterize the operative context, attributing more importance to some terms, and less to others, during the computation of the semantic similarity.
There are many contexts where the proposed approach would produce benefits, e.g., those where it is important to refine the ontology in accord with the specificity of the operating area.
We test it in a very widespread context, that of Recommender System [5] , and to perform the experiments, we adopt the real-world dataset Yahoo! Webscope R4 (http://webscope.sandbox.yahoo.com), which contains a large amount of data related to users preferences expressed on the Yahoo! Movies community.
Based on the occurrences of the synsets in the considered ontology, we define their weight, which we use during the evaluation of the semantic similarity through the WordNet functionalities.
Although the proposed approach can be applied to any metric of similarity based on WordNet, in this work we will consider only the Wu and Palmer metric [6] to evaluate the semantic similarity between terms. This because in the literature it is considered to be one the most accurate in terms of measurement of the semantic similarity [7] .
Considering that the task of a recommender system is to infer the interest of the users for the new items, based on the information stored in their profiles, we use our strategy (compared to the canonical approach) in order evaluate the semantic similarity between the description of the items that the users have already positively evaluated, and the description of the others not yet evaluated.
The contributions of our work are the following:  Introduction of a new approach able to extract and weigh a synset ontology from a specified dataset, using an Inverse Synset Frequency (ISF) criterion, which gives more weight to the less frequent synsets and a lower one to the most frequent ones;  Creation of a Weighted Ontology (WO), implemented as a weighted graph structure that reproduces the WordNet relationships between synsets, adding them the weight information;  Definition of a new Wu and Palmer (WP) metric able to exploit the weight information of the Weighted Ontology based on the Inverse Synset Frequency (WO/ISF), which we named Weighted Wu and Palmer (WWP);  Application of the new WWP metric in the context of a recommender system based on the semantic similarities of WordNet, comparing the results with those of a canonical approach based on the standard WP metric that does not exploit a weighted ontology of synsets. The rest of the paper is organized as follows: the first part of our work introduces the literature related with the proposed strategy, then we define the notation and the problem definition, we continue with the implementation details and with an adoption of our approach in the recommender systems application domain, ending with the description of the performed experiments and with some concluding remarks.
II. BACKGROUND AND RELATED WORK
This section provides background information on the four main focus areas in our research, namely the WordNet environment, the concept of ontology, the Wu and Palmer metric, and the weighted graph data structure.
WordNet environment: for many years the item descriptions were analyzed with a word vector space model, where all the terms of each item description are processed by TF-IDF [8] and stored in a weighted vector of terms. Due to the fact that this approach based on a simple bag of words is not able to perform a semantic disambiguation of the words in a text, nowadays more sophisticated approaches are largely used, such as that used in this work, which exploits the functionalities offered by the WordNet environment.
This one is a large lexical database of English, where nouns, verbs, adjectives, and adverbs are grouped into sets of cognitive synonyms (synsets), each expressing a distinct concept. Synsets are interlinked by means of conceptual-semantic and lexical relations. Wordnet currently contains about 155,287 words, organized into 117,659 synsets, for a total of 206,941 word-sense pairs [9] .
Ontology: during the last years, there has been a growth on the use of the ontologies, thanks to their ability to explicitly describe the semantic information in a common way, regardless of their characteristics, providing a model that allows the interchanging among heterogeneous data. An ontology is a conceptual model that can be applied in order to describe a certain domain, defining this as a set of concepts and relations. They are generally adopted to give a uniform conceptualization of the terms used in a dataset.
In a recommender system context, they are used to support the different approaches of recommendation (e.g., those based on a content-based strategy). Profiles based on the same domain ontology are not affected by problems of synonymy or homonymy, and the ontologies may also be used to define a common way to describe and classify the items involved in a recommender system [10] .
We can identify two main categories: the first is related to the experience-based strategies, such as that proposed in [11] , or that exposed in [12] , which are both based on the Enterprise Model [13] ; the strategies that belong to the second main category implement evolutive prototypes models, such as that presented in [14] , which proposes a set of actions to perform in order to build ontologies based on their life cycle and the prototype refinement, or the strategy proposed in [3] , based on an iterative approach to build the ontology.
It should be noted that, regardless of the approach adopted to define an ontology, it is necessary to identify the best way to maximize the results during its use. In the case study of this work, related to a recommender system that operates within a context of a movies seller, we introduce the concept of weight, in order to give a different value to the items, based on their rarity/ordinary of the terms that describe them in the adopted dataset.
Wu and Palmer metric: the Wu and Palmer metric calculates the similarity by considering the depths of two synsets (synonym sets) in the WordNet taxonomies, along with the depth of the Least Common Subsumer.
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Assuming that the Least Common Subsumer (LCS) of two concepts x and y is the most specific concept that is an ancestor of both x and y, where the concept tree is
A=depth(LCS(x,y)),
B=length(x,LCS(x,y)), and C=length(y,LCS(x,y)). We can note that B+C represents the path length from x and y, while A indicates the global depth of the path in the taxonomy.
In the example of Fig. 1 , D is the parent (and also ancestor) of E, while B is an ancestor of E. B is also an ancestor of C. In this case, the LCS of C and E is B, since it is the most specific concept that is an ancestor of both C and E. Note that while A is a common subsumer of both C and E, it is not the least, since there is still a child of A (in this case it is B), which is also a common subsumer of both E and C. D is not the least common subsumer since it is not an ancestor of C. In order to calculate the Wu and Palmer similarity between C and E, we first determine that the least common subsumer of C and E is B. Next, we determine that the length of the path from C to B is 1, that the length of the path from E to B is 2, and that the depth of B is 1 (distance from B to root vertex A). Now we can determine the similarity between the synsets C and E (as in (2)).
III. NOTATION AND PROBLEM DEFINITION For clarity, the mathematical notation used in this work, and the terms of the problem that we face through our novel strategy, are both recalled in the following:
Notation: we are given a set of users
, and a set V of values used to express the user preferences (e.g., V = [1, 5] or V = {like, dislike}). The set of all possible preferences expressed by the users is a ternary relation P U I V    . We denote as PP   the subset of preferences with a positive value 
IV. WEIGHTED GRAPH-BASED SIMILARITY METRIC
In this section we present our weighted semantic similarity metric. The steps performed by the algorithm that implements our proposal are the following:
 Text preprocessing: processing of the textual information (description, title, etc.) present in all the items, in order to remove the useless elements for the subsequent operation of synset retrieving;  Weighted ontology definition: creation of a Weighted Ontology (WO) built by using the distinct synsets extracted from the textual description of all the items in the dataset, after the text has been preprocessed. A weight w that expresses the importance of each synset of the ontology in the dataset is assigned to it: the rarer it is, the higher the assigned weight will be, with In the following, we will describe in detail how each step works.
Text preprocessing: before extracting the WordNet synsets from the text that describes each item, we need to follow several preprocessing steps. The first step is to detect the correct Part-of-Speech (POS) for each word in the text; in order to perform this task, we have used the Stanford Log-linear Part-of-Speech Tagger [15] . In the second step, we remove punctuation marks and stopwords, which represent noise in the semantic analysis.
In the third step, after we have determined the lemma of each word using the Java API implementation for WordNet Searching JAWS (http://lyle.smu.edu/~tspell/jaws/), we perform the socalled word sense disambiguation, a process where the correct sense of each word is determined, which permits us to individuate the appropriate synset in a precise way. The best sense of each word in a sentence was found using the Java implementation of the adapted Lesk algorithm provided by the Denmark Technical University similarity application [8] . All the collected synsets form the set 1 2,
The output of this step is the semantic disambiguation of the textual description of each item iI  . Weighted ontology definition: based on the previous stage of preprocessing of the text descriptions of the items, we create an ontology of distinct synsets, mapping each of them with a value that reports how many times the synset is present in the used dataset.
Weighted graph construction: comparing the Fig. 1 , which shows the canonical organization of the synsets into the WordNet structure, with a weighted graph, the main difference is the absence of the weight information on the edges of the WordNet structure.
We enrich the WordNet structure by introducing the weights in its edges before each vertex, which represent the weight of synsets. It should be noted that the values w on the edges are the weights of the synsets (i.e., the weight w e is the weight of the synset E).
In Formula 3, used to calculate these weights, num(s) represents the occurrences of the synset s in the entire dataset ds, while max(ds) is the maximum value of synset occurrences measured in this one. As we can observe, the weight is inversely proportional to the frequency of synsets in the dataset.
w = num(s) max(ds) (3)
Weighted Wu and Palmer metric formalization: we exploit the new information of weight introduced in the WordNet graph (Fig. 2) to modify the canonical formalization of the Wu and Palmer metric, into a new metric named Weighted Wu and Palmer, which gives more weight to the less frequent synsets, and a lower one to the most frequent ones (according to the Inverse Synset Frequency criterion previously enunciated). The new metric is shown in (4) 
It should be noted that the values w 1 and w 2 in (4) are the weights of the two synsets s 1 and s 2 , i.e., the values reported in the edges in input to the vertices of the synsets.
Replicating the same example made in (2) 
The result is different (0.69 instead of 0.40), because WWP takes in account the weight of the two synsets involved in the computation (the more rare are the synsets, the lower is their weight, and higher is the similarity value), and this produces a substantial change in the ranking of the items, made during the recommendation process (i.e., a different performance of the recommender system).
Benchmark domain of application -semantic item recommendation: a possible application scenario that can be used as a benchmark to evaluate our similarity metric is a content-based recommender system. These systems recommend items to a user if their content is similar to those that she/he previously evaluated. For each approach, we sort the not evaluated items by their similarity with the user profile, and recommend to the user a subset of those with the highest values of similarity. The last step consists in comparing the performance of the two different approaches.
V. EXPERIMENTS
Experimental setup: to conduct the experiments we adopted the Java language, with the support of Java API implementation for WordNet Searching (JAWS) to perform the semantic analysis. The real-world dataset used during the experiments is the Yahoo! Webscope Movie R4 (http://www.cs.umd.edu/\textasciitilde mount/pubs.html) dataset, which represents a quite standard benchmark in the context of the recommender systems.
The performed experiments want to answer the following research question: is our approach able to improve the recommendation process, with respect to a canonical approach based on a WordNet metric that does not take in account the number of synset occurrences in the dataset, i.e., that does not exploit a weighted ontology of synsets? In order to provide an answer, the experiments are organized as follows:
 The first of the experiments shown in Section 5, analyzes the synset occurrences in the dataset. The aim is the detection of a of the maximum number of occurrences for a synset in the entire dataset, which is used by our metric to weigh the edges;  In the second experiment, presented in Section 5, we measure the ability of our approach to produce the correct recommendations for a user, thus the capacity to rank the items that a user has not evaluated yet, according to her/his user profile;  In the last experiment of Section 5 we want study the relation between the number of user ratings in the test set, and the average value of the Jaccard Index, calculated in the corresponding range of values. We use the Jaccard index metric in order to evaluate the recommendations generated through our strategy based on a weighted ontology and on the new WWP metric, and by the canonical strategy based on a nonweighted ontology and on the standard Wu and Palmer metric. We compare these results with the data present in the test set provided by the Yahoo! Webscope Movie (R4) dataset.
Datasets and data preprocessing: the adopted Yahoo! Webscope (R4) dataset contains a large amount of data related to users preferences expressed by the Yahoo! Movies community that are rated on the base of two different scales, from 1 to 13 and from 1 to 5 (we use the latter). The training data is composed by 7,642 users (|U|), 11,915 movies/items (|I|), and 211,231 ratings (|R|). All users have rated at least 10 items and all items are rated by at least one user. The test data is composed by 2,309 users, 2,380 items, and 10,136 ratings. There are no test users/items that do not also appear in the training data. The average number of ratings/user is 4.39 and the average number of ratings/item is 4.26. All users have rated at least one item and all items have been rated by at least one user.
Ontology definition: following the Weighted Ontology Definition process described in the Section 3, we obtain an ontology composed by 20,698 synsets, with a maximum occurrences for synset of 2,939, and an average value of 21.56 occurrences for synset.
The result is a Weighted Ontology (WO) that in the next step allows us to define a weighed version of the WordNet graph.
Metric: the performance measure used during the experiments is the Jaccard Index. We chose to adopt this metric, because the most common metrics usually adopted in these contexts, the Recall and Precision metrics (shown in (6)), coincide with the Jaccard metric, as in our experiments the number of predicted items |P| coincides with that of the real ones |R| (we generate and test the same number of items).
It is shown in the (7), where as mentioned earlier, P denotes the set of predicted items (those recommended by the used approach), and R the set of items in the test set (i.e., the real preferences expressed by the users).
( , ) RP Jaccard P R RP   
Experimental results: here, we report the results of the experiments presented in the Experimental Setup.
Synset Occurrences: Fig. 3 reports the synset occurrences in the used dataset. We need this information in order to individuate the maximum number of occurrences, since it represents max(ds), one of the parameters to use in the synset weight calculation. As we can see in Fig. 3 , in our dataset max(ds)=2939. A secondary but important aspect, which emerges by the graph in Fig. 3 , is that big differences in the occurrence values exist.
This evidence supports the idea behind this work, i.e., that a different weight to each synset in the adopted ontology should be assigned, in order to better interpret the user preferences, distinguishing the common concepts (less characterizing) from the rare ones (thus more characterizing).
Rating prediction: in the second experiment, we want to evaluate the ability of the proposed approach to detect respectively containing the items positively evaluated, and those negatively evaluated by a user uU  . For each user uU  present in the test set, we compared the set P, consisting of the first n recommendations of items, generated by our approach (the n items with the best rating, calculated using the WWP similarity), with the set R, consisting of the first n recommendations of items, generated by the canonical approach (the n items with the best rating, calculated using the WP similarity), with n={2, 4, …, 10}.
During the evaluation process, we ignored the users which do not have at least 5 ratings in the test set.
The best Jaccard Index denotes the best strategy of recommendation, because it indicates the approach able to detect the highest number of correct recommendations.
In Fig. 4 , the y-axis reports the average value of the Jaccard Index calculated for all users u in the test set (with a number of ratings ³ ), and for each n value tested (top-2, top-4, …, top-10).
As we can see, despite the low values measured, attributable to the wide range of values taken into account, our approach overcomes the canonical approach of recommendation based on the non-weighted Wu and Palmer metric. Ratings influence: this last experiment has the aim to investigate about the relation existing between the number of positive ratings ( 3 v  ) present in the test set, and the performance of the approaches of recommendation (i.e., the canonical approach of recommendation based on the WP metric, and the proposed approach based on the WWP metric). The result of the performed experiment (Fig. 5) shows two interesting aspects: firstly, the proposed WWP approach overlaps many times with the standard approach based on the WP metric, as we can observe in the first part of the graph. Considering that we adopted the Jaccard metric to evaluate the results, this means that we have been able to infer more correct recommendations than those performed through the canonical approach based on the non-weighted ontology of synsets; secondly, most of the obtained improvements are correlated with a small number of recommendations, as a matter of fact, above the 20 recommendations, the results obtained by our novel WWP approach, and those obtained by the canonical WP approach, are almost overlapped. This is an interesting result, because for a recommendation system is more difficult to make correct predictions with a few recommendations, rather than with many of these.
Discussion: the result of the first experiment, presented in the Section 5, shows the distribution of the synset occurrences, and at the same time detects the maximum number of occurrences for a single synset (since it is an essential parameter of the WWP metric). The obtained result also confirms the importance to attribute a different weight to each synset of the adopted ontology, because it is clearly evident that there are synsets that are less characterizing than others (i.e., synsets with a big number of occurrences in the ontology).
In the second experiment of in the Section 5, we evaluated the ability of WWP approach to recommend items to the users, comparing to the ability of the canonical approach based on WP metric. The results show that our approach is able to produce better recommendations, compared to the canonical strategy of computation of the semantic similarity, which does not take into account the weight of the synsets (the standard Wu and Palmer formulation).
The last experiment of Section 5 confirms the results of the previous experiment, and shows two other important aspects correlated to each other. On the one hand, the proposed approach overcomes the standard strategy of recommendation, and on the other hand the major improvements are related to a small number of recommendations. This result proves the effectiveness of the proposed strategy, because in the context of recommender systems, this result represents an important improvement, considering the difficulty to make correct predictions, generating few recommendations.
In conclusion, it should also be noted that in this work we compared our approach to the Wu and Palmer metric, but the same strategy is able to enrich any other metric of the semantic similarity evaluation, based on the WordNet structure, and more generally, on any structure based on graphs.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a novel approach to evaluate the semantic similarity between words (and sentences), which exploits a weighted ontology based on the inverse synset frequency. We have proved the effectiveness of the proposed strategy, comparing our results with those generated by a canonical approach of recommendation based on a non-weighted ontology, obtaining an improvement in terms of accuracy of the recommendations, especially when we generated a little number of these.
In future work, we will apply our approach in the context of different datasets and metrics based on a graph 
