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Аннотация. С помощью нелинейных потенциалов Вольфа в рабо-
те получены поточечные оценки обобщенных решений неоднородных
квазилинейных двухфазных эллиптических уравнений дивергентно-
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1. Введение
В данной работе c помощью нелинейных потенциалов Вольфа по-
лучены поточечные оценки обобщенных решений неоднородных ква-
зилинейных эллиптических уравнений дивергентного вида
 div

g(a(x); jruj) rujruj

= f(x); (1:1)
с функцией g(a(x); jj) = jjp 1 + a(x)jjq 1 при условиях
0  a(x) 2 C0; (
);  2 (0; 1]; 1 < p  q  min

p+ ;
n(p  1)
n  p

;
q < n:
Данный результат обобщает классический результат T. Kilpela¨i-
nen, J. Maly, которые в работе [1] доказали поточечные оценки ре-
шений квазилинейного эллиптического уравнения с оператором p 
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Лапласа и мерой  в правой части с помощью нелинейного потен-
циала Вольфа W; p(x0; R): Позднее эти оценки были обобщены на
сильно нелинейные уравнения в работе D. Labutin [2], а также на
сильно нелинейные и субэллиптические квазилинейные уравнения в
статье N. Trudinger и X. Wang [3]. В дальнейшем полученные оценки
нашли свое применение и явились хорошим инструментом при иссле-
довании вопросов разрешимости и регулярности решений разничных
линейных, квазилинейных и нелинейных уравнений (cм. работы M.
Biroli [4], F. Duzaar, J. Kristensen, G. Mingione [5], J. Maly, W. Zie-
mer [6], G. Mingione [7], N. Phuc, I. Verbitsky [8], I.I. Skrypnik [9]).
Благодаря тому, что некоторые квазилинейные уравнения с не-
стандартными условиями роста применяются при моделировании по-
ведения электрореологических жидкостей (M. Ruzicka [10]), качест-
вен ная теория таких уравнений продолжает развиваться, все более
и более вызывая к себе интерес исследователей.
Так, для уравнений вида
 div

jrujp(x) 2ru

+ V jujp(x) 2u = f;
были исследованы вопросы локальной регулярности решений, полу-
чено неравенство Гарнака, доказан критерий Винера при естествен-
ных предположениях на функцию p(x). Обзор соответствующих ре-
зультатов можно найти, например, в работах Y.A. Alkhutov [11],
Y.A. Alkhutov, O.V. Krasheninnikova [12], X. Fan and D. Zho [13],
V. Liskevich, I.I. Skrypnik [14].
С другой стороны, примеры, построенные M. Giaquinta [15] и
P. Marcellini [16] показали, что если функция g(t) удовлетворяет усло-
виям
tp 1  g(t)  tq 1;
то может существовать неограниченное решение (если p и q слишком
далеки друг от друга). Для таких функций g(t), в предположении
q  np
n  p; 1 < p < n
были исследованы локальные свойства решений (см. [17–33]).
Для уравнений
 div

g(jruj) rujruj

= f(x);
при условиях
p  1  g
0(t)
g(t)
 q   1; f 2 Ls; s > n;
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в работе G. Lieberman [34] была установлена локальная ограничен-
ность решений, непрерывность по Гельдеру, а также доказано нера-
венство Гарнака. Позднее, эти результаты были обобщены многими
авторами, например, P. Baroni, M. Colombo, G. Mingione [17], M. Ca-
rozza, J. Kristensen, A. Passarelli di Napoli [18], L. Esposito, G. Min-
gione [19], N. Fusco, C. Sbordone [20], P. Harjulehto, J. Kinnunene,
T. Lukkari [21], F. Leonetti, E. Mascolo [23], G. Mingione [7], G. Mosca-
riello, L. Nania [28], G. Moscariello [27].
Естественно предположить, что для уравнений
 div

g(a(x); jruj) rujruj

= f(x)
с коэффициентами, для которых потенциалы Вольфа будут конечны,
будет справедливо неравенство Гарнака. Основная трудность при до-
казательстве поточечных оценок здесь будет состоять в том, что в
данной ситуации не применимы ни методика E. De Giorgi [35], ни
J. Moser [36]. Однако, есть возможность применить метод, разрабо-
танный ранее в работе [1] для p  Лапласа. Следуя итерационному
методу этой работы, мы получаем двусторонние поточечные оцен-
ки обобщенных решений квазилинейных двухфазных эллиптических
уравнений дивергентного вида.
2. Формулировка основных результатов
В ограниченной области 
  Rn; n  2; рассматривается неодно-
родное квазилинейное еллиптическое уравнение дивергентного типа:
 divA(x; ru) = f(x)  0; (2.1)
где f(x) 2 L1(
). Будем предполагать, что функция A(x; ) : 
 
Rn ! Rn удовлетворяет следующим условиям:
1) A(x; ) удовлетворяет условию Каратеодори,
2) A(x; )  1(jjp + a(x)jjq);
3) jA(x; )j  2(jjp 1 + a(x)jjq 1);
с некоторыми постоянными 1; 2 > 0: Будем считать, что
0  a(x) 2 C0; (
);  2 (0; 1];
1 < p  q  min

p+ ;
n(p  1)
n  p

; q < n: (2.2)
Примером уравнений вида (2.1) с приведенными выше условиями 1)–
3) могут служить уравнения вида (1.1), в которых g(a(x); t) = jtjp 1+
a(x)jtjq 1:
Введем необходимые определения.
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Определение 2.1. Пусть G(a(x); t) = t(tp 1 + a(x)tq 1). Тогда обо-
значим через W 1;G(
) класс функций u, слабо дифференцируемых в

 и удовлетворящих условию:Z


G(a(x); jruj) dx <1:
Определение 2.2. Будем говорить, что u  слабое решение урав-
нения (2:1), если u 2 W 1;G(
) и удовлетворяет интегральному то-
ждеству Z


A(x; ru)r'dx =
Z


f ' dx; (2.3)
для всех ' 2
0
W
1;G
(
).
В работе доказаны поточечные оценки неотрицательного слабого
решения двуфазного уравнения (2.1) через нелинейные потенциалы
Вольфа:
W f1;p(x0; R) =
1X
j=0
0B@p nj Z
Bj (x0)
f dx
1CA
1
p 1
; j =
R
2j
; j = 0; 1; :::
W f1;q(x0; R) =
1X
j=0
0B@q nj Z
Bj (x0)
f dx
1CA
1
q 1
; j =
R
2j
; j = 0; 1; :::;
в предположении, что ряды в предыдущих формулах сходятся, т.е по-
тенциалы Вольфа конечны. Основным результатом работы является
следующая теорема.
Теорема 2.1. Пусть u 2 W 1;G(
) \ L1  неотрицательное сла-
бое решение уравнения (2:1). Предположим, что выполнены усло-
вия (2:2) и положим [a]C0;(
) := sup
x;y2
; x 6=y
ja(x) a(y)j
jx yj : Предположим
также, что точка x0 2 
 такова, что B4(x0)  
. Тогда суще-
ствуют такие постоянные c1; c2 > 0; зависящие только от p; q; n;
[a]C0;(
);
jjujjq pL1(
); такие что при условии a(x0) = 0 имеет место следующая
оценка:
c1W
f
1;p(x0; )  u(x0)  c2 inf
B(x0)
u+ c2W
f
1;p(x0; 2): (2.4)
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Если же a(x0) > 0 и 0 =
a(x0)
4[a]C0;(
)
 ; тогда существуют
постоянные c3; c4 > 0, зависящие от p; q; n; [a]C0;(
); jjujjq pL1(
);
a(x0); такие, что выполнена оценка:
c3W
f
1;q(x0; )  + u(x0)  3+ c4 inf
B(x0)
u+ c4W
f
1;q(x0; 2): (2.5)
При условиях a(x0) > 0 и 0 <  выполнена следующая оценка
c3W
f
1;q(x0; ) + c3(W
f
1;p(x0; ) W f1;p(x0; 0))  + u(x0)
 3+c4 inf
B(x0)
u+c4W
f
1;q(x0; 2)+c4(W
f
1;p(x0; 2) W f1;p(x0; 20)): (2.6)
Замечание 2.1. В случае, когда a(x0) = 0 из неравенства (2.4) следу-
ет известный результат Kilpela¨inen–Maly [1], которые получили пото-
чечные оценки решений квазилинейного эллиптического уравнения
с оператором p-Лапласа в левой части и мерой  в правой части с
помощью нелинейного потенциала Вольфа W; p(x0; R):
W; p(x0; R) :=
1X
j=0
 
(Bj (x0))
n pj
! 1
p 1
; j =
R
2j
; j = 0; 1; 2; ::: (2.7)
Заметим также, что двуфазные эллиптические уравнения дивер-
гентного вида были впервые изучены В.В. Жиковым [37,38], в каче-
стве моделей строго анизотропных материалов, а также для описа-
ния явления Лаврентьева. Непрерывность по Гельдеру и неравенство
Гарнака для ограниченных решений однородного уравнения (2.1) (с
функцией f  0) при условиях (2.2) были получены P. Baroni, M. Co-
lombo, G. Mingione [17], а также L. Esposito, G. Mingione [19].
Теорема 1 является следствием слабого неравенства Гарнака (см.,
напр. [17]) и следующего результата.
Теорема 2.2. Пусть u 2 W 1;G(
) \ L1 — неотрицательное сла-
бое решение уравнения (2:1). Предположим, что выполнены условия
(2:2) и точка x0 2 
 такова, что B4(x0)  
.
Пусть 0 <  < min
n
1; p(n 1) q(n p)n+(q p)(n p)
o
. Тогда при условии a(x0) =
0 имеет место следующая оценка:
u(x0)  
0B@ n Z
B(x0)
u(1+)(p 1) dx
1CA
1
(1+)(p 1)
+ W f1;p(x0; ): (2:8)
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Если же a(x0) > 0 и 0 =
a(x0)
4[a]C0;(
)
 ; тогда выполнена оцен-
ка:
u(x0)  
0B@ n Z
B(x0)
u(1+)(q 1) dx
1CA
1
(1+)(q 1)
+ W f1;q(x0; ): (2:9)
При условиях a(x0) > 0 и 0 <  выполнена следующая оценка
u(x0)  
0BB@
0B@ n Z
B(x0)
u(1+)(q 1) dx
1CA
1
(1+)(q 1)
+W f1;q(x0; 20) + (W
f
1;p(x0; 2) W f1;p(x0; 20))

: (2:10)
Здесь  некоторая постоянная, зависящая от 1; 2; p; q; n;
[a]C0;(
); jjujjq pL1(
):
Аналогичным образом, для неотрицательных слабых решений
уравнений
 div

g(jruj) rujruj

= f(x)  0; (2:11)
с функцией g(t); удовлетворяющей условиям:
g 2 C(R1+);

t

p 1
 g(t)
g()


t

q 1
; t   > 0; 1 < p  q < n:
(2:12)
доказано неравенство типа Гарнака через нелинейный потенциал
Вольфа W f;g(x0; R):
W f;g(x0; R) :=
1X
j=0
jg
0B@ nj Z
Bj (x0)
f dx
1CA ; j = R
2j
; j = 0; 1; 2; :::
(2:13)
где g функция обратная к функции g.
Основным результатом в данном направлении будет теорема
Теорема 2.3. Пусть u — неотрицательное слабое решение уравне-
ния (2:11), f  0; и выполнены условия (2:12). Тогда существуют
постоянные c5; c6 > 0, зависящие только от p; q; n; 1; 2; такие
что: для каждой точки x0 2 
; B4(x0)  
; имеют место следую-
щие оценки:
c5W
f
1;g(x0; )  u(x0)  c6 inf
B(x0)
u+ c6W
f
1;g(x0; 2): (2:14)
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Потенциалы Вольфа W f1;g здесь определены согласно формуле
(2:13) при  = 1.
3. Оценка сверху решения, доказательство теоремы 2.2
3.1. Вспомагательные утверждения
Докажем вначале ряд вспомагательных утверждений.
Лемма 3.1. Пусть 0 <  < 1. Тогда для каждого слабого решения
u уравнения (2:1), любых 0 < l; ; k  q и функции  2 C10 (Br(x0));
удовлетворяющей условиям
0    1; (x)  1; 8x 2 B r
2
(x0); jrj  2
r
при a(x0) = 0; а также при a(x0) > 0; r > 0 справедлива следующая
оценка: Z
L

1 +
u  l

 1 
jrujpk dx
 


r
p
+


r
qZ
L

1 +
u  l

(1+)(q 1)
k q dx+ 
Z
Br(x0)
f dx;
(3.1)
где L = Br(x0)\fu > lg: В качестве  обозначена постоянная, зави-
сящая только от p; q; n; 1; 2; значение которой может меняться
на протяжении работы.
Доказательство. В интегральное тождество (2.3), соответствующее
уравнению (2.1), подставим в качестве пробной функции
' =

uR
l
(1 + s l )
 1  ds

+
k. Используя условия 2)–3), неравенство
Юнга, ja(x)   a(x0)j  [a]r; 8x 2 Br(x0), a также неравенство
uR
l
(1 + s l )
 1  ds

+
 ; получим требуемую оценку (3.1).
Лемма 3.2. Пусть 0 <  < 1. Тогда для каждого решения u урав-
нения (2:1), любых 0 < l; ; k  q и функции  2 C10 (Br(x0)); удовле-
творяющей условиям
0    1; (x)  1; 8x 2 B r
2
(x0); jrj  2
r
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при a(x0) > 0; r  0 справедлива следующая оценка:Z
L

1 +
u  l

 1 
jrujqk dx
 


r
q Z
L

1 +
u  l

(1+)(q 1)
k q dx+ 
Z
Br(x0)
f dx; (3.2)
где L = Br(x0) \ fu > lg:
Доказательство. В интегральное тождество (2.3), соответствующее
уравнению (2.1), подставим в качестве функции
' =

uR
l
(1 + s l )
 1  ds

+
k. Используя условия 2)–3), неравенство
Юнга, 12a(x0)  a(x)  32a(x0); 8x 2 Br(x0), a также неравенство
uR
l
(1 + s l )
 1  ds

+
 ; получим требуемую оценку (3.2).
3.2. Доказательство теоремы 2.2
Как и в частном случае p-Лапласа (см. замечание 1), для до-
казательства оценок теоремы 2.2 воспользуемся известным методом
Kilpelainen–Maly [1]. Рассмотрим вначале случай a(x0) = 0. Введем
необходимые обозначения.
Положим
rj =

2j
; Bj = Brj (x0); j = 0; 1; 2; :::
а также
Aj(l) := r
 n
j
Z
Bj\fu>ljg

u  lj
l   lj
(1+)(q 1)
k qj dx
+
(l   lj)(q p)
n
p
rnj
Z
Bj\fu>ljg

u  lj
l   lj
(1+)(q 1)
k qj dx:
Обозначим также через
j(l) = l   lj ; Lj = Bj \ fu > ljg;
j 2 C10 (Bj); 0  j  1; j(x)  1; 8x 2 Bj+1; jrj j 
2
rj
:
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Последовательности fljg; fjg определим позднее.
Возьмем l0 = 0, а также
0 =
0B@ 1r n0 Z
Bj\fu>0g
u(1+)(q 1)dx
1CA
1
(1+)(q 1)
+
0B@ 1r n0 Z
Bj\fu>0g
u(1+)(q 1)dx
1CA
1
(1+)(q 1) (q p)np
;
где  2 (0; 1); которое будет выбрано позднее.
Очевидно, что A0(0)  ; положим l1 = 0: Зафиксируем k
равенством: 2n(k (1+)(q 1) + k (1+)(q 1)+(q p)
n
p ) = 12 . Предполо-
жим, что мы выбрали l2; ::::; lj и 1; ::::; j 1 таким образом, что
i = li+1   li; i = 1; :::; j   1;
li 1 +
1
2
i 2  li < li 1 + ki 2; i = 2; :::; j; (3:3)
Ai 1(li)  ; i = 2; :::; j: (3:4)
В силу выбора числа k и последнего неравенства
Aj(lj + kj 1)  2n(k (1+)(q 1) + k (1+)(q 1)+(q p)
n
p )Aj 1(lj)  1
2
:
Покажeм теперь выбор lj+1 и j :
Если Aj(lj + 12j 1)  ; то положим lj+1 = lj + 12j 1; если же
Aj(lj +
1
2j 1) > ; то в силу непрерывности и убывания функции
Aj(l) найдется такое ~l 2 (lj + 12j 1; lj + kj 1); что Aj(~l) = : В этом
случае полагаем lj+1 = ~l:
Следующая лемма лежит в основе метода Kilpelainen–Maly [1] и
является основным вспомогательным результатом для доказатель-
ства оценок теоремы 2.2.
Лемма 3.3. Пусть a(x0) = 0, тогда для всех j  2 имеет место
следующая оценка
j  1
2
j 1 + 
0B@rp nj Z
Bj
f dx
1CA
1
p 1
: (3:5)
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Доказательство. Зафиксируем некоторое j  1 и без ограничения
общности предположим, что
j  1
2
j 1:
В противном случае неравенство (3.5) очевидно. Установим, что
Aj(lj+1) = :
Для этого разложим Lj = L0j[L00j : Здесь L0j := fx 2 Lj : u ljj < "g:
Малый параметр " > 0 будет определен позже. В силу условия на q
и того, что j 1  1 в Bj ,
r nj
Z
L0j

u  lj
j
(1+)(q 1)
k qj dx
+r nj 
(q p)n
p
j
Z
L0j

u  lj
j
(1+)(q 1)
k qj dx
 "(1+)(q 1)r nj
Z
Lj
k qj 1dx
+"
(1+)(q 1) (q p)n
p r nj
Z
Lj
(u  lj 1)(q p)
n
p k qj 1dx
 "(q 1)rnj
Z
Lj

u  lj 1
j 1
(1+)(q 1)
k qj 1 dx
+"(q 1)
(q p)n
p
j 1 r
n
j
Z
Lj

u  lj 1
j 1
(1+)(q 1)
k qj 1 dx
 2n"(q 1)Aj 1(lj)  2n"(q 1): (3:6)
Положим w = 1j
 
uR
lj

1 +
s lj
j
 1+
p
ds
!
+
и отметим, что на L00j
справедлива оценка
 1(")

u  lj
j
p 1 
 wp  (")

u  lj
j
p 1 
;
поэтому,
r nj

1 + 
(q p)n
p
j
Z
L00j

u  lj
j
(1+)(q 1)
k qj dx
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(")r nj

1 + 
(q p)n
p
j
Z
L00j
w
p(1+)(q 1)
p 1  k qj dx:
Выбираем далее  из условия p(1+)(q 1)p 1  <
n
n p или  <
p(n 1) q(n p)
n+(q p)(n p) : Тогда в силу леммы 3.1, теоремы вложения и предыду-
щего неравенства, получим
r nj

1 + 
(q p)n
p
j
Z
L00j

u  lj
j
(1+)(q 1)
k qj dx
 (")
0B@r nj Z
Lj

1 +
u  lj
j
(1+)(q 1)

(k q)n p
n
 q
j dx
+r nj 
q p
j
Z
Lj

1 +
u  lj
j
(1+)(q 1)

(k q)n p
n
 q
j dx
+ rp nj 
1 p
j
Z
Bj
f dx
1CA
n
n p
+(")
0B@r nj (q p)n ppj Z
Lj

1 +
u  lj
j
(1+)(q 1)

(k q)n p
n
 q
j dx
+r nj 
(q p)n
p
j
Z
Lj

1 +
u  lj
j
(1+)(q 1)

(k q)n p
n
 q
j dx
+ rp nj 
1 p+(q p)n
p
j
Z
Bj
f dx
1CA
n
n p
:
С учетом выбора k из условия (k  q)n pn   q = 1; в силу неравен-
ства Юнга и оценки
r nj 
(q p)n
p
j
Z
Lj

1 +
u  lj
j
(1+)(q 1)
j dx  ;
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получим
r nj (1 + 
(q p)n
p
j )
Z
L00j

u  lj
j
(1+)(q 1)
k qj dx
 (")
0B@+ 1 n+q n ppj rp nj Z
Bj
f dx
1CA
n
n p
: (3:7)
Тогда из оценок (3.6), (3.7) и приходим к неравенству
  2n"(p 1)+ (")
0B@+ 1 pj rp nj Z
Bj
f dx
1CA
n
n p
+(")
0B@+ 1 p+(q p)npj rp nj Z
Bj
f dx
1CA
n
n p
: (3:8)
Выбираем " достаточно малым, 2n"(p 1) = 14 , а затем подобным
образом выбираем и  = (") : (")
p
n p = 14 .
Из (3.8) получаем, что, по крайней мере, справедливо одно из
неравенств
j  
0B@rp nj Z
Bj
f dx
1CA
1
p 1
или
j  
0B@rp nj Z
Bj
f dx
1CA
1
n 1 q n pp
;
откуда, в силу предположения о сходимости ряда
1P
j=0
 
rp nj
R
Bj
f dx
! 1
p 1
, получим требуемую оценку (3.5). Лемма
доказана.
Аналогичным образом можно установить
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Замечание 3.1. При условиях a(x0) > 0 и 0   справедлива оценка
j  1
2
j 1 + rj + 
0B@rq nj Z
Bj
f dx
1CA
1
q 1
; (3:9)
для всех j  2:
Если же a(x0) > 0 и 0 < , тогда существет такое j0 > 1 : 2j0+1 <
  0
2j0
и что при 1  j < j0
j  1
2
j 1 + rj + 
0B@rp nj Z
Bj
f dx
1CA
1
p 1
; (3:10)
а для всех j  j0 справедлива оценка (3.9):
j  1
2
j 1 + rj + 
0B@rq nj Z
Bj
f dx
1CA
1
q 1
: (3:9)
Вернемся к доказательству теоремы 2, используя доказанные
вспомогательные утверждения (леммы 3.1–3.3) и замечание 2.
Неравенства (3.5) просуммируем по j = 2; :::; J:
lJ  l1 + 1 +
1X
j=0
0B@rp nj Z
Bj
f dx
1CA
1
p 1
:
Так как l1 = 0 и 1  k0, то
lJ  0 +
1X
j=0
0B@rp nj Z
Bj
f dx
1CA
1
p 1
;
где 0 было определено выше.
В последнем неравенстве перейдем в пределу J ! 1. Пусть l :=
lim
j!1
lj . Тогда получим
u(x0)  l  0 +
1X
j=0
0B@rp nj Z
Bj
f dx
1CA
1
p 1
:
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Здесь x0  лебегова точка функции (u  l)(1+)(p 1)+ : Учитывая опре-
деленное выше 0, получаем оценку (2.8) теоремы 2. Для доказатель-
ства оценки (2.9) суммируем неравенства (3.9) по j = 2; :::; J , в ре-
зультате получим
lJ  0 + 2+ W f1;q(x0; 2): (3:11)
Из определения l1 следует, что 0 <1, тогда последовательность
fljgj2N сходится и j ! 0; при j ! 1. Переходим к пределу J ! 1
в (3.11). Пусть l := lim
j!1
lj . Тогда
1
rnj
Z
Bj
(u  l)(1+)(q 1)+  (1+)(q 1)j ! 0; j !1:
Выбираем в качестве x0 лебегову точку функции (u  l)(1+)(q 1)+ , по-
лучим, u(x0)  l  0+2+ W f1;q(x0; 2): Таким образом, доказана
оценка (2.9).
Рассмотрим теперь случай, когда a(x0) > 0 и 0 <  и докажем
оценку (2.10). Для доказательства этой оценки воспользуемся заме-
чанием 2 и просуммируем (3.10) по j = 2; :::; j0   1, а затем (3.9) по
j = j0; j0 + 1; :::; J:
В результате получим
lJ  0+2+(W f1;q(x0; 20)+(W f1;p(x0; 2) W f1;p(x0; 20))): (3:12)
Из определения l1 следует, что 0 < 1, тогда последовательность
fljgj2N сходится и j ! 0; при j ! 1. Переходим к пределу J ! 1
в (3.12). Пусть l := lim
j!1
lj . Тогда
1
rnj
Z
Bj
(u  l)(1+0)(p 1)+  (1+0)(p 1)j ! 0; j !1:
Выбираем в качестве x0 лебегову точку функции (u   l)(1+0)(p 1)+ ,
получим, u(x0)  l:
Таким образом, оценка (2.10), а вместе с ней и теорема 2 полно-
стью доказаны.
4. Доказательство теоремы 2.1
Правые оценки теоремы 1 являются следствием слабого неравен-
ства Гарнака, полученного ранее в работе [17] для двухфазных фун-
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кционалов, 0B@ Z
B(x0)
us ds
1CA
1
s
 inf
x2B(x0)
u; (4:1)
с некоторым показателем s > 0; и теоремы 2. Действительно, с учетом
(4.1) и доказанной в теореме 2 оценки (2.8), получим
u(x0)  c6 inf
B(x0)
u+ c6W
f
1;p(x0; 2);
если a(x0) = 0.
Если a(x0) > 0 и 0 =
a(x0)
4[a]C0;(
)
 ; то из (4.1) и (2.9) будет
следовать
u(x0)  3+ c8 inf
B(x0)
u+ c8W
f
1;q(x0; 2):
Следствием (4.1) и (2.10) будет оценка
u(x0)  30+c8 inf
B(x0)
u+c8W
f
1;q(x0; 20)+c8(W
f
1;p(x0; 2) W f1;p(x0; 20)):
Осталось доказать оценки снизу в (2.4)–(2.6). Для этого в качестве
пробной функции подставим в (2.3) ' = q;  2 C10 (Br(x0)); 0   
1;   1 в B r
2
(x0) и jrj  r ; 0 < r  : Заметим, что
g(a(x); a)b  "g(a(x); a)a+ g

a(x);
b
"

b; a; b; " > 0: (4:2)
Кроме того, в силу 34a(x0)  a(x)  54a(x0); 8x 2 B(x0), получим
3
4
q 1
g(a(x0); t)  g(a(x); t) 

5
4
p 1
g(a(x0); t); (4:3)
при a(x0) > 0 и 0  :
Воспользуемся условиями 2)–3), оценками (4.2), (4.3) с
" = g

a(x0);
m( r2) m(r)
r

; 0 <  < min

1; 1(n 1)(q 1)

; m(r) =
inf
Br(x0)
u : Z
B r
2
(x0)
f dx  
Z
Br(x0)
g(a(x0); jruj)jrj q 1dx
 "
Z
Br(x0)
  

u m(r)
r

G(a(x0); jruj)
u m(r) 
q dx
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+

r
Z
Br(x0)
g

a(x0);
1
"
u m(r)
r
 

u m(r)
r

dx: (4:4)
Подставляем теперь в качестве ' в (2.3) ' =   
 
u
r

q. Исполь-
зуя условия (2.2), а также слабое неравенство Гарнака, получим
"
Z
Br(x0)
  

u m(r)
r

G(a(x0); jruj)
u m(r) 
q dx
 r 1"
Z
Br(x0)
 1 

u m(r)
r

dx
 r 1"
Z
Br(x0)
g1 

a(x0);
u m(r)
r

dx
 rn 1g
 
a(x0);
m
 
r
2
 m(r)
r
!
: (4:5)
Так как 0 <  < min

1; 1(n 1)(q 1)

, то
r 1
Z
Br(x0)
g

a(x0);
1
"
u m(r)
r
g

a(x0);
u m(r)
r

dx
 rn 1g
 
a(x0);
 
m
 
r
2
 m(r)
r
!!
+r 1"1 q
Z
Br(x0)
g1+(q 1)

a(x0);
u m(r)
r

dx
 rn 1g
 
a(x0);
 
m
 
r
2
 m(r)
r
!!
: (4:6)
Из (4.4)–(4.6) получим
r1 n
Z
B r
2
(x0)
f dx  g
 
a(x0);
m
 
r
2
 m(r)
r
!
: (4:7)
Поскольку при a(x0) > 0,
g
 
a(x0);
m
 
r
2
 m(r)
r
!
 1+(+a(x0))
 
m
 
r
2
 m(r)
r
!q 1
; (4:8)
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а при a(x0) = 0
g
 
0;
m
 
r
2
 m(r)
r
!
 1 + 
 
m
 
r
2
 m(r)
r
!p 1
;
то интегрируя неравенство (4.7) по r 2 (0; ) и используя последние
оценки, получаем оценки снизу в (2.4) и (2.5).
Для доказательства оценки снизу в (2.6) воспользуемся ранее до-
казанными (4.7) и (4.8).
При интегрировании неравенства (4.7) по r 2 (0; ) возникает не-
обходимость разбить промежуток интегрирования на r 2 (0; 0) и
r 2 (0; ).
Так как
0Z
0
0BB@rq n Z
B r
2
(x0)
f dx
1CCA
1
q 1
dr =W f1;q(x0; 0);
а
Z
0
0BB@rp n Z
B r
2
(x0)
f dx
1CCA
1
p 1
dr
=
Z
0
0BB@rp n Z
B r
2
(x0)
f dx
1CCA
1
p 1
dr  
0Z
0
0BB@rp n Z
B r
2
(x0)
f dx
1CCA
1
p 1
dr
=W f1;p(x0; ) W f1;p(x0; 0);
то мы получаем оценку снизу в (2.6).
Теорема 1 полностью доказана.
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