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1. Introduccio´n y motivacio´n
Con la evolucio´n de las tecnologı´as de informacio´n y comunicacio´n, han surgido almacenamientos no estruc-
turados de informacio´n. No so´lo se consultan nuevos tipos de datos tales como texto libre, ima´genes, audio y
video; sino que adema´s, en algunos casos, ya no se puede estructurar ma´s la informacio´n en claves y registros.
Au´n cuando sea posible una estructuracio´n cla´sica, nuevas aplicaciones tales como la minerı´a de datos requieren
acceder a la base de datos por cualquier campo y no so´lo por aquellos marcados como “claves”.
Los escenarios anteriores requieren modelos ma´s generales tales como bases de datos de texto o espacios
me´tricos, entre otros; y contar con herramientas que permitan realizar bu´squedas eficientes sobre estos tipos de
datos. Las te´cnicas que emergen desde estos campos muestran un a´rea de investigacio´n propicia para el desarrollo
de herramientas que resuelvan eficientemente los problemas involucrados en la administracio´n de bases de datos
no convencionales.
La bu´squeda por similitud es un tema de investigacio´n que abstrae varias nociones de las ya mencionadas.
Este problema se puede expresar como sigue: dado un conjunto de objetos de naturaleza desconocida, una funcio´n
de distancia definida entre ellos, que mide cuan diferentes son, y dado otro objeto, llamado la consulta, encontrar
todos los elementos del conjunto suficientemente similares a la consulta. El conjunto de objetos junto con la
funcio´n de distancia se denomina espacio me´trico [3].
En algunas aplicaciones, los espacios me´tricos resultan ser de un tipo particular llamado “espacio vectorial”,
donde los elementos consisten de  coordenadas de valores reales. Existen muchos trabajos que explotan las
propiedades geome´tricas sobre espacios vectoriales (ver [5] para ma´s detalles); pero normalmente e´stas no se
pueden extender a los espacios me´tricos generales.
Por otra parte, una base de datos de texto es un sistema que debe proveer acceso eficiente a grandes volu´menes
de texto no estructurado, donde existe la necesidad de construir ı´ndices que no so´lo permitan realizar bu´squedas
eficientes de patrones ingresados por el usuario, sino que adema´s usen tan poco espacio como sea posible. En el
escenario ma´s simple, el texto se ve como una secuencia de sı´mbolos y el patro´n a buscar como otra secuencia
ma´s breve, y ası´ el problema de bu´squeda consiste en encontrar todas las apariciones del patro´n en el texto, y en
algunos casos admitiendo un nu´mero pequen˜o de errores.
La necesidad de una respuesta ra´pida y adecuada, y un eficiente uso de memoria, hace necesaria la existencia
de estructuras de datos especializadas que incluyan estos aspectos. En particular, nos vamos a dedicar a dos tipos
de bases de datos no convencionales: los Espacios Me´tricos y las Bases de Datos de Texto, y co´mo resolver
eficientemente no so´lo las bu´squedas en esos a´mbitos, sino tambie´n algunas otras operaciones de intere´s en el a´rea
de bases de datos. Por lo tanto, la investigacio´n apunta a poner estas nuevas bases de datos a un nivel de madurez
similar al de las bases de datos tradicionales.
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2. Espacios me´tricos
El planteo general del problema es: dado un conjunto   , recuperar los elementos de   que sean similares
a uno dado, donde la similitud entre elementos es modelada mediante una funcio´n de distancia positiva  . El
conjunto  denota el universo de objetos va´lidos y   , un subconjunto finito de  , denota la base de datos en donde
buscamos. El par 	
 es llamado espacio me´trico. La funcio´n  cumple con las propiedades
propias de una funcio´n de distancia, positividad estricta, simetrı´a y desigualdad triangular.
Ba´sicamente, existen dos tipos de bu´squedas de intere´s en espacios me´tricos:
Bu´squeda por rango: recuperar todos los elementos de   que esta´n a distancia  de un elemento  dado.
Bu´squeda de los k vecinos ma´s cercanos: dado  , recuperar los ﬀ elementos ma´s cercanos a  .
2.1. Bases de datos me´tricas
Integrar la bu´squeda de espacios me´tricos en un ambiente de bases de datos requiere adema´s extender apropia-
damente el a´lgebra relacional y disen˜ar soluciones eficientes para los nuevos operadores, teniendo en cuenta as-
pectos de memoria secundaria, concurrencia, confiabilidad, etc. Algunos ejemplos de las operaciones que podrı´an
ser de intere´s resolver son: join espacial, operaciones de conjuntos (unio´n, interseccio´n y diferencia) y otras ope-
raciones de intere´s en bases de datos espaciales tales como los operadores topolo´gicos (por ejemplo: A incluye B,
A intersecta B, etc.). Algunos de estos problemas ya poseen solucio´n en las bases de datos espaciales, pero no se
han estudiado en el a´mbito de los espacios me´tricos.
Un objeto de un espacio me´trico puede ser una imagen, una huella digital, un documento, o cualquier otro tipo
de objeto. Esta es una de las razones por las que los elementos de una base de datos me´trica no se pueden almace-
nar en bases de datos relacionales, las cuales tienen taman˜o fijo de tupla. Esto tambie´n implica que las operaciones
sobre datos de un espacio me´trico son en general ma´s costosas que las operaciones relacionales esta´ndar. Adema´s
los elementos de un espacio me´trico usualmente son dina´micos. Se insertan, o eliminan objetos dina´micamente,
por lo tanto las estructuras de datos para accederlos deben soportar estas operaciones eficientemente. Otro aspecto
a tener en cuenta es que no existe un a´lgebra esta´ndar sobre datos de un espacio me´trico, aunque se han hecho al-
gunas propuestas [4]. Esto implica que no existe un conjunto esta´ndar de operadores; e´ste depende de la aplicacio´n
especı´fica, aunque existen algunos operadores comunes (como la interseccio´n o el join).
Como en el mundo de las bases de datos relacionales, existen dos clases de operadores que se pueden aplicar
a bases de datos espaciales: seleccio´n y join. Ejemplos de consultas y operaciones que podrı´an ser de intere´s en
bases de datos que contienen objetos de un espacio me´trico, son las siguientes:
Consulta por Rango: dado  y un conjunto ﬁ encontrar todos los objetos que este´n a distancia a lo ma´s  de
algu´n objeto de ﬁ .
Consulta de Vecino ma´s Cercano: dado dos conjuntos ﬁ y ﬂ , encontrar el objeto ma´s cercano en el conjunto ﬂ
a cada uno de los objetos de ﬁ .
Consulta de ﬀ –Vecinos ma´s Cercanos: dado dos conjuntos ﬁ y ﬂ y ﬀ , encontrar los ﬀ objetos ma´s cercanos en
el conjunto ﬂ a cada uno de los objetos de ﬁ .
Consulta de Covecindad: dado dos conjuntos ﬁ y ﬂ , encontrar los objetos del conjunto ﬁ que tienen a algu´n
objeto del conjunto ﬂ como vecino ma´s cercano.
Unio´n: dados dos conjuntos ﬁ y ﬂ obtener un nuevo conjunto ﬃ que represente la unio´n de ambos.
Interseccio´n de Conjuntos: dados dos conjuntos ﬁ y ﬂ , responder todos los objetos que esta´n en ﬁ y en ﬂ .
Diferencia: dados dos conjuntos ﬁ y ﬂ y  , encontrar todos los objetos que se encuentren en ﬁ y que en ﬂ no
existan objetos a distancia menor que  de ellos.
Join por Rango: dados dos conjuntos ﬁ y ﬂ y  , obtener un nuevo conjunto ﬃ en el que se emparejen aquellos
objetos de ﬁ y de ﬂ que este´n a distancia a lo ma´s  .
Join por Vecino ma´s Cercano: dados dos conjuntos ﬁ y ﬂ , obtener un nuevo conjunto ﬃ en el que se empareje
cada objeto de ﬁ con el vecino ma´s cercano en ﬂ .
Join por ﬀ -Vecinos ma´s Cercanos: dados dos conjuntos ﬁ y ﬂ y ﬀ , obtener un nuevo conjunto ﬃ en el que se
emparejen cada objeto de ﬁ con los ﬀ –vecinos ma´s cercanos en ﬂ .
Join por Covecindad: dados dos conjuntos ﬁ y ﬂ , obtener un nuevo conjunto ﬃ en el que se emparejen cada
objeto de ﬁ con los objetos de ﬂ que lo tienen como vecino ma´s cercano.
Se pretende analizar no so´lo la aplicabilidad de cada una de las consultas y operaciones mencionadas, sino
tambie´n las estructuras o ı´ndices que permitan obtener su buen desempen˜o. Para ello analizaremos tambie´n al-
gunos de los ı´ndices conocidos para bu´squedas en espacios me´tricos y co´mo se los podrı´a adaptar para resolver
eficientemente este tipo de operaciones. Como en general se mantiene un ı´ndice para cada conjunto, tendrı´a sen-
tido tambie´n analizar la informacio´n que da el construir un ı´ndice sobre un conjunto, para ver si vale la pena
construirlo cuando no esta´ (por ejemplo en conjuntos obtenidos como resultado de una consulta anterior).
3. Bases de datos de texto
Una base de datos de texto es un sistema que provee acceso eficiente a amplias masas de datos textuales.
El requerimiento ma´s importante es que desarrolle bu´squedas ra´pidas para patrones ingresados por el usuario.
En general el escenario ma´s simple aparece es como sigue: el texto    se ve como una u´nica secuencia de
caracteres sobre un alfabeto  de taman˜o  , y el patro´n de bu´squeda 	
  como otra (breve) secuencia sobre  .
Luego pueden aparecer dos problemas de bu´squeda de texto: (1) consiste en encontrar todas las ocurrencias de 	
en   y (2) consiste en encontrar todas las ocurrencias de 	 en   que contengan a lo ma´s  errores, es decir todos
los substrings de   cuya distancia de edicio´n (o distancia de Levenshtein) a 	 sea a lo ma´s  .
En la actualidad las bases de datos de texto tienen que enfrentar dos objetivos opuestos. Por un lado, tienen
que proveer acceso ra´pido al texto y por el otro, tienen que usar tan poco espacio como sea posible. Los objetivos
son opuestos debido a que para proveer acceso ra´pido se debe construir un ı´ndice sobre el texto. Un ı´ndice es una
estructura de datos construida sobre el texto y almacenada en la base de datos y ası´ incrementa los requerimientos
de espacio. Recientemente se ha investigado mucho sobre bases de datos de texto comprimido, enfoca´ndose en
comprimirlo y, de ser posible, hacerlo de tal forma que las estructuras que representan al texto comprimido nos
sirvan tambie´n para buscar en e´l. Un ejemplo de este tipo de ı´ndice es el LZ-Index.
Por otra parte, existen muchas aplicaciones en las cuales tiene sentido buscar todas las ocurrencias de un patro´n
	 , pero admitiendo que nuestras respuestas contengan algunos errores. En este caso no son u´tiles los ı´ndices
que se construyen para resolver el caso (1), sino que hay que disen˜ar nuevos ı´ndices que permitan responder
eficientemente esta clase de consulta.
3.1. Bu´squeda de texto sin errores
La estructura de datos LZ–Index esta´ basada en el trie producido por el algoritmo de compresio´n de Ziv–
Lempel (ma´s precisamente en el algoritmo LZ78). La idea de la compresio´n de Ziv–Lempel es reemplazar subs-
trings del texto por punteros a apariciones anteriores de dichos substrings. Si el puntero ocupa menos espacio que
el substring que reemplaza, entonces se logro´ compresio´n. (ver [1] para una descripcio´n del algoritmo LZ78).
El algoritmo LZ78 comprime el texto    en  bloques,   ﬂ ﬂ , con ﬂﬀﬁﬃﬂ , ﬂﬀ!  ﬂﬀ" si #$  ﬀ
(no hay dos bloques iguales), y % ﬀ'&( , )*#!+ ﬀ , ,.-/ , ﬂ0". ﬂﬀ213, (todos los bloques, salvo ﬂ4 , se forman con
un bloque anterior ma´s una letra).
Para buscar un patro´n 	   en     de manera eficiente, la idea de LZ–Index es usar el mismo trie producido
por LZ78 ma´s algunas estructuras de datos adicionales que a continuacio´n enumeramos:
LZTrie: es el trie formado por los bloques ﬂ. ﬂ . Por las propiedades de LZ78, este trie tiene exactamente
 nodos.




. Esta estructura de datos no tiene las propie-
dades de LZTrie: pueden haber nodos internos que no representan a ningu´n bloque (nodos vacı´os).
Node: es un mapeo de identificadores de bloque a su nodo en LZTrie.
RNode: es un mapeo de identificadores de bloque a su nodo en RevTrie.
Una caracterı´stica importante de LZ–Index es que es un ı´ndice comprimido; luego de construir las estructuras
de datos antes mencionadas, las mismas son comprimidas y el texto   puede ser borrado por completo, pudie´ndose
recuperar usando el ı´ndice (self–indexing). Esto es muy importante en la pra´ctica ya que se requiere poca memoria.
Sin embargo, la construccio´n de LZ–Index au´n requiere demasiada memoria. El trie reverso usado para la
construccio´n del RevTrie comprimido es la estructura de datos que ma´s memoria requiere: algunos experimentos
realizados en [6] muestran que para lenguaje natural se necesita aproximadamente 4 veces el taman˜o de texto, y
para ADN 2.5 veces el taman˜o del texto. Esto se debe al gran nu´mero de nodos vacı´os en el trie reverso.
Actualmente estamos trabajando en una representacio´n del trie reverso que garantiza tener    nodos (no
existen nodos vacı´os en e´l). Esto implica una importante disminucio´n en la memoria requerida, pero tambie´n se
espera un mayor tiempo de construccio´n debido a esto. Nuestra representacio´n se basa en la conexio´n que existe
entre RevTrie y LZTrie.
Otras caracterı´sticas importantes son:
En lugar de almacenar identificadores de bloques en los nodos del trie reverso, optamos por almacenar el
puntero al nodo de LZTrie correspondiente al bloque. Esto hace que la estructura de datos Node no sea ma´s
necesaria, lo cual permite ahorrar ma´s memoria y un acceso ma´s ra´pido a los nodos de LZTrie.
Con un barrido en–orden en el trie reverso au´n podemos obtener los bloques ordenados lexicogra´ficamente,
lo que permite implementar las operaciones sobre el trie reverso mencionadas en [6] en tiempo constante.
Un problema de la construccio´n del LZ-Index es que el espacio que se necesita es mucho mayor que el de
la estructura final de bu´squeda. Nuestro primer objetivo es reducir el espacio necesario para la construccio´n, sin
alterar la estructura final. Hasta el momento hemos conseguido una reduccio´n cercana al 50 %, pero esperamos
finalmente necesitar un espacio cercano al de la estructura final. El menor espacio de construccio´n se paga con
mayor tiempo de construccio´n. Adema´s, pretendemos agregar dinamismo a las estructuras de datos de modo de
poder seguir agregando texto al ya existente sin tener que reconstruir el ı´ndice por completo. Tambie´n planeamos
obtener una implementacio´n eficiente del ı´ndice en memoria secundaria, de manera tal que pueda ser usado en
bases de datos de texto que no puedan mantenerse en memoria principal debido a su gran taman˜o.
3.2. Bu´squeda de texto con errores
Un problema abierto en la bu´squeda combinatoria de patrones es la indexacio´n del texto para permitir la
bu´squeda aproximada sobre e´l. El problema de bu´squeda aproximada de un string es: dado un gran texto   de
longitud  y un patro´n 	 de longitud  (comparativamente ma´s corto) y un valor  , devolver todas las ocurrencias
del patro´n, es decir, todos los substrings cuya distancia de edicio´n al patro´n es a lo sumo  .
La distancia de edicio´n entre dos strings se define como la mı´nima cantidad de inserciones, supresiones
o substituciones de caracteres necesaria para que los strings sean iguales. Esta distancia es usada en muchas
aplicaciones, pero cualquier otra distancia puede ser de intere´s.
Hay variadas soluciones al problema de bu´squeda aproximada basadas en el preprocesamiento del patro´n
pero no del texto, y como el tiempo de bu´squeda es proporcional al taman˜o del mismo no son aceptables cuando el
texto es muy grande. Recientemente ha recibido mayor atencio´n la posibilidad de indexar el texto para la bu´squeda
aproximada de strings. Sin embargo, la mayorı´a de los esfuerzos se orientan a la bu´squeda en textos de lenguaje
natural y las soluciones no se pueden extender a casos generales como ADN, proteı´nas, sı´mbolos orientales, etc.
La presente aproximacio´n [2] toma en cuenta que la distancia de edicio´n satisface la desigualdad triangular y
por lo tanto esto define un espacio me´trico sobre el conjunto de substrings del texto. Entonces se puede replantear
el problema de bu´squeda aproximada como un problema de bu´squeda por rango sobre un espacio me´trico.
Una propuesta de indexacio´n del texto para bu´squeda aproximada de strings, usando te´cnicas de espacios
me´tricos, tiene el problema que hay
 
   diferentes substrings en un texto y adema´s habrı´a que indexar
 
  
objetos, lo cual es inaceptable.
En esta aproximacio´n la idea es indexar los  sufijos del texto. Cada sufijo     representa todos los substrings
que comienzan en la posicio´n  . Existen diferentes opciones de co´mo indexar este espacio me´trico formado por
 
   conjuntos de strings, la elegida aquı´ es una propuesta basada en pivotes. Entonces seleccionamos ﬀ pivotes y
para cada conjunto de sufijos   	   del texto y cada pivote 
 , computamos la distancia entre 
 y todos los strings
representados por      . De ese conjunto de distancias desde      a 
	 , se almacena so´lo la mı´nima obtenida, es
decir que se almacenara´n so´lo los ﬀ valores de las distancias mı´nimas de los substrings a los ﬀ pivotes.
Notar que no necesitamos construir ni guardar en ninguna estructura auxiliar los sufijos, ya que ellos se pueden
obtener e indexar directamente del texto. Ası´, la u´nica estructura necesaria serı´a el ı´ndice me´trico.
Si se considera la bu´squeda de un patro´n dado 	 con a lo sumo  errores se esta´ ante un query por rango de
radio  en el espacio me´trico de sufijos. Como en todos los algoritmos basados en pivotes comparamos el patro´n 	
contra los ﬀ pivotes y obtenemos una coordenada ﬀ -dimensional    	 
      	 
 "   . Los pivotes elegidos
no deben ser muy cortos ya que su mı´nima distancia a cualquier      es a lo sumo  
	 , por lo tanto cualquier
pivote de longitud menor que    es inu´til.
Sea 
	 un pivote dado y los sufijos   	   de   , si se cumple que    	 
    +ﬁﬀ   ﬂ  ﬃ   
   , entonces
por la desigualdad triangular se sabe que    	        !  para todo substring que este´ representado por       .
La eliminacio´n se puede hacer usando cualquier pivote 
" . Al buscar que´ sufijos podra´n ser eliminados se cae en
un cla´sico problema de bu´squeda por rango en un espacio multidimensional, por lo que para esta tarea se podrı´an
usar estructuras como el R-tree, o alguna de sus variantes. Los nodos que no puedan ser eliminados usando algu´n
pivote debera´n ser directamente comparados contra 	 . Para aquellos cuya distancia mı´nima a 	 sea a lo sumo  ,
se reportara´n todas sus ocurrencias.
Se pretende implementar la aproximacio´n presentada analizando su competitividad. Luego se tratara´ de me-
jorar esta propuesta basa´ndonos en el conocimiento de que los pivotes con distancias mı´nimas grandes permiten
la eliminacio´n de una mayor cantidad de sufijos. Entonces se podrı´an almacenar para cada pivote 
 so´lo los #
valores ma´s grandes de las distancias $&%'  (
   )    ; siendo # fijado de antemano.
Otra posible mejora a analizar se basa en tomar un primer pivote, determinar sus # sufijos ma´s lejanos, al-
macenar esos sufijos y sus distancias mı´nimas en una lista en forma ordenada y luego descartar esos sufijos para
pro´ximas consideraciones. Este proceso se repetirı´a para los otros pivotes hasta que todos los sufijos hayan sido
incluidos en alguna lista. Esta idea puede ser eficiente y competitiva en una implementacio´n en memoria secunda-
ria.
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