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1. INTRODUCTION 
Lazer [ 11, Lazer and Leech [2], and Landesman and Lazer [3] developed 
necessary and sufficient conditions for the existence of periodic solutions for a 
class of second order differential equations. The nature of their results can be 
somewhat seen in our Theorem 2. 
In [4]-[7] their results were analyzed in a more abstract form and in the 
setting of the alternative method. Our Theorem 1 reflects these developments. 
The purpose of this paper is twofold. In the proof of Theorem 1 we use the 
alternative method and degree theory to give a simple scheme of proof for 
theorems of this type. In Theorem 2, an application of Theorem 1, instead of 
functional analytic hypotheses for our equation we give pointwise restrictions 
(like those of Lazer and Leech). 
2. THE ABSTRACT PROBLEM 
Let X and Y be Banach spaces with the norm in each designated by j . 1 . 
For an operator A, let DA and R, denote the domain and range of A, respect- 
ively, and, if A is linear, let NA denote the null space of A. We consider the 
problem 
Lx = Nx, XE(DL~DN) 
with the hypotheses: 
(i) L: 0,CX-t Y is linear and N: D,CX+ Y. 
(ii) X = X1 @ X0 with X0 = NL and Y = Y1 @ Y,, with Yi 
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Further, X0 , Xi , Y, , and Yr are closed. (And hence there exist continuous 
projections P, (I - P) (I is the identity map), Q, (I - Q) with PX = X0, 
(I- P) X = X, , QY = Y, , and (I- Q) Y = Yr .) 
(iii) A partial inverse H = [L j (DL n Xl)]-’ exists. 
(iv) 0 < dim X0 = dim Y,, < cc (and we let U: Y,, + X0 be a con- 
tinuous linear isomorphism). 
From (i)-(iii), there follow: 
(v) H(I-Q)Lx=(I--- P)x for FEDS; 
(vi) LHy = y for y E DH; 
(vii) QLx = LPx (= 0) for x E DL; 
and with (v)-(vii), (1) is equivalent to the system of equations 
x = Pxf H(I-Q)Nx, 
0 = QNx. 
(2) 
This is the scheme of the alternative method as developed by Cesari [8]; 
see also [9], and others. 
If we write x = x1 + x0 = (x1 , x,,), x1 E X1 , x,, E X,, , and use (iv), then (2) 
is equivalent to 
xl = f-V - Q) N(x, , x0) (= Tl(Xl 7 x0>), 
xo = xo + uN(x, , xo) (= To@, 5 x0>>, 
(3) 
and the right-hand side of (3) defines T,: (D, C Xl @ X0) + Xl , To: DN + X,, . 
If we let T = (Tl , To), then T: DN + Xi @ X0 and (3) is equivalent to 
(I - T) (x1 , x0) = 0. (4) 
It is in this form, the so-called total map [9], that we shall solve (1). We should 
note that we now have a mapping from DN C Xi @ X0 into X1 @ X0, but the 
solution will lie in R, , i.e., in DL . 
In X1 @ X0 it is convenient to use the norm 1(x1 , x,)1 = max(] x1 1 , 1 x0 1) 
and we shall use the following notation: B, = {(x1 , x0): 1(x, , x0)\ < R), S,l = 
{(xl 3 xo): I XI I = R I x0 I < R>, and SRo = {(x1 , x0>: I x1 I < R I x0 I = RI (~0 
8B, = S,l u S,O). 
THEOREM 1. Let (1) be given and let (i)-(iv) be satisfied. If there exists an 
R > 0 such that 
(viii) T: R, -+ X, @ X0 is continuous and compact; 
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(ix) / H(1- Q) Nx I < I x / for (xr , x0) E SR1; and 
(x) AQNx # (1 - A) QN(-x) for 4 < X < 1, x E SRo; 
then (1) has at least one solution in B, . 
Proof. AS (x) suggests, the proof simply applies the following, which is a 
consequence of Borsuk’s theorem and the homotopy invariance of the topological 
degree. 
If a’(x) = (I - T) (x1, x0), where T satisfies (viii), and if h@(x) # 
(1 - A) @(-x) for + < h < 1, x E 3B, , then there exists at least one x E B, 
such that D(x) = 0. 
Let Ii = I 1 Xi , i = 1,2. We shall show that 
A(& - Ti) (~1, xo) # (1 - 4 (4 - Ti) (-xl, -4 for+<h<l, 
(Xl 9 xO)ESRi, i= l,O. 
If 4x,- W - Q) N(x, , o x )) = (1 - h) (-x1 - H(I - Q) N(-x, , -x0)) 
for (x1 , x0> E SR1, then I x I = I x1 I < h I ff(I - Q) N(x, , x,)1 + 
(1 - X) 1 H(I - Q) N(-x1 , -x0)1 < I x / by (ix). A contradiction. 
If X(.Z, - To) (x1, x0) = (1 - X) (IO - To) (-x1, -x0) for some h E [Q, I), 
(Xl 9 x0) E S, , then hUQN(x, , x0) = (1 - h) UQN(-x, , :x0) and (x) is 
contradicted. 
Remarks. (1) In applications it is common to have hypotheses such as 
appear in the following implications. 
(viii-bis) If N is assumed to be continuous and to take bounded sets into 
bounded sets and if H is assumed to be continuous and compact ((ii) and (iv) 
imply that UQ is continuous and compact), then (viii) is satisfied. 
(ix-bis) If 1 Hy 1 < k I y I for all y E Yr and if 1 Nx I < (l/k) I x j for all 
XEDN, then (ix) is satisfied. 
(x-bis) If N(x) = -N(-x) # 0 for x E SRO, then (x) is satisfied. 
(x-bis bis) Let (., .) b e an inner product on X0 . If (UQN(x, , x0), x0) < 0 
for (x1 , x0) E SRo, or if (UQN(x, , Ru), U) < 0 for (x, , U) such that 1 x1 1 < R, 
I u I = 1, then (x) is satisfied. (This type of condition is used in [J-7].) 
(2) Instead of B, = {(x1, x0): 1 x1 I < R and j x0 ] < R} we can use 
WI 9 Ro) = {(XI , x0): I x1 I d RI and I x0 I < R,). 
(3) This scheme of proof was announced in [lo]. 
3. AN APPLICATION 
Consider the boundary value problem 
xiv + (m2 + n2) x” + m2n2x + h(x) = p(t), 
x”(0) = x”(274 k = 0, 1,2,3, 
(5) 
(6) 
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where m and n are positive integers with m < n; h(x) and p(t) are real valued 
and continuous; and p(t) is 2P-periodic. 
In this section / ’ 1 is the absolute value in R1. Let 
A, = (l/r) i2=p(t) cos mt dt, 
B, = (l/n) jo2rp(t) sin mt dt, 
and let A, and B, be similarly defined. 
Given (a, b, c, d), let A = A(a, b, c, d) = {t E [0, &-I: u(t) = a cos mt + 
bsinmt+ccosnt+dsinnt>O} and let g=inf{~Au(t)dt:a”+b2+c2+ 
d2 = l}. (From the continuous dependence of the integral upon (a, b, c, d) we 
know that g > 0.) 
Let k = Jr / G(t, s)\ ds > 0 where G(t, s) is a Green’s function for problem 
(5), (6). 
THEOREM 2. Let (5), (6) be given and suppose that (a) there exist constants 
cl >, 0, 0 < c2 < (1/2K) such that / h(x)1 < c, + c2 j x 1 for all x; (b) there is an 
Y,, > 0 and constants C < D such that x < -yO implies h(x) < C, x > Y,, implies 
h(x) > D; and (c) rr(Am2 + Bm2 + An2 + Bn2)lp < g(D - C). Then (5), (6) 
has a solution. 
Proof. Let Lx = xiv + (m2 + n2) x” + mWx with DL = {x E C”[O, 2~1: 
x(.) satisfies (6)). (C = C[O, 2~1 is the Banach space of functions continuous on 
[0,2n] with norm / x(.)1, = 1 x I0 = sup{1 x(t)l: 0 < t < 27~); C4[0, 2~1 is the 
Banach space of functions with xiv E C and with norm / x(.)14 = 1 x /a + ..- + 
I xiv lo .> 
Let (Nx) (t) = p(t) - h(x(t)) with D,,, = C. 
For x, y E C, let (x, y) = (l/n) sr x(t) y(t) dt and let Px = (x, cos mt) cos mt 
+ (x, sin nt) sin nt; P is a continuous projection. 
Since Lx = 0 is a self-adjoint problem, Lx = y has a solution if and only if 
Py = 0. (See, for example, [ll, p. 3061.) Then we may take X = Y = C, 
P=Q, PX=X,(=N,)=QY=Y,,, and (I-P)X=X,=(I--Q)Y= 
Yl (= Rd. 
We can now write (5), (6) in the form 
Lx = Nx (1) 
of Section 2 and (i), (ii), and (iv) are satisfied, with U the identity map. Further, 
for (5), (6) there exists a Green’s function G(t, s), continuous on 
0 < t, s < 27r, such that if Hy = sr G(t, s) y(s) ds, DH = Yr , then H = 
[L j (D, n X1)]-‘. Hence (iii) is satisfied and we are ready to use Theorem 1. 
We must verify that (viii)-(x) are satisfied. 
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(viii) From (a) and from the integral form of H, it is routine to verify 
that H(1 - P) N: X1 @ X0 - X, is continuous and compact and that the 
same is true for T: Xl @ X0 --f Xl @ X0 . 
(ix) Recall that with x = x1 + x0 we use the norm max(l x1 j0 , 1 x0 I,,), 
which we denote here by I/ x 11 . And I x /a < 2 11 x I/ . If ca = I p(.)i, and 
II x II > II x1 I! 3 8 > (co + c,W1 - 24, then 
(x) We shall verify that (x-bis bis) of Remark 1 holds and we shall use 
the set of Remark 2. 
The difficulty is that I u(t)],, 3 rs does not imply I u(t)1 2 ra pointwise. We 
will isolate, with a set 77, the points where u(t) is small and then make 
j R,u(t)l > r. for t $ U. 
(1) If xl E xl, I ~1 lo < R,; if u = u(t) = a cos mt + b sin mt + c cos nt 
+ d sin nt E X0 , a2 + b2 + c2 + d2 = 1; and iVx = p(.) - h(x(.); then 
PW, 3 Ru), 4 = (N(x, , Ru), u) = A,a + B,b + A,c + B,d - (l/v) x 
J:” h(x,(t) + Ru(t)) u(t) dt. And A, a + Bd + A,c + B,d < (Am2 + B,” + 
An2 + Bn2)li2. 
(2) Now u(t) is 2r-periodic (it may have other periods, depending on m 
and n) and it has r zeros: 0 < zi < ... < z, < 2~ < .z,+r = zi + 27~ (also a 
function of m and n). 
(*) Choose 7, 0 < 17 < min{q+r - zi: i = l,..., r}. 
Let U = UL, {t E [0,2~-1: 1 t - xi j < T} and I’ = cl([O, 2~1 - U) (cl = 
closure). Let 
u M = max{\ u(t)1 : t E U} and u, = min{l u(t)l: t E V}. 
Then the length of U is <27r and u, > 0. 
(*) Choose 71 such that uM < 1 and u, = u, . 
(3) With y. given in the hypotheses and R, given in part (ix) of this proof, 
let R, = max((ra + Rl)/u7,, R,). Then j xl(.)10 = R, implies I xl(t) + R,,u(t)l > 
Rou, - R, > r0 for t E V; and / xl(t) + R,,u(t)l < R, + R,,u, < r,, + 2R, for 
t E U. Let q = max{\ h(x)l: j x I < r0 + 2R,} (q is independent of 7). 
(4) Recall the definitions of g and A from the beginning of this section; 
let B = cl([O, 27r] - A); and note that jB u(t) dt = - jA u(t) dt, t E (A n V) 
implies xl(t) + R&t) > ~a, and t E (B n V) implies xl(t) + R,u(t) < -Y,, . 
(*) Choose 
rl -C MD - C) - +%,2 + f&n2 + Aa2 + Bn2)1/“) {2r(l D I + I C I + q)}-l. 
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Then 
s 2a 4x,(t) + RoW u(t) dt 0 
= (D - C)g - D s,,,u(t) dt - C j,,,u(t) dt - 2r7q 
Thus (R&X,, Ru), U) < 0 and the theorem is proved. 
Remark. (4) The proof extends to higher order equations if the null space 
of L is spanned by {cos nt, sin nt ,..., cos wt, sin wt}. 
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