The vector autoregressive (VAR) model has been widely used for modeling temporal dependence in a multivariate time series. For large (and even moderate) dimensions, the number of AR coefficients can be prohibitively large, resulting in noisy estimates, unstable predictions and difficult-to-interpret temporal dependence. To overcome such drawbacks, we propose a 2-stage approach for fitting sparse VAR (sVAR) models in which many of the AR coefficients are zero. The first stage selects non-zero AR coefficients based on an estimate of the partial spectral coherence (PSC) together with the use of BIC. The PSC is useful for quantifying the conditional relationship between marginal series in a multivariate process. A refinement second stage is then applied to further reduce the number of parameters. The performance of this 2-stage approach is illustrated with simulation results. The 2-stage approach is also applied to two real data examples: the first is the Google Flu Trends data and the second is a time series of concentration levels of air pollutants.
Introduction
The vector autoregressive (VAR) model has been widely used for modeling the temporal dependence structure of a multivariate time series. Unlike univariate time series, the temporal dependence of a multivariate series consists of not only the serial dependence within each marginal series, but also the interdependence across different marginal series. The VAR model is well suited to describe such temporal dependence structures. However, the conventional VAR model can be saturatedlyparametrized with the number of AR coefficients prohibitively large for high (and even moderate) dimensional processes. This can result in noisy parameter estimates, unstable predictions and difficult-to-interpret descriptions of the temporal dependence.
To overcome these drawbacks, we propose a 2-stage approach for fitting sparse VAR (sVAR) models in which many of the autoregression (AR) coefficients are zero. Such sVAR models can enjoy improved efficiency of parameter estimates, better prediction accuracy and more interpretable descriptions of the temporal dependence structure. In the literature, a class of popular methods for 1 arXiv:1207.0520v1 [stat.AP] 2 Jul 2012 fitting sVAR models is to re-formulate the VAR model as a penalized regression problem, where the determination of which AR coefficients are zero is equivalent to a variable selection problem in a linear regression setting. One of the most commonly used penalties for the AR coefficients in this context is the Lasso penalty proposed by Tibshirani (1996) and its variants tailored for the VAR modeling purpose, e.g., see Valdés-Sosa et al. (2005) ; Hsu et al. (2008) ; Arnold et al. (2008) ; Lozano et al. (2009) ; Haufe et al. (2010) ; Shojaie and Michailidis (2010) ; Song and Bickel (2011) .
The Lasso-VAR modeling approach has the advantage of performing model selection and parameter estimation simultaneously. It can also be applied under the "large-p-small-n" setting. However, there are also disadvantages in using this approach. First, Lasso has a tendency to over-select the order of the autoregression model and this phenomenon has been reported in various numerical results, e.g., see Arnold et al. (2008) ; Lozano et al. (2009) ; Shojaie and Michailidis (2010) . Second, in applying the Lasso-VAR approach, the VAR model is re-formulated as a linear regression model, where current values of the time series are treated as the response variable and lagged values are treated as the explanatory variables. Such a treatment ignores the temporal dependence in the time series. Song and Bickel (2011) give a theoretical discussion on the consequences of applying Lasso directly to the VAR model without taking into account the temporal dependence between the response and the explanatory variables.
In this paper, we develop a 2-stage approach of fitting sVAR models. The first stage selects nonzero AR coefficients by screening pairs of distinct marginal series that are conditionally correlated.
To compute the conditional correlation between component series, an estimate of the partial spectral coherence (PSC) is used in the first stage. PSC is a tool in frequency-domain time series analysis that can be used to quantify direction-free conditional dependence between component series of a multivariate time series. An efficient way of computing a non-parametric estimate of PSC is based on results of Brillinger (1981) and . In conjunction with the PSC, the Bayesian information criterion (BIC) is used in the first stage to determine the number of non-zero offdiagonal pairs of AR coefficients. The VAR model fitted in stage 1 may contain spurious non-zero coefficients. To further refine the fitted model, we propose, in stage 2, a screening strategy based on the t-ratios of the coefficient estimates as well as BIC.
The remainder of this paper is organized as follows. In Section 2, we review some results on the VAR model for multivariate time series. In Section 3, we describe a 2-stage procedure for fitting a sparse VAR model. Connections between our first stage selection procedure with Granger causal models are give in Section 3.1. In Section 4.1, simulation results are presented to compare the performance of the 2-stage approach against the Lasso-VAR approach. In Section 4.2 the 2-stage approach is applied to fit sVAR models to two real data examples: the first is the Google Flu Trends data (Ginsberg et al. (2009) ) and the second is a time series of concentration levels of air pollutants ). Further discussion is contained in Section 5. Supplementary material is given in the Appendix.
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The residual series from the optimal linear filter is defined as,
Similarly, we use {D opt k,j ∈ R K−2 , k ∈ Z} and {ε t,j } to denote the optimal linear filter and the corresponding residual series for another marginal series {Y t,j }. Then the conditional correlation between {Y t,i } and {Y t,j } is characterized by the correlation between the two residual series {ε t,i } and {ε t,j }. In particular, two distinct marginal series {Y t,i } and {Y t,j } are conditionally uncorrelated after removing the linear effect of {Y t,−ij } if and only if their residual series {ε t,i } and {ε t,j } are uncorrelated at all lags, i. e., cor(ε t+k,i , ε t,j ) = 0, for k ∈ Z. In the frequency domain, {ε t,i } and {ε t,j } are uncorrelated at all lags is equivalent to the cross-spectral density of the two residual series, denoted by f ε ij (ω) , is zero at all frequencies ω. Here the residual cross-spectral density is defined by,
where γ ε ij (k) := cov(ε t+k,i , ε t,j ). The cross-spectral density f ε ij (ω) reflects the conditional (or partial) correlation between the two corresponding marginal series {Y t,i } and {Y t,j }, given {Y t,−ij }. This observation leads to the definition of partial spectral coherence (PSC), e.g., see Brillinger (1981) ; Brockwell and Davis (1991) , between two distinct marginal series {Y t,i } and {Y t,j }, which is defined as the scaled cross-spectral density between the two residual series {ε t,i } and {ε t,j }, i.e.,
Brillinger (1981) showed that the cross-spectral density f ε ij (ω) can be computed from the spectral density f Y (ω) of the process {Y t } via, 5) which involves inverting a (K − 2) × (K − 2) dimensional matrix, i.e., f Y −ij,−ij (ω) −1 . Using (2.5) to compute the PSCs for all pairs of distinct marginal series of {Y t } requires K 2 such matrix inversions, which can be computationally challenging for a large dimension K. proposed a more efficient method to simultaneously compute the PSCs for all K 2 pairs through the inverse of the spectral density matrix, which is defined as
denote the ith diagonal, the jth diagonal and the (i, j)th entry of g Y (ω), respectively;
The computation of all K 2 PSCs using (2.6) requires only one matrix inversion of the K × K dimensional matrix f Y (ω). It then follows that,
In other words, the inverse spectral density matrix g Y (ω) encodes the pairwise conditional correlation between the component series of {Y t }. This generalizes the problem of covariance selection in which independent samples are available, e.g., see Dempster (1972); Friedman et al. (2008) . Covariance selection is concerned about the conditional relationship between dimensions of a multivariate
Gaussian distribution by locating zero entries in the inverse covariance matrix. For example, sup-
It is known that two distinct dimensions, say X i and X j (i = j), are conditionally independent given the other (K −2) dimensions X −ij , if and only if the (i, j)th entry in the inverse covariance matrix Σ −1 X is zero, i.e.,
If the process {Y t } were independent replications of a Gaussian distribution N(0, Σ Y ), then its spectral density matrix f Y (ω) = Σ Y remains constant over ω ∈ (−π, π] and (2.7) becomes, 9) which coincides with (2.8). Therefore selection of conditionally uncorrelated series using the inverse of spectral density contains the covariance selection problem as a special case.
A 2-stage approach of fitting sVAR models
In this section, we develop a 2-stage approach of fitting sVAR models. The first stage of the approach takes advantage of (2.7) and screens out the pairs of marginal series that are conditionally uncorrelated. For such pairs we set the corresponding AR coefficients to zero for each lag. However, the model fitted in stage 1 may still contain spurious non-zero AR coefficient estimates. To address this possibility, a second stage is used to refine the model further.
Stage 1: selection
As we have shown in Section 2.2, a zero PSC indicates that the two corresponding marginal series are conditionally uncorrelated. In the first stage of our approach, we use the information of 5 pairwise conditional uncorrelation to reduce the complexity of the VAR model. In particular, we propose to set the AR coefficients between two conditionally uncorrelated marginal series to zero, i.e.,
if {Y t,i } and {Y t,j } are conditionally uncorrelated, where the latter is equivalent to PSC ij (ω) = 0 for ω ∈ (−π, π]. From (3.1) we can see that the modeling interest of the first stage is whether or not the AR coefficients belonging to a pair of marginal series at all lags are selected, rather than the selection of an individual AR coefficient.
We point out that our proposed connection from zero PSCs to zero AR coefficients, as described by (3.1), may not be exact for some examples. However, numerical results suggest that our 2-stage approach is still able to achieve well-fitted sVAR models for such examples. We will return to this point in Section 5.
In order to set a group of AR coefficients to zero as in (3.1), we need to find the pairs of marginal series for which the PSC is identically zero. Due to sampling variability, however, the estimated PSC, denoted byP SC ij (ω) for series {Y t,i } and {Y t,j }, will not be exactly zero even when the two corresponding marginal series are conditionally uncorrelated. In other words, we need to rank the estimated PSC based on their evidence to be non-zero and decide a cutoff point that separates non-zero PSC from zero PSC. Since the estimateP SC ij (ω) depends on the frequency ω, we need a quantity to summarize its departure from zero over different frequencies. As in ; Dahlhaus et al. (1997) , we use the supremum of the squared modulus of the estimated PSC, i.e., Schwarz (1978) , to simultaneously choose the values of these two parameters. The BIC is computed as, In the first stage we execute group selection of AR coefficients by using PSC together with BIC.
This use of group structure of AR coefficients effectively reduces the number of candidate models to be examined in the first stage. Similar use of the group structure of AR coefficients has also been employed in other settings, one of which is to determine the Granger causality between time series. This concept was first introduced by Granger (1969) in econometrics. It is shown that, e.g., see Lütkepohl (1993) , a Granger causal relationship can be examined by fitting VAR models to the multivariate time series in question, where non-zero AR coefficients indicate Granger causality between the corresponding series. In the literature, l 1 -penalized regression (Lasso) has been widely used to explore sparsity in Granger causal relationships by shrinking AR coefficients to zero, e.g., see Arnold et al. (2008) ; Shojaie and Michailidis (2010) . In particular, Lozano et al. (2009); Haufe et al. (2010) proposed to penalize groups of AR coefficients simultaneously, in which their use of the group structure of AR coefficients is similar to (3.1). In spite of their common purpose of fitting sparse models, simulation results in Section 4.1 will demonstrate the advantage of using PSC in conjunction with BIC over Lasso in discovering sparsity in AR coefficients. For detailed discussion on using VAR models to determine Granger causality, readers are referred to Granger (1969); Lütkepohl (1993) ; Arnold et al. (2008) . 
Stage 2: refinement
Here the standard error ofÂ k (i, j) is computed from the asymptotic distribution of the constrained maximum likelihood estimator of the stage 1 model, which is, e.g., see Lütkepohl (1993) , 
Numerical results
In this section, we provide numerical results on the performance of our 2-stage approach of fitting sVAR models. In Section 4.1, simulation results are presented to compare the performance of the 2-stage approach against competing Lasso-type methods of fitting sVAR models. In Section 4.2, the 2-stage approach is applied to two real data examples. The first is the Google Flu Trends data and the second is a time series of concentration levels of air pollutants.
Simulation
Simulation results are presented to demonstrate the performance of our 2-stage approach of fitting sVAR models. We compare the 2-stage approach with Lasso-VAR methods. To apply Therefore in our simulation we apply Lasso to VAR modeling under both cases: in the first case we choose the sum of squared residuals as the loss function and denote it as the Lasso-SS method; in the second case we use the minus log likelihood as the loss function and denote it as the Lasso-LL method. Details of fitting these two Lasso-VAR models are given in Appendix A.2.
The Lasso-VAR approach simultaneously performs model selection and parameter estimation, which is usually considered as an advantage of the approach. However, our simulation results suggest that simultaneous model selection and parameter estimation can weaken the performance of the Lasso-VAR approach. This is because Lasso-VAR methods, such as Lasso-SS and Lasso-LL, have a tendency to over-select the autoregression order of VAR models, a phenomenon reported by many, see Arnold et al. (2008) ; Lozano et al. (2009); Shojaie and Michailidis (2010) . This over-specified model complexity potentially increases the mean squared error of the AR coefficient estimates of Lasso-VAR models. On the contrary, simulation results show that our 2-stage approach is able to identify the correct set of non-zero AR coefficients more often and it also achieves better parameter estimation efficiency than the two competing Lasso-VAR methods. In addition, simulation results also suggest that the Lasso-SS method, which does not take into account the noise covariance matrix Σ Z in its model fitting, performs the worst among the three.
Here we describe the simulation example used to compare the performance of our 2-stage approach, the Lasso-SS and the Lasso-LL methods of fitting sVAR models. Consider the 6-dimensional VAR(1) process {Y t } = {(Y t,1 , . . . , Y t,6 ) } given by, 1) where Z t = (Z t,1 , . . . , Z t,6 ) are iid Gaussian noise with mean 0 and covariance matrix Σ Z . The order of autoregression in (4.1) is p = 1 and there are 6 non-zero AR coefficients, so (4.1) specifies a sVAR(1, 6) model. The covariance matrix Σ Z of the Gaussian noise is,
We can see that the marginal series {Y t,1 } is related to all other series via Σ Z . And we can change 10 the value of δ 2 to compare the impact of the variability of {Y t,1 } on the performance of the three competing methods. We compare the three methods according to five metrics: (1) the selected order of autoregressionp; (2) the number of non-zero AR coefficient estimatesm; (3) the squared bias of the AR coefficient estimates,
(4) the variance of the AR coefficient estimates,
and (5) the mean squared error (MSE) of the AR coefficient estimates,
where p ∨p := max{p,p} and
The first two metrics show the model selection performance and the latter three metrics reflect the efficiency of parameter estimates of each method. The pre-specified range of the autoregression order p is P = {0, 1, 2, 3}. Selection of the tuning parameter for the two Lasso-VAR methods is based on ten-fold cross validations, as described in Appendix A.2. We let δ 2 in Σ Z take values from {1, 4, 25, 100}. The sample size T is 100 and results are based on 500 replications.
The five metrics for comparison are summarized in Table 1 . Thep column shows that the 2-stage approach is able to correctly select the autoregression order p = 1 while the two Lasso-VAR methods over-select the autoregression order. Furthermore, the true number of non-zero AR coefficients is m = 6. As shown by them column, the average number of non-zero AR coefficient estimates from the 2-stage approach is very close to 6. At the same time, this number from either the Lasso-SS or the Lasso-LL method is much larger than 6, meaning that the two Lasso-VAR methods lead to a lot of spurious non-zero AR coefficients. Second, we compare the efficiency of parameter estimates. The bias 2 column shows that the 2-stage approach has much smaller estimation bias than the two Lasso-VAR methods. This is because the l 1 penalty is known to produce large estimation bias for large non-zero coefficients, see Fan and Li (2001) . In addition, the large number of spurious non-zero AR coefficients also increases the variability of the parameter estimates from the two Lasso-VAR methods. This is reflected in the variance column, showing that the variance of the AR coefficient estimates from the Lasso-SS and the Lasso-LL methods are larger than that from the 2-stage approach. Therefore the 2-stage approach has a much smaller MSE than the two Lasso-VAR methods. And this difference in MSE becomes more notable as the marginal variability δ 2 increases.
[ Table 1 (c) has two implications: first, the presence of 6 dominant color circles in both panels suggests that the 2-stage approach is able to select the true non-zero AR coefficients with high probabilities; second, the other tiny circles in panel (c) indicate that the 2-stage approach leads to only a small number of spurious AR coefficients. These two implications together show that the 2-stage approach is able to correctly select the non-zero AR coefficients for this sVAR model. On the other hand, panels (e) and (f) display the estimated AR coefficients from the Lasso-LL and the Lasso-SS methods, respectively. The most notable aspect in these two panels is the prevalence of medium-sized white circles. The whiteness of these circles indicates that the corresponding AR coefficient estimates are unbiased. However, according to the legend panel, the size of these circles corresponds to an approximate 50% chance that each of these truly zero AR coefficients is selected by the Lasso-VAR methods. As a result, both two Lasso-VAR methods lead to a large number of spurious non-zero AR coefficients and their model selection results are highly variable. Consequently, it is more difficult to interpret these Lasso-VAR models. This observed tendency for Lasso-VAR methods to over-select the non-zero AR coefficients is consistent with the numerical findings in Arnold et al. (2008); Lozano et al. (2009); Shojaie and Michailidis (2010) .
[ Figure 1 about here.] We also compare the impact of the marginal variability of {Y 1,t } on the performance of each method. Figure 2 displays the estimated AR coefficients from the 2-stage approach as well as the two Lasso-type methods for δ 2 = 4, 25 and 100, respectively. We can see that the performance of the 2-stage approach remains persistently good against the changing marginal variability δ 2 . This is because the 2-stage approach involves estimating the covariance matrix Σ Z and therefore will adjust for the changing variability. On the other hand, both Lasso-VAR methods persistently over-select the AR coefficients as δ 2 varies. But it is interesting to notice that the impact of the changing variability is different for the Lasso-SS and the Lasso-LL methods. The model selection result of the Lasso-SS method is severely impacted by the changing variability. From panels (g), (h) and (i), we can see that as δ 2 increases from 4 to 100, the size of the white circles in the first row increases while the size of the white circles in the other five rows decreases. This observation suggests that as the marginal variability of {Y t,1 } increases, the Lasso-SS method will increasingly over-estimate the temporal influence of the other 5 marginal series into {Y t,1 } and leads to spurious AR coefficients in the first row of A 1 . On the other hand, panels (d), (e) and (f) show that the model selection result of the Lasso-LL method is not much influenced by the changing variability. Such a difference between the Lasso-SS and the Lasso-LL methods is due to the fact that the Lasso-LL method takes into account the covariance matrix Σ Z while the Lasso-SS method does not. The observed distinction between the Lasso-SS and the Lasso-LL methods verifies that the choice of the loss function will affect the resulted Lasso-VAR model, a fact that has not been addressed in the literature of Lasso-VAR modeling. In this simulation example, the Lasso-LL method benefits from modeling the covariance matrix Σ Z and is superior to the Lasso-SS method.
[ has a large true value of 0.8 and it is interesting to compare the estimation bias for this large AR coefficient. Figure 3 shows that the estimators of A 1 (6, 6) from the 2-stage approach and the Lasso-LL method are not impacted much by the changing variability of {Y t,1 }. But the Lasso-SS estimator for A 1 (6, 6) becomes more biased and volatile as the marginal variability increases from δ 2 = 1 to δ 2 = 100. Although both the 2-stage sVAR and the Lasso-LL estimators of A 1 (6, 6) are robust to the changing values of δ 2 , the difference between their bias is significant. The 2-stage approach gives an estimator of A 1 (6, 6) that remains nearly unbiased as δ 2 varies. However, there is a systematic bias in the Lasso-LL estimator of A 1 (6, 6), which is due to the shrinkage effect of the Lasso penalty on the selected AR coefficients.
Real data examples
Google Flu Trends data. In this example, we consider the Google Flu Trends data, which can be viewed as a measure of the level of influenza activity in the US. It has been noticed by many researchers that the frequencies of certain Internet search terms can be predictive of the influenza activity within a future time period, e.g., see Polgreen et al. (2008) [ Figure 4 about here.] We compare the temporal dependence structures discovered by the three models, i.e., the VAR(2), the sVAR(2, 763) and the Lasso-SS(2,3123). Figure 5 displays the estimated AR co-efficients from the three models at lags 1 and 2, respectively. To illustrate the possible spatial interpretation of the dependence structure, we group the 46 states into 10 regions as suggested in the CDC influenza surveillance report 4 , which is indicated by the solid black lines in Figure 5 .
From panels (a), (c) and (e), we can see that the AR coefficient estimates on the diagonal ofÂ 1 are large and positive in all three models. This observation is reasonable since influenza activity from the previous week should be predictive of influenza activity of the current week within the same region. But panel (a) shows that this diagonal signal is diluted by the noisy off-diagonal AR estimates in the VAR(2) model. And except for this diagonal signal ofÂ 1 , the other AR coefficient estimates in the VAR(2) model are noisy and hard to interpret at both lags 1 and 2. In contrast, the diagonal signal ofÂ 1 is most dominant in panel (c) of the 2-stage sVAR(2,763) model, in which lots of the off-diagonal AR coefficients are zero. Additionally, the overall interpretability of the sVAR(2,763) and the Lasso-SS(2,3123) models is much better than the VAR(2) model, since both models provide much cleaner descriptions of the temporal dependence structures and reveal some interesting patterns. For example, both the sVAR(2,763) and the Lasso-SS(2,3123) models discover the interdependence among the influenza activity of the 6 states in Region 1, i.e., (CT,
MA, ME, NH, RI, VT), as indicated by the first block of states in panels (c), (d), (d) and (f).
This within-region dependence is moderately positive at lag 1 and slightly negative at lag 2. In the sVAR(2,763) and the Lasso-SS(2,3123) models, we also observe the cross-region influence from Region 8 of (CO, MT, US) into Region 6 of (AR, LA, NM, OK, TX). In spite of their general resemblance, the Lasso-SS(2,3123) model contains many more non-zero AR coefficients than the sVAR(2,763) model. In fact, the Lasso-SS(2,3123) model has a large number of small (in absolute value) but non-zero AR coefficients, especially those at lag 2 as shown in panel (f).
[ Figure 5 about here.] The reduced complexity of sVAR models not only leads to better interpretability, but also improves forecast performance. To this point, we compare the out-of-sample forecast performance between the three models. We use the Google Flu Trends data between the week of July 10, 2011 and the week of December 25, 2011 (T test = 24) as the test data. For the comparison, we compute two quantities: the first is the h-step-ahead forecast root mean squared error (RMSE), which is defined as,
whereŶ t+h,k is the h-step-ahead forecast of Y t+h,k for k = 1, . . . , K; the second is the logarithmic score (LS), e.g., see Gneiting and Raftery (2007) , which is defined as,
where p t (·) is the probability density function of the forecast distribution. [ Table 2 We apply the 2-stage approach to fit a sVAR model to the air pollution data. The pre-specified range of the autoregression order p is P = {0, 1, 2, . . . , 8}. The same range for p was also used in Songsiri et al. (2010) . The first stage does not exclude any pair of marginal series and leads to a stage 1 model withp = 4 andM = 10, which contains (5+2×10)×4 = 100 non-zero AR coefficients.
The second stage further refines the model and leads to a sVAR(4,64) model. The selection of the autoregression order p * = 4 coincides with the result in Songsiri et al. (2010) , which also used BIC for VAR order selection. However, the BIC value of the 2-stage sVAR(4,64) model is 15301 and it is lower than the best BIC value (15414) reported in Table 1 .1 of Songsiri et al. (2010) . This is because the partial correlation graph approach used in Songsiri et al. (2010) is concerned about sparsity in the inverse spectrum rather than in the AR coefficients. So the AR coefficients estimated by the partial correlation graph approach are never exactly zero, and the resulted VAR model will contain spurious non-zeros. The presence of these spurious AR coefficients is one limitation of the partial correlation graph approach: such spurious non-zeros do not substantially increase the likelihood but inflate the BIC, and they also weaken the interpretability of fitted VAR models. Another limitation of the partial correlation graph approach is that it only deals with a small dimension, since in the partial correlation graph approach model selection is usually executed based on an exhaustive search of all possible patterns of sparsity constraints on the inverse spectrum, e.g., see
Dahlhaus (2000); Eichler (2006) ; Songsiri et al. (2010) . The number of such patterns is 2 K(K−1)/2 , which reaches 2 × 10 6 when K = 7. Therefore the partial correlation graph approach is feasible only for a small dimension. In fact, the largest dimension of all numerical examples considered in
Dahlhaus (2000); Eichler (2006) ; Songsiri et al. (2010) is 6. This is unlike our 2-stage approach, which is able to deal with higher dimensions, such as the 46-dimensional process in the Google Flu Trends example.
[ Figure 6 about here.]
Since the 2-stage approach is applied to the same dataset as in Songsiri et al. (2010) , it is interesting to compare the findings between the 2-stage sVAR model and the partial correlation graph model. Our comparison is in the frequency domain. Table 3 . For more detailed discussion on the underlying photochemical mechanism of interactions between air pollutants, readers are referred to .
[ Table 3 about here.] 
Discussion and Conclusion
In this paper, we propose a 2-stage approach of fitting sVAR models, in which may of the AR coefficients are zero. The first stage of the approach is based on PSC and BIC to select non-zero AR coefficients. The combination of PSC and BIC provides an effective initial selection tool to determine the sparsity constraint on the AR coefficients. The second stage follows using t-ratios together with BIC to further refine the stage 1 model. The proposed approach is promising in that the 2-stage fitted sVAR models enjoy improved efficiency of parameter estimates and easier-to-interpret descriptions of temporal dependence, as compared to unrestricted VAR models. Simulation results
show that the 2-stage approach outperforms Lasso-VAR methods in recovering the sparse temporal dependence structure of sVAR models. Applications of the 2-stage approach to two real data examples yield interesting findings about their temporal dynamics.
In the first stage selection of the 2-stage approach, we use (3.1) to link zero PSCs with zero AR coefficients. For some examples, however, this connection may not be exact. When nonzero AR coefficients correspond to zero PSCs, these AR coefficients are likely to be set to zero in the first stage and thus will not be selected by the 2-stage fitted models. For the cases we have investigated, however, we notice that purely BIC-selected models also tend to discard such AR coefficients. A possible explanation is that if the PSCs are near zero, the corresponding AR coefficients do not increase the likelihood sufficiently to merit their inclusion into the model based on BIC. As a result, the 2-stage approach still leads to sVAR models that perform similarly as the best BIC-selected models. To illustrate this point, we construct a VAR model in which a zero PSC corresponds to non-zero AR coefficients. Consider the following 3-dimensional VAR(1) process
where For this example, one can show that PSC 1,2 (ω) = 0 for ω ∈ (−π, π] while A 1 (1, 2) = 0.5. In applying the 2-stage approach to fit sVAR models to (5.1), the first stage estimate of the summary statistic sup ω |PSC 1,2 (ω)| 2 , as defined in (3.2), is likely to be small, so the estimates of A 1 (1, 2) and A 1 (2, 1) are likely to be automatically set to zero in the first stage.
We compare the performance of the 2-stage approach with a modified 2-stage procedure of fitting sVAR models to (5.1). In the first stage of the modified procedure, we use precise knowledge of which AR coefficients are truly non-zero and conduct constrained maximum likelihood estimation under the corresponding parameter constraint. Then we execute the second stage of the modified procedure in exactly the same way as the original 2-stage approach. In other words, the modified procedure has an "oracle" first stage and uses t-ratios together with BIC for further refinement in its second stage. So the truly non-zero AR coefficients will not be excluded after the first stage of the modified procedure. Such AR coefficients will survive the second stage refinement if the inclusion of them substantially increases the likelihood of the final sVAR model; otherwise they will be discarded after the second stage. For both approaches, the pre-specified range of the autoregression order p is P = {0, 1, 2, 3}. The sample size T is 100 and results are based on 500
replications. The comparison of these two approaches using different metrics is shown in Figure 7 .
In each panel of Figure 7 , the x-axis refers to the modified 2-stage procedure and is labeled as"oracle + BIC"; the y-axis refers to the original 2-stage approach and is labeled as "PSC + BIC". Panel From panel (a), we can see that the "oracle + BIC" procedure does not lead to more non-zero AR coefficients than the 2-stage approach does. From panels (b), (c) and (d), we can see that the "oracle + BIC" procedure does not provide improvement over the original 2-stage approach with respect to the one-step forecast error, the likelihood, or the BIC of fitted models. So, at least in this example, a non-zero AR coefficient that corresponds to a zero PSC is unlikely to be included in a BIC-selected model. As a result, our 2-stage approach has similar performance as that of the "oracle + BIC" procedure. This phenomenon also raises the connection between the PSC and the likelihood of sVAR processes as an interesting direction for future research.
[ Figure 7 about here.]
A Appendix
Appendix A.1 gives results on the constrained maximum likelihood estimation of sVAR models.
Appendix A.2 shows the procedure of implementing the two Lasso-VAR methods, i.e., the Lasso-SS and the Lasso-LL.
A.1 Constrained maximum likelihood estimation of sVAR models
Continuing with the notation in equation ( Consider a 2-dimensional zero-mean VAR(2) process
where A k (i, j) is the (i, j)th entry of the AR coefficient matrix A k (k = 1, 2). The VAR(2) model (A.2) contains 4 non-zero AR coefficients, A 1 (1, 1), A 1 (2, 1), A 1 (2, 2) and A 2 (2, 1), which can be expressed as 
A 1 (2, 1) Lütkepohl (1993) gives results on the constrained maximum likelihood estimation of the AR coefficients. Under the parameter constraint in the form of (A.1), the maximum likelihood estimators of the AR coefficients α and the noise covariance matrix Σ Z are the solutions to the following .5) where ⊗ is the Kronecker product and
It is known that, e.g., see Lütkepohl (1993); Reinsel (1997) 
A.2 Implementation of Lasso for VAR models
We give details of the two Lasso implementations of fitting VAR models, i.e., the Lasso-SS and Lasso-LL VAR models. Notice that the VAR(p) model (2.1) can be written in the following compact form,
where vec column stack operator, ⊗ is the Kronecker product and .6 ) the minus log likelihood of the VAR(p) model (A.6), ignoring an additive constant, is,
For Lasso-penalized VAR models, there are two possible choices of the loss function: one is the sum of squared residuals and the other one is the minus log likelihood. The Lasso-SS method uses the sum of squared residuals as the loss function and the corresponding target function is, .8) while the Lasso-LL method chooses the minus log likelihood as the loss function and its target function is, .9) +T log |Σ Z | + λ||α|| 1 .
In both equations (A.8) and (A.9 ) the scalar tuning parameter λ ∈ R controls the amount of penalty. The AR coefficients α of the VAR model are estimated by minimizing the target function .9) , respectively. It is worth noting that, unlike the linear regression model, the choice between the sum of squared residuals and minus log likelihood as the loss function will lead to different results of applying the Lasso method to VAR models. This can be seen by taking the first derivative of the Lasso-SS target function (A.8) and the Lasso-LL target function (A.9) with respect to the AR coefficient α, .11) where sgn(·) is the signum function and sgn(α) is the K 2 p × 1 vector in which the kth entry is
We can see that noise covariance matrix Σ Z is taken into account by the Lasso-LL derivative (A.11) but not by the Lasso-SS derivative (A.10). The two K 2 p × 1 vectors of first derivatives (A.10) and (A.11) are in general not equal (up to multiplication by a scalar) unless 22 the covariance matrix Σ Z is a multiple of the identity matrix I K . Therefore the Lasso-SS and the Lasso-LL methods will in general result in different VAR models.
Based on (A.8) and (A.9), we describe the estimation procedures of the two Lasso-penalized VAR models. The estimation of Lasso-SS VAR models is straightforward since it can be viewed as standard linear regression problems with the Lasso penalty. Therefore the Lasso-SS VAR model can be fitted efficiently by applying the least angle regression (LARS) algorithm, e.g., see Efron et al. (2004) or the coordinate descent algorithm, e.g., see Friedman et al. (2010) . In this paper we use the coordinate descent algorithm implemented in the R package glmnet for fitting Lasso-SS VAR models. The estimation of Lasso-LL VAR models is more complicated since the target function (A.9) involves the unknown noise covariance matrix Σ Z . We propose an iterative procedure to fit the Lasso-LL VAR model. The procedure is based on the fact that, for a given covariance matrix Σ Z , the Lasso-LL target function (A.9) can be re-cast in a least-squares fashion. In other words,
be its eigenvalue decomposition, where U is an orthonormal matrix and .12) to be the inverse square root of Σ Z . Notice that Σ 
Therefore the Lasso-LL target function (A.9) can be re-written as
23
The loss function 2. Update the AR coefficients α and the covariance matrix Σ Z at the (k + 1)th iteration, until convergence, as follows,
Z ) by applying the coordinate descent algorithm;
Fitting Lasso-penalized VAR models, as all penalized regression methods, also involves choosing the tuning parameter λ ∈ R. The choice of λ is usually based on certain information criterion or cross-validations. In this paper we use cross-validations to determine the value of λ. Furthermore, the number of explanatory variables, i.e., the number of lagged values appearing on the right hand side of equation (A.6), also depends on the unknown order of autoregression p. Therefore the values of both p and λ need to be determined in a data-driven manner. Suppose the autoregression order p is restricted to take values in a pre-specified range P, we use the following steps to fit Lasso-SS as well as Lasso-LL VAR models.
Steps of fitting Lasso-SS and Lasso-LL VAR models 1. For each p ∈ P, apply the coordinate descent algorithm to minimize the Lasso-SS target function (A.8) and the aforementioned iterative procedure to minimize the Lasso-LL target function (A.9), respectively. For either the Lasso-SS or the Lasso-LL model, the optimal tuning parameter λ opt (p), depending on the given autoregression order p, is determined by the minimum average ten-fold cross-validation error, which is denoted by CV min (p).
2. Choose p * that gives the minimum average cross-validation error over P as the autoregression order for either the Lasso-SS or the Lasso-LL VAR model. 3 . Obtain either the Lasso-SS or the Lasso-LL VAR model by setting the autoregression order p equal to p * and the tuning parameter λ equal to λ opt (p * ). Displays of the AR coefficient estimates from stages 1 and 2 of the 2-stage approach, the Lasso-LL and the Lasso-SS methods when δ 2 = 4, 25 and 100, respectively. The interpretation of the size and the color of a circle is the same as in Figure 1. . . . . . 30 3 Sampling distributions of the estimators of A 1 (6, 6) from the 2-stage approach (the left 4 boxplots), the Lasso-LL method (the middle 4 boxplots) and the Lasso-SS method (the right 4 boxplots) for δ 2 = 1, 4, 25 and 100, respectively In panels (b), (c) , (e) and (f), the size of each circle is proportional to the percent of times (out of 500 replications) the corresponding AR coefficient is selected; the color of each circle shows the average of the 500 estimates of that AR coefficient. Table 3 : Pairs with weak estimates of |PSC(ω)| 2 in the 2-stage sVAR(4,64) model, as well as those found in , Eichler (2006) and Songsiri et al. (2010) . Songsiri et al. (2010) used the same dataset as the sVAR(4,64) model; and Eichler (2006) studied a similar dataset with the same 5 component series.
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