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Abstract
TheCP (constant referencepotential perturbation)methods are specializedmethods for the solutionofSchrödinger
equations. They allow big step sizes and are well suited for oscillatory problems. As an illustration of the power of
thesemethods, oscillatingWhittaker functions of the second kind are obtainedwith high accuracy, using a high-order
CP-method.
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1. Introduction
The CPM family (abbreviation for Constant reference potential Perturbation Method) was introduced
by Ixaru in [2] and reconsidered for the solution of Schrödinger problems in [4,3]. The technique was ex-
tended to the solution of Sturm–Liouville problems in [5] and radial Schrödinger equationswith a distorted
Coulomb potential in [6]. In [8] higher-order versions of the CPmethod were proposed. It has been shown
that the implemented CP algorithms are far more efﬁcient than other well-established Sturm–Liouville
solvers (see [5,8]).A graphicalMATLAB software package for the numerical solution of Sturm–Liouville
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and Schrödinger problems has been developed by the authors very recently: MATSLISE [9]. The
package is available for download at http://allserv.ugent.be/∼vledoux/MATSLISE/. In
this article, we want to illustrate the capability of the CP methods to integrate an oscillatory problem very
efﬁciently. The negative energy Coulomb functions are considered and a high-order CP method is used
to calculate the Whittaker functions of the second kind.
2. High-order CP methods for the solution of Schrödinger equations
We focus on the initial value problem for the Schrödinger equation
y′′ = (V (x)− E)y , x ∈ [a, b], y(a)= , y′(a)= , (1)
where the potential function V (x) is a well-behaved function and E, the energy, is a constant. The current
interval of the partition is denoted generically by I = [X,X + h]. On I the solution is advanced by the
so-called propagation matrix algorithm:[
y(x + h)
y′(x + h)
]
=
[
u(h) v(h)
u′(h) v′(h)
] [
y(x)
y′(x)
]
. (2)
The propagators u() and v(), where = x −X are the solutions of the local problem
y′′()= (V (X + )− E)y(),  ∈ [0, h], (3)
with the initial values y(0) = 1, y′(0) = 0, for u and y(0) = 0, y′(0) = 1 for v. From Eq. (2) it follows
that the knowledge of u(h), v(h), u′(h) and v′(h) is sufﬁcient to advance the solution.
We use the perturbation approach with a constant reference potential to construct the propagators
u() and v(). The original potential then reads V (X + ) = V¯ + V (), where V¯ is a constant and
V () = V (X + ) − V¯ . The procedure consists in taking V¯ as the reference potential and V () as
a perturbation. As explained in [2], each of u() and v(), denoted generically as p(), is written as a
perturbation series:
p()= p0()+ p1()+ p2()+ p3()+ · · · , (4)
where the zeroth-order term p0() is the solution of p′′0 = (V¯ − E)p0 with p0(0)= 1, p′0(0)= 0 for u0
and p0(0)= 0, p′0(0)= 1 for v0. With Z()= (V¯ −E)2 and functions (Z), 0(Z), 1(Z), . . ., deﬁned
in the Appendix, the zeroth-order propagators are
u0()= (Z()), v0()= 0(Z()). (5)
The corrections can be obtained in analytic form, provided the perturbation is of a polynomial form in .
Therefore, V (x + ) is approximated by a polynomial in . More exactly, it is assumed that V (X + )
can be written as a series over shifted Legendre polynomials P ∗n (/h) in the following way:
V (X + )=
+∞∑
n=0
Vnh
nP ∗n (/h) . (6)
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The original V (X + ) is then approximated by the truncated series
V (N)(X + )=
N∑
n=0
Vnh
nP ∗n (/h), (7)
and therefore the equation
y(N)
′′ = (V (N)(X + )− E)y(N),  ∈ [0, h] (8)
is the one whose propagators are actually constructed via CPM, with
V¯ = V0, V ()= V (N)()=
N∑
n=1
Vnh
nP ∗n (/h). (9)
The construction of the corrections is discussed in more detail in [2,4,8]. The expressions of u(h), hu′(h),
v(h)/h and v′(h) are shown to have the following form:
u(h)= (Z)+
∞∑
m=1
C(u)m m(Z), (10)
hu′(h)= Z0(Z)+
∞∑
m=0
C(u
′)
m m(Z), (11)
v(h)/h= 0(Z)+
∞∑
m=2
C(v)m m(Z), (12)
v′(h)= (Z)+
∞∑
m=1
C(v
′)
m m(Z). (13)
In practice, the series in Eqs. (10)–(13) must be truncated somewhere. We choose to retain only the
contributions proportional to hp with pP , where P is some input value for the order of the method. In
this way, different CPM versions can be constructed which we identify as CPM{P,Q}, meaning that the
order of the method is P when Z(h)= (V¯ −E)h2 → 0 and Q when−Z(h)→+∞. In [5] the ﬁrst such
version was introduced: the CPM{12,10} method. This method was very successful and recently some
higher order versions were developed (see [8]): CPM{14,12}, CPM{16,14} and CPM{18,16}.
3. An illustration of the CP methods: numerical integration of the negative energy Coulomb
equation
3.1. The negative energy Coulomb function
The negative energy Coulomb functions satisfy a radial Schrödinger equation which may be written in
scaled atomic units as(
d2
dx2
− l(l + 1)
x2
± 2
x
− 2
)
ul(x)= 0, (14)
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where x=Zr and the potential term is positive or negative for attractive and repulsive forces, respectively.
The (positive) residual charge is denoted by Z and l is the orbital angular momentum. In the case of an
electron or positron in the ﬁeld of a nucleus of inﬁnite mass the scattering energy E is given by
E
Z2
=−
2
2
(15)
for E in atomic units. On setting = x, Eq. (14) takes the form(
d2
d2
− l(l + 1)
2
− 2

− 1
)
ul()= 0. (16)
The Coulomb parameter  is given by
=∓ 1

(17)
for attractive and repulsive forces, respectively. Since Eq. (16) is homogeneous, any multiplication of a
solution ul() with a constant is again a solution of Eq. (16). One of these solutions can be expressed in
terms of Whittaker functions [1] as
ul(; )=W−,l+1/2(2) (18)
or in terms of the second conﬂuent hypergeometric function U as in [1, 13.1.33]
ul(; )= e−(2)l+1U(l + 1+ , 2l + 2, 2). (19)
3.2. The numerical integration of the Whittaker equation
There exists a considerable body of research on methods for computing the Whittaker functions (18)
(see [10]). Seaton [11] has provided aNumerovmethod and has emphasized the utility of such an approach
at intermediate radial distances or whenever the functions are required for a range of radial variables.
For large negative  values, the Whittaker functions vary rapidly as a function of the radial variable  in
the so-called oscillatory region before dying out exponentially. In this situation, the Numerov approach
requires small step sizes and more efﬁcient methods. In [10] an exponentially ﬁtted method described by
Simos [12] is proposed, which integrates exactly any linear combination of the functions
xi sin(x), xi cos(x), i = 0, . . . , 3 (20)
in the oscillatory region, and in the exponential region an exponentially ﬁtted rule which integrates exactly
the functions
xi exp(± 	x), i = 0, . . . , 3 (21)
is used [7]. We believe that a high-order CP method may be a good alternative for the computation of
these oscillating functions. It has been shown that the CP methods are very efﬁcient for the solution of
Schrödinger problems: they allow the accurate and fast propagation of the solution function and big step
sizes are possible.
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Fig. 1. Coulomb function for l= 0 and =−20.5.
Eq. (16) has the form
y′′ =
(
l(l + 1)
r2
+ S(r)
r
+ R(r)− E
)
y, r > 0, (22)
with
S(r)= 2, R(r)= 0 (23)
and E = −1. The solution of Eq. (22) using a CP method, is discussed in [6,8]. On a small interval I1
around the origin, a special procedure is used which is consistent with the singular nature of the problem
around the origin. When we use this procedure and apply the propagation matrix algorithm Eq. (2) of
one of the CP methods to advance the solution on the remaining interval, a good approximation of the
solution ul of Eq. (16) is obtained. We consider a problem with  = −20.5 and l = 0 and solve it with
the CPM{18,16} method. In Fig. 1, the oscillatory part of the function is shown. In order to obtain the
original Whittaker function mentioned in [1], we need to multiply this result with a certain scale factor.
This is a matter of the normalization imposed on the function.
Another possibility is to begin the propagation with some starting value which has the appropriate scale
factor already.More exactly, we try to calculate theWhittaker function in a point 0 close to the origin and
this allows us to obtain the function for > 0. Therefore, we use a method discussed by Noble in [10]:
the function value in 0 is computed by using a transformed form of the power series around the origin
given by [1, (13.1.6)]. For our example we took 0=0.05, calculated u0(−20.5; 0.05) (orW20.5,0.5(0.1))
and advanced the solution using the CPM{18,16} method with input tolerance 10−13. Fig. 2 shows the
meshpoints of the so-called basic partition in the CP method.As explained in [4,8] the basic partition has
step sizes consistent with the input tolerance. There are only 43 points in the basic partition. To evaluate
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Fig. 2. Whittaker function for l= 0 and =−20.5.
Table 1
u0(−20.5, )× 10−17 in some meshpoints of the basic partition
 Maple CPM{18,16}
0.05 −2.2016148305819 −2.2016148305819
−92.777379526527 −92.777379526527
0.62021996143299 −6.84415892755708 −6.8441589275570 9
−9.0307904256150 −9.030790425615 1
4.11817273272157 10.5804068626473 10.580406862647 4
12.5210787105958 12.5210787105958
14.8693431857551 2.03285605805924 2.032856058058 65
−22.270900442908 −22.270900442908
37.480793915587 33.8132934568843 33.813293456884 5
0.37813754176405 0.378137541763 89
45 7.49078812217392 7.490788122173 37
−2.53920890992105 −2.539208909921 22
the solution in these basic points spread over the whole integration interval, only these 43 points have
to be considered, which is a relatively small number in comparison with the number of oscillations in
the solution. Table 1 contains some results of the evaluation of the solution in the basic points. For every
entry of , the table contains two lines: a ﬁrst line for the u0(−20.5; ) values and a second line for
the derivatives u′0(−20.5; ). The values in the second column were obtained in the symbolic software
package Maple with the WhittakerW command and Digits:= 20. The third column shows our
results, where all digits before the blank space correspond to the digits obtained in Maple. It is clear that
these results are very accurate.
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Table 2
u0(−20.5, )× 10−17 in some intermediate points
 Maple CPM{18,16}
5 −6.40598336625461 −6.4059833662546 6
−27.3431266363180 −27.3431266363180
10 14.0174460754286 14.0174460754286
−7.44742075921193 −7.447420759211 86
20 7.80444006625892 7.8044400662589 1
−17.8921513522945 −17.892151352294 6
30 −24.495050679171 −24.495050679171
−3.94881262575816 −3.9488126257581 2
40 27.4120679168815 27.412067916881 4
−4.39235299061648 −4.392352990616 58
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Fig. 3. Whittaker functions for >0: u1(−100.5, ).
When the solution is needed in a point  which is situated between two meshpoints 1 and 2, the
solution in  can be calculated without much extra effort by using the propagation matrix algorithm[
y()
y′()
]
=
[
u(H) v(H)
u′(H) v′(H)
] [
y(1)
y′(1)
]
, (24)
with H =  − 1. Table 2 shows the results for some intermediate -values. Again the results are very
accurate. In order to have a nice visualization of the Whittaker function W20.5,0.5, we calculated the
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solution in thousand  values, all situated in the oscillatory region [0.05, 45]. The solid line in Fig. 2 is
the result of this calculation.
Several  values were tested.A second example takes a nonzero value for l and a more negative  value.
The solid line in Fig. 3 is obtained using the CPM{18,16} method with input tolerance 10−13. Again the
Whittaker function (nowwith =−100.5 and l= 1) is ﬁrst evaluated in =0.05 and then propagated over
the remaining integration interval [0.05, 230]. Also the 112 meshpoints of the basic partition are shown.
Very accurate results are obtained in the whole integration interval. It shows that a CP method can be
used for the numerical integration of negative energy Coulomb functions, even for very large (negative)
-values.
Appendix
The functions (Z), 0(Z), 1(Z), . . ., originally introduced in [2] (they are denoted there as ¯(Z),
¯0(Z), ¯1(Z), . . .), are deﬁned as follows:
(Z)=
{
cos(|Z|1/2) if Z0,
cosh(Z1/2) if Z> 0, (A.1)
0(Z)=
{
sin(|Z|1/2)/|Z|1/2 if Z< 0,
1 if Z = 0,
sinh(Z1/2)/Z1/2 if Z> 0,
(A.2)
1(Z), 2(Z), . . ., are constructed by recurrence:
1(Z)= [(Z)− 0(Z)]/Z,
m(Z)= [m−2(Z)− (2m− 1)m−1(Z)]/Z, m= 2, 3, . . . (A.3)
The functions obey the following differentiation properties:
′(Z)= 120(Z), ′m(Z)= 12m+1(Z), m= 0, 1, 2, . . . (A.4)
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