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Abstract—In this document, we report our proposal for modeling the risk of possible contagiousity in a given area monitored by RGB
cameras where people freely move and interact. Our system, called Inter-Homines, evaluates in real-time the contagion risk in a
monitored area by analyzing video streams: it is able to locate people in 3D space, calculate interpersonal distances and predict risk
levels by building dynamic maps of the monitored area. Inter-Homines works both indoor and outdoor, in public and private crowded
areas. The software is applicable to already installed cameras or low-cost cameras on industrial PCs, equipped with an additional
embedded edge-AI system for temporary measurements. From the AI-side, we exploit a robust pipeline for real-time people detection
and localization in the ground plane by homographic transformation based on state-of-the-art computer vision algorithms; it is a
combination of a people detector and a pose estimator. From the risk modeling side, we propose a parametric model for a
spatio-temporal dynamic risk estimation, that, validated by epidemiologists, could be useful for safety monitoring the acceptance of
social distancing prevention measures by predicting the risk level of the scene.
Index Terms—Computer Vision, Social Distancing, 3D people detection.
F
1 INTRODUCTION
T HE COVID-19 emergency has changed the way we liveinterpersonal social relationships, at work, in public and
private spaces, in places of education culture and leisure. The risk
of contagion seems full-blown; until now, there are no conclusive
studies which correlate environmental and endogenous factors
with the greatest spread of the virus: instead, everything seems
to correlate the contagion to proximity or to the contact between
infected people and people susceptible to infection [1]. The spread
of the infection seems to follow the epidemiological models that
derive from the SIR models [2].
The phases that all the world is going to undertake after
the lock-down will be characterized by living with the risk of
contagion: the prerogative will be to take conscious and possibly
interactive measures to minimise the possibility of contagion,
while seeking a necessary resumption of social and working life.
Certainly, the IT technologies and in particular Artificial Intel-
ligence can be valuable tools to monitor and predict risk levels
in potentially crowded places. In fact, we propose an innova-
tive and effective technological contribution based on Computer
Vision and Deep Learning, in order to dynamic monitoring the
acceptance of social distancing prevention measures through real-
time calculation of the risk level, with particular reference to
workplaces, public places and social areas. For statistical purposes,
people behavior dynamics are stored in a database in a completely
privacy compliant manner. The data can be used to identify the
most critical areas and hours of the day in terms of number of
people and risk level, in order to better address distance-related
interpersonal prevention measures.
The system is called Inter-Homines (from the “Homo inter
homines sum, capite aperto ambulo” - “I am a human among
humans and I can walk with my face uncovered”) because people
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should be free to move and interact with uncovered faces while
being safe at the same time.
The system has a twofold goal. The first is to provide a reliable
tool, in accordance with European privacy and usage guidelines
of the AI, to calculate in real time the actual compliance with
the prevention measures for ”spacing”, also interactively reporting
any risky situations. In particular, the implemented system can
generate real-time alarms when people form crowds. The second
goal is to provide an innovative model for the dynamic calculation
of the risk of the monitored site that can be used as a tool for
prevention, control, monitoring, and planning, support to the pop-
ulation and workers in order to implement conscious attendance,
linked to effective compliance with the measures in force.
Detecting people, their position in the space, their mutual
distance is a typical application of Computer Vision. Many tools
are available, using state-of-the-art deep learning architecture
and geometry-based 3D reconstruction. Results are promising
although still far to be applied everywhere by everyone. In this
project, we can take advantage of a long term experience in com-
puter vision for surveillance and people behavior understanding
[3], [4], providing a novel detection pipeline running in real-time.
It exploits standard fast camera calibrations, a people detector and
a pose estimation methods.
Inter-Homines defines a model, validated by epidemiologists
and parameterizable according to current regulations, which al-
lows, in real-time, to associate each monitored area with: a) a
space-time risk index, b) a dynamic safety level of the area,
c) a dynamic map of interpersonal distances and d) a real time
visualization of detected persons and distances. See Fig. 1 for the
system output overview.
2 RELATED WORK
One of the most popular two-stage deep object detectors is R-CNN
[5] which predicts object location from a set of region proposals
[6], crops them and classifies each using a second deep neural
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2Fig. 1. GUI of our system. In the main frame, anonymized bounding boxes are superimposed to the image. Colored links encodes people reciprocal
distance. On the right, two maps shows the bird-eye view of the area. The estimated risk level of the scene resides at the bottom of the interface.
network. Fast R-CNN [7], instead, directly crops image features
to save computation. However, both approaches rely on slow low-
level region proposal techniques.
On the other hand, one-stage methods such as Faster R-CNN
[8] generates region candidates within the detection network. It
samples bounding boxes with fixed shape (anchors) around the
image grid and classifies them into foreground or background.
Each proposal is then further classified into object classes. Several
improvements to one-stage detectors include anchor shape priors
such as in YOLO [9], [10], SSD’s different feature resolution [11],
and loss re-weighting among different samples [12].
Our approach leverages CenterNet [13], which is closely
related to anchor-based one-stage detectors. However, Center-
Net does not requires manual thresholds for foreground and
background classification and does not require Non-Maximum
Suppression (NMS) [14] post processing as it simply extracts local
peaks in the keypoint heatmap [3], [15]. Moreover, CenterNet
utilizes an output stride of 4 which is 2 times larger than in
traditional object detectors [16], [17], making it more accurate.
Other methods utilize the same robust keypoint estimation
network as CenterNet: CornerNet [18] and ExtremeNet [19].
CornerNet detects the bounding box corners as keypoints while
ExtremeNet predicts the left, top, right and bottom extremes of the
objects. However, those methods require a combinatorial grouping
stage as post processing, which considerably slows down the
whole pipeline. CenterNet, instead, simply extracts a single center
point per object without the need for grouping or post-processing.
People detection can be also achieved by pose estimation. The
trend of pose estimation [15], [20], [21] is very promising, but
often is too computational severe to be implemented for real time
edge applications with an unknown number of people. Thus, in
this work, we adopt a simplified pose estimation algorithm, that it
is used together with the people detector to make the localization
more robust to occlusions.
Many 3D object detection methods have been proposed in
literature. Among them, 3D R-CNN [22] adds a further head
to Faster R-CNN [8] which is followed by a 3D projection.
Also Deep Manta [23] exploits a coarse-to-fine Faster R-CNN
[8] trained on multiple tasks. Finally, Deep3Dbox [24] utilizes a
slow R-CNN [5] by first predicting 2D bounding boxes and then
feeding each detection into a 3D estimation network. However,
those methods require huge computational power and does not
leverage constraints such as fixed camera and flat ground plane.
3 R0 AND THE SIR MODEL
After the outbreak of the COVID19 pandemic, all the world
learned the importance of the basic reproduction number, R0, as
the statistical index indicating the degree of spread of the infection.
In commonly used infection models, when R0 > 1 (in Italy has
reached 4.3 during the spring of 2020) the infection will be able
to start spreading in a population, but not if R0 < 1. Generally,
the larger the value ofR0, the harder it is to control the epidemic.
R0 is defined as the expected number of secondary cases
produced by an infection in a completely susceptible population:
R0 = α · c · d (1)
where α is the transmissibility, c is the average rate of contact
between susceptible and infected individuals, and d is the duration
of infectiousness.
To understand if this quantity defines the epidemic threshold of
a particular infection, we need to formulate a Susceptible-Infected-
Removed (SIR) epidemic model [25]. This model deploys several
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Fig. 2. Schematization of the Inter-Homines pipeline: the input frame is processed to produce bounding box detections. Each detection is then refined
by the Occlusion Correction module that copes with truncated bounding boxes. The image plane detection coordinates are then transformed to
ground plane coordinates using an Homography Transformation. Those coordinates are then used to calculate the global risk. People coordinates
and risk level are then stored into a database. Finally, the system outputs the anonymized frame along with the risk level and the risk maps.
assumptions: 1) closed population, 2) constant rates, 3) no births
and deaths and 4) well mixed population.
Given a population of N individuals, let’s consider S the
number of susceptible people, I the infected, and R the removed.
Removed people are those that cannot be infected, as they might
have developed antibodies. Now let’s define s = SN , i =
I
N ,
r = RN as the fraction in each set. The SIR model is defied as:
ds
dt
= −βsi, di
dt
= βsi− vi, dr
dt
= vi (2)
An epidemic occurs if the number of infected increases: didt >
0. By considering that everyone is susceptible, we can substitute
s = 1 obtaining the following inequality:
αcd = R0 > 0 (3)
R0 is essentially the entire theoretical basis of public health
interventions for infectious diseases and it is simply the product
of the transmissibility, the mean contact rate, and the duration of
infection. In order to reduce transmissibility α we can develop
vaccines, get people to use barrier contraceptives or use anti-
retrovirals. To decrease mean contact c, the world decided to use
isolation/quarantine, and health education programs. Finally, to
reduce the duration of infection d therapeutics, antibiotic treatment
of bacterial infections that boost innate immune response can be
exploited.
R0 is in generally computed as a posterior measure, but
cannot be dynamically predicted in a robust way since the factor
influencing R0 are not a priori easily measurable. In this work
we cannot do anything a part from monitoring the acceptance of
health education programs. In the past months, many countries
decided the mandatory measures of security that concern the use
of DPI and the social distance guidelines. Thus, in order to make
c as small as possible, we should keep all the people at a distance
larger that a threshold distance of a possible infection.
A viable way is to force people to stay in queues, maybe with
some marker placed on the floor and with the constant attention
of a human guard that controls the compliance of the social
distancing norms. This is not always possible, especially in big
malls and wide areas. Moreover, the human monitoring is not
always optimal as the guard is subject to tiredness and lost of
focus.
This is the reason why computer based systems joined with
risk models can substitute human controllers and help to perform
real-time monitoring of areas by assessing a level of possible
risk, and, if necessary, giving a real time feedback to improve the
safety and decrease the risk. In the following section, we propose
a very simple model, that, using some thresholds validated by
epidemiologists, models the dynamic risk in a given area.
4 RISK MODEL
The SIR model formulation, as described in the previous section,
has validity when considering a population. Now, let’s consider
a much more restricted zone. This could be an indoor area, like
a waiting room of a public office, an entrance in a cinema or
a shop. More precisely, let’s consider a scene with N people
k0, . . . , kN−1 at a given time t. Given two subjects ki and kj
with distance di,j , we define their reciprocal risk as follows:
rr
(t)
i,j = η e
−βmax(0, di,j−τ) (4)
where η, β and τ are parameters that respectively control height,
slope and the full width at maximum of the function. In this
specific application, η is a mitigator used to decrease the risk when
some criteria are met, e.g., when at least one of the two people is
wearing a facial mask. β, instead, controls how the risk decreases
when the distance is greater than τ and can model environmental
characteristics such as air temperature and the presence of air
conditioning. Lastly, τ , controls the transmissibility of the disease
via respiratory droplets and define the minimal distance allowed
between two people. It should follow World Health Organization
and national guidelines but can be further increased to better
preserve the safety of people in critical places such as COVID-
19 hospital units. We then define the individual risk at time t as:
R
(t)
i = max
j=0...N−1,j 6=i
{rr(t)i,j } (5)
The global risk at t of the scene is then computed as follows:
G(t) = min
(
1,
1
C
N−1∑
i=0
R
(t)
i
)
(6)
where C is the maximum capacity of the scene. This capacity can
be either given by the user or calculated using simple covering
algorithms. Finally. the dynamic global risk is computed as:
D(t) =
1
W
W−1∑
w=0
G(t−w) (7)
where W is the size of the temporal window. At a given time t,
D(t) ∈ [0, 1] is the global risk of the scene and it is used to trigger
alarms when it reaches a given threshold.
5 INTER-HOMINES TECHNICAL CORE
Here we give an overview of the pipeline we used to process
videos in real time. The aim of our Inter-Homines system is
to detect people, compute their distance and provide a dynamic
risk level of the area, as well as producing a human readable
visualization with anonymized people. For GDPR constraints,
4no visual data is recorded but, instead, only people coordinates
are extracted and stored. Data is acquired with a variable rate,
up to one time per second for each camera. See Fig. 2 for a
schematization of the pipeline.
The following subsections summarize the key elements of
our system. Section 5.1 describes the people detection stage and
elaborates on its challenges. Section 5.2 illustrates our proposed
keypoint localization solution which addresses the occulsion prob-
lem peculiar of surveillance scenarios and also provide the head
position for anonymization purposes. Next, in Section 5.3, we
describe how we convert points from image plane to ground plane
and, finally, Section 5.4 illustrates the system outputs.
5.1 People Detection
As we are interested in the best speed-accuracy trade-of, we
choose CenterNet [13] as a people detector. In particular, we rely
on the DLA backbone [26] which yields 51.3% AP for the people
class on MS COCO [27], running at 52 FPS on a Titian XP.
Let I ∈ RW×H×3 be the input image having width W
and height H . CenterNet outputs a keypoint heatmap Yˆ ∈
[0, 1]
W
R ×HR×C , where R = 4 is the output stride and C is
the number of keypoint types. Keypoint types include C = 80
object categories but in this work we only consider the “people”
class. Detected keypoints corresponds to a prediction Yˆx,y,c,= 1
and 0 otherwise. To recover the discretization error generated
by the output stride, CenterNet further predicts a local offset
Oˆ ∈ RWR ×HR×2 for each center point.
Let (x(k)1 , y
(k)
1 , x
(k)
2 , y
(k)
2 ) be the bounding box of object k
of the “people” class and pk = (
x
(k)
1 +x
(k)
2
2 ,
y
(k)
1 +y
(k)
2
2 ) it’s center
point. CenterNet predicts all center points for each object k and
further regresses to the object size sk = (x
(k)
2 −x(k)1 , y(k)2 −y(k)1 ).
At running time, we first extract the peaks in the heatmap
for the “people” category. We consider all the responses whose
value is greater or equal to its 8-connected neighbors. Let
Pˆ = {(xˆi, yˆi)}ni=1 be the set of n detected center points where
keypoint values Yˆxiyic are utilized as a measure of its detection
confidence. Bounding boxes are produced at location:
(xˆi + δxˆi − wˆi/2, yˆi + δyˆi − hˆi/2,
xˆi + δxˆi + wˆi/2, yˆi + δyˆi + hˆi/2),
(8)
where (δxˆi, δyˆi) = Oˆxˆi,yˆi is the predicted offset and (wˆi, hˆi) =
Sˆxˆi,yˆi is the predicted size. Since the prediction are directly
produced from the keypoint estimation, there is no need for
IoU-based NMS or other post-processing techniques. This makes
CenterNet faster w.r.t. other detectors, making it suitable for real
time applications.
CenterNet is capable of producing a precise localization of
every person in the image, however, it does not take into account
occlusions that usually happen in real world scenarios. As shown
in Fig. 3 (pink bounding boxes), if a person is occluded by an
object or by other people, CenterNet predicts a tight bounding box
that only contains the visible part of the person, ignoring his full
shape. This usually happens with the bottom part of the body, as
the camera is commonly placed several meters above the ground.
Since we are ultimately interested in recovering the ground plane
coordinate of each person through homograpy, we need to know
the exact position (in image plane) of the feet of each detected
person. This task cannot be accomplished by solely relying on
CenterNet.
Fig. 3. Examples of CenterNet bounding boxes (pink), refined bounding
boxes and head localization (green).
Fig. 4. GUI used during system calibration for homography matrix calcu-
lation (left) and for walking area selection (right).
5.2 Feet and Head Localization
To overcome the aforementioned limitations without introducing
complexity to the overall system, we propose to utilize a small net-
work to predict the feet position given a bounding box containing
a person, even if the feet are not visible.
To this aim we rely on a simple but effective CNN that,
given an image M tightly containing a person, it regresses to
the midpoint Pf = (xf , yf ) of the segment having the two feet as
endpoints. This ensures that we know the exact position in image
plane where every person touches the ground. Since we are also
interested in anonymizing the face of each detected person, we
further predict the location of the head Ph = (xh, yh).
We replaced the last 1000 class classification layer of Resnet50
[16] with two heads composed by an adaptive average pooling
layer and a fully connected layer with output size equal to 2. The
adaptive average pooling takes care of the difference in size that
each bounding box fed to the network can have. Training has been
carried out for 10 epochs using an MSE loss with Adam optimizer,
batch size of 64 and learning rate 0.001.
We used JTA [3] as the training dataset since it is the
only surveillance dataset available in literature that provide pose
estimation annotations with occlusion information. Thanks to
this, we were able to simulate occlusion situations by simply
picking, during training, the pedestrians with the bottom keypoints
occluded, like ankles, knees, and hips. During training, we also
randomly shortened some of the bounding boxes in order to
simulate CenterNet behaviours. This step ensures a more precise
localization of the feet while also coping with truncated bounding
boxes. As shown in Fig. 3 (green bounding boxes), our network
can effectively obtain an accurate position of each head and it is
used to extend the bounding box to its regular shape.
5Fig. 5. Examples from the JTA dataset exhibiting its variety in viewpoints, number of people and scenarios. Ground truth bounding boxes are
superimposed to the original images. Green color is used for people having a distance from the camera between 0 and 20 meters, yellow for people
between 20 and 40 meters and red for people between 40 and 100 meters.
5.3 From Image Plane to Ground Plane
The camera projection matrix P is a 3×4 matrix which describes
the mapping of a pinhole camera [28] from 3D points in the world
to 2D points in an image. Let X be a representation of a 3D point
in homogeneous coordinates (a 4-dimensional vector), and let y be
a representation of the image of this point in the pinhole camera (a
3-dimensional vector), we have y = PX . The camera projection
matrix can be decomposed as:
uv
1
 =
fx 0 cx 00 fy cy 0
0 0 1 0


r1,1 r1,2 r1,3 tX
r2,1 r2,2 r2,3 tY
r3,1 r3,2 r3,3 tZ
0 0 0 1


X
Y
Z
1

(9)
where the intrinsic parameters fx, fy and cx, cy are the camera
focal length and principal points respectively while ri,j and ti
are the extrinsic parameters which define the rotation and the
translation used to describe the rigid motion of an object in front of
a still camera. Finally, u and v are the coordinates of the projected
point in pixels while X , Y and Z are the coordinates of a 3D
point in the world coordinate space. By considering the simpler
case of a projection of planar points, where each 3D point lies on
the same plane (e.g. the ground), we can simplify the formulation
considering Z = 0. For planar surfaces, 3D to 2D perspective
projection reduces to a 2D to 2D transformation:uv
1
 =
fx 0 cx0 fy cy
0 0 1
r1,1 r1,2 t1r2,1 r2,2 t2
r3,1 r3,2 t3
XY
1
 (10)
and by doing the products we finally obtain the planar homography
matrix H . The planar homography relates the transformation
between two planes (e.g. the image plane and the ground plane):uv
1
 =
h1,1 h1,2 h1,3h2,1 h2,2 h2,3
h3,1 h3,2 h3,3
XY
1
 = H
XY
1
 (11)
Since H maps from ground plane to image plane, but we are
interested in the opposite transformation (from image plane to
ground plane), we now need to calculate the inverse homography
matrix H−1. An homography matrix H is always invertible, and
its inverse is still an homography transformation:XY
1
 = H−1
uv
1
 (12)
A practical way to calculate the homography matrix H of Eq. 11
is to find a set of at least four points pairs of target and source
planes and to minimize the back-projection error:
(13)
N∑
i =0
[(
ui − h1,1Xi + h1,2Yi + h1,3
h3,1Xi + h3,2Yi + h3,3
)2
+
(
vi − h2,1Xi + h2,2Yi + h2,3
h3,1Xi + h3,2Yi + h3,3
)2]
However, if not all of the point pairs fit the rigid perspective
transformation, this initial estimate will be poor. To solve this
problem we employ the RANSAC iterative method, trying many
different random subsets of the corresponding point pairs (of four
pairs each). We then estimate the homography matrix applying a
simple least-square algorithm using this subset, and then compute
the quality of the computed homography, which is the number of
inliers. The best subset is then used to produce the initial estimate
of the homography matrix. The computed homography matrix
is refined further (using only the inliers) with the Levenberg-
Marquardt method to further reduce the re-projection error. The
homography matrix is determined up to a scale. Thus, it is
normalized so that h3,3 = 1.
This method of using an homography transformation to obtain
3D coordinates is the most appropriate when we want to monitor
an approximately flat area (such as a town square) using a
fixed camera and there is the possibility of making appropriate
measurements in the monitored space.
To easily obtain the points pairs of image and ground planes
needed to find the homography matrix H , we designed a sim-
ple procedure that we call “system calibration”. This procedure
consists in placing nine markers at the center of the monitored
area, fully visible from the camera. The markers are placed in a
grid pattern as in Fig. 4. By means of a simple graphic interface,
the user can take a snapshot of the camera and click with the
cursor the centers of the nine markers in order to acquire the pixel
coordinates. In practice, we utilize a special carpet with the nine
markers printed on it. The use of the carpet automates the real
world measurements as we already know the distance between
markers in the carpet, making the system calibration fast, less
prone to errors and feasible by everyone. Once the nine pairs of
points have been identified and the homography matrix calculated,
the carpet can be safely removed and the system will continue to
work properly as long as the camera maintains its position.
During the system calibration an optional procedure of se-
lecting the “walking area” can be carried out. Again, a simple
graphic interface let the user draw a polygon on the snapshot
6TABLE 1
3D detection results on JTA Dataset. In PR (precision), RE (recall) and F1, @t indicates that a predicted person is considered “true positive” if the
distance from the corresponding ground truth location is less than t. The max range indicates the maximum distance considered in the calculation.
PR RE F1 PR RE F1 PR RE F1
max range @0.5 m @1.0 m @1.5 m
10m Inter-Homines w/o Occ. Corr. 83.38 78.29 80.06 90.44 85.28 87.07 92.56 87.63 89.31Inter-Homines Full Pipeline 88.01 84.74 85.55 92.95 89.2 90.22 94.27 90.56 91.59
20m Inter-Homines w/o Occ. Corr. 69.11 59.75 63.41 85.33 73.86 78.36 91.83 79.77 84.48Inter-Homines Full Pipeline 74.96 66.98 70.00 88.86 79.20 82.87 93.64 83.69 87.49
30m Inter-Homines w/o Occ. Corr. 59.47 46.87 51.57 77.39 60.76 66.96 85.81 67.27 74.14Inter-Homines Full Pipeline 65.3 53.07 57.52 81.26 65.4 71.18 88.34 70.96 77.31
100m Inter-Homines w/o Occ. Corr. 53.76 31.65 38.07 71.34 41.74 50.41 80.3 46.88 56.7Inter-Homines Full Pipeline 60.91 36.21 43.37 77.12 45.21 54.55 84.75 49.41 59.79
taken from the camera, as shown in Fig. 4. The pixel vertices
are then converted to ground coordinates that are used to exclude
detections whose 3D position is outside the walking area. This is
useful, for example, to ignore mirrors or windows that can reflect
people causing unwanted detections.
Given a bounding box of a person, we can now extract its
central point (u, v) of the lower side of the box (i.e. the image
coordinate where the person touches the ground with his feet),
and utilize Eq 12 to obtain the corresponding (X,Y ) point in
ground plane. Now that we have the 3D position of every person
in the scene, the dynamic global risk in Eq. 7 can be calculated and
given as output along with other information that we summarize
in the following subsection.
5.4 System Output
A convenient graphical interface highlights all the main results of
the analysis of our Inter-Homines system, allowing to evaluate at a
glance the crowding conditions in the monitored area (see Fig. 1).
This interface is made with Qt to guarantee compatibility with all
the main operating systems.
5.4.0.1 Anonymized Frame: It shows real-time the
bounding box detections superimposed to the input RGB frame.
The system is privacy compliant and all the faces are obscured.
Colored segments connect people who are at an estimated distance
lower than a defined upper threshold distance (typically 3 m). The
color indicates the extent of the infraction, going from a dark red
for the most serious infraction to yellow for the minor ones.
5.4.0.2 People Counter: At the top right of the frame we
also display the number of detected people updated in real time.
This number is an average computed in a window of W frames to
account for miss detections and false positives.
5.4.0.3 Dynamic Risk and Occupation Maps: In the right
part of the interface two bird eye views of the walking area are
updated real-time. The Dynamic Risk map shows a snapshot of
the current situation of the area. The Occupation map, instead,
displays the overall aggregated risk and it is computed by averag-
ing the Dynamic Risk maps of the whole day. It is used to identify
areas with a larger risk for statistical and predictive purposes. Note
that people outside of the walking area are completely ignored and
do not affect the statistics.
5.4.0.4 Estimated Warning Level: In the lower part of the
window a bar represents the total estimated risk in the monitored
area and it is computed using Eq. 7. The application provides the
possibility to send an alarm signal (example: send an email / audio
notification) if certain thresholds on the number of people or on
the risk level are exceeded. The thresholds and the notification
methods of their exceeding will be defined according to the needs
of the context in which the system will operate.
5.4.0.5 Weekly Report: Since we want to give insightful
statistics to help with the prevention of the infection, our system
periodically produce a report. The report contains statistics about
number of people, risk level, number of infractions and occupation
maps aggregated by hours and days. To this end we utilize a non-
relational database to store timestamp and position of each person
captured by our system.
6 SYSTEM VALIDATION
In order to validate the effectiveness of our system, we performed a
series of experiments leveraging JTA [3]. JTA is a massive dataset
for pedestrian pose estimation and tracking in urban scenarios
created exploiting the highly photorealistic video game Grand
Theft Auto V. The videos feature a vast number of different people
appearances, in several urban scenarios at varying illumination
conditions and viewpoints. Each clip comes with a precise anno-
tation of visible and occluded body parts, people tracking with 2D
coordinates in image plane and 3D coordinates in camera space.
JTA overcomes all the limitation of existing datasets in terms of
number of entities and available annotations. Each video contains
a number of people ranging between 0 and 60 with an average of
more than 21 people, totaling almost 10M annotated body poses
over 460,800 densely annotated frames. The distance from the
camera ranges between 0.1 and 100 meters, resulting in pedestrian
heights between 20 and 1100 pixels. JTA is composed by a set of
512 Full HD videos, 30 seconds long, recorded at 30 fps.
As shown in Fig. 5, despite being a synthetic dataset, JTA
features highly challenging and complex situations, peculiar of
surveillance scenarios, where people are often dominated by se-
vere body part occlusions and truncations. We believe this dataset
is the perfect choice to validate a system that targets global safety.
Since we can not perform the system calibration procedure
on an already recorded dataset, i.e. we can not physically place
the markers at the center of the scene, we designed a simple
heuristic to directly recover the nine points pairs using the dataset
annotations. With the assumption that every foot of each person
lies on the same plane, for each JTA sequence, we linearly
regressed the ground plane utilizing the 3D coordinates of every
foot in every frame of that sequence. By recovering a unit normal
vector of the plane and two orthonormal vectors lying on the plane
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Fig. 6. F1 score vs. camera distance at different thresholds (first row) and F1 score vs. max camera distance at different thresholds (second row).
we were able to find the orthonormal base of the new space that
allowed us to move each 3D coordinate into a space where each
foot has the same y coordinate (according to the standard camera
system). Now, since each foot coordinate has the same y, we can
get rid of it and considering the new (x, z) coordinates as ground
coordinates. As we are interested in nine points pairs of target and
source planes, we utilized a K-Means implementation to find nine
foot cluster centers. Utilizing a clustering method ensures that the
nine points are far from each other. Once recovered the foot cluster
centers, we remapped those coordinates into the original standard
camera space and projected them into the image plane using the
pinhole camera model. The 2D projected coordinates and the 2D
foot clusters now form the nine points pairs needed to calculate
the homography matrix.
Experiments are conducted on every 10th frame of a subset
of the JTA test set where we carefully removed the sequences
that contain camera motion and people at different heights, e.g.
people going up the stairs, as our method assumes static camera
and flat ground plane. Tab. 1 shows the precision, recall and
F1 obtained using different thresholds and considering different
camera distance ranges. As the range increase, we observe a
decrease in performances, due to the fact that small people are
hardly detected and homography transformation becomes less
reliable. Since we are interested in evaluating the impact of that
occlusions have in the performance of our system, we reported
the results with and without the occlusion correction module. As
can be shown, the correction is always beneficial, especially when
people are close to the camera.
To better understand how performance degrades as distance
increases, in Fig. 6, first row, we plotted the F1 score at different
thresholds w.r.t. the camera distance. It is interesting to note that
performance worsens when people are too close to the camera. In
Fig. 6, second row, we plotted the same quantity but, this time, the
F1 score is calculated considering all the people with distance less
than the camera distance, and not equal to the camera distance.
7 CONCLUSIONS
In this work we proposed a simple and effective system that deals
with the COVID-19 emergency by providing a social distancing
tool that can prevent the spread of the infection. We validated it
using a highly challenging benchmark, obtaining a lower bound
on the performance of the method. We believe that our system
can be a practical solution to an important problem, hoping to see
areas less crowded than the JTA dataset in the near future.
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