Abstract-This paper describes performance bounds for compressed sensing in the presence of Poisson noise and shows that, for sparse or compressible signals, they are within a log factor of known lower bounds on the risk. The signal-independent and bounded noise models used in the literature to analyze the performance of compressed sensing do not accurately model the effects of Poisson noise. However, Poisson noise is an appropriate noise model for a variety of applications, including low-light imaging, in which sensing hardware is large or expensive and limiting the number of measurements collected is important. In this paper, we describe how a feasible sensing matrix can be constructed and prove a concentration-of-measure inequality for these matrices. We then show that minimizing an objective function consisting of a negative Poisson log likelihood term and a penalty term which could be used as a measure of signal sparsity results in near-minimax rates of error decay.
I. INTRODUCTION
The basic idea of compressed sensing is that, when the signal of interest is very sparse (i.e., zero-valued at most locations) or highly compressible in some basis, relatively few "incoherent" observations are sufficient to reconstruct the most significant non-zero signal components [1] , [2] . This insight is particularly important in the context of photon-limited imaging, where high-quality photomultiplier tubes (PMTs) are expensive and physically large, limiting the number of observations that can reasonably be collected by an imaging system. Limited photon counts arise in a wide variety of applications, including infrared imaging, nuclear medicine, astronomy and night vision, where the number of photons collected by the detector elements is very small relative to the number of pixels, voxels, or other quantities to be estimated. Robust reconstruction methods can potentially lead to many novel imaging systems designed to make the best possible use of the small number of photons collected while reducing the size and cost of the detector array.
Despite the promise of this theory for many applications, very little is known about its applicability to photon-limited imaging systems. In particular, the signal-independent and bounded noise models which have been considered in the literature (cf. [3] , [4] ) are not easily adapted to the Poisson noise models used in photon-limited imaging. The Poisson model is often used to model images acquired by photoncounting devices [5] . Under the Poisson assumption, we can write our observation model as
where f * ∈ R m is the signal or image of interest, A ∈ R N ×m linearly projects the scene onto an N -dimensional space of observations, and y ∈ {0, 1, 2, . . .} N is a length-N vector of observed Poisson counts. Specifically, under the model in (1), the likelihood of observing a particular vector of counts y is given by
where (Af * ) j is the j th component of Af * . The majority of the compressed sensing literature assumes that there exists a "sparsifying" reference basis W , so that θ *
W
T f * is sparse or lies in a weak-p space. Then, when the matrix product AW obeys the so-called restricted isometry property (RIP) [6] , [7] , θ * can be accurately estimated from y by solving the following 2 − 1 optimization problem (or some variant):
where τ > 0 is a regularization parameter [2] , [8] , [7] . However, the 2 data-fitting term, y −AW θ 2 2 , is problematic in the presence of Poisson noise. Because the variance of the noisy observations is proportional to the signal intensity, 2 data-fitting terms can lead to significant overfitting in highintensity regions and oversmoothing in low-intensity regions. Furthermore, photon-limited imaging systems implicitly place hard constraints on the nature of the measurements that can be collected, such as non-negativity, which are not considered in the existing compressed sensing literature.
In this paper, we propose estimating θ * from y using a sparsity-regularized Poisson log-likelihood objective function as an alternative to (2), and we prove that the resulting estimator achieves error decay rates that (up to logarithmic factors) match the minimax lower bounds for recovery of a compressible signal from Poisson observations. Specifically, in the Poisson noise setting we maximize the log-likelihood while minimizing a penalty function that, for instance, could measure the sparsity of θ:
where pen(·) is a penalty function that will be detailed later and the standard notation v 0 means that the components of v are nonnegative. The constraints reflect the nonnegativity of both the observed intensity and the underlying image and the unit total intensity of the underlying image.
II. PROBLEM FORMULATION
We have a signal or image f * of length m that we wish to estimate using a detector array of length N m. We assume that f * 0. We will bound the accuracy with which we can estimate f * /I f * , where
; in other words, we focus on accurately estimating the shape of f * independent of any scaling factor proportional to the total intensity of the scene. For simplicity of presentation, we assume without loss of generality that m i=1 f * i = 1. The quality of a candidate estimator f will be measured in terms of the risk
Following [1] , we further assume that there exists an orthonormal basis Φ = {φ 1 , . . . , φ m } of R m , such that f * is compressible in Φ in the following sense. Let W be the orthogonal matrix with columns φ 1 , . . . , φ m . Then the vector θ * of the coefficients θ *
be the entries of θ * arranged in the order of decreasing magnitude: |θ *
We assume that there exist some 0 < p < ∞ and
Any θ * satisfying (4) is said to belong to the weak-p ball of radius R, and we denote this fact by θ * ∈ w p (R). The weakp condition (4) translates into the following approximation estimate: given any 1 ≤ k ≤ m, let θ (k) denote the best kterm approximation to θ * . Then we can show that
for some constant C > 0 that depends only on p. Moreover, since f * 0 and m j=1 f * j = 1, we can assume without loss of generality that R ≤ µ/m, where µ m · max 1≤i,j≤m |W i,j | 2 . Indeed, we can bound
Thus, we can rewrite the compressibility condition (5) as
The quantity µ is a measure of the incoherence of the basis Φ relative to the canonical basis E = {e 1 , . . . , e m }, where e j,i = δ j,i , and it can be shown that 1 ≤ µ ≤ m [9] . We shall return to this issue later. Next, we construct our sensing matrix A. Let Z ∈ {−1, +1} N/2×m be a matrix whose entries Z i,j are independent Rademacher random variables, i.e.,
We assume without loss of generality that no row of Z consists entirely of −1 or entirely of +1. Most compressed sensing approaches would proceed by assuming that we make (potentially noisy) observations of the product Af * , but elements of Af * could be negative and thus not physically realizable in photon-counting systems. However, we can use A to generate a positivity-preserving sensing matrix A as follows. Define the matrices A + and A − through
where I denotes the indicator function. Note that A = (A + − A − ). Let A A + A − be the vertical concatenation of A + and A − . Since the 1 -norm of each column of A is equal to 1, each column of A also sums to 1. This implies, in turn, that for any vector g 0 of length m we have
We also note that
We make Poisson observations of Rθ * , y ∼ Poisson(Rθ * ), where R AW , and our goal is to estimate θ * ∈ R m from y ∈ {0, 1, 2, . . .} N . Let n i y i be the total number of events (photons) counted across all detectors. To estimate θ * , we propose solving the following optimization problem:
where − log p(y|Rθ) ∝ − N i=1 y i log(Rθ) i , and pen(θ) is a penalty term. We assume that Γ ≡ Γ(m) is a countable set of feasible estimators θ satisfying W θ 0, and that the penalty function satisfies the Kraft inequality:
Note that the above constraints on θ ∈ Γ imply that Rθ 0 and N j=1 (Rθ) j = 1 by the construction of R ≡ AW . Furthermore, while the penalty term may be chosen to be smaller for sparser solutions θ, our main result only assumes that (10) is satisfied. We can think of (9) as a discretizedfeasibility version of (3), where we optimize over a countable set of feasible vectors that grows in a controlled way with signal length m.
The negative log-likelihood used in the optimization above corresponds to a multinomial distribution, which is equivalent to a Poisson distribution conditioned on n events being detected. By using the multinomial likelihood, and the associated constraint that N j=1 (Rθ) j = 1, we reduce our problem to recovering the shape of the source intensity f * , independent of a scaling factor proportional to the total intensity or flux. The analysis below will focus on the multinomial likelihood model so that error bounds are not vulnerable to errors in estimating the total source intensity.
III. A HIGH-PROBABILITY 1 LOWER BOUND FOR A
Our main result, stated and proved in the next section, makes use of a high-probability lower bound on the 1 -norm Av 1 , v ∈ R m . We have already seen that A preserves the 1 -norm of any vector with nonnegative components; the following lemma shows that, with high probability, this approximately holds for differences of such vectors. In our proof, this property plays a role similar to that of the concentration-of-measure inequalities for random matrices that are used to guarantee that the RIP holds with high probability [6] , [10] .
Lemma 1
Proof: If v = 0, (11) holds trivially. Thus, assume v = 0.
where (12) uses the inequality |a − b| ≤ |a + b| that holds for all a, b ≥ 0, (13) uses the concavity of the square root, (14) uses (7), and (15) 
Using Cauchy-Schwarz, we see that, with high probability,
with high probability, which implies that
holds with high probability. Now let δ = 2 /8. Using (16) together with the fact that v + , v − = 0, we get
where in the second inequality we also used the fact that both v + 2 and v − 2 are bounded by v 2 ≤ v 1 .
IV. AN ORACLE INEQUALITY FOR THE EXPECTED RISK
We now state and prove our main result, which gives an upper bound on the expected risk ER(f * , f ) that holds for any target signal f * 0 satisfying the normalization constraint m i=1 f * i = 1, without assuming anything about the approximation properties of f * . Conceptually, our bound is an oracle inequality, which states that the expected risk of our estimator is within a constant factor of the best regularized risk attainable by estimators in Γ with full knowledge of the underlying signal f * :
Theorem 1 Suppose that the feasible set Γ also satisfies the condition min
for some c ≥ 1. Then, for any > 0, the bound
holds with high probability, where f = W θ.
Remark 1. The precise meaning of the statement "with high probability" is the same as in Lemma 1.
Remark 2.
A positivity condition similar to (17) is natural in the context of estimating vectors with nonnegative entries from count data. In particular, it excludes the possibility of assigning zero intensity to an input of a detector when at least one photon has been counted [12] . Note that the condition grows milder with increasing m.
Proof: Fix > 0. We have
where (19) holds with high probability by Lemma 1. We now bound the expectation in (19). Define the vectors ξ * and ξ with components ξ * j = (Rθ * )
1/2 j and ξ j = (R θ)
where (20) is because of the Cauchy-Schwarz inequality, and (21) is because of the inequality between the arithmetic mean and the geometric mean and because
Combining this with (19), we get
Using the same techniques used to prove Theorem 7 in [13] , we can show that (22) leads to 
where in the second equality we treat the vectors Rθ * and Rθ as the elements of the probability simplex
Now, we have from our standing assumption on f * and by construction of Γ that both f * = W θ * and f = W θ are elements of the probability simplex ∆ m . Note also that the image of ∆ m under the linear mapping x → Ax is contained in ∆ N . In other words, this linear mapping corresponds to a noisy communication channel with an m-ary input alphabet and an N -ary output alphabet, whose transition probabilities are p(j|i) = A j,i . Therefore, by the data processing inequality for the KL divergence ("processing reduces divergence") [14] we can write KL(Rθ
Combining this with (23), we get
(24) Next, using the inequality log t ≤ t − 1 and (17), the KL divergence can be bounded as follows:
. Substituting this into (24), we finally get that
holds with high probability, and the theorem is proved.
V. RISK BOUNDS FOR COMPRESSIBLE SIGNALS
The bound in Theorem 1 can now be used to analyze how the performance of the proposed estimator scales as a function of the signal size (m), the number of observed photons or events (n), and the compressibility of the signal (α). In particular, we form a suitable class of estimators Γ and set a penalty function pen(θ) over this class which (a) is smaller for sparser θ and (b) satisfies (10) . We also assume that f * satisfies the condition (17) for some c ≥ 1, a lower bound on which is assumed known. The family Γ is constructed as follows. 1) Define the sets
each θ i is uniformly quantized to one of m levels} and F {f ∈ R m : f = W θ, θ ∈ Θ}. 2) For each f ∈ F, letf denote the 2 projection of f onto the closed convex set
i.e.,f arg min
3) Finally, let Γ θ = W Tf : f ∈ F . Note that the projectionf satisfies the Pythagorean identity
∀g ∈ C (see, e.g., Thm. 2.4.1 in [15] ). In particular, g − f
2 , and, since f * ∈ C, we have
Now consider the penalty
This corresponds to the following prefix code for θ ∈ Θ (that is, we encode the elements of Θ, before they are subjected to the deterministic operation of projecting onto C): 1) First we encode θ 0 , the number of nonzero components of θ, which can be encoded with log 2 (m + 1) bits. 2) For each of the θ 0 nonzero components, we store its location in the θ vector; since there are m possible locations, this takes log 2 (m) bits per component. 3) Next we encode each coefficient value, quantized to one of m uniformly sized bins. Since this is a prefix code, we see that pen(θ) satisfies the Kraft inequality. Now, given θ * , let θ (k) be its best k-term approximation, θ (k) q ∈ Θ the quantized version of θ (k) , for which we have θ
onto C and then transforming back into the basis Φ:θ
q . Then, using (25) and (6), we get
Then the right-hand side of (18) can be bounded by
We can now consider two cases: 1) n = O(m log m), i.e., the penalty term dominates the quantization error. Then, minimizing over k, we get the risk bound
where the constant C 1 > 0 depends only on , α, and c. 2) n = Ω(m log m), i.e., the quantization error dominates the penalty term. Then, again minimizing over k, we get the risk bound
where C 2 > 0 depends only on , α, and c. Note that, when n = Ω(m), the risks in (26) and (27) coincide (up to log m factors) with the minimax lower bound on the risk of estimating a positive and normalized f * ∈ w p (R) from multinomial or Poisson observations. This lower bound can be shown to satisfy
where the infimum is over all estimatorsf (details are omitted for lack of space). In our case, R ≤ µ/m. Thus, our estimator not only yields the correct (up to logs) rates in terms of m, but also exhibits the correct dependence on the radius of the weak-p ball.
At this point, a comment on the coherence µ is in order. As stated in Section II, depending on the reference basis Φ, µ can attain any value between 1 and m. In particular, if Φ consists of Walsh functions, then µ = 1; if Φ contains at least one canonical basis element or if it is a discrete wavelet basis, then µ = m. It can also be shown that a "generic" value of µ is on the order of log m. More precisely, if we draw an m × m orthogonal matrix W uniformly at random, then, with high probability, we will have |W i,j | ∼ log m/m [9] .
VI. CONCLUSION
The upper bounds on the compressed sensing estimation error under Poisson noise described in this paper are nearminimax optimal for sparse or compressible signals. This result suggests that, while 2 − 1 minimization is optimal in conventional compressed sensing settings with signalindependent and bounded noise models, in the presence of Poisson noise it is optimal to perform reconstruction using a penalized log-likelihood objective function. We specifically prove error decay rates for the case where the penalty term is proportional to the 0 -norm of the solution; this form of penalty has been used effectively in practice with a computationally efficient Expectation-Maximization algorithm (cf. [16] ), but was lacking the theoretical support provided by this paper. Furthermore, the main theoretical result of this paper holds for any penalization scheme satisfying the Kraft inequality, and hence can be used to assess the performance of a variety of potential reconstruction strategies besides sparsitypromoting reconstructions.
