Background: Shape is a critical element of the visual appeal of strawberry fruit and determined by both genetic and non-genetic factors. Current fruit phenotyping approaches for external characteristics in strawberry rely on the human eye to make categorical assessments. However, fruit shape is multi-dimensional, continuously variable, and not adequately described by a single quantitative variable. Morphometric approaches enable the study of complex forms but are often abstract and difficult to interpret. In this study, we developed a mathematical approach for transforming fruit shape classifications from digital images onto an ordinal scale called the principal progression of k clusters (PPKC). We use these human-recognizable shape categories to select features extracted from multiple morphometric analyses that are best fit for genome-wide and forward genetic analyses. Results: We transformed images of strawberry fruit into human-recognizable categories using unsupervised machine learning, discovered four principal shape categories, and inferred progression using PPKC. We extracted 67 quantitative features from digital images of strawberries using a suite of morphometric analyses and multi-variate approaches. These analyses defined informative feature sets that effectively captured quantitative differences between shape classes. Classification accuracy ranged from 68.9 -99.3% for the newly created, genetically correlated phenotypic variables describing a shape. Conclusions: Our results demonstrated that strawberry fruit shapes could be robustly quantified, accurately classified, and empirically ordered using image analyses, machine learning, and PPKC. We generated a dictionary of quantitative traits for studying and predicting shape classes and identifying genetic factors underlying phenotypic variability for fruit shape in strawberry. The methods and approaches we applied in strawberry should apply to other fruits, vegetables, and specialty crops.
We then calculated the variance-covariance matrix of Eqn. (1) (Alg. 1; line 184 18). The variance-covariance matrix, Σ M , represents the relationship between 185 each cluster of interest (e.g., k4 c1 , k4 c2 , k4 c3 , or k4 c4 ).
We then performed eigen decomposition on Eqn.
(2) using the following
Where σ 2 G is the genetic variance, σ 2 E is the residual variance, h is the harmonic 567 mean of observed harvest dates per genotype (1.94), and b is the harmonic 568 mean of observed blocks per genotype (2.89).
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Quantitative Features
Broad-sense heritability on a clone-mean basis (H 2 ) was estimated for features 571 with the lme4 package v1. 
Linear Outline Landmark Pixel 
Predictive Variable OOB Error
Relative Out−of−Bar Error Broad-sense heritability (H 2 ) estimated on a per line basis. % times selected is the number of classification models that a feature was selected in out of 9 (i.e., k = [2, 10]).
Normalized eigenvalues is the eigenvalue associated with a specific PC divided by the sum of all eigenvalues. The large value is the normalized eigenvalue from the full data set. Values in parentheses contain the normalized eigenvalues for the 80%, 50%, and the 20% training sets, respectively. Feature set indicates in which of the 3 sets a given feature was included. . Results of PPKC against original cluster assignments. Ordered centroids from k = 2 to k = 8. On the left are the unordered assignments from k-means, and the on the right are the order assignments following PPKC. Cluster position indicated on the right [1, 8] . 
EigenFruit PC3
Individual BLUP1, 7] from the Eigenfruit analysis on the mean shape (center column). Left column is the mean shape minus 1.5× the standard deviation. Right is the mean shape plus 1.5× the standard deviation. The horizontal axis is the horizontal pixel position. The vertical axis is the vertical pixel position. (B) Effects of PC [1, 3] from the Horizontal Biomass analysis on the mean shape (center column). Left column is the mean shape minus 1.5× the standard deviation. Right is the mean shape plus 1.5× the standard deviation. The horizontal axis is the vertical position from the image (height). The vertical axis is the number of activated pixels (RowSum) at the given veritcal position. (C) Effects of PC [1, 3] from the Vertical Biomass analysis on the mean shape (center column). Left column is the mean shape minus 1.5× the standard deviation. Right is the mean shape plus 1.5× the standard deviation. The horizontal axis is the horizontal position from the image (width). The vertical axis is the number of activated pixels (ColSum) at the given horizontal position. 
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100% 100% 100% 80% 80% 80% 80% 50% 50% 50% 50% 20% 20% 20% 20% Figure S7 . PPKC with variable sample size. Ordered centroids from k = 2 to k = 5 using different image sets for clustering. For all k = [2, 5], k-means clustering was performed using either 100, 80, 50%, or 20% of the total number of images; 6, 874, 5, 500, 3, 437, and 1, 374 respectively. Cluster position indicated on the right [1, 5].
