Neural network attracts plenty of researchers lately. Substantial number of renowned universities have developed neural network for various both academically and industrially applications. Neural network shows considerable performance on various purposes. Nevertheless, for complex applications, neural network's accuracy significantly deteriorates. To tackle the aforementioned drawback, lot of researches had been undertaken on the improvement of the standard neural network. One of the most promising modifications on standard neural network for complex applications is deep learning method. In this paper, we proposed the utilization of Particle Swarm Optimization (PSO) in Convolutional Neural Networks (CNNs), which is one of the basic methods in deep learning. The use of PSO on the training process aims to optimize the results of the solution vectors on CNN in order to improve the recognition accuracy. The data used in this research is handwritten digit from MNIST. The experiments exhibited that the accuracy can be attained in 4 epoch is 95.08%. This result was better than the conventional CNN and DBN. The execution time was also almost similar to the conventional CNN. Therefore, the proposed method was a promising method.
Introduction
In recent years, many researchers conducted studies on machine learning with deep hierarchical architecture. The term deep hierarchical learning was introduced by Hinton et al. [1] . They proposed a method to transform high dimensional data into low dimension data. They employed multilayer neural network with a small middle layer to reconstruct the input vector. Today, machine learning with deep hierarchical learning is named as deep learning.
The concept of deep learning is derived from neural network research, therefore deep lear- Figure 1 . The original Convolutional Neural Networks (CNN) architecture [7] Convolutions [2] . The first is deep learning is a model consisting of multiple layers of nonlinear information process-ing. The second is deep learning is a supervised or an unsupervised learning method to represent the features of the bottom layer to the top layers.
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Several variations of deep learning are continually being researched and many of them have been applied into some machine learning tasks. In many cases, deep learning exhibited significant improvement on results, compared to previous conventional methods. There are plenty of deep learning algorithms which have been developed such as, Deep Neural Networks (DNNs) [1] , Deep Boltzmann Machines (DBMs) [3] , Recurrent Neural Networks (RNNs) [4] , and Deep Auto encoders [5] .
From many deep learning methods, there are 3 basic models that underlie many of the deep learning methods, i.e. Deep Belief Networks (DBNs) [6] , Convolutional Neural Networks (CNNs) [7] , and Stacked Auto Encoder (SAE) [8] . These three models are the most prominent and become building blocks for many deep learning methods, such as Multiresolution DBN (MrDBN) [9] , an extension of the DBN or Scale-Invariant Convolutional Neural Network (SiCNN) [10] developed based on the CNNs model.
In this research, we focus handwritten digit recognition problem based on data from MNIST. From three basic models, we empowered CNNs method as our basic algorithm. CNN was employed due to its high accuracy on MNIST datasets [11] .
CNNs is a type of feed forward neural network inspired by the structure of visual system. CNN consists of many neurons that have weights and biases, where each neuron receives several inputs and perform dot products. In terms of architecture, CNNs composed of one or more convolutional layers with subsampling stages and one or more fully connected layers as found in a standard multi-layer neural networks.
Even though standard CNN has shown considerable accuracy, there are still a lot of space for improvement. To ameliorate performance of CNN in recognition task, we used PSO to optimize output vector from CNNs. The utilization of PSO is due to its powerful performance on the optimization problems.
PSO in an optimization method developed by Eberhart and Kennedy [12] . This method is inspired by social behavior of animals that do not have a leader in their group. PSO consists of a swarm of particles, where the particles represent a potential solution.
To assess our proposed method, we compare results obtained from proposed method with other existing algorithms results. The existing algorithms used for comparison are the original CNNs and Deep Belief Networks (DBNs). The performance criteria used in this research are error and accuracy.
The remaining of this paper is organized as follows: Section 2 describes the basic theory of DBN, CNN, and PSO. Experiment setup and results obtained in the comparison study presented in Section 3. The conclusions of this paper are given in Section 4. 
Methods

Convolution Neural Networks (CNNs)
Convolutional Neural Networks (CNNs) is inspired by cat's visual cortex [12] . CNN generally consists of 3 layers which are convolutional layer, subsample/pooling layer, and fully connected layer. Convolution layer shares a lot of weights whereas pooling layer performs subsampling function to resulted output from convolution layer and reduce data rate of the layer below. The outputs from pooling layer are used as an input to several fully connected layers. Figure 1 shows the architecture of CNNs [7] , and the convolution operation is illustrated on Figure 2 . Convolved feature that is generally called feature maps is the result of convolving the filter/kernel on dataset. The convolution process can be written by the following equation (1):
where I is an input image, K is kernel/filter used in convolution process, m is row of image, and n is column of image. The subsample or pooling is the process to reduce feature map. The concept of pooling process almost equal to convolution process that is convolving filter on input data. However, the differences pooling process on shifting filter that does not overlap on each filter compare with convolution process. The pooling illustration can be seen on Figure 2 .
Deep Belief Networks (DBNs)
Deep Belief Networks (DBNs), which was introduced by Hinton, et al. [6] , is a probabilistic graphical model consisting of multiple layers with hidden variables. DBNs are trained using greedy layer wise algorithm which can optimize the weight of DBNs at the time complexity that linear to the size and depth of the network. DBNs are trained to extract deep hierarchical representation on the input data. DBNs are composed of a number of Restricted Boltzmann Machines (RBMs), a special kind of Boltzmann Machines, that consisting a layer of visible unit and a layer of hidden units, with undirected and symmetrical connections between visible and hidden layer, but there is no connection among units in the same layer. Illustration of RBM models can be seen in Figure 4 . The lower layer v is the visible layer, and the top layer h is the hidden layer, where these two layers are stochastic binary variables. The weights between the visible layer and the hidden layer (W) are undirected. In addition each neuron has a bias.
The join distribution function p(v,h) of the visible units v and the hidden units are defined in equation (2) in the form of an energy function.
where Z is the partition function and given by summing all possible pairs of visible and hidden units as shown by equation(3).
A joint configuration of visible and hidden units has an energy that given by equation (4) . 
where E d (v i h j ) is the expectation in the training data and E m (v i h j )
is the same expectation that defined by the model. RBMs are trained using Contrastive Divergence (CD) algorithm to approximate the expected value.
Particle Swarm Optimization (PSO)
Particle swarm optimization (PSO) algorithm is one of evolutionary algorithm which was firstly proposed in 1995 [13] . PSO has widely been employed in miscellaneous field, to cite an instance swarm robot for odour source localization purpose [14, 15] . PSO algorithm consist several consecutive steps. First of all, initialization which randomly select the particles as searching agents (x) as well as the velocities (v). Secondly the particles then inserted into cost function to find local bests (pbest) and global best (g best ). Local best is defined as the location on which the cost is the smallest for each particle. Meanwhile, global best is the location on which the cost is smallest among the local bests. Thirdly, the particles are updated by empowering equation (6) and equation (7).
Where c 1 and c 2 are the constants, r 1 and r 2 are random numbers, and n is iteration. The algorithm of PSO can be written as follows: 
%Update position x(n+1) = x(n) + v(n)t %Evaluate the objective function fitness_new = f(x(n+1)) if (fitness_new< fitness _old) fitness _old = fitness _new; x = x(n+1); else fitness_new = fitness _old; x(n+1) = x; end if end for; Index = min (fitness_new); pbest = x(index); end for; Figure 5 shows the CNNs architecture used in the proposed method, where it is consist of an input image that will be processed using 6 convolution kernel with size 5x5 pixels, 6 sub-sampling kernel with size 2x2 pixels, 12 convolution kernel with size 5x5 pixels, 12 subsampling kernel with size 2x2 pixels and the last layer is the vector output of CNN. The proposed method process can be seen on Figure 6 . In Figure 6 Y denotes the condition is met, whereas N represent the condition is not met.
Proposed Method
PSO in this study would optimize the output vector. The output vector would be augmented by δx to acquire better value. The value of δx itself is the value which would be optimized by PSO. To 1, February 2016 Figure 6 . Flowchart of the proposed method calculate the fitness function, the root mean square error between output vectors after augmented with δx and the true output would be employed.
Generally, the process of the proposed method consists of several steps as shown below: 1) the first step is initializing the learning rate of the CNNs with the value is 1 based on the experiment. Batch size of CNNs is 50, the number of CNNs epoch in the range of 1 to 4, PSO iteration is 10. The convergence status of PSO is used to check the convergences of PSO, if the error value has not changed for three iterations, then the PSO is considered as convergent; 2) after setting up the experiment, the next step is run CNNs training process, where the detail of the process can be seen in section 2.1.
The result of CNNs is vector output that will be optimizing using PSO algorithm. PSO optimization in this study serves to make the value of loss function on CNN becomes minimal; 3) the output vector will be update if the solution of swarm has less error compare with old vector output; 4) the PSO will run as long as the iteration number of PSO and the convergence solution have not fulfilled; 5) after the CNN Training, the model will be tested with testing data that consist of 10000 data; 6) the result of CNN test is accuracy of CNN, it represent how precise of the CNN model can predict the actual value of testing dataset.
Results and Analysis
Dataset
In this study we use the handwritten digits data taken from MNIST database. This dataset has 28 x 28 pixel dimension and consist of 70000 data, in which 60000 data used for training and the rest data used for testing.
Experiment Result
In this chapter we will show the experiment result on deep learning method, such as Convolutional Neural Network, Deep Belief Network, and Convolutional Neural Network Optimize with Simulated Annealing (SA) [16] and also compare the performance with proposed method. The experiment use handwritten Digit dataset from MNIST. And the running time of all the deep learning method will compare each other to know how long the deep learning method can predict the test dataset.
Experiment on Handwritten Dataset
The overall experimental results on error and accuracy can be seen in Figure 7 and Table 1 respectively. The results of experiments showed the proposed method has a better accuracy than another deep learning method. Although the difference accuracy value is not high but it important be-cause the CNN does not need a lot of training epoch to get good accuracy. CNNPSO has better accuracy than CNNSA, it could be the advantages of PSO fast searching ability with minimum iteration of CNN. The error also exhibit the similar behavior. These due to the fact that PSO is a powerful algorithm for optimizing. Thus if com-pared to simulated annealing in particular, it has better performance.
As shown in Table 1 , with only 4 epochs the accuracy of CNNPSO has reached 95.08%. This value was only slightly different from simulated annealing optimized CNN (95.19%). Meanwhile, CNN and DBN occupy the two last place with 94.81% and 91.14% respectively.
In execution time, DBN has fastest execution time, which architecture 50 hidden node and 25 hidden layer, because on training process using contrastive divergence that very fast [17] .
CNNPSO consume longer time than CNN. This due to the addition iteration in the PSO algoArie Rachmad Syulistyo, et al., Particle Swarm Optimization 57 rithm as well as the particles calculation. Nevertheless, if compared to CNNSA10, CNNPSO was still faster.
Conclusion
Based on the experiment result that have been conducted it can be conclude that the proposed method CNNPSO has good accuracy. The considerable accuracy (95.08%) was attained with only 4 epoch. Moreover the proposed method exhibited better performance than CNN, DBN. Even though its accuracy is lower than CNNSA, to obtain the accuracy nearby, CNNPSO consumed shorter time. If compared to the conventional CNN, CNN-PSO consumed only slightly longer time. However, it has to be improved. The improvement can be focused on how to give restricted range on delta x so the proposed method get optimal vector output faster.
