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ABSTRACT
Resistive memory technologies promise to be a key component in unlocking the
next generation of intelligent in-memory computing systems that can act and
learn locally at the edge. However, current approaches to in-memory machine
learning focus often on the implementation of models and algorithms which can-
not be reconciled with the true, physical properties of resistive memory. Conse-
quently, these properties, in particular cycle-to-cycle conductance variability, are
considered as non-idealities that require mitigation. Here by contrast, we em-
brace these properties by selecting a more appropriate machine learning model
and algorithm. We implement a Markov Chain Monte Carlo sampling algorithm
within a fabricated array of 16,384 devices, configured as a Bayesian machine
learning model. The algorithm is realised in-situ, by exploiting the devices as ran-
dom variables from the perspective of their cycle-to-cycle conductance variability.
We train experimentally the memory array to perform an illustrative supervised
learning task as well as a malignant breast tissue recognition task, achieving
an accuracy of 96.3%. Then, using a behavioural model of resistive memory cali-
brated on array level measurements, we apply the same approach to the Cartpole
reinforcement learning task. In all cases our proposed approach outperformed
software-based neural network models realised using an equivalent number of
memory elements. This result lays a foundation for a new path in-memory ma-
chine learning, compatible with the true properties of resistive memory technolo-
gies, that can bring localised learning capabilities to intelligent edge computing
systems.
A tantalising prospect for the future of computing is the realisation of standalone systems capable of acting,
adapting and learning from new experience locally at the edge1 - independent of the cloud. An embedded medical
system for example could adapt its operation depending on the evolution of a patient’s state. The models and algo-
rithms within machine learning offer the enabling tools for such systems. However, until recently, little attention
has been given to the hardware that underpins their inherent computation. Machine learning models are trained
using general purpose hardware which inherits from the von Neumann organisation2 . This entails a spatially sep-
arate processing and memory and does not owe itself to energy-efficient training. For example, state of the art
performance in machine learning is currently being obtained with neural network models3, featuring a very high
number of parameters. The energy required to train them can be staggering due to the transfer of vast quantities of
information between memory and processing centres on the hardware4, 5. These demands are not consistent with
the energy requirements of edge computing1. It is therefore required to abandon the von Neumann paradigm in
favour of another, where memory and processing can co-exist at the same location.
Resistive random access memory (RRAM) technologies, often referred to as memristors6, 7, hold fantastic
promise for realising such in-memory computing systems, owing to their extremely efficient implementation of
the dot-product (or multiply-and-accumulate) operation that pervades machine learning - relying simply on Ohm’s
law8–13 (Fig. 1a). These technologies come in many flavours14–17, and intense effort is currently directed towards
their use as synaptic elements in hardware neural networks for edge computing systems8–13. Currently, approaches
for training such systems in-situ revolve around in-memory implementations of gradient-descent with the back-
propagation algorithm9, 11–13, 18. However, implementing back-propagation in such hardware remains a formidable
challenge due to multi-fold non-ideal device properties: non-linear conductance modulation19 , lack of stable multi-
level conductance states20, 21, as well as device variability22, 23. Considering these real device properties, the perfor-
mance of systems can be lower than that obtained on conventional computing systems24–26. Several non-ideality
mitigation techniques9, 12, 13, 18, 27, 28 enhance system accuracy but ultimately curtail the efficiency of the in-memory
computing approach. On the contrary, approaches based on neuroscience-inspired learning algorithms, such as
spike-timing dependent plasticity feature resilience, and in fact sometimes benefit from device non-idealities29–31.
However, these brain-inspired models cannot yet match state-of-the-art machine learning models when applied to
practical tasks. Further research has taken a bolder stance on the issue of resistive memory non-idealities and in-
stead propose that they should be actively embraced. For example, the cycle-to-cycle conductance state variability,
which has been leveraged as a source of entropy in random number generation32, 33, has also been exploited in
stochastic artificial intelligence algorithms such as Bayesian reasoning34–36, population coding neural networks37
and in-memory optimisation38, 39. Unfortunately, these approaches sacrifice the key property of conductance non-
volatility - the basis of resistive memory’s potential for efficient in-memory computing.
In this work, we present an alternative approach which simultaneously exploits conductance variability and
conductance non-volatility without requiring mitigation of other device non-idealities. From the perspective of
cycle-to-cycle conductance variability, we propose that resistive memories can be viewed as physical random vari-
ables which can be exploited to implement in-memory Markov Chain Monte Carlo (MCMC) sampling algorithms40 .
We show how a resistive memory based Metropolis-Hastings MCMC sampling approach can be used to train, in-
situ, a Bayesian machine learning model realised in an array of resistive memories. Crucially, the devices that
perform the critical sampling operations are also those which store the parameters of the Bayesian model in their
non-volatile conductance states. This eliminates the need to transport information between processing and memory
and instead relies on the physical responses of nanoscale devices under application of voltage pulses inside of the
memory structure itself.
In order to demonstrate the practicality of RRAM-based MCMC sampling, we implemented an experimental
system consisting of a computer-in-the-loop with a fabricated array of 16,384 resistive memory devices which are
configured as a Bayesian machine learning model. The computer is responsible for configuring voltage waveforms
which iteratively read and reprogram the conductance states of devices in order to train the RRAM-based model
in-situ. In a first experimental realisation, we train the system to solve an illustrative classification task and in a
second we apply it to the detection of malignant breast tissue samples. Finally, we extend the approach, through
a behavioural simulation calibrated on array level measurements, to the Cartpole reinforcement learning task. We
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benchmark the resulting performance against software-based neural network models, realised with an equivalent
number of memory elements, and find that our proposed approach, even in the presence of unmitigated device-to-
device variability, is able to outperform both of these benchmarks.
Resistive Memory Based MCMC Sampling
Arrays of resistive memory devices are capable of implementing extremely efficient in-memory machine learning
models8–13. Considering an RRAM-based logistic regression classifier, one of the most canonical models in ma-
chine learning, the circuit of M parallel devices shown in Fig. 1a defines a hyper-plane that separates two classes of
data. Each parameter of the logistic regression model is defined by the conductance of one of the M devices. The
response of this conductance model, g, can be inferred by presenting a voltage vector V, encoding a data point, to
the top terminals of the devices and sensing the current that flows out of the common, bottom node. This current
evaluates the dot-product between the two vectors (V · g) in the output current.
The dominant approach in RRAM-based machine learning for training the conductance parameters of a model
is gradient-based optimisation whereby an error, or cost function, is iteratively differentiated with respect to the
current parameters of the model. The resulting derivative provides precise conductance updates which, after being
applied over a sufficient number of iterations, guide the model down the slope of an error gradient such that it settles
into a minimum (Fig. 1b). This results in a locally-optimal model that can then be applied to tasks through inference.
However, performing this type of training in-memory is extremely challenging as resistive memory technologies
feature highly non-linear and variable conductance updates that do not naturally offer the high precision required
by this class of algorithm19–23. Furthermore, in a deterministic model (Fig. 1a), each parameter is described by a
single value, and it is not possible to account for parameter uncertainty. Describing uncertainty in parameters is
important when dealing with small datasets, noisy sensors or representing confidence in a prediction for a safety-
critical edge application41 - an embedded medical system for example. To account for uncertainty, it is preferable
to construct a Bayesian model. In this case, parameters are represented, not by single values, but by probability
distributions. The distribution of all of the parameters in a Bayesian model, given observed data, is called the
posterior distribution, or simply the posterior. As an analogue to deriving an optimal deterministic model through
gradient-based updates, the objective in Bayesian machine learning is to learn an approximation of the posterior
distribution. When the posterior has been approximated it can be applied to tasks through model inference. To
approximate the posterior, sampling algorithms, most commonly Markov Chain Monte Carlo (MCMC) sampling40,
are employed. Instead of descending an error gradient, MCMC sampling algorithms make localised random jumps
on the posterior distribution and continuously store models that lie on it (Fig. 1c). The algorithm jumps from a
current location in the model space g to a proposed location gp, according to a proposal distribution p(gp|g) which
is usually a normal random variable. By comparing the proposed and current models, a decision is made on whether
to accept or reject the proposed model. If accepted, the next random jump is made from the recently accepted model.
MCMC sampling algorithms are configured to accept more samples from regions of high probability density on
the posterior that would correspond to a lower error in the gradient-based case of Fig. 1b. After a sufficiently
large number of such iterations, the accepted samples can be used together as an approximation of the posterior
distribution.
In this paper we realise that, in stark contrast to the case of gradient-based learning algorithms, the properties of
resistive memories are incredibly well suited to the requirements of sampling algorithms. This is because the cycle-
to-cycle conductance variability, inherent to device programming, is not a nuisance to be mitigated, but instead, a
computational resource that can be leveraged by viewing resistive memory devices as physical random variables.
More specifically, we exploit the random variable available in a hafnium dioxide-based filamentary random ac-
cess memory17 (OxRAM), co-integrated at array level into a 130 nm complementary metal oxide semiconductor
(CMOS) process42. Each memory point in the array is connected in series to an n-type transistor (see Methods).
The conductivity of an OxRAM device can be modified by the application of voltage waveforms which, through
oxidation-reduction reactions at an interfacial oxygen reservoir between the oxide and top electrode, create or rup-
ture a conductive oxygen-vacancy filament between the electrodes. The device can be SET into a high conductive
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Figure 1. Strategies for training RRAM crossbars. (a) (left) A conductance model g, composed of four resistive memory
elements, defines a linear boundary which (right) separates two classes of data (red circles from blue squares). Through
application of a voltage vector V to the top electrode of the parallel resistive memories, the summed current flowing out of
the common node at the the bottom electrode is equivalent to the dot-productV · g, which can then be used to determine to
what class the data point V belongs. (b) (left) Gradient-based learning algorithms iteratively compute the derivative of an
error metric with respect to a conductance model g, multiplied by a learning rate α , to determine updates to be applied to the
g parameters. The ideal RRAM device should be capable of high precision and linear conductance updates. (right) The three
panels show the gradient-descent algorithm for an increasing number of model updates (green crosses). From an initial model
the algorithm performs gradient-based updates until it converges to a local minimum in error. (c) (left) Sampling algorithms
use a proposal distribution (p(gn+1|gn)) to propose random updates to model conductance parameters which are then either
accepted or rejected. The ideal RRAM device for sampling algorithms should offer random conductance updates deriving
from a known probability distribution. (right) The three panels illustrate how a sampling algorithm performs local random
jumps on the posterior distribution for an increasing number of sampling operations. From an initial model, a proposal
distribution generates a series of localised random jumps (dashed green lines) which are then either accepted (green cross) or
rejected. The algorithm tends to accept models of a higher probability density on the posterior distribution. After a sufficient
number of iterations the accepted models can be used together as an approximation of the posterior distribution (blue haze).
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Figure 2. Electrical characterization of OxRAM cycle-to-cycle and device-to-device variability. (a) OxRAM device in
the high conductance state (HCS). After applying a positive SET voltage waveform over the top and bottom electrodes a
filament of conductive oxygen vacancies form in the oxide. (b) OxRAM device in the low conductance state (LCS). After
applying a negative RESET voltage waveform, oxygen ions are re-introduced into the oxide from the inter-facial oxygen
reservoir between the oxide and top electrode, rupturing the conductive filament. (c) Probability density of the HCS
cycle-to-cycle variability for a single OxRAM device, measured over 500 RESET/SET cycles (see Methods), and fitted with
a normal distribution (dashed line). (d) Cycle-to-cycle conductance median and standard deviation for a population of 4,096
devices, for a range of SET programming current (see Methods). Both curves are fitted with a power law. (e) In order to plot
this graph, 4,096 devices have been RESET/SET cycled 500 times under the same programming conditions (see Methods),
and the resulting median conductance and standard deviation of each device has been plotted as a single green point -
illustrating the device-to-device variability within a population. Two histograms on opposing axes show the probability
densities for the conductance median and standard deviation independently.
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state (HCS), by applying a positive voltage across the device (Fig 2a) and thereafter RESET into a low conductive
state (LCS), by applying a negative voltage across the device (Fig 2b). Each time the device is programmed a unique
HCS conductance is achieved - resulting from the random distribution of oxygen-vacancies within the oxide22, 23. If
this conductance is measured over successive cycles, a normally distributed cycle-to-cycle conductance probability
density emerges (Fig. 2c). The SET operation is therefore analogous to drawing a random sample from a normal
distribution. In addition, the median conductance of this probability distribution can be controlled by limiting the
SET programming current (ISET) via the gate-source voltage of the series transistor. The relationship between the
conductance median and SET programming current follows a power law43 and the standard deviation of the distri-
bution also depends on the SET programming current (Fig. 2d). Therefore, manifested in the physical response of
these nanoscale devices, we find the essential computational ingredient required to implement in-memory MCMC
sampling algorithms - a physical normal random variable - which can be exploited to propose new models based
on a previous one.
We propose that the N×M resistive memory array depicted in Fig. 3a can be trained through MCMC sampling
and then store, in the distribution of its non-volatile conductance states, the resulting posterior of a Bayesian model.
A single deterministic model, gn, is stored in each of the rows where its parameters are encoded by the conductance
difference between positive g+n and negative g-n sets of devices - allowing for each parameter to be either positive
or negative (Fig. 3b). The principle of our approach is to generate at each row a proposed model, based on the
model in the previous row, inline with the Metropolis-Hastings MCMC sampling algorithm40 (see Methods for
a detailed description). Each parameter of the proposed model can be generated naturally, using the OxRAM
physical random variable. This is achieved through performing a SET operation on each device in the row with
a programming current that samples a new conductance value from a normal distribution centred on that of the
corresponding device in the previous row (Fig. 3c). By computing a quantity called the acceptance ratio (see
Methods), a decision is made on whether this proposed model should be accepted or rejected. If rejected, the row
is reprogrammed under the same conditions - thereby generating a new proposed model. Additionally, the value
of a digital counter, Cn, which is associated with the previous row is incremented by one. By tracking the number
of rejections in this manner, the contribution of the model in each row to the probability density at each location
on the posterior approximation (Fig. 1c) is accounted for. If the proposed model is instead accepted, the process is
repeated at the next row, and so on until the algorithm arrives at the final row of the array.
At this point the distribution of programmed differential conductances in each of the array columns corresponds
to the learned distributions of each of the Bayesian model parameters - the posterior distribution. The first rows
of the model should however be discarded, as their state is dependent on the initialisation of the devices in zeroth
row - an effect referred to as “burn-in” in the Metropolis-Hastings algorithm. After training, the learned posterior
distribution in the array can be applied to a task through inference. In inference, a new input V is presented to the
array whereby the response of all rows, f (V · gn), are multiplied by their row counter values and summed. This
sum is then divided by the sum of all row counter values as in Fig. 3a. The function f depends on the formulation
of the machine learning model.
Supervised Learning
We now demonstrate how this RRAM-basedMetropolis-Hasting MCMC sampling algorithm can be used to address
supervised learning tasks. This is achieved experimentally using the fabricated OxRAM array pictured in Fig. 3d
with a computer-in-the-loop. The computer configures voltage waveforms, which iteratively read and program the
devices in the array. It also calculates the acceptance ratio which then determines the subsequent programming
operations that are applied (see Methods and supplementary Fig. 1).
First, as an illustrative example, we train a 2048× 2 array to separate two classes of artificially generated
data - the red circles from blue squares in Fig. 4b (see Methods). After the algorithm terminates, the non-volatile
conductance states of the devices in the array give rise to the multi-modal posterior approximation plotted in Fig. 4a.
Two distinct peaks emerge, denoting regions of high probability density where many of the accepted models are
tightly packed. A randomly selected subset of these accepted models are plotted as hyper-planes in the space of the
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Figure 3. Implementation of Metropolis-Hastings Markov Chain Monte Carlo (MCMC) on a fabricated RRAM
array. (a) Memory array architecture where RRAM conductances store the posterior approximation and calculation used to
perform inference with a learned posterior. Each of the N rows store a single conductance model gn and features a digital
counter element, Cn. (b) A single array row is the differential conductance between conductance vectors g+ and g-. A
positive voltage vector, V, is applied over the top electrodes of g+ and a negative opposite voltage vector−V is applied over
the top electrodes of g-. If the common, bottom node is pinned at a virtual ground, the current flowing into the function block
is equal to the dot-productV · g. (c) Model proposal step between two array rows. Using the known relationship between
SET programming current and the read conductances in row n (see Methods), devices (pointed to by the arrows) g[0]+ and
g[0]- in the n+ 1
th array row are SET. Their SET programming currents are proportional to the conductances of the
corresponding devices in the nth row. The new conductance values of g[0]+ and g[0]- in the n+ 1
th row are thereby sampled
from normal random variables with medians equal to the conductances of the devices in the nth array row (the green
probability distributions, left). The SET programming currents are fixed by applying the appropriate voltages VGATE+ and
VGATE- to the transistor gates of row n+ 1. (d) OxRAM array used in the experiments (see Methods). An optical microscopy
image of the fabricated array is shown in the background. Scanning electron microscopy images are superimposed on top.
(left) A focused ion beam a etch reveals the cross-section of a 1T1R structure (centre). In the front-end-of-line a transistor
(1T) acts as a selector for the OxRAM device (1R) integrated in the back-end-of-line. (right) Imaged before deposition of the
top electrode titanium layer, a 10 nm thick, 300 nm wide mesa of HfO2 rests upon a TiN bottom electrode.
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Figure 4. Experimental results on the illustrative 2-D dataset. (a) Posterior distribution stored within the memory array
after the training experiment. The two conductance parameters of each accepted model are plotted as points in the
conductance plane (or model space). The initial model stored in the zeroth row is shown by a red dot. The models accepted
into the subsequent array rows are plotted as green points with an opacity proportional to the associated row counter value.
The transparent lines between green points show the jumps on the posterior made between successive array rows. The
resulting posterior distribution is superimposed in a contour plot whereby blue and green contours denote low and high
probability density respectively. (b) The two classes of data (red circles and blue squares) and a subset of fifteen models
stored in randomly selected rows of the memory array. (c) The probabilistic boundary that is described by the posterior
distribution stored within the resistive memory array. Each of the contour lines is annotated with a probability that
corresponds to the probability that any point lying on it belongs to the class of the red data. The bounded regions between
contours are coloured from red to blue whereby red denotes high confidence that a point within that shaded region belongs to
the red class, and blue a low confidence.
data in Fig. 4b, each defining a unique linear boundary separating the two clouds of data points belonging to each
class. By combining of all of the accepted models, therein using the posterior approximation which now exists in
the array, a probabilistic boundary between the two classes emerges in Fig. 4c. Any previously unseen data point
can hereafter be assigned a probability of belonging to the class of red circles as a function of where it falls on this
probability contour.
We next apply the experimental system to a more realistic task, the classification of histologically stained
breast tissue as malignant or benign44, using a 256×16 array (see Methods). After training has been completed, the
parameters programmed into the resistive memory array are plotted in a heatmap in Fig. 5a. The distributions of two
of the learned parameters from the resulting posterior are shown alongside. In order to visualise the learning process,
the classification accuracy of the accepted conductance model in each array row, in addition to its corresponding
counter value, are plotted in green and blue traces respectively in Fig. 5b. From an initial conductance model, which
achieves a poor classification accuracy, the algorithm quickly converges onto the posterior after approximately 32
rows of burn-in. After this burn-in period, the algorithm tends to accept models into array rows which have a
higher probability density, corresponding to models with higher classification accuracy. The rows containing higher
accuracy conductance models also tend to have higher associated row counter values. Strikingly, the accuracy does
not saturate but rather increases sharply during burn-in and then proceeds to oscillate between high and medium
accuracy conductance models. This is an important property of MCMC sampling algorithms whereby sub-optimal
models are also accepted, although less frequently and with a smaller row counter value, ensuring that the true form
of probability density of the posterior is uncovered. After the algorithm terminates, the accuracy achieved on the
testing set was 97%, indicated by the horizontal dashed black line in Fig. 5b. Notably, the combined accuracy of all
of the models in the posterior approximation is greater than the accuracy of any of the single accepted deterministic
models alone.
In order to gather statistics on the variability between training iterations, the training process was repeated in
100 further experiments and the resulting accuracy distribution is reported in Fig. 5c, achieving a median accuracy
of 96.3%. In order to benchmark this result, a software-based neural network model employing a single hidden
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Figure 5. Experimental results on the supervised classification of breast tissue samples. (a) (left) Heatmap of the
differential conductance pairs in the 256× 16 array after a training experiment. Cells within the heatmap are coloured from
blue to red indicating the sign and magnitude of each conductance parameter. The row counter weighted distributions within
columns five and eight, corresponding to two learned model parameters, are plotted in respective green and blue histograms
and fitted with kernel density estimations. (b) Accuracy, evaluated on the dataset, of the conductance model (green) and the
row counter value (blue) for each of the 256 rows. The first 32 rows, contained within a red rectangle, have been accepted
during the burn-in period. Discarding these rows, the combined accuracy of the remaining rows on the test dataset is 97%,
indicated by the horizontal dashed line. (c) Boxplots showing the test accuracy distributions over 100 separate train/test
iterations using the same train/test split for (left, light green) the experimental setup, (centre, dark green) the behavioural
simulation and (right, blue) a neural network benchmark model. The coloured boxes span the upper and lower quartiles of
accuracy while the upper and lower whiskers extend to the maximum and minimum accuracies obtained over the 100
iterations. The median accuracy is indicated with a solid horizontal line. Behavioural simulation results on the Cartpole
reinforcement learning task. (d) Diagram of the Cartpole task: learning how to accelerate left or right in order to maintain a
pole balanced on top of a pole within 15 degrees of normal (vertical dashed line). The environment is described by four
features; X - x-position of the cart, θ - angle of the pole to vertical, ω - angular velocity at the tip of the pole and ν - velocity
of the cart. (e) Reward obtained during the training episode when each of the conductance models was accepted into each
row of the 512 memory array rows (the maximum reward is 500). A burn-in period of 64 rows is denoted with the red
rectangle. The mean reward obtained over 100 test episodes using the combination of the models accepted after the burn-in,
equal to 484 out of a maximum score of 500, is denoted with a horizontal dashed black line. (f) Boxplots showing the
distribution of the mean test reward obtained during 100 testing episodes achieved in the Cartpole task over 100 separate
train/test iterations. (left, light green) Behavioural simulation considering device-to-device and cycle-to-cycle variability,
(centre, dark green) behavioural simulation considering only cycle-to-cycle variability and (right, blue) a DQN benchmark
model. The coloured boxes span the upper and lower quartiles of mean reward, the upper and lower whiskers extend to the
maximum and minimum mean rewards obtained, and the median mean reward is indicated with a solid horizontal line.
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layer and a total number of synaptic elements equal to the number of differential conductance pairs in the resistive
memory array was applied to the same task (see Methods). The resulting median accuracy of the neural network
benchmark was 95.8% (Fig. 5c). The advantage of the RRAM-based MCMC sampling approach is strengthened by
the fact that, while in the experimental array each parameter is described by the differential conductance between a
pair of non-volatile nanoscale devices, each synaptic weight in the neural network model is a 32-bit floating point
precision number.
Calibrated on array level measurements of cycle-to-cycle and device-to-device variability, a behavioural sim-
ulation of the system was also developed (see Methods). The simulator was verified by applying it to the same
supervised learning task as the experimental system. As seen in Fig. 5c, the results of the simulation match closely
the results obtained experimentally, and can thus serve as a tool in determining how the approach can be applied to
further tasks.
Reinforcement Learning
Finally, we demonstrate that the approach can be applied to reinforcement learning tasks using the developed
behavioural simulator. In contrast to supervised learning, reinforcement learning does not require a labelled dataset
that a model must learn to classify. Instead, a model is tasked with determining the actions of an agent in a physical
or simulated environment in real-time45. The agent observes, at each timestep, input information regarding the
current state of the environment (V) and, as a function of the actions taken by the agent (a), a scalar reward (r) is
received. The objective in reinforcement learning is to realise a model (often referred to as a policy) that allows an
agent to take actions in an environment which maximise its expected reward. Here we apply RRAM-based MCMC
sampling as a policy-search algorithm46 and learn a posterior distribution in terms of reward.
Specifically we address the Cartpole control task47 (see supplementary videos 1 and 2): an agent must learn
how to control a pole balanced on top of a cart by accelerating to the left or right as a function of four observed
environmental variables describing the velocity and position of the cart and pole (Fig. 5d). To achieve this, we
propose to use two 512×4 memory arrays (identical to that in Fig. 3a); one array must learn when to accelerate left
and the other when to accelerate right. The rows of equivalent index, containing the proposed models in both arrays,
are programmed together at the beginning of each training episode and are used during the episode to determine
the actions taken by the agent in a winner-take-all fashion at each timestep. After the algorithm arrives to the final
rows, the training period terminates and, as in the in supervised case, all of the accepted models are combined to
determine the actions of the agent during testing episodes (see Methods).
To visualise the training process, the reward received by the agent for each accepted pair of models is plotted
in Fig. 5e (for corresponding row counter values see supplementary Fig. 2). The reward is seen to oscillate during
training as the algorithm explores the posterior distribution. After training, the agent then uses the learned posterior
approximation to select actions over 100 testing episodes - achieving a mean test reward of 484 out of 500 (see
Methods). To determine the variability between training iterations, this procedure was repeated 100 times and the
distribution of mean test reward is plotted in Fig. 5f. Over the 100 training iterations the median mean test reward
obtained was 475. In order to benchmark this result, a Deep-Q Network48 (DQN) reinforcement learning model
was applied to the same task (see Methods). The DQN employed one hidden layer of neurons with a total number
of synapses equal to the number of differential conductance pairs used in the two memory arrays. The distribution
of mean test reward obtained by the DQN is plotted in Fig. 5f where it obtained a median mean test reward of
only 420 - less than that of the resistive memory array - while also exhibiting greater variability between training
iterations.
In order to assess the impact of device-to-device variability (Fig. 2e), which traditionally negatively impacts the
gradient-based training of RRAM-based neural network models, the simulation was repeated without its consider-
ation (see Methods). The resulting mean test reward distribution is plotted in Fig. 5f where it is seen to be largely
equivalent to that case where device-to-device variability was considered. This result challenges the longstanding
conception that device-to-device variability is a disadvantage in RRAM-based machine learning and requires mit-
igation. However, this should not necessarily come as a surprise: unlike in gradient-based optimisation, where
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device-to-device variations impede the proper descent down an error gradient, MCMC sampling centres on the
random generation of models. From this perspective the device-to-device variability that is incurred when moving
between rows of the memory array (Fig. 2e) can be viewed as another means of local exploration on the posterior -
an additional computational mechanism.
Conclusion
Resistive memories promise to be the key in realising energy-efficient intelligent computing systems that can re-
spond and learn locally at the edge due to their capacity to compute in-memory. In this paper, we realised that
the potential of resistive memories to be employed as physical random variables can be combined with their estab-
lished high efficiency dot-product capabilities to permit the implementation of in-memory Markov Chain Monte
Carlo sampling algorithms. In a significant departure from previous work where gradient-based algorithms have
struggled to extract the true potential from RRAM, due to the mismatch between device and algorithm, we have
found RRAM to be an ideal substrate for MCMC sampling. Furthermore, the presence of device-to-device vari-
ability was not found to be an impediment to performance; indicating that area, energy or time intensive mitigation
techniques, essential in gradient-based approaches, are not required to realise a practical system.
Using a computer-in-the-loop experiment with a fabricated array of oxide-based filamentary resistive memo-
ries, we experimentally applied RRAM-based MCMC sampling to train, in-situ, the array, which is configured
as a Bayesian machine learning model, to address two supervised learning tasks. We then showed that the same
approach can also be applied to reinforcement learning using an accurate behavioural simulator. In each case
RRAM-based MCMC sampling outperformed a software-based neural network model realised with an equivalent
number of memory elements.
We aim to move from this successful experimental demonstration by taking the computer out of the loop
and producing a standalone chip that can be applied to higher complexity tasks outside of the laboratory. In
order to scale to such tasks, just as a layers of interconnected logistic regression models realise a neural network
model, we will explore how Bayesian networks and Bayesian neural networks can be constructed by networking
together resistive memory arrays on-chip. Ultimately, we have shown that, by embracing what have been previously
considered as non-ideal device properties, resistive memory based Markov Chain Monte Carlo sampling algorithms
can sit at the core of a new generation of intelligent energy-constrained computing systems - capable of responding,
adapting and learning locally at the edge.
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Methods
Hafnium Dioxide Based Resistive Memory Arrays and Experimental Setup
Two versions of fabricated OxRAM memory arrays are used in the presentation of the paper. The first is a
4,096 (4k) device array (16×256 devices) of 1T1R structures. The second chip is a 16,384 (16k) device array
(128×128 devices) of 1T1R structures. In each array, the OxRAM cell consists of a HfO2 thin-film sandwiched in
a TiN/HfO2/Ti/TiN stack. The HfO2 and Ti layers are 10 nm tick and have a mesa structure 300 nm in diameter.
The OxRAM stack is integrated into the back-end-of-line of a commercial 130 nm CMOS process. In the 4k device
array the n-type selector transistors are 6.7µmwide. In the 16k array the n-type selector transistors are 650nm wide.
Voltage pulses, generated off chip, can be applied across specific source (SL), bit (BL) and word lines (WL) which
contact the OxRAM top electrodes, transistor sources and transistor gates respectively. External control signals
determine to what compliment of SL, BL and WL the voltage pulses are applied over by interfacing with CMOS
circuits integrated with the arrays. Signals for the 4k device array are generated using the Keysight B1530 module
and those for the 16k device array are generated by the RIFLE NplusT engineering test system. The RIFLE NplusT
system can also run C++ programs that allow the system to act as a computer-in-the-loop with the 16k device array.
Before either chip can be used, it is required to form all the devices in the array. In the forming process
oxygen vacancies are introduced into the HfO2 thin-film through a voltage-induced dielectric breakdown. This is
achieved by selecting devices in the array one at a time, in raster scan fashion, and applying a voltage between the
source and bit lines. At the same time, the current is limited to the order of µAs by simultaneously applying an
appropriate VWL (transistor gate) voltage. A form operation consists of the following conditions; 4k device array
- VSL=4V, VBL=0V, VWL=0.85V, 16k device array - VSL=4V, VBL=0V, VWL=1.3V. After the devices have been
formed, they are conditioned by cycling each device in the array between the LCS and the HCS one hundred times.
Unless otherwise specified, the standard RESET conditions used in the paper were; 4k device array - VSL=0V,
VBL=2.5V, VWL=3V, 16k device array - VSL=4V, VBL=0V, VWL=2.5V. Unless otherwise specified, the standard
SET conditions used were; 4k device array - VSL=2V, VBL=0V, VWL=1.2V, 16k device array - VSL=1.8V, VBL=0V,
VWL=2.0V. The device conductances are determined by measuring the voltage drop over a known low-side shunt
resistance connected in series with the selected SL in a read operation. Devices are read according to the following
conditions; 4k device array - VSL=0.1V, VBL=0V, VWL=4.8V, 16k device array - VSL=0.4V, VBL=0V, VWL=4.0V.
All off-chip generated voltage pulses for programming and reading have a pulse-width of 1µs.
Measurement of OxRAM HCS Random Variable Properties
To characterise properties of the HfO2 physical random variable, as plotted in Figs. 2c, 2d and 2e, the 4k device array
chip was used. This allows use of a larger selector transistor which offers a greater range of the SET programming
currents. To measure the data plotted in Fig. 2d a 4k device array was formed, conditioned and then RESET/SET
cycled one hundred times over a range of nine word line voltages (VWL), corresponding to the range of SET
programming currents in Fig. 2d. Each device was read after each SET operation. Between each step in VWL, the
devices were additionally RESET/SET cycled 100 times under standard programming conditions ensuring that, for
each of the hundred cycles at different VWL, the initial conditions were the same. For the data plotted in Figs. 2c
and 2e a single device and all 4k devices in the 4k device array were respectively RESET/SET cycled 500 times.
The conductance was read after each SET operation. This conductance data was then processed and plotted using
the python libraries NumPy, SciPy, Seaborn and Matplotlib.
MCMC Sampling Experiments on the 16k Device Array
The computer-in-the-loop experiments (used to obtain the results in Figs. 4a, 4b, 4c, 5a, 5b and 5c) made use of
the 16k device array interfaced to the C++ programmable RIFLE NplusT system (see supplementary Fig. 1). The
devices in the array, which physically exist as a 128×128 array of 1T1R structure, are re-mapped into a virtual
address space which realises the structure presented in Fig. 3a. This is achieved by allocating pairs of sequential
banks of M devices (for an M-parameter model) corresponding to the g+ and g- conductance vectors to each of
the N rows in Fig. 3a. A dot-product is performed by reading the conductances of the devices composing g+ and
g- and subtracting them in the computer-in-the-loop to arrive at g and then performing the dot-product between V
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and g. Note that in a future version of the system, by integrating appropriate circuits within the device array the
dot-product can be performed by simply applying the data points as read voltages and reading the output current as
described in the paper.
Resistive memory based MCMC sampling begins by performing a RESET operation on each device in the
array, rendering all devices in the LCS. Using the variable n to point to the row containing the current model,
the algorithm begins with n = 0. The devices in row n are SET. Because we do not have strong prior beliefs on
model parameters, each device is SET using the lowest available VWL (in this case 1.4V ) which corresponds to
the lowest SET programming current (20µA). As a result the standard deviation of the initial samples will be high
(Fig. 2d), thereby capturing this uncertainty. The devices in the following row, n+ 1, are then programmed with
SET programming currents proportional to the conductances read from the corresponding devices in row n. This
results in a proposed model, gp being generated in row n+ 1 inline with the proposal distribution offered by the
cycle-to-cycle HCS conductance variability:
p
(
gp|g
)
= N (ISET(g),σ(g)) . (1)
In doing this, a new conductance value is sampled for each device in row n+1 from a normal random variable
with a median value corresponding to the same device in row n, offset by device-to-device variability (Fig. 2e) that
is introduced when moving between successive rows.
The SET programming current in the proposal step is determined by the value of VWL used to program each
device in row n+ 1. To achieve this a single look-up table is determined in an initial sweep step whereby the
entire 16k device array is RESET/SET cycled once per VWL value that will be used in the experiment. For each
of these values of VWL, the median conductance read across the 16k device array is calculated and inserted in the
corresponding entry in the table. Therefore, when programming a device in the row containing the proposed model
is required to read the conductance of the corresponding device in row n, and use the value of VWL with the closest
corresponding conductance, as the VWL used in the SET operation. In the experiments, the look-up table extended
from 1.4V to 1.8V in discrete 20mV steps, corresponding to SET programming currents in the range of 20µA-
100µA and permitted permitting median conductances in the range of 40µS- 80µS to be used (see supplementary
Fig. 3). Programming the devices in row n+1 implements the model proposal step depicted in Fig. 3c.
The Metropolis-Hastings MCMC sampling, after proposing a new model, requires to make a decision on
whether to accept and record the proposed model gp or reject and record, once again, the current model g. This
decision is made based on the calculation of a quantity named the acceptance ratio a. Because the proposal density
is normally distributed (Equation 1), and therefore symmetrical, it can be written as:
a =
p(gp)
p(g)
p(t|gp,V)
p(t|g,V) . (2)
This acceptance ratio is a number proportional to the product of the likelihood of a proposed model (p(t|gp,V))
and a prior on the proposed model (p(gp)), divided by the product of the likelihood and prior of the current model.
Given a dataset of D data points where A data points belong to the class the model is required to recognise (t = 1)
and B other data points that the model should not recognise (t = 0) the likelihood of a model is given by:
p(t|g,V) =
A
∏
a=0
f (Va,t=1 ·g)×
B
∏
b=0
(1− f (Vb,t=0 ·g)) . (3)
The function f (V · g) depends on the specific formulation of the model. The prior of a model is given by:
p(g) =
1
σ
√
2pi
exp
(
−(g−µ)
2
2σ 2
)
, (4)
where the constant σ , corresponds to the prior belief that the posterior distribution is a multi-dimensional normal
distribution with a standard deviation of σ in each dimension. In all examples in this paper the value of µ was set
to zero. These quantities are calculated on the computer-in-the-loop in logarithmic scale. In order to decide if the
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proposed model should be accepted or rejected, a is compared to a uniform random number between 0 and 1, u,
generated on the computer using the C++ standard random math package. If a is less than u then gp is rejected.
This is achieved by programming the devices in row n+1 back into the LCS and incrementing the counter at row
n, Cn, by one. The counter is a variable in the C++ on the computer although, as is the case for all functionality
of the computer-in-the-loop, will be integrated as a circuit on future implementations of the system. The devices
in row n+1 are then SET once more under the same programming conditions - generating a new proposed model
gp at row n+ 1. This process repeats until a is found to be greater than u. When this is the case, gp is accepted
whereby the counter at row n+1 is incremented by one and the model at row n+1 becomes the new current model
(n = n+1). This new current model g is then used to propose a model, gp, at the next row in the array. The model
stored at row n− 1 is then left preserved in the non-volatile conductance states of the resistive memory devices,
weighted by the counter valueCn-1. As this process repeats, and progresses down the rows of the memory array, the
algorithm randomly walks around the posterior distribution leaving information on its probability density imprinted
into the non-volatile conductance states of the OxRAM devices and the row counter values. Upon arriving at the
final row of the array, n = N − 1, the training process terminates resulting in a physical array of resistive memory
devices which contains an approximation of the posterior distribution that can then be used in inference.
Performing inference consists of computing the dot-product between a new, previously unseen data point
(Vnew), and the model recorded in each array row. The response of each row is then multiplied by the value in
each row counter. The summed response of each row in the array is then divided by the sum of all row counter
values. This results in a scalar value which has been inferred from the N weighted samples from the posterior
distribution approximation:
P(T new = 1|V, t) = 1
Tot
N−1
∑
n=β
Cn f (Vnew ·gn) . (5)
The summation considers only rows of an index greater than β which determines the number of rows discarded
to account for the burn-in period. The variable Tot is the sum of all row counter values recorded after the burn-in
period.
Supervised Learning Experiment
The memory array used in the supervised learning experiments is configured as a Bayesian logistic regression
model by using the row function block:
f (V · g) = 1
1+ e-S(V·g)
, (6)
where S is a scaling parameter. This logistic function limits the response of the row dot-product into a probability
between 0 and 1. When configured as such the likelihood of a conductance model is calculated as:
p(t|g,V) =
A
∏
a=0
(
1
1+ e-S(Va,t=1·g)
)
×
B
∏
b=0
(
1− 1
1+ e-S(Vb,t=0·g)
)
. (7)
After training, inference can performed on a new data-point Vnew whereby it is assigned a probability of belonging
to the class t = 1 by computing:
P(T new = 1|V, t) = 1
Tot
N−1
∑
n=β
Cn
1+ e-S(Vnew·gn)
. (8)
In the first supervised learning task, the random sampling library from NumPy was used to generate 50 samples
from a 2-D normal distribution centred at origin. Half of the points were assigned a class label of t = 1 and shifted
up and to the left while the other half were shifted down and to the right (by the same value) and labelled t = 0 -
providing an artificial linearly separable dataset of two classes for an illustrative demonstration of the system. For
the second supervised learning task, the Wisconsin breast cancer dataset was used which consists of 569 data points
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with class labels malignant (t = 1) or benign (t = 0)44. The dataset was accessed through the Scikit-learn library
and the random shuffle function from NumPy was used to sort the dataset into 369 training points and 200 test
points that were used in each of the 100 train/test iterations. Using the implementation of the Chi2 feature selection
algorithm49 available through Scikit-learn the number of features was reduced to sixteen, as this corresponded to
the number of array columns used in the experiment. A further data pre-processing step was performed using the
scale function from Scikit-learn to centre the dataset around the origin such that the model does not require an
additional bias parameter. If this step were not performed an extra column could be added to the array which would
then learn the distribution of the bias parameter. During training, the algorithm was configured to recognise data
points corresponding to malignant tissue samples (t = 1). During inference time the 200 previously unseen data-
points from the test split were assigned a probability of being malignant using Equation 8. Output probabilities
greater than or equal to 0.5 corresponded to a prediction of the sample being malignant (t = 1) and probabilities less
than 0.5 corresponded to a prediction of the sample being benign (t = 0). The reported test accuracy corresponds
to the fraction of the 200 test data points which were correctly classified.
MCMC Sampling Behavioural Simulator
A custom behavioural simulation of our experiment was developed in python implementing the presented Metropolis-
Hastings Markov Chain Monte Carlo sampling algorithm. The proposal distributions were calibrated on the data
measured on the 4k device array. A normal distribution, using the random function suite from the NumPy library,
was used to sample proposed models (gp) from current models (g). The standard deviation of the sample was
determined based on the data plotted in Fig. 2d, where the median relationship was seen to follow the power-law:
SD = a× ISETb, (9)
with constants a = 0.093 A1−b and b = 0.48. The current ISET is determined based on the conductances from the
current model using the data in Fig. 2d where:
ISET =
(g
d
)1/c
, (10)
with the constants c = 0.78 and d = 0.19 S/Ac (plotted in Fig. 2d). To incorporate device-to-device variability the
standard deviation in c, fit for individual devices in the 4k device array (see supplementary Fig. 4), is and found
equal to be e = 0.096 S/Ac. The likelihood and acceptance ratio calculations were performed in the log-domain.
Reinforcement Learning Simulation
The python library gym was used to simulate the Cartpole environment. The Cartpole environment provides four
features to the behavioural simulator at each timestep of the simulation. The behavioural simulator then specifies
the actions to be taken by the agent in the environment at the next simulation timestep. Two simulated 512× 4
arrays were used. One array encoded the accelerate left action while the other encoded the accelerate right action.
The two arrays compete in a winner-take-all fashion to determine the actions taken by the agent. During training
the output of the array rows containing the two proposed models was used to determine the actions of the agent at
each timestep. Under application of a new observation from the environment V the response:
f (V ·g) = S V ·g, (11)
was calculated, where S is a scalar constant. The two arrays are treated as if they were a single model. Rows of
equivalent index in both arrays share a common row counter and are programmed and evaluated at the same time.
The devices within the zeroth row of both arrays are initially SET by sampling from a normal random variable with
the lowest available conductance median (in this simulation the conductance range extended from 50µS-200µS).
The initial model is evaluated during a training episode where the cumulative reward received during the episode is
recorded. For each timestep that the agent does not allow the pole to rotate 15 degrees outwith of perpendicular, or
does not move outwith the bounds of the environment (both resulting in early termination of the episode), the agent
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receives a +1 reward. If the agent maintains the pole balanced for 500 timesteps the episode terminates resulting
in an episode in which the agent has received the maximum possible score of 500. Respective models are then
generated at the first row of each array by sampling new models from normal random variables with medians equal
to the conductances of the corresponding devices in the zeroth row, offset by device-to-device variability. The
two proposed models determine the actions of the agent during the following training episode whereby the agent
accelerates to either the left or the right at each timestep of the episode as a function of which array exhibited the
greater response (Equation 11). As a function of the cumulative reward achieved during this training episode a
decision is made on whether to accept or reject the proposed model using the acceptance ratio:
a =
p(gp)
p(g)
p(r|gp,V,a)
p(r|g,V,a) κ
-1. (12)
Instead of using the ratio of likelihoods of the proposed and current models as in the supervised case, the ratio
of episodic rewards for a model g, episodic observations V and episodic actions a are used: this is simply the scalar
reward value obtained after an episode acting according to a proposed model gp divided by the reward received
when the current model g was accepted. The prior calculation is the same as in Equation 4. The acceptance ratio is
then multiplied by a constant κ -1 which acts a hyper-parameter that determines the extent of exploration from higher
to lower reward regions on the posterior. If the acceptance ratio is less than a uniform random number generated
between 0 and 1 then the proposed model at the first row is rejected and the row counter, C0, is incremented by
one. A new model is then proposed at the first row. If this new model achieves a cumulative reward during the
next training episode, (p(r|gp,V,a)), such that the acceptance ratio is now greater than a uniform random number,
the two models within the first rows of both arrays are accepted and then become the current models. The reward
which was obtained when these current models were accepted is recorded and thereafter used as p(r|g,V,a) in the
calculation the acceptance ratio. After training has been completed upon the algorithm reaching the final array row,
actions are determined during 100 testing episodes by calculating:
P(anew = 1|V,r) = 1
Tot
N−1
∑
n=β
Cn(Vnew·gn), (13)
for each array at each simulaton timestep. The summation considers only rows greater than index β , which de-
termines the number of rows discarded to account for the burn-in period. The variable Tot is the sum of all row
counter values recorded after the burn-in period. The array with the largest response at each timestep determines
the action taken during inference in a winner-take-all fashion. It should be noted that although we have used the
notation p(r|g,V,a), for means of consistency with the rest of the paper, this quantity is not a probability but in
fact a reward.
Neural Network Benchmark Models
In order to benchmark the performance of RRAM-based MCMC sampling against a state of the art machine learn-
ing approach, two neural network models were implemented using the TensorFlow python library and applied to the
same tasks. Both of these models were composed of a total number of synapses equal to the number of differential
conductance pairs in the memory arrays (4,096 in both cases). Both models were three layer feed-forward neural
networks using 32-bit floating point precision synaptic weights. The hidden layer of each model was sized such
that the number of synaptic weights in the network was equal to 4,096. The size of the first layer is consistent with
the number of input features. In the supervised neural network, the hidden and output units were logistic functions,
as this is the function used in our logistic regression model. The model was optimised using by minimising the cate-
gorical cross-entropy in the training data set over 100 training epochs with the adaptive moment estimation (Adam)
optimisation algorithm. In the reinforcement learning model the hidden and output units were non-rectifying linear
units since this corresponded to the row function block used in our reinforcement learning model. The parameters
of the models were optimised by minimising the mean squared loss using the experience replay technique48 also
using the Adam optimisation algorithm.
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Data and Code Availability
TheWisconsin breast cancer dataset44 and the reinforcement learning simulation environment are publicly available.
All other measured data and/or software programs used in the presentation of the paper are freely available upon
request.
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