Our aim is to prove Liouville type theorems for the three dimensional steadystate Navier-Stokes equations provided the velocity field belongs to some Lorentz spaces. The corresponding statement contains several known results as a particular case.
Introduction
The classical Liouville type problem is to describe all bounded solutions to the three dimensional steady-state Navier-Stokes equations − ∆u + u · ∇u = −∇p, div u = 0 (1.1) in the entire space R 3 . This is still an open problem. Another Liouville type problem is to show that all solutions to system (1.1) belonging to the space are identically equal to zero. This problem is related to the name of J. Leray and, to the best of authors's knowledge, has not been solved yet. However, there are several sufficient conditions providing that all solutions u to (1.1) are equal zero. Let us list the most interesting ones.
We start with Galdi's result. Galdi proved the above Liouville type theorem under the assumption that u ∈ L 9 2 (R 3 )
in [5] . Another interesting result belongs to Chae. In [1] , he showed the condition
is sufficient for u ≡ 0 in R 3 . Also, Chae-Wolf gave a logarithmic improvement of Galdi's result in [3] , assuming that
Let us notice two other sufficient conditions. It has been shown in [8] that the condition
implies u ≡ 0 as well. Moreover, Kozono, et al., proved in [7] that u ≡ 0 if the vorticity
for a small constant δ. More references, we refer to [4, 6, 9] and the references therein. One of our aims is to relax the restriction imposed on the norm u L in [7] . Let us remind the definition of the Lorentz spaces.
Suppose that Ω ⊆ R n and 1
Given u, define the following quantity
where B(R) = B(0, R).
Our result is as follows: Theorem 1.1. Let u and p be a smooth solution to (1.1) .
, assume that
holds then u ≡ 0 as well.
and assuming that u ∈ L9
and ℓ = ∞, condition (1.4) can be regarded as a generalisation a result proved by Kozono-Terasawa-Wakasugi in [7] .
. However, if we assume that
for the same ν, we can easily check the following fact 
Caccioppoli Type Inequalities
We start with an auxiliary lemma about Caccioppoli type inequality for the system (1.1). 
Proof. Given R > 0, fix numbers ̺ and r so that 3R/4 ≤ ̺ < r ≤ R. Now, let us pick up a cut-off function φ(x) ∈ C ∞ 0 (B(R)) satisfying the following conditions:
c , and |∇φ(x)| ≤ c/(r − ̺). We also may assume that function φ(x) = η(|x|), i.e., it depends on the distance to the origin only. In this case, it is easy to check that 
The function w is extended by zero outside the set B(r)\B(2r/3). Moreover, it is actually smooth as u is smooth. According to the general Marcinkiewicz interpolation theorem, we find
for any 1 < q < ∞ and any 1 ≤ ℓ ≤ ∞. Obviously, since R ≥ r > ̺ ≥ 3R/4 > R/2,
and
Now, our aim is to prove inequality (2.1). To this end, assuming that q > 3 and ℓ ≥ 3, let us estimate I 3 , using integration by parts and Hölder inequality in Lorentz spaces. Indeed,
The quantity I 4 is evaluated similarly, if we use the estimate for the gradient of w with suitable exponents:
Hence, we get
which yields the inequality (2.1) by the standard iteration. Now, let us prove the second inequality of the proposition. To this end, we introducē u = u − [u] B(r)\B(2r/3) , where [u] Ω is the mean value of u over a domain Ω. Applying integration by parts, we find
and, since 2r/3 < 3R/4 ≤ ̺,
Under our assumptions on numbers q and δ, the following is true
So, applying the Hölder inequality for Lorentz spaces, we show
By Gagliardo-Nireberg-Sobolev inequality and by the inequality
we can transform the estimate of |I 3 | to the following final form
Now, our aim is to evaluate I 4 . Using similar arguments, we have
Taking into account the bound for the gradient of w, we arrive at the same type estimate as in the case of I 3 Consequently, combining bounds of I 1 , · · · , I 4 we get
for any 3 4 R ≤ ̺ < τ ≤ R. Hence, the inequality (3.1) follows.
Proof of Theorem 1.1
We start with a proof of the statement (i). It is easy to check that, for 2 < q < 6, the following estimate is valid:
,q,ℓ (R).
Taking into account condition (1.2), we find (1.3) and then (1.4). Now, our goal is to prove the statement (ii). Applying the Hölder inequality to the first term on the right hand side in (3.1), we find the following: 
Passing to the limit as R → ∞, we complete the proof of the theorem.
