We consider the robustness of tests of genetic associations that incorporate gene-environment interactions when the environmental exposure is misspecified, which is likely the case when the exposure is continuous. We formally prove that, under the null hypothesis of no genetic association, misspecified ordinary logistic regression and profile likelihood (Chatterjee and Carroll, Biometrika. 2005;92:399 -418) analyses of case-control data both consistently estimate the null parameters of no genetic main effect and interaction, provided that genetic and environmental factors are unrelated in the underlying population. However, we argue that the associated likelihood ratio test, score test, and Wald test statistics obtained using the estimated information matrix have incorrect type-1 error rates due to model mis-specification. Based on these observations, we propose the use of the sandwich estimator of variance in conjunction with the consistent maximum (profile) likelihood estimates to construct Wald-type test statistics with correct type-1 error rate for the null of no genetic association.
S tandard prospective logistic regression analysis is the most commonly-used analytic approach to evaluate genetic associations from case-control data in the presence of gene-environment interaction. 1 In the simple setting where the genetic variant G and the environmental factor E are both binary, the approach entails fitting by maximum likelihood, a saturated ordinary logistic regression of disease status D, where D ϭ 1 for cases and D ϭ 0 for controls:
here, ␤ ϭ ␤ 0 , ␤ G , ␤ E, ␤ GE represents the unknown regression parameters. A test of the null hypothesis of no genetic associations ␤ G ϭ ␤ GE ϭ 0 can then be obtained by using a standard likelihood ratio 2 statistic with 2 degrees of freedom, or alternatively by using its Wald or score-statistic analogues. Similarly, a 1-degree-of-freedom test of no effect measure modification (␤ GE ϭ 0 ie, no departure from a multiplicative odds model for the joint effect of G and E) can be implemented. In practice, the environmental exposure measured in a case-control study is often either polytomous or continuous. For example, body mass index (BMI) classified as underweight, normal weight, overweight, or obese would constitute a polytomous exposure, whereas BMI recorded on its original scale (mass in kilograms/height 2 in m 2 ) constitutes a continuous exposure. Hereafter, for simplicity, we consider only the continuous case, although the polytomous case is easily deduced from the results.
In the presence of a continuous exposure variable, the regression model in equation (1) may no longer be correctly specified because the model assumes that the logarithm of the odds ratio association between E and D is linear in E within levels of G. This assumption may be erroneous in practice. For example, the observed data may have been generated from a model in which the true relationship between the exposure and log odds of disease among noncarriers followed a quadratic form ␤ E E ϩ ␤ E 2 E 2 rather than the linear form ␤ E E of equation (1) . The extent to which this form of model mis-specification can have a detrimental impact on inferences on genetic effects has been of recent interest in the genetic epidemiology literature (Cornelis et al, unpublished data, 2010). 2 In a specific application to a genome-wide interaction study of type 2 diabetes, Cornelis et al, (unpublished data, 2010) noted that a misspecified main effect of continuous BMI leads to a dramatic inflation of the genome-wide type 1 error rate of Wald test statistics of the null hypothesis of no genetic associations (main effect or interaction with BMI) over all candidate genetic variants. The candidate SNPs in their application were coded as ordinal, taking values in {0,1,2}. They also noted that, as expected, upon correcting the model mis-specification by accounting for the presence of a nonlinear effect of body mass index, the type-1 error rate of the corresponding tests returned to its nominal level. Interestingly, they further noted that, in an additional analysis of their initial misspecified models, a substitution of Huber's sandwich estimator for the inverse information matrix estimator of covariance in the construction of Wald-type statistics recovered a type-1 error rate at the nominal level. This latter observation suggests a level of robustness of ordinary logistic regression, which however, Cornelis et al (unpublished data, 2010) do not formally establish.
We formally show here that, under the null hypothesis of no genetic effects, ordinary logistic regression analysis of case-control data will correctly estimate null genetic associations, even if the model for the odds ratio association OR (E͉G ϭ 0) relating the continuous exposure variable to the disease outcome among noncarriers is incorrectly specified, provided that the genetic and environmental factors are unrelated in the underlying population. This remarkable fact implies that, although ordinary logistic regression does not exploit the assumption of gene-environment independence to improve estimation efficiency, it can exploit the independence assumption to construct tests of genetic effects with guaranteed nominal type-1 error level. To provide intuition for this result, we give an argument as to its correctness in the simple case of the working model given in equation (1), where E is continuous but G remains binary. The appendix gives the proof for the more general case of a polytomous genetic factor and a broad class of disease-risk working regression models. For a related formalization of this result in the prospective sampling setting, we refer the reader to the paper by Rosenblum and van der Laan 3 which provides a comprehensive study of robustness under the null hypothesis in the context of a prospective randomized experiment. Although the current setting involves a retrospective sample this is analogous to a randomized prospective experimental study to the extent that, under the null hypothesis and the independence assumption, the genetic variant behaves (for all practical purposes) similarly to a randomized exposure. Their result also shows that a similar property holds for prospective data, with polytomous, count or continuous outcome, randomized polytomous exposure, and a variety of link functions, including the canonical link functions associated with densities in the exponential family.
ROBUSTNESS OF LOGISTIC REGRESSION
To proceed, suppose that logOR ED͉G ͑E,1͉G ϭ 0͒ is in reality a nonlinear function of E in the underlying population of interest. Then, consider fitting by maximum likelihood the working logistic regression model
here ϭ ͑ 1 , 2 , 3 , 4 ͒ , and the "*" indicates that the regression is now a working model which is not necessarily assumed to be correct. Despite model (2) 
To see why 2 , 3 is consistent for (0, 0), let Pr ͑G i ϭ 1͒ denote the proportion of individuals in the underlying population with G ϭ 1. The score equation (3) implies that
which is obtained by multiplying the first and forth equation in (3) by Pr͑G i ϭ 1͒, and then subtracting them from the second and third equations, respectively. Under standard regularity conditions, converges (in probability) to the value * of which satisfies the "population" version of this last equation:
The expectation is taken over ͓E, G, D͔ for crosssectional or prospectively-collected data, or over ͓E,G͉D͔ for case-control data. This equation can be simplified as follows:
Here we have used the null hypothesis and the geneenvironment independence assumption, which together imply that
The expression in equation (4) is zero if and only if Pr*͑D ϭ 1͉G ϭ 0, E; *͒ Ϫ Pr*͑D ϭ 1͉G ϭ 1, E; *͒ ϭ 0, therefore * 2 and * 3 must both be equal to zero. Thus, we have established that, in spite of model mis-specification, the ordinary logistic regression maximum likelihood estimator of 2 , 3 converges correctly to ͑␤ G , ␤ GE ͒ ϭ ͑0, 0͒, provided that G and E are independent in the underlying population.
However, in spite of the unbiasedness (consistency) of the maximum likelihood estimator ͑ 2 , 3 ) the standard likelihood ratio statistic, score test, and the Wald statistic to test the null hypothesis of no genetic effects do not follow the usual 2 distribution because the usual inverse of the information matrix estimator of their covariance matrix is expected to be biased even under the null. The large sample covariance matrix of is given by
where, S i ͑͒ and Ṡ i () are, respectively, the ith individual's contribution to the score equation and Hessian matrix with respect to under the working model (2) evaluated at . In the standard setting where Pr*͑D ϭ 1͉G,E;*͒ is identical to the true data-generating mechanism Pr͑D ϭ 1͉G, E͒,
by the well-known information equality, leading to simplification of equation (6) to the familiar inverse-information formula of the covariance matrix. In the current setting, Pr*͑D ϭ 1͉G, E;*) does not equal Pr͑D ϭ 1͉G, E͒ , thus the above simplification does not hold. Because of this, tests using the standard inverse-information estimate for the covariance of will have the incorrect size, and can be inflated as in the case of Cornelis et al, (unpublished data, 2010) or deflated.
We recommend that the matrix ⌺ be used to estimate the covariance of 2 , 3 where ⌺ is obtained by extracting the submatrix for the parameters 2 , 3 from Huber's sandwich estimator of the covariance matrix 4 :
which is an empirical version of equation (5) . Then, to formally test the null hypothesis of no genetic effects, we recommend that the analyst use the following Wald-type test statistics constructed with 2 , 3 and ⌺:
under the null of no genetic effects (8) An alternative, equally valid solution is to use a score test with covariance matrix for the estimated score constructed under the null hypothesis using the left-hand-side of equation (6) instead of the information matrix given by the right hand-side of the equation. We note that a Wald-type test statistic of the null of no interaction ␤ GE ϭ 0 can easily be obtained in a similar fashion, although, the statistic will have the correct type 1 error level only if ␤ G ϭ 0 also holds.
ROBUSTNESS OF PROFILE LIKELIHOOD
A limitation of the above approach is that, when the working regression model (2) is correctly specified and the independence assumption holds, the test statistic given in equation (8) is not the most powerful to detect an alternative hypothesis of non-null genetic associations ͑␤ G 0 and ␤ GE 0). To exploit the hypothesis of gene-environment independence, the profile likelihood approach of Chatterjee and Carroll 5 may be adopted. Under the additional assumption that the disease is rare in the population, the approach entails maximizing the logarithm of the so-called profile likelihood function
with respect to and p, where odds D͉G,E ͑G i , E i ; ͒ is defined in equation (2) and Pr{G;p} ϭ p G ͑1 Ϫ p͒ 1-G is the genotype law in the underlying population.
In the appendix, we show that the corresponding profile maximum likelihood estimator shares the partial robustness property of ordinary logistic regression, in the sense that the profile maximum likelihood estimator of ͑ 2 , 3 ͒ is guaranteed to converge to ͑␤ G , ␤ GE ͒ ϭ ͑0, 0͒ under the null hypothesis of no genetic effects. This is true even if the model for the odds ratio association OR ED͉G (E,1͉G ϭ 0) which relates the continuous exposure variable to the disease outcome among noncarriers) is incorrectly specified, provided that G and E are independent in the underlying population. Thus, as in the case of ordinary logistic regression, a Wald-type test statistic of the null hypothesis of no genetic effects is recovered by combining the profile maximum likelihood estimator of ͑ 2 , 3 ͒ with Huber's sandwich estimator of its covariance matrix, as in equation (7).
FINAL REMARKS
If E is correctly specified but a more general G (coded as {0, 1, 2} to reflect the number of alleles at a bi-allelic locus) is misspecified, standard test statistics can lose power (ie, likelihood ratio, score and Wald tests). However, their size is not affected. Furthermore, in the absence of model mis-specification, the profile likelihood test statistic will in general be far more powerful in detecting an alternative hypothesis of a nonnull genetic association compared with ordinary logistic regression analysis, provided that the hypothesis of gene-environment independence is satisfied. Otherwise, if the genetic variant and the environmental factor are related in the underlying population, the robustness under the null no longer applies, and both methodologies are vulnerable to bias both under null and alternative hypotheses related to genetic effects. 6 Furthermore, under gene-environment dependence, the profile likelihood approach will remain biased even if model (2) is correct. 5 Epidemiology • Volume 22, Number 2, March 2011
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It is easily verified that all of the previous results also hold if categorical confounding factors L are accounted for in the model, provided that the corresponding adjusted regression models are fully saturated in L under the null. However, when, as will often happen in practice, L is multivariate or includes continuous components saturated models (with respect to L) may not be feasible. Unfortunately, in such settings, as illustrated in a simulation study in Tchetgen Tchetgen, 2 mis-specification of the effect of exposure generally leads to biased maximum likelihood estimates of ␤ G , ␤ GE when either ordinary logistic regression or the profile likelihood method is used, even if L is correctly entered in the regression models. This bias can in turn result in incorrect inferences of genetic effects. However, note that when G is jointly independent of E and L; no such bias will arise. As an alternative approach, Tchetgen Tchetgen 2 developed a constrained retrospective regression framework that does not require the specification of a parametric model for the effect of exposure on the risk of disease, and recovers efficient estimates of genetic effects in the presence of gene-environment interaction and conditional independence given L. Therefore, whereas standard logistic regression and the profile likelihood approach may make incorrect inferences when the effect of exposure is misspecified, an analysis based on the retrospective regression approach of Tchetgen Tchetgen 2 is completely immune to this form of mis-specification whether or not the null hypothesis of no genetic effects holds.
APPENDIX

Proof of Robustness of Logistic Regression for Polytomous Genetic Factor
Suppose G takes values in the finite set {0, g 1 , …, g K } with Pr͑G ϭ g k ͒ ϭ p k in the population and suppose that our logistic regression models falls within the following class of models ͑E͔͒ are chosen to be linearly independent. Note that model (2) with G binary belongs to this class with q 1 ͑G, E͒ ϭ ͓G, GE͔ T and q 2 ͑E͒ ϭ ͓1, E͔ T since E͑G͉E͒ ϭ ͓Pr͑G ϭ 1͒, 0͔͓1, E͔ T and E͑GE͉E͒ ϭ ͓0, Pr͑G ϭ 1)͔͓1, E͔ T . The maximum likelihood estimator ϭ ͑ 1 , 2 ) solves the following logistic regression score equation
where by assumption B is the conformable matrix that satisfies E͑q 1 The expectation is with respect to ͓E, G͉D͔ for casecontrol data. We next use the fact that G has finite support, which implies q 1 ͑G, E͒-E͑q 1 ͑G, E͉͒E͒ can be written C͑E͒ ͑G -E͑G͒͒, where G is the K-vector ͓I͑G ϭ g 1 ͒, …, I͑G ϭ g K ͔͒ T for the conformable matrix C͑E͒ with mth row given by q 11 ͑ g 1 , E͒ Ϫ q 11 ͑0, E͒, …, q 11 ͑ g K , E͒ Ϫ q 11 ͑0, E͒ It follows that equation (10) is equivalent to 0 ϭ E{C͑E͒ ͑G -E(G)){D Ϫ Pr*͑D ϭ 1͉G, E; *͒}} ϭ ϪE{C(E͒ ͑G -E(G))Pr*͑D ϭ 1͉G, E; *͒} Therefore * 1 ϭ 0 solves the equation. The profile maximum likelihood estimator ͑, p͒ solves the score equation of (9):
Proof of Robustness of Profile Likelihood
Let † denote the limit point (in probability) of . To obtain the result, it suffices to verify that 1 † ϭ 0 solves the population score equation
