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Human and animal nervous systems constitute complexly wired networks that form 
the infrastructure for neural processing and integration of information. The 
organization of these neural networks can be analyzed using the so-called Laplacian 
spectrum, providing a mathematical tool to produce systems-level network 
fingerprints. In this article, we examine a characteristic central peak in the spectrum 
of neural networks, including anatomical brain network maps of the mouse, cat and 
macaque, as well as anatomical and functional network maps of human brain 
connectivity. We link the occurrence of this central peak to the level of symmetry in 
neural networks, an intriguing aspect of network organization resulting from network 
elements that exhibit similar wiring patterns. Specifically, we propose a measure to 
capture the global level of symmetry of a network and show that, for both empirical 
networks and network models, the height of the main peak in the Laplacian spectrum 
is strongly related to node symmetry in the underlying network. Moreover, 
examination of spectra of duplication-based model networks shows that neural spectra 
are best approximated using a trade-off between duplication and diversification. 
Taken together, our results facilitate a better understanding of neural network spectra 
and the importance of symmetry in neural networks. 
 




Nervous systems constitute complexly wired neural networks. On the macroscale 
systems level, anatomically segregated brain regions and their interconnecting 
	  
 3 
pathways together form a complex system of neural nodes and connections, referred 
to as the macroscale connectome (Sporns et al., 2005). The architecture of 
connectomes can be examined using tools from graph theory, a branch of 
mathematics revolving around the formal study of networks (Bullmore and Sporns, 
2009; van den Heuvel and Hulshoff Pol, 2010; van den Heuvel et al., 2016). Different 
from many more typical graph metrics which describe neural systems on the basis of 
(average) node characteristics (see Rubinov and Sporns (2010) for an overview), the 
so-called Laplacian spectrum provides a systems-level fingerprint of brain networks 
and can therefore potentially provide new insights into brain network architecture 
(Banerjee and Jost, 2007; de Lange et al., 2014; Varshney et al., 2011; Vukadinović et 
al., 2002). Notably, previous examinations of spectra of neural networks have 
suggested that neural networks may belong to a special spectral class characterized by 
small peaks at the start of the spectrum and a pronounced peak in the middle 
(Banerjee and Jost, 2007; de Lange et al., 2014). 
 
Although some features of Laplacian spectra have been related to conventional 
network measures such as synchronization (Atay et al., 2006), local clustering (Bauer 
and Jost, 2012) and modularity (Cheng and Shen, 2010; Shen and Cheng, 2010; Shi 
and Malik, 2000), several other characteristics remain unexplained. For one, the large 
central peak in the spectra of neural networks –one of their most characteristic 
features– is not yet fully understood. Based on theoretical results showing that nodes 
with identical connectivity patterns increase the elevation precisely in the middle of 
the spectrum, it has been hypothesized that the central peak may describe nodal 
symmetry (Banerjee and Jost, 2008), a property noted to be closely related to other 
features deemed relevant for neural systems such as parallel processing and functional 
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specialization (Ballard, 1986; Felleman and Van Essen, 1991; Johansen-Berg et al., 
2004; Passingham et al., 2002). 
 
In this study, we examine to what extent symmetry shapes neural spectra and whether 
overlap in the wiring pattern of brain regions can explain the large central peak 
observed in spectra of neural networks. We examine the relationship between network 
symmetry, measured by the here introduced duplication coefficient, and the central 
spectral peak across and within macroscale reconstructions of the mouse, cat, 
macaque and human connectome, as well as across several non-neural empirical 
networks (e.g., a food web, a word adjacency network and a book co-purchases 
network). Next, we investigate this relationship also for commonly used network 
models. Finally, the interplay between regional symmetry and regional diversity in 
neural networks is investigated by fitting the spectra of a duplication-based network 
model to the observed neural spectra. 
 
Materials and Methods 
In the next paragraphs, we first describe the adopted network formalism and the 
examined neural and non-neural networks, followed by a description of the proposed 
duplication coefficient, performed spectral analysis and used network models. 
 
Network formalism 
Laplacian spectra and network symmetry were investigated for network maps of the 
human, macaque, cat and mouse brain. Networks were mathematically represented by 
a binary connectivity matrix, formally known as the network’s adjacency matrix. The 
rows and columns of this matrix represented the nodes of the network and an entry in 
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row i and column j represented a connection (also referred to as ‘edge’) between node 
i and node j. In the examined neural networks, nodes represented brain regions and 
connections represented large-scale anatomical pathways between brain regions –or, 
in case of functional connectivity in the human brain, correlations between 
spontaneous fluctuations in regional blood oxygen levels. Connectivity matrices were 
subsequently subjected to graph analysis to assess the Laplacian spectrum and the 
level of network symmetry (see below). 
 
Neural networks 
Human, standard resolution. The human brain connectivity network was obtained 
from high-quality diffusion-weighted MRI data from 215 subjects, provided in the Q3 
data release of the Human Connectome Project (Van Essen et al., 2012; Glasser et al., 
2013) as previously described by de Reus and van den Heuvel (2014). Briefly, white 
matter pathways were reconstructed using generalized q-sampling imaging and 
streamline tractography (Yeh et al., 2010) and the cortex was parcellated into 68 
distinct regions based on FreeSurfer’s Desikan-Killiany atlas (Desikan et al., 2006). 
Two brain regions were considered connected if in at least 60% of the subjects a 
reconstructed white matter fiber pathway touched both regions (de Reus and van den 
Heuvel, 2013a). This procedure resulted in a group-averaged connectome map with 
68 nodes and a density of 20%. 
 
Human, high resolution. By combining the aforementioned reconstructed white 
matter pathways with an additional cortical parcellation based on a high-resolution 
subdivision of the Desikan-Killiany atlas (Cammoun et al., 2012), a second group-
averaged connectome map was formed (Hagmann et al., 2008; van den Heuvel and 
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Sporns, 2011; de Reus and van den Heuvel, 2014). This high-resolution human brain 
network, again including connections if present in at least 60% of the subjects, 
comprised 219 nodes and had a density of 5.0%. 
 
Human, functional connectivity. In addition to human anatomical brain networks, also 
a human functional connectivity network was formed (van den Heuvel et al., 2015). 
The functional connectivity network described the same 219 regions as the high-
resolution anatomical network and was obtained from resting-state functional MRI 
data as provided in the Q3 data release of the Human Connectome Project. Images 
were realigned, co-registered with the T1 image, bandpass filtered (0.03 – 0.12 Hz), 
corrected by means of linear regression for global effects of motion, global signal 
mean, ventricle signal and white matter signal, and ‘scrubbed’ to remove potential 
movement artifacts (Power et al., 2012). Functional connectivity between brain 
regions was assessed using correlation analysis, computing Pearson’s correlation 
coefficient between time-series composed of the average signal level of all voxels in a 
cortical region. A group-averaged functional network was formed by averaging the 
individual functional connectivity networks and keeping connections with an average 
correlation higher than 0.2, such that the density of the functional network (6.1%) was 
close to the density of the human high-resolution anatomical network. 
 
Macaque. The macaque connectivity dataset was extracted from the publicly available 
Collation of Connectivity data for the Macaque (CoCoMac) database, containing 
information on macroscale white matter pathways as reported in macaque anatomical 
tracer studies (Stephan et al., 2001). The here used connectivity matrix (previously 
adopted in the study of Scholtens et al. (2014)) described intrahemispheric 
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connectivity between 78 non-overlapping cerebral brain regions, parcellated 
according to a scheme proposed by Felleman and Van Essen (1991). An anatomical 
tract between two brain regions was included in the matrix if the tract was reported as 
existing in two-thirds of the reports which investigated the tract. The resulting 
connectivity matrix for the macaque had 78 nodes and a density of 23%. 
 
Cat. The macroscale cat connectivity network was taken from a study by Scannell et 
al. (1995), presenting a connectivity dataset based on a comprehensive collation of 
neural tracing studies in the cat brain. The dataset contained information on 
projections between 65 non-overlapping brain regions, covering a single hemisphere 
of the cat cortex (de Reus and van den Heuvel, 2013b). Here, information about the 
presence of connections was used to form a network with 65 nodes and a density of 
35%. 
 
Mouse. The mouse connectivity matrix was based on the recently presented Allen 
Mouse Brain Connectivity Atlas (http://connectivity.brain-map.org), which describes 
the axonal projections between brain regions obtained from anterograde tracer 
examinations performed by a single research group (van den Heuvel and de Reus, 
2014; Oh et al., 2014). The connectivity matrix presented by Oh et al. (2014) 
contained information on the neural wiring of 213 right-hemispheric brain regions, 
including data about the confidence of every connection. For this study, a connection 
between two regions was included if the reported α-level of the connection was lower 
than 0.05. The resulting connectivity matrix had 213 nodes and its density was 12%. 
 
Non-neural empirical networks 
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In addition to the neural networks described above, also five non-neural empirical 
networks were examined, representing a food web, a network of frequently combined 
words, a social network describing book characters from the novel Les Miserables, a 
social network of interactions between dolphins and a network of co-purchased books 
on US politics. Table 1 provides a brief overview of these empirical networks and 
introduces the abbreviations used to refer to them. More detailed descriptions, along 
with references to the sources from which the networks were obtained, are presented 
in the Supplementary Materials. 
 
Duplication coefficient 
To measure the level of global symmetry in a network, we propose a measure that we 
will refer to as the duplication coefficient of the network. The duplication coefficient 
measures to what extent network nodes have a ‘copy’, or, phrased differently, how 
much nodes look like their most similar peer. The similarity between nodes i and j is 
inferred from the overlap between their connectivity pattern, measured by the 
matching index (Hilgetag et al., 2002): 
 
𝑁 𝑖 ∖   𝑗   ∩   𝑁 𝑗 ∖ 𝑖
𝑁 𝑖 ∖   𝑗   ∪   𝑁 𝑗 ∖ 𝑖 ,  
 
where N(i) denotes the set of nodes connected to node i (i.e., the topological 
neighbors of node i), N(i)\ j are all neighbors of i excluding j in case nodes i and j are 
connected, and |M| denotes the number of nodes in a set M. The matching index takes 
values between 0 (for disjoint connectivity patterns) and 1 (for identical connectivity 
patterns). The duplication coefficient of an individual node is defined as its maximum 
similarity to any other node in the network and the duplication coefficient of the 
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entire network is defined as the average duplication coefficient over all nodes. The 
rationale for defining nodal duplication in terms of maximum rather than average 
similarity originates from the mathematical observation that two nodes with identical 
connectivity patterns give rise to an eigenvalue λ = 1 in the normalized Laplacian 
spectrum (see next paragraph), even if the connectivity patterns of those two nodes 
are completely different from the connectivity patterns of all other nodes in the graph 
(Banerjee and Jost, 2009). Similarly, the existence of two nodes with highly similar 
connectivity patterns –as captured by the proposed duplication coefficient– results in 




Network spectra were obtained by means of spectral analysis of the so-called 
normalized Laplacian matrix, as in a previous examination of the spectral properties 
of neural networks (de Lange et al., 2014). Formally, the normalized Laplacian 
spectrum is given by the collection of all eigenvalues of the matrix L=I–D-1A, where 
A is the adjacency matrix of the network and D is a diagonal matrix with the degree of 
the nodes on the diagonal (Chung, 1997). An important feature of the normalized 
Laplacian matrix L is that all eigenvalues are normalized between 0 and 2, enabling 
comparison of spectra for differently sized networks (Chung, 1997). For plotting and 
investigation of Laplacian spectra as continuous curves Γ(x) rather than discrete 
collections of eigenvalues λi, eigenvalue densities were convolved with a Gaussian 
kernel of standard deviation σ = 0.015, 











and then normalized such that the total area under the curve was 1 (Banerjee and Jost, 
2007). The height of the main peak in the Laplacian spectrum was taken to be the 
maximum value of this normalized continuous function. 
 
Relationship between peak height and symmetry 
The relationship between the height of the main peak in the Laplacian spectrum and 
the global level of network symmetry –the existence of such a relationship being the 
main hypothesis of our study– was examined across and within networks. 
Across neural and non-neural empirical networks, the correlation between main peak 
height and duplication coefficient was considered. Furthermore, the absolute values of 
the duplication coefficient and central peak height were compared. In addition, within 
neural networks, the effect of symmetry on the Laplacian spectrum was investigated 
by comparing how the main peak in the spectrum was altered under two edge 
rewiring strategies. In the random strategy, a small set of nodes (5%, 10%, 15%, 
20%) was randomly selected and the edges of these nodes were rewired to randomly 
chosen new neighbors. The complementing targeted strategy was optimized to 
decrease network symmetry and selected the network with the lowest duplication 
coefficient from 100 rewired networks produced using the random strategy. For both 
the random and targeted strategy, 1,000 altered networks were constructed and the 
rewiring effect on the main peak of the spectrum was assessed by comparing the 
difference in peak height decrease between random and targeted rewiring.  
 
Network models 
To examine how certain network organizations relate to symmetry and main spectral 
peak height, four different network models were investigated. For each model, 1,000 
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instances with 219 nodes were constructed using parameters such that the instances 
matched the human high-resolution connectome (219 nodes, density 5.0%). The main 
spectral peak height and duplication coefficient distributions of the generated model 
instances were computed, further examined and compared to the values obtained for 
the high-resolution human brain network. The investigated network models included 
the Erdös-Rényi (ER), Watts-Strogatz (WS), Barabási-Albert (BA) and geometric 
model: 
 
Erdös-Rényi (ER) model. ER random networks are completely random networks with 
no other specified structure than their size and density (Erdös and Rényi, 1959) and 
were obtained by randomly placing 1095 connections between 219 nodes, resulting in 
an average node degree of 10 (i.e., nodes on average have 10 connections). ER 
random networks show no community structure, low levels of clustering and short 
path lengths.  
 
Watts-Strogatz (WS) model. WS model networks were obtained by rewiring 12% of 
the edges of a lattice ring network of nodes with degree 10 (Watts and Strogatz, 
1998). WS model networks display a small-world organization, characterized by high 
levels of local clustering and short path lengths. A combination of strong clustering 
and short path lengths is also reported for neural networks (Bassett and Bullmore, 
2006; Bullmore and Sporns, 2009; Hagmann et al., 2008; van den Heuvel et al., 
2008). The rewiring percentage was chosen such that the clustering coefficient of the 





Barabási-Albert (BA) model. BA model networks were grown from a seed network 
with 5 fully connected nodes by iteratively introducing new nodes to the network. 
Each new node was randomly connected to 5 already present nodes according to a 
degree-biased probability function (Barabási and Albert, 1999). The probability for a 





where kj is the degree of node j and the sum is over all existing nodes l.	  BA model 
networks have scale-free degree distributions and thus comprise small numbers of 
highly connected hub nodes (Barabási and Albert, 1999), a feature also observed 
across neural networks (Achard et al., 2006; van den Heuvel and Sporns, 2011; 
Sporns et al., 2007; Zamora-López et al., 2010). 
 
Geometric model. In the geometric model, networks grew in a similar manner as in 
the BA model, but nodes were randomly embedded in a three-dimensional cube and 
newly added nodes were connected to the closest nodes in Euclidean space. This cost-
minimizing model helped to understand how symmetry and the central spectral peak 
interact with spatial optimal wiring, a principle suggested to be involved in 
establishing the connectivity pattern of neural networks (Bassett et al., 2010; 
Bullmore and Sporns, 2012; Collin et al., 2014; van den Heuvel et al., 2012; Sporns et 
al., 2004; Vértes et al., 2012). 
 
Duplication model 
A duplication-based model in which symmetry naturally emerges from iterative 
(partial) node duplication (Bhan et al., 2002) was implemented to investigate the 
extent to which the architecture and spectra of neural networks may be driven by 
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symmetry patterns. Model networks grew from a seed network by duplication of 
randomly selected nodes. Duplication of a node, referred to as the parent node, 
involved the introduction of a new node to the network that was connected to all 
neighbors of the randomly chosen parent node. One connection of the new node was 
rewired such that the new node was connected to its parent, while the other 
connections of the new node were rewired with probability 1 - γ to nodes not in the 
neighborhood of the parent node, diversifying the node’s connectivity profile. Seed 
networks were randomly wired networks with average degree 2 and the size of a seed 
network was chosen such that the density of the seed network matched the density of 
the neural network that was to be approximated. 
 
To empirically establish the balance between regional diversity and regional 
symmetry in neural networks (modeled by parameter γ), a grid search was applied to 
find the values of γ for which the spectra of the duplication model best resembled the 
examined neural spectra. Resemblance was measured using the concept of spectral 
distance (Gu et al., 2016), estimating the difference between two spectral plots Γ1 and 
Γ2 by 




where the integral was discretely evaluated using intervals of length 0.001. In the grid 
search, the performance of parameter γ on the interval [0, 1] was evaluated with steps 
of 0.01 using the spectra of 100 model realizations. 
 
Results 
Spectral peak height and symmetry across empirical networks 
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Duplication coefficient scores showed a clear association with central peak height 
across empirical networks (r = 0.86, p < 0.001, Figure 1). The duplication coefficient 
of the examined neural networks revealed to range between 0.48 and 0.69 and their 
central peak height between 1.9 and 3.6, causing the neural networks to form a cluster 
positioned in between the examined non-neural empirical networks. Non-neural 
empirical networks showed a distinction between, on the one hand, the dolphins, 
words and books networks, having lower duplication coefficients (between 0.33 and 
0.46) and smaller central peaks (between 1.4 and 1.7) than neural networks and, on 
the other hand, the food web and Les Miserables network, reporting high levels of 
duplication (0.68 and 0.75 respectively) and a high central peak (5.1 and 4.9). The 
high spectral peak and symmetry level observed for the food web is in agreement with 
earlier observations demonstrating overlap between food web and neural network 
spectra (de Lange et al., 2014), as well as with suggestions of connectivity similarity 
playing a major role in the organization of food webs (Caldarelli et al., 1998; Drossel 
and McKane, 2002). 
 
Effects of targeted and non-targeted rewiring 
The influence of symmetry on the main spectral peak was further investigated within 
neural networks by examining targeted and non-targeted edge rewiring. For all neural 
networks, targeted rewiring of edges (optimized to decrease network symmetry) 
induced a stronger decrease of the main spectral peak than random rewiring (see 
Figure 2 for 10% rewiring and Supplementary Figure 1 for 5%, 15% and 20% 
rewiring; all p < 0.001, t-tests, Bonferroni corrected). The largest effect was observed 
for the human anatomical brain network at standard resolution, where targeted 
rewiring decreased the height of the main central peak 1.5 times more than non-
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targeted rewiring (human, high resolution: ×1.1; macaque: ×1.2; mouse, cat and 
human functional connectivity: ×1.3). 
 
Validation using network models 
The existence of a relationship between duplication coefficient and spectral peak 
height was verified using four network models. In comparison to the high-resolution 
human brain network to which the model networks were matched, ER random and 
BA scale-free model networks showed lower peak heights (respectively 42% and 40% 
lower than the human network, p < 0.001) and lower duplication coefficients (66% 
and 57% lower, p < 0.001, Figure 3). Instances of the WS small-world model and 
geometric model showed similarly high levels of symmetry as seen in the human 
high-resolution network, but generally lower peak heights (average height for WS 1.9, 
average height for geometric 1.7) than the human network (height 2.0). The 
relationship between duplication coefficient and peak height observed within and 
between the network models was in line with the trend seen for the empirical 
networks: all network models revealed a significant linear association between peak 
height and duplication coefficient across the 1,000 generated model instances (ER: r = 
0.13, WS: r = 0.64, BA: r = 0.30, geometric: r = 0.40, with p < 0.001 for all models) 
and also the relative arrangement of the four populations was found to be in support 
of such an association (Figure 3). 
 
Modeling neural spectra using nodal duplication 
As indicated by the observed duplication coefficient scores for neural networks 
(ranging between 0.48 and 0.69), perfect symmetry is rare in neural networks. That is, 
the connectivity overlap between a brain region and its most similar peer is generally 
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only partial. To provide insight in the balance between symmetry and diversity in the 
connectivity of brain regions, the spectrum of each neural network was approximated 
by the spectra of duplication-based model networks using a spectral fitting procedure. 
The best-fitting model spectra and the associated empirically established optimal 
parameters γ of the duplication model are shown in Figure 4. Values of γ, reflecting 
the expected percentage of connections that was copied from the parent during 
duplication and thus providing a symmetry versus diversity estimate (with 1 reflecting 
total duplication and 0 reflecting maximum diversity), were found to range from 0.74 
for the best-fitting model of the mouse connectome, to 0.93 for the best-fitting model 
of the cat connectome. These relatively high values for γ indicate that duplication 
played a prominent role during the growth of the best-fitting model networks, but also 
that a certain amount of regional diversification (established by rewiring 7-26% of the 
connections after duplication) was essential to obtain spectra that resemble those of 
neural networks. 
 
Figure 5 shows the duplication coefficient and central peak height for instances of the 
duplication-based network model generated using different values of γ. As in the 
analysis of the four common network models, all instances were matched (in terms of 
density and network size) to the high-resolution human brain network. In line with 
our expectations, both central peak height and duplication coefficient increased with γ 
(Figure 5). Furthermore, even though the duplication coefficient played no role in the 
spectrum-based fitting procedure, the duplication coefficients (mean/std: 0.54/0.018) 
of the best-fitting model networks, corresponding to γ = 0.83, were found to be 
approximately equal to the duplication coefficient (0.52) of the high-resolution human 





This study describes the role of symmetry in the architecture of neural networks as 
revealed through their Laplacian spectra. Investigation of both empirical and model 
networks demonstrates that the large peak observed in the center of neural network 
spectra is strongly influenced by the high level of node symmetry in neural networks. 
Such a relation is in line with earlier theoretical results identifying the occurrence of 
perfectly symmetric nodes as a source for eigenvalues positioned exactly in the 
middle of the spectral domain (Banerjee and Jost, 2008; Yadav and Jalan, 2015). 
 
Three lines of evidence support the notion of node symmetry in neural networks to be 
an important factor in shaping the spectral peak. First, across both neural and non-
neural networks, the height of the central peak correlated to the networks’ duplication 
coefficient (Figure 1). Second, this relationship between duplication coefficient and 
spectral peak height was also observed across and within commonly used network 
models (Figure 3), with significant correlations between duplication coefficient and 
spectral peak height being observed among realizations of each model. Third, 
perturbations (in the form of edge rewiring) targeting network symmetry revealed to 
have a significantly larger impact on the spectral peak height of neural networks than 
random perturbations (Figure 2). 
 
Considering possible mechanisms behind the occurrence of symmetry in neural 
networks, we note that geometric and Watts-Strogatz small-world model networks 
show high duplication coefficients compared to both neural networks and other 
network models. In geometric model networks, proximate nodes are likely to have 
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similar wiring patterns, increasing the duplication coefficient (Song et al., 2014). 
Interestingly, previous studies suggested that brain networks are shaped by a trade-off 
between minimization of wiring length or ‘cost’ –being the driving mechanism behind 
the geometric model– and establishing topological beneficial factors such as high 
local clustering, both of which may contribute to the observed node symmetry in 
brain networks (Bassett et al., 2010; Betzel et al., 2015; Bullmore and Sporns, 2012; 
van den Heuvel et al., 2016; Kaiser and Hilgetag, 2006; Raj and Chen, 2011; Vértes et 
al., 2012). 
 
The elevated symmetry in WS model networks is attributable to their high clustering 
coefficient (directly induced by the model’s design), which is a normalized measure 
of the number of triangles in the network, referring to subgroups of three mutually 
connected nodes. Since any two nodes from such a triangle have at least one 
projection in common, the presence of triangles induces a certain level of node 
symmetry. However, the concepts of clustering and duplication are inherently 
different, as is illustrated by the food web, which showed the highest spectral peak 
among all empirical networks and a high duplication coefficient (0.68 compared to 
0.52 in the high-resolution human connectome), but a low clustering coefficient (0.29 
compared to 0.48 in the high-resolution connectome). This combination of low 
clustering and high symmetry is a consequence of the nature of the food web, in 
which species that feed on the same prey (or are eaten by the same predators) are 
likely to be at the same level in the food chain and hence unlikely to have a predator-
prey relation with each other. In such a situation where similar nodes are often 
unconnected, high overlap between the wiring pattern of nodes will generate many 
‘open’ triangles and thus decrease the clustering coefficient of the network. 
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Underscoring this conceptual difference between clustering and duplication, post-hoc 
analysis indeed showed that the clustering coefficient and peak height of the 
investigated empirical networks were not correlated (p = 0.51). Furthermore, when 
regressing out the effects of clustering on central peak height, the central peak height 
residue and duplication coefficient remained significantly associated (r = 0.73, p = 
0.011, see Supplementary Figure 2). 
 
Taking a closer look at the duplication coefficient values observed for the neural 
networks, the occurrence of brain areas with completely identical wiring appears to be 
rare. Indeed, a post-hoc analysis confirmed that none of the neural networks possess 
perfectly symmetric brain regions and that only few brain regions have near perfect 
‘copies’ (indicated by a node-wise duplication coefficient greater than 0.9; cat: 3.1% 
of the regions; human, standard resolution: 5.9%; human, functional connectivity: 
2.7%; other networks: 0%). That is, most brain regions exhibit only partially 
overlapping wiring patterns, suggesting a balance between connectivity symmetry and 
diversity in neural systems. With brain areas having anatomical connectivity overlap 
being likely to show functional similarity (Passingham et al., 2002), balancing 
between symmetry and diversity is potentially linked to functional specialization. In 
this light, symmetry and diversity may have complementary beneficial effects. 
Connectivity diversification may support effective global communication and 
information integration in the network (van den Heuvel and Sporns, 2011; Markov et 
al., 2013). On the other hand, connectivity symmetry can provide redundancy and 
robustness (MacArthur et al., 2008) and may facilitate parallel processing (Ballard, 
1986). Fitting duplication-based model networks to the neural networks showed that 
the architecture of neural networks is best approximated if the fraction of connections 
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copied during duplication ranges between 0.74 and 0.93, confirming the relevance of 
both symmetry and diversity in neural systems. 
 
Although we here focus on the height of the main peak in neural spectra, the location 
of the main spectral peak is likely to also reflect important aspects of network 
topology. As previously discussed (de Lange et al., 2014), the location of small peaks 
at the start of the spectrum has been shown to describe a network’s modularity 
structure (Shi and Malik, 2000), the location of peaks on the right of the central peak 
relates to the so-called bipartiteness of a network (Bauer and Jost, 2012), and the 
occurrence of network motifs may generate peaks at specific locations in the spectrum 
(Banerjee and Jost, 2008). Interestingly, also the location of the here studied central 
peak –typically expected in the middle of the spectral domain– is not fixed and in fact 
showed to vary across species (see Figure 4). The central peak location in the 
anatomical human network spectra (both at normal and high resolution) deviated most 
from 1, showing a clear shift to the right. The precise origin of this shift is speculation 
at this time, but prior theoretical results (replicated in the Supplementary Materials) 
showed that the eigenvalue associated with two symmetric, but mutually connected 
(and hence not perfectly symmetric), nodes is equal to λ = 1 + 1/d, where d is the 
degree of the nodes, providing a possible mechanism for the shift. In line with this 
suggestion, a post-hoc analysis showed a significant correlation between the 
percentage of nodes connected to its most similar peer and peak height location across 
neural networks (r = 0.87, p = 0.025, see Supplementary Figure 3). 
 
When interpreting the findings of our study, it should be noted that the examined 
neural network maps resulted from a variety of reconstruction methodologies, limiting 
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the possibility to compare the relative positions of the different species in the 
duplication coefficient versus peak height plot (Figure 1) (van den Heuvel et al., 
2016). Indeed, reconstruction methodology is likely to have an effect on elementary 
properties such as network density, which in turn have impact on the shape of the 
spectrum (Chung et al., 2003). In this context, it should also be noted that some of the 
examined brain networks cover a single hemisphere (e.g., the cat, macaque and 
mouse), while others comprised both hemispheres (e.g., variants of the human brain 
network). However, a post-hoc analysis on the bihemispheric networks showed that 
the most similar peer of a node is often situated in the same hemisphere (82% for the 
standard-resolution anatomical human connectome, 91% for the high-resolution 
version and 72% for functional connectivity), suggesting that whether a neural 
network covers one or two hemispheres may not be a key determinant for the 
observed duplication coefficient. Indeed, the average duplication coefficient and 
central spectral peak height of the right and left hemisphere considered separately was 
close to the original values (standard-resolution: duplication coefficient 0.64 (original 
0.62), central peak height 2.7 (2.6); high-resolution: 0.52 (0.52), 1.9 (1.9); functional 
connectivity: 0.54 (0.53), 2.0 (2.4)). 
 
Even though our findings demonstrate an association between the introduced 
duplication coefficient and spectral peak height, it is important to stress that 
correlation analysis cannot substantiate the existence of a causal or direct relationship. 
Interestingly, considering Figure 3 and Figure 5, the relationship between duplication 
coefficient and central peak height might actually be more complex than the now 
explored linear relation, with a quadratic relationship providing a significantly better 
fit for the values in Figures 3 and 5 (both p < 0.001, F-tests). Figure 3 and Figure 5 
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further suggest that the strength of the association between central peak height and 
duplication becomes stronger for increasing levels of symmetry. Indeed, the 
correlation coefficient as determined within network groups corresponding to a 
particular network model (Figure 3) or value of γ (Figure 5) was higher for groups 
with a higher average duplication coefficient (p < 0.001, t-tests using bootstrapping, 
1,000 samples, Bonferroni corrected), suggesting other sources of variation are more 
apparent when the duplication coefficient is low. 
 
One potential source of variation that is not incorporated in the duplication coefficient 
is given by the existence of symmetries more complex than overlap in node wiring 
(MacArthur and Anderson, 2006). Indeed, the notion of perfect node symmetry –in 
which the label of two nodes can be permuted without altering the network structure– 
can be extended to higher-level symmetries, including the scenario in which two 
groups of nodes have the same combined wiring pattern (Yadav and Jalan, 2015). As 
for node duplication, such higher-level symmetries have been shown to induce a peak 
in the middle of the spectrum (Dorogovtsev et al., 2003; Vukadinović et al., 2002; 
Yadav and Jalan, 2015), suggesting that also (approximate) higher-level symmetries 
can contribute to the central spectral peak. Higher-level network symmetries have 
also been linked to aspects of network dynamics, such as controllability and 
synchronization (O’Clery et al., 2013; Pecora et al., 2014; Sorrentino et al., 2016). 
Future attempts to quantify the presence of (approximate) higher-level symmetries 
should reveal the relevance of such symmetries in neural networks and their spectra 
and might further contribute to our understanding of neural spectra by relating 




Another future direction would be the adoption of the Laplacian spectrum as an 
instrument to describe network abnormalities in brain disorders. Relating the 
characteristic central peak in the Laplacian spectrum to node symmetry, this study 
shows how particular deviations in spectral fingerprints may correspond to concrete 
aspects of network architecture relevant for the study of brain disorders. For instance, 
a recent study suggested symmetry between brain regions, in combination with other 
measures, as a classifier for distinguishing between brain connectivity of normal 
healthy controls, people with Alzheimer’s disease and people with mild cognitive 
impairment (Prasad et al., 2015), which is –in view of our current findings– also 
likely to be reflected in the associated Laplacian spectra. Although the height of the 
central peak in network spectra can now be captured by the duplication coefficient, 
disease-related deviations in the central peak and other parts of the spectrum may in 
the future reveal systems-level changes, including higher-level symmetry disruptions, 
that can currently not be described or detected by standard network metrics.  
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Figure 1. Duplication coefficient and central peak height in empirical networks. 
Duplication coefficient (measuring network symmetry) and the height of the central 
peak in the Laplacian spectrum were correlated across empirical networks, including 
six neural and five non-neural networks (r = 0.86, p < 0.001). This correlation 
suggests that network symmetry is an important factor contributing to the high central 
peaks which have been previously shown to be a key characteristic of neural network 
spectra (de Lange et al., 2014). 
 
Figure 2. Effect of edge rewiring on height of the central spectral peak. Targeted 
rewiring of edges (10%, see Supplementary Figure 1 for other levels of rewiring) 
optimized to reduce the duplication coefficient of neural networks was found to 
induce a significantly larger decrease of the central spectral peak than randomly 
rewiring edges (all p < 0.001, t-tests, Bonferroni corrected). 
 
Figure 3. Duplication coefficient and central peak height in model networks. The 
duplication coefficients and central spectral peak heights across four different 
network models underscored the existence of an association between these measures. 
Significant associations were also found between the instances of each model 
separately (inserts, x-axis: duplication coefficient, y-axis: central peak height; all p < 
0.001, Bonferroni corrected).  
 
Figure 4. Approximation of neural spectra using duplication-based model 
networks. The optimal fraction γ of copied connections during the growth of 
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duplication-based model networks (γ = 1 being complete duplication and γ = 0 
complete diversification) was empirically determined by spectrally fitting the model 
networks to the connectivity maps of the (a) cat (optimal γ = 0.93), (b) macaque (γ = 
0.87), (c) mouse (γ = 0.74), (d) human (γ = 0.89), (e) high-resolution human (γ = 
0.83) and (f) functional human (γ = 0.87) brain networks. The reported optimal values 
of γ suggest a balance in the interplay between connectivity similarity and diversity of 
brain regions. 
 
Figure 5. Effect of duplication-based model parameter γ on duplication 
coefficient and central peak height. Increasing the local symmetry during the 
growth of the duplication-based model networks, reflected by the parameter γ, 
increased both the duplication coefficient and central peak height. Comparison with 
the high-resolution human connectome showed that duplication-based model 
networks generated with optimal parameter γ = 0.83 match the human connectome in 
terms of both central peak height and duplication coefficient. 
 
Supplementary Figure 1.  Effect of 5%, 15% and 20% edge rewiring on the 
height of the central spectral peak. For all edge rewiring percentages and all 
networks, targeted rewiring resulted in a significantly stronger decrease in spectral 
peak height than random rewiring (all p < 0.001, t-tests, Bonferroni corrected). 
 
Supplementary Figure 2. Duplication coefficient and central peak height of 
empirical networks with clustering coefficient regressed out. After regressing out 
effects of clustering on the height of the central peak in Laplacian spectra, the 
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duplication coefficient remained to show a significant correlation with peak height (r 
= 0.73, p = 0.011). 
 
Supplementary Figure 3. Percentage of connected most similar nodes versus 
central peak position. The percentage of nodes connected to their most similar peer 
showed to be significantly correlated with the position of the central peak in neural 
network spectra (r = 0.87, p = 0.025). 
 
Table 1. Overview of the analyzed non-neural empirical networks. Detailed 
descriptions and references to the original sources of data are provided as 
Supplementary Material.  
Network Description Number of nodes Density (%) 
Food web Food web of 
Florida Bay 
121 24 
Words The adjacencies 
of common 
adjectives and 
nouns in a novel 
112 6.8 
Books Co-purchases of 








Les Miserables Co-appearances 
of characters in 
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All empirical networks were transformed to undirected, unweighted networks by considering directed edges as 
reciprocal edges and discarding connection weights. Unless otherwise stated, all networks can be downloaded 
from: http://www.cise.ufl.edu/research/sparse/matrices. 
Words. In this network, nodes represented the most commonly occurring adjectives and nouns in the novel 
“David Copperfield” by Charles Dickens and edges represented common adjacencies of these words (Newman, 
2006). The words network included 112 nodes and the density was 6.8%. 
Books. The books network described co-purchases of books on US politics on Amazon.com (Krebs, 2001). 
Nodes represented books and the edges represented frequent co-purchases of books, indicated by the “customers 
who bought this book also bought these other books” feature. The network included 105 books and had a 
density of 8.1%. 
Dolphins. This social network described the relations in a community of 62 dolphins (Lusseau et al., 2003). 
Between frequently associated dolphins an edge was placed, resulting in a density of 8.4%. 
Les Miserables. The Les Miserables network described a social network of characters from Victor Hugo’s novel 
“Les Miserables” (Newman and Girvan, 2004). Two characters were considered to be related (and connected in 
the network) if the characters appeared at least once in the same chapter, giving a density of 8.7%. 
Food web. The food web network described the food web of living compartments in Florida Bay during wet 
season [http://vlado.fmf.uni-lj.si/pub/networks/data/bio/foodweb/foodweb.htm, (Ulanowicz et al., 1998)]. The 
network consisted of 121 connected living compartments and had a density of 24%. 
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In this supplementary document, we introduce further mathematical arguments
supporting the empirically observed relationship between network symmetry
and the central peak in Laplacian spectra of networks. First, we reproduce the
proof of the proposition that two perfectly symmetric nodes in a network give
rise to an eigenvalue λ = 1 in the associated normalized Laplacian spectrum (as
shown, among others, by Banerjee and Jost [1]). Next, we examine network mo-
tifs exhibiting specific deviations from perfect symmetry and show these motifs
to generate eigenvalues with a fixed –generally small– distance to 1. Finally, we
consider motifs capturing more general forms of approximate node symmetry
and show that networks possessing such a motif have a Laplacian eigenvalue
close to 1.
Normalized Laplacian spectrum
Let G = (V,E) be a graph described by a set V of n nodes and a set of edges
E. This graph can be represented by an adjacency matrix A whose entries Ap,q
reflect the presence (Ap,q = 1) or absence (Ap,q = 0) of an edge from node p to
node q. The normalized Laplacian matrix L of graph G has three versions:
Lleft(A) = I −D−1A,
Lright(A) = I −AD−1,
Lsymmetric(A) = I −D−1/2AD−1/2,
where D is a diagonal matrix with Dp,p equal to the degree dp of node p. Since
these different versions of the normalized Laplacian matrix can easily seen to
be similar (in the mathematical sense), their associated eigenvectors can differ,
but their eigenvalues coincide. In the following sections, we may therefore freely
switch between the different definitions.
Perfect symmetry
The occurrence of perfectly symmetric nodes in a graph is related to the exis-
tence of a Laplacian eigenvalue λ = 1 by the following proposition, previously
presented by Banerjee and Jost [1].
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Proposition 1. Let G = (V,E) be a graph comprising two (non-adjacent) nodes
p and q with identical connectivity profiles. Then the normalized Laplacian
spectrum of G possesses an eigenvalue λ = 1.
Proof. The eigenvalue equation Lx = λx for L = I − D−1A is equivalent to






xu = (1− λ)xv, for all v ∈ V , (1)
where the sum is over all neighbors u of node v and dv denotes the degree of
node v. The vector x with two nonzero entries xp = −1 and xq = 1 can be
examined as potential eigenvector. For all nodes not connected or equal to p or
q, both sides of equation (1) reduce to zero. For nodes v ∈ V \ {p, q} connected
to both p and q, the equation becomes
1
dv
(xp + xq) = 0,
which is satisfied because xp = −xq. Moreover, because p and q have identical
connectivity profiles, there are no nodes v ∈ V \ {p, q} connected to only p or
q. Finally, at nodes p and q, equation (1) gives
0 = (1− λ)xp,
0 = (1− λ)xq,
both of which are satisfied for λ = 1. Hence, x is an eigenvector of L with
associated eigenvalue λ = 1.
Approximate symmetry
In some cases, the occurrence of two non-perfectly symmetric nodes induces a
Laplacian eigenvalue with a specific distance to 1. Two simple deviations from
perfect symmetry are investigated:
Example 1. Let G be a graph comprising two mutually connected nodes p and
q with otherwise equal connectivity profiles. Then the Laplacian spectrum of G
possesses an eigenvalue λ = 1 + 1/dp.
Proof. Consider the potential eigenvector x with zero entries except for xp = −1
and xq = 1. For nodes v ∈ V \ {p, q} not connected to either p or q, the local
eigenvalue equation (1) is zero on both sides. For nodes v ∈ V \{p, q} connected
to both p and q, the local eigenvalue equation is
1
dv
(xp + xq) = (1− λ)xv,
which is zero on both sides because xp = −xq and xv = 0. As in the proof
of Proposition 1, the symmetry assumption ensures there are no nodes v ∈
2




xq = (1− λ)xp,
1
dq
xp = (1− λ)xq.







and since dp = dq, both equations are satisfied if λ = 1 + 1/dp.
Example 2. Let G be a graph comprising two non-adjacent nodes p and q whose
connectivity profiles are equal except that node p is connected to a leaf node r
and node q is connected to a leaf node s 6= r. Then the normalized Laplacian
spectrum of G possesses an eigenvalue λ = 1 − 1/
√




Proof. Consider the potential eigenvector x with nonzero entries xp = 1, xq =
−1, xr =
√
dp and xs = −
√
dq. For nodes v ∈ V \{p, q} not connected to either
p or q, both sides of the local eigenvalue equation vanish. (Note that v cannot
be connected to r or s since these leaf nodes are only connected to respectively
p and q. Moreover, v cannot be equal to r or s because v is not connected to
p or q. That is, all involved terms xu are equal to 0.) For nodes v ∈ V \ {p, q}




(xp + xq) = (1− λ)xv,
which reduces to zero on both sides since xp = −xq and xv = 0. For node r and











both of which are satisfied for λ = 1−1/
√









dq = −(1− λ),
3
are satisfied for λ = 1 − 1/
√
dp, so x is an eigenvector of L with eigenvalue
λ = 1− 1/
√
dp. In a similar manner, one can show that vector x with nonzero
entries xp = 1, xq = −1, xr = −
√
dp and xs =
√
dq is an eigenvector of L with
eigenvalue λ = 1 + 1/
√
dp.
Determining explicit eigenvectors and eigenvalues for motifs showing more
complex deviations from perfect node symmetry is difficult. Alternatively, the
normalized Laplacian spectrum of a graph with approximately symmetric nodes
can be shown to possess an eigenvalue with bounded distance to 1.
Theorem 1. Let G be a graph with two, not mutually connected, approximately
symmetric nodes p and q whose connectivity profiles differ on nodes r1, . . . , rm
to which p but not q is connected, and nodes s1, . . . , sm to which q but not
p is connected. Then the normalized Laplacian spectrum of G possesses an
















Proof. Let A and D denote the adjacency matrix and diagonal degree matrix
associated with graph G and define the matrix M := D−1/2AD−1/2. Then
M2 = D−1/2AD−1AD−1/2 is a real symmetric matrix, hence, according to the




Since M is diagonalizable and M2 = (I − L)2, one can easily check that there
must exist an eigenvalue λ of L such that ν1 = (1− λ)2. According to equation
(2), this eigenvalue λ satisfies:
(1− λ)2 = min
‖x‖=1
xᵀM2x. (3)
If nodes p and q would be perfectly symmetric, matrix M2 would possess an
eigenvalue ν = 0 associated with the (normalized) eigenvector x with nonzero
entries xp = 1/
√
2 and xq = −1/
√
2. In the current case in which nodes p and
q are only approximately symmetric, vector x can be used as a best guess to
bound (3), giving










The expression M2p,p +M
2













Rearranging terms and using the definition of M gives∑
v∈V





























Nodes v that are not connected to either p or q, or to both p and q make no
contribution to the summation. For nodes v ∈ {r1, . . . , rm}, q and v are not
connected and the expression reduces to 1dpdv . Similarly, the contribution of
nodes v ∈ {s1, . . . , sm} equals 1dqdv . Combining these observations, we find that
there exists an eigenvalue λ of L such that















The investigated examples of approximate node symmetry and the presented
theorem for more general cases of non-perfect node symmetry provide mathe-
matical arguments supporting the existence of a relationship between approxi-
mate node symmetry and the occurrence of Laplacian eigenvalues with a fixed
or bounded distance to 1, shaping the central spectral peak. We should, how-
ever, stress that the here presented observations are not intended to provide a
complete theoretical foundation for our empirical findings. First of all, The-
orem 1 considers only a single pair of approximately symmetric nodes, which
are additionally assumed to have equal degree. Because the expression in equa-
tion (5) cannot easily be simplified further if nodes p and q differ in degree,
the bound for eigenvalues associated with approximately symmetric nodes with
different degrees is likely to be of a more complex form. Moreover, additional
arguments will be required to show how the occurrence of multiple couples of
approximately symmetric nodes results in multiple eigenvalues with a bounded
distance to 1.
Second, it is not clear how well the bound presented in Theorem 1 approxi-
mates the actual eigenvalue. In this context, it is worth to note that for the two
investigated example deviations from perfect symmetry, the eigenvalue bound
coincides with the expression for the exact eigenvalues. In the first example of













which coincides with the exact eigenvalue λ = 1 + 1/dp associated with this
motif. The second example describes two non-adjacent nodes p and q with
connectivity profiles that are equal except that node p is connected to a leaf












precisely giving the distance between 1 and the exact eigenvalues λ = 1−1/
√
dp
and λ = 1 + 1/
√
dp determined for this motif.
Third, the here presented results express eigenvalues in terms of the degree
of the nodes involved, whereas our empirical findings presented in the main text
use the matching index-based duplication coefficient as a measure of symmetry.
These two concepts are, however, related. Assuming for simplicity that all nodes








where hp,q is the Hamming distance between nodes p and q, representing the
number of nodes to which their connectivity differs. Similarly, also the matching
index between nodes p and q is determined by degree and Hamming distance,








Hence, the existence of node pairs with a small bound ε results in a high du-
plication coefficient (with the above expression being maximum for ε = 0) and
Laplacian eigenvalues close to 1.
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