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Abstract
In this thesis we investigate the properties of so-called simple Toeplitz subshifts. They are
generated by a subclass of Toeplitz words that is distinguished by the extraordinary simple
structure of their approximating partial words. We describe their construction principle in
detail and discuss various examples. Our study focuses on the combinatorial properties of
the subshifts themself and on the spectral properties of Jacobi operators that are defined
by the subshifts.
Regarding the combinatorial properties we treat the complexity, the de Bruijn graphs,
the palindrome complexity, the repetitivity and α-repetitivity as well as the Boshernitzan
condition. We derive explicit formulas for the complexity, the palindrome complexity
and, for sufficiently large word length, for the repetitivity. In addition we give a complete
description of the de Bruijn graphs. We characterise α-repetitivity and, based on a result
by Liu and Qu from 2011, the Boshernitzan condition for all simple Toeplitz subshifts.
We begin the treatment of our second topic by reviewing the notions of a Jacobi operator,
its spectrum, the associated transfer matrices and Gordon-type arguments for excluding
eigenvalues. Our first main result in this context is that Jacobi operators Hω have empty
pure point spectrum for almost allω in a simple Toeplitz subshift. This generalises a result
of Grigorchuk, Lenz and Nagnibeda which dealt only with one particular simple Toeplitz
subshift. As our second main result we show that the spectrum of a Jacobi operator on a
simple Toeplitz subshift is always a Cantor set of Lebesgue measure zero. In fact we prove
a stronger statement: we introduce a new condition for subshifts that we call the lead-
ing sequence condition, and then we show that every locally constant SL(2,R)-cocycle
is uniform whenever our condition is satisfied. As a special case we infer uniformity of
the (modified) transfer matrix cocycle. We show that simple Toeplitz subshifts satisfy the
leading sequence condition. Combined with their aperiodicity, this yields the aforemen-
tioned Cantor spectrum. The notion of leading sequences and their usage in the study of
spectral properties stem from a collaboration with Rostislav Grigorchuk, Daniel Lenz and
Tatiana Nagnibeda.
On simple Toeplitz subshifts, Cantor spectrum was previously only known for Schrödinger
operators (obtained by Liu/Qu 2011 through an analysis of the trace map). Our gener-
alisation to Jacobi operators is particularly interesting since the latter are connected to
Laplacians on Schreier graphs of self-similar groups. This is briefly reviewed in the ap-
pendix.
As an aside we prove that Sturmian subshifts satisfy the leading sequence condition, too.
Our approach has therefore the additional advantage that it establishes uniformity of
cocycles for two disjoint classes of subshifts (namely simple Toeplitz and Sturmian) in a
unified way.
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Zusammenfassung
Die vorliegende Dissertation behandelt die Eigenschaften sogenannter simple Toeplitz
subshifts. Diese werden von Toeplitz-Wörtern erzeugt, die sich durch eine besonders ein-
fach Periodenstruktur auszeichnen. Die Arbeit behandelt vor allem die kombinatorischen
Eigenschaften dieser subshifts sowie die spektralen Eigenschaften von Jacobi-Operatoren,
die von den subshifts definiert werden.
Bei den kombinatorischen Eigenschaften konzentrieren wir uns auf die Komplexität, die
de-Bruijn-Graphen, die Palindromkomplexität, die Repetitivität und α-Repetitivität sowie
die Boshernitzan-Bedingung. Wir leiten explizite Formeln für die Komplexität, die Palin-
dromkomplexität und, bei genügend großer Wortlänge, für die Repetitivität her. Weiter-
hin geben wir eine detailliere Beschreibung der de-Bruijn-Graphen an. Wir charakterisie-
ren sowohl α-Repetitivität als auch, basierend auf einem Resultat von Liu und Qu, die
Boshernitzan-Bedingung für simple Toeplitz subshifts.
Die Behandlung des zweiten Themenbereiches beginnen wir mit einer Wiederholung der
Begriffe des Jacobi-Operators, seines Spektrums und der zugehörigen Transfermatrizen,
sowie einer auf Gordon zurückgehenden Methode zum Ausschließen von Eigenwerten.
Wir beweisen anschließend, dass Jacobi-Operatoren Hω für fast alle Elemente ω aus ei-
nem simple Toeplitz subshift leeres Punktspektrum haben. Dies verallgemeinert ein Resul-
tat von Grigorchuk, Lenz und Nagnibeda, welches nur einen einzelnen, speziellen simple
Toeplitz subshift behandelte. Das zweite wichtige Ergebnis dieses Themenbereiches ist der
Nachweis, dass das Spektrum von Jacobi-Operatoren auf simple Toeplitz subshifts stets
eine Cantor-Menge vom Lebesgue-Maß Null ist. Tatsächlich zeigen wir eine noch stärke-
re Aussage: Wir führen das neue Konzept der leading-sequence-Bedingung für subshifts
ein und weisen nach, dass jeder lokalkonstante SL(2,R)-Kozyklus gleichmäßig ist, wenn
der zugrundeliegende subshift diese Bedingung erfüllt. Insbesondere ist in diesem Fall
der Kozyklus der (modifizierten) Transfermatrizen gleichmäßig. Wir zeigen, dass simple
Toeplitz subshifts die leading-sequence-Bedingung erfüllen. Aufgrund ihrer Aperiodizität
erhalten wir dann die oben erwähnte Aussage zum Cantor-Spektrum. Der Begriff der lead-
ing sequence und seine Anwendung in der Untersuchung von spektralen Eigenschaften
sind im Rahmen einer Zusammenarbeit mit Rostislav Grigorchuk, Daniel Lenz und Tatiana
Nagnibeda entstanden.
Für simple Toeplitz subshifts war Cantor-Spektrum bisher nur für Schrödinger-Operatoren
nachgewiesen (was Liu und Qu 2011 durch eine Analyse der trace map gelang). Die hier
vorgestellte Verallgemeinerung auf den Fall von Jacobi-Operatoren ist vor allem dadurch
von Interesse, dass diese eng mit Laplace-Operatoren auf den Schreier-Graphen selbst-
ähnlicher Gruppen zusammenhängen. Dies wird im Anhang kurz erläutert.
Des Weiteren zeigen wir, dass auch Sturmsche subshifts die leading-sequence-Bedingung
erfüllen. Unser Vorgehen hat daher den zusätzlichen Vorteil, dass die Gleichmäßigkeit der
Kozyklen für zwei disjunkte Klassen von subshifts (nämlich simple Toeplitz und Sturm-
sche) auf eine einheitliche Weise nachgewiesen werden kann.
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„... dort eine andere, im grotesken Geschmack eingerichtete Grotte, wo zierli-
che Muscheln und weiße gewundene Schneckenhäuser, in geordneter Unord-
nung gefaßt, mit Stücken glänzenden Kristalls vermischt sind“
MIGUEL DE CERVANTES SAAVEDRA: Leben und Taten des scharfsinnigen Edlen
Don Quixote von la Mancha, Fünftes Buch, Neuntes Kapitel
„Vielleicht werden im Laufe solcher Untersuchungen heute noch für uns grund-
legende Begriffe und unumstößliche Gegensätze wie etwa der Gegensatz zwi-
schen vollständiger Zufälligkeit und determinierter Kausalität brüchig und hin-
fällig werden. Vielleicht werden wir auf diesem Wege zu einer Ebene von Er-
scheinungen vordringen, auf der jene Begriffe durch völlig andere ersetzt wer-
den müssen, welche die genannte gegenseitige Ausschließung (von Ordnung
und Zufall) nicht zulassen.“
STANISŁAW LEM: Essays, Teil III: Über außersinnliche Wahrnehmung (1974)
Chapter 1
Introduction
The main topic of this thesis are simple Toeplitz subshifts. These are sets of sequences of
symbols, with the important property that the sequences are not periodic but still highly
structured. Consequently their study belongs to the field of aperiodic order. From a phys-
ics point of view this also relates them to so-called quasicrystals. In addition simple Toep-
litz subshifts, as well as certain operators on them that we will consider, appear naturally
in the context of self-similar groups.
1.1 Organisation of this thesis and remarks on notation
The aim of this introduction is to provide a brief overview of the aforementioned topics.
We treat them roughly in the same order in which they will appear in the subsequent
chapters. We give some motivating background information and mention our main res-
ults. Necessarily the details and precise definitions have to be skipped here, so the reader
might want to reread the introductory section along with the corresponding main chapter
to relate the precise mathematical notions to the rough outline.
Throughout this thesis we use a black square  to denote the end of a proof and a black
diamond  to denote the end of an example or a remark. For the natural numbers we
write N = {1,2,3, . . . } andN0 = N∪{0 }, respectively. We use #A to denote the cardinality
of a set A, while Ac denotes its complement and A its closure. To emphasise that a union of
two sets A and B is disjoint, we write A ∪˙ B. For the most important mathematical notions,
the page that contains their definition can be found in the index at the end of this thesis
(page 103).
1.2 Symbolic dynamics and aperiodic order
In general, dynamical systems describe the time evolution of points in a space. Consider
for example a compact metric space X together with a homeomorphism f from X to itself
(compare [LM95, Definition 6.2.1]). The aim is to study various properties of the orbit
{ f k(x) : k ∊ Z } which a point x ∊ X traces when the homeomorphism is repeatedly
applied to it. However, many interesting phenomena can already be observed when we
simplify the setting and partition X into finitely many regions, each of which is assigned
a unique symbol. Let A := { a1, . . . ,aN } denote the set of all these symbols. Instead of
the precise orbit of a point we only record the symbol of the region for each iteration. In
this way a two-sided infinite “string of symbols” is generated. The study of the properties
of such strings is the contents of symbolic dynamics. Usually the symbols are referred to
as letters and strings of symbols are called words. If a collection Ω ⊆A Z of infinite words
satisfies some basic constrains, it is called a subshift.
Another field were subshifts play an important role is aperiodic order. To illustrate the phe-
nomena, we first consider the two-dimensional case (we mention the three-dimensional
1
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analogues briefly in Section 1.4). The only rotation symmetries that can occur in a periodic
tiling of R2 are twofold, threefold, fourfold or sixfold. This is known as crystallographic
restriction. Clearly it is also possible to “tile” the plane in a completely arbitrary, non-
periodic way. In his famous article from 1974 Penrose presented a “very ordered” tiling
of R2 which uses only four different shapes, but nevertheless exhibits a fivefold symmetry
([Pen74]). Hence it is non-periodic, but Penrose proved that it extends to the whole plane.
Since a one-dimensional tiling is just a two-sided infinite “list” of tiles, the representation
of each tile-type by a letter connects this special case to words and subshifts.
In the years following the discovery of Penrose, aperiodic order became the object of
thorough mathematical analysis (for example [dB81], [Bee82], [KN84] and many more).
Also earlier works about almost periodic functions (treated for instance in [Boh47]) were
reconsidered in the setting of subshifts. This concerns for instance a construction by Toep-
litz ([Toe28]) which was originally developed for real-valued functions, but was adapted
by Jacobs and Keane to the symbolic case ([JK69]). These so-called Toeplitz words are
the central objects of this thesis and will be presented in detail in the next section. How-
ever, the construction by Toeplitz, Jacobs and Keane is just one particular way to generate
words and subshifts which combine non-periodicity with a certain amount of order. Other
ways include so-called cut-and-project schemes or purely symbolic means such as substi-
tutions. In the first section of Chapter 2 various notions regarding words and subshifts
are made rigorous, including their definition from one-sided infinite or two-sided infinite
words.
The question of how ordered an aperiodic system is, already present in the earliest articles
in the field such as the seminal work by Morse and Hedlund [MH38], is still a central
topic today. The degree of order can for example be measured by counting the number
of different words of length L ∊ N in a subshift. This concept is known as complexity of
the subshift. A low complexity indicates that the system is very ordered (or, in a way,
“predictable”). For example is the number of words in a periodic element bounded by the
length of the period. Conversely, if the letter at every position is chosen at random, then
we should expect that all (#A )L possible words of length L occur, which yields a very
high complexity. In between these extremes there are the subshifts that are associated
with aperiodic order. By the famous Morse/Hedlund theorem ([MH38, Theorem 7.4],
see also Proposition A.4) the complexity of every non-periodic infinite word grows at
least like L + 1. In [MH40], Morse and Hedlund introduced the term Sturmian word for
an infinite word whose complexity is equal to L + 1. In the light of the Morse/Hedlund
theorem, Sturmian words can be considered as the most ordered among the non-periodic
words. That makes them a particular well-studied and relatively well-understood class of
examples. In this thesis, we consider different, also highly ordered subshifts which are
known as simple Toeplitz subshifts. Often, our results or methods have well-established
counterparts for the Sturmian case. In various places we will highlight the similarities
and differences between these two types of subshifts. In Appendix A we therefore give
a brief overview over Sturmian subshifts, focused on those results that are related to this
thesis.
1.3 Simple Toeplitz subshifts
Jacobs and Keane introduced Toeplitz words in [JK69] as a particular way to generate
two-sided infinite words, which in turn define subshifts. Toeplitz words are constructed
2
1.4. Quasicrystals and Schrödinger operators
via so-called “partial words”, that is, periodic words with some undetermined positions
(“holes”). The holes are then filled with other partial words. If no undetermined part
remains in the limit word ω ∊A Z, then every position ω( j) is repeated periodically, but
the period length depends on j:
∀ j ∊ Z ∃p ∊ N ∀m ∊ Z : ω( j) =ω( j +mp) .
The concept of Toeplitz words has been studied in numerous versions, for example as
words on N, Z or Zd , with either two or arbitrarily many letters (see for instance [KZ02],
[GKBY06], [QRWX10]). Often Toeplitz words serve as (counter-)examples, for instance
as minimal systems with several ergodic measures ([Oxt52], [Wil84]), as systems with
(almost) arbitrarily prescribed dynamical pure point spectrum ([DL96]) or, after a trans-
lation to cut-and-project schemes, for irregular model sets with zero entropy ([BJL16]).
In this thesis we consider so-called simple Toeplitz words in the definition of Liu and Qu
([LQ11]): for a finite alphabet A we construct a word ω ∊ A Z by the hole-filling pro-
cedure described above, but every partial words consists of the repetition of a single letter
and there is exactly one hole in every partial word. In the second section of Chapter 2,
we make this more precise and give two (equivalent) mathematical definitions of simple
Toeplitz subshifts. Moreover a number of examples and some basic properties like regu-
larity, minimality and ergodicity are discussed.
The construction of Toeplitz words from periodic partial words suggests that they are
highly ordered. In Chapter 3 we study combinatorial properties of simple Toeplitz sub-
shifts: the already mentioned complexity (which measures the number of words of a given
length), palindrome complexity (the same for palindromes of a given length), repetitivity
(which measures the maximal gap length between consecutive occurrences of words of a
given length) and the Boshernitzan condition (which gives a bound for the average gap
length). We prove that the complexity of an aperiodic simple Toeplitz subshift grows for
all sufficiently large L alternately like # fA and # fA − 1 (see Corollary 3.11), where fA
denotes the so-called eventual alphabet and has cardinality of at least two. Consequently
the class of simple Toeplitz subshifts is disjoint from Sturmian subshifts. However, the fact
that the complexity of simple Toeplitz subshifts is bounded by a linear function indicates
that they are (in terms of complexity) only marginally less ordered than Sturmian sys-
tems. Similar to the complexity, also the other aforementioned combinatorial quantities
measure different aspects of how much structure or randomness there is in the subshift.
Many more measures of order exist that are not treated in this thesis. Pattern complexity
for example counts arbitrary patterns of L letters instead of strings of L consecutive let-
ters. For aperiodic simple Toeplitz words with two letters it is known that they have the
minimal possible pattern complexity (so-called pattern Sturmian systems), see [GKBY06,
Lemma 2].
1.4 Quasicrystals and Schrödinger operators
The characteristic property of crystals is their periodicity at atomic level. Similar to the
two-dimensional case where only certain rotation symmetries are compatible with peri-
odicity, there are restrictions in the three-dimensional case as well (given by the so-called
point groups). In 1982 Shechtman conducted diffraction experiments which showed a
“forbidden” symmetry in an alloy of aluminium and manganese, while also showing the
sharp diffractions peaks that were associated with periodicity. After additional experi-
ments together with Blech, Gratias and Cahn, the discovery of this new type of material
3
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was published in 1984 ([SBGC84]). Shortly after, the name quasicrystal (from “quasiperi-
odic crystal”) was suggested ([LS84]). For his discovery, Schechtman was awarded the
Nobel prize in Chemistry in 2011. Very roughly speaking, the apparent violation of the
crystallographically allowed rotations has the same reason that allowed the Penrose tiling
to have five-fold symmetry in two dimensions: the arrangement of the atoms is non-
periodic, but nevertheless “very ordered”, which causes the sharp peaks in the diffraction
pattern.
Since the structure of quasicrystals contains both order and disorder, it is natural to ask
if their properties also “are in between” the properties of periodic materials (crystals)
and completely random (also: glassy) materials. Crystals for example tend to be good
electric conductors, while glassy material tend to be insulators. Mathematically these
properties are encoded in the spectrum of a Schrödinger operator. Focusing again on
the one-dimensional case, the idea is the following: we discretise the problem and let
ω ∊ A Z describe the arrangement of atoms or ions in the quasicrystal (or rather: in its
one-dimensional and two-sided infinite mathematical model). To each of its sites ω( j),
j ∊ Z, a potential is assigned which takes the values of ω around position i into account.
Mathematically, the potential acts as a multiplication operator on ℓ2(Z). The so-called
tight binding approximation of interaction of an electron with the atoms is given by the
sum of this potential and a discrete Laplacian. This sum is known as the Schrödinger
operator. Its spectrum encodes the allowed energies of the electron. The precise defini-
tions are presented in Chapter 4, Section 4.1 and 4.2. We even consider a situation that
is slightly more general than described above, where we allow different weights for the
off-diagonal terms of the operator. Such objects are known as Jacobi operators.
For the special case of a periodic word ω ∊A Z (which models a one-dimensional crystal)
if follows from Floquet/Bloch theory that the spectrum of a Schrödinger operator has
only an absolutely continuous part. For the converse case where each ω( j) is chosen
randomly (which models a one-dimensional glassy material) the spectrum has only a pure
point part. Note that these opposite characteristics of the spectrum correspond to the
opposite conductivity in crystals and glassy materials. Since quasicrystals show order
as well as disorder, one might expect that their spectrum “is in between” both extreme
cases. Indeed it can sometimes be shown that the randomness prevents the spectrum
from being absolutely continuous, while the order prevents it from being pure point. The
main techniques for this are reviewed in Section 4.2 and 4.3. In Section 4.4 we apply
these techniques to simple Toeplitz subshifts. We show that the spectrum is purely singular
continuous for almost all ω ∊ Ω with respect to the unique ergodic probability measure
on the subshift.
1.5 Cocycles, Cantor spectrum and leading sequences
An important tool to study the spectrum of a Schrödinger or Jacobi operator Hω are
transfer matrices, see Section 4.1. They describe solutions to the eigenvalue equation
Hωϕ = Eϕ with E ∊ R and ϕ : Z → R. More precisely, for every ω ∊ Ω and every j ∊ Z
they define a matrix product which determines ϕ( j), depending on ϕ(0), ϕ(1) and E ∊ R.
In Chapter 5 we study a generalisation of this concept to more arbitrary matrix products
associated to ω ∊ Ω and j ∊ Z which need not be related to the eigenvalue equation. This
generalisation is know as cocycles, see Section 5.1. More specifically we will consider
cocycles that depend locally constant onω. The central question will concern the asymp-
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totic exponential behaviour of the cocycle’s norm and whether or not this behaviour is
uniform with respect to ω.
While the question of uniform convergence of cocycles is interesting on its own, it is also
connected to the study of Schrödinger and Jacobi operators. For every minimal, uniquely
ergodic subshift it was shown in [Len02a, Theorem 3] that the spectrum of a Schrödinger
operator is given by
Σ= { E ∊ R : ΛME (E) = 0 } ∪˙ { E ∊ R : ME is not uniform } ,
where ME denotes the aforementioned transfer matrix cocycle and ΛME (E) ∊ R is a quant-
ity known as the Lyapunov exponent (related to the asymptotic exponential behaviour
of the cocycle’s norm). For aperiodic subshifts, Kotani theory ([Kot84]) implies that the
set of those E for which the Lyapunov exponent vanishes, has zero Lebesgue measure.
Moreover it follows in a rather general setting that the spectrum does not contain isolated
points ([Pas80, Theorem 4]). Thus we can infer from the uniformity of the transfer matrix
cocycle that the spectrum is a Cantor set of Lebesgue measures zero.
It is therefore of interest to find sufficient conditions for uniform convergence. For ex-
ample it was proved that a property called “positivity of weights” implies uniformity of
the transfer matrix cocycle ([Len02a, Theorem 2]) and even uniformity of every locally
constant SL(2,R)-cocycle ([Len04, Theorem 1]). Later it was shown that positivity of
weights can be replaced by the weaker Boshernitzan condition ([DL06a, Theorem 1]).
Demonstrating that this condition is satisfied has since become a standard approach to
prove Cantor spectrum (see for instance [DL06b, Theorem 4] for Sturmian subshifts).
However, for simple Toeplitz subshifts it is known that the Boshernitzan condition does
not hold in general ([LQ11]). From an analysis of the so-called trace map Liu and Qu
could nevertheless deduce uniformity of the transfer matrix cocycles of Schrödinger op-
erators.
In this thesis we introduce a different approach, which stems from a collaboration with
Tatiana Nagnibeda, Rostislav Grigorchuk and Daniel Lenz. In Section 5.2 we define the
leading sequence condition (LSC) for subshifts. It ensures the existence of finitely many
elements in the subshift which are “exhaustive” in terms of subwords around their origin
and “well-behaved” with respect to cocycles. We call these elements leading sequences. All
simple Toeplitz subshifts, but also all Sturmian subshifts, satisfy the leading sequence con-
dition, see Section 5.3. We prove in Section 5.4 that every locally constant cocycle over
(LSC)-subshift is uniform. This generalises the result of Liu and Qu from the Schrödinger
case to arbitrary cocycles. In particular we obtain Cantor spectrum for Jacobi operators.
An additional merit of our approach is that it provides a unified treatment of Sturmian
and simple Toeplitz subshifts.
1.6 Self-similar groups
As aperiodic systems, simple Toeplitz subshifts are of interest on their own. In addition
they may serve to some extend as models of one-dimensional quasicrystals. In this con-
text, Schrödinger and Jacobi operators appear rather naturally. Another reason to study
these subshifts and operators is a recently found connection to certain self-similar groups
([GLN18]).
Self-similar groups are groups of graph automorphisms which act on a regular tree in a
self-similar way. They are an important source of (counter-)examples. A self-similar group
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(Grigorchuk’s group, [Gri80]) was for instance the first example of a group with interme-
diate growth and also the first example of a group which is amenable but not elementary
amenable (see [Gri84]). More generally, a whole family of Grigorchuk’s groups can be
defined which is related to subshifts in various ways (see for instance [MB15] regarding
an embedding into the topological full group). For us, the similarity between simple Toep-
litz subshifts and the Schreier graphs of the groups will be crucial. Roughly speaking the
Schreier graphs encode the action of the group’s generators on the tree. The graphs can
be constructed inductively by a hole-filling procedure which is analogous to the construc-
tion of simple Toeplitz words. As a result, Laplacians on the Schreier graphs associated to
the members of Grigorchuk’s family of groups are unitarily equivalent to Jacobi operators
on certain simple Toeplitz subshifts ([GLN18, Proposition 4.1], [GLNS19, Theorem 7.1]).
While this is one of our main motivations to analyse the spectrum of Jacobi operators,
our study of these questions is solely based on word combinatorics and methods from
ergodic theory. Thus no knowledge about self-similar groups is required to follow our
exposition in this thesis. For the interested reader Appendix B nevertheless provides a
short introduction to self-similar groups and Schreier graphs.
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Chapter 2
Simple Toeplitz subshifts
This chapter presents the main objects of this thesis: simple Toeplitz subshifts. In Sec-
tion 2.1 we recall standard notation and essential facts about subshifts in general. The
second section serves as an introduction to simple Toeplitz subshifts. A first definition via
one-sided infinite words is given in Subsection 2.2.1. Afterwards, we present various ex-
amples. They will be used throughout the whole thesis as (counter-)examples to illustrate
the wide range of behaviour that simple Toeplitz subshifts exhibit. In Subsection 2.2.3 we
recall another, probably better known definition of the subshifts, which uses a hole-filling
procedure. This definition is a bit more involved, but has the advantage that it immedi-
ately yields a description of the subshift’s elements. Finally, we state (and in some cases
prove) several basic, well-know properties of simple Toeplitz subshifts in Subsection 2.2.4,
which are essential for later chapters.
2.1 Preliminaries on subshifts
As discussed in the introduction, the elements of a subshift are “infinite strings of symbols”.
Each symbol represents for example a region in the underlying space of a dynamical sys-
tem or a certain type of atoms in a quasicrystal. Moreover, a subshift reflects the fact that
shifting the orbit in a dynamical system or the origin of a quasicrystal “does not matter”.
In this section, we formulate these ideas mathematically. We focus on basic notions which
are important for our study of simple Toeplitz subshifts later on. For a more thorough
treatment, the reader is referred to standard texts such as [Que87], [LM95] or [Fog02]
and the references therein.
By A = { a1, . . . ,a#A } we denote a finite set, the so-called alphabet. Its elements are
called letters and they represent for example regions in space or different types of atoms.
We will always assume #A ≥ 2. A concatenation of (finitely or infinitely many) letters
is called a (finite or infinite) word. Formally, words are defined as maps from a (finite
or infinite) set into A . The elements in the subshifts that we consider will be two-sided
infinite words, that is, maps ω: Z→A . When we need to mark the origin of the word,
we denote it with a vertical bar between the non-positive and the positive positions:
. . . ω(−2)ω(−1)ω(0) |ω(1)ω(2) . . . .
Similarly, one-sided infinite words are given by a map p : N→A , while finite words are
defined as u: {1, . . . , L } → A for some L ∊ N0. In this case, we call L the length of the
word u and we write |u| = L. The word ε: ; →A of length zero is called the empty word.
A concatenation of two finite words u = u(1) . . . u(|u|) and v = v(1) . . . v(|v|) is denoted
by uv := u(1) . . . u(|u|) v(1) . . . v(|u|). Conversely the restriction of a (finite or infinite)
word ω to a subset of its positions is defined as ω|[ j, j+L−1] := ω( j) . . . ω( j + L − 1). In
other words, ω|[ j, j+L−1] denotes the finite word of length L in ω that starts at position j.
The set of all finite words that occur in ω is known as the language of ω. More precisely,
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we define
L (ω)L := {ω|[ j, j+L−1] : j ∊ Z }
as the set of all words of length L in ω ∊ A Z. The language of ω ∊ A Z is then given by
L (ω) := ∪L∊N0L (ω)L . Similarly we define the language ofω ∊A N. Note that the empty
word is an element of every language.
We now have amathematical way to represent an orbit in a dynamical system or tomodel a
quasiperiodic arrangement of atoms. However, we might want to compare different orbits
or approximate the quasicrystal by suitable periodic arrangements. Thus, we introduce a
topology to obtain notions of closeness and convergence of words: we equipA with the
discrete topology and A Z with the resulting product topology. The sets C j(u) := {ω ∊
A Z :ω|[ j, j+|u|−1] = u } of those words, in which a given finite word u appears at position
j, are called cylinder sets and form a base of open sets of the topology. The topological
space A Z is metrisable and a metric is for example given by
d(ω1,ω2) :=
∞∑
j=−∞
δ(ω1( j),ω2( j))
2| j|
, with δ(a1,a2) :=
¨
0 if a1 = a2
1 if a1 6= a2
,
for two-sided infinite words ω1, ω2 ∊ A Z and letters a1,a2 ∊ A . In this topology, two
words ω, ̺ ∊ A Z are “close” if and only if they agree on a large interval around the
origin. In particular we note that a sequence (ωk) converges to ω if, for every interval,
there exists a number k0 such that ωk agrees with ω on this interval for all k ≥ k0.
Remark 2.1. It is easy to see thatA Z with this topology is a Cantor set: the finite union
of all cylinder sets of a fixed word length and a fixed position j ∊ Z covers A Z, so every
cylinder set is clopen. Let ω 6= ̺ ∊ A Z be two distinct elements. Then there exists a
cylinder set C j(u) that containsω but not ̺, andA Z = C j(u)∪˙C j(u)c is a partition ofA Z
with open sets that separateω and ̺. HenceA Z is totally disconnected. Moreover, every
finite word can be extended by all elements inA . Therefore, no cylinder set contains just
one element, that is, there are no isolated points inA Z. Finally, note thatA Z is compact
as a product of finite (hence compact) sets. 
The above gives a proper mathematical meaning to the notion of “strings of symbols”.
Another important property is that the set of all words is invariant under movements of
the origin. First, we formalise the notion of “movement”:
Definition 2.2. The map T : A Z → A Z, defined by (Tω)( j) := ω( j + 1), is called the
shift (or more precisely: the left shift) onA Z.
Since T is bijective and maps cylinder sets to cylinder sets, it is a homeomorphism onA Z.
Thus, (A Z, T ) is a topological dynamical system. For ω ∊ A Z, the set { T jω : j ∊ Z } is
called the orbit of ω. Clearly, every orbit is invariant under the shift. We are particularly
interested in sets that combine invariance and closedness:
Definition 2.3. A closed subset Ω ⊆A Z which is T -invariant, is called a subshift.
As for infinite words, we let L (Ω)L := ∪ω∊ΩL (ω)L denote the set of all words of length L
in the subshift. Moreover, we define the language of a subshift L (Ω) := ∪ω∊ΩL (ω) as the
set of all finite words that occur in the subshift. The subshifts that we encounter will be
defined in two different ways. First of all, a subshift can be defined as the orbit closure of
a two-sided infinite word:
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Definition 2.4. The subshift associated to ω ∊A Z is defined as Ω(ω) := { T jω : j ∊ Z }.
By definition, Ω(ω) is a closed set. To see that Ω(ω) is T -invariant, note that T is continu-
ous and that every ̺ ∊ Ω(ω) can be expressed as ̺ = limk→∞ T
jkω for some sequence
( jk). Thus T̺ = T (limk→∞ T
jkω) = limk→∞ T
jk+1ω is indeed an element of Ω(ω). Al-
ternatively, a subshift can be defined from a one-sided infinite word through its language:
Definition 2.5. The subshift associated to p ∊ A N is defined as Ω(p) := {ω ∊ A Z :
L (ω) ⊆ L (p) }.
The shift-invariance of Ω(p) is clear, since shifted elements have the same language. To
see that Ω(p) is closed, let (ωk) be a sequence in Ω(p) and let ̺ = limk→∞ωk. For every
word u = ̺|[ j, j+|u|−1] in ̺, we have ̺|[ j, j+|u|−1] =ωk|[ j, j+|u|−1] for all sufficiently large k,
and thus u ∊L (ωk) ⊆L (p).
We conclude this section with the definition of three important properties of subshifts:
first of all, we say that an element ω ∊ Ω is periodic if there exists a number P ∊ N with
T Pω = ω. A subshift is called aperiodic if none of its elements is periodic. Secondly, a
subshift is called minimal if the orbit of every ω ∊ Ω is dense in Ω. Thirdly, a subshift is
called uniquely ergodic if there exists a unique T -invariant Borel probability measure on
Ω. Usually the subshifts we consider will be aperiodic, minimal and uniquely ergodic.
2.2 Simple Toeplitz subshifts
We now turn towards the special class of subshifts that are known as simple Toeplitz
subshifts. Since several later chapters are devoted to their study, we discuss their definition
in great detail and present numerous examples. However, before we start we briefly recall
the principle on which Toeplitz words and Toeplitz subshifts rely in general. As examples
of aperiodic order, Toeplitz words combine non-randomness and non-periodicity. The
particular method that is used to obtain this combination goes back to Toeplitz, Jacobs
and Keane. The main idea is that the value of every position is repeated periodically, but
different positions may have different periods. More precisely, a word ω ∊A Z is called a
Toeplitz word if the following holds:
∀ j ∊ Z ∃p ∊ N ∀m ∊ Z : ω( j) =ω( j +mp) . (2.1)
According to Definition 2.4 we can associate a subshift Ω(ω) to a Toeplitz word, which is
then called a Toeplitz subshift.
One way to construct a Toeplitz word is to start with a word that has some yet undeter-
mined positions, the so-called holes. The word, including the holes, is chosen to be peri-
odic. The holes are then filled with the letters of another periodic word with holes and the
positions that are still undetermined after that, are filled with the letters of yet another
periodic word with holes, and so on. For the special case of simple Toeplitz words, this
procedure is explained in detail in Subsection 2.2.3.
2.2.1 Definition of simple Toeplitz subshifts via subwords of p(∞)
Now we define the special case of a simple Toeplitz subshift, which is characterised by two
sequences: let (ak) ∊ A N0 be a sequence of letters and (nk) ∊ (N \ {1})N0 be a sequence
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of period lengths that are greater or equal to two. These sequences are called the coding
sequences of the subshift. From the coding sequences, we define recursively a sequence
(p(k)) of finite words by
p(−1) := ε and p(k+1) := p(k) ak+1 p
(k) ak+1 p
(k) ak+1 . . . p
(k) , (2.2)
with nk+1-many p
(k)-blocks and (nk+1 − 1)-many ak+1’s. We focus on aperiodic subshifts
and we will see that in this case, (ak)must not be eventually constant (Proposition 2.29).
Therefore, and since consecutive occurrences of the same letter can be expressed as a
single occurrence if nk is increased accordingly, we always assume ak+1 6= ak. As we will
see in Equation (2.3), every element of the subshift can be decomposed into single letters
and “blocks of letters”, which are precisely the words p(k). Since in addition all p(k) are
palindromes (see Example 3.19), we refer to them as p(k)-blocks or palindromic blocks.
Their length is given by a simple recursion:
Proposition 2.6. For all k ≥ −1, we have |p(k+1)|+ 1= nk+1(|p(k)|+ 1). In particular this
yields |p(k+1)|+ 1=
∏k+1
j=0 n j .
Note that p(k) is a prefix of p(k+1) for every k (it is also a suffix of p(k+1), which we will
use later). After extending the finite words p(k) arbitrarily to one-sided infinite words, the
sequence will therefore converge inA N. We denote the limit by p(∞) ∊A N.
Definition 2.7. The subshift Ω(p(∞)), defined according to Definition 2.5 by p(∞) :=
limk→∞ p
(k), is called the simple Toeplitz subshift with coding sequences (ak) and (nk).
Remark 2.8. It is not obvious that a simple Toeplitz subshift is actually a Toeplitz subshift
in the sense of Equation (2.1). In Subsection 2.2.3 we will see an alternative definition
of simple Toeplitz subshifts via hole-filling, which is more involved, but highlights the
Toeplitz character of the subshift. 
The properties of a simple Toeplitz subshift depend on its coding sequences. Similar to
[LQ11], we introduce the following notions to describe (ak) in more detail: the set of all
letters which appear at position k or later in the coding sequence, is denoted by Ak :=
{ a j : j ≥ k }. The set of letters which appear infinitely often is denoted by fA := ∩k≥0Ak
and called the eventual alphabet or the set of recurrent letters. Since A is finite, there
exists a number eK with ak ∊ fA andAk = fA for all k ≥ eK .
Example 2.9 (leading words). To conclude this subsection, we describe particular ele-
ments of simple Toeplitz subshifts, which we call the leading words. For every ea ∊ fA , the
leading word ω(ea) is defined as the two-sided limit
ω(ea) := lim
k→∞
p(k) ea | p(k) ∊A Z .
To define this limit, we use that p(k) is a suffix as well as prefix of p(k+1) for every k. To
proveω(ea) ∊ Ω(p(∞)), it remains to show that, for arbitrary k, all finite words in p(k) ea p(k)
occur in p(∞) as well: because of ea ∊ fA , there exists a number l > k with al = ea. And
since p(∞) contains p(l) = p(l−1) al p
(l−1) . . . p(l−1) and since p(l−1) begins and ends with
p(k), all subwords of p(k) ea p(k) occur in p(∞). 
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Remark 2.10. As the name suggests, the leading words determine important properties
of the subshift. Roughly speaking, this is possible because every finite word occurs close
to the origin of a leading word. Moreover they have certain symmetries and “enough
structure” to prevent exponential decay of the norm of certain matrix products as we go
to plus/minus infinity in ω(ea). Later we will generalise the notion of leading words to the
much broader class of so-called (LSC)-subshifts (Definition 5.13). 
2.2.2 Examples of simple Toeplitz subshifts
To illustrate the notion of simple Toeplitz subshifts, we now discuss a number of examples.
Throughout the whole thesis we will come back to them to demonstrate the concepts we
encounter. Our first example is the well-known period doubling subshift:
Example 2.11 (period doubling). Consider the alphabet A = { a, b }, the alternating
sequence (ak) = (a, b,a, b, . . .) and the constant sequence (nk) = (2,2,2, . . .). This yields
the blocks
p(0) = an0−10 = a
p(1) = p(0) a1 p
(0) = a b a
p(2) = p(1) a2 p
(1) = a b a a a b a
p(3) = p(2) a3 p
(2) = a b a a a b a b a b a a a b a
...
In a way, this defines the simplest of the aperiodic simple Toeplitz subshifts: by defini-
tion, nk has to be at least two for every k. For aperiodicity we need an alphabet with at
least two letters, as well as a sequence (ak) which is not eventually constant (see Pro-
position 2.29). For a two-letter alphabet { a, b } our assumption ak 6= ak+1 enforces an
alternating sequence of a’s and b’s. 
Remark 2.12. Alternatively, the subshift above can be defined by the period doubling
substitution σpd : a 7→ a b , b 7→ a a. For details on substitution systems the reader is
referred to [Fog02] or [BG13, Chapter 4]. Here we only prove that the two subshifts,
defined by the one-sided infinite words p(∞) and limk→∞σ
k
pd(a), are actually equal. First
note that σkpd(a) and σ
k
pd(b) differ exactly in the last letter, which can easily be shown by
induction. The claim now follows from a second induction, which shows that p(k) ak+1
and σk+1pd (a) are equal: for k = 0, this is obvious. Now assume that p
(k) ak+1 = σ
k+1
pd (a)
holds for some k. By changing the last letter on both sides, we obtain p(k) ak+2 = σ
k+1
pd (b),
where we used that the sequence (ak) alternates between a and b. This yields
p(k+1) ak+2 = p
(k) ak+1 p
(k) ak+2 = σ
k+1
pd (a)σ
k+1
pd (b) = σ
k+2
pd (a) . 
As mentioned in the introduction, certain simple Toeplitz subshifts are related to self-
similar groups. In particular it turns out that the subshift that is defined in the next
example is connected to Grigorchuk’s group ([Gri80], for the connection see [GLN18]).
Thus we call it the Grigorchuk subshift, which is, however, not standard terminology. Here
we only define the subshift. Some information on its connection to Grigorchuk’s group
can be found in Appendix B.
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Example 2.13 (Grigorchuk subshift). Consider the alphabet A = { a, b, c, d }. The sub-
shift is defined by (ak)k∊N0 = (a, b, c, d , b, c, d , . . .), which is three-periodic from a1 on,
and the constant sequence (nk)k∊N0 = (2,2,2, . . .). In particular, we have fA = { b, c, d }
and Ak = fA for all k ≥ 1. Moreover, the length of the p(k)-blocks is given by |p(k)| =
2k+1− 1. 
Remark 2.14. Just as the period doubling subshift (see Remark 2.12), the Grigorchuk
subshift can also be defined by a substitution. It is given by
σGrig : a 7→ a b a , b 7→ c , c 7→ d , d 7→ b .
In fact, the same substitution appears in the description of Grigorchuk’s group ([Lys85]).
The associated subshift and its properties are discussed in [GLN18, Section 2]. In par-
ticular, it is shown that the subshift is defined by the same word p(∞) ∊ A N as in our
definition above. Hence the subshift is indeed the Grigorchuk subshift. Alternatively, it
can also be defined by the primitive substitution
eσGrig : a 7→ a b , b 7→ a c , c 7→ a d , d 7→ a b ,
which is due to Fabien Durand. For details see [GLN18, Subsection 2.5], where also the
equality of both substitution subshifts is proved. 
In generalisation of the aforementioned group, there is a whole family of Grigorchuk’s
groups ([Gri84], see also Definition B.3 in the appendix). The subshifts associated to
these groups are discussed next. We call them generalised Grigorchuk subshifts, which is
not standard terminology either.
Example 2.15 (generalised Grigorchuk subshift). Consider the alphabetA = { a, b, c, d }
and the constant sequence (nk) = (2,2,2, . . .). The subshift is determined by a sequence
(bk) ∊A N0 of letters with b0 = a and bk ∊ { b, c, d } for k ≥ 1. Here bk = bk+1 is allowed.
For bk 6= bk+1 = . . . = bk+l 6= bk+l+1, we can replace the repetitions of bk+1 by a single
letter am with period length nm = 2
l since
p(k+l) = p(k+l−1)bk+lp
(k+l−1)
= p(k+l−2) bk+l−1 p
(k+l−2) bk+l p
(k+l−2) bk+l−1 p
(k+l−2)
= p(k) bk+1 p
(k) . . . . . . . . . p(k) bk+1 p
(k)
holds with 2l-many p(k)-blocks. Hence, a generalised Grigorchuk subshift is a simple
Toeplitz subshift with A = { a, b, c, d }, a0 = a and ak ∊ { b, c, d } for k ≥ 1, where nk has
the form nk = 2
lk with lk ∊ N. Consequently, the block length is given by
|p(k)|+ 1= (|p(k−1)|+ 1) · 2lk = . . . = 2l0+l1+...+lk .
When we restrict ourself to subshifts with # fA ≥ 2, there are two possibilities: in the case
# fA = 3 we have fA = { b, c, d } and Ak = fA for all k ≥ 1. In the case # fA = 2, one
of the letters b, c, d appears in (ak) only finitely many times (possibly zero times) and
consequently (ak) alternates between the two remaining letters for all sufficiently large
k. 
Remark 2.16. Our notion of generalised Grigorchuk subshifts includes the so-called l-
Grigorchuk subshifts that were studied in [DKM+17]. They are given byA = { a, b, c, d },
(ak) = (a, b, c, d , b, c, d , . . .) and (nk) = (2,2
l1 , 2l2, 2l3 . . .) with lk ∊ N. 
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Finally, we include an example from [LQ11]. It will serve as our main counterexample for
notions related to repetitivity in general and the Boshernitzan condition (B) in particular
(see Section 3.3 and 3.4). This is also its original context in [LQ11] and the reason that
we call it the non-(B) example.
Example 2.17 (non-(B) example, [LQ11, Section 4]). ConsiderA = { a, b, c, d } and the
constant sequence (nk) = (2,2,2, . . .). The second coding sequence is given by
(ak) = ( a, b︸︷︷︸
2 letters
, c,a, b,a, b︸ ︷︷ ︸
4 letters
, d , . . . , c,a, b, . . . ,a, b︸ ︷︷ ︸
4l letters
, d ,a, b, . . . ,a, b︸ ︷︷ ︸
4l+2 letters
, c, . . .) ,
where increasing blocks of a’s and b’s are separated alternately by c and d . Obviously
Ak =A = fA holds for all k ∊ N0. Moreover, we have once again |p(k)|= 2k+1− 1. 
2.2.3 Definition of simple Toeplitz subshifts via hole-filling
Now we discuss an alternative definition of simple Toeplitz subshifts, which was used
for example in [LQ11]. It is more involved than the one given in Subsection 2.2.1, but
shows more explicitly the structure of the subshift’s elements. The main idea is to consider
periodic words with “holes”, fill these holes successively with other periodic words with
holes, and take the limit. More precisely, let ? A denote an additional letter (the “hole”).
The positions of the holes in a two-sided infinite word ω are called the undetermined part
of ω and are denoted by Uω := { j ∊ Z : ω( j) =?}. As earlier, we have the sequences
(ak) ∊ A N0 , with ak 6= ak+1, and (nk) ∊ (N \ {1})N0 . In addition, we now define a third
coding sequence (rk)k∊N0 of integers with 0≤ rk < nk, which encodes the positions of the
holes. From these sequences we define the periodic words
(ank−1k ?)
∞ := . . . ak . . . ak ? ak . . . ak︸ ︷︷ ︸
nk−1 times
?ak . . . ak ? . . . ∊ (A ∪˙ {?})Z ,
with period length nk and undetermined part nkZ+ rk. Following [LQ11], we define the
filling of the holes in the following way:
Definition 2.18. Let ̺1 ∊ (A ∪˙ {?})Z be periodic with period n and undetermined part
nZ+ r. Inserting the letters of ̺2 ∊ (A ∪˙{?})Z into the holes of ̺1 yields a word ̺1 ⊳̺2,
which is defined by
(̺1 ⊳ ̺2)( j) :=
¨
̺1( j) for j  nZ+ r
̺2(
j−r
n ) for j ∊ nZ+ r
.
In other words, we insert the letter ̺2(0) into the first hole at a non-negative position in
̺1, we insert ̺2(1) into the second hole at a non-negative position in ̺1, and so on, and
similarly for the negative direction as well.
This procedure is now applied to (ank−1k ?)
∞: first, we fill the holes of (an0−10 ?)
∞ with the
letters from (an1−11 ?)
∞. The result is another periodic word with holes, which are then
filled with the letters from (an2−12 ?)
∞. This defines a sequence (ωk)k∊N0 of two-sided
infinite words, given by
ωk := (a
n0−1
0 ?)
∞ ⊳ (an1−11 ?)
∞ ⊳ (an2−12 ?)
∞ ⊳ . . . ⊳ (ank−1k ?)
∞ .
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Proposition 2.19. The word ωk is periodic with period length |p(k)|+1=
∏k
l=0 nl and has
undetermined part Uk = (n0 · . . . · nk)Z+ [r0 +
∑k
j=1 r j · n0 · . . . · n j−1] . The period of ωk is
the finite word p(k) ?. In particular, there is exactly one undetermined position per period.
Proof. We prove the formula for the undetermined part and show that the period length
of ωk is |p(k)| + 1. This implies that there is exactly one hole per period, since Uk and
ωk have the same period length. We proceed by induction: for ω0 = (a
n0−1
0 ?)
∞ the
statements are true by definition. Now assume that the statements holds for ωk and
recall that (ank+1−1k+1 ?)
∞ has undetermined part nk+1Z + rk+1. Thus, the undetermined
part of ωk+1 =ωk ⊳ (a
nk+1−1
k+1 ?)
∞ is given by
n0 · . . . · nk ·
 
nk+1Z+ rk+1

+

r0 +
k∑
j=1
r j · n0 · . . . · n j−1

=
 
n0 · . . . · nk+1

Z+

r0 +
k+1∑
j=1
r jn0 · . . . · n j−1

.
Clearly, the period length of ωk+1 is at least as large as the distance between two un-
determined positions, which is
∏k+1
l=0 nl . Moreover, we obtainedωk+1 by inserting a word
with period length nk+1 into a word with period length
∏k
l=1 nl and exactly one hole
per period. Thus, the period length of ωk+1 is at most nk+1 ·
∏k
l=1 nl , which finishes the
first part of the proof. Finally, it is easy to see that the period of ωk and the word p
(k) ?
satisfy the same recurrence relation, see Equation (2.2), with the same initial words for
k = 0. 
For every position j ∊ Z, the letterωk( j) is eventually constant as k tends to infinity. Thus
the limit ω∞ := limk→∞ωk exists in (A ∪{?})Z. Since (Uk) is a decreasing sequence of
sets and the period length tends to infinity, the undetermined part U∞ := ∩k≥0Uk of ω∞
is either empty or a single position. In resemblance to [LQ11], we define the following
notions:
Definition 2.20. In the case U∞ = ;, we call ω∞ a normal Toeplitz word. In the case
U∞ 6= ;, we insert an arbitrary letter ea ∊ fA into the undetermined position U∞. The
resulting word ω(ea)∞ is called an extended Toeplitz word. A word is called a simple Toeplitz
word if it is either a normal Toeplitz word or an extended Toeplitz word. The orbit closure
Ω(ω) := { T jω : j ∊ Z } of a simple Toeplitz word ω is called a simple Toeplitz subshift.
We will show in Proposition 2.26 that the two definitions of a simple Toeplitz subshift
(Definition 2.7 and Definition 2.20) really agree.
Remark 2.21. In general, an extended Toeplitz word is not actually a Toeplitz word in
the sense of Equation (2.1), since there is no period for the position U∞. However, since
the general definition of Toeplitz words will not play any role in this thesis, no confusion
should arise from this inconsistency.
The reader is also warned that there are many different notions of simple Toeplitz words
in the literature. For example in [LQ11], where our definitions are essentially taken from,
simple Toeplitz words must not be periodic. We have omitted this requirement to keep
the notion consistent with Definition 2.7. This will have no practical consequences since,
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from the next chapter on, we will only deal with aperiodic simple Toeplitz subshifts. Other
authors use the term only for Toeplitz words in the sense of Equation (2.1) (see for ex-
ample [KZ02]), only for words with two letters ([DLQ15]), for words over N ([GKBY06])
or for words over Zd ([QRWX10]). 
Next we discuss some examples to illustrate the hole-filling procedure and the structure
of simple Toeplitz words. For the first example, recall our notions of leading words (Ex-
ample 2.9) and of the Grigorchuk subshift (Example 2.13).
Example 2.22 (leading words in the Grigorchuk subshift). We consider the coding se-
quences (ak) = (a, b, c, d , . . .), (nk) = (2,2,2, . . .) and (rk) = (0,0,0, . . .). They define the
sequence (ωk), whose first elements are shown below. Recall that the origin is denoted
by a bar between the positions 0 and 1.
ω0 = . . . a ? a ? a ? a ? a ? a ? a ? a ? a ? | a ? a ? a ? a ? a ? a ? a ? a ? a ? a ? a ?
ω1 = . . . a ? a b a ? a b a ? a b a ? a b a ? | a b a ? a b a ? a b a ? a b a ? a b a ? a b
ω2 = . . . a ? a b a c a b a ? a b a c a b a ? | a b a c a b a ? a b a c a b a ? a b a c a b
ω3 = . . . a ? a b a c a b a d a b a c a b a ? | a b a c a b a d a b a c a b a ? a b a c a b
By Proposition 2.19 allωk have the formωk = . . . p
(k) ? | p(k) . . . since their undetermined
part is given by Uk = 2
k+1Z. Thus, the sequence (ωk) converges to ω∞ = p
(∞) ? | p(∞).
When the remaining hole is filled with a letter ea ∊ fA , the resulting element ω(ea)∞ =
p(∞) ea | p(∞) is precisely one of the leading words of the Grigorchuk subshift. Note how-
ever that we have not yet shown that this subshift, defined as the orbit closure, is really
the same as the Grigorchuk subshift defined from the language in Example 2.13. 
Example 2.23 (alternating word in the Grigorchuk subshift). For the same sequences (ak)
and (nk) as in the previous example, we now consider (rk) = (0,1,0,1 . . .). The holes are
filled alternately left and right of the origin, as illustrated by the first ωk below. Thus, we
call this element an alternating word.
ω0 = . . . a ? a ? a ? a ? a ? a ? a ? a ? a ? | a ? a ? a ? a ? a ? a ? a ? a ? a ? a ? a ? . . .
ω1 = . . . a b a ? a b a ? a b a ? a b a ? a b | a ? a b a ? a b a ? a b a ? a b a ? a b a ? . . .
ω2 = . . . a b a c a b a ? a b a c a b a ? a b | a c a b a ? a b a c a b a ? a b a c a b a ? . . .
ω3 = . . . a b a c a b a ? a b a c a b a d a b | a c a b a ? a b a c a b a d a b a c a b a ? . . .
For every k there is a p(k)-block that contains the origin. Asymptotically, the origin is
placed alternately at one third and at two thirds of the block, as a short computation
shows: by Proposition 2.19, the undetermined part of ωk, with k = 2l or k = 2l − 1, is
given by
2k+1Z+

0+
k∑
j=1
( j mod 2) · 2 j

= 2k+1Z+ 2[40 + 41 + . . .+ 4l−1]
= 2k+1Z+
¨
2
3 (2
k+1− 1) for k = 2l − 1
1
3 (2
k+1− 2) for k = 2l . 
Remark 2.24. Alternating words and leading words have in some sense opposite hole-
filling patterns. We will see in Example 4.11 and Example 4.17 that they also show op-
posite behaviour regarding the occurrence of squares of words. 
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2.2.4 Basic properties of simple Toeplitz subshifts
In the previous subsections we gave two definitions of simple Toeplitz subshifts. Now we
show that they really define the same object. Before we do so, recall that Definition 2.20
describes a simple Toeplitz subshift as the orbit closure of a simple Toeplitz word. This
raises the natural question whether taking the closure introduces an element in the sub-
shift that is not a simple Toeplitz word itself. In [LQ11] it was shown that this is not the
case:
Proposition 2.25 ([LQ11, Proposition 2.4]). Let ω be a simple Toeplitz word with coding
sequences (ak), (nk) and (rk) and let Ω(ω) be the associated simple Toeplitz subshift. Then
every element eω ∊ Ω(ω) is a simple Toeplitz word with coding sequences (ak), (nk) and (erk).
In particular, there exists a sequence (p(k))k of finite words such that every eω ∊ Ω(ω) can
be written as eω= . . . p(k) ⋆ p(k) ⋆ p(k) ⋆ p(k) . . . (2.3)
for every k ∊ N0. Here, the words p
(k) are defined as in Equation (2.2) and each ⋆ denotes
a position that is filled with one of the elements of Ak+1 = { a j : j ≥ k + 1 }. This
decomposition yields the equivalence of our two definitions of simple Toeplitz subshifts:
Proposition 2.26. Let (ak), (nk) and (rk) be coding sequences that define the palindromic
blocks p(k) and the simple Toeplitz wordω. LetΩ(p(∞)) andΩ(ω) be the associated subshifts,
given by Definition 2.7 and 2.20 respectively. Then Ω(p(∞)) = Ω(ω) holds.
Proof. First we show the inclusion Ω(p(∞)) ⊆ Ω(ω): let ̺ ∊ Ω(p(∞)) and J ∊ N. By
definition, the word ̺|[−J , J] occurs in p(∞) and thus in p(k) for every sufficiently large
k. Because of the decomposition ω = . . . ⋆ p(k) ⋆ p(k) ⋆ . . . (see Equation (2.3)), there
exists a number kJ ∊ Z with T
kJω|[−J , J] = ̺|[−J , J]. Hence there is a sequence (kJ ) with
̺ = limJ→∞ T
kJω, which implies ̺ ∊ Ω(ω).
For the converse inclusion, we first consider the case that ω is a normal Toeplitz word.
Recall that the periodic words ωk tend to ω as k tends to infinity. Since ω is normal, for
every J ∊ N there exists a number kJ ∊ N such that all positions inω|[−J , J] are determined
in ωkJ . Thus, ω|[−J , J] is contained in p(kJ ), which is a subword of p(∞). This yields
ω ∊ Ω(p(∞)). Now consider the second case that ω =ω(ea) is an extended Toeplitz word.
Then, for every sufficiently large J there is a number kJ with akJ = ea such that ω|[−J , J] is
contained in p(kJ−1) ea p(kJ−1). Since the latter is contained in p(kJ ) and hence in p(∞), we
again obtain ω ∊ Ω(p(∞)). 
Note that p(∞) depends only on the coding sequences (ak) and (nk), but not on (rk).
Consequently, a simple Toeplitz subshift does not depend on (rk) either:
Corollary 2.27. If two simple Toeplitz wordsω, eω have the coding sequences (ak), (nk), (rk)
and (ak), (nk), (erk) respectively, then Ω(ω) = Ω( eω) holds.
Remark 2.28. The sequence (rk) describes where the origin is mapped in each step of the
hole-filling procedure. Another way to think about this result is therefore that changing rk
shifts the word, which still yields the same orbit closure. Moreover, note that the corollary
above is essentially the converse of Proposition 2.25. By different arguments, it was also
obtained in [LQ11, Proposition 2.3]. 
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Finally, we comment on the three important properties that we mentioned at the end of
Section 2.1: aperiodicity, minimality and unique ergodicity. As indicated earlier, a coding
sequence (ak) which is not eventually constant is equivalent to aperiodicity:
Proposition 2.29. A simple Toeplitz subshift Ω is aperiodic if and only if # fA ≥ 2 holds.
Proof. First we assume that Ak = { ea } holds for all sufficiently large k. According to
Equation (2.3) everyω ∊ Ω can be written as . . . p(k) ⋆ p(k) ⋆ p(k) . . ., with ⋆ ∊Ak+1 = { ea }.
Thus, every ω ∊ Ω is periodic.
To prove the converse, we use a similar idea as in the proof of [QRWX10, Proposition 6.2]:
assume that there exists a periodic element ω ∊ Ω with period length r. Choose k0 ∊ N
large enough such that r < |p(k0)| + 1 holds. Note that for every k, the word p(k) =
p(k−1) ak p
(k−1) is contained in ω. Moreover, p(k) is a prefix of p(k+1) for every k. Thus,
all words ak p
(k0) with k ≥ k0 + 1 are contained in ω. Now r-periodicity of ω yields
ak = p
(k0)(r) for all k ≥ k0 + 1 and thus # fA = 1. 
Before we discuss minimality and unique ergodicity, we introduce one more notion: recall
that a (not necessarily simple) Toeplitz word ω can be defined as the limit of periodic
words ωk by a hole-filling procedure. Assume that every position gets eventually filled
in this process, that is, for every j ∊ Z there exists a number k ∊ N with ωk( j) ∊ A . If
additionally
number of undetermined positions in ωk per period
length of the period of ωk
k→∞−−−→ 0
holds, then the Toeplitz word is called regular. The subshift associated to a regular Toeplitz
word is always minimal and uniquely ergodic. For Toeplitz words over two letters, this
was shown in [JK69, corollary to Theorem 5]. For Toeplitz words over arbitrary finite
alphabets, see for example [Dow05, Theorem 13.1]. An explicitly constructed example of
an irregular Toeplitz word can for instance be found in [KKL19, Example 4.2]. However,
all Toeplitz words that we consider in this thesis will be regular.
Example 2.30. By definition, every position in a normal Toeplitz word is filled eventually.
Moreover, we have seen in Proposition 2.19 that there is exactly one hole per period and
that the period length tends to infinity. Thus, every normal Toeplitz word is regular. 
Corollary 2.31 ([LQ11, Corollary 2.1]). Every simple Toeplitz subshift is minimal and
uniquely ergodic.
Proof. Clearly, a simple Toeplitz subshift Ω(ω) associated to a normal Toeplitz word ω is
minimal and uniquely ergodic. If ω is an extended Toeplitz word, then we change the
coding sequence (rk) into a sequence (erk), such that the modified simple Toeplitz word eω
is normal. This can always be done, since every sequence (erk) that is not eventually equal
to 0 or eventually equal to nk − 1, yields a normal Toeplitz word. Since ω and eω define
the same subshift, this finishes the proof. 
We conclude this chapter with some comments on the relation between simple Toeplitz
words and self-similar groups. Roughly speaking, it is the hole-filling procedure that links
the two concepts. To be a bit more precise, a self-similar group defines a so-called Schreier
17
2. Subshifts
graph. This graph can be constructed by a hole-filling process similar to the one for simple
Toeplitz words. This yields a connection between Laplacians on these graphs and Jacobi
operators on simple Toeplitz words. More details on self-similar groups, Schreier graphs
and their relation to subshifts can be found in Appendix B. The interested reader is en-
couraged to pause here and read or skim the appendix for motivating background in-
formation. For instance, the connection between the (generalised) Grigorchuk subshift
and self-similar groups highlights why the coding sequences were chosen as they were.
However, it should be stressed that the content of Appendix B is purely supplementary
and not necessary for out treatment of simple Toeplitz subshifts. The reader can just as
well proceed with Chapter 3, 4 and 5 and postpone the reading of Appendix B or skip it
altogether.
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Chapter 3
Combinatorial properties of simple
Toeplitz subshifts
There are numerous notions related to the “amount of order” in a subshift. Some of them,
all related to the subshift’s language, are studied in this chapter. Unless explicitly stated
otherwise, we consider a simple Toeplitz subshift Ω which is defined by coding sequences
(ak)k≥0 and (nk)k≥0. We always assume # fA ≥ 2, which makes the subshift aperiodic,
minimal and uniquely ergodic.
First we discuss the subword complexity, that is, the number of words of a given length.
An explicit formula for the complexity is derived, see Proposition 3.8, Theorem 3.9 and
Theorem 3.10. Secondly, in Section 3.2 we describe in detail the de Bruijn graphs (also
known as Rauzy graphs) of simple Toeplitz subshifts. They yield an explicit formula for
the palindrome complexity (Corollary 3.22). Afterwards we study repetitivity, that is,
the maximal gap length between consecutive occurrences of a word. Again an explicit
formula is proved (Theorem 3.38). After a brief discussion of α-repetitivity, we conclude
the chapter with a characterisation of the Boshernitzan condition. This result will also
play a role in Chapter 4, since the Boshernitzan condition determines certain spectral
properties of Jacobi operators.
Most of the results in this chapter were published by the author of this thesis in [Sel20].
In large parts, the text below follows the structure and contents of that article.
3.1 Subword complexity
There are several classes of Toeplitz words for which the complexity has already been
studied, for example in [CK97] and [Kos98]. The Toeplitz words in [CK97] are obtained
from a single word with holes, which is repeatedly inserted into itself. This class contains
for example simple Toeplitz words with periodic coding. For them [CK97, Theorem 5]
implies that the complexity is dominated by a linear function. For more general Toeplitz
constructions it is shown in [Kos98] that, for every r ∊ Q, there is a Toeplitz word whose
complexity grows like Lr . Moreover we infer from [Kos98, Theorem 9 ] that the complex-
ity of simple Toeplitz words with a bounded coding sequence (nk) is again dominated by a
linear function. The aim of this section is to provide an explicit formula for the complexity
of a general simple Toeplitz subshift. It will imply that the complexity is dominated by a
linear function also in the general case (see Proposition 3.15).
Our main strategy is similar to the one that was used in [GLN18] for the special case
of the Grigorchuk subshift: first we prove an upper bound for the complexity at certain
lengths. Then we prove a lower bound for the growth rate of the complexity. Together
these inequalities determine the complexity. The same technique was also employed in
[DKM+17] for l-Grigorchuk subshifts.
19
3. Combinatorial properties
Recall that L (Ω) denotes the language of a subshift Ω, that is, the set of all finite words
which occur in elements of Ω. The subset of words of length L is denoted byL (Ω)L . The
complexity function (or short: the complexity) is defined as
C : N0 → N , L 7→ #L (Ω)L = “number of words of length L” .
Note that we always have C(0) = 1, since every subshift has exactly one word of length
zero (namely the empty word). We define the growth rate (or difference function) of the
complexity by G(L) := C(L + 1)− C(L) for L ∊ N0. When counting subwords, it actually
suffices to consider subwords of p(k) a p(k):
Proposition 3.1. For every word u ∊ L (Ω) of length |u| ≤ |p(k)| + 1, there exists a letter
a ∊Ak+1 such that u is a subword of p(k) a p(k).
Proof. This follows immediately from the decompositionω= . . . p(k) ⋆ p(k) ⋆ p(k) ⋆ p(k) . . .
with letters ⋆ ∊Ak+1, which exists for all ω ∊ Ω and all k ≥ 0 (see Equation (2.3)). 
3.1.1 Inequalities for the complexity and its growth
In this subsection we derive the necessary combinatorial results for the computation of
the complexity, which we postpone to Subsection 3.1.2. First we give an upper bound
for C(|p(k)| + 1). Then we prove lower bounds for G(L), which yield a lower bound for
C(|p(k)|+ 1) through a telescoping sum. Since it agrees with the upper bound, we get an
exact value for C(|p(k)|+1). We also get exact values for G(L), since any growth which is
faster than the lower bound would contradict the value that we obtain for C(|p(k)|+ 1).
Proposition 3.2. For all k ≥ 0 the following inequality holds:
C(|p(k)|+ 1)≤ (#Ak − 1) · (|p(k)|+ 1) + 1Ak+1(ak) · (|p(k−1)|+ 1) .
Proof. First we assume k ≥ 1 (the case k = 0 is similar, but due to technical details we
treat it separately). By Proposition 3.1 it is sufficient to study subwords of length |p(k)|+1
of p(k) a p(k), with a ∊Ak+1. For a 6= ak there are at most |p(k)|+ 1 different subwords of
length |p(k)|+ 1. If ak ∊Ak+1 holds, then a = ak results in at most |p(k−1)|+ 1 additional
subwords, since the words in
p(k) ak p
(k) =

p(k−1) ak p
(k−1) . . . p(k−1)

ak

p(k−1) ak p
(k−1) . . . p(k−1)

repeat when the second p(k−1) is reached. We obtain for k ≥ 1:
C(|p(k)|+ 1)≤ #(Ak+1 \ { ak }) · (|p(k)|+ 1) + 1Ak+1(ak) · (|p(k−1)|+ 1) .
The case k = 0 is similar: for every a ∊A1 \ { a0 } we have at most |p(0)|+ 1 subwords of
length |p(0)|+ 1 in p(0) a p(0). Moreover, there is exactly one subword of length |p(0)|+ 1
in p(0) a0 p
(0), namely an00 = p
(0)a0. With the convention |p(−1)| = 0 this yields
C(|p(0)|+ 1) ≤ #(A1 \ { a0 }) · (|p(0)|+ 1) + 1A1(a0) · (|p(−1)|+ 1) .
Finally we note that #(Ak+1 \ { ak }) = #Ak − 1 holds for all k ≥ 0: if ak ∊ Ak+1 holds,
then we have Ak+1 = Ak, which implies #(Ak+1 \ { ak }) = #Ak+1 − 1 = #Ak − 1. If
ak Ak+1 holds, then we haveAk+1 =Ak−1, which implies #(Ak+1\{ ak }) = #Ak+1 =
#Ak − 1. 
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In the following we establish lower bounds on the growth of the complexity by counting
the number of possible extensions of finite words. In Proposition 3.6 we use them to prove
a lower bound for the complexity.
Proposition 3.3. For all k ≥ 0 and 0 ≤ L ≤ |p(k)| − |p(k−1)| − 1 the inequality G(L) =
C(L + 1)− C(L) ≥ #Ak − 1 holds.
Proof. We consider the suffix v1 of p
(k) that consists of the last L letters and show that it
has at least #Ak different extensions to the right, which yields the claim. First we prove
that v1 can be extended by all letters in Ak+1: for every a ∊ Ak+1 there exists an index
l ≥ k + 1 with al = a. Since p(l) contains the word p(k) a p(k), the suffix v1 of p(k) can be
extended by a.
Now there are two cases: for ak ∊ Ak+1 we obtain #Ak+1 = #Ak and we are done.
For ak  Ak+1 we show that v1 can nevertheless be extended by ak: first we assume
k ≥ 1. Then v1 is a suffix of the first (nk −1) · (|p(k−1)|+1)−1 letters in p(k), since p(k) =
p(k−1) . . . p(k−1) ak p
(k−1) and L ≤ |p(k)| − (|p(k−1)|+ 1) hold. Thus v1 can be extended by
ak. Now we assume k = 0 and n0 > 2. In this case, v1 is given by v1 = a
L
0 with L ≤ n0−2.
As p(0) = an0−10 shows, v1 can be extended by a0. Finally we assume k = 0 and n0 = 2.
Then the claim follows immediately from C(0) = 1 and C(1) = #A = #A0. 
A word which has more than one extension to the right (such as v1 from the proof above),
is called a right special word. Under certain conditions there exists another right special
word v2 6= v1, which further increases the growth. Since we need the inequalities to be
sharp to deduce the complexity, we now establish when this is the case.
Proposition 3.4. Let k ≥ 1 and |p(k−1)|+1≤ L ≤ 2|p(k−1)|−|p(k−2)|. If ak−1 ∊Ak+1 holds,
then G(L) is at least by one greater than stated in Proposition 3.3.
Proof. In addition to the right special word v1 from the previous proof, we show the
existence of another right special word v2 6= v1 of length L. First note that p(k) ak−1 p(k)
occurs in the subshift since ak−1 ∊ Ak+1 holds. We define v2 as the suffix of length L of
p(k−1) ak−1 p
(k−1). Because of L ≥ |p(k−1)|+ 1, the word v2 ends with ak−1 p(k−1). Hence
it is different from v1, which ends with ak p
(k−1). We show that v2 can be extended to the
right with both, ak and ak−1: for k = 1 this follows from v2 = a
L
0 , with n0 ≤ L ≤ 2·(n0−1),
combined with the decomposition
p(1) a0 p
(1) =

an0−10 a1 . . . a1 a
n0−1
0

a0

an0−10 a1 . . . a1 a
n0−1
0

.
For k ≥ 2 the same result follows from a decomposition of p(k−1) ak−1 p(k−1) into p(k−1)-
blocks, p(k−2)-blocks and the letters ak−1 and ak, see Figure 3.1. 
Remark 3.5. Note that ak−1 ∊Ak+1 holds if and only if ak−1 ∊Ak holds, since we always
assume ak 6= ak+1. 
Since the initial value C(0) = 1 is known, the lower bound for the growth yields a lower
bound for the complexity in the obvious way. It turns out that it agrees with the upper
bound from Proposition 3.2:
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p(k−1) c b b b b p(k−1) c p(k−1)
p(k) b p(k)
p(k−1) c b b b b b b b c p(k−1)
p(k−1) c b b b p(k−1) b c p(k−1)
cv2
bv2
Figure 3.1: The right special word v2 with two possible extensions. To shorten notation we
use b := ak−1 and c := ak. Unlabelled rectangles denote the block p
(k−2).
Proposition 3.6. For all k ≥ 0 the following inequality holds:
C(|p(k)|+ 1)≥ (#Ak − 1) · (|p(k)|+ 1) + 1Ak+1(ak) · (|p(k−1)|+ 1) .
Proof. We proceed by induction and express the complexity as a telescoping sum of the
growth. For k = 0 the growth is bounded from below by Proposition 3.3. We obtain
C(|p(0)|+ 1) = G(|p(0)|) +
∑|p(0)|−1
L=0
G(L) + C(0)
≥ #A1 − 1+ (#A0 − 1) · |p(0)|+ 1
= (#A0 − 1) · (|p(0)|+ 1) + 1A1(a0) · (|p(−1)|+ 1) ,
where we used 1−#A0 +#A1 = 1A1(a0) and |p(−1)| = 0 in the last line. Now assume
that the claim is true for k− 1≥ 0. The bounds from Proposition 3.3 and 3.4 yield
C(|p(k)|+ 1) =
∑|p(k)|−|p(k−1)|−1
L=|p(k−1)|+1 G(L) +
∑|p(k)|
L=|p(k)|−|p(k−1)| G(L) + C(|p
(k−1)|+ 1)
≥ (#Ak − 1) · (|p(k)| − 2|p(k−1)| − 1) + (#Ak+1 − 1) · (|p(k−1)|+ 1)
+ 1Ak+1(ak−1) · (|p(k−1)| − |p(k−2)|) + C(|p(k−1)|+ 1)
= (#Ak − 1) · (|p(k)|+ 1− 2|p(k−1)| − 2) + (#Ak − 1+ 1Ak+1(ak)− 1)·
(|p(k−1)|+ 1) + 1Ak+1(ak−1) · (|p(k−1)| − |p(k−2)|) + C(|p(k−1)|+ 1)
= (#Ak − 1) · (|p(k)|+ 1) + 1Ak+1(ak) · (|p(k−1)|+ 1)
−

(#Ak−1 − 1) · (|p(k−1)|+ 1) + 1Ak(ak−1) · (|p(k−2)|+ 1)

+ C(|p(k−1)|+ 1)
≥ (#Ak − 1) · (|p(k)|+ 1) + 1Ak+1(ak) · (|p(k−1)|+ 1) ,
where we used #Ak + 1− 1Ak(ak−1) = #Ak−1 in the next to last line and the induction
hypothesis in the last line. 
Thus we actually have equality in Proposition 3.2 and 3.6. In particular the subwords of
p(k) a p(k), with a ∊Ak+1, that were counted in the proof of Proposition 3.2 are pairwise
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different. Moreover, the complexity grows exactly by the values given in Proposition 3.3
and 3.4. If the growth was faster, then the value at |p(k)| + 1 would be exceeded. For
convenience we collect our results in the following corollary. We use that #Ak−#Ak+1 =
1A ck+1(ak) holds for all k.
Corollary 3.7. For all k ≥ 0 the complexity at length |p(k)|+ 1 is given by
C(|p(k)|+ 1) = (#Ak − 1) · (|p(k)|+ 1) + 1Ak+1(ak) · (|p(k−1)|+ 1) .
The growth rate of the complexity function has the following values:
G(L) = #A0 − 1 for 0≤ L ≤ |p(0)| − 1 ,
G(L) = #A1 − 1 for L = |p(0)|
and G(L) = #Ak − 1
−
¨
0 if |p(k−1)|+ 1≤ L ≤ |p(k)| − |p(k−1)| − 1
#Ak −#Ak+1 if |p(k)| − |p(k−1)| ≤ L ≤ |p(k)|
+
¨
1Ak(ak−1) if |p(k−1)|+ 1≤ L ≤ 2|p(k−1)| − |p(k−2)|
0 if 2|p(k−1)| − |p(k−2)|+ 1≤ L ≤ |p(k)|
for k ≥ 1 and |p(k−1)|+ 1≤ L ≤ |p(k)|.
3.1.2 The complexity of simple Toeplitz subshifts
In the following we compute the complexity from the growth rate in Corollary 3.7. Since
G(L) is defined piecewise, we have to distinguish three cases. Accordingly we split the res-
ult into three statements. First of all we treat the case L ≤ |p(0)|+1, where the additional
increase of Proposition 3.4 does not occur.
Proposition 3.8 (complexity function I). The first values of the complexity function are
C(L) = (#A0 − 1)L + 1 for 0≤ L ≤ |p(0)|
and C(L) = (#A0 − 1)L + 1A1(a0) for L = |p(0)|+ 1 .
Proof. By Corollary 3.7 we have G(L) =A0−1 for 0≤ L ≤ |p(0)|−1. Now C(0) = 1 yields
C(L) =
∑L−1
l=0
G(l) + C(0) = L(A0 − 1) + 1
for 0≤ L ≤ |p(0)|. For L = |p(0)|+ 1 the claim is already contained in Corollary 3.7. 
Now we treat the case L ≥ |p(0)| + 2. Note that the second and the third summand in
the growth function are defined piecewise. If L is close to |p(k−1)|+ 1, then the first case
applies in both summands. If L is close to |p(k)|, then the second case applies in both
summands. For intermediate L it depends on nk in which summand the case changes
first. This causes the growth function to be different for nk = 2 and nk > 2. First, we
consider nk = 2:
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Theorem 3.9 (complexity function II). For k ≥ 1 with nk = 2, the complexity function in
the range |p(k−1)|+ 2≤ L ≤ |p(k)|+ 1 is given by
C(L) = (#Ak+1 − 1)L + (#Ak−1 −#Ak+1)(|p(k−1)|+ 1)
+ 1Ak(ak−1) ·
¨
−|p(k−1)|+ |p(k−2)|+ L if |p(k−1)|+ 2≤ L ≤ |p(k)| − |p(k−2)|
|p(k−1)|+ 1 if |p(k)| − |p(k−2)|+ 1≤ L ≤ |p(k)|+ 1 .
Proof. Because of |p(k)| = 2|p(k−1)|+ 1, the growth from Corollary 3.7 simplifies to
G(L) = #Ak+1− 1+
¨
1Ak(ak−1) if |p(k−1)|+ 1≤ L ≤ |p(k)| − |p(k−2)| − 1
0 if |p(k)| − |p(k−2)| ≤ L ≤ |p(k)| .
Together, the value of C(|p(k−1)|+1) and the growth yield the complexity. First we consider
the range |p(k−1)|+ 2≤ L ≤ |p(k)| − |p(k−2)|:
C(L) = C(|p(k−1)|+ 1) +
∑L−1
l=|p(k−1)|+1 G(l)
= (#Ak−1 − 1) · (|p(k−1)|+ 1) + 1Ak(ak−1) · (|p(k−2)|+ 1)
+ (L − |p(k−1)| − 1) · (#Ak+1 − 1+ 1Ak(ak−1))
= (#Ak−1 −#Ak+1)(|p(k−1)|+ 1)− 1Ak (ak−1) · (|p(k−1)| − |p(k−2)|)
+ (#Ak+1 − 1+ 1Ak(ak−1))L .
Similarly we obtain for |p(k)| − |p(k−2)|+ 1≤ L ≤ |p(k)|+ 1:
C(L) = C(|p(k−1)|+ 1) +
∑L−1
j=|p(k−1)|+1 G( j)
= (#Ak−1 − 1) · (|p(k−1)|+ 1) + 1Ak(ak−1) · (|p(k−2)|+ 1)
+ (#Ak+1 − 1)(L − 1− |p(k−1)|) + 1Ak(ak−1)(|p(k−1)| − |p(k−2)|)
= (#Ak−1 −#Ak+1)(|p(k−1)|+ 1) + 1Ak(ak−1) · (|p(k−1)|+ 1)
+ (#Ak+1 − 1)L . 
In the next theorem we treat the remaining case |p(k−1)|+ 2≤ L ≤ |p(k)|+ 1 with nk > 2.
Except for different values of the growth function, we proceed exactly as for nk = 2.
There are three different intervals to be considered. To shorten notation we denote them
as follows:
I1 := Z∩

|p(k−1)|+ 2 , 2|p(k−1)| − |p(k−2)|+ 1

,
I2 := Z∩

2|p(k−1)| − |p(k−2)|+ 2 , |p(k)| − |p(k−1)|

,
I3 := Z∩

|p(k)| − |p(k−1)|+ 1 , |p(k)|+ 1

.
Theorem 3.10 (complexity function III). For k ≥ 1 with nk > 2, the complexity function
in the range |p(k−1)|+ 2≤ L ≤ |p(k)|+ 1 is given by
C(L) = (|p(k−1)|+ 1) + (#Ak − 1)L
+

1Ak (ak−1)(L − 2|p(k−1)|+ |p(k−2)| − 1) if L ∊ I1
0 if L ∊ I2
−1A ck+1(ak)(L − |p
(k)|+ |p(k−1)|) if L ∊ I3
.
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Proof. The assumption nk > 2 yields |p(k)| − |p(k−1)| = (nk − 1)(|p(k−1)|+1) > 2|p(k−1)| −
|p(k−2)|. Thus the growth from Corollary 3.7 simplifies to
G(L) = #Ak − 1+

1Ak(ak−1) if L + 1 ∊ I1
0 if L + 1 ∊ I2
−(#Ak −#Ak+1) if L + 1 ∊ I3
.
We compute the complexity from the growth and the value of C(|p(k−1)|+ 1):
C(L) = C(|p(k−1)|+ 1) +
∑L−1
l=|p(k−1)|+1 G(l)
= (#Ak−1 − 1)(|p(k−1)|+ 1) + 1Ak(ak−1)(|p(k−2)|+ 1) + (#Ak − 1)(L − |p(k−1)| − 1)
+

1Ak(ak−1)(L − |p(k−1)| − 1) if L ∊ I1
1Ak(ak−1)(|p(k−1)| − |p(k−2)|) if L ∊ I2
1Ak(ak−1)(|p(k−1)| − |p(k−2)|)− (#Ak −#Ak+1)(L − |p(k)|+ |p(k−1)|) if L ∊ I3
= (#Ak−1 −#Ak)(|p(k−1)|+ 1) + 1Ak(ak−1)(|p(k−1)|+ 1) + (#Ak − 1)L
+

1Ak(ak−1)(L − 2|p(k−1)|+ |p(k−2)| − 1) if L ∊ I1
0 if L ∊ I2
−(#Ak −#Ak+1)(L − |p(k)|+ |p(k−1)|) if L ∊ I3
= (|p(k−1)|+ 1) + (#Ak − 1)L +

1Ak(ak−1)(L − 2|p(k−1)|+ |p(k−2)| − 1) if L ∊ I1
0 if L ∊ I2
−(#Ak −#Ak+1)(L − |p(k)|+ |p(k−1)|) if L ∊ I3
.
Now the relation #Ak −#Ak+1 = 1A ck+1(ak) yields the claim. 
The previous results completely describe the complexity function. As we can see, its value
depends on whether or not ak−1 is in Ak. Since the alphabet is finite, we have Ak = fA
for all sufficiently large k. In this case, the complexity function simplifies and even the
difference between nk = 2 and nk > 2 vanishes:
Corollary 3.11. Let k be large enough such that Ak−1 = fA holds. Then the complexity
function in the range |p(k−1)|+ 2≤ L ≤ |p(k)|+ 1 is given by
C(L) =
¨
# fA · L − |p(k−1)|+ |p(k−2)| if |p(k−1)|+ 2≤ L ≤ 2|p(k−1)| − |p(k−2)|+ 1
(# fA − 1) · L + |p(k−1)|+ 1 if 2|p(k−1)| − |p(k−2)|+ 2≤ L ≤ |p(k)|+ 1 .
Remark 3.12. A different extensively studied class of subshifts are Sturmian subshifts.
Their complexity is given by C(L) = L + 1 for all L ≥ 0, which indicates the high amount
of order in Sturmian subshifts. In fact, by the famous Morse/Hedlund theorem ([MH38,
Theorem 7.4]) this is the lowest possible complexity for an aperiodic subshift. As the
previous corollary shows, the complexity of simple Toeplitz subshifts grows linearly with
a slope that alternates between # fA and # fA − 1. In particular this proves that simple
Toeplitz subshifts and Sturmian subshifts are disjoint classes. In Chapter 5 we will see that
both, simple Toeplitz subshifts and Sturmian subshifts, are examples of so-called (LSC)-
subshifts. For the interested reader, Appendix A provides further details and references
about Sturmian subshifts. 
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We illustrate the complexity of simple Toeplitz subshifts through two example cases,
namely the Grigorchuk subshift and the non-(B) example. For their definitions, see Ex-
ample 2.13 and 2.17 respectively.
Example 3.13 (Grigorchuk subshift). We have |p(k)| = 2k+1 − 1, #A0 = 4, # fA = 3
and Ak = fA for all k ≥ 1. In particular 1A1(a0) = 0 holds. From Proposition 3.8,
Theorem 3.9 and Corollary 3.11 we recover precisely the complexity function that was
given in [GLN17, Theorem 1]:
C(L) = 3L + 1 for 0≤ L ≤ 1 ,
C(L) = 3L for L = 2 ,
C(L) = 2L + 2 for 3≤ L ≤ 4
and C(L) =
¨
3 · L − 2k + 2k−1 if 2k + 1≤ L ≤ 2k+1− 2k−1
2 · L + 2k if 2k+1− 2k−1+ 1≤ L ≤ 2k+1 for k ≥ 2 .
A plot of the complexity function, with its typical pattern of alternating slope, is shown in
Figure 3.2. 
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Figure 3.2: Plot of the complexity function of the Grigorchuk subshift.
Example 3.14 (non-(B) example). We have |p(k)| = 2k+1 − 1, Ak = fA for all k and
#A0 = # fA = 4. Thus Proposition 3.8 and Corollary 3.11 yield
C(L) = 3L + 1 for 0≤ L ≤ 2
and C(L) =
¨
4 · L − 2k + 2k−1 if 2k + 1≤ L ≤ 2k+1− 2k−1
3 · L + 2k if 2k+1− 2k−1+ 1≤ L ≤ 2k+1 for k ≥ 1 . 
As we saw above, the complexity function grows linearly with alternating slope for all
sufficiently large L. More precisely, it is bounded from below and above by the linear
functions (# fA − 1)L and (# fA − 13 )L :
Proposition 3.15. Let k be large enough that Ak−1 = fA holds. For |p(k−1)| + 2 ≤ L ≤
|p(k)|+ 1 the quotient C(L)L lies between
# fA − 1<min¦# fA − nk − 1
nk
, fA − nk−1 − 1
nk−1
©
≤ min
|p(k−1)|+2≤L≤|p(k)|+1
C(L)
L
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and
max
|p(k−1)|+2≤L≤|p(k)|+1
C(L)
L
= # fA − nk−1− 1
2nk−1− 1
≤ # fA − 1
3
.
The maximum is attained at L = 2|p(k−1)| − |p(k−2)|+ 1.
Proof. For |p(k−1)|+ 2≤ L ≤ |p(k)|+ 1, Corollary 3.11 yields
C(L)
L
=
(
# fA − |p(k−1)|−|p(k−2)|L if |p(k−1)|+ 2≤ L ≤ 2|p(k−1)| − |p(k−2)|+ 1
# fA − 1+ |p(k−1)|+1L if 2|p(k−1)| − |p(k−2)|+ 2≤ L ≤ |p(k)|+ 1 .
Thus the maximum is attained either at L1 := 2|p(k−1)|−|p(k−2)|+1 or at L2 := 2|p(k−1)|−
|p(k−2)|+ 2. A short computation shows that the value at L1 is greater:
C(L1)
L1
= # fA − |p(k−1)| − |p(k−2)|
2|p(k−1)| − |p(k−2)|+ 1 = #
fA − 1+ |p(k−1)|+ 1
2|p(k−1)| − |p(k−2)|+ 1 >
C(L2)
L2
.
Now reducing the fraction on the left hand side by |p(k−2)|+1 yields the claim. Similarly
the minimum is attained either at L3 := |p(k−1)|+2 or at L4 := |p(k)|+1. The claim follows
from another direct computation:
C(L3)
L3
= # fA − |p(k−1)| − |p(k−2)||p(k−1)|+ 2 > # fA − (|p
(k−1)|+ 1)(1− 1nk−1 )
|p(k−1)|+ 1 = #
fA − nk−1− 1
nk−1
,
C(L4)
L4
= # fA − 1+ |p(k−1)|+ 1|p(k)|+ 1 = # fA − 1+ 1nk = # fA − nk − 1nk . 
Remark 3.16. We have already seen that simple Toeplitz subshifts are uniquely ergodic
due to their regularity (Corollary 2.31). If # fA ≤ 3 holds, we can now give an alternative
proof: clearly the previous proposition yields
# fA − 1≤ lim inf
L→∞
C(L)
L
≤ limsup
L→∞
C(L)
L
< # fA .
By [Bos85, Theorem 1.5] every minimal subshift with limsupL→∞
C(L)
L < 3 is uniquely
ergodic. 
3.2 De Bruijn graphs and palindrome complexity
In this section we investigate a sequence of graphs which encodes the language of the
subshift. They are called de Bruijn graphs and were introduced by de Bruijn ([dB46]) and
Good ([Goo46]) to illustrate how certain finite words can be concatenated. Since they
were used by Rauzy to analyse combinatorial properties of infinite words ([Rau83]), they
are also known as Rauzy graphs. Each graph in the sequence represents all words of a
certain length, together with their extensions to the left and to the right. More precisely,
the L-th de Bruijn graph GL = (VL,EL) of a subshift Ω is a directed graph with vertices
VL := L (Ω)L. There is an edge (u, v) ∊ EL ⊆ VL × VL from u = u(1) . . . u(L) to v =
v(1) . . . v(L) if and only if the words u and v satisfy
u(2) . . . u(L) = v(1) . . . v(L − 1) and u v(L) = u(1) v ∊ VL+1 .
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In the previous section we analysed the right special words of simple Toeplitz subshifts. In
the de Bruijn graph they correspond to branching points. Thus the results from Section 3.1
allow us to deduce a detailed description of the graphs, see Subsection 3.2.1. It turns
out that a reflection of the de Bruijn graphs corresponds to a reflection of finite words.
Therefore the graphs yield an explicit formula for the palindrome complexity. This is
discussed in the second subsection.
3.2.1 De Bruijn graphs of simple Toeplitz subshifts
As in Proposition 3.3, let v1 denote the suffix of length Lp
(k). For L with L ≤ |p(k)| −
|p(k−1)| − 1 we know that v1 can be extended by all letters in Ak.
First we treat the case 1≤ L ≤ |p(0)| = n0−1. The extension of v1 by a letter b ∊A0\{ a0 }
yields an edge from v1 = a
L
0 to a
L−1
0 b. Since v1 is a prefix of p
(0) as well, the word v1 b v1
exists and we obtain a loop with L + 1 edges from v1 through a
L−1
0 b back to v1. Clearly
the words in this loop are pairwise different and different from the words in all similar
loops for letters eb 6= b. For L ≤ |p(0)|− |p(−1)|−1= n0−2 the extension of v1 by a0 exists
and yields an edge from v1 to v1. For L = n0 − 1, the extension by a0 exists if and only if
a0 ∊A1 holds. Combined, these considerations yield the graph in Figure 3.3.
. . .
...
. . .
v1
L + 1 edges on each arc
︸ ︷︷ ︸
#A0−1
for L = |p(0)| this edge exists
if and only if a0 ∊A1 holds
Figure 3.3: The de Bruijn graph GL for 1≤ L ≤ |p(0)|.
Nowwe discuss GL for |p(k−1)|+1≤ L ≤ |p(k)| and k ≥ 1. Let u1 denote the prefix of length
L of p(k) and define r := L mod (|p(k−1)|+1). The decomposition p(k) = p(k−1) ak . . . p(k−1)
implies that we obtain v1 if we shift u1 by |p(k−1)|− r positions to the right, see Figure 3.4.
Recall that v1 can be extended to the right by all letters in Ak \ { ak }. An extension by
ak is possible if and only if either ak ∊ Ak+1 or L ≤ |p(k)| − |p(k−1)| − 1 holds. Starting
from v1, we obtain u1 by L + 1 shifts along an extension with a letter in Ak \ { ak } or
by r + 1 shifts along the extension with ak. This yields the graph in Figure 3.5. It is the
complete de Bruijn graph of the subshift if there is no other right special word, that is, if
Proposition 3.4 does not apply.
If Proposition 3.4 applies, then the de Bruijn graph changes. In this case, the suffix v2 of
length L of p(k−1) ak−1 p
(k−1) is another right special word and can be extended with both,
ak−1 and ak. We define er := L mod (|p(k−2)|+ 1). Clearly v2 is contained in p(k) ak−1 p(k).
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L |p(k−1)|+ 1− r
p(k−1)p(k) = p(k−1) p(k−1) p(k−1) p(k−1)
u1 v1
v1
Figure 3.4: After |p(k−1)| − r shifts the prefix u1 becomes the suffix v1.
· · ·
· · ·
· · ·
· · ·
u1 · · · v1
· · ·
|p(k−1)| − r edges
v1|[2, L] ak
r + 1 edges
v1|[2, L] a
v1|[2, L] a with a ∊Ak \ { ak }
L + 1 edges on each arc
for L ≥ |p(k)| − |p(k−1)| this arc exists
if and only if ak ∊Ak+1 holds
...
#Ak−1︷ ︸︸ ︷
...
Figure 3.5: The de Bruijn graph GL for k ≥ 1 and |p(k−1)| + 1 ≤ L ≤ |p(k)|, when either
ak−1  Ak or L > 2|p(k−1)| − |p(k−2)| holds. The number of edges refers to the
distance between u1 and v1.
Therefore v2 lies on the arc that represents the extension of v1 by ak−1. It is reached
after r + 1 + |p(k−2)| − er shifts from v1, which can be seen as follows: the end of v2 has
to align with the end of a p(k−2)-block. When we reach v2 for the first time after v1, the
beginning of v2 has to be in the leftmost p
(k−2) ak−1 of the rightmost p
(k−1)-block of the
left p(k)-block, see Figure 3.6.
p(k) b p(k)
p(k−1) c p(k−1) b p(k−1) c p(k−1)
p(k−1) c b b b b b c p(k−1)
v2
v2
Figure 3.6: Two examples of the location of v2 in p
(k) ak−1 p
(k), for different word length L.
To shorten notation we write b := ak−1 and c := ak.
After r + 1 shifts from v1 along the path to v2, we encounter the prefix of length L of
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p(k−1) ak−1 p
(k−1). We denote it by u2. When we shift further, we reach v2, where the path
splits: one path is the extension of v2 with ak−1 and leads back to u2 after er +1 shifts, the
other path is the extension of v2 with ak and leads to u1 after L − |p(k−1)| = r + 1 shifts.
This yields the de Bruijn graph that is shown in Figure 3.7.
· · ·
· · ·
· · ·
· · ·
u1 · · · v1
· · · v2 · · · u2 · · ·
· · ·
· · ·
|p(k−1)| − r edges
v1|[2, L] ak
r + 1 edges
|p(k−2)| −er edges between u2 and v2
v1|[2, L] a with a ∊Ak \ { ak−1, ak }
L + 1 edges on each arc
for L ≥ |p(k)| − |p(k−1)| this arc exists
if and only if ak ∊Ak+1 holds
r + 1 edges between v1 and u2
...
#Ak−2︷ ︸︸ ︷
r + 1 edges between v2 and u1
...
er + 1 edges between v2 and u2
Figure 3.7: The de Bruijn graph GL for k ≥ 1 and |p(k−1)| + 1 ≤ L ≤ 2|p(k−1)| − |p(k−2)|
when ak−1 ∊ Ak holds. Unless stated otherwise, the number of edges refers to
the distance between u1 and v1.
Our results from Section 3.1 imply that this is the whole de Bruijn graph: by Corollary 3.7
the only branching points are v1 and v2 and these have only the extensions that were
discussed in Proposition 3.3 and 3.4. Moreover, every word of length L ≤ |p(k)| is con-
tained in p(k) a p(k) for some a ∊Ak+1 by Proposition 3.1. Since all such extensions of v1
are included in the graph, together with all the words that emerge when we shift further,
neither edges nor vertices are missing.
Example 3.17 (Grigorchuk subshift). From Figure 3.3 we obtain the graph for |p(0)|, see
Figure 3.8(a). Because of a0 A1, it is Figure 3.5 which describes the graphs for k = 1.
The result is shown in Figure 3.8(b) and 3.8(c). For k ≥ 2 the relation ak−1 ∊Ak implies
that GL is given by Figure 3.7 for |p(k−1)|+ 1 ≤ L ≤ |p(k)| − |p(k−2)| − 1 and by Figure 3.5
for |p(k)| − |p(k−2)| ≤ L ≤ |p(k)|. With Ak = { ak−1,ak,ak+1 } and |p(k)| = 2k+1 − 1 we
obtain the graphs in Figure 3.9 and 3.10. 
Remark 3.18. For L = |p(k)| the de Bruijn graphs have a particularly interesting form: for
k ≥ 1 we note that r = |p(k−1)| holds in Figure 3.5. Hence the vertices u1 and v1 coincide.
In other words, the de Bruijn graphs G|p(k)|, k ∊ N, has exactly one branching point and a
number of loops that start and terminate at this vertex. As Figure 3.3 shows this is true
for k = 0 as well. 
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b
c
d
a
(a) The graph G1. We
have u1 = v1 = a.
ca ac
da ad
ab ba
(b) The graph G2. We have u1 = a b,
v1 = b a and r = 0.
cab aca bac
dab ada bad
aba
bab
(c) The graph G3. We have u1 = v1 =
a b a and r = 1.
Figure 3.8: The first de Bruijn graphs for the Grigorchuk subshift.
· · ·
u1 · · · v1
· · · v2 · · · u2 · · ·
· · ·
· · ·
2k+1 − L − 1 edges
v1|[2, L]akL − 2
k + 1 edges
2k−1 − 1− er edges between u2 and v2
v1|[2, L] ak+1L + 1 edges
L − 2k + 1 edges between v1 and u2L − 2k + 1 edges between v2 and u1
er + 1 edges between v2 and u2
Figure 3.9: The de Bruijn graph for the Grigorchuk subshift for k ≥ 2 and 2k ≤ L ≤ 2k+1−
2k−1 − 1. We have r = L − 2k. Unless stated otherwise, the number of edges
refers to the distance between u1 and v1.
· · ·
· · ·
u1 · · · v1
· · ·
2k+1 − L − 1 edges
v1|[2, L] akL − 2
k + 1 edges
v1|[2, L] ak+1
v1|[2, L] ak−1
L + 1 edges on each arc
Figure 3.10: The de Bruijn graph for the Grigorchuk subshift for k ≥ 2 and 2k+1− 2k−1 ≤
L ≤ 2k+1− 1. We have r = L − 2k. The number of edges refers to the distance
between u1 and v1.
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3.2.2 Palindrome complexity of simple Toeplitz subshifts
A palindrome is a word that remains the same when read backwards. More precisely, a
finite word u ∊L (Ω) is called a palindrome if
u= u(1) . . . u(L) = u(L) . . . u(1) =:←−u
holds, where←−u denotes the reflection of the word u at its midpoint. We also consider the
empty word as a palindrome. Note that←−· : L (Ω)→L (Ω) defines an involution.
Example 3.19. For every k ∊ N0 the word p
(k) is a palindrome: for p(0) = an0−10 this is
obvious. For k ≥ 1 the claim follows by induction from
←−−−
p(k+1) =
←−
p(k) ak+1
←−
p(k) . . .
←−
p(k) = p(k) ak+1 p
(k) . . . p(k) = p(k+1) .
In particular we have p(k)( j) = p(k)(|p(k)| − j + 1). 
Similar to the subword complexity, we define the palindrome complexity P : N0 → N by
P(L) := #{u ∊L (Ω) : |u|= L , ←−u = u } = “number of palindromes of length L” .
It turns out that reflecting the words and reflecting the de Bruijn graph is essentially the
same:
Proposition 3.20. Reflection of a word at its midpoint corresponds in Figure 3.3, 3.5 and 3.7
to reflection of the graph at a vertical axis through its middle.
Proof. Recall that u1 and v1 denote respectively the prefix and the suffix of length L of
p(k). First we consider the arcs from v1 to u1. For L ≤ |p(0)| there is no such arc since
u1 and v1 agree, see Figure 3.3. For L ≥ |p(0)| + 1 the vertices on such an arc are the
subwords of p(k) a p(k), with a ∊Ak, which occur between the suffix of the first p(k)-block
and the prefix of the second p(k)-block. The j-th vertex on such an arc, counted from v1,
is the word p(k)|[|p(k)|−L+1+ j, |p(k)|] a p(k)|[1, j−1]. An empty interval means that no letter of
this p(k) occurs. The reversed word is
←−−−−−−−
p(k)|[1, j−1] a
←−−−−−−−−−−−−−−−
p(k)|[|p(k)|−L+1+ j, |p(k)|] = p(k)|[|p(k)|− j+2, |p(k)|] a p(k)|[1, L− j] .
As claimed, this is precisely the j-th vertex on the same arc, but counted from u1.
Now we consider the path from u1 to v1. The j-th vertex, counted from u1, is u :=
p(k)|[ j, j+L−1], which is the subword of p(k) that starts at the j-th letter from the left. Its
reflection is←−u = p(k)|[|p(k)|− j−L+2, |p(k)|− j+1], which is the subword of p(k) that ends at the
j-th letter from the right. It corresponds to the j-th vertex, counted from v1, which proves
the claim also for this path.
Finally we consider the arc from v2 to u2 in Figure 3.7. We define er := L mod (|p(k−2)|+ 1).
By the assumptions of Figure 3.7 we have L ≤ 2|p(k−1)| − |p(k−2)|. Thus there is a copy of
u2 that begins at the start of the first p
(k−2)-block in p(k−1) ak−1 p
(k−1). Moreover, there is
a copy of v2 that begins in the first p
(k−2)-block in p(k−1) ak−1 p
(k−1). The path from v2 to
u2 corresponds to the words between them, see Figure 3.11.
32
3.2. De Bruijn graphs and palindrome complexity
p(k−1) b p(k−1)
p(k−2) b p(k−2) b p(k−2) b p(k−2) b p(k−2) b p(k−2) b p(k−2) b p(k−2)
v2
u2
Figure 3.11: By shifting the suffix v2 we obtain the prefix u2. For brevity we use b := ak−1.
If x j denotes the j-th vertex on this path, counted from v2, then we have
x j = p
(k−1)|[|p(k−2)|+1−er+ j, |p(k−1)|] ak−1 p(k−1)|[1, |p(k−2)|+ j]
=

p(k−2)|[|p(k−2)|+1−er+ j, |p(k−2)|] ak−1 p(k−2) . . . p(k−2) ak−1 p(k−2) ak−1 p(k−2)|[1, j−1] .
Since the p(k−2)-blocks are palindromes, the reflection of x j is given by
←−x j =
←−−−−−−−−−
p(k−2)|[1, j−1] ak−1 p(k−2) . . . p(k−2) ak−1
←−−−−−−−−−−−−−−−−−−−
p(k−2)|[|p(k−2)|+1−er+ j, |p(k−2)|]
= p(k−2)|[|p(k−2)|− j+2, |p(k−2)|] ak−1 p(k−2) . . . p(k−2) ak−1 p(k−2)|[1,er− j]
= xer+1− j .
This is precisely the j-th vertex on the path, counted from u2. Thus the correspondence
between reflected words and the reflected graph holds along all paths. 
Corollary 3.21. The number of palindromes of length L is precisely the number of arcs in
GL that have an even number of edges.
Since the number of edges of each arc was given in Figure 3.3, 3.5 and 3.7, we can deduce
a formula for the palindrome complexity. As before we write r := L mod (|p(k−1)|+1) ander := L mod (|p(k−2)|+ 1).
Corollary 3.22. For 0≤ L ≤ |p(0)| the palindrome complexity is given by
P(L) = (#A0 − 1) · (L mod 2) + 1 .
For k ≥ 1 and |p(k−1)|+ 1≤ L ≤ |p(k)| the palindrome complexity is given by
P(L) = (#Ak − 1) · (L mod 2) + ((|p(k−1)|+ 1− r)mod 2)
+ (r mod 2) ·
¨
1 if |p(k−1)|+ 1≤ L ≤ |p(k)| − |p(k−1)| − 1
1Ak+1(ak) if |p(k)| − |p(k−1)| ≤ L ≤ |p(k)|
+
¨
(er mod 2) + ((|p(k−2)|+ 1− er)mod 2)− (L mod 2)
0¨
if ak−1 ∊Ak and |p(k−1)|+ 1≤ L ≤ 2|p(k−1)| − |p(k−2)|
if ak−1 Ak or 2|p(k−1)| − |p(k−2)| < L ≤ |p(k)|
.
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Example 3.23 (period doubling). We have A = fA = { a, b } and |p(k)|+ 1 = 2k+1. The
previous corollary reproduces precisely the results from [Dam00b]: the first values of the
palindrome complexity are
P(0) = 1 , P(1) = 2 , P(2) = 1 and P(3) = 3 .
For k ≥ 2 the numbers |p(k−2)|+1= 2k−1 and |p(k−1)|+1= 2k are even and do therefore
not affect our computations modulo two. Hence the palindrome complexity for k ≥ 2 and
2k ≤ L ≤ 2k+1− 1 is given by
P(L) =
¨
4 · (L mod 2) if 2k ≤ L ≤ 2k+1− 2k−1− 1
3 · (L mod 2) if 2k+1− 2k−1− 1< L ≤ 2k+1− 1 . 
Example 3.24 (generalised Grigorchuk subshift). For 1≤ L ≤ |p(0)| the palindrome com-
plexity is given by
P(L) = (#A0 − 1) · (L mod 2) + 1 .
For |p(0)|+ 1≤ L ≤ |p(1)| the general form simplifies to
P(L) = (L mod 2) ·

#A1 +
¨
1 if |p(0)|+ 1≤ L ≤ |p(1)| − |p(0)| − 1
1A2(a1) if |p(1)| − |p(0)| ≤ L ≤ |p(1)|

.
Since |p(k)|+ 1 is even for all k ≥ 0, we obtain (r mod 2) = (L mod 2) = (er mod 2) for all
k ≥ 2. Thus the palindrome complexity for |p(k−1)|+1≤ L ≤ |p(k)| with k ≥ 2 is given by
P(L) = (L mod 2) ·

#Ak +
¨
1 if |p(k−1)|+ 1≤ L ≤ |p(k)| − |p(k−1)| − 1
1Ak+1(ak) if |p(k)| − |p(k−1)| ≤ L ≤ |p(k)|
+
¨
1 if ak−1 ∊Ak and L ≤ 2|p(k−1)| − |p(k−2)|
0 if ak−1 Ak or L > 2|p(k−1)| − |p(k−2)|

. 
Example 3.25 (Grigorchuk subshift). We have #A0 = 4 and a0 A1, as well as #Ak = 3
and ak ∊Ak+1 for all k ≥ 1. Together with |p(k)|+ 1= 2k+1 this yields
P(L) =

4 · (L mod 2) if 1≤ L ≤ 3
5 · (L mod 2) if 2k ≤ L ≤ 2k+1− 2k−1− 1 for k ≥ 2
4 · (L mod 2) if 2k+1− 2k−1 ≤ L ≤ 2k+1− 1 for k ≥ 2
. 
3.3 Repetitivity
Repetitivity describes how long a block of letters has to be to ensure that all words of a
given length appear in this block. More precisely, we define the repetitivity function as
R : N→ N , L 7→min{ L˜ : every u ∊L (Ω)L is contained in every v ∊L (Ω) L˜ } .
It is easy to see that the repetitivity function is strictly increasing. For all sufficiently large
L we describe it by an explicit formula in Theorem 3.38. Afterwards we characterise α-
repetitivity of simple Toeplitz subshifts as well as the special case of linear repetitivity
(α = 1). The necessary tools are introduced in the first subsection.
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3.3.1 Detailed description of the coding sequence
In the following we introduce two notions which describe combinatorial properties of the
coding sequence (ak). The first one is the function
F : N0 → N , k 7→min{ j > k : { ak+1, . . . ,a j }=Ak+1 } .
It counts how many positions after ak it happens for the first time that every letter that
occurs after ak has occurred at least once. In particular F(k) ≥ k + #Ak+1 ≥ k + # fA
holds for all k ∊ N0.
Proposition 3.26. The function F is monotonically increasing.
Proof. ForAk+2 =Ak+1 the definition of F yields
F(k + 1) =min{ j : { ak+2, . . . a j }=Ak+1 } ≥min{ j : { ak+1, . . . a j }=Ak+1 }= F(k) .
ForAk+2 =Ak+1 \ { ak+1 } we obtain
F(k + 1) =min{ j : { ak+2, . . . ,a j } =Ak+1 \ { ak+1 } }
=min{ j : { ak+1, . . . ,a j } =Ak+1 }
= F(k) . 
Note that F is in general not strictly monotonically increasing. Therefore, the second
notion we introduce is the sequence (mi)i∊N0 , defined by m0 = 0 and F(mi) = F(mi+1) =
. . . = F(mi+1 − 1) < F(mi+1). It denotes those positions where F actually increases.
Below, we prove two useful characterisations of (mi). Both are based on the idea that
F(k) = F(k + 1) holds if ak+1 appears in { ak+2, . . . ,aF(k) }.
Proposition 3.27. The sequence (mi) is given by m0 = 0 and the recurrence relation mi+1 :=
max{ j ≤ F(mi) : { a j ,a j+1, . . . ,aF(mi) }=Ami+1 }.
Proof. Let (mi) denote the previously defined sequence and let (emi) denote the sequence
defined in this proposition. By definition m0 = 0 = em0 holds. We proceed by induction,
so assume that mi = emi holds. Because of { aemi+1, . . . ,aF(emi) } =Aemi+1, we have emi+1 ≥emi + 1. Combined with { aemi+1 , . . . ,aF(emi) } =Aemi+1 ⊇Aemi+1 , we obtain the inequality
F(emi+1 − 1) =min{ j > emi+1 − 1 : { aemi+1 , . . . ,a j } =Aemi+1 } ≤ F(emi) = F(mi) .
This yields emi+1−1≤ mi ≤ mi+1−1. Conversely, F(mi+1−1) = F(mi) holds by definition,
which implies { ami+1 , . . . ,aF(mi) } =Ami+1 ⊆Ami+1. This yields emi+1 ≥ mi+1. 
Proposition 3.28. For k ≥ 1 the equality ak = aF(k) holds if and only if k = mi holds for
some i ≥ 1.
Proof. First we assume k = mi. The definition of F(mi) yields
{ ami+1, . . . ,aF(mi)−1 } =Ami+1 \ { aF(mi) } ⊆ Ami \ { aF(mi) } .
Since F is increasing at mi , we also have
Ami = { ami , . . . ,aF(mi−1) } ⊆ { ami , . . . ,aF(mi)−1 } ⊆ Ami .
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Thus ami = aF(mi) follows. Conversely we now assume ak = aF(k) for some k ≥ 1. Con-
sequently we have
{ ak, . . . ,aF(k)−1 }= { ak+1, . . . ,aF(k) }=Ak+1 =Ak ,
and thus F(k − 1)≤ F(k)− 1. 
To illustrate the notions introduced above, we discuss some examples. The results will
also play a role when we study α-repetitivity and the Boshernitzan condition in Subsec-
tion 3.3.3 and Section 3.4 respectively.
Example 3.29. For every simple Toeplitz subshift with # fA = 2, the sequence (ak) even-
tually alternates between the two letters in fA . This implies F(k) = k + 2 and hence
mi+1 = mi + 1 for all sufficiently large k. 
Example 3.30 (generalised Grigorchuk subshift). The case # fA = 2 was discussed in the
previous example. For # fA = 3 we obtain Ak = fA = { b, c, d } for all k ≥ 1. The defin-
ition of F(mi) implies aF(mi)  { ami+1, . . . ,aF(mi)−1 }. Thus the letters aF(mi)−2, aF(mi)−1
and aF(mi) are pairwise different and fA = { aF(mi)−2,aF(mi)−1,aF(mi) } holds. Now Pro-
position 3.27 yields mi+1 = F(mi)− 2 for all i ≥ 0. For the special case of the standard
Grigorchuk subshift, we have F(k) = k + 3 for all k ≥ 0, and thus mi+1 = mi + 1. 
Example 3.31 (non-(B) example). Recall from Example 2.17 that (ak) is given by
(ak)k∊N0 = ( a, b︸︷︷︸
2 letters
, c,a, b,a, b︸ ︷︷ ︸
4 letters
, d , . . . , c,a, b, . . . ,a, b︸ ︷︷ ︸
4l letters
, d ,a, b, . . . ,a, b︸ ︷︷ ︸
4l+2 letters
, c, . . .) .
In this sequence, the l-th neither-a-nor-b letter has the index (l +1)2−2. When we have
reached the next c and the next d , we have reached all letters, since there are a’s and b’s
in between them. This yields
F(k) = (l + 2)2 − 2 for k ∊ N0 with l2 − 2≤ k < (l + 1)2 − 2 .
In particular, (mi) is given by m0 = 0 and mi = (i + 1)
2 − 2 for i ≥ 1. Moreover
F(mi) = mi+2 holds. It will turn out that this behaviour of mi and F(mi) is the reason
that the subshift is a counterexample to both, α-repetitivity (see Example 3.46) and the
Boshernitzan condition (Example 3.53). In fact, this example was specifically designed in
[LQ11] to violate the Boshernitzan condition. 
3.3.2 The repetitivity of simple Toeplitz subshifts
In the following we prove lower and upper bounds for the repetitivity function. It turns
out that they can only be satisfied simultaneously if R(L + 1) −R(L) = 1 holds for all
sufficiently large L. This yields an explicit formula for the repetitivity function.
Before we begin, we repeat briefly which words occur in a simple Toeplitz subshift: ac-
cording to Proposition 3.1 every word of length |p(k)|+1 or less is a subword of p(k) a p(k)
for some a ∊Ak+1. By Proposition 3.2 and Corollary 3.7, all subwords of length |p(k)|+1
that start in p(k) a for a ∊Ak+1 \ { ak } and in p(k−1) ak (if ak ∊Ak+1 holds) are pairwise
different. To bound the repetitivity from below, we show that certain words do not occur
in a large blocks.
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Proposition 3.32. For every i ≥ 1 we have the lower bound
R(|p(mi)| − |p(mi−1)|+ 1)≥ 2 · (|p(F(mi)−1)|+ 1) .
Proof. Let v denote the suffix of length |p(mi)| + 1 − |p(mi−1)| of p(mi) aF(mi). Because of
aF(mi) = ami (see Proposition 3.28) we obtain the decomposition
p(mi) aF(mi) = p
(mi−1) aF(mi) p
(mi−1) . . . p(mi−1) aF(mi) p
(mi−1) aF(mi)︸ ︷︷ ︸
the suffix v
,
with nmi consecutive single letters aF(mi). Let c ∊AF(mi)+1\{ aF(mi) } and consider the word
u := p(F(mi)−1) c p(F(mi)−1). We decompose p(F(mi)−1) into p(mi)-blocks and single letters
from { ami+1, . . . ,aF(mi)−1 }. Since the definition of F implies aF(mi)  { ami+1, . . . ,aF(mi)−1 },
there are at most nmi − 1 consecutive occurrences of aF(mi) in the p(mi−1)-block decom-
position of u. Thus, v does not occur in u in such a way that the p(mi−1)-blocks align. It
does not occur at a different position either, since the subwords of length |p(mi−1)|+ 1 of
p(mi−1) a p(mi−1) are pairwise different. This yields
R(|p(mi)|+ 1− |p(mi−1)|) =R(|v|)> |u| = 2 · |p(F(mi)−1)|+ 1 . 
Proposition 3.33. For every i ≥ 1 we have the lower bound
R(|p(mi)|+ 2)≥ 2 · (|p(F(mi)−1)|+ 1) + |p(mi)|+ 1 .
Proof. The proof is similar to the previous one: we show that v := aF(mi) p
(mi) ami+1 does
not occur in u := p(F(mi )−1) c p(F(mi)−1) aF(mi) p
(mi), with c ∊ AF(mi)+1 \ { aF(mi) }. Recall
from the previous proof that aF(mi) does not appear as a single letter in the p
(mi)-block de-
composition of p(F(mi)−1). Thus any two p(mi)-blocks in u=p(F(mi)−1)c p(F(mi)−1)aF(mi) p
(mi)
are separated by a non-aF(mi) letter, except for the last two blocks. Consequently v =
aF(mi) p
(mi) ami+1 does not occur in u. 
Remark 3.34. For mi+1 = mi + 1 and nmi+1 = 2 Proposition 3.32 and 3.33 bound the
repetitivity function at the same length, since
|p(mi+1)| − |p(mi+1−1)|+ 1= |p(mi+1−1)|+ 2= |p(mi)|+ 2 .
holds. The lower bound in Proposition 3.32 is stronger, as a short computation shows:
2 · (|p(F(mi+1)−1)|+ 1)≥ 2 · nF(mi+1)−1 · (|p(F(mi)−1)|+ 1)
= 2 · (|p(F(mi)−1)|+ 1) + 2 · (nF(mi+1)−1 − 1)(|p(F(mi)−1)|+ 1)
> 2 · (|p(F(mi)−1)|+ 1) + |p(mi)|+ 1 .
Essentially, the case nmi+1 = 2 is special since ami+1 p
(mi) ami+1 is not contained in p
(mi+1).
Moreover, mi+1 = mi + 1 implies that the letter ami+1 = ami+1 = aF(mi+1) is not in { ami+2,
. . . ,aF(mi+1)−1 }. Thus we need to look at a much longer word to see ami+1 p(mi) ami+1 than
for nmi+1 > 2 or for mi+1 > mi + 1. 
Now we prove upper bounds for the repetitivity. The idea is to show that all sufficiently
long words contain all p(k)ap(k) for a ∊Ak+1, which contain all words of length |p(k)|+1.
As for the lower bound, we prove the inequality at two values.
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Proposition 3.35. For every i ≥ 1 we have the upper bound
R(|p(mi)| − |p(mi−1)|) ≤ 2 · (|p(F(mi−1)−1)|+ 1) + |p(mi)| − |p(mi−1)| − 1 .
Proof. To shorten notation we write em := F(mi−1)−1= F(mi −1)−1. It suffices to show
that every word of length 2 · (|p(em)|+ 1) + |p(mi)| − |p(mi−1)| − 1 contains all subwords of
length |p(mi)| − |p(mi−1)| of p(mi) a p(mi) for a ∊Ami+1.
Every word of length 2·(|p(em)|+1)+|p(mi)|−|p(mi−1)|−1 contains p(em). The decomposition
of p(em) into p(mi)-blocks shows that p(em) contains p(mi) a p(mi) for all a ∊ { ami+1, . . . ,aem }.
Because ofAmi+1 ⊆Ami = { ami , . . . ,aF(mi−1) }, this leaves only a ∊ { ami ,aF(mi−1) } to deal
with. For a = ami it suffices to study words that start in p
(mi−1) ami . Since their length is
|p(mi)| − |p(mi−1)|, they are contained in p(mi), which is contained in p(em) and thus in u.
For a = aF(mi−1) we need a refined version of the arguments above:
Every word u of length 2·(|p(em)|+1)+|p(mi)|−|p(mi−1)|−1 contains necessarily a p(em)-block
together with both neighbouring letters. At least one of the letters is aF(mi−1) and without
loss of generality we assume that it is the right one. To the right of it, the next p(mi)-block
begins. We distinguish two cases: if there are at least |p(mi)| − |p(mi−1)| − 1 letters of u
to the right of aF(mi−1), then u contains all subwords of p
(mi) aF(mi−1) p
(mi) which start in
p(mi) aF(mi−1) and we are done. If there are 0≤ j < |p(mi)|− |p(mi−1)|−1 letters of u to the
right of aF(mi−1), then there are 2(|p(em)|+ 1) + |p(mi)| − |p(mi−1)| − j − 2 letters of u to the
left of aF(mi−1). They form a p
(em)-block, a single letter, another p(em)-block, another single
letter and the rightmost |p(mi)| − |p(mi−1)| − 2− j letters of p(mi), see Figure 3.12.
⋆ p( em) ⋆ p( em) ap(mi) p(mi)|[1, j]
Figure 3.12: Decomposition of a word of length 2 · (|p(em)|+ 1) + |p(mi)| − |p(mi−1)| − 1 into
p(mi)-blocks and single letters. To shorten notation we use a := aF(mi−1).
At least one of the single letters is aF(mi−1). If it is the right letter, then u contains
p(mi) aF(mi−1) p
(mi) and we are done. If it is the left letter, then note that the right end
of u contains all subwords of length |p(mi)| − |p(mi−1)| of p(mi) aF(mi−1) p(mi) that start in
p(mi)|[1, |p(mi−1)|+ j+2]. Since the left end of u is p(mi)|[|p(mi−1)|+ j+3, |p(mi )|] aF(mi−1) p(mi), it con-
tains the remaining subwords, which finishes the proof. 
Proposition 3.36. For every i ≥ 1 we have the upper bound
R(|p(mi)|+ 1)≤ 2 · (|p(F(mi)−1)|+ 1) + |p(mi−1)| .
Proof. The proof is similar to the previous one. We write em = F(mi)− 1 and show that
every word u of length 2 · (|p(em)|+1)+ |p(mi−1)| contains all subwords of length |p(mi)|+1
of p(mi) a p(mi) with a ∊Ami+1.
It follows from |u| = 2 · (|p(em)| + 1) + |p(mi−1)| that u contains p(em). The decomposition
of p(em) into p(mi)-blocks shows that u contains p(mi) a p(mi) for all a ∊ { ami+1, . . . ,aem } =
Ami+1 \ { aF(mi) }. To treat a = aF(mi) = ami , we note that u necessarily contains p(em)
together with both neighbouring letters. At least one of them is aem+1 = ami and without
loss of generality we assume that it is the right one. If there are at least |p(mi)| letters
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of u to the right of ami , then we are done. If there are 0 ≤ j < |p(mi)| letters of u to
the right of ami , then there are |p(mi−1)| − 1 − j + 2(1 + |p(em)|) letters to the left of ami .
They form a p(em)-block, a single letter, another p(em)-block, another single letter and the
rightmost |p(mi−1)| − 1 − j letters of p(mi−1). If the single letter to the right is ami , then
we are done. If the single letter to the left is ami , then the right end of u contains all
subwords of length |p(mi)|+1 of p(mi) ami p(mi) that start in p(mi−1)|[1,1+ j]. The left end of
u is p(mi−1)|[2+ j, |p(mi )|] ami p(mi), which contains the remaining subwords. 
Remark 3.37. Similar to Remark 3.34 we note that
|p(mi+1)| − |p(mi+1−1)| = |p(mi+1−1)|+ 1= |p(mi)|+ 1
holds for mi+1 = mi + 1 and nmi+1 = 2. Thus Proposition 3.35 and 3.36 bound the repet-
itivity at the same length. A short computation shows that the bound in Proposition 3.36
is stronger:
2 · (|p(F(mi)−1)|+ 1) + |p(mi−1)| < 2 · (|p(F(mi)−1)|+ 1) + |p(mi)|
= 2 · (|p(F(mi)−1)|+ 1) + |p(mi+1)| − |p(mi+1−1)| − 1 . 
We now deduce an explicit formula for the repetitivity. We show that the inequalities
above can only be satisfied simultaneously if they are actually equalities and R(L + 1)−
R(L) = 1 holds for all L except |p(mi)|+ 1 and |p(mi)| − |p(mi−1)|.
Theorem 3.38. For i ≥ 1 and |p(mi)| − |p(mi−1)|+1≤ L ≤ |p(mi+1)| − |p(mi+1−1)| the repetit-
ivity function is given by
R(L)=
2¨·|p(F(mi)−1)|+1−|p(mi)|+|p(mi−1)|+L for |p(mi)|−|p(mi−1)|+1≤ L≤|p(mi)|+1
2·|p(F(mi)−1)|+1+L for |p(mi)|+2≤ L≤|p(mi+1)|−|p(mi+1−1)| .
Proof. Recall that R(L + 1)−R(L) ≥ 1 holds for all L. First we consider the repetitivity
between |p(mi)| − |p(mi−1)|+ 1 and |p(mi)|+ 1:
2 · (|p(F(mi)−1)|+ 1) + |p(mi−1)|
≥R(|p(mi)|+ 1) by Proposition 3.36
=R(|p(mi)| − |p(mi−1)|+ 1) +
∑|p(mi )|
L=|p(mi)|−|p(mi−1)|+1

R(L + 1)−R(L)

≥ 2 · (|p(F(mi)−1)|+ 1) + |p(mi−1)| by Proposition 3.32 .
This proves the claim for |p(mi)| − |p(mi−1)| + 1 ≤ L ≤ |p(mi)| + 1. If mi+1 = mi + 1 and
nmi+1 = 2 hold, then |p(mi)|+1= |p(mi+1)|−|p(mi+1−1)| follows and we are done. Otherwise
we have yet to consider the repetitivity between |p(mi)|+ 2 and |p(mi+1)| − |p(mi+1−1)|:
2 · (|p(F(mi)−1)|+ 1) + |p(mi+1)| − |p(mi+1−1)| − 1
≥R(|p(mi+1)| − |p(mi+1−1)|) by Proposition 3.35
=R(|p(mi)|+ 2) +
∑|p(mi+1)|−|p(mi+1−1)|−1
L=|p(mi)|+2

R(L + 1)−R(L)

≥ 2 · (|p(F(mi)−1)|+ 1) + |p(mi+1)| − |p(mi+1−1)| − 1 by Proposition 3.33 . 
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Corollary 3.39. For mi+1 = mi + 1 and nmi+1 = 2 the repetitivity simplifies to
R(L) = 2 · |p(F(mi)−1)|+ 1− |p(mi)|+ |p(mi−1)|+ L
for |p(mi)| − |p(mi−1)|+ 1≤ L ≤ |p(mi+1)| − |p(mi)| .
Remark 3.40. Roughly speaking, the jump between R(|p(mi)|+ 1) and R(|p(mi)| + 2) is
caused by the fact that all words of length |p(mi)| + 1 are subwords of p(mi) a p(mi) with
a ∊ Ami+1. In contrast, this is not the case for words of length |p(mi)| + 2. The jump
between R(|p(mi)| − |p(mi−1)|) and R(|p(mi)| − |p(mi−1)|+ 1) is caused by a similar reason:
while all subwords of length |p(mi)|− |p(mi−1)| of p(mi) ami p(mi) are contained in p(mi), this
is not true for subwords of length |p(mi)| − |p(mi−1)|+ 1. For nmi+1 = 2 and mi+1 = mi + 1
the positions of the two jumps coincide. Therefore Proposition 3.32 and 3.36 provide
stronger bounds than Proposition 3.33 and 3.35, since the latter take only one of the two
jumps into account. 
3.3.3 Alpha-repetitivity
In this subsection we study linear repetitivity and, more general, α-repetitivity of simple
Toeplitz subshifts. A subshift is said to be linearly repetitive if there exists a constant C
with R(L)L ≤ C for all L ≥ 1. For a lower bound, note that 1 <
R(L)
L holds for all L, since
the repetitivity function is strictly increasing. This notion was generalised in [GKM+19,
Definition 2.9], where a subshift is called α-repetitive for α≥ 1 if 0< limsupL→∞ R(L)Lα <
∞ holds. In [DKM+17, Theorem 4.10], α-repetitivity was characterised for l-Grigorchuk
subshifts. Below we give a characterisation for general simple Toeplitz subshifts. For
l-Grigorchuk subshifts we recover precisely the result from [DKM+17].
Proposition 3.41. Let α ≥ 1. A simple Toeplitz subshift is α-repetitive if and only if the
following inequalities hold:
0< limsup
i→∞
|p(F(mi)−1)|+ 1
(|p(mi)|+ 1)α = limsupi→∞
n0 · . . . · nF(mi)−1
nα0 · . . . · nαmi
<∞ .
Proof. By Theorem 3.38 we have R(L)Lα =
const
Lα +L
1−α, where the constant depends on i and
on whether |p(mi)|− |p(mi−1)|+1≤ L ≤ |p(mi)|+1 or |p(mi)|+2≤ L ≤ |p(mi+1)|− |p(mi+1−1)|
holds. For every i, this quotient is maximal either at L1(i) := |p(mi)| − |p(mi−1)|+ 1 or at
L2(i) := |p(mi)|+ 2. For L1 we obtain the bounds
2 · |p
(F(mi)−1)|+ 1
(|p(mi)|+ 1)α <
R(L1(i))
L1(i)α
<
2
(1− 1nmi )
α
· |p
(F(mi)−1)|+ 1
(|p(mi)|+ 1)α ≤ 2
1+α · |p
(F(mi)−1)|+ 1
(|p(mi)|+ 1)α .
Similarly we obtain for L2
21−α · |p
(F(mi)−1)|+ 1
(|p(mi)|+ 1)α =
2 · (|p(F(mi)−1)|+ 1)
(2 · (|p(mi)|+ 1))α <
R(L2(i))
L2(i)α
< 3 · |p
(F(mi)−1)|+ 1
(|p(mi)|+ 1)α .
First we assume 0 < limsupi→∞
|p(F(mi )−1)|+1
(|p(mi )|+1)α < ∞. Then the subshift is α-repetitive by
the bounds given above:
0< limsup
i→∞
2 · |p
(F(mi)−1)|+ 1
(|p(mi)|+ 1)α ≤ limsupL→∞
R(L)
Lα
≤ limsup
i→∞
21+α · |p
(F(mi)−1)|+ 1
(|p(mi)|+ 1)α <∞ .
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Conversely we now assume that the subshift is α-repetitive. Then the above bounds yield
0< 2−1−α · limsup
L→∞
R(L)
Lα
< limsup
i→∞
|p(F(mi)−1)|+ 1
(|p(mi)|+ 1)α < 2
−1+α · limsup
L→∞
R(L)
Lα
<∞ . 
Corollary 3.42. A simple Toeplitz subshift is linearly repetitive if and only if the sequence∏F(mi)−1
j=mi+1
n j

i≥1 is bounded from above.
Proof. By Proposition 3.41 with α = 1, linear repetitivity is equivalent to
0< limsup
i→∞
F(mi)−1∏
j=mi+1
n j <∞ .
Now the claim follows from the fact that the product is always bounded away from zero
because of n j ≥ 2 and F(k) ≥ k + 2. 
Corollary 3.43. On the one hand, if the sequence (nk)k≥0 is bounded, then the subshift is
linearly repetitive if and only if the sequence (F(mi)−mi)i≥0 is bounded. On the other hand,
if the sequence (F(mi)−mi)i≥0 is bounded, then the subshift is linearly repetitive if and only
if the sequence (nk)k≥0 is bounded.
Example 3.44 (Grigorchuk subshift). Clearly (nk) = (2,2,2, . . .) is bounded and we saw
in Example 3.30 that (F(mi)−mi)i≥0 is bounded as well. Thus the Grigorchuk subshift
is linearly repetitive. Alternatively, linear repetitivity can be derived from the fact that
the subshift is generated by a primitive substitution (see Remark 2.14) and every such
subshift is linearly repetitive ([Sol98, Lemma 2.3], [DHS99, Proposition 25]). 
Corollary 3.45. If (nk) is a constant sequence, then the subshift is α-repetitive if and only if
−∞< limsupi→∞

F(mi)−α ·mi

<∞ holds.
Proof. Let n denote the constant value of (nk). By Proposition 3.41 the subshift is α-
repetitive if and only if the following holds:
0< limsup
i→∞
n0 · . . . · nF(mi)−1
nα0 · . . . · nαmi
<∞
⇐⇒ 0< limsup
i→∞
nF(mi)−α·(mi+1) <∞
⇐⇒ −∞< limsup
i→∞

F(mi)−α · (mi + 1)

<∞ . 
Example 3.46 (non-(B) example). By Example 3.31 we have m0 = 0, mi = (i + 1)
2 − 2
for i ≥ 1, and F(mi) = mi+2. Hence we obtain
F(mi)−α ·mi = (1−α) · ((i + 1)2 − 2) + 4i + 8 .
Since the left hand side tends to +∞ for α = 1 and to −∞ for α > 1, there is no α ≥ 1
such that the subshift is α-repetitive. 
The special case where F(mi)−mi is constant is discussed next. Note that the corollary
covers in particular the case where n j+1 = n
c−1pα
j holds for all j ≥ 0.
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Corollary 3.47. Let (F(mi)− mi)i≥0 be a constant sequence with value c. If n j+c−1 = nαj
holds for all j ≥ 0, then the subshift is α-repetitive.
Proof. This follows from Proposition 3.41, since the product
n0 · . . . · nF(mi)−1
nα0 · . . . · nαmi
=
∏c−2
j=0 n j ·
∏mi+c−1
j=c−1 n j∏mi
j=0 n
α
j
=
c−2∏
j=0
n j
is positive, finite and independent of i. 
3.4 The Boshernitzan condition
The Boshernitzan condition is a weaker analogue of linear repetitivity. Based on a result
from [LQ11] we characterise it for simple Toeplitz subshifts in terms of F and (mi). Our
result takes a particular simple form if either nk = 2
jk or # fA = 3 holds. This includes
generalised Grigorchuk subshifts, where our characterisation of the Boshernitzan condi-
tion for the subshift has exactly the same form as a characterisation of the Boshernitzan
condition for actions of the underlying self-similar group. Moreover our results will play
in role in Chapter 5, since by [BP13] the Boshernitzan condition implies Cantor spectrum
for Jacobi operators (see Corollary 5.10).
Since simple Toeplitz subshifts are uniquely ergodic (Corollary 2.31), there exists a unique
T -invariant ergodic probability measure µ. We define
η(L) := min
u∊L (Ω)L
µ(C1(u)) = min
u∊L (Ω)L
µ({ω ∊ Ω :ω|[1, L] = u }) ,
where C1(u) denotes the cylinder set, see Section 2.1. A subshift is said to satisfy the
Boshernitzan condition (B) if
limsup
L→∞
L ·η(L) > 0 (B)
holds. As we will discuss later (see Section 4.4), the measure µ(C1(u)) is precisely the
frequency of u inω and describes how often u occurs “on average”. Thus the Boshernitzan
condition requires the same kind of bound as linear repetitivity, but only for the average
gap length between occurrences of a word, instead of every gap length. Some results from
[LQ11] about the Boshernitzan condition for simple Toeplitz subshifts are stated below:
Proposition 3.48 ([LQ11, Proposition 4.1]). Every simple Toeplitz subshift with # fA = 2
satisfies (B).
Example 3.49 (period doubling). By the previous proposition, the period doubling sub-
shift satisfies the Boshernitzan condition. In fact it is even linearly repetitive. This follows
either from Corollary 3.42 or, more abstractly, from the fact that the period doubling sub-
stitution (see Remark 2.12) is primitive. It was proved in [DHS99, Proposition 25] that
primitive substitutions always generate linearly repetitive subshifts. 
The following, very useful description of η(L) for # fA ≥ 3 is from [LQ11]. For conveni-
ence we state it in our notation. Let eK be such that ak ∊ fA holds for all k ≥ eK . We define
s j := n0 · . . . · n j−1. Recall that we write F(k) :=min{ j > k : { ak+1, . . . ,a j } =Ak+1 }.
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Proposition 3.50 ([LQ11, Proposition 4.2]). For a simple Toeplitz subshift with # fA ≥ 3
there exist constants 0 < c1 ≤ c2 such that for every L > seK , and j defined by the property
s j−1 < L ≤ s j , the following holds:
(a) If s j−1 < L < 2s j−1, then c1 ·η(L) ≤min
¦   2s j−1−L
s j−2
£
smin{ i> j−1: ai=a j−2 }
, 1sF( j−3)
©
≤ c2 ·η(L) .
(b) If 2s j−1 ≤ L ≤ s j , then c1 ·η(L) ≤ 1sF( j−2) ≤ c2 ·η(L) .
In [LQ11, Corollary 4.1] a characterisation of the Boshernitzan condition for simple Toep-
litz subshifts is derived. Below we give a different characterisation in terms of F and
(nk).
Proposition 3.51. A simple Toeplitz subshift satisfies the Boshernitzan condition if and
only if there exists a sequence (kr) of natural numbers with limr→∞ kr = ∞ such that ∏F(kr−1)−1
j=kr+1
n j

r is bounded.
Proof. For # fA = 2 the claim is trivially true: by Example 3.29 we have F(kr −1) = kr+1
for all sufficiently large kr . Clearly the empty product
∏F(kr−1)−1
j=kr+1
n j is always bounded
and by Proposition 3.48 the Boshernitzan condition is always satisfied for # fA = 2.
Let now # fA ≥ 3. First we assume that  ∏F(kr−1)−1j=kr+1 n jr is bounded. Let the sequence
(Lr) be given by Lr := skr+1. By Proposition 3.50 we obtain η(Lr )≥ (c2 ·sF(kr−1))−1, which
yields
limsup
L→∞
L ·η(L) ≥ limsup
r→∞
Lr ·η(Lr) ≥
1
c2
limsup
r→∞
1∏F(kr−1)−1
j=kr+1
n j
> 0 .
To prove the converse we assume that there is no sequence (kr) for which the product is
bounded. For every L ∊ N we define j by s j−1 < L ≤ s j . If s j−1 < L < 2s j−1 holds, then
Proposition 3.50 yields
L ·η(L) <
2s j−1
c1
· 1
sF( j−3)
=
2
c1
· 1∏F( j−3)−1
i= j−1 ni
j→∞−−−→ 0 .
If 2s j−1 ≤ L ≤ s j holds, then Proposition 3.50 yields
L ·η(L) ≤
s j
c1
· 1
sF( j−2)
=
1
c1
· 1∏F( j−2)−1
i= j ni
j→∞−−−→ 0 . 
The following proposition shows that the sequence (kr) can always be chosen as a sub-
sequences of (mi). The reason is that among all k ∊ {mi + 1, . . . ,mi+1 } the value of∏F(k−1)−1
j=k+1 n j is minimal for k = mi+1.
Proposition 3.52. There exists a sequence (kr) with limr→∞ kr =∞ such that the products ∏F(kr−1)−1
j=kr+1
n j

r are bounded if and only if there exists a subsequence (mir )r of (mi) with
limr→∞ ir =∞ such that the products
 ∏F(mir−1)−1
j=mir+1
n j

r are bounded.
Proof. On the one hand, if (mir ) is such a subsequence, then clearly kr := mir satisfies the
claim. On the other hand, assume that (kr) is a sequence as in the statement. For every
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r, let ir be such that mir − 1 ≤ kr − 1 < mir holds. Because of F(mir − 1) = F(kr − 1) we
obtain
∏F(mir−1)−1
j=mir+1
n j ≤
∏F(kr−1)−1
j=kr+1
n j. 
Example 3.53 (non-(B) example). As we saw in Example 3.31, we have F(mi) = mi+2
and mi = (i + 1)
2 − 2 for all i ≥ 1. For every i ≥ 1 this yields
F(mi−1)−1∏
j=mi+1
n j =
(i+2)2−3∏
j=(i+1)2−1
n j ≥ 22i+2 .
By Proposition 3.51 and 3.52, the non-(B) example does therefore not satisfy (B), which is
of course the reason for its name. In fact, no simple Toeplitz subshift with the same coding
sequence (ak) satisfies (B), independent of the chosen sequence (nk). To demonstrate this
behaviour is precisely why the non-(B) example was introduced in [LQ11]. 
Remark 3.54. By Corollary 3.42, a simple Toeplitz subshift is linearly repetitive if and only
if
 ∏F(mi)−1
j=mi+1
n j

i≥1 is bounded. By Proposition 3.51 and 3.52 a simple Toeplitz subshift
satisfies the Boshernitzan condition if and only if there exists a subsequence (mir )r such
that
 ∏F(mir−1)−1
j=mir+1
n j

r is bounded. This demonstrates that the Boshernitzan condition is
indeed a weaker analogue of linear repetitivity. 
Corollary 3.55. For a simple Toeplitz subshift with # fA = 3 the Boshernitzan condition is
satisfied if and only if lim infi→∞ nmi+1 <∞ holds.
Proof. For all sufficiently large i we have { ami ,ami+1,ami+2 }= fA by the definitions of F
and (mi) and by a similar argument as in Example 3.30. This yields F(mi − 1) = mi + 2.
Now the claim follows from Proposition 3.51 and 3.52. 
Remark 3.56. It was shown in [LQ11, Corollary 4.3] that simple Toeplitz subshifts with
# fA ≥ 3, a bounded sequence (nk) and limk→∞(F(k − 2)− k) =∞ do not satisfy the
Boshernitzan condition. However, as the previous proof showed, the latter assumption
cannot be satisfied for # fA = 3. In particular, every simple Toeplitz subshift with # fA = 3
and a bounded sequence (nk) satisfies the Boshernitzan condition. Note that this is not
true for # fA ≥ 4, see Example 3.53. 
Example 3.57 (generalised Grigorchuk subshift). We summarise the results from Propos-
ition 3.48 and Corollary 3.55: a generalised Grigorchuk subshift satisfies (B) if and only
if either # fA = 2 holds, or # fA = 3 and lim infi→∞ nmi+1 <∞ hold. 
To conclude this section, we reformulate our results for generalised Grigorchuk subshifts
in a way that relates them to self-similar groups. Recall from Example 2.15 that these
subshifts are obtained from (nk) = (2,2,2, . . .) and a sequence (bk) ∊ A N0 , where bk =
bk+1 is allowed. When a letter bk is repeated j times, we combine these occurrences
to b2
j−1
k . Conversely, when we have nk = 2
jk , we can interpret (ak) as derived from a
sequence (bk) with repetitions and (nk)k∊N0 = (2,2,2, . . .). Proposition 3.51 can then be
formulated in terms of (bk):
Corollary 3.58. Assume that all nk have the form nk = 2
jk with jk ∊ N. Then the Boshern-
itzan condition is satisfied if and only if there exists a constant C and a sequence (tr ) with
limr→∞ tr =∞ such that { btr , . . . , btr+C } = { bs : s ≥ tr } holds.
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Proof. By Proposition 3.51 with nk = 2
jk , (B) is satisfied if and only if there exists a
sequence (kr) with limr→∞ kr = ∞ such that
 ∑F(kr−1)−1
i=kr+1
ji

r is bounded. Assume
that the letter ak corresponds to the letters bt = . . . = bt+ jk−1, the letter ak+1 corres-
ponds to the letters bt+ jk = . . . = bt+ jk+ jk+1−1 and so on, such that aF(k−1) corresponds to
bt+ jk+...+ jF(k−1)−1 = . . . = b jk+...+ jF(k−1)−1. Note that
Ak = { ak, . . . ,aF(k−1) } = { bt+ jk−1, bt+ jk , . . . , bt+ jk+...+ jF(k−1)−1 }
holds. The set on the right contains 2+
∑F(k−1)−1
i=k+1 ji elements. If there exists a sequence
(kr) such that this sum is bounded, then
{ btr+ jkr−1, . . . , btr+ jkr+...+ jF(kr−1)−1 }
has the claimed property. Conversely, assume that there exists a sequence (tr) with
{ btr , . . . , btr+C } = { bs : s ≥ tr }. Let akr denote the letter that corresponds to btr . Then
aF(kr−1)−1 corresponds to a letter bt with t ≤ tr + C . Since jk denotes the multiplicity of
the letter bt that corresponds to ak, we obtain∑F(kr−1)−1
i=kr+1
ji ≤ (tr + C)− (tr + 1) + 1= C . 
Remark 3.59. As the name suggests, generalised Grigorchuk subshifts are associated to
elements in the family of Grigorchuk’s groups. These groups are defined by sequences (αt)
of automorphism-valued maps. Since the groups act on a set of rooted graphs, there exists
a notion of a Boshernitzan condition, see Definition B.8 in the appendix. Nagnibeda and
Perez show in [NP19] that the action of such a group satisfies the Boshernitzan condition
if and only if there exists a constant C and a sequence (tr ) with limr→∞ tr =∞ such
that for every r the equality {αtr , . . . ,αtr+C } = {αs : s ≥ tr } holds, see Proposition B.9.
This is completely analogous to our previous corollary for subshifts. 
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Chapter 4
Jacobi operators: almost sure
absence of eigenvalues
In this chapter we begin our study of Jacobi and Schrödinger operators. We recall their
definitions and basic facts about their spectrum on aperiodic subshifts. A central concept
is that of transfer matrices, which are matrix products that describe solutions of the eigen-
value equation. We remind the reader how repetitions of words exclude eigenvalues via
so-called Gordon-type arguments. This allows us to prove that the pure point spectrum
is empty for almost all elements of a simple Toeplitz subshift. In addition this chapter
serves as an introduction for Chapter 5, where many of the aforementioned concepts will
reappear in a more general form. Accordingly we sometimes only sketch the main idea
and refer to the detailed proof of a more general result in the next chapter.
4.1 Jacobi operators and transfer matrices
The prototype of the operators that we are interested in is the Schrödinger operator H :=
∆+ V on ℓ2(Z). Here ∆ is the discrete Laplacian and V is a multiplication operator. It is
called potential and reflects the underlying aperiodic structure. In other words, we model
a quasicrystal by a two-sided infinite, aperiodic arrangement of equally spaced atoms or
ions. The Schrödinger operator describes their interaction with an electron. The spectrum
of the operator encodes the possible energy values of the electron.
In the following we mostly consider Jacobi operators, which can have an off-diagonal
term different from one (the Laplacian∆ is, in other words, replaced by a weighted Lapla-
cian). In [GLN18, Proposition 4.1] a connection between Jacobi operators and self-similar
groups was proved: in certain cases, a Jacobi operator on a simple Toeplitz subshift is unit-
arily equivalent to the Laplacian on a Schreier graph, which is associated to the group.
Therefore the study of Jacobi operators also sheds new light on self-similar groups. More
details about this connection can be found in Section B.2 of the appendix.
Definition 4.1. Let f : Ω→ R \ {0 } and g : Ω→ R be continuous functions on a subshift
Ω. For an element ω ∊ Ω, the operator Hω : ℓ
2(Z)→ ℓ2(Z) that is defined by
(Hωψ)(k) := f (T
kω)ψ(k − 1) + g(T kω)ψ(k) + f (T k+1ω)ψ(k + 1)
is called the Jacobi operator associated to ω. In the special case f ≡ 1, the operator is
called a Schrödinger operator.
For the operators that we consider in this thesis we make two additional assumptions.
The first one ensures that Hω actually “sees” the aperiodic structure of ω. More precisely,
we define the dynamical system (eΩ, eT ) by
eΩ := § f (ω)
g(ω)

: ω ∊ Ω
ª
and eT : eΩ→ eΩ ,  f (ω)
g(ω)

7→

f (Tω)
g(Tω)

, (4.1)
47
4. Jacobi operators
with the product topology on eΩ. We say that ( f , g) is aperiodic if eΩ contains no eT -periodic
element. For example, f and g must not both be constant. Our second assumption limits
the range that f and g “see” of ω by requiring both functions to be locally constant. With
the usual topology on Ω (see Section 2.1) this notion can be defined as follows:
Definition 4.2. A map f , defined on a subshift Ω, is called locally constant if there exists
a number J ∊ N0 such that f (ω) = f (̺) holds for all ω,̺ ∊ Ω with ω|[−J , J] = ̺|[−J , J].
In symbolic dynamics, locally constant maps are also known as (sliding) block codes.
Remark 4.3. Let f be locally constant. Then f takes only finitely many values, since the
compactness of Ω implies that there exists a finite covering Ω = ∪i=1,...,kUωi such that f
is constant on each Uωi . 
Remark 4.4. While the Jacobi operators that we consider involve real-valued locally con-
stant functions, Definition 4.2 is not restricted to this setting. In fact we will study matrix-
valued locally constant functions in Chapter 5. 
The starting point for our investigation of the spectrum is the eigenvalue equation Hωϕ =
Eϕ with E ∊ R and ϕ ∊ RZ. Note that we do not assume ϕ ∊ ℓ2(Z), so ϕ is not necessarily
an eigenfunction even if it solves the eigenvalue equation. Since such a solution is determ-
ined by its value at two consecutive positions, we collect them in a vector Φ( j) :=
 
ϕ( j+1)
ϕ( j)

.
The definition of Hω yields for j > 0 the equality
ϕ( j + 1)
ϕ( j)

=
 E−g(T jω)
f (T j+1ω) −
f (T jω)
f (T j+1ω)
1 0

ϕ( j)
ϕ( j − 1)

and for j < 0 the equality
ϕ( j)
ϕ( j − 1)

=
 0 1
− f (T j+1ω)f (T jω)
E−g(T jω)
f (T jω)

ϕ( j + 1)
ϕ( j)

.
The matrices above are called elementary transfer matrices. They encode how the value of
ϕ at two positions determines the value to the right (for j > 0) or to the left (for j < 0).
This process is now iterated. To shorten notation, we introduce the transfer matrix map,
defined by
ME : Ω→ GL(2,R) , ω 7→
 E−g(Tω)
f (T2ω) −
f (Tω)
f (T2ω)
1 0

. (4.2)
We obtain for j > 0 the equality
Φ( j) = ME(T
j−1ω) · . . . ·ME(ω)Φ(0)
and for j < 0 the equality
Φ( j) = ME(T
jω)−1 · . . . ·ME(T−1ω)−1Φ(0) .
The matrix products above are called transfer matrices. Since they describe the behaviour
of solutions of the eigenvalue equation, they are an important tool in the spectral theory
of Jacobi operators. Both transfer matrix equations can be compressed into a single map.
By a slight abuse of notation it is also called ME and defined by
ME : Z×Ω→ GL(2,R) , ( j,ω) 7→

ME(T
j−1ω) · . . . ·ME(T 0ω) for j > 0
Id for j = 0
ME(T
jω)−1 · . . . ·ME(T−1ω)−1 for j < 0
. (4.3)
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This yields Φ( j) = ME( j,ω)Φ(0) for all j ∊ Z. The same type of matrix products will also
appear in Chapter 5 when we study cocycles. In fact, transfer matrices are cocycles and
they will be the main application of our more general approach in the next chapter.
4.2 The spectrum of Jacobi operators
For ω ∊ Ω the spectrum of the associated Jacobi operator Hω on ℓ
2(Z) is given by
σ(Hω) := { E ∊ C : E · Id −Hω is not a bijection with bounded inverse } .
In the following we review basic facts about the spectrum for the case that the subshift is
aperiodic. For a more thorough discussion of spectral theory, see standard works such as
[RS72] or the surveys [Süt95], [Dam00a], [Dam05], [Dam17] and the references therein.
Many results on Jacobi operators and their spectrum can also be found in [Tes00].
First note that Hω is self-adjoint, which implies σ(Hω) ⊆ R. Moreover since Hω is
bounded there is a spectral measure µϕ associated to every ϕ ∊ ℓ
2(Z). We write:
• ℓ2(Z)ac := {ϕ ∊ ℓ2(Z) : µϕ is absolutely continuous with respect to the Lebesgue
measure }.
• ℓ2(Z)sc := {ϕ ∊ ℓ2(Z) : µϕ is singular with respect to the Lebesgue measure and
continuous }.
• ℓ2(Z)pp := {ϕ ∊ ℓ2(Z) : µϕ is a pure point measure }.
Definition 4.5. The spectrum of the restriction of Hω to each of the sets above is called:
• σac(Hω) := σ(Hω|ℓ2(Z)ac) the absolutely continuous spectrum of Hω.
• σsc(Hω) := σ(Hω|ℓ2(Z)sc) the singular continuous spectrum of Hω.
• σpp(Hω) := { E ∊ R : E is an eigenvalue of Hω } the pure point spectrum of Hω.
Note that σpp(Hω) = σ(Hω|ℓ2(Z)pp) holds. We obtain the following decomposition of the
spectrum, see for example [RS72, Section VII.2]:
σ(Hω) = σac(Hω)∪σsc(Hω)∪σpp(Hω) .
Since every ω ∊ Ω defines a different operator Hω, the spectra will in general also be
different. However, in the situation that we typically consider in this thesis, the spec-
trum is independent of ω. In an almost sure sense, this is even true for the spectrum’s
components:
Proposition 4.6. Let Ω be a minimal and uniquely ergodic subshift. Then there exist sets
Σ,Σac,Σsc,Σpp ⊆ R such that
σ(Hω) = Σ and σac(Hω) = Σac , σsc(Hω) = Σsc , σpp(Hω) = Σpp
hold for almost all ω ∊ Ω with respect to the ergodic measure. The equality σ(Hω) = Σ even
holds for all ω ∊ Ω. This set is therefore referred to as the spectrum of the Jacobi operator
on the subshift.
The almost sure constancy can be found in [Pas80, Corollary 1] and [CFKS87, The-
orem 9.4] for Schrödinger operators and in [Tes00, Theorem 5.3 and 5.4] for Jacobi op-
erators. For the complete ω-independence of the spectrum, which is based on the strong
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convergence of an approximation by minimality, see [Süt95, Section 6.2] or [Dam05,
Theorem 3.2]. At least for Schrödinger operators, the equality σac(Hω) = Σac also holds
everywhere ([LS99, Theorem 1.5]), but σsc(Hω) and σpp(Hω) will in general depend on
ω, see [JS94, Example 1].
Remark 4.7. As a side remark we comment on two extremal cases that are beyond the
scope of this thesis: crystals and random (also: “glassy” or “amorphous”) materials. In
both cases, the spectrum of the associated Schrödinger operator has been thoroughly
studied.
On the one hand, assume that Hω is P-periodic (“a crystal”). This yields a periodic differ-
ence equation which can be treated in the framework of Floquet/Bloch theory ([Flo83],
[Blo29]). An important role is played by the transfer matrix over a whole period. Since
it has determinant one (see Equation (4.2)), its eigenvalues m± satisfy m− =
1
m+
. A short
computation shows that |m±|= 1 holds if and only if |tr(ME(P,ω))| ≤ 2 holds. Moreover,
the eigenvalues of ME(P,ω) are connected to the asymptotic behaviour of solutions of the
eigenvalue equation Hωϕ = Eϕ. Combined, this yields the important relation:
σ(Hω) = { E ∊ R : |tr(ME(P,ω))| ≤ 2 } .
It can be shown that the spectrum of a periodic Schrödinger operator is purely absolutely
continuous. A detailed treatment of this topic can be found in [CL90, Subsection VII.2.1].
On the other hand, assume that the value of each ω( j) is chosen randomly, independent
from each other and with identical distributions (“a glassy material”). This is known as
the Anderson model. The associated Schrödinger operator almost surely has pure point
spectrum and exhibits so-called Anderson localisation, that is, exponentially decaying ei-
genfunctions, see [And58], [CKM87], but also [CFKS87, Chapter 9], [CL90, Chapter VIII]
and [Dam17, Section 4]). 
In aperiodic subshifts there is a certain degree of both, disorder (which roughly corres-
ponds to singular spectrum) and order (which roughly corresponds to continuous spec-
trum). Here and in the next subsection we discuss how aperiodicity indeed excludes
absolutely continuous spectrum and how symmetries can be used to exclude pure point
spectrum. For aperiodic subshifts where both approaches can be applied, this yields purely
singular continuous spectrum.
The line of arguments which deduces absence of ac-spectrum from aperiodicity is known
as Kotani theory ([Kot84], [Sim83], [Kot89]) and is summarised in the following theorem.
For Schrödinger operators it goes back to Kotani and was later generalised to Jacobi op-
erators. The ω-independence of σac(Hω), which was discussed in the paragraph after
Proposition 4.6, is also used.
Theorem 4.8. Let Ω be minimal and uniquely ergodic and assume that ( f , g) is aperiodic.
Then Σac = ; holds, that is, the spectrum of the Jacobi operator on Ω has no absolutely
continuous part.
We do not give a proof here, but outline its main idea. The proof relies on the relation
between the spectrum and the asymptotic exponential growth rate of the norm of transfer
matrices. More precisely, Σac is the essential closure of the set of those energies, for which
the Lyapunov exponent is zero (see [Ish73], [Pas80], [Kot84] for Schrödinger operators
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and [Tes00, Theorem 5.17] for Jacobi operators). If that set had positive Lebesgue meas-
ure, then almost all elements would be determined by their restriction to N respectively
−N, see [Kot89, Lemma 2.2], [Tes00, Theorem 5.20]. If f and g are locally constant, then
this would imply that ( f , g) are eventually constant (see also [Rem11, Theorem 1.1] for
Jacobi operators on the half-line and [BP13, proof of Theorem 3] for a discussion of the
extension to Z)). Thus the aperiodicity of ( f , g) implies Lebesgue measure zero for the
spectrum.
4.3 Gordon-type arguments
As we have just seen, aperiodic subshifts are “random enough” to have no ac-spectrum.
In this section we discuss the converse, namely how symmetries (that is, “order”) can be
used to exclude pp-spectrum. At the end of the section we comment briefly on reflection
symmetry. However, our main focus lies on methods that use repetitions, also known as
powers of a word and denoted for example by u3 := uuu. This approach goes back to Gor-
don ([Gor76]) and is known as the three-block Gordon argument. Its basic form is sketched
below. Additional background information can for instance be found in [Dam00a].
Proposition 4.9 (three-block Gordon argument, [Gor76]). If there exists a sequence (li) of
natural numbers with limi→∞ li =∞ such that ω|[−2li+1,−li] =ω|[−li+1,0] =ω|[1, li] holds
for all i ∊ N, then Hω has no eigenvalues.
Amore general version of this statement will be proved in detail in Proposition 5.29. Here
we present the underlying mechanism only in the simplest case, where f ≡ 1 holds and
g only depends on ω(0):
Sketch of proof. Let ϕ be a solution of the eigenvalue equation Hωϕ = Eϕ. Then Φ( j) := 
ϕ( j+1)
ϕ( j)

is given byΦ( j) = ME( j,ω)Φ(0) for all j ∊ Z. Clearlyω|[−2li+1,−li] =ω|[−li+1,0] =
ω|[1, li] implies ME(li, T−2liω) = ME(li , T−liω) = ME(li ,ω). Applying the transfer matrix
over ω|[−li+1,0] twice therefore yields the transfer matrix over ω|[−2li+1,0]. By the Cay-
ley/Hamilton theorem for SL(2,R)-matrices we obtain
ME(2li , T
−2liω) = ME(li , T
−liω)2 = tr(ME(li , T
−liω))ME(li , T
−liω)− Id .
Now multiplication with Φ(−2li) and Φ(−li) respectively yields the equations:
Φ(0) = ME(2li , T
−2liω)Φ(−2li) = tr(ME(li , T−liω))Φ(−li)−Φ(−2li) , (4.4)
Φ(li) = ME(2li , T
−liω)Φ(−li) = tr(ME(li , T−liω))Φ(0)−Φ(−li) .
If we assume Φ(0) 6=

0
0

, then clearly Φ(−2li), Φ(−li) and Φ(li) cannot all tend to zero for
i→∞. Hence no non-zero solution of the eigenvalue equation is square summable. 
Remark 4.10. By symmetry the same result holds if ω|[−li+1,0] = ω|[1, li] = ω|[li+1,2li] is
satisfied. Moreover, the repetitions could be aligned at any fixed position instead of the
origin. 
Example 4.11 (no eigenvalues for leading words). Recall from Example 2.9 that the
leading words of a simple Toeplitz subshift are the elements ω(ea) := limk→∞ p(k) ea | p(k)
with ea ∊ fA . We apply the three-block Gordon argument: for fixed ea ∊ fA we choose a
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subsequence (aki )i of the coding sequence such that aki = ea holds for all i. Since every
p(k) is a prefix and a suffix of p(k+1), the leading word ω(ea) looks around the origin like
ω(ea) = . . . p(ki)ea | p(ki) . . .
= . . . p(ki−1) aki p
(ki−1)ea | p(ki−1) aki p(ki−1) . . . .
Now Proposition 4.9 with li := |p(ki−1)|+ 1 yields σpp(Hω(ea)) = ;. 
Remark 4.12. Absence of eigenvalues for a single ω ∊ Ω already implies generic absence,
that is, absence for a dense Gδ set of elements, see [Dam00a, Proposition 6.1] for the
Schrödinger case. This follows from the fact that {ω ∊ Ω : σpp(Hω) = ;} is a Gδ set
([Sim95, Theorem 1.1]) and if it is non-empty, then it is dense by minimality. When the
three-block Gordon argument applies, it therefore proves generic absence of pure point
spectrum. However, it can be shown that every minimal, aperiodic subshift contains at
least one element which has no square centred at the origin ([Dam00c, Theorem 2], based
on a result from [DMR01]). In particular the three-block Gordon argument alone is not
sufficient to prove uniform absence of eigenvalues. 
By Equation (4.4) there is another way to exclude eigenvalues: if the trace is bounded,
then a twofold repetition on one side of the origin suffices. This criterion is known as the
two-block Gordon argument. It was proved in [Süt87, Lemma 1 and Proposition 2].
Proposition 4.13 (two-block Gordon argument). Let E ∊ R. If there exists a sequence (li)
of natural numbers with limi→∞ li =∞ and a constant C ∊ R such that ω|[−2li+1,−li] =
ω|[−li+1,0] and |tr(ME(li , T−liω))| ≤ C hold for all i ∊ N, then E is not an eigenvalue of Hω.
Provided that there are arbitrarily long squares, we can therefore exclude point spectrum
if, for all E ∊ σ(Hω), the trace of the corresponding transfer matrix is bounded. For-
tunately, periodic approximation shows that being in the spectrum is closely related to
bounded traces. While we do not use this relation in the following, it is crucial for the
earlier results on Schrödinger operators on simple Toeplitz subshifts that we cite next.
Since it also highlights the importance of transfer matrices and recurrence relations for
words, we briefly sketch the main idea (compare [Dam00a, Section 4]): assume that there
is a sequence (ωk) of Pk-periodic words, such that the associated Schrödinger operators
Hωk converge strongly to Hω. As mentioned in Remark 4.7, the periodic operators have
the spectrum σ(Hωk ) = { E ∊ R : |tr(ME(Pk,ωk))| ≤ 2 }. It can be shown that the strong
convergence implies
σ(Hω) ⊆
⋂
j∊N
⋃
k≥ j
{ E ∊ R : |tr(ME(Pk,ωk))| ≤ 2 } .
The idea is to choose the approximating sequence (ωk) such that it yields a “nice” recur-
rence relation for tr(ME(Pk,ωk)), known as the trace map. Then this recurrence has to be
used to show that
⋃
k≥ j{ E ∊ R : |tr(ME(Pk,ωk))| ≤ 2 } is already a closed set. This yields
σ(Hω) ⊆
⋂
j∊N
⋃
k≥ j
{ E ∊ R : |tr(ME(Pk,ωk))| ≤ 2 }
= { E ∊ R : |tr(ME(Pk,ωk))| ≤ 2 for infinitely many k } ,
which is precisely what is needed for the two-block Gordon argument. The existence of
such trace maps for arbitrary substitution systems was for instance proved in [KN90] and
[AB93].
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Example 4.14 (period doubling). Recall from Example 2.11 that the period doubling
subshift is defined by the limit of the words p(k+1) := p(k) ak+1 p
(k) with (ak)k∊N0 =
(a, b,a, b, . . .). For the approximation we use the periodic words ωk := (p
(k) ak+1)
∞
with period length Pk = 2
k+1. Note that the words p(k) ak+1 are generated by the powers
of the period doubling substitution, see Remark 2.12. We consider the trace τE,k :=
tr(ME(Pk,ωk)) for f ≡ 1 and g(ω) only depending on ω(0). In [BBG91, Section 1] it is
shown that the recurrence relation for p(k) implies the trace map τE,k+1 = τE,k(τ
2
E,k−1 −
2)−2. Consequently, if |τE, j| > 2 and |τE, j+1|> 2 hold, then |τE,k| > 2 holds for all k ≥ j.
This yields⋃
k≥ j
{ E ∊ R : |τE,k| ≤ 2 }= { E ∊ R : |τE, j| ≤ 2 } ∪ { E ∊ R : |τE, j+1| ≤ 2 } . (4.5)
Since ME(Pk,ωk) is a product of Pk elementary transfer matrices, τE,k is a polynomial in
E and hence continuous. Therefore the sets on the right hand side in Equation (4.5) are
indeed closed. 
Similar arguments were also used for Schrödinger operators on the Fibonacci subshift
([Süt87]) and on Sturmian subshifts in general ([BIST89]), see Appendix A for definitions.
In addition, Liu and Qu generalised the previous example to arbitrary simple Toeplitz
subshifts and obtained a result analogous to Equation (4.5), see [LQ11, Lemma 3.2].
This implies that, for all energies in the spectrum of the Schrödinger operator, the trace
over p(k) ak+1 is bounded for infinitely many k, which yields the following result:
Proposition 4.15 ([LQ11, Theorem 1.3]). Let Ω be a simple Toeplitz subshift with coding
sequences (ak) and (nk). Let f ≡ 1 and let g only depend on ω(0). If nk ≥ 4 holds for all
k ≥ 0, then Hω has purely singular continuous spectrum for every ω ∊ Ω.
For a detailed proof the reader is referred to [LQ11]. The main idea is to use Kotani theory
(see Theorem 4.8) to exclude ac-spectrum. To prove absence of pp-spectrum, consider a
subsequence (ki) such that the trace over p
(ki) aki+1 is bounded. Because of nki ≥ 4, the
decomposition of ω into p(ki)-blocks has a square at least on one side of the origin. Thus
the two-block Gordon argument applies. As the next example shows, nk ≥ 4 is not a
necessary condition:
Example 4.16 (no eigenvalues for period doubling, [Dam01]). For the period doubling
subshift it was shown in [Dam01, Theorem 1] that the Schrödinger operator Hω has empty
point spectrum for every ω ∊ Ω. The proof analyses the possible arrangements of the
words p(k) a and p(k) b around the origin. It turns out that there is always either a threefold
repetition or a twofold repetition whose trace can be controlled by the recurrence relation
from [BBG91] (see Example 4.14 above). 
As the period doubling example shows, there are simple Toeplitz subshifts where every
element contains growing cubes or growing squares with bounded trace. However, there
are also simple Toeplitz words without squares at their origin (let alone cubes). In this
case one cannot prove absence of eigenvalues by Gordon-type arguments. Such words
are for example contained in the Grigorchuk subshift:
Example 4.17 (no squares in alternating words). In the alternating word eω of the Grig-
orchuk subshift (see Example 2.23), there are no squares on either side of the origin: for
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arbitrary L ∊ N, let k be such that |p(k)| + 1 ≤ L < |p(k+1)| + 1 holds. We consider the
decomposition of eω in p(k)-blocks, here for even k:
eω= . . . p(k) ak+1 p(k) ak+4 p(k) ak+1 p(k) ak+2 p(k) ak+1 p(k) ak+3 p(k) ak+1 p(k) . . . ,
where the underlined p(k) contains the origin. For odd k, the arrangement of the letters a j
is simply reflected at the origin. We compare the prefixes of length |p(k)|+1 of eω|[1, L] andeω|[L+1,2L]: while the prefix of the first word is a subword of p(k) ak+1 p(k), the prefix of the
second word is either in p(k) ak+3 p
(k) or in p(k) ak+1 p
(k). In the first case, it differs fromeω|[1, |p(k)|+1] because of ak+1 6= ak+3. In the second case, it starts at a different position
inside p(k) than eω|[1, |p(k)|+1] does, since L < |p(k+1)| + 1 = 2|p(k)| + 2 holds. Since the
subwords of length |p(k)| + 1 of p(k) a p(k) are pairwise different (Subsection 3.1.1), we
obtain eω|[1, L] 6= eω|[L+1,2L]. Similar considerations for ak+1, ak+2 and ak+4 show that
there are no squares to the left either. 
It is also possible to exclude eigenvalues with the help of palindromes (reflection sym-
metry) instead of powers of words (translation symmetry). Examples can be found in
[HKS95, Theorem 5.1] (based on a similar result in [JS94] for the continuous case) and
in [DGR01, Theorem 1]. Similar to the difference between the three-block Gordon argu-
ment and the two-block Gordon argument, the result in [HKS95] requires stronger com-
binatorial properties, while the result in [DGR01] requires additional control over the
trace. Here we only recall a corollary from [HKS95] that has an immediate consequence
for Schrödinger operators on simple Toeplitz subshifts:
Proposition 4.18 ([HKS95, Corollary 7.3]). Let f ≡ 1 and let g(ω) only depend on ω(0).
If Ω is minimal, uniquely ergodic and contains arbitrarily long palindromes, then Hω has
purely singular continuous spectrum for a generic subset of Ω.
Recall that every simple Toeplitz subshift is minimal, uniquely ergodic (see Corollary 2.31)
and contains arbitrarily long palindromes (namely the p(k)-blocks, see Example 3.19).
This yields the following result, which we will improve further in the next section:
Corollary 4.19. In every simple Toeplitz subshift there is a generic subset of elements for
which the associated Schrödinger operator has purely singular continuous spectrum.
Remark 4.20. For a subshift that is generated by a primitive substitution (such as the Grig-
orchuk subshift, see Remark 2.14), the elements to which the palindrome criterion from
[HKS95] applies form a set of measure zero. This was proved in [DZ00, Theorem 1.3]
by studying the palindrome complexity. The criterion can therefore not be used to show
almost sure or uniform absence of pure point spectrum for the Grigorchuk subshift. 
4.4 Almost sure absence of eigenvalues for simple Toeplitz
subshifts
By Corollary 4.19 the pure point spectrum of the Schrödinger operator Hω is empty for a
generic subset of every simple Toeplitz subshift. In the following we improve this result
and show that, even for Jacobi operators, σpp(Hω) = ; holds for almost every ω ∊ Ω with
respect to the unique ergodic probability measure µ. A similar result was shown for the
Grigorchuk subshift in [GLN18, Theorem 4.6]. Our proof is also inspired by [GLN18]:
54
4.4. Almost sure absence of eigenvalues for simple Toeplitz subshifts
since Hω and HTω are unitarily equivalent, the set {ω ∊ Ω : σpp(Hω) = ;} is T -invariant.
By ergodicity, absence of pure point spectrum on a set of positive µ-measure implies there-
fore µ-almost sure absence. Since a threefold repetition excludes pure point spectrum by
the Gordon argument, the following sufficient condition can be derived (see [Dam00a,
Proposition 6.4] for the Schrödinger case):
Proposition 4.21. Let Ω be a uniquely ergodic subshift and (li) a sequence of natural num-
bers with limi→∞ li =∞. If
limsup
i→∞
µ
 
{ω ∊ Ω :ω|[−2li+1,−li] =ω|[−li+1,0] =ω|[1, li] }

> 0
holds, then Hω has no eigenvalues for almost all ω ∊ Ω with respect to the ergodic measure.
To prove that there is a set of positive measure with threefold repetitions in its elements,
we first recall standard notions on frequencies; for more details see for example [Que87,
Section IV.2], [Dam00a, Example 1.4] or [Dam05, Subsection 2.2].
Definition 4.22. For u, v ∊L (Ω), let #u(v) denote the number of copies of u that appear
in v, where occurrences of u may overlap. Let e#u(v) denote the maximal number of non-
overlapping copies of u in v. For p ∊A N we say that u ∊L (Ω) has frequency cu in p if, for
every j ∊ N, we have cu = limL→∞
1
L#u(p|[ j, j+L−1]) and the convergence is uniform in j
(thus cu is sometimes called uniform frequency as well). Similarly frequencies in p ∊A −N0
are defined.
The reason that we introduce frequencies here is that they are connected to the measure of
cylinder sets: let Ω := Ω(p) be a subshift, generated by a one-sided infinite word p ∊A N,
see Definition 2.5. Then Ω is uniquely ergodic if and only if, for every u ∊ L (Ω), the
frequency cu in p exists. In that case µ(C j(u)) = cu holds for every u ∊ L (Ω) and every
j ∊ Z, compare [Dam00a, Example 1.4]. Here C j(u) denotes the cylinder set of elements
with word u at position j, see Section 2.1. We use the high frequency of p(k)-blocks in
every ω ∊ Ω to prove the main result of this chapter:
Theorem 4.23. For every simple Toeplitz subshift Ω there exists a sequence (li) of natural
numbers with limi→∞ li =∞ and
µ
 
{ω ∊ Ω :ω|[−2li+1,−li] =ω|[−li+1,0] =ω|[1, li] }

>
1
31+# fA .
In particular σpp(Hω) = ; holds for µ-almost every ω ∊ Ω by Proposition 4.21.
Proof. To shorten notation, we denote the set of elements with a threefold repetition
around the origin by R3 := {ω ∊ Ω : ω|[−2li+1,−li] = ω|[−li+1,0] = ω|[1, li] }. Now recall
from Equation (2.2) the recurrence relation p(−1) := ε and p(k+1) := p(k) ak+1 p
(k) . . . p(k)
for simple Toeplitz subshifts. For the one-sided infinite limit p(∞) := limk→∞ p
(k) this
yields #p(k)(p
(∞)|[1, L])≥

L
|p(k)|+1

for every L ∊ N. By unique ergodicity (Corollary 2.31)
we obtain for every j ∊ Z the relation
µ(C j(p
(k))) = lim
L→∞
#p(k)(p
(∞)|[1, L]) ·
1
L
≥ 1|p(k)|+ 1 .
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It remains to relate cylinder sets to repetitions in ω. First we treat the case where the
coding sequence (nk) is eventually bounded by three (any greater number would do as
well). The idea is that the reoccurrence of a letter in (ak) causes a repetition. Since all
nk are small, the p
(k)-block that contains the repetition is short and hence frequent. Here
are the details:
For all sufficiently large k bothAk = fA and nk ≤ 3 hold. Since at least one letter appears
twice in ak,ak+1 . . . ,ak+# fA we can choose a sequence ki with limi→∞ ki =∞, such that
for all i ∊ N we have nki ≤ 3 and aki = ahi for some hi ∊ { ki + 1, ki +2, . . . , ki +# fA }. We
define li := |p(ki−1)|+ 1 and ri := |p(hi−1)|+ 1. By the recurrence relation for p(k)-blocks,
the start of p(hi ) looks like:
p(hi) = p(hi−1) ahi p
(hi−1) . . .
= . . . p(ki−1) aki p
(ki−1) aki p
(ki−1) aki p
(ki−1) . . . . . . .
For each ω ∊ C−ri+1(p
(hi )) we conclude that every ̺ ∊ {ω, . . . , T li−1ω } lies in R3, see
Figure 4.1. Note that no element occurs twice in ∪li−1j=0 T j(C−ri+1(p(hi ))): for every ω ∊
C−ri+1(p
(hi )), the elements ω, . . . , T li−1ω are pairwise different by aperiodicity. For two
distinct elements ω1,ω2 ∊ C−ri+1(p
(hi)) we obviously have T j1ω1 6= T j2ω2 for j1 = j2 ∊
{0, . . . , li −1 }. For j1 6= j2, the shifted elements are different since p(hi ) occurs in them at
different positions. This yields the inclusion
R3 ⊇
li−1⋃˙
j=0
T j(C−ri+1(p
(hi))) .
Since the sets are disjoint and the measure µ is T -invariant, we obtain the estimate
µ(R3) ≥ µ
 li−1⋃˙
j=0
T j(C−ri+1(p
(hi )))

= li ·µ(C−ri+1(p(hi))) ≥
1
nhi · . . . · nki
≥ 1
31+# fA .
This finishes the first case. The remaining case concerns subshifts with a subsequence (ki)
such that nki ≥ 4 holds for every i ∊ N. We use that every p(ki) consists of “many” p(ki−1)-
blocks, which ensures the existence of “many” repetitions. To make this precise, define
again li := |p(ki−1)|+ 1. For each ω ∊ C−2li (aki+1 p(ki)), every ̺ in {ω, . . . , T
(nki−3)li−1ω }
lies in R3, see Figure 4.2. By the same argument as in the first case we obtain the inclusion
R3 ⊇
(nki−3)li−1⋃˙
j=0
T j(C−2li (aki+1 p
(ki))) .
The disjointness of the sets and the T -invariance of µ yield the desired estimate:
µ(R3) ≥ (nki − 3)li ·
nki+1 − 1
|p(ki+1)|+ 1 =
nki − 3
nki
·
nki+1 − 1
nki+1
≥ 1
4
· 1
2
=
1
8
,
where we used that aki+1 p
(ki) occurs (nki+1 − 1)-times in p(ki+1). 
Combining Theorem 4.23 and Theorem 4.8 we obtain the following corollary:
Corollary 4.24. Let Ω be a simple Toeplitz subshift with # fA ≥ 2. Let f : Ω → R \ {0 }
and g : Ω → R be locally constant functions such that ( f , g) is aperiodic. Then the Jacobi
operator Hω has purely singular continuous spectrum for almost everyω ∊ Ω with respect to
the ergodic measure.
56
4.4. Almost sure absence of eigenvalues for simple Toeplitz subshifts
p(hi)
p(hi−1) b p(hi−1) . . .
. . . u c u b u c u . . . . . .
0 1
ω
Figure 4.1: An element ω ∊ C−ri+1(p
(hi)). To shorten notation we use u := p(ki−1), b := ahi
and c := aki . Because of b = c, each of the words ω, . . . , T
li−1ω has three
repetitions around the origin.
p(ki−1) b p(ki−1) b p(ki−1) b p(ki−1) b p(ki−1)
p(ki)
0 1
ωaki+1
Figure 4.2: An element ω ∊ C−2li(aki+1 p
(ki)) with b := aki . There are three repetitions
around the origin of each of the words ω, . . . , T (nki−3)li−1ω.
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Chapter 5
Uniformity of cocycles and Cantor
spectrum
In the previous chapter we defined a Jacobi operator Hω for every ω ∊ Ω. We discussed
that the singular continuous part and the pure point part of its spectrum may depend on
ω ∊ Ω. This makes it difficult to obtain uniform statements about the spectral type of Hω.
However, the spectrum as a set is independent of ω, see Proposition 4.6. In this chapter
we study conditions under which σ(Hω) becomes a Cantor set. For this purpose, the
asymptotic exponential behaviour of the transfer matrices plays a crucial role. It is known
that uniformity of the transfer matrices implies Cantor spectrum of Lebesgue measure
zero, see[DL06a] and [BP13]. As main result of this chapter, we prove this uniformity
(and thus Cantor spectrum for Jacobi operators) for every simple Toeplitz subshift. In fact,
we prove that every locally constant cocycle is uniform if the underlying subshift satisfies
some conditions that we call the “leading sequence conditions (LSC)”, see Theorem 5.44.
First we recall the notion of cocycles, with transfer matrices as main examples, and how
their uniformity is related to Cantor spectrum. In Section 5.2 we define (LSC)-subshifts,
discuss basic properties and give sufficient conditions for a subshift to satisfy (LSC). We
explicitly check these conditions for simple Toeplitz subshifts (Subsection 5.3.2) and Stur-
mian subshifts (Subsection 5.3.3). In Section 5.4 we prove our main result, namely that
every locally constant cocycle over an (LSC)-subshift is uniform. For Sturmian subshifts
this is a well-known property (see [Len03, Theorem 4], which even treats the quasi-
Sturmian case). However, the (LSC)-property of Sturmian subshifts demonstrates how
(LSC)-subshifts can serve as a unifying framework for different classes of subshifts. Most
of the results from Section 5.2 to 5.4 are based on joint work with Rostislav Grigorchuk,
Daniel Lenz and Tatiana Nagnibeda and can also be found in [GLNS19].
5.1 Cocycles and their relation to Cantor spectrum
In Section 4.1 we associated an elementary transfer matrix ME(ω) to every ω ∊ Ω. This
was done via locally constant functions f and g that relate the product ME( j,ω) =
ME(T
j−1ω)·. . .·ME(T 0ω) to solutions of the eigenvalue equation of Hω. Nowwe consider
the more general notion of cocycles: to every ω ∊ Ω, a matrix is associated in a locally
constant way. In analogy to the transfer matrix case (see Equation (4.3)), we consider
the product of these matrices, the so-called cocycle. While cocycles can be defined for
matrices in GL(2,R), we consider only SL(2,R)-matrices to simplify computations.
Definition 5.1. Let A: Ω → SL(2,R) be a continuous map. The cocycle associated to A,
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which we also denote by A, is defined as
A: Z×Ω→ SL(2,R) , ( j,ω) 7→

A(T j−1ω) · . . . ·A(T 0ω) for j > 0
Id for j = 0
A(T jω)−1 · . . . · A(T−1ω)−1 for j < 0
.
Definition 5.2. A cocycle A: Z×Ω→ SL(2,R) is called locally constant if the underlying
map A: Ω→ SL(2,R) is locally constant, see Definition 4.2.
Example 5.3. Our main example are transfer matrices, but with the definition from Sec-
tion 4.1, they are in general not in SL(2,R). Thus, we follow [BP13] and define for E ∊ R
the modified transfer matrix map
eME : Ω→ SL(2,R) , ω 7→  E−g(Tω)f (T2ω) − 1f (T2ω)f (T 2ω) 0

.
Similar to Equation (4.3), we define the modified transfer matrices as the matrix product
that is given by the map
eME : Z×Ω→ SL(2,R) , ( j,ω) 7→

eME(T j−1ω) · . . . · eME(T 0ω) for j > 0
Id for j = 0eME(T jω)−1 · . . . · eME(T−1ω)−1 for j < 0 .
Clearly eME is a cocycle. If f and g are locally constant, then eME is locally constant as well.
Just as the unmodified transfer matrix, eME describes solutions of the eigenvalue equation
Hωϕ = Eϕ. If ϕ is such a solution, then we have
ϕ( j + 1)
f (T j+1ω)ϕ( j)

= eME( j,ω) ϕ(1)f (Tω)ϕ(0) . 
Because of its relation to solution of Hωϕ = Eϕ, we want to study the asymptotic expo-
nential behaviour of ‖ eME( j,ω)‖. It turns out that this behaviour is the same for almost
all ω ∊ Ω. In fact, the same is true for every locally constant cocycle. This follows from
the multiplicative ergodic theorem by Furstenberg and Kesten ([FK60]), which is based
on Kingman’s subadditive ergodic theorem ([Kin68], [Kin73, Theorem 1]). Below, the
theorem is stated in the form that was given in [Fur97, page 798].
Theorem 5.4 (multiplicative ergodic theorem). Let (X ,µ, T ) be an ergodic system. Let
A: X → GL(2,R) be a measurable function, with both ln(‖A(x)‖) and ln(‖A(x)−1‖) in L1(µ).
Then there exists a constant ΛA such that the convergence
lim
j→∞
1
j
ln(‖A(T j−1x) · . . . ·A(x)‖) = ΛA
holds for µ-almost every x ∊ X and in L1(µ).
If A: Ω → SL(2,R) is locally constant, then it is also measurable and takes only finitely
many values. Thus ln(‖A(ω)‖) and ln(‖A(ω)−1‖) are bounded and so the previous the-
orem applies. Note that, even for a uniquely ergodic and minimal system, the limit holds
only almost surely and need not exist in every point. Counterexamples can for instance be
found in [Her81, Proposition 6.4] or [Wal86, Theorem 2.2]. However, we are especially
interested in cases where the limit even holds uniformly.
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Definition 5.5 ([Fur97, Section 4]). A map A: Ω→ SL(2,R) is called uniform if the limit
lim j→∞
1
j ln(‖A( j,ω)‖) exists for all ω ∊ Ω and the convergence is uniform in ω.
Definition 5.6. A cocycle A: Z × Ω → SL(2,R) is called uniform if the underlying map
A: Ω→ SL(2,R) is uniform.
Remark 5.7. For minimal systems, the existence of the limit lim j→∞
1
j ln(‖A( j,ω)‖) for all
ω ∊ Ω already implies uniformity of A: Ω→ SL(2,R). To see this, we use that ln(‖A( j, ·)‖)
as a function from Ω to R satisfies ln(‖A(k+ j,ω)‖) ≤ ln(‖A(k,ω)‖)+ ln(‖A( j, T kω)‖) for
all j, k ∊ N and all ω ∊ Ω. The claim then follows from a result by Benjamin Weiss, which
was published in [GLNS19, Theorem 1.2]. However, in the following we will not make
use of this fact. Instead we prove a uniform lower bound for 1j ln(‖A( j,ω)‖) and use a
result by Lenz to show uniformity (see Proposition 5.43). 
For Schrödinger operators it was shown in [Len02a, Corollary 2.1] that uniformity of the
transfer matrix implies Cantor spectrum. By a result of Beckus and Pogorzelski, this holds
for Jacobi operators as well:
Proposition 5.8 ([BP13, Theorem 3]). Let Ω be a minimal, uniquely ergodic and aperiodic
subshift. Consider the continuous maps f : Ω→ R \ {0 } and g : Ω→ R which take finitely
many values, and the corresponding family of Jacobi operators (Hω)ω∊Ω. Suppose that ( f , g)
is aperiodic and that the transfer matrix ME is uniform for every E ∊ R. Then the spectrum
σ(Hω) is a Cantor set of Lebesgue measure zero.
A major tool to establish uniformity of the transfer matrix is the Boshernitzan condition
(see Section 3.4 for the definition). The following proposition is obtained in [BP13], using
a result from [DL06a]:
Proposition 5.9 ([BP13, Corollary 4]). Let Ω be a minimal, aperiodic subshift such that
the Boshernitzan condition holds. Consider the family of corresponding Jacobi operators
{Hω }ω∊Ω , where the continuous maps f and g take only finitely many values and ( f , g) is
aperiodic. Then the transfer matrix map ME : Ω→ GL(2,R) is uniform for every E ∊ R. In
particular, the spectrum σ(Hω) is a Cantor set of Lebesgue measure zero.
By combining this result with Proposition 3.48, Proposition 3.51, Corollary 3.55 and Re-
mark 4.3 we obtain:
Corollary 5.10. Let Ω be a simple Toeplitz subshift. If there exists a sequence (kr) of natural
numbers with limr→∞ kr =∞ such that
∏F(kr−1)−1
j=kr+1
n j is bounded, then every aperiodic
Jacobi operator on the subshift has Cantor spectrum of Lebesgue measure zero. In particular
this is the case if either # fA = 2 holds or # fA = 3 and lim infi→∞ nmi+1 <∞ hold.
Consequently, there are some simple Toeplitz subshifts on which Jacobi operators exhibit
Cantor spectrum, for instance the period doubling subshift (see Example 3.49). However,
there are also simple Toeplitz subshifts for which the Boshernitzan condition does not
hold, see Example 3.53. Nevertheless it could be proved for arbitrary simple Toeplitz
subshifts in [LQ11, Theorem 1.1] that the transfer matrices of Schrödinger operators are
uniform for all E ∊ R. In Section 5.4 we generalise this result. We prove that every
locally constant cocycle over a so-called (LSC)-subshift is uniform. In particular this yields
uniformity of eME , but to deduce Cantor spectrum we need uniformity of the unmodified
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transfer matrix ME . To prove this we use the following relation between ME and eME that
was established in [BP13]:
Proposition 5.11 ([BP13, Lemma 5]). Let Ω be a minimal and uniquely ergodic subshift
and let ω ∊ Ω. Then the limit lim j→∞
1
j ln(‖ME( j,ω)‖) exists if and only if the limit
lim j→∞
1
j ln(‖ eME( j,ω)‖) exists and in this case, they are equal. Moreover, ME is uniform if
and only if eME is uniform.
The following two observations (see [GLNS19, Proposition 1.1]) will be helpful in our
study of the asymptotic behaviour of cocycles. They demonstrate that taking inverses does
not change the norm and that omitting a finite piece at the beginning does not change the
asymptotic behaviour.
Proposition 5.12. Let Ω be a subshift and let A: Ω→ SL(2,R) be a locally constant map.
Then the following holds:
(a) For every j ∊ N0 and every ω ∊ Ω we have ‖A(− j,ω)‖ = ‖A( j, T− jω)‖.
(b) For every J ∊ Z there exists a constant c(J) > 0 with
ln(‖A( j − J , T Jω)‖)− c(J) ≤ ln(‖A( j,ω)‖) ≤ ln(‖A( j − J , T Jω)‖) + c(J)
for all ω ∊ Ω and all j ∊ Z.
Proof. For every B ∊ SL(2,R) we have ‖B‖ = ‖B−1‖. Part (a) then follows from a short
computation:
‖A(− j,ω)‖ = ‖A(T− jω)−1 · . . . ·A(T−1ω)−1‖ = ‖A(T−1ω) · . . . ·A(T− jω)‖ = ‖A( j, T− jω)‖ .
For part (b) we define c(J) := sup{ ln(‖A(J ,ω)‖) :ω ∊ Ω }, which is finite since A is locally
constant. Moreover, the definition of cocycles yields A( j,ω) = A( j − J , T Jω) · A(J ,ω) for
all j, J ∊ Z, which can be checked by an enumeration of cases. Conceptually this means
that the matrix product associated to j shifts of ω is split into the product associated to
J shifts of ω and the product associated to j − J shifts of T Jω. With C := A( j − J , T Jω)
and D := A(J ,ω), the claim follows from the inequality
‖C‖ 1‖D‖ = ‖C‖
1
‖D−1‖ ≤ ‖CD‖ ≤ ‖C‖‖D‖ ,
which holds for all C ,D ∊ SL(2,R). 
5.2 (LSC)-subshifts
In the following we introduce (LSC)-subshifts. Their defining properties are chosen in
such a way that cocycles on these subshifts are particularly well-behaved. Since the defin-
ition is hard to check directly, we give sufficient combinatorial conditions for (LSC). In
Section 5.3 we will prove that both simple Toeplitz subshifts and Sturmian subshifts sat-
isfy these sufficient conditions. The study of (LSC)-subshifts stems from a collaboration
with Rostislav Grigorchuk, Daniel Lenz and Tatiana Nagnibeda, see [GLNS19].
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5.2.1 Definition and basic properties
We now introduce the leading sequence condition for subshifts. Essentially it says that
there are finitely many elements which contain all u ∊ L (Ω) around their origins. In
addition cocycles are required to have the same asymptotic exponential behaviour along
all these elements. The third condition provides additional control over this behaviour.
Definition 5.13. A subshift Ω satisfies the leading sequence condition (LSC) if there exists
a number r ∊ N and elements ω(1), . . . ,ω(r) ∊ Ω with the following properties:
(LSC α) There exist integers L0, I0 ∊ N0 such that
L (Ω)L =
r⋃
i=1
I0−1⋃
j=−I0−L
ω(i)|[ j+1, j+L]
holds for all L ∊ N with L ≥ L0.
(LSC β) For every locally constant map A: Ω→ SL(2,R), there exists a number c ∊ R
such that for every i ∊ {1, . . . , r } the limits
lim
j→±∞
1
| j| ln(‖A( j,ω
(i))‖)
exist and all limits have the value c.
(LSC γ) For every locally constant map A: Ω → SL(2,R), every i ∊ {1, . . . , r } and
every Φ ∊ R2 \ {0 }, at most one of the limits lim j→±∞ 1| j| ln(‖A( j,ω(i))Φ‖) is
negative.
Sometimes we call (LSC α) the combinatorial leading sequence condition, while (LSC β)
and (LSC γ) are referred to as cocycle leading sequence condition. The words ω(1), . . . ,ω(r)
are called the leading sequences or leading words of the subshift.
Remark 5.14. In (LSC α) we require that every u ∊ L (Ω) intersects ω(i)|[−I0, I0] for
some i ∊ {1, . . . , r }. Without loss of generality we may assume I0 = 0: if ω(1), . . . ,ω(r)
are leading sequences with I0 > 0, then it follows easily from Proposition 5.12 that
T−I0ω(1), . . . , T I0ω(1), . . . , T−I0ω(r), . . . , T I0ω(r) are leading sequences with I0 = 0. How-
ever, our general philosophy is that leading sequences are few elements which describe
the behaviour of all elements. Thus we want to avoid leading sequences that are “es-
sentially the same” and “contain no new information” (in the sense that they belong to
the same orbit). We will therefore allow positive I0 in specific examples, while we will
occasionally set I0 = 0 in proofs. 
It turns out that the seemingly arbitrary leading sequence conditions have rather strong
combinatorial implications. Roughly speaking, the frequency of a word can be expressed
as the norm of a cocycle, and by (LSC β) it is therefore the same in all leading sequences.
By combining (LSC α) and (LSC γ) we find that every u ∊L (Ω) occurs in someω(i) infin-
itely often. The application of (LSC α) to the gaps between two consecutive occurrences of
u shows that u even has positive frequency. Since the frequencies in all leading sequences
agree, every word has positive frequency in every leading sequence, which implies unique
ergodicity and minimality. Below we discuss these arguments in detail. We begin with a
result on the complexity.
Proposition 5.15. Let Ω be an (LSC)-subshift with r leading sequences. Then its complexity
is bounded by C(L) ≤ r L + 2r I0 for all sufficiently large L ∊ N.
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Proof. For each of the r leading sequences there are at most (2I0 + L)-many words of
length L that intersectω(i)|[−I0, I0]. Now the claim follows immediately from (LSC α). 
Now we consider recurrence, unique ergodicity and minimality of (LSC)-subshifts. By
(LSC α), every u ∊L (Ω) occurs in some ω(i). It turns out that (LSC γ) implies that u has
to occur infinitely often in this ω(i). This is known as recurrence.
Definition 5.16. A two-sided infinite word ω ∊ A Z is called recurrent if every finite
subword of ω occurs infinitely often in ω.
Proposition 5.17. Let Ω be an (LSC)-subshift. Then every leading wordω(i), i ∊ {1, . . . , r },
is recurrent.
Proof. Assume that there exist u ∊L (Ω) and i ∊ {1, . . . , r } such that ω(i) contains u, but
only finitely many times. Let J ∊ N be such that ω(i)|[−J , J] contains all occurrences of u
in ω(i). Clearly this implies that T jω(i)|[−J , J] = ω(i)|[−J , J] holds only for j = 0. Using
this, we show that there is a locally constant cocycle A such that the norm of A( j,ω(i))( 10 )
decays exponentially in both directions, which contradicts (LSC γ). Let A be defined by
A: Ω→ SL(2,R) , ω 7→
¨ 
0 −1
1 0

if ω|[−J , J] =ω(i)|[−J , J]  2 0
0 12

if ω|[−J , J] 6=ω(i)|[−J , J]
.
For j > 0 this yields
A( j,ω(i))

1
0

=

2 0
0 12
 j−1
·

0 −1
1 0

·

1
0

=

0
1
2 j−1

.
Similarly we obtain for j < 0:
A( j,ω(i))

1
0

=

2 0
0 12
−1 j 
1
0

=

1
2 j 0
0 2 j

·

1
0

=

1
2 j
0

. 
Now we apply (LSC α) to the gaps between two occurrences of u in ω(i). This allows us
to strengthen the previous result considerably:
Proposition 5.18. Let Ω be an (LSC)-subshift. If i ∊ {1, . . . , r } is such that u ∊L (Ω) occurs
in ω(i), then u occurs with bounded gaps in ω(i)|−N0 or in ω(i)|N.
Proof. Fix u ∊L (Ω) and let i ∊ {1, . . . , r } be arbitrary. Let j(i)1 < . . . < j
(i)
Ni
denote the first
positions of all (possibly overlapping) occurrences of u that either intersectω(i)|[−I0, I0] or
are the first occurrence of u to the left or to the right of [−I0, I0], see Figure 5.1. Clearly
the set { j(i)1 , . . . , j
(i)
Ni
} is finite for every i ∊ {1, . . . , r }, but some of these sets might be
empty (we will see in Proposition 5.19 that this is not the case). However, at least one
of the sets contains at least two elements, since u intersects at least one ω(i)|[−I0, I0] and
occurs infinitely often in this ω(i) (Proposition 5.17). Therefore
eLu :=max j(i)l+1 − j(i)l : i ∊ {1, . . . , r } with Ni ≥ 2 , l ∊ {1, . . . ,Ni − 1 } 	
is well-defined. By definition, eLu− |u| is then the largest possible gap between two occur-
rences of u, see again Figure 5.1. Consequently, noword of the form u v uwith |v|> eLu−|u|
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can intersect any ω(i)|[−I0, I0]. Since all finite words intersect some ω(i)|[−I0, I0], no word
u v u with |v| > eLu − |u| exists in L (Ω). Combined with Proposition 5.17 this yields the
claim. 
ω(i)
0 1−I0 I0
u u u u u ueLu
Figure 5.1: Definition of eLu as the maximal distance between two occurrences of u that
intersect ω(i)|[−I0, I0] or lie next to it.
Now recall from Definition 4.22 that u ∊ L (Ω) is said to have frequency cu in p ∊A N if,
for every j ∊ N, we have cu = limL→∞
1
L#u(p|[ j, j+L−1]) and the convergence is uniform in
j (and similar for p ∊A −N0 ). The previous result, combined with (LSC β), implies that
every u ∊L (Ω) has positive frequency in each half of every leading sequence:
Proposition 5.19. Let Ω be an (LSC)-subshift with r leading sequences. Then for every u ∊
L (Ω) there exists a constant cu > 0 such that for all p ∊ {ω(1)|−N0 , . . . ,ω(r)|−N0,ω(1)|N, . . .,
ω(r)|N } the frequency of u in p exists and is equal to cu.
Proof. Let u ∊ L (Ω) be fixed. By Proposition 5.18 we assume without loss of generality
that u occurs with bounded gaps in some ω(m)|N, with m ∊ {1, . . . , r } (the case of the
negative half-line is similar). Let Lu be such that for every j > 0, the word u occurs at
least once in ω(m)|[ j, j+Lu−1]. This yields
lim inf
L→∞
1
L
·#u(ω(m)|[1, L])≥ lim inf
L→∞
1
L
·

L
Lu

=
1
Lu
> 0 .
Now we consider the locally constant map Au : Ω→ SL(2,R) that is defined by Au(ω) :=
2 0
0 12

if ω|[1, |u|] = u holds, and Au(ω) := Id otherwise. For L ≥ 1 we obtain
1
ln(2)
· ln(‖Au(L,ω
(m))‖)
L
=
#u(ω
(m)|[1, |u|+L−1])
L
.
Let cu ∊ R denote the limit of this term for L → ∞, which exists by (LSC β). By the
estimate above we obtain cu ≥ 1Lu > 0. Again by (LSC β), all other limits for i ∊ {1, . . . , r }
and L→±∞ exist as well and are all equal to cu. Note in particular that for L ≤ −1 the
term
1
ln(2)
· ln(‖Au(L,ω
(i))‖)
−L =
#u(ω
(i)|[L+1, |u|−1])
−L
tends to cu as L tends to minus infinity. Next we prove the uniform convergence of
1
L#u(ω
(1)|[ j, j+L−1]) with respect to the initial position j ∊ N (all other limits are similar).
The idea is that every sufficiently long word ω(1)|[ j, j+L−1] also occurs close to the origin.
Either the part left of the origin, right of the origin, or both are long enough that we can
apply the considerations from above. If one part is short, then dividing by L will let this
term tend to zero. Here are the details:
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Let ǫ > 0. Let L0 denote the minimum length that is required in (LSC α). Let L1 be such
that for all L ≥ L1, all i ∊ {1, . . . , r } and all k ∊ {−I0 − |u|+ 1, . . . , I0 } we have#u((T kω(i))|[−L+1, |u|−1])
L
− cu
 < ǫ and #u((T kω(i))|[1, |u|+L−1])
L
− cu
 < ǫ .
Let L2, L3 ∊ N be large enough that
max
 r⋃
i=1
¦ #u(ω(i)|[2−L1, |u|−1])
L2
,
#u(ω
(i)|[1, L1+|u|−2])
L2
©
< ǫ
and |u|+L1−1L3 < ǫ hold. Now consider L ≥max{ L0, 2L1 + |u| − 1, L2, L3 }.
Let j ∊ N be arbitrary. By (LSC α) there exist i ∊ {1, . . . , r } and k ∊ {−I0 − L + 1, . . . , I0 }
such that ω(1)|[ j, j+L−1] =ω(i)|[k, k+L−1] holds. For k ≥ 1 we have
#u(ω
(i)|[k, k+L−1])
L
=
L − |u|+ 1
L
·
#u((T
k−1ω(i))|[1, |u|+(L−|u|+1)−1])
L − |u|+ 1 .
By assumption I0 − 1 ≥ k − 1 ≥ 0 and L − |u|+ 1 ≥ L1 hold. Consequently, the second
factor is ǫ-close to cu. Moreover, the first factor is ǫ-close to 1 because of L ≥ L3. Similarly
we get for k ≤ |u| − L:
#u(ω
(i)|[k, k+L−1])
L
=
L − |u|+ 1
L
·
#u((T
k+L−|u|ω(i))|[−(L−|u|+1)+1, |u|−1])
L − |u|+ 1 ,
where the second factor is again ǫ-close to cu and the first factor is ǫ-close to 1. Now only
|u| − L + 1≤ k ≤ 0 remains. We split the word in a part left and a part right of the origin
and reduce our considerations to the two previous cases:
#u(ω
(i)|[k, k+L−1])
L
=
−k+ 1
L
·
#u(ω
(i)|[k, |u|−1])
−k+ 1 +
k+ L − |u|
L
·
#u(ω
(i)|[1, k+L−1])
k+ L − |u| .
If either −k + 1 or k + L − |u| is less than L1, then the respective summand is less than ǫ
because of L ≥ L2. Since L ≥ 2L1 + |u| − 1 implies that the other term has to be at least
L1, the respective frequency is ǫ-close to cu, while its coefficient is ǫ-close to 1. If −k+ 1
and k+ L − |u| are both greater or equal to L1, then
−k+ 1
L
·
#u(ω
(i)|[k, |u|−1])
−k+ 1 +
k+ L − |u|
L
·
#u(ω
(i)|[1, k+L−1])
k+ L − |u| +
|u| − 1
L
· cu
is a weighted average over three terms that are ǫ-close to cu. Since L ≥ L3 implies that
the third summand is less than ǫ, the quotient
#u(ω
(i)|[k, k+L−1])
L differs at most by 2ǫ from
cu. 
Corollary 5.20. The language of an (LSC)-subshift Ω is given by
L (Ω) =L (ω(1)|−N0) = . . . =L (ω(r)|−N0) =L (ω(1)|N) = . . . =L (ω(r)|N) .
Proof. This follows immediately from Proposition 5.19 and the definition of L (Ω). 
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As mentioned after Definition 4.22, existence of frequencies is closely related to unique
ergodicity. In addition, positivity of frequencies is related to minimality: a subshift Ω(p)
defined by the language of p ∊ A N is minimal and uniquely ergodic if and only if, for
every u ∊ L (p), the frequency of u in p exists and is positive ([Dam00a, Example 1.4],
but see also [Que87, Corollary IV.14.] and [BG13, Proposition 4.4]). By Corollary 5.20
and Proposition 5.19 this applies in particular to (LSC)-subshifts:
Corollary 5.21. Every (LSC)-subshift is minimal and uniquely ergodic.
5.2.2 A sufficient combinatorial condition for (LSC)
In this subsection we relate cocycles to combinatorial properties of words. For this we
use subadditive functions. Therefore we first recall this notion and discuss two examples.
They will later play a role in our proofs, see for example in Proposition 5.30.
Definition 5.22. A function F : L (Ω)→ R is called a subadditive if F(u v) ≤ F(u) + F(v)
holds for all u, v ∊L (Ω) with u v ∊L (Ω).
Remark 5.23. For the limit of a subadditive function F : L (Ω) → R we write F :=
limL→∞max{ F(u)L : u ∊L (Ω)L }. It exists and is equal to infL∊Nmax{
F(u)
L : u ∊L (Ω)L } by
Fekete’s Lemma, since eF : N→ R , L 7→max{ F(u) : u ∊L (Ω)L } is subadditive as well. 
Example 5.24. Fix a word u ∊L (Ω) and recall that e#u(v) denotes the maximal number
of non-overlapping copies of u in v (Definition 4.22). The function
F : L (Ω)→ R , v 7→ −e#u(v)
is subadditive: for v1, v2 ∊ L (Ω) with v1 v2 ∊ L (Ω), the non-overlapping copies of u in
v1 v2 are at least all the copies of u in v1, plus all the copies of u in v2. 
Example 5.25. Let A be a locally constant cocycle. The function
F : L (Ω)→ R , v 7→max{ ln(‖A(|v|,ω)‖) :ω ∊ Ω with ω|[1, |v|] = v }
is subadditive: for v1, v2 ∊L (Ω) with v1 v2 ∊L (Ω), we have
F(v1v2) = max
ω|[1, |v1v2 |]=v1v2
{ ln(‖A(|v1 v2|,ω)‖) }
≤ max
ω|[1, |v1v2 |]=v1v2
{ ln(‖A(T |v1|+|v2|−1ω) · . . . · A(T |v1|ω)‖·‖A(T |v1 |−1ω) · . . . · A(T 0ω)‖) }
≤ max
ω|[|v1 |+1, |v1v2 |]=v2
{ ln(‖A(T |v1 |+|v2|−1ω) · . . . · A(T |v1|ω)‖) }
+ max
ω|[1, |v1 |]=v1
{ ln(‖A(T |v1 |−1ω) · . . . · A(T 0ω)‖) }
= F(v2) + F(v1) . 
In the following we prove sufficient combinatorial conditions for (LSC β) and (LSC γ).
We make the simplifying assumption that there exists a one-sided infinite word p ∊ A N
and finite words v(1), . . . , v(r) such that the leading sequences are given byω(i) =←−p v(i) p.
Here ←−p ∊A −N denotes the reflection of p and is defined as ←−p (− j) = p( j). Accordingly,
we now focus on limits of one-sided infinite words. First we recall a condition from Lenz,
known as uniform positivity of quasiweights (PQ):
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Definition 5.26 ([Len02b, Section 1]). We say that p ∊A N satisfies (PQ) if there exists
a constant c > 0 such that the inequality
lim inf
L→∞
j
L
· e#p|[1, j](p|[1, L])≥ c (PQ)
holds for every prefix p|[1, j] of p.
The following two propositions show that (PQ) is closely related to limits of arbitrary
subadditive functions. Both statements are variations of results in [Len02b, Section 3]
and the proofs are inspired by methods from [Len02b] as well.
Proposition 5.27. Let Ω be a subshift,ω ∊ Ω an element and p :=ω|[1,∞]. Let F : L (Ω)→
R be a subadditive function and assume that p satisfies (PQ). If there exists a sequence (p(k))k
of prefixes of p with limk→∞|p(k)| =∞ and
lim
k→∞
F(p(k))
|p(k)| = limL→∞max
¦ F(u)
L
: u ∊L (Ω)L
©
=: F ,
then the limit limL→∞
F(p|[1, L])
L exists (and is obviously equal to F).
Proof. Since
F(p|[1, L])
L ≤max{
F(u)
L : u ∊L (Ω)L } holds for every L ∊ N, we obtain
limsup
L→∞
F(p|[1, L])
L
≤ limsup
L→∞
max
u∊L (Ω)L
F(u)
L
= F .
To prove lim infL→∞
F(p|[1, L])
L ≥ F , we assume the contrary, that is, we assume that there
exist δ > 0 and a sequence (uk) of prefixes of p with |uk| →∞, such that F(uk)|uk | ≤ F − δ
holds for all k ∊ N. Since p satisfies (PQ), there is a constant c > 0 such that
lim inf
L→∞
e#uk(p|[1, L])
L
≥ c 1|uk|
holds for every k ∊ N. In particular, for every k there is a constant Lk such that for every
L ≥ Lk, the word p|[1, L] contains at least 3c4 L|uk | ≥ 6 disjoint copies of uk. Therefore we
can write p|[1, L] = x1 uk x2 uk . . . uk xs+1 with (possibly empty) finite words x1, . . . , xs+1
and s ≥ 3c4 L|uk | . By combining every other copy of uk with its neighbouring x i ’s, we obtain
p|[1, L] = y1 uk y2 uk . . . uk yt+1 with t ≥ c4 L|uk | and |yi| ≥ |uk| for all i ∊ {1, . . . , t+1 }. Now
we choose ǫ with 0< ǫ < c8δ. Moreover, we fix a sufficiently large k such that we have
F(u)
L0
≤ lim
L→∞
max
u∊L (Ω)L
F(u)
L
+ ǫ = F + ǫ
for all L0 ≥ |uk| and all u ∊L (Ω)L0 . For all L ≥ Lk, subadditivity of F now yields
F(p|[1, L])
L
≤ t · |uk|
L
F(uk)
|uk|
+
t+1∑
i=1
|yi|
L
F(yi)
|yi|
≤ t · |uk|
L
(F −δ) +
t+1∑
i=1
|yi|
L
(F + ǫ)
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= F − t · |uk|
L
· δ+
  t+1∑
i=1
|yi|
L

· ǫ , since t · |uk|+
t+1∑
i=1
|yi| = L
< F − c
8
δ , since t ≥ c
4
L
|uk|
and ǫ <
c
8
δ .
Clearly this contradicts limk→∞
F(p(k))
|p(k)| = F . 
For our study of (LSC)-subshifts the proposition above suffices. Since the converse state-
ment highlights the close connection between (PQ) and limits of subadditive functions,
we include it here without proof. A proof can be found in [GLNS19, Lemma 4.1 (b)].
Proposition 5.28. Let Ω be a subshift, ω ∊ Ω an element and p := ω|[1,∞]. If the limit
limL→∞
F(p|[1, L])
L exists for every subadditive function F : L (Ω)→ R, then p satisfies (PQ).
Finally we also prove a sufficient combinatorial condition for (LSC γ). Similar to what
we have seen in Proposition 4.9, we use a three-block Gordon argument to show that
repetitions prevent the norm from decaying in both directions.
Proposition 5.29. Let Ω be a subshift and ω ∊ Ω. If there exists a sequence (li) of natural
numbers with limi→∞ li =∞ such that for all i ∊ N we have
ω|[−2li+1,−li] =ω|[−li+1,0] =ω|[1, li] or ω|[−li+1,0] =ω|[1, li] =ω|[li+1,2li] ,
then for every locally constant A: Ω→ SL(2,R) and every Φ ∊ R2\{0 }, the norm ‖A( j,ω)Φ‖
tends to zero for at most one of the limits j→±∞. In particular, there cannot be exponential
decay in both directions, that is, (LSC γ) holds for ω.
Proof. We only treat the case ω|[−2li+1,−li] =ω|[−li+1,0] =ω|[1, li] since the second case is
similar. In its simplest form we have already seen the Gordon argument in Proposition 4.9,
and the reader is encouraged to reread our earlier sketch since it highlights the main ideas
without going into technical details. Here we prove the Gordon argument in full generality
for locally constant cocycles: for the underlying map A there exists a number J such that
A(ω) only depends onω|[−J , J]. Without loss of generality we assume that all li are larger
than 2J . Since A depends on ω|[−J , J], the values of A(li , T−2li+1ω), A(li, T−li+1ω) and
A(li , T
1ω) are in general not equal. However, we have
A(li − J , T−2li+J+1ω) = A(li − J , T−li+J+1ω) and A(li − J , T−li+1ω) = A(li − J , T 1ω) ,
see Figure 5.2. With ̺ := T Jω we obtain
A(li, T
−2li+1̺) = A(li, T
−li+1̺) and A(li − 2J , T−li+1̺) = A(li − 2J , T 1̺) .
For li →∞ this can be seen as a three-minus-epsilon repetition of ̺. In the following we
show by a Gordon-type argument that this prevents decay for ̺, which then implies the
claim for ω.
It is easy to see that A(li, T
−li+1̺) and A(li, T
1̺) differ by 4J factors:
A(li, T
−li+1̺) = A(T 0̺) · . . . · A(T−2J+1̺) · A(li − 2J , T−li+1̺)
= A(T 0̺) · . . . · A(T−2J+1̺) · A(li − 2J , T 1̺)
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0 1
J J J J J J
ω|[−2li+1,−li] ω|[−li+1,0] ω|[1, li ] ω
0 1
̺ = T Jω
Figure 5.2: Threefold repetition in ω and three-minus-epsilon repetition in ̺.
= A(T 0̺) · . . . · A(T−2J+1̺) · A(T li−2J+1̺)−1 · . . . · A(T li̺)−1︸ ︷︷ ︸
=:B
· A(T li̺) · . . . · A(T li−2J+1̺) · A(li − 2J , T 1̺)
= B · A(li , T 1̺) .
Since A: Ω → SL(2,R) is locally constant, we have 1 ≤ supω∊Ω‖A(ω)‖ =: S <∞. Now
‖A(·)‖ = ‖A(·)−1‖ implies 1≤ ‖B‖ ≤ S4J . The Cayley/Hamilton theorem yields
0= A(li, T
−li+1̺)2 − tr(A(li , T−li+1̺))A(li , T−li+1̺) + Id
= A(2li, T
−2li+1̺)− tr(A(li, T−li+1̺))A(li , T−li+1̺) + Id ,
as well as
0= A(li , T
−li+1̺)2 − tr(A(li , T−li+1̺))A(li , T−li+1̺) + Id
= B ·A(2li, T−li+1̺)− tr(A(li , T−li+1̺))A(li , T−li+1̺) + Id .
For Φ0 ∊ R
2 \ {0 } and j ∊ Z we now define Φ j := A( j, T 1̺)Φ0. After multiplying the
equalities above by Φ−2li and Φ−li respectively, we obtain
0= Φ0 − tr(A(li, T−li+1̺))Φ−li +Φ−2li (5.1)
and 0= BΦli − tr(A(li, T−li+1̺))Φ0 +Φ−li . (5.2)
Now there are two cases: on the one hand, Equation (5.1) yields for |tr(A(li , T−li+1̺))| ≤
1 the relation
‖Φ−2li‖+ ‖Φ−li‖ ≥ ‖Φ−2li‖+ ‖tr(A(li , T−li+1̺))Φ−li‖ ≥ ‖Φ0‖ ≥
‖Φ0‖
‖B‖ .
On the other hand, Equation (5.2) yields for |tr(A(li , T 1̺))| ≥ 1 the relation
‖Φli‖+ ‖Φ−li‖ ≥
‖B‖ · ‖Φli‖+ ‖Φ−li‖
‖B‖ ≥
‖tr(A(li, T 1̺))Φ0‖
‖B‖ ≥
‖Φ0‖
‖B‖ .
By combining both cases, we obtain the inequality
max{‖Φ−2li‖,‖Φ−li‖,‖Φli‖} ≥
‖Φ0‖
2 · ‖B‖ .
Since ‖B‖ is bounded, ‖Φ j‖ tends to zero for at most one of the limits j→±∞.
Now it only remains to deduce the corresponding statement for ‖A( j,ω)Φ‖: for an arbit-
rary Φ ∊ R2 \ {0 }, define Φ0 := A(J + 1,ω)Φ, where J is such that A(ω) only depends on
ω|[−J , J]. By the preceding considerations, ‖Φ j‖ cannot tend to zero in both directions.
Now the claim follows from the definitions of Φ j and ̺, which yield
Φ j = A( j, T
J+1ω)Φ0 = A( j, T
J+1ω)A(J + 1,ω)Φ = A( j + J + 1,ω)Φ . 
70
5.2. (LSC)-subshifts
Combined the Propositions 5.27 and 5.29 yield combinatorial conditions that imply (LSC).
In contrast to the conditions in Definition 5.13, they are relatively easy to check for specific
examples. We will use them in Section 5.3 to prove that simple Toeplitz subshifts and
Sturmian subshifts satisfy (LSC). Note that the conditions are sufficient, but not necessary:
every periodic subshift satisfies for example (LSC) (see Subsection 5.3.1), but their leading
sequences will in general not have the palindromic form ω(i) =←−p v(i) | p that is required
in the sufficient conditions below.
Proposition 5.30. A subshift Ω satisfies (LSC) if there exists a one-sided infinite word p ∊
A N and finite words v(1), . . . , v(r) such that the following conditions hold:
(LSC α′) For all i ∊ {1, . . . , r } we have ω(i) := ←−p v(i) | p ∊ Ω. Moreover, there exist
L0, I0 ∊ N0 such that
L (Ω)L =
r⋃
i=1
I0−1⋃
j=−I0−L
ω(i)|[ j+1, j+L]
holds for all L ∊ N with L ≥ L0.
(LSC β ′) The one-sided infinite word p satisfies (PQ). Moreover, there is a sequence
(p|[1, Lk])k of prefixes of p with limk→∞ Lk = ∞, such that for every sub-
additive function F : L (Ω)→ R, the limit limk→∞
F(p|[1, Lk])
Lk
exists and is equal
to limL→∞max{ F(u)L : u ∊L (Ω)L }.
(LSC γ′) For every i ∊ {1, . . . , r } there exists a sequence (lk) of natural numbers with
limk→∞ lk =∞ such that for all k ∊ N we have either
ω(i)|[−2lk+1,−lk] =ω(i)|[−lk+1,0] =ω(i)|[1, lk] ,
or ω(i)|[−lk+1,0] =ω(i)|[1, lk] =ω(i)|[lk+1,2lk] .
Proof. Clearly (LSC α′) implies (LSC α). Moreover, (LSC γ′) implies (LSC γ) by Proposi-
tion 5.29. Thus, only the validity of (LSC β) remains to show. For this, let A: Ω→ SL(2,R)
be a locally constant map and consider the function
FA(u) :=max{ ln(‖A(|u|,ω)‖) :ω ∊ Ω with ω|[1, |u|] = u } .
Since it is subadditive (see Example 5.25), the limit limL→∞
FA(p|[1, L])
L exists by (LSC β
′)
and Proposition 5.27. For every L ∊ N, let ωL ∊ Ω be such that ωL|[1, L] = p|[1, L] and
FA(p|[1, L]) = ln(‖A(L,ωL)‖) hold. Since A depends on a finite patch around the origin, the
first few and last few matrices in A(L,ω(i)) and A(L,ωL) may differ. However, according
to Proposition 5.12 we can ignore these finite pieces in limit considerations. Therefore
we obtain for every i ∊ {1, . . . , r }:
lim
L→∞
ln(‖A(L,ω(i))‖)
L
= lim
L→∞
ln(‖A(L,ωL)‖)
L
= lim
L→∞
FA(p|[1, L])
L
,
and in particular the limit on the left hand side exists.
Now note that for every u ∊L (Ω) we have←−u ∊L (Ω) as well: since both, p and←−p occur
in the subshift, the reflections of all their subwords are in L (Ω). By (LSC α′), every word
u occurs around the origin of some ω(i), and by the repetitions in (LSC γ′), there is an
occurrence of u that lies completely in p or ←−p . We can therefore define←−FA : L (Ω)→ R,
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u 7→ FA(←−u ), which is a subadditive function as well. Hence the limit limL→∞
FA(
←−−−−
p|[1, L])
L
exists. Using ‖A(−L,ω)‖ = ‖A(T−1ω) · . . . ·A(T−Lω)‖, the same argument as above shows
the relation
lim
L→∞
ln(‖A(−L,ω(i))‖)
L
= lim
L→∞
←−
FA(p|[1, L])
L
= lim
L→∞
FA(
←−−−
p|[1, L])
L
and in particular the existence of the limit on the left. The repetitions in (LSC γ′) yield←−−−−−−−
p|[1, lk−|v(i)|] = p|[1, lk−|v(i)|]. Since lk gets arbitrarily large, the limits for A(−L,ω(i)) and
A(L,ω(i)) all agree, which gives (LSC β). 
5.3 Examples of (LSC)-subshifts
In this section we show that simple Toeplitz subshifts and Sturmian subshifts satisfy the
leading sequence condition. Consequently, the results that we will prove in Section 5.4
for (LSC)-subshifts apply to them. Most importantly, it will follow that aperiodic Jacobi
operators associated to a simple Toeplitz subshift always have Cantor spectrum (The-
orem 5.45). For Sturmian subshifts this is well-known, but we discuss them nevertheless
to show that (LSC)-subshifts cover several interesting classes. As an additional example
we also prove the leading sequence conditions for periodic subshifts.
5.3.1 Periodic subshifts
Our focus in this thesis is on aperiodic subshifts, since the spectral properties of Jacobi
operators are rather well-understood in the periodic case (see Remark 4.7). In particular,
the main application of the leading sequence property deals with aperiodic subshifts (The-
orem 5.45). Nevertheless we briefly discuss periodic subshifts since they are the simplest
examples of (LSC)-subshifts. Below we give a direct proof of the (LSC)-property. How-
ever, note that it can also be concluded from the corresponding result for simple Toeplitz
subshifts in Theorem 5.35, since the aperiodicity of simple Toeplitz subshifts is not used
in Subsection 5.3.2.
Let eω ∊A Z be periodic with period P ∊ N, that is, for all j, l ∊ Zwe have eω( j) = eω( j+ lP).
The associated subshift Ω is given by
Ω := Ω( eω) = { T k eω : k ∊ Z }=  eω, T 1 eω, . . . , T P−1 eω 	 .
The subshift has a single leading sequence, which we choose as ω(1) := eω (but we could
have chosen any other ω ∊ Ω as well). We set I0 :=

P
2

. First we show that every
finite word intersects eω|[−I0, I0]: every u ∊ L (Ω) occurs in eω. Since eω is P-periodic and
| eω|[−I0, I0]| > P holds, a shifted occurrence of u has its first letter in eω|[−I0, I0]. Secondly, by
Proposition 5.29 the condition (LSC γ) follows immediately from periodicity due to the
repetitions around the origin. Now let A be a locally constant cocycle. It only remains to
show that the limits lim j→±∞
1
| j| ln(‖A( j, eω)‖) exist and are equal.
For j →∞ we first consider the subsequence given by jl := 2lP. Recall that A(s,ω) =
A(s− t, T tω) ·A(t,ω) holds for all s, t ∊ Z and allω ∊ Ω, see the proof of Proposition 5.12.
Since eω is P-periodic, we obtain
A(2l+1P, eω) = A(2lP, T 2l P eω) · A(2lP,ω) = A(2lP, eω) · A(2lP,ω) .
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Thus subadditivity yields
ln(‖A( jl+1, eω)‖)
jl+1
≤ 2 · ln(‖A(2
lP, eω)‖)
2l+1P
=
ln(‖A( jl , eω)‖)
jl
,
that is, the sequence ( ln(‖A( jl , eω)‖)jl )l is monotonically decreasing. Since it is also bounded
from below by zero, it converges to some value ΛA ∊ [0,∞). To deal with arbitrary j ∊ N,
we express them as weighted average of jl ’s and use the following relation:
Let (x l)l be a convergent sequence of real numbers with limit x. Let λl ,k be non-negative
numbers with
∑k
l=1λl ,k = 1 for every k ∊ N and limk→∞λl ,k = 0 for every l ∊ N. Then the
sequence (
∑k
l=1λl ,kx l)k of weighted averages of x l ’s converges to x as well.
This can easily be seen by splitting the sum: there exists L ∊ N such that
∑k
l=L+1λl ,k|x l−x |
is close to zero for all sufficiently large k due to x l → x and
∑L
l=1λl ,k|x l−x | is close to zero
due to λl ,k→ 0. Now we proceed with the main proof. We define D :=max{ ln(‖A(ω)‖) :
ω ∊ Ω } and write j ∊ N in the form j =
∑L−1
l=0 ml2
lP + r with ml ∊ {0,1 }, minimal L ∊ N
and r ∊ {0, . . . , P − 1 }. As before, P-periodicity and subadditivity yield an upper bound:
ln(‖A( j, eω)‖)
j
≤
ln(‖A(r, eω)‖) +∑L−1l=0 ln(‖A(ml2lP, eω)‖)
j
≤ r
j
· D+
L−1∑
l=0
ml2
lP
j
· ln(‖A(2
lP, eω)‖)
2lP
.
Since the right hand side is a weighted average of ( ln(‖A( jl , eω)‖)jl )l , it converges to ΛA. To
deduce a lower bound, we note that 2LP = P − r + j +
∑L−1
l=0 (1 − ml)2lP holds. Thus
P-periodicity and subadditivity yield
ln(‖A(2LP, eω)‖) ≤ (P − r)D + ln(‖A( j, eω)‖) + L−1∑
l=0
(1−ml) ln(‖A(2lP, eω)‖) .
Rearranging the terms we obtain
ln(‖A( j, eω)‖)
j
≥
ln(‖A(2LP, eω)‖)−∑L−1l=0 (1−ml) ln(‖A(2lP, eω)‖)− (P − r)D
j
=
ln(‖A(2LP, eω)‖)
2LP
+
2LP − j
j

ln(‖A(2LP, eω)‖)
2LP
−
 L−1∑
l=0
(1−ml)2lP
2LP − j ·
ln(‖A(2lP, eω)‖)
2lP
+
P − r
2LP − j · D

.
Since the term in parentheses is a weighted average, it converges to ΛA. Moreover
2LP− j
j
is bounded, so the second summand converges to zero. Hence upper and lower bound
agree, so the limit lim j→∞
ln(‖A( j, eω)‖)
j exists and is equal to ΛA.
Finally we show that the limit for j → −∞ is equal to ΛA as well. For j = lP + r with
l ∊ N0 and 0≤ r < P, the P-periodicity of eω yields
‖A(− j, eω)‖=‖A(T−1 eω)· . . .·A(T− j eω)‖=‖A(T (l+1)P−1 eω)· . . .·A(T P−r eω)‖=‖A( j, T P−r eω)‖ .
Now the claim follows from Proposition 5.12, as a finite shift does not change the limit.
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5.3.2 Simple Toeplitz subshifts
We check that the conditions from Proposition 5.30, which are sufficient for (LSC), apply
to simple Toeplitz subshifts. First we discuss the words ω(i) and their combinatorial prop-
erties: recall from Subsection 2.2.1 that a simple Toeplitz subshift can be defined from
palindromic blocks p(k). As before, we let fA denote the set of letters that occur infinitely
often in the coding sequence (ak). We set r := # fA and fA := { a(1), . . . ,a(r) }. Now we
define r words of length one by v(i) := a(i). As discussed in Example 2.9, the so-called
“leading words”
ω(i) :=ω(a
(i)) = lim
k→∞
p(k) a(i) | p(k) =
←−−
p(∞) v(i) | p(∞)
belong to Ω. Below we will see that they are indeed leading words in the sense of (LSC)-
subshifts. This is also the underlying reason that their combinatorial structure plays such
an important role for the properties of the subshift (see for instance Example 4.11). First
we show that all sufficiently long finite words occur in some ω(i) around the origin.
Proposition 5.31. Let eK be such that ak ∊ fA holds for all k ≥ eK. Then for every L ≥
|p(eK)| and every u ∊ L (Ω)L, there are numbers i ∊ {1, . . . , r } and j ∊ {1, . . . , L } with
u =ω(i)|[− j+1,− j+L].
Proof. Let k be such that |p(k)| < L ≤ |p(k+1)| holds. We choose an element ω ∊ Ω which
contains u and decompose it as ω = . . . p(k+1) ⋆ p(k+1) . . . with single letters ⋆ ∊ { a j :
j ≥ k + 2 }, see Equation (2.3). Now we distinguish two cases: firstly, if u is contained
in p(k+1) = p(k) ak+1 p
(k) . . . p(k), then u contains at least once the single letter ak+1. We
choose i such that v(i) = ak+1 holds. Then u can be found inω
(i) = . . . p(k+1) v(i) | p(k+1) . . .
such that ω(i)(0) coincides with the position of ak+1 in u. Secondly, if u is not contained
in a single p(k+1)-block, then there is a letter a ∊ { al : l ≥ k + 2 } ⊆ fA such that u is
contained in p(k+1) a p(k+1) and a is contained in u. We choose i such that v(i) = a holds.
Around the origin, ω(i) has the form . . . p(k+1) v(i) | p(k+1) . . . and therefore contains u as
claimed. 
Now we check that the leading words contain the necessary repetitions for (LSC γ′):
Proposition 5.32. For every i ∊ {1, . . . , r } there exists a sequence (lk) of natural numbers
with limk→∞ lk =∞ such that for all k ∊ N we have
ω(i)|[−2lk+1,−lk] =ω(i)|[−lk+1,0] =ω(i)|[1, lk] .
Proof. For every v(i) = a(i) ∊ fA , there exists a sequence (k j) with lim j→∞ k j =∞ and
ak j = a
(i). Now lk := |p(k j−1)|+ 1 has the claimed property since ω(i) looks around the
origin like
. . . p(k j) a(i) | p(k j) . . . = . . . p(k j−1) ak j p(k j−1) ak j | p(k j−1) ak j . . . . 
It only remains to check (LSC β ′). First we show that along the prefixes p(k) of p(∞), the
asymptotic average of every subadditive function exists. Afterwards we prove that p(∞)
satisfies (PQ).
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Proposition 5.33. Let F : L (Ω) → R be a subadditive function. Then limk→∞ F(p
(k))
|p(k)| =
limL→∞max{ F(u)L : u ∊L (Ω)L } =: F holds.
Proof. Since limsupk→∞
F(p(k))
|p(k)| ≤ F holds by definition, only lim infk→∞
F(p(k))
|p(k)| ≥ F re-
mains to show: define D :=max{ |F(a)| : a ∊A }, fix an arbitrary k ∊ N, let L ≥ |p(k)| and
let u ∊ L (Ω)L . Since every ω ∊ Ω can be decomposed into p(k)-blocks and single letters,
we obtain u = v ⋆ p(k) ⋆ p(k) . . . p(k) ⋆ w, where v is a suffix and w is a prefix of p(k).
In this decomposition of u, there are at most L|p(k)| -many p
(k)-blocks and L|p(k)| + 1 <
2L
|p(k)|
single letters. This yields
F(u)
L
≤ |v| · D
L
+
2L
|p(k)| · D
L
+
L
|p(k)| · F(p(k))
L
+
|w| · D
L
.
Since u was arbitrary, we obtain for every k and every L ≥ |p(k)|:
max
u∊L (Ω)L
F(u)
L
≤ |p
(k)| · D
L
+
2D
|p(k)| +
F(p(k))
|p(k)| +
|p(k)| · D
L
.
Taking the limit L→∞ yields F ≤ 2D|p(k)| +
F(p(k))
|p(k)| for every fixed k. The claim now follows
by taking lim infk→∞ on both sides. 
Proposition 5.34. For every j ∊ N the inequality
lim inf
L→∞
e#p(∞)|[1, j](p(∞)|[1, L]) · jL ≥ 18
holds, that is, p(∞) ∊A N satisfies (PQ).
Proof. Fix j ∊ N, let K be such that |p(K)| < j ≤ |p(K+1)| holds and let m be such that
m · (|p(K)|+ 1) ≤ j < (m+ 1) · (|p(K)|+ 1) holds. In particular this implies 1 ≤ m < nK+1.
It is easy to see that
e#p(∞)|[1, j](p(K+1)) · j|p(K+1)|+ 1 ≥

nK+1
m+ 1

· m(|p
(K)|+ 1)
nK+1(|p(K)|+ 1)
=

nK+1
m+ 1

· m
nK+1
holds. We distinguish two cases: on the one hand, if nK+1m+1 < 2 holds, then we obtain
nK+1
m+ 1

· m
nK+1
= 1 · m
m+ 1
m+ 1
nK+1
>
1
4
.
On the other hand, if nK+1m+1 ≥ 2 holds, then we obtain
nK+1
m+ 1

· m
nK+1
>

nK+1
m+ 1
− 1

m
nK+1
=

1− m+ 1
nK+1

m
m+ 1
≥ 1
4
.
Now a short computation yields the desired lower bound:
e#p(∞)|[1, j](p(∞)|[1, L])· jL ≥ e#p(∞)|[1, j](p(K+1))· j|p(K+1)|+ 1 · e#p(K+1)(p(∞)|[1, L])· |p(K+1)|+ 1L
75
5. Uniformity of cocycles
>
1
4
·
 L
|p(K+1)|+ 1 − 1

· |p
(K+1)|+ 1
L
=
1
4
·

1− |p
(K+1)|+ 1
L

≥ 1
4
·

1− 1
2

for all sufficiently large L . 
Theorem 5.35. Every simple Toeplitz subshift satisfies (LSC).
Proof. By the preceding propositions, every simple Toeplitz subshift satisfies the condi-
tions of Proposition 5.30. 
5.3.3 Sturmian subshifts
We check that the conditions from Proposition 5.30, which are sufficient for (LSC), apply
to Sturmian subshifts. Background information on Sturmian subshifts can be found in
Appendix A. In particular, we discuss in Proposition A.8 how a sequence (nk)k∊N and the
recurrence relation
s0 := b , s1 := b
n1−1 a , sk+1 := s
nk+1
k sk−1 (k ≥ 1)
define a Sturmian subshift: by p(k) we denote the word sk without its last two letters.
We write limk→∞ p
(k) =: p(∞) ∊ { a, b }N and let Ω = Ω(p(∞)) := {ω ∊ A Z : L (ω) ⊆
L (p(∞)) } denote the associated Sturmian subshift. We define v(1) := a b and v(2) :=
b a. In the following we show that Ω satisfies (LSC) with leading sequences ω(i) :=←−−
p(∞) v(i) | p(∞) for i ∊ {1,2 }.
Proposition 5.36. The infinite wordsω(1),ω(2) are elements ofΩ. For every sufficiently long
u ∊L (Ω) there are numbers i ∊ {1,2 } and k ∊ {1, . . . , |u|+ 1 } with u =ω(i)|[−k+1,−k+|u|].
Proof. In Corollary A.10 in the appendix we show ω(1),ω(2) ∊ Ω. The second part of
the claim can be concluded from [DL99, Lemma 3.2]. For completeness, we give an
explicit proof as well, which is based on Proposition A.9: let K ∊ N be minimal such
that u is contained in p(K). Assume that K ≥ 6 holds. In the decomposition p(K) =
p(K−1) v(i) . . . p(K−1) v(i) p(K−2), the word u intersects v(i) at least once. To the left of the
first such intersection, u is equal to a suffix of p(K−1), which clearly is a suffix of p(K) as
well. To the right of this intersection, u is equal to a prefix of p(K). Aligning the intersection
with the occurrence of v(i) at the origin ofω(i) = . . . p(K) v(i) | p(K) . . . proves the claim. 
Proposition 5.37. The word p(∞) ∊A N satisfies (PQ).
Proof. Fix j ∊ N, let k be the unique index given by |sk−1| ≤ j < |sk| and note thate#p(∞)|[1, j](p(∞)|[1, L]) ≥ e#sk(p(∞)|[1, L]) · e#p(∞)|[1, j](sk) holds. We study the factors sep-
arately: in the decomposition of p(∞)|[1, L] into sk-blocks and sk−1-blocks, all sk−1-blocks
are isolated, see Proposition A.9 (e). Using |sk| > |sk−1|, we obtain e#sk(p(∞)|[1, L]) ≥
L
2|sk | − 1 ≥
L
3|sk | for all sufficiently large L. Now we consider p
(∞)|[1, j]. Let t, r ∊ N be
given by j = t|sk−1|+ r and 0 ≤ r < |sk−1|. Note that we have 1 ≤ t ≤ nk. If 2t + 2 ≤ nk
holds, we use e#p(∞)|[1, j](sk) ≥ ⌊ nkt+1⌋ ≥ nkt+1 − 1, which yields
j
L
e#p(∞)|[1, j](p(∞)|[1, L]) ≥ t|sk−1|L ·  nkt + 1 − 1 · L3|sk| = t3(t + 1)

1− t + 1
nk

≥ 1
12
.
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If 2t + 1≥ nk holds, we use e#p(∞)|[1, j](sk)≥ 1 and obtain
j
L
e#p(∞)|[1, j](p(∞)|[1, L])≥ t|sk−1|L · 1 · L3|sk| ≥ t3(nk + 1) ≥ 112 . 
Proposition 5.38. For every subadditive function F : L (Ω) → R, the limit limk→∞ F(sk)|sk |
exists (but might be equal to minus infinity).
Proof. Subadditivity of F combined with the decomposition sk = s
nk
k−1 sk−2 yields for all
k ≥ 2 the inequality
F(sk)
|sk|
≤ nk|sk−1|
nk|sk−1|+ |sk−2|
· F(sk−1)|sk−1|
+
|sk−2|
nk|sk−1|+ |sk−2|
· F(sk−2)|sk−2|
. (5.3)
Since this is a weighted average of F(sk−1)|sk−1| and
F(sk−2)
|sk−2| , the sequence
  F(sk)
|sk |

k is bounded
from above by max
 F(s0)
|s0| ,
F(s1)
|s1|
	
. Moreover, Equation (5.3) implies
F(sk)
|sk|
− F(sk−1)|sk−1|
≤ −
 F(sk−1)
|sk−1|
− F(sk−2)|sk−2|
 |sk−2|
|sk|
≤ (−1)k−1
 F(s1)
|s1|
− F(s0)|s0|
 k∏
i=2
|si−2|
|si|
.
Now 0< |si−2||si | =
|si−2|
ni |si−1|+|si−2| <
1
2 yields for all k ≥ 2 the inequality
F(sk)
|sk|
− F(sk−1)|sk−1|
≤
 F(s1)|s1| − F(s0)|s0|
 · 1
2k−1
.
Finally, we use a telescoping sum and obtain for k > l ≥ 1:
F(sk)
|sk|
=
F(sl )
|sl |
+
k∑
i=l+1
 F(si)
|si|
− F(si−1)|si−1|

≤ F(sl)|sl |
+
 F(s1)|s1| − F(s0)|s0|
 · 1
2l−1
.
Now consider a subsequence (sl) such that
  F(sl )
|sl |

l converges to F∞ := lim infk→∞
F(sk)
|sk| .
For sufficiently large l, the second summand gets arbitrarily close to zero, while the first
summand gets arbitrarily close to F∞ (if F∞ is finite) or becomes smaller than every
constant (if F∞ is equal to minus infinity). Consequently, also
F(sk)
|sk | gets arbitrarily close
to F∞ or becomes smaller than every constant for all sufficiently large k. 
Proposition 5.39. For every subadditive function F : L (Ω) → R we have limk→∞ F(sk)|sk | =
limL→∞max
 F(u)
L : u ∊L (Ω)L
	
=: F.
Proof. We give a proof by direct calculation, but a similar result can also be found in
[Len03, Theorem 11]. We write F∞ := limk→∞
F(sk)
|sk| , which exists by the previous pro-
position. Since F∞ ≤ F is clear, we only have to show F∞ ≥ F : let D :=max{ F(a), F(b) },
k ∊ N, L ≥ |sk| and u ∊ L (Ω)L. Then u can be decomposed into sk-blocks, sk−1-blocks, a
suffix v of sk or sk−1 and a prefix w of sk, see Proposition A.9. Let r(u) and t(u) denote
the number of sk-blocks and sk−1-blocks respectively. Subadditivity yields
F(u)
L
≤ r(u) · |sk|
L
· F(sk)|sk|
+
t(u) · |sk−1|
L
· F(sk−1)|sk−1|
+
|v| · D
L
+
|w| · D
L
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≤ r(u) · |sk|+ |v|+ |w|
L
· F(sk)|sk|
+
t(u) · |sk−1|
L
· F(sk−1)|sk−1|
+
2|sk|
L
·
D − F(sk)|sk|
 .
Now we distinguish two cases: first assume that F∞ is finite. Let ǫ > 0 and choose k such
that
 F(sl )
|sl | − F∞
 < ǫ holds for all l ≥ k − 1. For all L ≥ |sk| and all u ∊L (Ω)L we obtain
F(u)
L
≤ r(u) · |sk|+ |v|+ |w|+ t(u) · |sk−1|
L︸ ︷︷ ︸
=1
(F∞ + ǫ) +
2|sk|
L
·
D − F(sk)|sk|
 .
Taking the maximum over all u ∊L (Ω)L and then the limit L→∞ yields F ≤ F∞+ǫ for
all ǫ > 0 and thus F ≤ F∞.
For the second case, assume that F∞ = −∞ holds, let C ∊ R be arbitrary and choose k
such that F(sl )|sl | < C holds for all l ≥ k − 1. For all L ≥ |sk| and all u ∊L (Ω)L we obtain
F(u)
L
≤ r(u) · |sk|+ |v|+ |w|+ t(u) · |sk−1|
L
C +
2|sk|
L
·
D− F(sk)|sk|
 .
Again, taking the maximum over all u ∊ L (Ω)L and then the limit L →∞ yields F ≤ C
for all C ∊ R and thus F = −∞= F∞. 
Proposition 5.40. For every k ≥ 2 we have
ω(1)|[−|s2k|+1,0] =ω(1)|[1, |s2k|] =ω(1)|[|s2k|+1,2|s2k|] = s2k
and ω(2)|[−|s2k+1|+1,0] =ω(2)|[1, |s2k+1|] =ω(2)|[|s2k+1|+1,2|s2k+1|] = s2k+1 .
Proof. By Proposition A.9 we have for all k ≥ 4 the decomposition
sk+2 = sk+1 s
nk+2−1
k+1 sk = s
nk+1
k sk−1 s
nk+2−1
k+1 sk = s
nk+1
k sk−1 p
(k) . . . = sk sk p
(k−1) . . . ,
which implies ω(i)|[1,2|sk |] = sk sk for i ∊ {1,2 } and k ≥ 4. In addition, Proposition A.9
yields for all k ≥ 2 the equalities
ω(1)|[−|s2k|+1,0] = p(2k) a b = s2k and ω(2)|[−|s2k+1|+1,0] = p(2k+1) b a = s2k+1 . 
Theorem 5.41. Every Sturmian subshift satisfies (LSC).
Proof. By the preceding propositions, every Sturmian subshift satisfies the conditions of
Proposition 5.30. 
5.4 Uniformity of cocycles for (LSC)-subshifts and Cantor
spectrum
As we have seen, (LSC)-subshifts provide a framework that contains several interesting
classes of subshifts. In this section we show that all locally constant cocycles on (LSC)-
subshifts are uniform. This proves in a unified way that Jacobi operators have Cantor
spectrum, both on Sturmian subshifts (where it is well-known, see [Len03, Theorem 4]
combined with [BP13, Theorem 3]) and on simple Toeplitz subshifts (where it was only
known for Schrödinger operators, see [LQ11, Theorem 1.2]). This is the main result of
this chapter and it relies on two statements. They are due to Ruelle (or, in a probabilistic
version, to Oseledec [Ose68]) and to Lenz:
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Proposition 5.42 ([Rue79], see [CFKS87, Theorem 9.12] for this version). Let (A j) be a
sequence of matrices in SL(2,R) with lim j→∞
ln(‖A j‖)
j = 0 and lim j→∞
ln(‖A j ...A1‖)
j =: c > 0.
Then there exists a unique one-dimensional subspace V ⊂ R2 with
lim
j→∞
ln(‖A j . . .A1Φ‖)
j
= −c and lim
j→∞
ln(‖A j . . .A1Ψ‖)
j
= +c
for all Φ ∊ V \ {0 } and all Ψ  V .
Proposition 5.43 ([Len04, Theorem 3]). Let Ω be minimal and uniquely ergodic. Then a
continuous map A: Ω → SL(2,R) is uniform with limit value ΛA > 0, if and only if there
exist m ∊ N and δ > 0 such that 1j ln(‖A( j,ω)‖) ≥ δ holds for all ω ∊ Ω and all j ≥ m.
We can now prove the main result of this chapter.
Theorem 5.44. If Ω satisfies (LSC), then every locally constant map A: Ω → SL(2,R) is
uniform.
Proof. Without loss of generality we assume I0 = 0, see Remark 5.14. Moreover, let L ∊ N
be such that A(ω) only depends on ω|[−L, L]. Define C := max{ ln(‖A(ω)‖) : ω ∊ Ω },
which is finite since A takes only finitely many values. We use that every word occurs
around the origin of someω(i) by (LSC α) and that we have some control over theω(i) by
(LSC β) and (LSC γ). More precisely, let j0 ∊ N be such that for every ω and every j ≥ j0
there exist i ∊ {1, . . . , r } and j− ≥ 1, j+ ≥ 0 with ω|[0, j−1] =ω(i)|[− j−+1, j+]. Obviously we
have
A( j− + j+, T
− j−ω(i)) = A( j+,ω
(i)) ·A(− j−,ω(i))−1 .
By (LSC β) there exist a constant c ≥ 0 with c = lim j→±∞ ln(‖A( j,ω
(i))‖)
| j| for every i ∊
{1, . . . , r }. First we consider the case c = 0:
Let ǫ > 0 and let j1 ∊ N be such that
1
| j| ln(‖A( j,ω(i))‖) < ǫ3 holds for all i ∊ {1, . . . , r } and
all j ∊ Z with | j| ≥ j1. Let j2 ∊ N be such that
1
j2
·max{ ln(‖A(l,ω(i))‖) : l ∊ Z with |l| < j1 , i ∊ {1, . . . , r } } ≤
ǫ
3
holds. Let j3 ∊ N be such that
4C L
j3
≤ ǫ3 holds. For arbitrary J ≥ max{ j0, j2, j3 } and
arbitrary ω ∊ Ω, let i ∊ {1, . . . , r } be such thatω|[0, J−1] =ω(i)|[− j−+1, j+] holds for suitable
j− ≥ 1, j+ ≥ 0. Note that we have
ln(‖A( j− + j+, T− j−ω(i))‖)
J
≤ ln(‖A( j+,ω
(i))‖)
J
+
ln(‖A(− j−,ω(i))‖)
J
,
where both summands are less or equal ǫ3 : if j± is greater or equal j1, then this follows
from the definition of j1, and if j± is smaller than j1, then this follows from J ≥ j2. Since
A(J ,ω) and A( j− + j+, T
− j−ω(i)) differ at most in the first L − 1 matrices and in the last
L + 1 matrices, we obtain
ln(‖A(J ,ω)‖)
J
≤ ln(‖A( j− + j+, T
− j−ω(i))‖)
J
+
4C L
J
≤ ǫ .
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Now we treat the case c > 0: by Proposition 5.43 it suffices to show that there exists a
number δ > 0 with ln(‖A( j,ω)‖)j ≥ δ for all ω ∊ Ω and all sufficiently large j. First we note
that the assumptions of Proposition 5.42 are satisfied because of (LSC β). This implies
for every i ∊ {1, . . . , r } the existence of a one-dimensional subspace V (i)+ ⊂ R2 with
lim
j→∞
ln(‖A( j,ω(i))v‖)
j
= −c for all v ∊ V (i)+ \ {0 } ,
and another one-dimensional subspace V (i)− ⊂ R2 with
lim
j→∞
ln(‖A(− j,ω(i))v‖)
j
= −c for all v ∊ V (i)− \ {0 } .
Now fix i ∊ {1, . . . , r }. By (LSC γ) we obtain V (i)+ 6= V (i)− and in particular, Proposition 5.42
yields the equality
lim
j→∞
ln(‖A( j,ω(i))v‖)
j
= c for all v ∊ V (i)− \ {0 } .
To prove uniformity, we fix some vˆ ∊ V (i)− \ {0 } and proceed similar to the case c = 0, but
with ‖Avˆ‖ instead of ‖A‖. More precisely, let j1 ∊ N be such that we have
ln(‖A(− j,ω(i))vˆ‖)
j
≤ − c
2
and
ln(‖A( j,ω(i))vˆ‖)
j
≥ c
2
for all j ≥ j1. Let j2 ∊ N be such that
1
j2
·
 max{ ln(‖A(l,ω(i))vˆ‖) : l ∊ Z with |l| < j1 }  ≤ c8
holds. Let j− ≥ 1, j+ ≥ 0 be such that J := j− + j+ ≥ max{2 j1, j2 } holds. We write
uˆ := A(− j−,ω(i))vˆ and obtain
ln(‖A(J , T− j−ω(i))‖) ≥ ln

‖A(J , T− j−ω(i))uˆ‖
‖uˆ‖

= ln(‖A( j+,ω(i))vˆ‖)− ln(‖A(− j−,ω(i))vˆ‖) .
Because of j− + j+ = J ≥ 2 j1, either j− or j+ or both are greater or equal j1. Accordingly,
we distinguish three cases: for j−, j+ ≥ j1, the definitions of j1 and vˆ imply
ln(‖A(J , T− j−ω(i))‖)
J
≥ ln(‖A( j+,ω
(i))vˆ‖)
j+
j+
J
− ln(‖A(− j−,ω
(i))vˆ‖)
j−
j−
J
≥ c
2
.
For j− < j1 and j+ ≥ j1, we have j+J ≥ 12 and j− < j1. Because of J ≥ j2 this implies
ln(‖A(J , T− j−ω(i))‖)
J
≥ ln(‖A( j+,ω
(i))vˆ‖)
j+
j+
J
− ln(‖A(− j−,ω
(i))vˆ‖)
J
>
c
8
.
For j− ≥ j1 and j+ < j1, similar considerations yield
ln(‖A(J , T− j−ω(i))‖)
J
≥ ln(‖A( j+,ω
(i))vˆ‖)
J
− ln(‖A(− j−,ω
(i))vˆ‖)
j−
j−
J
>
c
8
.
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The above bounds hold for all i ∊ {1, . . . , r }. Hence we deduce from Proposition 5.12 and
ω|[0, J−1] =ω(i)|[− j−+1, j+] that there exists a constant C with
ln(‖A(J ,ω)‖)
J
≥ ln(‖A(J , T
− j−ω(i))‖)
J
− C
J
≥ c
8
− C
J
.
Since C and c are independent of ω, we obtain ln(‖A(J ,ω)‖)J ≥ δ > 0 for all ω ∊ Ω and all
sufficiently large J , which proves the claim. 
The main application of the previous theorem is to transfer matrix cocycles, see Ex-
ample 5.3. Their uniformity on (LSC)-subshifts has consequences for the spectrum of
Jacobi operators:
Theorem 5.45. Let Ω be an (LSC)-subshift. Let f : Ω→ R \ {0 } and g : Ω→ R be locally
constant functions such that ( f , g) is aperiodic. Let (H)ω∊Ω be the family of Jacobi operators
that is defined by f and g. Then the spectrum Σ= σ(Hω) is a Cantor set of Lebesgue measure
zero.
Proof. Since f and g are locally constant, the cocycle associated to the modified transfer
matrix map eME : Ω→ SL(2,R) , ω 7→  E−g(Tω)f (T2ω) − 1f (T2ω)f (T 2ω) 0

is locally constant as well. By Theorem 5.44 it is therefore uniform. This implies uniform-
ity of the (unmodified) transfer matrices ME ([BP13], see Proposition 5.11 above). As f
and g take only finitely many values (see Remark 4.3), we can apply [BP13, Theorem 3]
(see Proposition 5.8), which yields the desired result. 
Example 5.46. Sturmian subshifts (see Appendix A for a definition and basic properties)
satisfy (LSC) by Theorem 5.41. Thus every locally constant cocycle is uniform, which is a
well-known fact (see [Len03, Theorem 4]). In particular, aperiodic Jacobi operators over
Sturmian subshifts have Cantor spectrum of Lebesgue measure zero. The corresponding
result for Schrödinger operators was already shown in [BIST89, corollary of the main
result]. 
Example 5.47. Simple Toeplitz subshifts satisfy (LSC) by Theorem 5.35. Thus every
aperiodic Jacobi operator over a simple Toeplitz subshift has Cantor spectrum of Lebesgue
measure zero by Theorem 5.45. This strengthens the result from Corollary 5.10, which
only applied to those simple Toeplitz subshifts that satisfy the Boshernitzan condition. 
Remark 5.48. For Schrödinger operators (that is, f ≡ 1) with a function g that only de-
pends on ω(0), uniformity of the associated cocycles over simple Toeplitz subshifts was
studied by Liu and Qu in [LQ11]. In their analysis as well as in ours, subadditivity is
used to establish the existence of certain limits. The result in [LQ11] then follows from a
careful investigation of the trace map and the set of non-escaping energies. Here we are
able to cover the more general class of locally constant Jacobi operators by proving uni-
formity from the characterisation by Lenz (see Proposition 5.43), a Gordon-type argument
(Proposition 5.29) and the result of Ruelle (Proposition 5.42). 
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Appendix A
Sturmian subshifts
In this appendix we review the notion of Sturmian subshifts. Similar to simple Toeplitz
subshifts, they receive much interest since their elements are very structured. We recall
several equivalent definitions for Sturmian subshifts and mention results on the spectrum
of Schrödinger and Jacobi operators. Afterwards we discuss combinatorial properties,
which we use in Subsection 5.3.3 to show that Sturmian subshifts satisfy the leading
sequence condition. While this appendix focuses on properties that are related to the topic
of this thesis, much more is known about Sturmian subshifts. Additional information can
for instance be found in [Lot02, Chapter 2] and [Fog02, Chapter 6].
Sturmian sequences were introduced in [MH40, Section 2] via a balance property. The
modern definition (see [CH73], [Cov75]) via the complexity function is slightly more
restrictive since it excludes eventually periodic words:
Definition A.1. A one-sided infinite word p ∊ A N is called Sturmian if its complexity is
given by C(L) = L + 1 for all L ∊ N0.
For a Sturmian word p ∊A N, we define the associated Sturmian subshift by Ω(p) := {ω ∊
A Z :L (ω) ⊆L (p) }. It is well-known that Sturmian subshifts are minimal (this follows
from the minimality of irrational rotations, which are discussed below) and uniquely er-
godic (this follows for example by [Bos85, Theorem 1.5] from limsupL→∞
C(L)
L = 1 < 3,
see Remark 3.16). Note that minimality implies that every ω ∊ Ω(p) has complexity
C(L) = L + 1.
Remark A.2. Sturmian subshifts are always defined over an alphabetA = { a, b } of two
letters, since #A = C(1) = 2 holds by definition. 
Remark A.3. The class of Sturmian subshifts is disjoint from the class of simple Toeplitz
subshifts: for periodic simple Toeplitz subshifts, this is immediately clear. For aperiodic
simple Toeplitz subshifts, we have # fA ≥ 2 (Proposition 2.29) and
C(|p(k−1)|+ 1) = (# fA − 1) · (|p(k−1)|+ 1) + |p(k−2)|+ 1> |p(k−1)|+ 2
for all sufficiently large k (Corollary 3.11). This contradicts C(L) = L + 1. 
If ω ∊A Z is periodic with period P ∊ N, then it has complexity C(L) ≤ P for all L ≥ P. It
is therefore not a Sturmian word and also not in a Sturmian subshift. On the other hand,
the famous Morse/Hedlund theorem states that non-periodic words cannot have lower
complexity than Sturmian words:
Proposition A.4 ([MH38, Theorem 7.4]). A non-periodic ω ∊A Z has complexity C(L) ≥
L − 1+#A .
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Since the complexity is a way to measure the order in a word, Sturmian words can be
considered as the most ordered among the aperiodic words. While the above definition
highlights the simplicity of Sturmian words, it does not provide a way to generate them.
However, there are many other, equivalent ways to describe Sturmian words and subshifts.
To mention just a few, Sturmian subshifts can be characterised by
• mechanical words and cutting sequences ([Lot02, Subsection 2.1.2]),
• balanced words ([Fog02, Theorem 6.1.8], [Lot02, Theorem 2.1.13]),
• return words ([Vui01, main theorem]).
While all these notions are beyond the scope of this appendix, we focus now on yet another
characterisation, namely by rotation maps. For α ∊ [0,1), the rotation by α on the unit
circle is defined by
Rα : [0,1)→ [0,1) , x 7→ (x +α)mod 1 .
The rotation and an initial value x0 ∊ [0,1) generate an infinite word pα, x0 ∊A N by
pα, x0( j) :=
¨
b if R jα(x0) ∊ [0,1−α)
a if R jα(x0) ∊ [1−α, 1)
. (A.1)
For irrational α, the language of pα, x0 is independent of x0 ([Lot02, Proposition 2.1.18]).
Thus every α ∊ [0,1)\Q has an associated subshift Ωα := {ω ∊A Z :L (ω) ⊆L (pα, x0) }.
Proposition A.5 ([Lot02, Theorem 2.1.13]). A one-sided infinite word p ∊A N is Sturmian
if and only if p = pα, x0 holds for some irrational α ∊ [0,1) and some x0 ∊ [0,1).
Example A.6 (Fibonacci subshift). Let α :=
p
5−1
2 denote the inverse of the golden ra-
tio. The associated Sturmian subshift Ωα can also be generated from the substitution
σFib : a 7→ a b , b 7→ a (see for example [Fog02, Proposition 5.4.9]), which is closely re-
lated to the Fibonacci sequence. Therefore, Ωα is known as the Fibonacci subshift. It is
probably the most-studied subshift and there exists a large amount of literature both on its
combinatorial properties (for example [MP92], [Dro95], [HW15]) and on the spectrum
of Schrödinger operators on it (see the remark below). 
Remark A.7. As discussed in Chapter 4, the spectral properties of Schrödinger operators
are closely related to the combinatorics of the underlying potential. It is therefore not
surprising that Schrödinger operators on Sturmian subshifts (and, as a prototype, on the
Fibonacci subshift) are particularly well-studied, see [DGY16] and the references therein.
For the Fibonacci subshift, it was proved by Süto˝ ([Süt87], [Süt89]) that the spectrum of
Schrödinger operators is purely singular continuous and a Cantor set of Lebesgue measure
zero. The Hausdorff dimension of the spectrum has been determined as well ([DEGT08]).
Cantor spectrum ([BIST89]) which is purely singular continuous ([DKL00]) could also be
shown for all Sturmian subshifts. While the aforementioned results rely on analysing the
trace map, Cantor spectrum can also be concluded from the Boshernitzan condition. The
condition’s validity for all Sturmian subshifts was proved in [DL06b, Theorem 4]. This
implies uniformity of the transfer matrix cocycle, see Proposition 5.9. More generally,
it was shown in [Len03, Theorem 4] that every locally constant cocycle on a Sturmian
subshift is uniform. It is this result that we reproduce in Example 5.46 by a different
method, namely by our theory of (LSC)-subshifts. 
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To prove the leading sequence condition for Sturmian subshifts (Subsection 5.3.3), we
use that they exhibit a block structure similar to simple Toeplitz subshifts (see Equa-
tion (2.3)). It emerges from rotation maps: for every α ∊ [0,1)\Q, there exists a unique,
non-terminating continued fraction expansion
α =
1
n1 +
1
n2+
1
n3+...
,
which defines a sequence (nk)k∊N of natural numbers. Recursively we now define a se-
quence of words by:
s0 := b , s1 := b
n1−1 a , sk+1 := s
nk+1
k sk−1 . (A.2)
By p(k) := sk|[1, |sk|−2], with k ≥ 2, we denote the word sk with its last two letters omitted.
Since p(k) is a prefix of p(k+1), the one-sided limit p(∞) := limk→∞ p
(k) ∊ A N exists. In
fact it is precisely the word that is generated by the rotation Rα:
Proposition A.8 ([BIST89, Proposition 1], [Lot02, Proposition 2.2.24]). For every α ∊
[0,1) \Q, we have pα, 0 = p(∞). In particular this implies Ω(p(∞)) = Ωα.
In the next proposition we collect some well-known combinatorial properties of the words
sk and p
(k).
Proposition A.9. For every k ≥ 2 the following properties hold:
(a) The word s2k ends with a b, that is, we have s2k = p
(2k) a b.
(b) The word s2k+1 ends with b a, that is, we have s2k+1 = p
(2k+1) b a.
(c) We have sk p
(k+1) = sk+1 p
(k).
(d) The word p(k) is a palindrome.
(e) For every j with 1≤ j < k, the word sk can be decomposed into occurrences of s j and
s j−1, such that the occurrences of s j−1 are isolated.
Proof. We proceed by induction. Using Equation (A.2) it is easy to check the claims for
small k ∊ N. Moreover sk is a suffix of sk+2, which immediately implies (a) and (b). Now
assume that (c) holds for some k. Again by Equation (A.2) we have p(k+2) = snk+2k+1 p
(k),
which yields
sk+1 p
(k+2) = sk+1 s
nk+2
k+1 p
(k) = snk+2k+1 sk+1 p
(k) = snk+2k+1 sk p
(k+1) = sk+2 p
(k+1) .
To prove (d), assume that p(k) and p(k−1) are palindromes. Let vk denote the last two
letters of sk. Because of (c) we can decompose p
(k+1) = snk+1k p
(k−1) in two different ways:
(p(k) vk)
nk+1 p(k−1) = snk+1k p
(k−1) = p(k−1) (vk−1 p
(k))nk+1 .
Since p(k) and p(k−1) are palindromes and←−−vk−1 = vk holds, the claim follows. Finally note
that for every fixed k, property (e) holds for j = k− 1 by Equation (A.2). Inductively, (e)
can be proved for all j by decomposing s j into s j−1 and s j−2, which finishes the proof. 
Corollary A.10. Let
←−−
p(∞) ∊ A −N be defined by
←−−
p(∞)(− j) = p(∞)( j). Then the two-sided
infinite words ω(1) :=
←−−
p(∞) a b | p(∞) and ω(2) :=
←−−
p(∞) b a | p(∞) are elements of the Stur-
mian subshift Ω(p(∞)).
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Proof. Since all p(k) are palindromes and p(k−1) is a prefix of p(k), it is a suffix of p(k) as
well. Combining Equation (A.2) with Proposition A.9 we obtain the following decompos-
itions:
s2k+1 = . . . s2k s2k−1 = . . . p
(2k) a b p(2k−1) b a = . . . p(2k−1) a b p(2k−1) . . . ,
s2k+2 = . . . s2k+1 s2k = . . . p
(2k+1) b a p(2k) a b = . . . p(2k) b a p(2k) . . . .
Thus p(k) a b p(k) and p(k) b a p(k) are in the language of the subshift for all k. In addition
the palindromicity of p(k) implies that the “left limit” limk→∞ p
(k) ∊ A −N is equal to←−−
p(∞). 
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Appendix B
The family of Grigorchuk’s groups
and their Schreier graphs
This appendix gives a brief overview over certain self-similar groups and their connection
to simple Toeplitz subshifts. It is by no means an exhaustive treatment of the numerous
topics that are related to self-similar groups. More information and additional details
can for example be found in [Eld12], [GNŠ15] or [BGŠ03]. Here we merely give the
basic definitions and highlight some results that concern the relation to simple Toeplitz
subshifts. Essentially the connection between these two topics is caused by similarities
between the subshifts on the one hand and certain graphs that are associated to self-similar
groups on the other hand, the so-called Schreier graphs. Because of these similarities,
the Jacobi operators on simple Toeplitz subshifts are unitarily equivalent to Laplacians
on the Schreier graphs. Thus our result on Cantor spectrum, see Theorem 5.44, yields
new insight into self-similar groups as well. The aim of this appendix is to sketch the
background for this application of our spectral result. It alsomotivates our definition of the
(generalised) Grigorchuk subshift. Nevertheless the content of this appendix is entirely
supplementary and not necessary for the understanding of any of the other chapters.
B.1 The family of Grigorchuk’s groups
Self-similar groups are groups which act on a regular tree in a self-similar way. More pre-
cisely, let X be a finite set of cardinality r ≥ 2. The r-regular rooted tree is an undirected
graph whose vertex set is ∪∞k=0X k. The root is the empty word ε. Between two vertices
there is an edge if and only if they are of the form u and ua with u ∊ ∪∞k=0X k and a ∊ X .
As an example Figure B.1 shows the binary tree (that is, r = 2) with X = {0,1 }. The
background shading and the arrows can be ignored for now. A bijective map from the
vertex set of a regular rooted tree to itself is called an automorphism of the tree if neigh-
bouring vertices are mapped to neighbouring vertices. In particular every automorphism
preserves the root.
Definition B.1. A group G of automorphisms on a regular rooted tree is called a self-
similar group if, for every g ∊ G and every a ∊ X , there exist elements h ∊ G and b ∊ X
such that g(au) = bh(u) holds for all u ∊ ∪∞k=0X k.
In other words, for every group element g and every a ∊ X , there is a group element h
such that g acts on the subtree below a in the same way as h acts on the whole tree.
Since self-similar groups often have interesting properties such as intermediate growth or
non-elementary amenability, they have been heavily studied in the last decades, see for
instance [BGN03], [BGŠ03], [Nek05] and the references therein. An important example is
Grigorchuk’s group, a self-similar group on the binary tree that was introduced in [Gri80].
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We recall its definition in the example below. More information can for instance be found
in [Gri05].
Example B.2 (Grigorchuk’s group). Consider the binary tree with X = {0,1 }. Grig-
orchuk’s group is generated by four elements a, b, c and d which satisfy
a(0u) = 1u , b(0u) = 0 a(u) , c(0u) = 0 a(u) , d(0u) = 0u ,
a(1u) = 0u , b(1u) = 1 c(u) , c(1u) = 1 d(u) , d(1u) = 1 b(u) .
We see that the generator a maps each vertex to the vertex where the first letter is flipped,
that is, it interchanges the subtree below 0 with the subtree below 1 (see Figure B.1).
Clearly the action of a on ∪∞k=0X k is an involution.
ε
0
00
000
0000
...
0001
...
001
0010
...
0011
...
01
010
0100
...
0101
...
011
0110
...
0111
...
1
10
100
1000
...
1001
...
101
1010
...
1011
...
11
110
1100
...
1101
...
111
1110
...
1111
...
a
Figure B.1: The generator a of Grigorchuk’s group, acting on the binary tree.
id b...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
a
a
(a) The action of b on the binary tree.
a
a
id
a
a
id . . .
(b) Portrait of b.
Figure B.2: The generator b of Grigorchuk’s group.
Now we discuss the action of b, see Figure B.2(a): the action of b on the subtree below 0
is the same as the action of a on the whole tree, that is, b interchanges the two branches.
The action of b below 1 is the same as the action of c on the whole tree, that is, b acts
below 10 like a and below 11 like d . The definition of d implies that b acts below 110
like the identity. Moreover, b acts below 111 as it acts on the whole tree, that is, our
the considerations have to be repeated for the vertices below 111. In Figure B.2(b) this
action is depicted in the so-called portrait of b. Since the action of a is an involution and
since b acts on each subtree either like a or like the identity, the action of b is an involution
as well. Similarly the actions of c and d are involutions, too. 
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In [Gri84], the definition above was generalised to a whole family (Gα) of groups. We
review their definition in the next example.
Definition B.3 (family of Grigorchuk’s groups). Let a, b, c and d denote the generators
of Grigorchuk’s group (see previous example). Let α = (αk) ∊ {πb,πc,πd }N denote a
sequence whose values are the maps
πb : b 7→ id , c 7→ a, d 7→ a , πc : b 7→ a, c 7→ id , d 7→ a , πd : b 7→ a, c 7→ a, d 7→ id .
Later we will see that (αk) is related to the coding sequence (ak) of a simple Toeplitz
subshift.
α1(b)
α2(b)
α3(b) . . .
(a) The generator bˆ.
α1(c)
α2(c)
α3(c) . . .
(b) The generator cˆ.
α1(d)
α2(d)
α3(d) . . .
(c) The generator dˆ.
Figure B.3: The generators bˆ, cˆ and dˆ of the group Gω.
For every sequence (αk) we now define a group Gα of automorphisms of the binary
tree. Each group is given by four generators a, bˆ, cˆ and dˆ , where a is as above and
the latter three are defined as follows: the action of bˆ below 0 is given by α1(b), below
10 by α2(b), below 110 by α3(b) and so on. Similarly, the action of cˆ is defined by
(α1(c),α2(c),α3(c), . . .) and the action of dˆ by (α1(d),α2(d),α3(d), . . .), see Figure B.3.
Note that the action of every generator is an involution. Note also that the family of
groups contains in particular Grigorchuk’s group, which corresponds to the periodic se-
quence α= (πd ,πc ,πb, . . .).
B.2 Schreier graphs and Laplacians
There is a connection between Toeplitz subshifts and self-similar groups, which has lately
received increased attention, for instance in [MB15] and [GLN18]. The connection is
based on the groups’ Schreier graphs. In the following we recall their definition for the
family of Grigorchuk’s groups. We also mention a Boshernitzan condition for group ac-
tions, which is analogous to our characterisation of the Boshernitzan condition in Corol-
lary 3.58.
Definition B.4. Let Gα be a member of the family of Grigorchuk’s groups. The group
action on the binary tree ∪∞k=0{0,1 }k induces an action on the boundary {0,1 }N as well.
We can therefore define the following directed, labelled graph with vertices given by
(∪∞k=0{0,1 }k)∪ {0,1 }N: there is an edge labelled by s ∊ { a, bˆ, cˆ, dˆ } from a vertex u to a
vertex v if and only if s acts by s(u) = v. The connected component of a vertex u ∊ {0,1 }k
is the k-th level of the tree and is called the level-k Schreier graph of Gα. The connected
component of a vertex u ∊ {0,1 }N is its orbit under the group action on {0,1 }N and is
called an orbital Schreier graph of Gα.
Remark B.5. Since a, bˆ, cˆ and dˆ act by involutions, we actually consider the edges as
undirected. Moreover, for every Schreier graph we choose one of its vertices as the root.
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Hence we consider Schreier graphs as rooted, undirected, labelled graphs. The group Gα
acts on the set of these graphs by shifting the root according to the edge labels. 
Recall from Example 2.15 that the generalised Grigorchuk subshift is described by the
limit of the words p(k+1) := p(k) ak+1 p
(k). Note how the word “at level k + 1” is given by
two copies of word “at level k”, which are connected by ak+1. A similar structure can be
found in the Schreier graphs that are associated to the family of Grigorchuk’s groups:
Example B.6 (family of Grigorchuk’s groups). Without proofs, we quickly review the
shape of the Schreier graphs associated to Gα. More details can for example be found
in [Vor11] or in [GLN18, Subsection 1.2]. The level-(k + 1) Schreier graph consists of
two copies of the level-k Schreier graph, connected in a way that is specified by αk. Con-
sequently, all level-k Schreier graphs of Gα are “essentially linear” and the connection
between every second pair of neighbours corresponds to the action of the generator a. Of
the remaining connections, every second one corresponds to the action of α1. Of those
connections still remaining after that, every second one corresponds to the action of α2,
and so on.
To discuss orbital Schreier graphs, we write 0 := 000 . . . respectively 1 := 111 . . . for
a constant one-sided infinite word. The orbital Schreier graph that corresponds to the
rightmost ray 1 in the binary tree is one-sided infinite. It is shown in Figure B.4(a) for
the special case of Grigorchuk’s group. While all other graphs in the orbit of 1 under the
group action are one-sided as well, all graphs in different orbits are two-sided infinite.
They differ in their labels, but as unlabelled graphs they are all isomorphic and look like
the graph sketched in Figure B.4(b). 
11111
b
c
d
01111 00111 10111 10011 00011 01011 11011 11001 01001 00001
a a a a a
dd
b
c
dd
b
c
dd
b
c
cc
b
d
bb
c
d
(a) The one-sided infinite graph associated to 1.
10010 00010 01010 11010 11000 01000 00000 10000 10100 00100 01100
a a a a a
dd
b
c
dd
b
c
dd
b
c
cc
b
d
bb
c
d
(b) A two-sided infinite Schreier graph in the orbit of 0.
Figure B.4: An example of a one-sided infinite Schreier graph and of a two-sided infinite
Schreier graph, see also [GLN18, Figure 2 and 3] and [Vor11, Figure 2].
Remark B.7. By Definition 2.20 we distinguish normal and extended Toeplitz words. The
latter have a remaining undetermined position after the hole-filling process and corres-
pond to the leading words in a simple Toeplitz subshift (Example 2.9). Analogous notions
exist for the Schreier graphs of Gα as well. To see this, we shift our focus towards iso-
morphism classes of graphs.
Two rooted, directed graphs with labelled edges are called isomorphic if there exists a
bijection that preserves the graph structure, the labels and maps the root to the root.
Moreover, a graph is called locally finite if only finitely many edges end at each vertex.
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Following [Vor11] we denote by MG0 the set of isomorphism classes of rooted, directed,
connected, locally finite, labelled graphs. By [Vor11, Lemma 2.1], a topology on MG0
is given by the base UΓ ,V , where Γ runs over all finite graphs in MG0, V runs over all
subsets of the vertices of Γ andUΓ ,V denotes the set of those isomorphism classes inMG0
whose graphs have Γ as a subgraph and contain no edges that connect a vertex in V
to a vertex outside of Γ . Now we consider the set of isomorphism classes of the orbital
Schreier graphs associated to Gα. When we take the set’s closure in MG0, it turns out
that the isolated points in the closure are precisely the isomorphism classes of the one-
sided infinite graphs, see [Vor11, Theorem 1.1 (iii)]. The closure without these isolated
points is in the following denoted by Sα. Clearly Sα contains all isomorphism classes of
two-sided infinite Schreier graphs. They correspond to regular Toeplitz words. But since
we took the closure, Sα contains also the isomorphism class of graphs that consist of two
copies of the one-sided infinite graph, connected in a way that is specified by either πb,
πc or πd . They correspond to extended Toeplitz words (which similarly consist of two
copies of p(∞), connected by b, c or d). 
In Subsection 3.3.3 we discuss the notion of linear repetitivity, which roughly speaking
means that the gap between two occurrences of a word grows at most linearly with the
word length. In the same chapter we also encounter the Boshernitzan condition (Sec-
tion 3.4), a weaker analogue of linear repetitivity. Both notion exist not only for subshifts,
but also for actions of Gα on metric spaces. To make this precise, we denote by |g| the
minimal number of generators that is necessary to obtain an element g ∊ Gα.
Definition B.8 ([NP19]). Let (Y, d) be a metric space and let Gα be a member of the
family of Grigorchuk’s groups, equipped with an action on (Y, d). We say that this action
(a) is linearly repetitive, if there exists a constant C ≥ 0 such that for all r > 0 and all
y1, y2 ∊ Y there exists an element g ∊ Gα with |g| ≤ C ·r such that d(y1, g(y2)) < 1r
holds.
(b) satisfies the Boshernitzan condition, if there exists a constant C ≥ 0 and an increas-
ing real-valued sequence (rk) with limk→∞ rk =∞ such that for all y1, y2 ∊ Y
there exists an element g ∊ Gα with |g| ≤ C · rk such that d(y1, g(y2)) < 1rk holds.
As in the previous remark, let Sα denote the closure of the set of isomorphism classes of
orbital Schreier graphs of Gα without its isolated points. For the action of Gα on Sα by a
shift of the root, Nagnibeda and Perez characterised the above notions. Note the strong
resemblance of their result for the action of groups in Grigorchuk’s family, and our result
for the word combinatorics of generalised Grigorchuk subshifts in Corollary 3.58.
Proposition B.9 ([NP19]). The action of Gα on Sα
(a) is linearly repetitive if and only if there exists a constant M ∊ N such that, for all
t ∊ N0, we have {αt , . . . ,αt+M−1 } = {αi : i ≥ t }.
(b) satisfies the Boshernitzan condition if and only if there exists a constant M ∊ N such
that, for all r ∊ N0, there exists some t ≥ r such that {αt , . . . ,αt+M−1 } = {αi : i ≥
t } holds.
Remark B.10. The Boshernitzan condition for group actions is actually not restricted to
the family of Grigorchuk’s groups. It likewise applies to the more general case of spinal
groups, which were introduced in [BŠ01]. Their precise definition is beyond the scope of
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this appendix, but roughly speaking, a spinal group is generated by the following auto-
morphisms of a p-regular tree (where p is a prime number): the generator a permutes
the vertices directly below the root. In addition, there is a set B of generators. The ac-
tion of a generator b ∊ B below vertices of the form 1k 0 is given by a sequence (αk) of
maps. Below all other vertices, b acts as the identity, see Figure B.5. For more details, the
interested reader is referred to [BŠ01], [BGŠ03, Section 2] or [NP19]. Some examples
of spinal groups are the Fabrykowski/Gupta group ([FG85], [FG91]) and the members of
the family of Grigorchuk’s groups.
α1(b) id id id
α2(b) id id id
α3(b) id id id . ..
Figure B.5: Action of a generator b ∊ B of a spinal group that acts on the five-regular tree.
As for the family of Grigorchuk’s groups, Schreier graphs also can be defined for spinal
groups in general. As before, the level-(k+1) Schreier graph consists of several copies of
the level-k Schreier graph, connected in a way that is specified by αk. But since we might
have more than two copies, the resulting graph is not “essentially linear”. It is therefore
not clear how to associate a subshift to the graph. 
For the family of Grigorchuk’s groups, the similarity between generalised Grigorchuk sub-
shifts and Schreier graphs yields a relation between operators on these objects as well,
see [GLN18], [GLNS19]. On the subshifts, these operators are precisely the Jacobi oper-
ators that are discussed in Chapter 4. On the Schreier graphs, so-called Laplacians can be
defined: let Gα be a member of the family of Grigorchuk’s groups, let S ∊ Sα be an iso-
morphism class and let s be a Schreier graph in this class. Then every edge of s is labelled
by one of the generators a, bˆ, cˆ or dˆ . For the set of vertices of s and the set of edges of s
we write Vs and Es, respectively. The Laplacian on s is defined as follows:
Definition B.11. Let f : Es → R be a function that only depends on the label of an edge.
The Laplacian Ls( f ): ℓ
2(Vs)→ ℓ2(Vs) on the graph s is defined by
(Ls( f )ϕ)(u) :=
∑
e :u
e∼v
f (e)ϕ(v) ,
where the sum is taken over all edges e such that u is one endpoint of e. The other
endpoint is denoted by v (and may be equal to u).
Since isomorphisms of labelled graphs preserve the labels, all representatives of an iso-
morphism class define the same Laplacian. Therefore we write LS( f ) instead of Ls( f ).
Now recall that S(πd ,πc ,πb,...) denotes the closure of the set of isomorphism classes of or-
bital Schreier graphs of Grigorchuk’s group Gα = G(πd ,πc ,πb,...), without isolated points.
For Laplacians on these classes the following relation was established in [GLN18]:
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B.2. Schreier graphs and Laplacians
Proposition B.12 ([GLN18, Proposition 4.1]). For every S ∊ S(πd ,πc ,πb,...) and every real-
valued function f that is defined on the set of edge labels, there exists an element ω ∊ Ω
in the Grigorchuk subshift such that the Laplacian LS( f ) is unitarily equivalent to a locally
constant Jacobi operator Hω on ℓ
2(Z).
In fact, this result extends to the whole family of Grigorchuk’s groups and even to spinal
groups on the binary tree ([GLNS19, Theorem 7.1]). This is one of our main motivations
for studying Jacobi operators on simple Toeplitz subshifts: in Chapter 5 we establish Can-
tor spectrum of Lebesgue measure zero for aperiodic Jacobi operators (Theorem 5.45).
We can apply this result to Laplacians on self-similar groups (see also [GLNS19, Corol-
lary 7.2]): if a spinal group on the binary tree satisfies a certain aperiodicity condition
(namely that the edge weights associated to the eventual alphabet are not all equal), then
the spectrum of the Laplacian on the associated orbital Schreier graphs is a Cantor set of
Lebesgue measure zero.
93

References
[AB93] Y. Avishai and D. Berend. Trace maps for arbitrary substitution sequences.
Journal of Physics. A, 26(10):2437–2443, 1993.
[AG95] F. Axel and D. Gratias, editors. Beyond quasicrystals. Papers from the Winter
School held in Les Houches, March 7–18, 1994. Springer-Verlag, Berlin; Les
Éditions de Physique, Les Ulis, 1995.
[And58] P. W. Anderson. Absence of diffusion in certain random lattices. Physical
Review, 109:1492–1505, 1958.
[AW86] L. Arnold and V. Wihstutz, editors. Lyapunov exponents, volume 1186 of
Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1986.
[BBG91] J. Bellissard, A. Bovier, and J. Ghez. Spectral properties of a tight binding
Hamiltonian with period doubling potential. Communications in Mathem-
atical Physics, 135(2):379–399, 1991.
[BCSSNZ05] L. Bartholdi, T. Ceccherini-Silberstein, T. Smirnova-Nagnibeda, and A. Zuk,
editors. Infinite groups: geometric, combinatorial and dynamical aspects. Se-
lected papers from the International Conference on Group Theory: “Geometric,
Combinatorial and Dynamical Aspects of Infinite Groups” held in Gaeta, June
1–6, 2003, volume 248 of Progress in Mathematics. Birkhäuser Verlag, Basel,
2005.
[Bee82] F. P. M. Beenker. Algebraic theory of non-periodic tilings of the plane by two
simple building blocks : a square and a rhombus. EUT report. WSK, Dept. of
Mathematics and Computing Science. Eindhoven University of Technology,
1982.
[BFZ15] C. Bandt, K. Falconer, andM. Zähle, editors. Fractal geometry and stochastics
V. Papers from the Conference held in Tabarz, March 24–29, 2014, volume 70
of Progress in Probability. Birkhäuser/Springer, Cham, 2015.
[BG13] M. Baake and U. Grimm. Aperiodic order. Volume 1: A mathematical in-
vitation, volume 149 of Encyclopedia of Mathematics and its Applications.
Cambridge University Press, Cambridge, 2013.
[BGN03] L. Bartholdi, R. Grigorchuk, and V. Nekrashevych. From fractal groups to
fractal sets. In Grabner and Woess [GW03], pages 25–118.
[BGŠ03] L. Bartholdi, R. I. Grigorchuk, and Z. Šunik´. Branch groups. In Hazewinkel
[Haz03], pages 989–1112.
[BIST89] J. Bellissard, B. Iochum, E. Scoppola, and D. Testard. Spectral properties of
one-dimensional quasi-crystals. Communications in Mathematical Physics,
125(3):527–543, 1989.
[BJL16] M. Baake, T. Jäger, and D. Lenz. Toeplitz flows and model sets. Bulletin of
the London Mathematical Society, 48(4):691–698, 2016.
[Blo29] F. Bloch. Über die Quantenmechanik der Elektronen in Kristallgittern. Zeits-
chrift für Physik, 52(7):555–600, 1929.
95
References
[BM00] M. Baake and R. V. Moody, editors. Directions in mathematical quasicrys-
tals, volume 13 of CRM Monograph Series. American Mathematical Society,
Providence, RI, 2000.
[Boh47] H. Bohr. Almost periodic functions. Chelsea Publishing Company, New York,
N.Y., 1947.
[Bos85] M. Boshernitzan. A unique ergodicity of minimal symbolic flows with linear
block growth. Journal d’Analyse Mathématique, 44:77–96, 1984/85.
[BP13] S. Beckus and F. Pogorzelski. Spectrum of Lebesgue measure zero for Jac-
obi matrices of quasicrystals. Mathematical Physics, Analysis and Geometry,
16(3):289–308, 2013.
[BŠ01] L. Bartholdi and Z. Šunik´. On the word and period growth of some groups
of tree automorphisms. Communications in Algebra, 29(11):4923–4964,
2001.
[CFKS87] H. L. Cycon, R. G. Froese, W. Kirsch, and B. Simon. Schrödinger operat-
ors with application to quantum mechanics and global geometry. Texts and
Monographs in Physics. Springer-Verlag, Berlin, study edition, 1987.
[CH73] E. M. Coven and G. A. Hedlund. Sequences with minimal block growth.
Mathematical Systems Theory, 7:138–153, 1973.
[CK97] J. Cassaigne and J. Karhumäki. Toeplitz words, generalized periodicity
and periodically iterated morphisms. European Journal of Combinatorics,
18(5):497–510, 1997.
[CKM87] R. Carmona, A. Klein, and F. Martinelli. Anderson localization for Bernoulli
and other singular potentials. Communications in Mathematical Physics,
108(1):41–66, 1987.
[CL90] R. Carmona and J. Lacroix. Spectral theory of random Schrödinger operators.
Probability and its Applications. Birkhäuser Boston, Inc., Boston, MA, 1990.
[Cov75] E. M. Coven. Sequences with minimal block growth. II. Mathematical Sys-
tems Theory, 8(4):376–382, 1974/75.
[Dam00a] D. Damanik. Gordon-type arguments in the spectral theory of one-
dimensional quasicrystals. In Baake and Moody [BM00], pages 277–305.
[Dam00b] D. Damanik. Local symmetries in the period-doubling sequence. Discrete
Applied Mathematics, 100(1-2):115–121, 2000.
[Dam00c] D. Damanik. Singular continuous spectrum for a class of substitution
Hamiltonians. II. Letters in Mathematical Physics, 54(1):25–31, 2000.
[Dam01] D. Damanik. Uniform singular continuous spectrum for the period doubling
Hamiltonian. Annales Henri Poincaré, 2(1):101–108, 2001.
[Dam05] D. Damanik. Strictly ergodic subshifts and associated operators. preprint,
arXiv:math/0509197, 2005.
[Dam17] D. Damanik. Schrödinger operators with dynamically defined potentials.
Ergodic Theory and Dynamical Systems, 37(6):1681–1764, 2017.
[dB46] N. G. de Bruijn. A combinatorial problem. Koninklijke Nederlandse Akademie
van Wetenschappen Amsterdam, Proceedings, 49:758–764 = Indagationes
Math. 8, 461–467 (1946), 1946.
96
References
[dB81] N. G. de Bruijn. Algebraic theory of Penrose’s nonperiodic tilings of the
plane. I, II. Indagationes Mathematicae, 43(1):39–52, 53–66, 1981.
[DEGT08] D. Damanik, M. Embree, A. Gorodetski, and S. Tcheremchantsev. The fractal
dimension of the spectrum of the Fibonacci Hamiltonian. Communications
in Mathematical Physics, 280(2):499–516, 2008.
[DGR01] D. Damanik, J.-M. Ghez, and L. Raymond. A palindromic half-line criterion
for absence of eigenvalues and applications to substitution Hamiltonians.
Annales Henri Poincaré, 2(5):927–939, 2001.
[DGY16] D. Damanik, A. Gorodetski, and W. Yessen. The Fibonacci Hamiltonian.
Inventiones Mathematicae, 206(3):629–692, 2016.
[DHS99] F. Durand, B. Host, and C. Skau. Substitutional dynamical systems, Bratteli
diagrams and dimension groups. Ergodic Theory and Dynamical Systems,
19(4):953–993, 1999.
[DKL00] D. Damanik, R. Killip, and D. Lenz. Uniform spectral properties of one-
dimensional quasicrystals. III. α-continuity. Communications in Mathemat-
ical Physics, 212(1):191–204, 2000.
[DKM+17] F. Dreher, M. Kesseböhmer, A. Mosbach, T. Samuel, and M. Steffens. Reg-
ularity of aperiodic minimal subshifts. Bulletin of Mathematical Sciences,
2017.
[DL96] T. Downarowicz and Y. Lacroix. A non-regular Toeplitz flow with preset
pure point spectrum. Studia Mathematica, 120(3):235–246, 1996.
[DL99] D. Damanik and D. Lenz. Uniform spectral properties of one-dimensional
quasicrystals. II. The Lyapunov exponent. Letters in Mathematical Physics,
50(4):245–257, 1999.
[DL06a] D. Damanik and D. Lenz. A condition of Boshernitzan and uniform conver-
gence in the multiplicative ergodic theorem. Duke Mathematical Journal,
133(1):95–123, 2006.
[DL06b] D. Damanik and D. Lenz. Zero-measure Cantor spectrum for Schrödinger
operators with low-complexity potentials. Journal de Mathématiques Pures
et Appliquées. Neuvième Série, 85(5):671–686, 2006.
[DLQ15] D. Damanik, Q. Liu, and Y. Qu. Spectral properties of Schrödinger operators
with pattern Sturmian potentials. preprint, arXiv:1511.03834, 2015.
[DMR01] J.-P. Duval, F. Mignosi, and A. Restivo. Recurrence and periodicity in infinite
words from local periods. Theoretical Computer Science, 262(1-2):269–284,
2001.
[Dow05] T. Downarowicz. Survey of odometers and Toeplitz flows. In Kolyada et al.
[KMW05], pages 7–37.
[Dro95] X. Droubay. Palindromes in the Fibonacci word. Information Processing
Letters, 55(4):217–221, 1995.
[DZ00] D. Damanik and D. Zare. Palindrome complexity bounds for primitive sub-
stitution sequences. Discrete Mathematics, 222(1-3):259–267, 2000.
[Eld12] M. Elder. A short introduction to self-similar groups. The Australian Math-
ematical Society. Gazette, 39(3):125–133, 2012.
97
References
[FG85] J. Fabrykowski and N. Gupta. On groups with sub-exponential growth func-
tions. The Journal of the Indian Mathematical Society. New Series, 49(3-
4):249–256 (1987), 1985.
[FG91] J. Fabrykowski and N. Gupta. On groups with sub-exponential growth func-
tions. II. The Journal of the Indian Mathematical Society. New Series, 56(1-
4):217–228, 1991.
[FK60] H. Furstenberg and H. Kesten. Products of random matrices. Annals of
Mathematical Statistics, 31:457–469, 1960.
[Flo83] G. Floquet. Sur les équations différentielles linéaires à coefficients périod-
iques. Annales Scientifiques de l’École Normale Supérieure. Deuxiéme Série,
12:47–88, 1883.
[Fog02] N. P. Fogg. Substitutions in dynamics, arithmetics and combinatorics, volume
1794 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2002. Edited
by V. Berthé, S. Ferenczi, C. Mauduit and A. Siegel.
[Fur97] A. Furman. On the multiplicative ergodic theorem for uniquely ergodic
systems. Annales de l’Institut Henri Poincaré. Probabilités et Statistiques,
33(6):797–815, 1997.
[GKBY06] N. Gjini, T. Kamae, T. Bo, and X. Yu-Mei. Maximal pattern complexity for
Toeplitz words. Ergodic Theory and Dynamical Systems, 26(4):1073–1086,
2006.
[GKM+19] M. Gröger, M. Kesseböhmer, A. Mosbach, T. Samuel, and M. Steffens. A
classification of aperiodic order via spectral metrics and Jarník sets. Ergodic
Theory and Dynamical Systems, 39(11):3031–3065, 2019.
[GLN17] R. Grigorchuk, D. Lenz, and T. Nagnibeda. Combinatorics of the subshift as-
sociated with Grigorchuk’s group. Trudy Matematicheskogo Instituta Imeni V.
A. Steklova, 297(Poryadok i Khaos v Dinamicheskikh Sistemakh):158–164,
2017. English translation: Proceedings of the Steklov Institute of Mathemat-
ics, 297(1):138–144, 2017.
[GLN18] R. Grigorchuk, D. Lenz, and T. Nagnibeda. Spectra of Schreier graphs of
Grigorchuk’s group and Schroedinger operators with aperiodic order. Math-
ematische Annalen, 370(3-4):1607–1637, 2018.
[GLNS19] R. Grigorchuk, D. Lenz, T. Nagnibeda, and D. Sell. Subshifts with leading
sequences, uniformity of cocycles and spectra of Schreier graphs. preprint,
arXiv:1906.01898, 2019.
[GNŠ15] R. Grigorchuk, V. Nekrashevych, and Z. Šunic´. From self-similar groups to
self-similar sets and spectra. In Bandt et al. [BFZ15], pages 175–207.
[Goo46] I. J. Good. Normal recurring decimals. Journal of the London Mathematical
Society. Second Series, 21:167–169, 1946.
[Gor76] A. J. Gordon. The point spectrum of the one-dimensional Schrödinger op-
erator. Akademiya Nauk SSSR i Moskovskoe Matematicheskoe Obshchestvo.
Uspekhi Matematicheskikh Nauk, 31(4(190)):257–258, 1976.
[Gri80] R. I. Grigorcˇuk. On Burnside’s problem on periodic groups. Funktsional′ny˘ı
Analiz i ego Prilozheniya, 14(1):53–54, 1980. English translation: Func-
tional Analysis and Its Applications, 14(1):41–43, 1980.
98
References
[Gri84] R. I. Grigorchuk. Degrees of growth of finitely generated groups and the
theory of invariant means. Izvestiya Akademii Nauk SSSR. Seriya Matem-
aticheskaya, 48(5):939–985, 1984. English translation: Mathematics of the
USSR-Izvestiya, 25(2):259–300, 1985.
[Gri05] R. Grigorchuk. Solved and unsolved problems around one group. In
Bartholdi et al. [BCSSNZ05], pages 117–218.
[GW03] P. Grabner and W. Woess, editors. Fractals in Graz 2001. Analysis—
Dynamics—Geometry—Stochastics, Trends in Mathematics. Birkhäuser Ver-
lag, Basel, 2003.
[Haz03] M. Hazewinkel, editor. Handbook of algebra. Vol. 3, volume 3 of Handbook
of Algebra. Elsevier/North-Holland, Amsterdam, 2003.
[Her81] M. R. Herman. Construction d’un difféomorphisme minimal d’entropie to-
pologique non nulle. Ergodic Theory and Dynamical Systems, 1(1):65–76,
1981.
[HKS95] A. Hof, O. Knill, and B. Simon. Singular continuous spectrum for palin-
dromic Schrödinger operators. Communications in Mathematical Physics,
174(1):149–159, 1995.
[HW15] Y. Huang and Z. Wen. The sequence of return words of the Fibonacci se-
quence. Theoretical Computer Science, 593:106–116, 2015.
[Ish73] K. Ishii. Localization of eigenstates and transport phenomena in the one-
dimensional disordered system. Progress of Theoretical Physics. Supplement,
53:77–138, 1973.
[Itô84] K. Itô, editor. Stochastic analysis, volume 32 of North-Holland Mathematical
Library. North-Holland Publishing Co., Amsterdam, 1984.
[JK69] K. Jacobs and M. Keane. 0 − 1-sequences of Toeplitz type. Zeitschrift für
Wahrscheinlichkeitstheorie und Verwandte Gebiete, 13:123–131, 1969.
[JS94] S. Jitomirskaya and B. Simon. Operators with singular continuous spec-
trum. III. Almost periodic Schrödinger operators. Communications in Math-
ematical Physics, 165(1):201–205, 1994.
[Kin68] J. F. C. Kingman. The ergodic theory of subadditive stochastic processes.
Journal of the Royal Statistical Society. Series B, 30:499–510, 1968.
[Kin73] J. F. C. Kingman. Subadditive ergodic theory. The Annals of Probability,
1:883–909, 1973.
[KKL19] S. Kasjan, G. Keller, and M. Leman´czyk. Dynamics of B-free sets: a
view through the window. International Mathematics Research Notices,
2019(9):2690–2734, 2019.
[KMW05] S. Kolyada, Y. Manin, and T. Ward, editors. Algebraic and topological dy-
namics, volume 385 of Contemporary Mathematics. American Mathematical
Society, Providence, RI, 2005.
[KN84] P. Kramer and R. Neri. On periodic and nonperiodic space fillings of Em
obtained by projection. Acta Crystallographica. Section A, 40(5):580–587,
1984.
[KN90] M. Kolárˇ and F. Nori. Trace maps of general substitutional sequences. Phys-
ical Review. B. Third Series, 42(1, part B):1062–1065, 1990.
99
References
[Kos98] M. Koskas. Complexités de suites de Toeplitz. Discrete Mathematics, 183(1-
3):161–183, 1998.
[Kot84] S. Kotani. Ljapunov indices determine absolutely continuous spectra of
stationary random one-dimensional Schrödinger operators. In Itô [Itô84],
pages 225–247.
[Kot89] S. Kotani. Jacobi matrices with random potentials taking finitely many val-
ues. Reviews in Mathematical Physics, 1(1):129–133, 1989.
[KWZ03] Y. Karpeshina, R. Weikard, and Y. Zeng, editors. Advances in differential
equations and mathematical physics, volume 327 of Contemporary Mathem-
atics. American Mathematical Society, Providence, RI, 2003.
[KZ02] T. Kamae and L. Zamboni. Maximal pattern complexity for discrete systems.
Ergodic Theory and Dynamical Systems, 22(4):1201–1214, 2002.
[Len02a] D. Lenz. Singular spectrum of Lebesgue measure zero for one-dimensional
quasicrystals. Communications in Mathematical Physics, 227(1):119–130,
2002.
[Len02b] D. Lenz. Uniform ergodic theorems on subshifts over a finite alphabet. Er-
godic Theory and Dynamical Systems, 22(1):245–255, 2002.
[Len03] D. Lenz. Ergodic theory and discrete one-dimensional random Schrödinger
operators: uniform existence of the Lyapunov exponent. In Karpeshina et al.
[KWZ03], pages 223–238.
[Len04] D. Lenz. Existence of non-uniform cocycles on uniquely ergodic systems.
Annales de l’Institut Henri Poincaré. Probabilités et Statistiques, 40(2):197–
206, 2004.
[LM95] D. Lind and B. Marcus. An introduction to symbolic dynamics and coding.
Cambridge University Press, Cambridge, 1995.
[Lot02] M. Lothaire. Algebraic combinatorics on words, volume 90 of Encyclopedia of
Mathematics and its Applications. Cambridge University Press, Cambridge,
2002.
[LQ11] Q. Liu and Y. Qu. Uniform convergence of Schrödinger cocycles over simple
Toeplitz subshift. Annales Henri Poincaré, 12(1):153–172, 2011.
[LS84] D. Levine and P. J. Steinhardt. Quasicrystals: A new class of ordered struc-
tures. Physical Review Letters, 53:2477–2480, 1984.
[LS99] Y. Last and B. Simon. Eigenfunctions, transfer matrices, and absolutely con-
tinuous spectrum of one-dimensional Schrödinger operators. Inventiones
Mathematicae, 135(2):329–367, 1999.
[Lys85] I. G. Lysënok. A system of defining relations for a Grigorchuk group. Aka-
demiya Nauk SSSR. Matematicheskie Zametki, 38(4):503–516, 634, 1985.
English translation: Mathematical notes of the Academy of Sciences of the
USSR, 38(4):784–792,1985.
[MB15] N. Matte Bon. Topological full groups of minimal subshifts with subgroups
of intermediate growth. Journal of Modern Dynamics, 9:67–80, 2015.
[MH38] M. Morse and G. A. Hedlund. Symbolic Dynamics. American Journal of
Mathematics, 60(4):815–866, 1938.
100
References
[MH40] M. Morse and G. A. Hedlund. Symbolic dynamics II. Sturmian trajectories.
American Journal of Mathematics, 62:1–42, 1940.
[MP92] F. Mignosi and G. Pirillo. Repetitions in the Fibonacci infinite word. RAIRO
Theoretical Informatics and Applications, 26(3):199–204, 1992.
[Nek05] V. Nekrashevych. Self-similar groups, volume 117 of Mathematical Surveys
and Monographs. American Mathematical Society, Providence, RI, 2005.
[NP19] T. Nagnibeda and A. Perez. Schreier graphs of spinal groups and associated
subshifts. private communication/in preparation, 2019.
[Ose68] V. I. Oseledec. A multiplicative ergodic theorem. Characteristic Ljapunov,
exponents of dynamical systems. Trudy Moskovskogo Matematiˇceskogo
Obšˇcestva, 19:179–210, 1968. English translation: Transactions of the Mo-
scow Mathematical Society, 19, 197–231, 1968.
[Oxt52] J. C. Oxtoby. Ergodic sets. Bulletin of the American Mathematical Society,
58:116–136, 1952.
[Pas80] L. A. Pastur. Spectral properties of disordered systems in the one-body
approximation. Communications in Mathematical Physics, 75(2):179–196,
1980.
[Pen74] R. Penrose. The rôle of aesthetics an pure and applied mathematical
research. Bulletin of the Institute of Mathematics and its Applications,
10(7/8):266–271, 1974.
[QRWX10] Y. Qu, H. Rao, Z. Wen, and Y. Xue. Maximal pattern complexity of higher
dimensional words. Journal of Combinatorial Theory. Series A, 117(5):489–
506, 2010.
[Que87] M. Queffélec. Substitution dynamical systems — spectral analysis, volume
1294 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1987.
[Rau83] G. Rauzy. Suites à termes dans un alphabet fini. In Seminar on number
theory, 1982–1983 (Talence, 1982/1983) [Sem83], pages Exp. No. 25, 16.
Held at the Université de Bordeaux I, Talence, 1982/1983.
[Rem11] C. Remling. The absolutely continuous spectrum of Jacobi matrices. Annals
of Mathematics. Second Series, 174(1):125–171, 2011.
[RS72] M. Reed and B. Simon. Methods of modern mathematical physics. I. Func-
tional analysis. Academic Press, New York-London, 1972.
[Rue79] D. Ruelle. Ergodic theory of differentiable dynamical systems. Institut
des Hautes Études Scientifiques. Publications Mathématiques, 50(1):27–58,
1979.
[SBGC84] D. Shechtman, I. Blech, D. Gratias, and J.W. Cahn. Metallic phase with long-
range orientational order and no translational symmetry. Physical Review
Letters, 53:1951–1953, 1984.
[Sel20] D. Sell. Combinatorics of one-dimensional simple Toeplitz subshifts. Ergodic
Theory and Dynamical Systems, 40(6):1673–1714, 2020.
[Sem83] Séminaire de théorie des nombres. 1982–1983. Université de Bordeaux I,
U.E.R. de Mathématiques et d’Informatique, Laboratoire de Théorie des
Nombres, Talence, 1983. Held at the Université de Bordeaux I, Talence,
1982/1983.
101
References
[Sim83] B. Simon. Kotani theory for one-dimensional stochastic Jacobi matrices.
Communications in Mathematical Physics, 89(2):227–234, 1983.
[Sim95] B. Simon. Operators with singular continuous spectrum. I. General operat-
ors. Annals of Mathematics. Second Series, 141(1):131–145, 1995.
[Sol98] B. Solomyak. Nonperiodicity implies unique composition for self-similar
translationally finite tilings. Discrete & Computational Geometry, 20(2):265–
279, 1998.
[Süt87] A. Süto˝. The spectrum of a quasiperiodic Schrödinger operator. Communic-
ations in Mathematical Physics, 111(3):409–415, 1987.
[Süt89] A. Süto˝. Singular continuous spectrum on a Cantor set of zero Lebesgue
measure for the Fibonacci Hamiltonian. Journal of Statistical Physics, 56(3-
4):525–531, 1989.
[Süt95] A. Süto˝. Schrödinger difference equation with deterministic ergodic poten-
tials. In Axel and Gratias [AG95], pages 481–549.
[Tes00] G. Teschl. Jacobi operators and completely integrable nonlinear lattices,
volume 72 of Mathematical Surveys and Monographs. American Mathemat-
ical Society, Providence, RI, 2000.
[Toe28] O. Toeplitz. Ein Beispiel zur Theorie der fastperiodischen Funktionen.Math-
ematische Annalen, 98(1):281–295, 1928.
[Vor11] Y. Vorobets. Notes on the Schreier graphs of the Grigorchuk group. preprint,
arXiv:1112.4574, 2011.
[Vui01] L. Vuillon. A characterization of Sturmian words by return words. European
Journal of Combinatorics, 22(2):263–275, 2001.
[Wal86] P. Walters. Unique ergodicity and random matrix products. In Arnold and
Wihstutz [AW86], pages 37–55.
[Wil84] S. Williams. Toeplitz minimal flows which are not uniquely ergodic. Zeits-
chrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete, 67(1):95–107,
1984.
102
Index
α-repetitive, 40
alphabet, 7
eventual, 10
alternating word, 15
aperiodic, 9
pair of functions, 48
(B), 42
Boshernitzan condition, 42
for a group action, 91
cocycle, 59
coding sequence, 10
complexity, 20
growth rate of, 20
palindrome complexity, 32
copies
number of, 55
number of non-overlapping, 55
cylinder set, 8
de Bruijn graph, 27
difference function of complexity, 20
elementary tansfer matrix, 48
eventual alphabet, 10
extended Toeplitz word, 14
Fibonacci subshift, 84
frequency, 55
generalised Grigorchuk subshift, 12
generic, 52
Gordon argument
(three minus epsilon)-block, 69
three-block, 51
two-block, 52
graph
de Bruijn graph, 27
Rauzy graph, 27
Schreier graph
level-k, 89
orbital, 89
Grigorchuk
family of groups, 89
generalised Grigorchuk subshift, 12
Grigorchuk subshift, 11
group, 87
l-Grigorchuk subshift, 12
group
Boshernitzan condition for action, 91
family of Grigorchuk’s groups, 89
Grigorchuk’s, 87
linear repetitive action, 91
self-similar, 87
spinal, 91
growth rate of complexity, 20
Jacobi operator, 47
spectrum of, 49
l-Grigorchuk subshift, 12
language
of a subshift, 8
of a word, 7
leading sequence, 63
leading sequence condition, 63
leading word, 63
of a simple Toeplitz subshift, 10
length of a word, 7
letter, 7
set of recurrent letters, 10
linearly repetitive, 40
for a group action, 91
locally constant
cocycle, 60
map, 48
(LSC), 63
minimal, 9
modified transfer matrix, 60
modified transfer matrix map, 60
non-overlapping copies, 55
normal Toeplitz word, 14
orbit, 8
overlapping copies, 55
p(k)-blocks, 10
palindrome, 32
palindrome complexity, 32
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palindromic blocks, 10
period doubling subshift, 11
periodic word, 9
portrait of a generator, 88
potential, 47
power of a word, 51
(PQ), 67
Rauzy graph, 27
recurrent, 64
recurrent letters, 10
reflection
of a finite word, 32
of an infinite word, 67
regular Toeplitz word, 17
repetitivity
α-repetitivity, 40
linear repetitivity, 40
repetitivity function, 34
right special word, 21
rotation on the unit circle, 84
Schreier graph
level-k, 89
orbital, 89
Schrödinger operator, 47
self-similar group, 87
set of words of length L
in a subshift, 8
in a word, 8
shift map, 8
simple Toeplitz
subshift, 10, 14
word, 14
spectrum of a Jacobi operator, 49
spinal group, 91
Sturmian
subshift, 25, 83
word, 83
subadditive function, 67
subshift, 8
aperiodic, 9
Fibonacci, 84
general Toeplitz, 9
generalised Grigorchuk, 12
Grigorchuk, 11
l-Grigorchuk, 12
language of, 8
minimal, 9
period doubling, 11
simple Toeplitz, 10, 14
Sturmian, 25, 83
uniquely ergodic, 9
(three minus epsilon)-block Gordon ar-
gument, 69
three-block Gordon argument, 51
Toeplitz
subshift, 9
word, 9
trace map, 52
transfer matrix, 48
elementary, 48
map, 48
modified, 60
modified map, 60
tree, 87
two-block Gordon argument, 52
undetermined part, 13
uniform
cocycle, 61
map, 61
uniform positivity of quasiweights, 67
uniquely ergodic subshift, 9
word
regular Toeplitz, 17
alternating, 15
empty, 7
extended Toeplitz, 14
finite, 7
frequency of, 55
general Toeplitz, 9
infinite, 7
leading, 63
length of, 7
normal Toeplitz, 14
orbit of, 8
periodic, 9
power of, 51
recurrent, 64
reflection of, 32
reflection of an infinite, 67
right special, 21
set of words of length L, 8
simple Toeplitz, 14
Sturmian, 83
undetermined part of, 13
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