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Abstract - -Genera l  linear methods were originally introduced to provide a unified theory of con- 
sistency, stability and convergence for a large class of numerical methods for ordinary differential 
equations. We survey the use of this formulation and discuss the meaning of order of accuracy for 
these methods. In the search for new practical algorithms, we consider the special case of "DIMSIM" 
methods. 
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1. INTRODUCTION 
General inear methods were originally proposed [1] as a unifying framework for studying stability, 
consistency and convergence for a wide variety of methods. Not only does their formulation 
include both Runge-Kutta nd linear multistep methods in a natural way, but also allows for 
various generalizations of these methods proposed by a number of authors [2-4]. In Section 2, we 
will introduce the formulation for these methods now in common use, and show how a number of 
special method types can be represented within this formulation. In Section 3, we will review the 
basic definitions of stability, consistency and convergence and indicate the relationship between 
them. In Section 4, we discuss the concept of order for general inear methods and show through 
some examples how it can be analysed in practice. Section 5 is devoted to a special class of general 
linear method known as diagonally-implicit multistage integration methods (DIMSIMs) [5] which 
seem to have the best prospects for practical implementation. 
In Section 6, we will consider some type 1 DIMSIMs, constructed to have the same stability 
regions as explicit Runge-Kutta methods of the same order. In addition to the basic methods, 
we will present details of interpolation, error estimation and stepsize changing schemes designed 
to be used with them. 
2. GENERAL L INEAR METHODS 
The two traditional classes of numerical methods for ordinary differential equations have al- 
ways been studied separately. For linear multistep methods, the difficult questions have always 
been associated with the stability of the sequence of approximations produced whereas accuracy 
questions are relatively simple. For Runge-Kutta methods, stability is a very straightforward 
matter but accuracy questions are exceedingly complicated. In the years between 1960 and 1970, 
a number of methods were introduced which fall between these traditional classes. For these new 
methods each of the existing theories became, to some extent, unnatural. 
General inear methods were introduced to provide a unifying theory of the basic questions of 
consistency, stability and convergence. Later they were used as a framework for studying accu- 
racy questions and later the phenomena ssociated with nonlinear convergence. In the notation 
introduced in [6], a general inear method is represented by a partitioned (s + r) x (s + r) matrix 
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[; 
For an N-dimensional differential equation system y'(x) = f(y(x)), the method characterized in
this way makes use of r quantities as output from each step and input to the next step. Denote 
these quantities, as computed at the end of step number n by (n) (,~) Yl ,Y2 ,-..,Y(~) and write these 
together as a vector in rN dimensions given by 
L j 
Similarly, denote s stage values used in the computation of the step by Y1, Y2, .-.,  Y8 and 
write these together as a vector in sN dimensions given by 
Y2 
Y =  . 




then the quantities y(n), y, f(y) and y(~-l) are related by 
: ®I  v® 
To see how existing methods can be represented in this formulation, consider the example of the 





~ o ~ 
1 0 0 1 
1 1 1 1 
6 3 3 6 
for which the general inear formulation is in terms of the matrix 
0 0 0 0 1 
1 
~ o o o 1 
1 
o ~ o o ~ 
0 0 1 0 1 
1 1 1 1 
1 
6 3 3 6 
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Similarly, for the Adams-Bashforth method, 
Yn =Yn- l  + h (3  f (yn -1) -  l f (yn-2))  , 







1 0 0 0 
0 0 1 0 
Note that Runge-Kutta methods always have r = 1, since only one quantity is passed from one 
step to the next. On the other hand linear multistep method have s = 1 because the function f
is evaluated only once in each step. 
A final example is for the hybrid method which evaluates an approximate solution Y*-(1/2) 
midway through step number n, a "predicted" approximate solution y* at the end of the step 
and finally a "corrected" approximation Yn; using the formulas 
Y*_l/2 = Yn-2 + h (9  f(yn-1) + 3 f(Yn-2)) , 
28 23 (32 ,  26 ) 
Y* = --~Yn-1 - TY,~-2 + h T~f(yn_v2 ) - 4f(yn-1) - -~f(y, , -2)  , 
Yn = -~Yn-1 - -~Yn-2 + h f(Y*) + -~f(Yn-1/2) + f(Yn-1) - f(Y,~-2) • 
As a general inear method this can be written as 
9 3 
0 0 0 0 1 ~ 
32 28 23 -4  26 
o o 5 5 
64 5 32 1 4 1 
0 
93 31 31 31 31 93 
64 5 32 1 4 1 
0 
93 31 31 31 31 93 
0 0 0 1 0 0 0 
0 0 1 0 0 0 0 
0 0 0 0 0 1 0 
3. CONSISTENCY,  STABIL ITY  AND CONVERGENCE 
Since the quantities passed from step to step may represent approximations to y values, hy' val- 
ues or arbitrary linear combinations of such quantities, consistency must be defined in a rather 
general manner. Two r dimensional vectors are introduced, written as u and v and referred to as 
the "preconsistency" and "consistency" vectors, respectively. The significance of these vectors is 
that y}'~) is intended to approximate uiy(xn) + hviy'(x,~). If e denotes the s dimensional vector 
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with each component equal to 1, then the full preconsistency and consistency conditions are given 
by 
Vu = u,  Uu  = e, Be  + Vv  = u + v.  
If these conditions are satisfied, then the numerical method is at least capable of propagating 
exact solutions to the trivial initial value problem y /= 1. 
Stability is defined, as a generalisation of the definition for linear multistep methods, as the 
requirement that V is a power-bounded matrix. 
We will not formally define convergence but it can be described informally as the ability of 
a numerical method to produce approximations which converge in the limit as the number of 
steps tends to infinity (as the stepsize converges to zero in an appropriate manner) to the exact 
solution with the r values scaled according to the components of the preconsistency vector. 
Just as for classical inear multistep methods, the equivalence of convergence to consistency 
plus stability can be established. Using a slightly different but equivalent formulation than that 
given in this paper, this was proved in [1]. 
4. ORDER OF GENERAL L INEAR METHODS 
As for all multivalue methods, some sort of starting procedure is required before the first step 
can be carried out. The difference between these methods and linear multistep methods is the 
generality of the quantities that general inear methods pass from one step to the next. Hence, 
it is appropriate to allow for a starting method which computes a variety of possible quantities 
y~0), y~0), --. ,  y(0) for input to the first step of integration. 
A convenient interpretation ofwhat the method is required to do can be obtained by regarding 
a similar starting operation to be applied to every point on the exact trajectory. Thus, alongside 
the exact solution, a collection of r further "trajectories" can be found. The purpose of the 
numerical method can be thought of as maintaining accurate approximations to these associated 
trajectories. For a given starting method, let ~)~n), ~)~n) . . . ,  ~)(n) denote the result of applying this 
starting method at y(Xn) .  Relative to the starting procedure, a method is said to have order p if 
yl(°) = y(0)  = . . .  , ¢o)  = ¢o)  imp l ies  = + y l) = + . . .  
¢1) = + 
In each of the examples given in the previous ection, it is easy to verify that the order obtained 
in this way is the same as the order defined in a natural and classical manner. However, it is 
interesting that for Runge-Kutta methods, it is possible to obtain a value of the order higher 
than the classical value, because the starting method need not be the identity operation, as it is 
usually taken to be for a Runge-Kutta method. In particular, it is possible to obtain an order 5 
in this more general sense with a 5 stage explicit Runge-Kutta method [7], whereas this is not 
possible under the classical definition of order. 
5. D IAGONALLY IMPLICIT  
MULTISTAGE INTEGRATION METHODS 
These methods, also known as DIMSIMs were introduced [5] in the hope of identifying special 
subfamilies, within the large class of general linear methods, which seem to have greatest prospects 
for practical use. To lower the cost of implementation, it seems to be desirable to restrict A to 
lower triangular form, as for an explicit or a diagonally implicit Runge-Kutta method. Because of 
computational difficulties related to low stage-order, it seems desirable to require that the stage 
order should be equal to, or at least be not much lower than, the full order of a method. To 
obtain good stability at zero, it seems to be desirable that the matrix V have a simple structure; 
it should have a spectrum {0, 1} and should preferably be of rank 1. Finally, the very free and 
general order conditions discussed in Section 4 should be restricted to a requirement that the 
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starting values should be given by a weighted Taylor expansion. That is the approximations at
the start of step number n should be of the form 
y(n-i) i = a ioy(xn- i )  ÷ hai ly ' (Xn-1)  ÷""  ÷ hPaipy(P)(xn-i) + O(hp+i), i = 1, 2 , . . . ,  r, 
with similar approximations found at the end of the step but with xn-1 replaced by xn. 
Methods that satisfy these requirements will be referred to as DIMSIMs. 
Amongst this still large family, we distinguish four subfamilies known as types. 
Type 1. These are intended for nonstiff problems on a sequential computer and A is required 
to be of lower triangular form and to have zeros on its diagonal. 
Type 2. These are for stiff problems on a sequential computer and A is assumed to be of lower 
triangular form with constants on the diagonal. 
Type 3. These are for nonstiff problems in a parallel environment and A is required to be the 
zero matrix. 
Type 4. For stiff problems on a parallel computer with A required to be a diagonal matrix. 
For simplicity, the diagonal elements will be assumed to be equal. 
Examples are known of methods in each of these types at least for low orders. 
6. THREE TYPE  1 METHODS 
We discuss here only three methods. They are all of type 1 and have orders 1, 2, and 3, 
respectively. The order 1 method is the classical method of Euler, written in DIMSIM form as 
[01 ] 
The method of order 2 was given in [5] and is interesting in that it has exactly the same stability 
region as for standard second order 2 stage Runge-Kutta methods but has stage order also equal 
to 2. The method is 
0 0 1 0 
2 0 0 1 
5 1 1 1 
~ 2 2 
3 1 1 1 
4 4 2 2 
The order 3 method [8] has a similar property: its stage order is 3 and yet it has the same stability 
region as for a 3 stage third order Runge-Kutta method. Its defining matrix is 
0 0 0 1 0 0 
1 0 0 0 1 0 
1 
1 0 0 0 1  
5 1 1 2 4 1 
5 6 3 3 3  
35 1 1 2 4 1 
24 3 8 3 3 3 
17 0 1 2 4 1 
12 3 3 3 
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As they stand, these three methods are of little value because they do not have built in error 
estimates, interpolated output, or stepsize and order changing procedures. These features will 
now be added to these methods so that, within the limitations implied by their low orders, 
they could form the basis of a flexible ordinary differential equation solver. In principle, all the 
attributes present in these methods could be extended to higher orders. 
To obtain local error estimates, we first discuss the nature of the local truncation error. If it 
is assumed that the starting vector for a step of the order 1 method is 
y(~-') = [y(xn-1) + O(h3)], 
then the outgoing vector is found to be 
[ ] = IIz x \ y('~) y(xn) - -~y t ,~) + O(h 3) • 
Similarly, for the order 2 method with incoming vector 
[ Y(Xn-1)+O(h4) ] 
y(n-1) = h2 h3 , 
y(xn-l) - hy'(xn-1) + -~y t n-l) -~y'"(zn-1) + O(h 4) 
the outgoing vector is 
h 3 
y(x,~) - --~y"'(xn) + O(h 4) 
y(n) = 
y(x,~) - hy'(xn) + -~y"(zn) - + y"'(xn) + O(h 4) 
Finally, for the order 3 method with incoming vector 
y(zn-1) + O(h 5) ] 
l 
2 3 4 
x h ~x h "x  h '" x h (iv) y(n-1) = y (n - l )  - ~Y (x - l )  -~- ~-Y (n - l )  -~- ~'~Y (n - l )  -- ~'~Y (Xn--1) "~- O(h 5) , 
h ~3 ~4 
x 'x  '~ "~x '° (iv) x h 5 u(~- l ) -~y(~- l )+ y  (n -1 ) -~y  (~-1)+o( )  
we find the outgoing vector to be 
h 4 
y(Zn) - -~y(iV)(x,~) + O(h 5) 
h,  h 2 h 3 (h4h  4) 
y('~) = y(xn) - ~y  (x,~) + -~y" (xn)  + '" 'x ' - ~y ~ ~j ~ + ~ y(~')(x~) + O(h s) 
\ / 
l l r l  x \ y(z,,) - ~y (~)  + ~y t ,~ - ~ + ~ y¢i')(x,,) + O(h 5) 
Thus the local truncation errors for each component estimated can be found if it is possible to 
obtain good approximations to (h2/2)y~(xn), (h3/6)y"t(x,~), (h4/24)y(W)(xn), respectively. 
This can be accomplished by evaluating further linear combinations of hf(Y1), hf(Y2),..., 
. (n - - l )  ~ (n - - l )  ~ (n - - r )  hf(Y~) and ul , u2 . . . .  , y~ so that the error estimates take the form 
+ 
Suitable vectors b = [bl,b2,.-. ,bs] T and ~ = [v1,~2,... ,~]~- can now be given. Note that in 
the case of order 1, it is necessary to anticipate the subsequent computation of the deriwtive 
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in the single stage of the following step so that, for this method we will now assume s - 2 and 
r = 1, so that the method is now defined by the matrix 
0 0 1 
1 0 1 
1 0 1 
For order 1, we have 
~= , v= [01, 
for order 2, 
~= , ~= , 
g -g  
and for order 3, 
,lr- [Ol] 
b=[  l°g ' 9= . 
To obtain dense output as well as variable stepsize, it is possible to use the incoming ap- 
proximations y(n-1) and the stage derivatives to obtain approximations to a sequence of scaled 
deriv•ives Y0 ~ y(xn), A n) ~ hy'(xn),..., y~(pn) ~, hPy[P](xn ) instead of the vector y(n). A change 
in h value can be achieved by rescaling the derivatives. The matrices, which we will denote 
and V, respectively, to carry out these requirements will now be given. 
For order 1, ° 0] 
for order 2, 
[!1 ~= , P= , 0 
and for order 3, 
5 1 1 1 4 1 
. /~= 0 1 , ~___ 0 0 . 
-4 3 0 0 
-8 4 0 0 
7. CONCLUSIONS AND FURTHER DEVELOPMENTS 
General inear methods, especially those of the DIMSIM variety, seem to have considerable 
promise as alternatives to existing methods. Although numerical results are not included in this 
paper, preliminary testing shows these methods to be effective for a wide range of problems 
including stiff ordinary differential equations and differentiai-aigebraic equations. 
Many of the ideas and results found on DIMSIM methods have come out of collaborations 
with Jackiewicz and with Chartier. In the work with Jackiewicz, the order achievable for Types 
1 and 2, together with implementation details, are being extended [9-10]. In the work with 
Chattier [11], Type 4 methods, suitable for both stiff problems and problems with algebraic 
constraints in a parallel computing environment are being investigated. 
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