Let Γ be a group acting freely and properly on a CAT(-1) space X and ergodically on its visual boundary. We study the connection between metric aspects of the Γ action on the visual boundary of X and the asymptotic behaviour of geodesics on X/Γ. Our results include a logarithm law for approximation by geodesics in negatively curved manifolds, significantly extending existing results on the 'shrinking target problem'. Several of our results in this direction are new also in the case of manifolds with constant negative sectional curvature. Further, we obtain Hausdorff dimension estimates for the finer spiraling phenomena of geodesics, extending work of several authors including Hersonsky and Paulin [30] . Our proof of the logarithm laws involves a new adaptation of the 'well distributed systems' of Melián and Pestana [45] , itself an adaptation of the regular systems of Baker and Schmidt [5] . We believe our 'adjusted well distributed systems' to be of independent interest. Another major theme of this paper is the investigation of the large intersection property of Falconer in the context of negative curvature. In particular, we prove that the Γ action on the visual boundary of a proper, geodesic, hyperbolic space has the large intersection property, provided Γ acts geometrically on the space. Our logarithm law results as well as our large intersection results have applications to Diophantine approximation and to hyperbolic geometry.
Introduction
In this paper, we study the asymptotic behaviour of geodesics in negative curvature and the related Diophantine aspects of actions of discrete subgroups of the group of isometries on the visual boundary of a geodesic hyperbolic space. Patterson in [51] systematically studied questions in this direction for the action of Fuchsian groups by Möbius transformations on the hyperbolic plane. Further, in [55] , Sullivan proved his famous logarithm law regarding geodesic excursions into shrinking cuspidal neighbourhoods of finite volume hyperbolic manifolds and established a relation to metric Diophantine approximation. Subsequently, there has been significant interest in the shrinking target problem, a term coined by Hill and Velani [34] . In shrinking target problems, the target is traditionally taken to be a distinguished point, either in the manifold or a point at infinity, as is the case in Sullivan's theorem. For a general submanifold N , Theorem 1.1 below is in fact new even in the constant sectional curvature case. Theorem 1.1. Let M be a closed manifold with pinched negative sectional curvature, −a 2 ≤ k ≤ −1. Let N be a complete, totally geodesic submanifold of M of dimension n or a point. Let τ ≥ 0 be fixed. Then given x 0 ∈ M , we have that the set
where v M is the topological entropy of the geodesic flow on M and γ v is the geodesic at x 0 at time zero with direction v.
Thus, the theorem above obtains the Hausdorff dimension of geodesics hitting exponentially shrinking neighbourhoods of a totally geodesic submanifold. This result was known previously in the special case when N is a point in the manifold, due to Hersonsky and Paulin [30] . In a related setting when N is a geodesic bounding a funnel in a surface of constant negative sectional curvature without cusps, the theorem above (with 0 ≤ τ ≤ 1) is proved by Dodson, Melián, Pestana and Velani (see Theorem 4 in [17] ). In Theorem 5.8, we extend the result in [17] to the variable negative sectional curvature case.
We also prove a 0 − 1 measure-theoretic dynamical Borel-Cantelli lemma (in the terminology of [13] ) in the above setting (cf. Theorem 5.4), which generalizes a result of Aravinda, Hersonsky and Paulin [32] who treat the case where N is a point. This in turn follows from a more general Borel-Cantelli statement, Theorem 5.2, from which all the logarithm laws we prove are deduced. Our dynamical Borel-Cantelli result can be used to get logarithm laws for penetration depth and first hitting times.
We also study the spiraling of long geodesic pieces into fixed neighbourhoods of a fixed closed, totally geodesic submanifold, a phenomenon we refer to as a spiral trap.
A 0 − 1 law in this context was proved by Hersonsky and Paulin [32] ; see Theorem 5.3 where we give an alternative proof of their result. We use the construction from our proof to give also a Hausdorff dimension result for the spiral trap problem (cf. Theorem 5.7) which continues to hold in a rather general setting (cf. Remark 5.11 ).
There has been extensive work on the shrinking target problem following the work of Sullivan. We present a necessarily condensed history of works related to the present paper. The shrinking target problem was studied by Hill and Velani [34, 35] in the context of expanding maps of the Riemann sphere. Kleinbock and Margulis [39] generalised Sullivan's results to locally symmetric spaces of finite volume, and also gave a dynamical proof of Khintchine's theorem. In [44] , Maucourant considered the shrinking target problem for geodesics in finite volume hyperbolic manifolds, where the shrinking targets are Riemannian balls in the manifold. Further progress on the shrinking target problem includes the papers [2-4, 6, 17, 27, 38, 49, 54, 57] .
The shrinking target and spiraling problems for geodesics were considered systematically in a series of works by Hersonsky and Paulin [30] [31] [32] [33] , as well as Parkkonen and Paulin [46] [47] [48] . In the latter papers, the setting is quite general and includes, for example, manifolds with variable negative curvature. Our dimension results complement and refine several results in loc. cit. as do our 0 − 1 laws. Moreover, our methods are completely different.
The sets E τ N of geodesic directions hitting exponentially shrinking targets in Theorem 1.1 above, are zero measure sets and so there is no control a priori on the size of their intersections which could be trivial. Nevertheless, we show that they have a 'large intersection' property which leads to the surprising fact that countable intersections have Hausdorff dimensions bounded below by the infimum of the respective Hausdorff dimensions of the individual sets (see Theorem 1.2 below). In [22] , Falconer defined a class of subsets, denoted G s , of R n , which form a maximal class of G δ -sets of dimension at least s that is closed under countable intersections and under similarity transformations (see also [21] ). He named this property the large intersection property. Falconer's definition unifies several earlier categories of sets with similar properties including the 'regular systems' of Baker and Schmidt [5] and the 'ubiquitous systems' of Dodson, Rynne and Vickers [18] and consequently these classes play an important role in Diophantine approximation. In the same paper, Falconer gives several additional examples of classes of sets in Diophantine approximation which enjoy the large intersection property. Further progress in this regard was made by Bugeaud [11] and by Durand [20] . The closure under countable intersections translates to simultaneous Diophantine approximation by different classes of 'rationals', see Theorem 6.1 for example. As noted by Durand, the mass transference principle of Beresnevich and Velani [8] is closely related to the large intersection property although it is not known to imply (and conversely it's consequences are not known to be implied by) the large intersection property. In a forthcoming paper [28] , we develop the mass transference principle in the context of actions of hyperbolic groups.
The prospect of establishing the large intersection property for spaces other than those, such as R n , with appropriate net measures was raised by Falconer ( §4(c) in [22] ). Our Theorem 4.10 establishes a large intersection property for actions of hyperbolic groups on the visual boundaries of hyperbolic metric spaces. Our approach to the large intersection property deviates from Falconer's in that we avoid the use of net measures. Indeed, this is crucial for the general setting. As in [22] , our result has several Diophantine corollaries (see Theorems 6.2, 6.3), which we spell out in §6. The following result is an application of Theorem 4.10 to the problem of spiraling of geodesics. 
where v M is the topological entropy of the geodesic flow on M .
Note that the dimension lower bound above is always positive as long as either the sequence τ i is bounded above or none of the submanifolds N i are singletons.
A powerful technique used to obtain Hausdorff dimension lower bounds for 'limsup type' sets which arise in Diophantine approximation are the regular systems of Baker and Schmidt [5] . This construction has been generalized to study cuspidal excursions of geodesics in hyperbolic manifolds by Melián and Pestana [45] in relation with Jarnik-Besicovitch theorems in the plane. As it turns out, the 'well distributed systems' considered in [45] are not suitable in the generality we consider. They are suited for dealing with the case when the limsup set in question consists of points which are the limits of an infinite sequence of shrinking balls, which are obtained from a collection of balls satisfying some special properties (Definition 3.4). For the more general questions of spiraling around submanifolds, the corresponding limsup sets will typically be more complicated; thin neighbourhoods of 'shadows' of geodesics, for example. The tool for handling the general case here is a suitable adaptation which we refer to as an 'adjusted well distributed system' and which we believe will find wider applications. On the geometric side, one of the fundamental qualities of R n is the existence of a (the standard) dyadic decomposition. This is crucial in Falconer's work for establishing the large intersection property. Such a decomposition need not exist in arbitrary metric spaces. We use a suitable, more general dyadic decomposition (with controlled overlaps) for the visual boundary of a hyperbolic space and obtain corresponding 'Whitney decompositions' for open sets. Finally, we note that a detailed and systematic study of Diophantine approximation in the context of hyperbolic groups has been carried out in the monograph [25] of Fishman, Simmons and Urbanski. They construct 'partition structures' (similar to our dyadic decomposition in the case of geometric actions) and prove results about the limit set of discrete group actions in very general settings. The dyadic decomposition we use enjoys stronger properties that we require for establishing the large intersection property. The aforementioned paper has no intersection with our results.
Structure of the paper. In the next section, we set some notation, gather metric and measure preliminaries and introduce the Whitney decomposition for metric spaces with a dyadic decomposition. In section 3, we introduce an abstract framework for Diophantine approximation and study it using adjusted well distributed systems, which we also introduce. Section 4 is devoted to results about Falconer's large intersection property and section 5 is devoted to our results on spiraling of geodesics and associated 0 − 1 laws. Diophantine applications of the results in section 4 and 5 are discussed in Section 6. Finally, we will use the notation A B to mean that there is a constant c > 0 such that A ≥ cB. Dependence of the constant on parameters will be specified. The notation A ∼ B will stand for A B A.
2.2.
The visual metric. The visual boundary ∂X is a metric space with a family of visual metrics d β (mutually quasi-symmetric), 0 < β < β X , for some β X > 0 which satisfy
for x, y ∈ X, is the Gromov product extended to ∂X by taking limits. We fix a β ∈ (0, β X ) and let d = d β be the corresponding metric in what follows. The map {g → gx 0 } g∈Γ induces a quasisymmetry between ∂Γ and ∂X. 2.3. Notation. We denote by D, the data (Γ, X, {g → gx 0 } g∈Γ ). We let c D denote a generic constant below which depends on the data D, and c D (a 1 , a 2 , . . .) denote a constant which depends only on the data D and parameters a 1 , a 2 , . . .. We write S(g, R) := S(x 0 , B(gx 0 , R)) below.
For ξ ∈ ∂X we will write γ ξ for a geodesic ray joining x 0 to ξ. For x, y in X ∪ ∂X, we write γ x,y for a geodesic line (or segment) joining x and y. All geodesics with the same end points are at bounded Hausdorff distance to each other. Further we denote the diameter of a set E by |E|.
Diophantine Approximation. Let
A be a compact metric space and Γ be a discrete group acting minimally (that is, Γ-orbits are dense) on A by orientation preserving homeomorphisms. Let F : Γ → P(A) be a subset-valued map. Then the set E F = ξ ∈ A ∃ infinitely many g ∈ Γ such that ξ ∈ F (g) will be called F -approximable. The sets F (g) will usually be balls but for some applications they may be more complicated sets (see Theorem 5.3).
Remark 2.2. Note that the original formulation of the Diophantine approximation problem is slightly different where the sets F (g) are parametrized by points in the Γ orbit of a distinguished point ξ 0 ∈ M instead of Γ. Typically the stabilizer of ξ 0 is non trivial, but in our applications these two notions lead to the same Fapproximable sets. The reason we want to make the definition as above is that it simplifies some of the arguments as we will see later. Now we discuss the situation considered in this paper. Given a proper, geodesic, δ-hyperbolic space X, a discrete group Γ acting properly on X, a point x 0 ∈ X and a quasi-geodesic λ in X quasi-invariant by a virtually Z subgroup of Γ with end points ξ + and ξ − , we define a map L : Γ → ∂X given by
We now record the following well known fact.
Then the claim follows from the inequalities
The following result is well known. See for related results [50] and references therein. See also [17] and [25] . The version here is enough for our purposes. Proof. Let ξ ∈ ∂X. Let γ ξ be a geodesic joining x 0 to ξ. Choose a sequence {e, g 1 , . . .} converging to ξ such that (Milnor-Svarć)
Consider the geodesics {g n λ} n . Let z n = g n z 0 where z 0 ∈ λ is a point in λ such that
and note that by hyperbolicity applied to the geodesic triangle
We assume without loss of generality that ρ(z n , γ gnξ − ) ≤ δ. Then
Then by (2) and (3) we get ξ, ξ gn = L(g n ) ∈ S(g n , 2δ + dist ρ (x 0 , λ)). The claim follows from Lemma 2.4.
Lemma 2.6. There exists R D > 0 such that for all R ≥ R D the following holds. If
and such that ξ ∈ S(h, R). Here c D (a) is a number which depends only on the data and a; if a ≤ R, then c D (a) = 0.
Proof. We have 
Proof. This follows from Lemmas 2.4 and 2.7.
The lemmata above, originally due to Sullivan for H n , are proved in [15] in the generality that we consider. Definition 2.9 (Local Ahlfors regularity). We say that a metric measure space
When R = ∞, a locally Ahlfors regular space is referred to as Ahlfors regular.
2.6. Dyadic and Whitney decompositions. The space (∂X, d) is locally Ahflors regular. Christ [14] constructs a dyadic decomposition of Ahlfors regular spaces, where sets of measure zero may be neglected. Since our statements will concern sets of measure zero, we use an explicit decomposition, in our more restricted setting, which is suitable for our purpose.
The following lemma is folklore. The point is that the decomposition is in terms of shadows whose measures we have control on. We include a sketch of the proof for the convenience of the reader. Lemma 2.12. Suppose that X is a proper, geodesic, hyperbolic metric space with a geometric action of a group Γ. Then there exists a dyadic decomposition for the visual boundary (∂X, d), equipped with the visual metric. The associated constants depend only on the data D = (X, Γ).
Proof. Let n σ ∈ N be such that
where R D is the maximum of the constants in (1) and Lemma 2.8, C D is the comparability constant from Lemma 2.4 (actually the product c D · R D there) and σ is the second constant from Remark 2.10. For n ≥ 1, write
It is clear that the W n are not necessarily disjoint. Note that the collection {S(g, R D ) : gx 0 ∈ A n } covers A n . This implies (1) (the other requirements are clear). For (2), we refer to the proof of Lemma 2.4, which gives a number A = A D that satisfies the requirement. Lemma 2.6 implies the existence of a number n D that satisfies (3) .
For (4), first consider the case l < n D . Then for given
Then by considering the geodesic triangle [x 0 , ξ g i , ξ g j ] and using hyperbolicity, we obtain
Since the action of Γ on X is geometric, we get a number B D , which satisfies the requirement when l < n D .
Next, given l ≥ n D , let p ∈ N be such that p · n D ≤ l < (p + 1) · n D . Then there existsQ j ∈ W n+l−p·n D such that Q j ⊂Q j (by applying (3) p times). Note that l − p · n D < n D . The case l > n D then follows by induction on p.
Finally, (5) is clear from the choice of {W n } n and Lemma 2.4.
Example 2.13. Let (X, ρ) be a proper, geodesic, hyperbolic metric space. Let f : X → X be a bilipshitz homeomorphism. Then the space (X, f * ρ) is a proper geodesic hyperbolic metric space, where f * ρ is the pullback of ρ by the mapping f . The isometry group of (X, f * ρ) is f −1 Isom(X)f and given Γ < Isom(X, ρ), a hyperbolic group acting geometrically on X, f −1 Γf is a hyperbolic group acting geometrically on (X, f * ρ). The visual boundaries of (X, ρ) and (X, f * ρ) are homeomorphic (quasisymmetric).
Example 2.14. Let Γ be a convex cocompact group of isometries of the upper half space H n . Then the convex hull X = conv(Λ Γ ) of the limit set Λ Γ in H n is a proper, geodesic, hyperbolic metric space on which Γ acts geometrically.
A simple computation shows that c D may be chosen so that by (3) of 2.11 there exists a maximal n ′ ∈ N and Q ∈ W n ′ , for
. The claim follows now by property (4) of 2.11.
Next we make precise the analog we require of the Whitney decomposition of open sets of R n . Definition 2.16 (Whitney decomposition). Let Y be a metric space and D be a
Below is an easy consequence of the definitions. 
This exists because of property (1) of 2.11. Then by the minimality of Q, (3) and (5) of 2.11, there exists B D , such that
Then,
This shows (2) . A subcollection of {Q ξ } ξ may be chosen so that also (1) is satisfied.
The t-Hausdorff content is an outer measure. It is finite for bounded sets. It is not a Borel measure in general.
2.8. CAT(−1) spaces. For the results on the spiraling of geodesics in §5 we will have to assume curvature bounds for our hyperbolic spaces, more precisely, we consider manifolds M of pinched negative sectional curvature, −a 2 ≤ k ≤ 1. The methods however will not crucially depend on the smooth structure (see Remark 5.11). We will frequently use the Alexandrov 'thin'-CAT(−1) inequality for triangles in CAT(−1) spaces and the 'fat'-CBB(−a) inequality for spaces with curvature bounded below (by −a 2 ), see for example [12] or [1] . Besides hyperbolicity, these are the main geometric properties of our spaces that will be used in §5. Another fact we will use is that for a CAT(−1) space X
for any point x ∈ X defines a visual metric on the visual metric (see [10] ), where (ξ|η) x is the Gromov product with base-point x.
Definition 2.18 (Convex cocompact action). We say that a group Γ acts on a proper, geodesic, hyperbolic space X convex cocompactly, if it acts cocompactly on the convex hull (in X) of the limit set ΛΓ ⊂ ∂X.
If Γ acts convex cocompactly, then it acts geometrically on the convex hull of the limit set. We will assume in this paper that the natural action of the fundamental group π 1 (M ) on the visual boundary ∂M (with the corresponding Patterson-Sullivan measure) of the Riemannian universal coverM is ergodic. We also assume the following estimate for the distribution of orbit points,
for all n large and consequently that there exists k depending only on data such that
for n large where B(x, n) is a ball of radius n in the universal coverM of M . These conditions are satisfied for example when the action of π 1 (M ) on M is convex cocompact or the 'space of geodesic lines' admits a finite Bowen-Margulis-Sullivan measure for π 1 (M ) (see the monograph [52] of Roblin) . Note that if π 1 (M ) acts geometrically onM then vM = v π 1 (M ) , where vM is the volume entropy ofM , vM := lim
for x ∈M . The topological entropy of the geodesic flow in M is also equal to vM (see [43] ) and we denote it by v M .
Fine Diophantine Approximation
Let (A, d, µ) be a compact metric space with a Borel probablility measure µ. Let a discrete group Γ act minimally on A by orientation preserving homeomorphisms. Recall the discussion from §2.4. In the situation when A is the boundary of a hyperbolic space, the functions F arising from certain arithmetic or geometric questions of interest can be chosen so that the sets F (g) (which are usually balls) satisfy some version of 'independence' (see [55] , [32] ). Then the Borel-Cantelli lemma is used to obtain summability conditions on F so that the F -approximable sets are either of full or zero measure. In this section we will discuss the finer question of estimating the size (in terms of the Hausdorff dimension) of the F -approximable sets for certain functions F of geometric or arithmetic importance for which the F -approximable sets are negligible with respect to µ.
Fix τ > 1 for the following three example.
Example 3.1. In the setting of Example 2.3 let F τ : Γ → P(A) be the function
for some constant C > 0. Jarnik [37] and independently Besicovitch [9] showed that dim H (E Fτ ) = 1/τ . [45] showed that the sets
constitute a generalisation of the 'regular systems' of Baker-Schmidt [5] to obtain the Hausdorff dimension k/τ for the F τ -approximable set.
Example 3.3. Let Γ be a convex cocompact Kleinian group acting on the Poincaré ball B k+1 and ξ ∈ S k be a loxodromic fixed point of some isometry in Γ. Consider again the function g → B(gξ, Ce −τ ρ(0,g(0)) ) for some constant C > 0. In [17] the authors show that the sets F τ (g) as defined above constitute an 'ubiquitous system' (as introduced in [18] ) and obtained the Hausdorff dimension, v Γ /τ of the F τ -approximable set. Now we introduce the well distributed systems of [45] . In the next subsection, we will introduce a new variation, which we call 'adjusted well distributed systems'. These adjusted well distributed systems are crucially employed to obtain Hausdorff content lower bounds for the sets we consider.
3.1. Well distributed systems. For this section we assume that Γ acts geometrically on the proper, geodesic hyperbolic space X geometrically. We will relax the assumption of geometric action later and describe the necessary changes. Definition 3.4 (Well distributed system). We call a countable collection F of balls in (∂X, d, µ), well distributed if there is a constants θ > 1 and σ > 0 such that for any ball B ⊂ Λ Γ with |B| < σ, there exists k B > 0, such that for every k ≥ k B , there is a subcollection F(k, B) ⊂ F, such that the following hold:
( Proof. Let n B ∈ N be such that 
Proof. The previous lemma says that F τ (g) are well distrubuted. The theorem now follows from Theorem 2.1 of [45] which applies to any locally Ahlfors regular metric space (for |B| sufficiently small).
3.2.
An adjusted well distributed system. We now discuss a modification of the well distributed system above which will be needed in §5.
Given g ∈ Γ let J g = {ξ g i } i be a finite set of points in B(ξ g , C 5 e −ρ(x 0 ,gx 0 ) ) where C = 10C D (λ), with cardinality e βρ(x 0 ,gx 0 ) (upto some bounded multiplicative constant). Let C ′ be such that the collection {B(ξ g 1 , C ′ e −ρ(x 0 ,gx 0 ) )} g∈Γ form a well distributed system and the balls B(ξ g i , C ′ e −αρ(x 0 ,gx 0 ) ) for ξ g i ∈ J g are mutually disjoint where α > 1 is a given constant. We will call the collection {B(ξ g i , C ′ e −αρ(x 0 ,gx 0 ) )} i∈Jg the α-colony of g ∈ Γ.
The system of balls introduced above which we call D α,β (that is for varying g ∈ Γ and i ∈ J g the balls B(ξ g i , C ′ e −αρ(x 0 ,gx 0 ) )) is a finer variant of the well distributed system of [45] . We collect properties of this finer system below. Let {B g } g denote the collection {B(ξ g 1 , C ′ e −ρ(x 0 ,gx 0 ) )} g of representatives which form a well distributed system. Then the following holds: given a ball B ∈ ∂M of diameter less than σ Γ and a number k B ≥ 1, such that for all k ≥ k B there exists a collection
We will call the system D α,β 'α, β-well distributed'. We will call a system 'adjusted well distributed' if there exist α > 0 and β ≥ 0 so that the system is α, β-well distributed. Note that the system D 1,0 is well distributed.
Consider the map
We will need the following.
then
where C ′′ > 0 is the number to be specified below. Then V i+1 is defined in the following way (actually V 1 which has not actually been defined is obtained from V 0 similarly as described below, the interested reader may check the details). Let k i+1 be any number which satisfies
For the number k i+1 and each ball B(x is , l i ) use the AWD system property to get a collection s ′ ∈I i+1 B i+1 s ′ of balls indexed by I ′ i+1 , with centres x i+1s . We write
Next we derive an estimate as in Lemma 2.3 of [45] . Consider the collection I ′′ i+1 of balls B(x i+1s , 2l i+1 ) whose intersection with some U r of diameter |U r | > l i contains a ball of radius l i+1 . The number of representative elements of colonies in I ′ i+1 is bounded above by (a constant multiple of) |U r | v Γ k v Γ i+1 (see the proof in Lemma 2.3 of [45] which only requires an Ahlfors regular metric space). Note that, given a τ -colony, the number of elements of it in I ′ i+1 corresponding to the intersection with U r is bounded by (a constant multiple of) k β i+1 . Thus we get
where the sum is over those U r of diameter l i > |U r | > l i+1 which fail to avoid elements of I ′′ i+1 quantitatively as above. Then by (6) we get
.
Then choose C ′′ > 0 large enough for which the induction hypothesis provides
Finally we define
. This completes the induction step. Note that i V i is not contained in r U r but is contained in E τ λ Q. Thus the claimed Hausdorff content lower bound holds.
A large intersection property
Let s > 0 be given. We define first the class
where 0 < σ ≤ |∂X|. The limsup sets we will study in this paper will belong to such a collection G s for suitable s. In this section we prove a version of Falconer's large intersection property from [22] for G s . 
Proof. Note that to estimate the left hand side of inequality (7) , it suffices to consider coverings by closed sets. Let I = {E i } i be a covering of F ∩U by closed sets. We wish to bound from below the sum I |E i | t . We may assume without loss of generality that |E i | ≤ |U |.
Let r > 0, be such that
where α > 0 and set 
Then there exists c D > 0 such that if
then, by Definition 2.16 and Lemma 2.15,
for α > 0 small enough.
Below is the statement which needs Ahlfors regularity in this section. 
gives the claim. Below we define a version of the increasing sets property suitable to our situation. For details see for example Rogers [53] or Howroyd [36] . Remark 4.6. The set functionĤ t ∞ is an outer measure. It is bounded from above by H t ∞ (up to a constant depending on the diameter of ∂X; if |F | < 1, the constant can be taken to be one). It satisfies the aforementioned version of the increasing sets property; see for example Howroyd [36] (page 29, Corollary 8.2). Note that the compactness of ∂X is used here.
For the other inequality we note that for s > t, and any s > s ′ > t,
where the third inequality is Lemma 4.2. The claim follows by taking the limit of supremums as s ↓ t. 
. We are now ready for Lemma 4.9 (Large intersection). For all t ∈ (0, v D /β) the following holds. Let {F i } i∈N be a collection of t-metrically dense G δ sets for a fixed σ. Let U be an open set such that |U | < σ, then
It follows that when for Q ∈ D,
Proof. The proof follows Falconer's argument in Lemma 4 of [22] . First assume that F i are a sequence of decreasing open sets. Fix ǫ > 0 small. Set U 0 := U . Then there exists a collection of numbers ǫ i such that
for s > t small enough. The claim follows by taking infimum over all such coverings of i U i and letting ǫ go to zero. The second inequality follows from Lemma 4.3 and the continuity of the exponential function. The third equality follows from Lemma 4.7 and the previous inequalities in the claim. The general case follows as argued in Lemma 4 of [22] .
We summarize this section below. (1) For each E ∈ F s , and each 0 < t < s and Q ∈ D with |Q| < σ, it holds
Remark 4.11. We note that:
(2) It also holds that for each E ∈ G s , each 0 < t < s and
t,E > 0. To see this one compares a given covering of E ∩ U with the Whitney decomposition of U as in Lemma 4.2. We do not present details as we do not require this later.
(3) Versions of Theorem 4.10 hold in locally (uniformly) Ahlfors regular compact metric spaces with suitable dyadic decomposition (Definition 2.11).
Spiraling: shrinking targets and traps
This section is devoted to establishing fine logarithm law type results for geodesics in negative curvature, especially Hausdorff dimension results for 'spiraling' phenomena.
Definition 5.1 (A-manifolds) . A manifold M satisfying the following conditions will be referred to as an A-manifold.
(1) The manifold M has pinched sectional curvature, −a 2 ≤ k ≤ −1.
(2) The action of π 1 (M ) on ∂M equipped with the corresponding Patterson-Sullivan measure is ergodic. (3) The orbit counting estimate (5) from §2.8 holds.
In this section our spaces will satisfy the above basic properties, although we sometimes make stronger assumptions.
We denote by SM the unit tangent bundle of M and by SM x 0 the fiber over x 0 . The unit tangent sphere SM x 0 is equipped with the visual metric dx 0 (see §2.8) by its identification to the visual boundary and with the Patterson-Sullivan measure corresponding to π 1 (M ), for a chosen liftx 0 of x 0 inM . This structure is better suited for studying the asymptotic properties of geodesics in the variable curvature, or the non-compact cases that we consider.
Zero-one laws.
Consider the setup from §3.2 for the space (∂M , d v , µ) wherẽ M is the universal cover of a complete manifold of strictly negative sectional curvature, d := d v is a visual metric in the visual boundary ∂M and µ is a Patterson-Sullivan measure on ∂M corresponding to π 1 (M ).
We have the following consequence of a version of the Borel Cantelli lemma, see Proposition 2 in [55] . Instead of taking the cardinality of the colonies of disjoint balls (within some constant multiple of) e βρ(x 0 ,gx 0 ) consider a multiplicity function written as e n(t) (for a Lipschitz function n) of finitely overlapping balls, that is the cardinality of the colony of g is (within constant multiples of) e n(ρ(x 0 ,gx 0 )) and a point belongs to a bounded number of balls in the colony. Let the radius of a ball in the colony of g be (within some constant multiples of) e −(ρ(x 0 ,gx 0 )+f (ρ(x 0 ,gx 0 ))) for some positive Lipschitz function f . Also, assume that every ball B(ξ g i , Ce −(ρ(x 0 ,gx 0 )+f (ρ(x 0 ,gx 0 ))) ) in the colonies satisfies the condition that its measure is (within constant multiples of) e −(ρ(x 0 ,gx 0 )+f (ρ(x 0 ,gx 0 )))v Γ . This is the case for example (as will be in our considerations), when ξ g i a uniformly radial limit point, that is, there exists R > 0 such that the R-neighbourhood of the (unique) geodesic joining x 0 to the limit point intersects infinitely many orbit points which are no more than R distance away from each other and the orbit point nearest to x 0 in the intersection is in a bounded (by a constant independent of g and i ∈ J g ) neigbourhood of γ ξ g i (ρ(x 0 , gx 0 ) + f (ρ(x 0 , gx 0 ))). Define the set-valued function F f,n (g) := ξ g i ∈Jg B(ξ g i , C i e −(ρ(x 0 ,gx 0 )+f (ρ(x 0 ,gx 0 ))) ).
Lemma 5.2. Let M be an A-manifold. With notation as above, we have that E F f,n has measure zero (resp. one) according as
converges (resp. diverges), where Γ = π 1 (M ).
Proof. Define
where n 0 is chosen such that, for the annulus above the orbit counting estimate should hold and denote the above collection of balls as A k . We show that the A i 's are quasi-independent. Let i < j. Then given a ball in B(ξ g i , e −(ρ(x 0 ,gx 0 )+f (ρ(x 0 ,gx 0 ))) ) lying in A i , the number of balls of A j intersecting it is bounded above by (a constant multiple of)
where we used the orbit counting estimate (5) from §2.8. Next observe that
The rest of the proof is standard (see for example [55] ).
We now consider spiraling of long geodesic pieces into fixed neighbourhoods of a fixed closed, totally geodesic submanifold, a phenomenon we refer to as a spiral trap. The above framework is used below to give a proof of the following 0 − 1 law. This theorem, namely Theorem 5.3 is due to Hersonsky and Paulin (Theorem 4.6 in [32] ). We provide a different argument and we will also use part of the argument later for Hausdorff dimension computations. 
has full (resp. zero) measure if the integral
diverges (resp. converges), where Γ := π 1 (M ) and γ v is the geodesic at x 0 at time zero with direction v and N is the compact core of N .
Proof. Let F 0 be a fundamental domain for the action of Γ := π 1 (M ) onM . Letx 0 andÑ 0 be the corresponding preimages of x 0 and N . In this proof and below we will use the abbreviations ρ g :=ρ(x 0 , gx 0 ) andÑ
First letγ v be the lift of the geodesic corresponding to a direction v ∈ E f N starting atx 0 . Let t n → ∞ be a sequence of times and g ′ n ∈ Γ be a sequence of isometries such thatγ v (t n , t n + f (t n )) ⊂ B(g ′ nÑ0 , ǫ). Let z 0 be the nearest point projection fromx 0 to the preimage of the compact core (that is of N ≃Ñ 0 /Stab(∂Ñ 0 )) ofÑ 0 . Let g ′ n be in the coset [g n ] of Γ/Γ N (where Stab(∂Ñ 0 ) =: Γ N ≃ π 1 (N )) so that g ′ n = g n h n for some h n ∈ Γ N , where g n is such thatρ (x 0 , g n z 0 ) = distρ(x 0 , g n Γ N z 0 ) and assume that g ′ n z 0 = g n h n z 0 is a nearest orbit point forγ v (t n + f (t n )) in the collection g n Γ N (z 0 ), that is
(where c is a positive depending on data). Then there exists a point ξ gnhn ∈ ∂Ñ gn ⊂ ∂M in the shadow SÑ gn (g n z 0 , B N (g n h n z 0 , R N )) for some R > 0 depending on data such that (since the triangle [ξ,x 0 , ξ gnhn ] is a-fat) dx 0 (ξ, ξ gnhn ) ≤ c 2 e −(ρt n +f (tn)) ,
where SÑ gn (·, ·) is used to denote shadows in the boundary of the embedded spacẽ N gn ⊂M of balls in it and ξ is the end point of the geodesic rayγ v . The last inequality holds because g n z 0 is δ M -close to γ ξ gnhn (which follows from the completeness of N ) and by hyperbolicity.
Let z n be the nearest point projection fromγ v (t n + f (t n )) to the geodesic γ ξ,gnz 0 . Then the CAT(−1) inequality applied to the triangle [x 0 , ξ, g n z 0 ] gives
where c 1 depends on the data (which follows by noting from hyperbolicity that distρ(g n z 0 , γ ξ gnhn ) is bounded above, by thin-ness of the triangle [ξ, x 0 , ξ gnhn ] and using the triangle inequality). By (5.1) and (11), we getρ
where c 3 is a positive depending on data and thus (since the triangle [ξ, g n z 0 , ξ gnhn ] is a-fat)
where d gnz 0 is the visual metric on ∂M from basepoint g n z 0 .
Let h ′ n ∈ Γ N be such that g n h ′ n z 0 is a nearest orbit point forγ v (t n ). Then from (12),
where c 5 is a constant depending only on data. Therefore we have that
where B gz 0 (·, ·) is used to denote a ball in the embedded space ∂Ñ g ⊂ ∂M with visual metric d gz 0 .
Applying the 5r-covering theorem to the collection {B gz 0 (η, c 5 e −(ρ h +f (ρ gh )) ) | η ∈ S(gz g , B N (ghz 0 , R N )) ∂Ñ g }, we get a finite collection {B gz 0 (η i , c 5 e −(ρ h +f (ρ gh )) )} of disjoint balls such that concentric balls with five times the radius of the balls in the collection, cover the original collection. By Ahlfors regularity (in the metric space ∂Ñ g ), we know that the number of balls in this subcollection lies between constant positive multiples of e f (ρ gh )v Γ N . Call the set of centres J gh . Note then that a finite number of balls centred at η i of radius c 7 e −(ρ gh +f (ρ gh )) (in the metric dx 0 ) for large enough c 7 depending only on data, with varying g and h (using a compactness argument giving an upper bound on the number of liftsÑ h which intersect with a ball centred at gx 0 ), cover E f N (see (10) ), that is
where η i are the centres (up to a constant at most e f (ρg )v Γ N many) obtained from the covering theorem. Now it follows using the fact that f is Lipschitz and Lemma 5.2 that if the integral in the statement of the claim converges, then E f N has measure zero. Note that Lemma 5.2 applies because the points of η i are uniformly radial limit points (so the volumes of small balls centred around them can be computed by the shadow lemma).
For the other claim, considerÑ g for g ∈ Γ. Let ξ g ∈ S(g, R) ∂Ñ g . There exists a positive number c 8 > 0 large enough depending only on data (and ǫ) (by 1-thinness of [ξ g , z g , gz 0 ]) such that for t > t g := ρ g + c 8 we havẽ
Now if ξ ∈ B(ξ g , c 9 e −(ρg +f (ρg )) ), (for c 9 small enough depending on data and ǫ) then by 1-thinness of [ξ,x 0 , ξ g ] we havẽ
Therefore we have from (14) and (15) that lim sup Bx 0 (ξ g , c 10 e −(ρg +f (ρg )) ) g ∈ Γ, ξ g ∈ S(g, R) ∂Ñ g ⊂ E f N where c 10 depends only on data and ǫ. By a 5r-covering argument with gz 0 as the base point for the visual metric, we can find a disjoint collection of balls {B(ξ g i , c 10 e −(ρg +f (ρg ) )} for varying g, which form a limsup set contained in E f N to which Lemma 5.2 is applied. The theorem follows.
We now move on to considering the shrinking target problem for geodesics around closed, totally geodesic submanifolds. As mentioned before, the shrinking target problem for geodesics in negative curvature has been studied extensively. In contrast to the theorems of Sullivan and Kleinbock-Margulis mentioned in the introduction where cuspidal excursions are studied, we are considering the target to be a closed totally geodesic submanifold of a compact negatively curved manifold. This kind of theorem was first proved by Maucourant [44] where he proved a shrinking target theorem for geodesics approximating a point in a finite volume, not necessarily compact, hyperbolic manifold. In particular, Theorem 5.4 below generalises a theorem of Aravinda, Hersonsky and Paulin (cf. Theorem A.3 in the appendix to [32] ) . 
has measure zero if the integral ) j such that
where the cardinality of the set of indices j is (within constant multiples) of e f (ρ h )s (for ρ h large enough).
Let v ∈ E f N . Then there exist times t n → ∞ such that there exist liftsÑ gn and points x v n ∈Ñ gn , such that
where g n,i ⊂ C gn such that x v n ∈ B(g n,ix0 , 2R) ∩Ñ gn and B(x g n,i
j , e −f (ρg n,i ) ) is the expanded ball obtained from the 5r-covering which contains x v n . Let ξ v =γ v (∞). Let ξ g n,i j be the end point in the visual boundary of the geodesic ray starting fromx 0 and passing through x
where c 2 is a contant depending only on data. Then the first part of the claim follows by Lemma 5.2.
For the next part consider again the decomposition of B(h ix0 , 2R) Ñ h as above. Note that the shadows of the balls B(x g i , e −f (ρg ) ) are disjoint. Using the CAT(−1) inequality it follows that the balls B(ξ g j , c 3 e −(ρg +f (ρg )) ) are disjoint for a constant c 3 depending only on that data. Then we have that
The second part of the claim now follows again from Lemma 5.2.
Strong spiraling.
We begin the section with the following examples involving the flat torus.
Example 5.5. Let f (t) := τ t, for some τ > 0. Consider the flat n-torus. Let λ be the closed geodesic which is the projection of the lines {(k 1 , . . . , k n−1 , t) | t ∈ R, k i ∈ Z} and consider its ǫ neighbourhood for some ǫ > 0. Then for any other geodesic in the torus, which is not parallel to λ and lying in the ǫ neighbourhood, the spiral trap problem has no solutions. Indeed, for solutions to exist, f has to be a bounded function.
Example 5.6. Consider the shrinking target problem in the 3-torus with the same function f as above. Let x 0 be the image under the covering projection of the origin. A connected component of the preimage of a geodesic passing through x 0 will be of the form t → (t, αt, βt) after normalization (ignoring a set of Hausdorff dimension 1). If the above geodesic is a solution to the exponential shrinking target problem (that is with f (t) = e −τ t for some τ > 0) then it can be seen that there exist (p n , q n ) ∈ (Z \ {0}) 2 such that α − p n q n ≤ ce −τ |qn| , for some absolute constant c > 0 and all n ∈ N. By the Jarnik-Besicovitch theorem, the possible values of α are a set of Hausdorff dimension zero. Thus the set of directions along which the geodesics are a solution to the exponential shrinking target problem is a set of Hausdorff dimension one (cf. Corollary 5.9).
Theorem 5.7. Let M be an A-manifold, such that also π 1 (M ) acts convex cocompactly onM . Let N be a complete totally geodesic submanifold in M such that π 1 (N ) acts convex cocompactly onÑ . Let x 0 ∈ M . Fix ǫ > 0 and τ ≥ 0. Then the set
where Γ := π 1 (M ) and γ v is the geodesic at x 0 at time zero with direction v.
Proof. The proof follows from Lemma 3.7 and (the proof of) Theorem 5.3.
Proof of Theorem 1.1. The claim follows from Lemma 3.7 and (the proof of) Theorem 5.4.
The next theorem is a logarithm law for approximation by geodesics bounding funnels in surfaces of pinched negative curvature. The constant curvature case is addressed in [17] .
Theorem 5.8. Let M be an A-surface, such that π 1 (M ) acts convex cocompactly onM . Let λ be a closed geodesic in M which in the compact core is a boundary component. Let 0 ≤ τ ≤ a be fixed. Then for x 0 ∈ M , we have that the set
has Hausdorff dimension satisfying
where the set valued function F α are defined below. Recall the function L from Lemma 2.5. Define
where R is the constant from Lemma 2.5, for all g ∈ G. Letλ 0 be a lift of λ which is nearest tox 0 and z 0 be the nearest point projection fromx 0 toλ 0 . Denoteλ g = gλ 0 . Suppose ξ ∈ E F τ 1 . Then there exists a sequence {g n } n ⊂ Γ such that ξ ∈ B(ξ gn , Re −τ 1ρ (x 0 ,gnx 0 ) ) for all n ∈ N. We may assume that g n is such thatρ(x 0 , g nx0 ) is minimum among the elements of the coset g n Stab(λ 0 ). Then it follows (by the curvature bounds; geodesic triangles are '1-thin') that c a ≤ distρ(g n z 0 , γ ξg n ) ≤ c 1 and let z gn be the nearest point projection from g n z 0 to γ ξg n . Let C ′ > 0 be given. Let t n :=ρ(x 0 , g n z 0 ) + τ t n + c 3 . Then applying the CAT(−1) inequality to the triangle [ξ gn , z gn , g n z 0 ] (for triangle comparison), we get ρ(γ ξg n (t n ),λ gn ) ≤ e −τ tn .
Therefore we haveρ (γ ξg n (t n ),λ gn ) ≤ c 4 e −τ tg n .
Note that |ρ(x 0 , g nx0 ) −ρ(x 0 , z gn )| is bounded by some constant depending on data. Then, for the triangle we get that there exists c 5 such that ρ(γ ξ (t gn ), γ ξg n (t gn ))) ≤ c 5 e −τ tg n .
We deduce that (by the triangle inequality)
The first set-containment relation in the claim follows. For the second containment note that if there is some ξ ∈ ∂M for which there is a C > 0 such thatρ(γ ξ (t n ),λ gn ) ≤ Ce −τ tn for infinite sequences t n → ∞ and g n ∈ Γ, thenρ (γ ξ (t n ), γ ξg n (t n )) ≤ C ′ e −τ tn
(where C ′ = C + 1 for t n large). Noting that the triangle [z gn , ξ gn , g n z 0 ] is a-fat and using (17) we deduce that t n ≥ρ(x 0 , g nx0 ) + τ a t n + C(a, b, Γ).
Next, noting the triangle [ξ, x 0 , ξ gn ] is also a-fat, the lower bound for t n and (16), we have d(ξ, ξ gn ) ≤ c 6 e −τ bρ (x 0 ,gnx 0 ) . Then given 0 < α < τ for n large enough
The theorem now follows from Theorem 3.6.
We have the following corollaries of the previous results. (1) Then the set
and the set
5.3.
Large intersections and simultaneous spiraling. Theorem 4.10 applies to the classes of sets considered in §5.2. We illustrate this with the following simultaneous approximation theorem. 
Remark 5.11. We have the following remarks about the results in this section:
(1) If N is not a point, the Hausdorff dimension lower bounds in Theorems 5.7 and 1.1 are always positive and obtain infimum values of v Γ N and n respectively. (2) In Theorem 5.3 and 5.7 we do not use the smooth structure of manifolds and the method works in the generality of CAT(−1) spaces (with a suitable analog of A-manifolds in this setting) with adequate assumptions on the convex subsets (see Theorem 5.3, [32] ). More precisely, while assuming the hypothesis of Theorem 5.3, in [32] , if also Γ acts convex cocompactly, then the dimesnion result in Theorem 5.7 holds. (3) The situation in Theorems 5.4 and 1.1 is more delicate. If however, there exists adequate information regarding the measure of the shadows of the target submanifolds, then the A-manifold and the convex cocompactness conditions respectively for Theorem 5.4 and 1.1 suffice. Again, the smoothness then plays no role and the method works in the CAT(−1) setting.
Arithmetic applications
In this section, we give some applications of the previous sections to Diophantine approximation. Following Patterson's fundamental work [51] on Diophantine approximation, in which he established analogues of Dirichlet's and Khintchine's theorem, Hill and Velani, [35] proved versions of the Jarník-Besicovitch theorem for Kleinian groups (see also earlier contributions in [17] and [57] ). Here we recall the result of Hill and Velani. Let τ be a real number and, in analogy with Diophantine approximation, denote by W(τ ) the set of x ∈ Λ for which there exist infinitely many g ∈ G such that
Then dim(W(τ )) = δ/τ where δ is the Hausdorff dimension of the limit set of Λ. It follows from our results that more is true, i.e. that W(τ ) ∈ G δ/τ which implies that dim(W(α) ∩ U ) = δ/τ and H δ/τ (W(α) ∩ U ) = ∞ for any nonempty open subset U of Λ.
In particular, Theorem 4.10 applies to the following situation. Let G i be a sequence of Kleinian groups with the same limit set Λ. Let W(τ, G i ) denote the corresponding set of τ approximable points in the limit set with respect to G i . Then,
We note that a more general version of the Jarník-Besicovitch theorem valid for Gromov hyperbolic spaces has been established by Fishman, Simmons and Urbanski, Theorem 7.1 [25] .
We now present an application in the context of Bianchi groups. The following theorem is a consequence of the large intersection property of Falconer in R 2 and the Hausdorff content density estimate from [45] for the action (by Möbius transformations) of the Bianchi subgroups Γ d on the sphere S 2 and gives a refinement of the Járnik-Besicovitch theorem in this context. Namely, we have Theorem 6.1. Let {d i } i ⊂ N be a (possibly infinite) collection of positive square-free integers. Let W 2,d i (τ ) denote the set of points in R 2 which are τ -well approximated by the collection {p/q : p, q ∈ Z[ √ −d i ], Ideal(p, q) = Z[ √ −d i ]}, simultaneously for each i. Then W 2,d i (τ ) is in G 2/τ . In particular, dim(W 2,d i (τ )) = 2/τ and the H 2/τ (W 2,d i (τ )) = ∞. 6.1. Diophantine approximation on quadratic surfaces. The subject of intrinsic Diophantine approximation on quadratic surfaces has attracted attention recently ( [24, 40] ) and, in certain situations, is closely connected to Diophantine approximation on the limit set. Namely, Diophantine approximation on rank 1 quadratic surfaces can be interpreted in terms of the approximation of points in the boundary of hyperbolic space by parabolic fixed points in a lattice. This is described precisely in §3.4 of [24] . We recall the setup briefly. Let ψ c (q) = 1/q c and define A M Q (ψ) = {x ∈ M Q : ∃ infinitely many r ∈ Q ∩ M Q with dist(r, x) ≤ ψ(H(r)).
Here H is the standard projective height defined in (2.1) in [24] , Q is a nonsingular quadratic form on R d+1 with integer coefficients and M Q is the corresponding nonsingular quadratic surface as defined in (2.5) of loc. cit. Using Proposition 3.15 of [24] which interpolates between the two settings, we can deduce the following result from Theorem 4.10. This result can also be deduced from [22] coupled with [45] .
One could also consider intersections of the sets A M Q (N ) where one considers Diophantine approximation with congruence conditions and N refers to the level of the principal congruence subgroups of O(Q; Z); the large intersections property would imply that the intersection also has dimension k/c. In fact this setup is equivalent to the one considered in Theorem 6.1 above.
6.2.
Diophantine approximation in positive characteristic. In this section, let p be a prime, q := p r , for a positive integer r, and let K := F q (T ) be the rational function field with coefficients in F q . Define a function | · | : F q (T ) −→ R ≥0 as follows.
|0| := 0 and P Q := q degree(P ) − degree(Q) for all nonzero P, Q ∈ F q [T ] .
Then | · | is a nontrivial, non-Archimedean and discrete absolute value on F q (T ) and gives rise to a metric on F q (T ). The completion of F q (T ) with respect to this metric is K := F q ((T −1 )), i.e. the field of Laurent series over F q . The absolute value on F q ((T −1 )), again denoted by | · |, is given as follows. Let a ∈ F q ((T −1 )). For a = 0, define |a| = 0. If a = 0, then we can write a = k≤k 0 a k T k where k 0 ∈ Z, a k ∈ F q and a k 0 = 0 .
We define k 0 as the degree of a, which will be denoted by degree(a), and |a| := q degree(a) . This extends the absolute value | · | of F q (T ) to F q ((T −1 )) and moreover, the extension remains non-Archimedean and discrete.
In the positive characteristic setting, the role of integers is played by the polynomial ring F q [T ], that of the rationals is played by F q (T ) and that of the real numbers, by the Laurent series F q ((T −1 )). This subject has been extensively studied, we refer the reader to [42] for a survey; in particular there is an analogue of Dirichlet's theorem (see [26] for a general version) as well as the Jarnik-Besicovitch theorem [41] . There is also an analogy with the action of SL(2, F q [T ]) on its Bruhat-Tits tree T q and its boundary ∂T q which is naturally identified with P 1 (F q ((T −1 ))). Namely, the orbit of ∞ under SL(2, F q [T ]) is the set of rationals. In view of the fact that the Bruhat-Tits tree is a hyperbolic metric space, Diophantine approximation in this context falls naturally in the purview of the theme of this paper. Namely this provides another arithmetic instance of Theorem 4.10 and recovers in a stronger form, the positive characteristic Jarnik-Besicovitch theorem, a result due to Kristensen [41] . This is the exact positive characteristic analogue of Falconer's result. More precisely, one considers the Diophantine inequality |x − m/n| < n −α ,
and as before, let W q (α) denote the set of x ∈ F q ((T −1 )) for which there exist infinitely many polynomials m, n ∈ F q [T ] such that (18) holds. Then, as before, W(2) = F q ((T −1 )) by Dirichlet's theorem and W q (α) has zero Lebesgue measure for α > 2, by the Borel-Cantelli lemma. Kristensen [41] proved the analogue of Jarnik's theorem in the function field setting. We have the following strengthening, the positive characteristic analogue of Falconer's theorem. This result follows from Theorem 4.10, by noting that the density condition can be verified for the Hausdorff content on P 1 (F q ((T −1 ))) by following the argument of Lemma 1.3 and Theorem 2 of [45] . In fact, this also follows from remark 4(c) of [22] .
One can also consider Diophantine approximation in the more general context of quadratic extensions see [29] and in particular, obtain a positive characteristic analogue of Theorem 6.1 above.
