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Abstract
Let k  2 and ai , bi (1  i  k) be integers such that ai > 0 and
∏
1i<jk(aibj − aj bi) = 0. Let
Ω(m) denote the total number of prime factors of m. Suppose
∏
(n) :=∏ki=1(ain+ bi) has no fixed prime
divisors. Results of the form #{n x: Ω(∏(n)) rk}  x(logx)−k where rk is asymptotic to k log k have
been obtained by using sieve methods, in particular weighted sieves. In this paper, we use another kind of
weighted sieve due to Selberg to obtain improved admissible values for rk .
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1. Introduction
Let k  2 and let ai, bi (1 i  k) be integers such that
ai > 0 and
∏
1i<jk
(aibj − ajbi) = 0. (1.1)
Suppose further that
∏
(n) :=
k∏
i=1
(ain + bi)
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#
{
n (mod p):
∏
(n) ≡ 0 (mod p)
}
< p. (1.2)
The prime k-tuples conjecture asserts that there are infinitely many positive integers n for which
each ain+ bi is a prime. Let Ω(m) denote the total number of prime factors of m. Bateman and
Horn [1] conjectured more precisely
#
{
n x: Ω
(∏
(n)
)
= k
}
∼ Cx(logx)−k (1.3)
with some explicit positive constant C, which depends on the coefficients ai and bi . As of today,
this conjecture has not been verified in any single case k  2. However, by way of lower bound
sieves, approximations to (1.3) in the form
#
{
n x: Ω
(∏
(n)
)
 rk
}
 x(logx)−k (1.4)
have been obtained in which rk grows asymptotically like k logk (see [4, Theorem 10.5]). Chen’s
theorem [2] showed (1.4) with r2 = 3. For other small values of k, (1.4) has been proved with
r3 = 8 (Porter [6]), r4 = 12, r5 = 16, r6 = 20, r7 = 25, r8 = 29, r9 = 34, r10 = 39, . . . , etc.
(Diamond and Halberstam [3]). The results for k  4 were obtained by using weighted sieves
and the authors believe that further reductions on rk should be possible.
There is an alternative approach to the problem of (1.4), based on an earlier idea of Selberg.
Back to the late 1940s or early 1950s, Selberg experimented his Λ2-method with various prob-
lems in number theory. In particular he attempted the prime twin problem by considering the
ratio
Q2
Q1
:=
∑
x<n2x{τ(n) + τ(n + 2)}{
∑
d|n(n+2) λd}2∑
x<n2x{
∑
d|n(n+2) λd}2
,
where τ(n) is the divisor function and the λd ’s are arbitrary real numbers. His strategy was to find
λd ’s which make the above ratio as small as possible. This is quite an intractable problem and,
for simplicity, he chose to minimize just the numerator Q2. This was achieved by diagonalizing
the quadratic form Q2 (in the λd ’s). Consequently Selberg showed that for some suitably chosen
λd ’s, Q2/Q1 < 14 + ε for any small positive ε. It then follows that for infinitely many positive
integers n, τ(n)+ τ(n+2) 14, or, of the two numbers n and n+2, one has at most 2, the other
at most 3 prime factors. Selberg’s work was published only in 1991 [7].
The above approach is also efficient in a related problem, namely, to obtain upper bounds for
the individual Ω(ain + bi) for those n counted in the left side of (1.4). In connection with this
problem, Heath-Brown [5] generalizes Selberg’s method and considers the expression
Q :=
∑
nx
{
1 − ρ
k∑
i=1
τ(ain + bi)
}{ ∑
d|∏(n)
λd
}2
,
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possible. If we write
Q = Q1 − ρQ2,
where
Q1 :=
∑
nx
{ ∑
d|∏(n)
λd
}2
and Q2 :=
∑
nx
k∑
i=1
τ(ain + bi)
{ ∑
d|∏(n)
λd
}2
, (1.5)
then one seeks a good lower bound for Q1 and, simultaneously, a good upper bound for Q2. It is
well known that Q2 corresponds to an upper bound sieve problem of sifting density k + 1 while
Q1 is a lower bound sieve of density k. As in Selberg’s approach, Heath-Brown focuses on the
upper bound sieve problem and chooses
λd = μ(d)
(
log(ξ/d)
log ξ
)k+1
for d  ξ, (1.6)
and λd = 0 for d > ξ . Here ξ is the “level of distribution” information of the problem. This
choice of λd ’s is different from the optimal one found by Selberg’s argument in [7], but they
actually come very close to each other. The advantage of using these λd ’s is that they are explicit
and simple, and suitable for the use of complex integrations in estimating Q1 and Q2.
An obvious defect in the above choice of the λd ’s is that, the sum Q1 is not optimized. In fact,
using the λd ’s in (1.6) but with the exponent k + 1 replaced by k, Q1 will attain its (asymptoti-
cally) minimum value. If the exponent k + 1 in (1.6) is replaced by a larger integer, then both Q1
and Q2 will become bigger (cf. (4.1) below). This observation suggests that the exponent k + 1
in (1.6) may not be the best possible choice. At the same time, we notice that if λd and λ′d are
two sets of λ’s, then the convex combination αλd + (1 − α)λ′d , where 0 α  1 yields another
set of λd ’s. This suggests to us the more flexible choice
λd = μ(d)
(
α
(
log(ξ/d)
log ξ
)k+1
+ (1 − α)
(
log(ξ/d)
log ξ
)k+2)
(1.7)
with a free parameter α. This choice of λd ’s leads us to the following result.
Theorem 1. Let k  2 and assume that the integers ai, bi satisfy (1.1) and (1.2). Define
ηk := 13
(
6k2 + 26k + 12 −
√
(k + 3)(9k3 + 33k2 + 100k + 48))
and
rk := k(m − 1) +
[
ηk2−m
]
, where m :=
[
log2
(
ηk
k
)]
. (1.8)
Then there exist  x(logx)−k positive integers n x for which ∏ki=1(ain + bi) is square-free
and has at most rk prime factors. In particular, r2 = 5, r3 = 8, r4 = 12, r5 = 16, r6 = 20, r7 = 24,
r8 = 29, r9 = 33, r10 = 38, . . . , etc.
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1
2k(3k + 8) in place of our ηk .
The above values of rk also improve slightly on those of Diamond and Halberstam [3], for at
least k = 7,9 and 10. While the argument in [3] is essentially elementary, it resorts to numerical
integration to get explicit values for rk . Our method here uses complex analysis and yields a
simple and explicit formula for rk .
The form of λd in (1.7) extends naturally to the more general form
λd = μ(d)
L∑
=k+1
α
(
log(ξ/d)
log ξ
)
, for d  ξ, (1.9)
with the parameters α to be chosen optimally in terms of k and L. This leads to the following.
Theorem 2. Let k, ai, bi be as in Theorem 1 and L  k + 1. Let U = (uij ) and V = (vij ) be
(L − k) × (L − k) matrices, defined respectively by
uij = (i + j)!
(k + i + j)!
and
vij = (i + j − 2)!
(k + i + j)!
{
3ij
(
i + j + k − 2
3
)
+ 2(i + j)(i + j − 1)
}
for 1 i, j  L − k. Both U and V are positive definite matrices. Let z be the largest (positive)
root of the polynomial det(U − zV ) and ρk := z/k. Then there exist  x(logx)−k positive inte-
gers n x for which ∏ki=1(ain + bi) is square-free and has at most rk prime factors, where rk
is given by formula (1.8), but with ηk replaced by ρ−1k .
We note that the above root z is also equal to the largest eigenvalue of the matrix UV −1.
Theorem 1 follows from Theorem 2 by setting L = k + 2. The ηk there is equal to ρ−1k , which
is determined via a quadratic equation. In general, ρ−1k is less than ηk and the difference becomes
more prominent for larger k and L. Using L = k+3 in Theorem 2, we get ρ−18 = 103.3 . . . < 104
and hence r8  28. This reduces by one the value of r8 in [3].
2. Preliminary preparations
Let k  2 and assume the integers ai, bi satisfy (1.1) and (1.2). We first transform the linear
functions ain+bi into more convenient forms. As explained in [5, Section 1] we may, by consid-
ering only those integers n lying in some suitable arithmetical progression, assume the following
additional properties on the coefficients ai, bi (cf. [5, Hypothesis 2]).
Hypothesis. Each of the coefficients ai is composed of the same primes, none of which divides
any of the bj . Furthermore, if i = j , then any prime factor of aibj − ajbi divides each of the a.
For example, the pair of functions n and n + 2 is transformed into 6m − 1 and 6m + 1 for
n = −1 + 6m.
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no solutions mod p for any prime p | A and has exactly k solutions for p  A. Hence p > k when
p  A.
Throughout this paper, x is a sufficiently large number and ξ is a small positive power of x.
All the constants implied in our order estimates may depend on L, the coefficients ai, bi, αr as
well as ε, an arbitrarily small positive number which may not be the same at each occurrence.
Note that the parameters αr depend on k and L only. We also reserve the symbol p exclusively
for primes and the symbol d for square-free positive integers relatively prime to A.
The “level of distribution” ξ which appears in the definition of λd in (1.9) requires some
explanation. For the estimation of Q1 (defined in (1.5)), the level ξ can be taken as large as
x1/2−ε . However, in the estimation of Q2, the more stringent condition that ξ  x1/3−ε is needed.
This condition originates from the error term in the formula
∑
mx
m≡m0 mod q
τ (m) = main term + O(qεx1/3+ε)
for the sum of the divisor function over an arithmetical progression.
Central to the sums Q1 and Q2 are the two multiplicative functions
f1(d) := τk(d)
d
and f2(d) :=
∏
p|d
{
1 −
(
1 − 1
p
)(
1 − k
p
)}
, (2.1)
defined on the set of square-free integers d . In connection with these, define
gi(d) :=
∏
p|d
(
1
fi(p)
− 1
)
, for i = 1,2. (2.2)
For F = f1, f2 and any positive integer , let
S(d,F ) :=
∑
aξ, (a,A)=1
d|a
μ(a)
(
log(ξ/a)
log ξ
)
F (a). (2.3)
This is the same sum S(d,F ) defined in [5, p. 253], except that the exponent k+1 is replaced by 
here. Imitating the argument of [5, pp. 255, 256], we prove the following preliminary estimates.
Lemma 1. Let f1, f2 be the multiplicative functions defined in (2.1) and let
ξ0 := ξ exp
(−4L(log log ξ)2). (2.4)
Suppose L  k + 1 and d  ξ0. We have
S(d,f1) = μ(d) ! C (log ξ/d)
−k

{
1 + O
(
1
)}
(2.5)( − k)! g1(d) (log ξ) log log ξ
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S(d,f2) = μ(d) !
( − k − 1)!
C
g2(d)
A
ϕ(A)
(log ξ/d)−k−1
(log ξ)
{
1 + O
(
1
log log ξ
)}
. (2.6)
Here C is the constant
∏
p|A(1 − p−1)−k
∏
pA{(1 − p−1)−k(1 − kp−1)}. Moreover, for ξ0 <
d  ξ we have
S(d,fi)  fi(d)(log ξ)−+1/4 for i = 1,2. (2.7)
Lemma 2. For any integer ν  0 we have
∑
dξ
(log ξ/d)ν
g1(d)
= ν!
(k + ν)!C
−1(log ξ)k+ν + O((log ξ)k+ν−1) (2.8)
and
∑
dξ
(log ξ/d)ν
g2(d)
= ν!
(k + ν + 1)!
ϕ(A)
AC
(log ξ)k+ν+1 + O((log ξ)k+ν). (2.9)
Proof. The argument for the proof of (2.8) is the same as that in [5, Eq. (16)]. The proof of (2.9)
corresponds to that of Eq. (17) in the same paper. 
Recall the definition of Q1 and Q2 in (1.5), and λd in (1.9).
Lemma 3. For ξ  x1/2−ε we have
Q1 = xM1 + o
(
x(logx)−k
)
,
where
M1 =
∑
dξ
g1(d)
{
L∑
=k+1
αS(d,f1)
}2
.
Proof. In view of (1.9) and (2.3), the function S(d,F ) of [5, p. 253] becomes ∑ αS(d,F ).
Hence our Lemma 3 follows from Eq. (9) and the first statement of Lemma 1 of [5]. 
Analogous to Lemma 1 and Eq. (10) of [5], we have the following:
Lemma 4. For ξ  x1/3−ε we have
Q2 = xk ϕ(A)
A
({
logx + O(1)}M2,1 + 2M2,2 − M2,3)+ o(x(logx)−k),
where
M2,1 :=
∑
g2(d)
{
L∑
αS(d,f2)
}2
,dξ =k+1
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∑
pA
h(p)
∑
dξ
g2(d)
{
L∑
=k+1
αS
([d,p], f2)
}{
L∑
r=k+1
αrSr(d, f2)
}
and
M2,3 :=
∑
pA
h(p)
∑
dξ
g2(d)
{
L∑
=k+1
αS
([d,p], f2)
}2
.
Here the function h(p) is defined by
h(p) := −2(p − k) logp
(k + 1)p − k (2.10)
for each prime p.
3. The main terms
We begin by estimating M1. Replace the function S(d,f1) by the right-hand side of (2.5),
first for d  ξ0, and then also for ξ0 < d  ξ . The bound (2.7) shows that the error thus induced
is acceptable. Hence we have
M1 =
L∑
r,=k+1
αr α
∑
dξ
g1(d)Sr(d, f1)S(d, f1),
in which the inner sum is equal to
!r!
( − k)!(r − k)!C
2
∑
dξ
1
g1(d)
(log ξ/d)+r−2k
(log ξ)+r
{
1 + O
(
1
log log ξ
)}
+ O((log ξ)−k−1).
By (2.8) of Lemma 2, the above sum over d is equal to
( + r − 2k)!
( + r − k)! C
−1(log ξ)−k + O((log ξ)−k−1).
Hence
M1 = C(log ξ)−k
L∑
r,=k+1
αrα
!r!( + r − 2k)!
( − k)!(r − k)!( + r − k)!
+ O((log ξ)−k(log log ξ)−1). (3.1)
Next we turn to the terms M2,1,M2,2 and M2,3 of Q2. Similar to the treatment of M1, we
use (2.6) and (2.7) in Lemma 1 to replace S(d,f2) by the right-hand side of (2.6). Then
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L∑
,r=k+1
ααr
∑
dξ
g2(d)S(d, f2)Sr(d, f2)
=
L∑
,r=k+1
ααr
!r!
( − k − 1)!(r − k − 1)!
(
CA
ϕ(A)
)2
(log ξ)−−r
×
∑
dξ
(log ξ/d)+r−2k−2
g2(d)
{
1 + O
(
1
log log ξ
)}
+ O((log ξ)−k−5/4).
An application of (2.9) to the last sum over d then yields
M2,1 = CA
ϕ(A)
(log ξ)−k−1
L∑
,r=k+1
ααr
× !r!( + r − 2k − 2)!
( − k − 1)!(r − k − 1)!( + r − k − 1)!
{
1 + O
(
1
log log ξ
)}
. (3.2)
For M2,2, we consider separately the sum over d for the cases p  d and p | d . As in
[5, Eq. (19)] we have
M2,2 =
∑
pA
h(p)
∑
d:(d,Ap)=1
g2(d)
{
L∑
r=k+1
αrSr(dp,f2)
}
×
{
L∑
=k+1
α
[
S(d,f2) + g2(p)S(dp,f2)
]}
=
L∑
r,=k+1
αrα
∑
pA
h(p)
∑
d: (d,Ap)=1
dξ/p
g2(d)Sr(dp,f2)
[
S(d,f2) + g2(p)S(dp,f2)
]
.
The innermost sum is over d  ξ/p since otherwise Sr(dp,f2) vanishes. Similar to the
treatment of M1 and M2,1, we use the right-hand side of (2.6) for d  ξ0/p as well as for
ξ0/p < d  ξ/p. The error induced by this procedure on the range ξ0/p < d  ξ/p can be
estimated as follows.
From the right-hand side of (2.6) and (2.7), on noting that f2(d)g2(d) < 1, we have the very
crude bound S(d,f2)  g2(d)−1(log ξ)−k−3/4. Hence, the possible error induced is

L∑
r,=k+1
∑
pA,pξ
∣∣h(p)∣∣ ∑
ξ0/p<dξ/p
(d,Ap)=1
g2(dp)
−1(log ξ)−2k−3/2
 (log ξ)−2k−3/2
∑
pA,pξ
|h(p)|
g2(p)
∑
ξ /p<dξ/p
1
g2(d)
. (3.3)
0
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view of the definition of ξ0 in (2.4). Furthermore, by (2.10) and the definition of g2(p) in (2.2)
h(p)
g2(p)
= −2 logp
p
+ O
(
logp
p2
)
, (3.4)
so that
∑
pξ
|h(p)|
g2(p)
 log ξ. (3.5)
Hence (3.3) is  (log log ξ)2(log ξ)−k−1/2, which is satisfactory. We then find that
M2,2 = −
L∑
r,=k+1
αrα
r!!
(r − k − 1)!( − k − 1)!
(
CA
ϕ(A)
)2
(log ξ)−r−
×
∑
pA,pξ
h(p)
g2(p)
∑
(d,Ap)=1
dξ/p
1
g2(d)
(
log
ξ
pd
)r−k−1
×
{(
log
ξ
d
)−k−1
−
(
log
ξ
pd
)−k−1
+ O
(
(log ξ)−k−1
log log ξ
)}
+ O((log log ξ)2(log ξ)−k−1/2). (3.6)
The contribution of the O-term in the second last line is

∑
r,
(log ξ)−2k−2
log log ξ
∑
pξ
|h(p)|
g2(p)
∑
dξ
1
g2(d)
 (log log ξ)−1(log ξ)−k,
on using (2.9) with ν = 0 and (3.5). This is again satisfactory.
In the remaining multiple sum in (3.6), after switching the order of summations on p and d ,
there are sums over p of the form
∑
pAd,pξ/d
h(p)
g2(p)
(
log
ξ
pd
)ν
, ν  0.
Using (3.4), this sum can be simplified to
∑
pAd,pξ/d
−2 logp
p
(
log
ξ
pd
)ν
+ O((log ξ/d)ν)
= −2
∑ logp
p
(
log
ξ
pd
)ν
+ O
((
log
ξ
d
)ν ∑ logp
p
)
. (3.7)pξ/d p|Ad
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
∑
p|d
p−1 logp 
∑
plog ξ
p−1 logp  log log ξ,
since for d  ξ , d has O((log ξ)(log log ξ)−1) prime factors. Using the elementary formula∑
py p
−1 logp = logy +O(1) and partial summation, the main term in (3.7) is easily found to
be
−2
ν + 1 (log ξ/d)
ν+1 + O((log ξ/d)ν).
Hence for any integer ν  0, we have
∑
pAd,pξ/d
h(p)
g2(p)
(
log
ξ
pd
)ν
= −2
ν + 1 (log ξ/d)
ν+1 + O((log ξ/d)ν log log ξ). (3.8)
With this we find from (3.6) that
M2,2 = 2
(
CA
ϕ(A)
)2 L∑
r,=k+1
αrα
r!!
(r − k − 1)!( − k − 1)! (log ξ)
−r−
×
∑
dξ
1
g2(d)
{
( − k − 1)
(r − k)(r +  − 2k − 1) (log ξ/d)
r+−2k−1
+ O((log ξ/d)r+−2k−2(log log ξ))}+ O((log ξ)−k(log log ξ)−1).
On applying (2.9) to the inner sum over d , we have
M2,2 = 2CA
ϕ(A)
L∑
r,=k+1
αrα
r!!(r +  − 2k − 2)!( − k − 1)
(r − k)!( − k − 1)!(r +  − k)! (log ξ)
−k + O
(
(log ξ)−k
log log ξ
)
.
Notice that in the last double sum, those terms with  = k+1 actually vanish. The work in [5]
corresponds to r =  = L = k+1 in our present situation. That is why in [5, (21)], the expression
M2,2 does not have a main term.
Finally, by taking the average of the coefficients of αrα and ααr , we can rewrite the above
in the symmetric form
M2,2 = CA
ϕ(A)
L∑
r,=k+1
αrαCr,(log ξ)−k + O
(
(log ξ)−k
log log ξ
)
, (3.9)
where
Cr, = r!!(r +  − 2k − 2)!{( − k)( − k − 1) + (r − k)(r − k − 1)}
(r − k)!( − k)!(r +  − k)! .
We come now to the last term M2,3. As in the treatment of M2,2, on considering separately the
cases p  d and p | d , we find that
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∑
pA
h(p)
( ∑
(d,Ap)=1
g2(d)
{
L∑
r=k+1
αrSr(dp,f2)
}2
+
∑
(d,Ap)=1
g2(p)g2(d)
{
L∑
r=k+1
αrSr(dp,f2)
}2)
=
∑
pA
h(p)
f2(p)
∑
(d,Ap)=1
g2(d)
{
L∑
r=k+1
αrSr(dp,f2)
}2
=
L∑
r,=k+1
αrα
∑
pA,pξ
h(p)
f2(p)
∑
(d,Ap)=1
dξ/p
g2(d)Sr(dp,f2)S(dp,f2),
on noting that 1 + g2(p) = 1/f2(p). As before we replace the Sr and S in the above by the
right-hand side of (2.6). The error thus induced on the range ξ0/p < d  ξ/p is

∑
pA,pξ
|h(p)|
f2(p)g2(p)2
(log ξ)−k−3/2 log(ξ/ξ0)  (log ξ)−k−1/2 log log ξ,
in view of (2.4), the fact that f2(p)g2(p) = 1 − f2(p)  1 and (3.5). Hence we have
M2,3 =
(
CA
ϕ(A)
)2 L∑
r,=k+1
αrα
r!!
(r − k − 1)!( − k − 1)! (log ξ)
−r−
×
∑
pA,pξ
h(p)
f2(p)g2(p)2
∑
(d,Ap)=1
dξ/p
1
g2(d)
(
log
ξ
pd
)r+−2k−2(
1 + O(log log ξ)−1)
+ O((log ξ)−k−1/2 log log ξ). (3.10)
The inner sum over d is equal to
∑
(d,A)=1
dξ/p
1
g2(d)
(
log
ξ
pd
)r+−2k−2
−
∑
(d,Ap)=1
dξ/p2
1
g2(pd)
(
log
ξ
p2d
)r+−2k−2
,
which we can estimate by means of (2.9). This is equal to
(r +  − 2k − 2)!
(r +  − k − 1)!
ϕ(A)
AC
(log ξ/p)r+−k−1
+ O((log ξ)r+−k−2)+ O(g2(p)−1(log ξ)r+−2k−2 ∑ g2(d)−1
)dξ
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 − 2k − 2)!
(r +  − k − 1)!
ϕ(A)
AC
(log ξ/p)r+−k−1
+ O((1 + p−1 log ξ)(log ξ)r+−k−2),
since g2(p)−1  p−1. On substitution into (3.10), this yields the main term of M2,3, which is
CA
ϕ(A)
L∑
r,=k+1
αrα
r!!(r +  − 2k − 2)!
(r − k − 1)!( − k − 1)!(r +  − k − 1)! (log ξ)
−r−
×
∑
pA,pξ
h(p)
f2(p)g2(p)2
(
log
ξ
p
)r+−k−1
.
The last sum here can be estimated in the same way as (3.8) since, similar to (3.4)
h(p)
f2(p)g2(p)2
= −2 logp
p
(
1 − 1
p
)−2(
1 − k
p
)−1
= −2 logp
p
+ O
(
logp
p2
)
.
Hence
∑
pA,pξ
h(p)
f2(p)g2(p)2
(
log
ξ
p
)r+−k−1
= −2
(r +  − k) (log ξ)
r+−k + O((log ξ)r+−k−1).
It is easy to verify that all the O-terms occurred in the course of our estimation contribute an
error which is  (log ξ)−k−1 or (log ξ)−k(log log ξ)−1. So, in sum, we have
M2,3 = −2CA
ϕ(A)
L∑
r,=k+1
αrα
r!!(r +  − 2k − 2)!
(r − k − 1)!( − k − 1)!(r +  − k)! (log ξ)
−k
+ O((log ξ)−k(log log ξ)−1). (3.11)
4. Proof of Theorem 2
We now collect all the estimates for the main terms in Section 3 into Q1 and Q2. To simplify
our expressions we make the following substitution of the parameters
r!
(r − k)!αr → α
′
r−k for r = k + 1, k + 2, . . . ,L.
Let α := (α′1, α′2, . . .) be the vector of the parameters. Then from (3.1) and Lemma 3, we have
Q1 = Cx(log ξ)−k
L−k∑
α′iα′j
(i + j)! + o(x(logx)−k). (4.1)i,j=1 (k + i + j)!
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mates (3.2), (3.9) and (3.11), we find that
Q2 = Ckx(log ξ)−k
L−k∑
i,j=1
α′iα′j
(i + j − 2)!
(k + i + j)!
{
3ij
(
i + j + k − 2
3
)
+ 2(i + j)(i + j − 1)
}
+ o(x(logx)−k).
Thus,
Q = Q1 − ρQ2 = Cx(log ξ)−kα(U − ρkV )αT + o
(
x(logx)−k
)
,
where U and V are the matrices in Theorem 2. These two matrices are positive definite. If we
let z to be the largest root of the polynomial det(U − zV ) and let α be a unit vector such that
(U − zV )αT = 0, then α(U − ρkV )αT > 0 whenever ρk < z. With this choice of α and for any
ρ < ρk := z/k we have Q  x(logx)−k . The contribution of those n for which Π(n) is divisible
by the square of a prime is handled by the following estimates:
∑
nx,p0|Π(n)
( ∑
d|Π(n)
λd
)2
 x(logx)
−k
p0(log logx)2
,
uniformly for primes p0  (logx)4k ; and
∑
nx,p20 |Π(n)
( ∑
d|Π(n)
λd
)2
 p−20 x(logx)3k,
uniformly for primes p0  x1/6. These two estimates are the content of [5, Theorem 3]. Then
the same argument of [5, Section 6] shows that the contribution to Q from those n for which
Π(n) is not square-free is o(x(logx)−k). Thus if N denotes the set of n x for which Π(n) is
square-free and
1 − ρ
k∑
i=1
τ(ain + bi) > 0,
then for each n ∈N , τ(Π(n)) =∏ki=1 τ(ain + bi) ρ−k , and
( ∑
d|Π(n)
λd
)2
 ρ−2k.
Hence,
∑{
1 − ρ
k∑
τ(ain + bi)
}
 x(logx)−k.n∈N i=1
46 K.-H. Ho, K.-M. Tsang / Journal of Number Theory 120 (2006) 33–46It follows that #N  x(logx)−k , and for each n ∈N ,∑ki=1 2Ω(ain+bi ) < ρ−1. As ρ can be taken
arbitrarily close to ρk and the sum on the left is an integer, we deduce that
k∑
i=1
2Ω(ain+bi ) 
[
ρ−1k
]
.
To obtain the formula for rk in (1.8), we only have to observe that when Ω(Π(n)) attains max-
imum, maxi (Ω(ain + bi)) − mini (Ω(ain + bi)) 1. This finishes the proof of Theorem 2, and
hence also Theorem 1.
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