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In this paper, we will show the existence of partially regular solutions to the initial–
boundary value problem for Landau–Lifshitz equations with nonpositive anisotropy con-
stants in three or four space dimensions. The partial regularity is proved up to the
boundary both for the Dirichlet problem and for the Neumann problem. In addition, for
the Neumann case, a generalized stability condition which ensures the partial regularity
is given. For equations with positive or negative anisotropy coeﬃcients, we will give two
results of existence and uniqueness for the solutions corresponding to ground states.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and main results
In this paper we shall study a leftover problem concerning the anisotropic Landau–Lifshitz equation in three or four
space dimensions. Let a ferromagnet Ω ⊂ Rm (m = 3,4) be a bounded domain with smooth boundary ∂Ω , Ω = Ω ∪ ∂Ω ,
and let S2 ⊂ R3 be the unit 2-sphere. The magnetization in a continuum ferromagnet as a function of space and time,
u = (u1,u2,u3) : Ω ×R+ → S2, is a solution of the nonlinear Landau–Lifshitz equation (see [10,11])
∂tu = −αu × (u × Heff)− βu × Heff, (1.1)
where α > 0 (called the Gilbert damping constant) and β ∈ R are given constants, × denotes the cross product in R3, and
Heff = u + γ1u1k1 + γ2u2k2 is the effective ﬁeld, where γ1, γ2 ∈ R are anisotropy constants and ki (i = 1,2,3) are the
standard orthogonal axes in R3. It is well known that
• if γ1 = 0, γ2 = 0, Eq. (1.1) is the case of biaxial ferromagnet;
• if γ1 = 0, γ2 = 0, (1.1) corresponds to the uniaxial ferromagnet with its anisotropy axis coincident with the k1-axis, and
if γ1 < 0 (respectively γ1 > 0), the anisotropy is of easy-plane (respectively easy-axis) type;
• if γ1 = γ2 = 0, this is the case of isotropic ferromagnet.
A lot work contributed to the study of the isotropic Landau–Lifshitz equation
∂tu = −αu × (u ×u)− βu ×u. (1.2)
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336 T. Li et al. / J. Math. Anal. Appl. 345 (2008) 335–349Years ago, F. Alouges and A. Soyeur have showed in [1] that with the initial data g ∈ H1loc(R3), ∇g ∈ L2(R3) and |g| = 1 a.e.
there exists a global weak solution of (1.2). Noting that (1.2) is the heat ﬂow of harmonic maps into S2 for α = 1 and β = 0,
an interesting question is asked: Whether and when the partially regular (i.e. smooth away from a closed set of small size)
solutions of (1.2) exist for general α and β? To answer this question, the ﬁrst progress in two space dimensions was made
by B. Guo and M. Hong [9], in which they established the same partial regularity results as those for the heat ﬂow (cf. [4]).
In 2002, R. Moser [13] introduced the stability condition for weak solutions of the isotropic Landau–Lifshitz equation and
established the partial regularity result in three or four dimensions. It is worth noticing that his method is different from
and much simpler than the one usually used for the heat ﬂow although it cannot be applied to higher dimensional case.
Recently, for the anisotropic equation (1.1) in three dimensions, authors in [6] extended the partial regularity result by
introducing Moser’s stability condition and proved the global existence of partially regular solutions for easy-plane type in
whole space, that is, ∂Ω = φ. Here we consider initial–boundary value problems for (1.1) in order to generalize those results
for ∂Ω being nonempty. Firstly, we discuss problems with the Dirichlet condition:
u(x,0) = g(x), for x ∈ Ω, and u(x, t) = g(x), for (x, t) ∈ ∂Ω ×R+, (1.3)
where g ∈ C2,δ(Ω,S2). We turn then to solve problems with the Neumann condition:
u(x,0) = h(x), for x ∈ Ω, and ∂u
∂ν
(x, t) = 0, for (x, t) ∈ ∂Ω ×R+, (1.4)
where ∂u/∂ν is the normal derivative of u and h ∈ C2,δ(Ω,S2) with ∂h/∂ν = 0 on ∂Ω .
We consider later on (1.1) of easy-plane type and simplify the presentation by assuming α2 + β2 = 1, γ1 = −1, γ2 = 0
and k = k1 = (1,0,0). In the classical sense, such the simpliﬁed form of (1.1) is equivalent to
α∂tu + βu × ∂tu = u + |∇u|2u − u1k + u21u, (1.5)
since F × (G × H) = 〈F , H〉G − 〈F ,G〉H and 〈u,u〉 = −|∇u|2 for u ∈ S2. In the sequel, we will concentrate on the ver-
sion (1.5). Deﬁne the space
W 1
(
Ω ×R+,S2
)= {u ∈ H1loc(Ω ×R+,R3): |u| = 1 a.e. on Ω ×R+, ∂tu ∈ L2(Ω ×R+), and ∇u ∈ L∞t L2x(Ω ×R+)}.
If u ∈ W 1(Ω × R+,S2) and 0 < T < ∞, u ∈ H1(Ω × (0, T )). A map u ∈ W 1(Ω × R+,S2) is called a global weak solution
of (1.5), if for any φ ∈ C∞0 (Ω ×R+,R3),
∞∫
0
∫
Ω
〈
Ru∂tu − |∇u|2u + u1k − u21u, φ
〉+ 〈∂iu, ∂iφ〉dxdt = 0,
where Ru∂tu = α∂tu + βu × ∂tu, ∂i = ∂∂xi (i = 1, . . . ,m), and 〈·,·〉 denotes the standard inner product with respect to the
target space indices in R3. Here and throughout the paper we sum over repeated Greek indices from 1 to m.
Deﬁnition 1.1. Given g in C2,δ(Ω,S2), we say that u solves globally Eq. (1.5) with the Dirichlet initial–boundary value
condition (1.3), if
(i) u ∈ W 1(Ω ×R+,S2) is a global weak solution of (1.5),
(ii) (1.3) holds in the sense of traces, and
(iii) for all T > 0,
∫
Ω×{T }
|∇u|2 + u21
2
dx+ α
T∫
0
∫
Ω
|∂tu|2 dxdt 
∫
Ω
|∇g|2 + g21
2
dx. (1.6)
Deﬁnition 1.2. Given h ∈ C2,δ(Ω,S2) with ∂h/∂ν = 0 on ∂Ω , we say u ∈ W 1(Ω × R+,S2) solves globally (1.5) with the
Neumann initial–boundary value condition (1.4), if
(i) u is a weak solution of (1.5), moreover, for any φ ∈ C∞0 (Ω × [0,∞),R3),
∞∫
0
∫
Ω
〈
Ru∂tu − |∇u|2u + u1k − u21u, φ
〉+ 〈∂iu, ∂iφ〉dxdt = 0,
(ii) u(x,0) = h(x) holds in the sense of traces, and
(iii) the energy estimate (1.6) holds true replacing g by h.
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Theorem 1.3. With nonpositive anisotropy constants, there is a global weak solution u ∈ W 1(Ω × R+,S2) to the initial–boundary
value problem for (1.1) with (1.3) (or (1.4)), which is smooth off a singular set Σ . Σ is closed in Ω × R+ and has a locally ﬁnite
m-dimensional Hausdorff measure with respect to the parabolic metric (d((x, t), (y, s)) = |x− y| + √|t − s|).
The proof is divided as follows. In Sections 2 and 3, following from the same line of arguments as that in [3,13] (cf. [12]),
we deal with the Dirichlet problem. Very recently, C. Wang [14] discussed a similar issue and proved the existence of
partially regular solutions to (1.2), while our paper was still in its infancy. We think that our proof may have independent
interest since there are differences in technical details—in particular, we will take care the general case on boundary and
will not utilize the BMO and Hardy spaces. Another interesting remark is that the nonpositive anisotropy constants are
restricted in the proof. In Section 4, we state brieﬂy the differences in handling the Neumann problem from the Dirichlet
problem and thus ﬁnish the proof of Theorem 1.3. Moreover, for the Neumann case a generalized stability condition and the
next theorem are achieved.
Theorem 1.4. Any weak solution of the Neumann problem (1.1) with (1.4) satisfying the stability condition (see Deﬁnition 4.1) is
partially regular in Ω ×R+ , and its singular set has vanishing m-dimensional parabolic Hausdorff measure.
Corollaries below assert that, for easy-plane ferromagnets if the ground state data is directed arbitrarily in the ‘easy’
plane, so does the magnetization; and if the ground state data is along its ‘easy’ axis for the easy-axis type, so does the
magnetization [10].
Corollary 1.5. With positive anisotropy constants, there is a global weak solution u ∈ W 1(Ω ×R+,S2) of (1.1) with (1.3) (or (1.4)).
Furthermore, for g(x) (or h(x)) being (±1,0,0), the solution is uniquely the trivial one.
Proof. The proof of the existence is similar to that of Theorem 1.5 in [1]; see also [7]. Considering the easy-axis type
(i.e. γ1 = 1), the energy estimate (1.6) is replaced by
∫
Ω×{T }
|∇u|2 − u21
2
dx+ α
T∫
0
∫
Ω
|∂tu|2 dxdt 
∫
Ω
|∇g|2 − g21
2
dx, for all T > 0.
Thus, for g(x) = (±1,0,0), we have
0−
∫
Ω
g21
2
dx+
∫
Ω×{T }
u21
2
dx,
and obtain the uniqueness immediately. 
Corollary 1.6.With negative anisotropy constants, there is a global partially regular solution u ∈ W 1(Ω ×R+,S2) of (1.1)with (1.3)
(or (1.4)). Furthermore, for a constant data g(x) ≡ (0, g2, g3) ∈ S2 (or h(x) ≡ (0,h2,h3) ∈ S2), the solution is the trivial data uniquely.
Proof. The existence is due to Theorem 1.3. From (1.6),
0
∫
Ω×{T }
|∇u|2
2
dx+ α
T∫
0
∫
Ω
|∂tu|2 dxdt −
∫
Ω×{T }
u21
2
dx,
and the uniqueness follows immediately. 
2. Approximations and monotonicity inequalities
In this and next sections, we prove the Dirichlet case of Theorem 1.3 mainly along the same line of arguments to
that in [3,13] (see also [12,14]). We consider solutions u = u(ε) , 0 < ε < 1, of the following Ginzburg–Landau approximate
problems⎧⎨
⎩
Ru∂tu = u + Pε(u)u − u1k, (x, t) ∈ Ω ×R+,
u(x,0) = g(x), x ∈ Ω,
u(·, t)|∂Ω = g(·)|∂Ω, t ∈R+,
(2.1)
where Pε(u) = 1ε2 (1 − |u|2). For any 0 < ε < 1, problem (2.1) has a solution u = u(ε) ∈ C∞(Ω × [0,∞),R3) tby the
standard parabolic theory or the Galerkin’s method. Using the maximum principle for parabolic equations, one has
338 T. Li et al. / J. Math. Anal. Appl. 345 (2008) 335–349|u| 1 = |g|. In fact, if there exists (x0, t0) ∈ Ω ×R+ such that |u|(x0, t0) = maxΩ×[0,t0] |u|(x, t) > 1, then ∂t |u|2(x0, t0) 0,
|u|2(x0, t0) 0, Pε(u)|u|2(x0, t0) < 0 and a contradiction
α∂t |u|2(x0, t0) = |u|2 − 2|∇u|2 + 2Pε(u)|u|2 − 2u21 < 0.
Let us now say a word about the notations which are in effect in the following statements. Denote z = (x, t) in Rm ×R+ .
For z0 = (x0, t0) and r > 0, let
Br(x0) =
{
x ∈Rm: |x− x0| < r
}
,
Pr(z0) =
{
z = (x, t): |x− x0| < r, |t − t0| < r2
}
,
Br = Br(0) and Pr = Pr(0). For u = u(ε) , let fε(u) = 12 |∇u|2 + 14ε2 (1− |u|2)2. Deﬁne
Fε(u, t) =
∫
Ω×{t}
fε(u)dx,
Fbε (u, x0, t, r) = r2−m
∫
(Ω∩Br (x0))×{t}
fε(u)dx,
F pε (u, z0, r) = r−m
∫
(Ω×R+)∩Pr (z0)
fε(u)dz,
Ibε (u, x0, t, r) = r4−m
∫
(Ω∩Br (x0))×{t}
|∂tu|2 dx,
I pε (u, z0, r) = r2−m
∫
(Ω×R+)∩Pr (z0)
|∂tu|2 dz,
and
Pbε (u, x0, t, r) =
∫
(Ω∩Br (x0))×{t}
(1− |u|2)2
ε2|x− x0|m−2 +
|2(m− 2)(x− x0) · ∇u − |x− x0|2Ru∂tu|2
2(m − 2)|x− x0|m dx.
Lemma 2.1. The solution u = u(ε) satisﬁes the following energy estimates
Fε(u, τ )+
∫
Ω×{τ }
u21
2
dx+ α
τ∫
0
∫
Ω
|∂tu|2 dz =
∫
Ω
|∇g|2 + g21
2
dx, τ > 0. (2.2)
And there exists a positive constant c1 = c1(α) such that, for any ϕ ∈ C∞0 (Rm × [0,∞)) and [t1, t2] ⊂ [0,∞),
∫
Ω×{t2}
fε(u)ϕ
2 dx+ α
2
t2∫
t1
∫
Ω
|∂tu|2ϕ2 dz
∫
Ω×{t1}
fε(u)ϕ
2 dx+ c1
t2∫
t1
∫
Ω
fε(u)
(|∇ϕ|2 + |∂tϕ2|)dz + c1
t2∫
t1
∫
Ω
|ϕ|2 dz. (2.3)
Proof. From the approximation equation,
α
∫
Ω
|∂tu|2ϕ2 dx =
∫
Ω
〈Ru∂tu, ∂tu〉ϕ2 dx
=
∫
Ω
〈(
u + Pε(u)u − u1k
)
, ∂tu
〉
ϕ2 dx
=
∫
Ω
−2〈∂iu, ∂tu〉∂iϕϕ − ∂t fε(u)ϕ2 − u1∂tu1ϕ2 dx,
then we obtain (2.3) by integrating over time [t1, t2] and applying the Cauchy’s and Hölder’s inequalities. A similar argument
implies equality (2.2). 
It is clear that the energy estimate (1.6) in Deﬁnition 1.1 is easily attributed to (2.2).
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⎩
Ru∂tu = u + Pε(u)u + u1k, (x, t) ∈ Ω ×R+,
u(x,0) = g(x), x ∈ Ω,
u(·, t)|∂Ω = g(·)|∂Ω, t ∈R+,
one has the L∞-estimate |u| < 2, the global energy identity
Fε(u, τ )−
∫
Ω×{τ }
u21
2
dx+ α
τ∫
0
∫
Ω
|∂tu|2 dz =
∫
Ω
|∇g|2 − g21
2
dx, τ > 0,
and the local energy estimate (2.3).
Next lemma guarantees the generalized energy monotonicity inequalities, which are very important in partial regularity
discussions.
Lemma 2.3. For any regular solution u = u(ε) of (2.1) and t > 0, the following interior and boundary energy monotonicity inequalities
hold.
(i) There exists a generic constant c2 > 0 such that for Bs(x0) ⊂ Br(x0) ⊂ Ω ,
Fbε (u, x0, t, s)+Pbε (u, x0, t, r) 10Fbε (u, x0, t, r)+ 6Ibε (u, x0, t, r)+ c2r4. (2.4)
(ii) There exist ρ0 > 0 depending only onΩ , C g > 0 depending only on the C2-norm of g and C∗g = C2g exp(Cg) such that for x0 ∈ ∂Ω
and 0< s< r  ρ0 ,
exp(Cgs)Fbε (u, x0, t, s) Cg exp(Cgr)Fbε (u, x0, t, r)+ C∗gIbε (u, x0, t, r)+ C∗gr, (2.5)
and
Pbε (u, x0, t, r) Cg exp(Cgr)Fbε (u, x0, t, r)+ C∗gIbε (u, x0, t, r)+ C∗gr. (2.6)
Proof. To prove (i). Without loss of generality, assume x0 = 0. Choose smooth functions ηk : [0,∞) → [0,∞) which converge
to the characteristic function of [0,ρ) (s  ρ  r). Multiplying the approximation equation by ηk(|x|)x · ∇u and integrating
over Ω , we get∫
Ω×{t}
(
〈Ru∂tu,∇u〉 · x− m− 2
2
|∇u|2 − m
4ε2
(
1− |u|2)2 + u1∇u1 · x
)
ηk dx
=
∫
Ω×{t}
(
1
2
|∇u|2|x| + 1
4ε2
(
1− |u|2)2|x| − |x · ∇u|2|x|−1)η′k dx.
Hence the convergence of ηk implies∫
Bρ
〈Ru∂tu,∇u〉 · x− fε(u)+ u1∇u1 · xdx =
∫
∂Bρ
|x · ∇u|2ρ−1 − fε(u)ρ dω, (2.7)
where fε(u) = m−22 |∇u|2 + m4ε2 (1−|u|2)2 is a modiﬁed Ginzburg–Landau energy density with fε  f 4 fε , and dω indicates
the (m− 1)-dimensional area element in ∂Bρ . Deﬁne
Ψ (ρ, t) = ρ2−m
∫
Bρ×{t}
fε(u)− 〈Ru∂tu,∇u〉 · x− u1∇u1 · xdx.
Computing the derivative of Ψ (ρ, t) and using (2.7), we get
d
dρ
Ψ (ρ, t) = (m− 2)ρ1−m
∫
∂Bρ×{t}
|x · ∇u|2ρ−1 − fε(u)ρ dω + ρ2−m
∫
∂Bρ×{t}
fε(u)− 〈Ru∂tu,∇u〉 · x− u1∇u1 · xdω
=
∫
∂Bρ×{t}
(m− 2)ρ−m|x · ∇u|2 + 1
2ε2
ρ2−m
(
1− |u|2)2 − ρ2−m〈Ru∂tu,∇u〉 · x− ρ2−mu1∇u1 · xdω.
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Ψ (r, t)−Ψ (s, t) =
∫
Br\Bs
(m− 2)|x|−m|x · ∇u|2 + 1
2ε2
|x|2−m(1− |u|2)2 − |x|2−m〈Ru∂tu,∇u〉 · x− |x|2−mu1∇u1 · xdx
=
∫
Br\Bs
1
2ε2
|x|2−m(1− |u|2)2 + (m− 2)|x|−m∣∣∣∣x · ∇u − |x|2Ru∂tu2(m − 2)
∣∣∣∣
2
− |x|
4−m
4(m − 2) |Ru∂tu|
2 − |x|2−mu1∇u1 · xdx,
so, by Cauchy’s inequality, we obtain
Ψ (s, t)+
∫
Br\Bs
1
2ε2
|x|2−m(1− |u|2)2 + (m− 2)|x|−m∣∣∣∣x · ∇u − |x|2Ru∂tu2(m − 2)
∣∣∣∣
2
dx
= Ψ (r, t)+
∫
Br\Bs
|x|4−m
4(m− 2) |Ru∂tu|
2 + |x|2−mu1∇u1 · xdx
 Ψ (r, t)+ r
4−m
4
∫
Br\Bs
|∂tu|2 dx+
∫
Br\Bs
|x|3−m|∇u|dx
 Ψ (r, t)+ r
4−m
4
∫
Br\Bs
|∂tu|2 dx+ r
2−m
2
∫
Br\Bs
|∇u|2 dx+ cr4. (2.8)
Using the estimates
Ψ (r, t) r2−m
∫
Br×{t}
fε(u)+ 1
2
(|Ru∂tu|2|x|2 + |∇u|2 + |∇u|2 + |x|2)dx
 4r2−m
∫
Br×{t}
fε(u)dx+ r
4−m
2
∫
Br×{t}
|∂tu|2 dx+ cr4 (2.9)
and ∣∣∣∣s2−m
∫
Bs×{t}
〈Ru∂tu,∇u〉 · x+ u1∇u1 · xdx
∣∣∣∣ s2−m
∫
Bs×{t}
|∇u|2 + c()|Ru∂tu|2|x|2 + c()|x|2 dx
 s2−m
∫
Bs×{t}
|∇u|2 dx+ c()s4−m
∫
Bs×{t}
|∂tu|2 dx+ c()s4, (2.10)
we conclude (i) immediately from (2.8) by taking small  .
There is a little technical change to the above process to prove conclusion (ii). The assumptions on Ω and ∂Ω allow
one can choose a suitable small positive constant ρ0, such that for any p0 ∈ ∂Ω , one can transform the boundary domain
Ω ∩ Bρ0 (p0) into the half ball B+ρ0 = {x = (x1, . . . , xm) ∈ Rm: |x| < ρ0, xm > 0}, and that these transformations depending
on p0 are uniformly bounded with C2-norm. After such a transformation, the form of the equation is changed. In particular,
the Laplacian operator  on Ω ∩ Bρ0 (p0) becomes an elliptic operator L = L(p0) on B+ρ0 , which has the divergence form
L(p0)u = ∂ j
(
aij(x)∂iu
)+ bk(x)∂ku + e(x)u,
where the symmetric m×m matrix ((aij(x))) is positive deﬁnite and elliptic. Moveover, according to similar and much more
calculations as that in §6.3.2 of [5], one has
‖aij − δi j‖C2(B+ρ ) + ‖bk‖C1(B+ρ ) + ‖e‖C1(B+ρ ) = O (ρ), ρ → 0, (2.11)
uniformly for all p0 ∈ ∂Ω , where O (·) indicates the Big-oh. Denote (∂Bρ)+ = {x: |x| = ρ, xm > 0}, ∂Ωρ = {x: |x|  ρ,
xm = 0} and ∂B+ρ = (∂Bρ)+ ∪ ∂Ωρ . From the changed approximation equation,∫
B+ρ ×{t}
〈
Ru∂tu,∇(u − g)
〉 · xdx = ∫
B+ρ ×{t}
〈
Lu,∇(u − g)〉 · x+ 〈Pε(u)u,∇(u − g)〉 · x− u1∇(u1 − g1) · xdx
:= I + II −
∫
B+×{t}
u1∇(u1 − g1) · xdx.ρ
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I =
∫
∂B+ρ
〈
aij∂iuν j,∇(u − g)
〉 · x− 1
2
〈aij∂iu, ∂ ju〉x · ν dω
+
∫
B+ρ
m− 2
2
〈aij∂iu, ∂ ju〉 + 12 〈∂kai j∂iu, ∂ ju〉xk dx
+
∫
B+ρ
〈aij∂iu,∇∂ j g〉 · x+ 〈aij∂iu, ∂ j g〉 +
〈
bk∂ku + eu,∇(u − g)
〉 · xdx
= ρ
∫
(∂Bρ )+
〈aij∂iuν j,∇u · ν〉 − 〈aij∂iuν j,∇g · ν〉 − 12 〈aij∂iu, ∂ ju〉dω
+
∫
B+ρ
m− 2
2
〈aij∂iu, ∂ ju〉 + 12 〈∂kai j∂iu, ∂ ju〉xk dx
+
∫
B+ρ
〈aij∂iu,∇∂ j g〉 · x+ 〈aij∂iu, ∂ j g〉 +
〈
bk∂ku + eu,∇(u − g)
〉 · xdx
and
II =
∫
B+ρ
m(1− |u|2)2
4ε2
− 1− |u|
2
ε2
〈u,∇g〉 · xdx− ρ
∫
(∂Bρ )+
(1− |u|2)2
4ε2
dω,
where dω indicates the area element and ν the unit outward normal in ∂B+ρ . Here we used the facts ∇(u − g) · x = 0,
x · ν = 0 and |u| = 1 on ∂Ωρ . We can see from above that
∫
B+ρ ×{t}
m− 2
2
〈aij∂iu, ∂ ju〉 + m(1− |u|
2)2
4ε2
− 〈Ru∂tu,∇u〉 · xdx
+ ρ
∫
(∂Bρ )+×{t}
〈aij∂iuν j,∇u · ν〉 − 12 〈aij∂iu, ∂ ju〉 −
(1− |u|2)2
4ε2
dω
=
∫
B+ρ ×{t}
〈
bk∂ku + eu − u1k,∇(g − u)
〉 · x− 〈Ru∂tu,∇g〉 · xdx
−
∫
B+ρ ×{t}
1
2
〈∂kai j∂iu, ∂ ju〉xk + 〈aij∂iu,∇∂ j g〉 · x+ 〈aij∂iu, ∂ j g〉dx
+
∫
B+ρ ×{t}
1− |u|2
ε2
〈u,∇g〉 · xdx+ ρ
∫
(∂Bρ )+×{t}
〈aij∂iuν j,∇g · ν〉dω,
where the right-hand terms are estimated as follows. In view of (2.11),∣∣∣∣
∫
B+ρ
〈
bk∂ku + eu − u1k,∇(g − u)
〉 · x− 〈Ru∂tu,∇g〉 · xdx
∣∣∣∣ Cgρ
∫
B+ρ
|∂tu| + |∇u|2 + 1dx,
∣∣∣∣
∫
B+ρ
1
2
〈∂kai j∂iu, ∂ ju〉xk + 〈aij∂iu,∇∂ j g〉 · x+ 〈aij∂iu, ∂ j g〉dx
∣∣∣∣ Cgρ
∫
B+ρ
|∇u|2 dx+ Cgρm−1,
∣∣∣∣ρ
∫
(∂Bρ)+
〈aij∂iuν j,∇g · ν〉dω
∣∣∣∣ Cgρ
∫
(∂Bρ )+
|∇u · ν| + ρ|∇u|dω,
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∣∣∣∣
∫
B+ρ
1− |u|2
ε2
〈u,∇g〉 · xdx
∣∣∣∣ Cgρ
∫
B+ρ
1− |u|2
ε2
(
1− |u|2 + |u|2)dx
 Cgρ
∫
B+ρ
(1− |u|2)2
ε2
dx+ Cgρmeas
{
B+ρ ∩
{
1− |u|2  ε2}}
+ Cgρ
∫
B+ρ ∩{1−|u|2ε2}
1− |u|2
ε2
|u|2 dx
 Cgρ
∫
B+ρ
(1− |u|2)2
ε2
dx+ Cgρm+1 + Cgρ
∫
B+ρ ∩{1−|u|2ε2}
1− |u|2
ε2
|u|2 dx.
To end the proof, it suﬃces to show
∫
B+ρ ∩{1−|u|2ε2}
1− |u|2
ε2
|u|2 dx c
∫
(∂Bρ)+
|∇u · ν| + ρ|∇u|dω + c
∫
B+ρ
|∂tu| + |∇u|2 + 1dx. (2.12)
In fact, (2.12) and observations above assert for small ρ the inequality
∫
B+ρ ×{t}
m− 2
2
〈aij∂iu, ∂ ju〉 + m(1− |u|
2)2
4ε2
− 〈Ru∂tu,∇u〉 · xdx
+ ρ
∫
(∂Bρ)+×{t}
〈aij∂iuν j,∇u · ν〉 − 12 〈aij∂iu, ∂ ju〉 −
(1− |u|2)2
4ε2
dω
 Cgρ
∫
(∂Bρ)+
|∇u · ν| + ρ|∇u|dω + Cgρ
∫
B+ρ
(1− |u|2)2
ε2
+ |∂tu| + |∇u|2 dx+ C2gρm−1.
Furthermore, using (2.11) and Cauchy’s inequality, we have
∫
B+ρ ×{t}
m− 2
2
(1+ cρ)〈aij∂iu, ∂ ju〉 + m(1− |u|
2)2
4ε2
− 〈Ru∂tu,∇u〉 · xdx
+ ρ
∫
(∂Bρ)+×{t}
1
2
|∇u · ν|2 − 1
2
(1+ cρ)〈aij∂iu, ∂ ju〉 − (1− |u|
2)2
4ε2
dω
 Cgρ
∫
B+ρ
(1− |u|2)2
ε2
+ |∂tu| + 〈aij∂iu, ∂ ju〉dx+ C2gρm−1.
Set
fˆε(u) = m− 2
2
(1+ cρ)〈aij∂iu, ∂ ju〉 + m
4ε2
(
1− |u|2)2,
fˆε(u) = 1
2
(1+ cρ)〈aij∂iu, ∂ ju〉 + 1
4ε2
(
1− |u|2)2
and
Ψ+(ρ, t) = ρ2−m
∫
B+ρ ×{t}
fˆε(u)− 〈Ru∂tu,∇u〉 · xdx.
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d
dρ
Ψ+(ρ, t) = (2−m)ρ1−m
∫
B+ρ
fˆε(u)− 〈Ru∂tu,∇u〉 · xdx
+ cρ2−m
∫
B+ρ
m− 2
2
〈aij∂iu, ∂ ju〉dx+ ρ2−m
∫
(∂Bρ )+
fˆε(u)− 〈Ru∂tu,∇u〉 · xdω
 ρ2−m
∫
(∂Bρ )+
m− 2
2
|∇u · ν|2 + (1− |u|
2)2
2ε2
− 〈Ru∂tu,∇u〉 · xdω − Cgρ2−m
∫
B+ρ
fˆε(u)+ |∂tu|dx− C2g .
Therefore,
d
dρ
(
exp(Cgρ)Ψ
+(ρ, t)
)
 exp(Cgρ)ρ2−m
∫
(∂Bρ )+
(1− |u|2)2
2ε2
+ m− 2
2
|∇u · ν|2 − 〈Ru∂tu,∇u〉 · xdω
− Cg exp(Cgρ)
(
ρ2−m
∫
B+ρ
fε(u)+ |∂tu|dx−Ψ+(ρ, t)
)
− C2g exp(Cgρ)
 ρ2−m
∫
(∂Bρ)+
(1− |u|2)2
2ε2
+ m− 2
2
∣∣∣∣∇u · xρ − Ru∂tuρm− 2
∣∣∣∣
2
dω
− exp(Cgρ)ρ3−m
∫
(∂Bρ )+
|∂tu|2ρ
2(m− 2) dω
− Cg exp(Cgρ)ρ2−m
∫
B+ρ
|∂tu| + |∂tu||∇u · x|dx− C2g exp(Cgρ).
Integrating the above over (s, r), we have
exp(Cgs)Ψ
+(s, t)+ C∗g s +
∫
B+r \B+s
|x|2−m 1
2ε2
(
1− |u|2)2 + m− 2
2
|x|−m
∣∣∣∣∇u · x− |x|2Ru∂tum− 2
∣∣∣∣
2
dx
 exp(Cgr)Ψ+(r, t)+ 2C∗gr4−m
∫
B+r
|∂tu|2 dx+ exp(Cgr)r2−m
∫
B+r
|∇u|2 dx+ 4C∗gr,
by Cauchy’s inequality and below,
r∫
s
ρ2−m
∫
B+ρ
|∂tu||∇u · x|dxdρ 
r∫
s
∫
B+ρ
|∂tu|2 + |∇u|2 dxdρ, if m = 3;
or
r∫
s
ρ2−m
∫
B+ρ
|∂tu||∇u · x|dxdρ = s−1
∫
B+s
|∂tu||∇u · x|dx− r−1
∫
B+r
|∂tu||∇u · x|dx+
r∫
s
ρ−1
∫
(∂Bρ )+
|∂tu||∇u · x|dωdρ
 2
∫
B+r
|∂tu||∇u|dx, if m = 4.
Using analogues of (2.9) and (2.10), we conclude
exp(Cgs)s
2−m
∫
B+s
fˆε(u)dx+ 2C∗g s +
∫
B+r \B+s
|x|2−m 1
ε2
(
1− |u|2)2 + (m− 2)|x|−m∣∣∣∣∇u · x− |x|2Ru∂tum− 2
∣∣∣∣
2
dx
 14Cg exp(Cgr)r2−m
∫
B+r
fˆε(u)dx+ 8C∗gr4−m
∫
B+r
|∂tu|2 dx+ 11C∗gr.
This together with (2.11) proves (2.5) and (2.6). 
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Lemma 2.4. For any regular solution u = u(ε) of (2.1), there holds
∫
B+ρ ∩{1−|u|2ε2}
1− |u|2
ε2
|u|2 dx+
∫
B+ρ ∩{1−|u|2 ε22 }
aij
2
∂i |u|2∂ j |u|2 dx

∫
(∂Bρ )+
|∇u · ν| + cρ|∇u|dω +
∫
B+ρ
|∂tu| + c|∇u|2 + c dx.
Proof. Choose any function φ ∈ C∞(R) with φ(0) = 0, −1 φ  1, φ′(s) 0,
φ(s) =
{
1 if s ε2,
−1 if s−ε2, and φ
′(s) 1 if |s| ε2/2.
Since |u|  1 and φ(|u|2 − 1) = 0 on ∂Ωρ , we obtain after multiplying the approximation equation by uφ(|u|2 − 1), inte-
grating it over B+ρ and using (2.11)
∫
B+ρ
|u|2 − 1
ε2
|u|2φ(|u|2 − 1)dx+ ∫
B+ρ
aij
2
∂i |u|2∂ j |u|2φ′
(|u|2 − 1)dx
=
∫
(∂Bρ )+
〈aij∂iuν j,u〉φ
(|u|2 − 1)dω + ∫
B+ρ
〈bk∂ku + eu − u1k,u〉φ
(|u|2 − 1)dx
−
∫
B+ρ
(〈Ru∂tu,u〉 + 〈aij∂iu, ∂ ju〉)φ(|u|2 − 1)dx

∫
(∂Bρ )+
|∇u · ν| + cρ|∇u|dω +
∫
B+ρ
|∂tu| + c|∇u|2 + c dx.
This completes the proof. 
Remark 2.5. In the proofs of Lemmas 2.3 and 2.4, the L∞-estimate of |u|(x, t)  1 is crucial. In spite of Remark 2.2, we
could not account for equations of easy-axis type.
Via Fubini’s theorem and Lemma 2.1, we can partially control ∂tu by ∇u.
Lemma 2.6. (Cf. Lemma 2.3 in [2].) There exists a constant c3 = c3(α) > 0 such that for any solution u = u(ε) of (2.1), z0 = (x0, t0)
and small r > 0,
I pε (u, z0, r/2) c3
(F pε (u, z0, r)+ r4),
and for all t ∈ (t0 − ( r2 )2, t0 + ( r2 )2),
Fbε (u, x0, t, r/2) c3
(F pε (u, z0, r)+ r4).
In order to get a more precise estimate, we use Moser’s trick of handling suitable time slices (see [13]). Since ∂tu is
square integrable we can, for a given small volume fraction λ, decompose the interval of time into two disjoint measurable
subsets bad Λ and good Λc .
Lemma 2.7. (Cf. Lemma 2.10 in [6].) There is a constant c4 = c4(α) > 0, such that for any solution u = u(ε) of (2.1), z0 = (x0, t0),
small r > 0 and λ ∈ (0,1/2), there exists a set Λ = Λ(ε) ⊂ (t0 − (r/2)2, t0 + (r/2)2) of measure |Λ| λr2 such that for all t ∈ Λc =
(t0 − (r/2)2, t0 + (r/2)2) \Λ,
(i) Ibε (u, x0, t, r/2) c4(F pε (u, z0, r)+ r4)/λ, and
(ii) supBs(x1)⊂Br/4(x0)Fbε (u, x1, t, s) c4(F pε (u, z0, r)+ r4)/λ+ c4r.
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Λ = {t ∈ (t0 − (r/2)2, t0 + (r/2)2): Ibε (u, x0, t, r/2) > c4(F p(u,0, r)+ r4)/λ}.
Now we apply Lemmas 2.3 and 2.6 to prove (ii). On a suitable time slice corresponding to λ, i.e. t ∈ Λc , for all Bs(x1) ⊂
Br/4(x0), we have Bs+r/4(x1) ⊂ Br/2(x0) and
Fbε (u, x1, t, s) c
{Fbε (u, x1, t, s + r/4)+ Ibε (u, x1, t, s + r/4)+ (s + r/4)}
 c
{Fbε (u, x0, t, r/2)+ Ibε (u, x0, t, r/2)+ r/2}
 c
{(F pε (u, z0, r)+ r4)+ (F pε (u, z0, r)+ r4)/λ+ r}.
This completes the proof. 
Lemma 2.8. (Cf. Proposition 4.2 in [14].) Suppose z0 = (x0, t0), r > 0, λ ∈ (0,1/2) and Λc is the good time set corresponding to λ in
Lemma 2.7. There is an 0 = 0(λ) > 0 with the following property. If u = u(ε) is a solution of (2.1) satisfying F pε (u, z0, r) + r  20 ,
then |u|(x, t) 1/2 for all x ∈ Ω ∩ Br/4(x0) and t ∈ (t0 − (r/4)2, t0 + (r/4)2)∩Λc .
Proof. We consider only x0 ∈ ∂Ω , and the case of x0 ∈ Ω can be proved similarly. Suppose the conclusion were false. Then
there exist x′ in Ω ∩ Br/4(x0) and t′ > 0 in (t0 − (r/4)2, t0 + (r/4)2)∩Λc such that |u|(x′, t′) < 1/2. By the standard parabolic
theory, we can ﬁnd a universal constant C > 0 such that |∇u| Cε−1, and thus 4−1r > r′ := d(x′, ∂Ω) > (2C)−1ε. Therefore,
we have |u|(x, t′) 12 + Cθ for all 0< θ  (4C)−1 and x ∈ B ′ = Bθε(x′) ⊂ Ω . Furthermore, taking θ = (4C)−1, we obtain
P ′ :=
∫
B ′×{t′}
(1− |u|2)2
ε2|x− x0|m−2 dx θ
2(1− 2Cθ)2/4 = 4−4C−2. (2.13)
Note that F pε (u, x, t0, r/2)  2m20 for all x ∈ Ω ∩ Br/2(x0). From Lemmas 2.6 and 2.7, it follows that Fbε (u, x, t, r/4)  c20
and Ibε (u, x, t, r/4)  c20/λ for all x ∈ Ω ∩ Br/4(x0) and t ∈ (t0 − (r/4)2, t0 + (r/4)2) ∩ Λc . Thus P ′  c20 + c20/λ + cr by
Lemma 2.3. Here is a contradiction to (2.13), if 20 is suﬃciently small. 
3. Uniform small energy regularity
Having established the generalized monotonicity inequalities for all points on Ω , we now want to show the uniform
small energy regularity theorem on Ω for solutions of (2.1). We shall consider only points at the boundary ∂Ω ×R+ . If a
point is at the interior of Ω , the result can be proved similarly (cf. [6,12]). The following energy decay estimate is the key
to achieving our goal.
Proposition 3.1. Suppose z0 ∈ ∂Ω × R+ . There exists a constant K > 0 such that for every θ ∈ (0,1] there are positive numbers
η = η(θ) and 0 = 0(θ) with the following property. If u = u(ε) is a solution of (2.1) satisfying ε/r  η and
2r :=F pε (u, z0, r)+ r  20 , (3.1)
then we have
F pε (u, z0, θr) Kθ2F pε (u, z0, r).
Proposition 3.1 is a consequence of the combination of Lemma 2.3, a hybrid inequality (Lemma 3.2) and a weak energy
improvement (Lemma 3.4). See [13].
Lemma 3.2. Suppose z0 ∈ ∂Ω ×R+ . For any δ > 0 there exist positive K1 = K1(α, δ), η = η(δ) and 0 = 0(δ) such that the solution
u = u(ε) satisﬁes the following property. The inequalities ε/r  η and (3.1) imply
F pε (u, z0, r/8) δF pε (u, z0, r)+ δr + K1r−m−2
∫
(Ω×R+)∩Pr (z0)
|u − g|2 dz. (3.2)
Proof. Assume x0 = 0 ∈ ∂Ω , t0 = 0, r  ρ0 and Ω ∩ Bρ = B+ρ for 0< ρ  r. We use previous symbols (∂Bρ)+ = {x: |x| = ρ,
xm > 0}, ∂Ωρ = {x: |x|  ρ, xm = 0}, ∂B+ρ = (∂Bρ)+ ∪ ∂Ωρ , and new symbol P+ρ = B+ρ × (−ρ2,ρ2). Choose ζ ∈ C∞0 (Pr/4)
with 0 ζ  1, ζ = 1 in Pr/8, |∇ζ | 16/r, |∂tζ | 64/r2 and |∇2ζ | 64/r2.
Step 1. Note that
4|u|2|∇u|2 = 4|∇u × u|2 + ∣∣∇|u|2∣∣2.
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fε(u) c
(|∇u × u|2 + ∣∣∇|u|2∣∣2)+ 1
4ε2
(
1− |u|2)2 (3.3)
is valid on t-slice due to Lemma 2.8. We introduce the polar decomposition for u = ξω, ξ = |u| and ω = u|u| . ω is well
deﬁned on t-slice, and
|∇ω|2 = |∇ω ×ω|2 = |u|−4|∇u × u|2  c|∇u × u|2, on t-slice.
From (2.1),
〈Ru∂tu,ω〉 = ξ − ξ |∇ω|2 + Pε(ξ)ξ − ξω21, on B = B+r/4 × {t}.
Multiplying this equality by ζ 2(1− ξ), integrating by parts on B , applying Lemmas 2.6 and 2.7, we obtain
I1 :=
∫
B
ζ 2
(
|∇ξ |2 + (1− ξ)
2
ε2
ξ(1+ ξ)
)
dx
=
∫
B
ζ 2(1− ξ)(〈Ru∂tu,ω〉 + ξ |∇ω|2 + ξω21)+ ∂iζ 2∂iξ(1− ξ)dx

(
ε‖ζ∂tu‖L2(B) + 16εr−1‖∇u‖L2(B) + cεrm/2
)( ∫
B
ζ 2
(1− |u|2)2
ε2
dx
)1/2
+ c
∫
B
ζ 2|∇u × u|2 dx
 cεrm−3λ−1/22r + c
∫
B
ζ 2|∇u × u|2 dx.
Then from (3.3),∫
B
ζ 2 fε(u)dx cεrm−3λ−1/22r + c
∫
B
ζ 2|∇u × u|2 dx, t ∈ Λc . (3.4)
For x = (x′, xm) ∈ Rm , let xˆ = (x′,−xm), uˆ(x) = u(x) on B+r , and uˆ(x) = u(xˆ) on B−r . uˆ : Br → R3 is an even extension of
u : B+r →R3 with respect to xm . Therefore,∫
B
ζ 2|∇u × u|2 dx 
∫
Rm
ζ 2|∇uˆ × uˆ|2 dx

∫
Rm
ζ 2
〈
∂i uˆ × uˆ, ∂i uˆ × (uˆ − gˆ)
〉
dx+
∫
Rm
ζ 2〈∂i uˆ × uˆ, ∂i uˆ × gˆ〉dx
:= I2 + I3. (3.5)
Note that
div(ui∇u j − u j∇ui) = uiu j − u jui
= ui(Ru∂tu) j − u j(Ru∂tu)i + ui(u1k) j − u j(u1k)i
on B , thus we obtain after employing Lemmas 2.6 and 2.7,∫
Rm
∣∣div(ζ(uˆi∇uˆ j − uˆ j∇uˆi))∣∣2 dx c
∫
B
r−2|∇u|2 + ∣∣div(ui∇u j − u j∇ui)∣∣2
 c
∫
B
r−2|∇u|2 + |∂tu|2 dx+ crm
 crm−42r /λ. (3.6)
Now, the following inequality proved in this form by Feldman [8] is asked for:
Lemma 3.3. Let f ,h ∈ H1(Rm) and g ∈ L2(Rm,Rm), such that div g ∈ L2(Rm) in the distribution sense, and
sup
x0∈Rm,r>0
r2−m
∫
|∇h|2 dx = A2 < ∞.
Br (x0)
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∫
Rm
f g · ∇h dx
∣∣∣∣ cA(‖∇ f ‖L2‖g‖L2 + ‖ f ‖L2‖div g‖L2)
for a universal constant c > 0.
By Lemma 2.7,
sup
Bs(x1)⊂Br/4(x0)
s2−m
∫
Bs(x1)×{t}
|∇uˆ|2 dx c2r /λ, t ∈ Λc,
then (3.6), Lemmas 2.6 and 3.3 lead us to
I2  c
(
2r /λ
)1/2[
rm−22r + rm + ‖u − g‖L2
(
rm−42r /λ
)1/2]
 crm−22r
(
2r /λ
)1/2 + c‖u − g‖L2(B)r m−42 2r /λ, (3.7)
and
I3 
∣∣∣∣
∫
Rm
〈
div(ζ∇uˆ × uˆ), (uˆ − gˆ)× gˆ〉dx∣∣∣∣+
∣∣∣∣
∫
Rm
ζ
〈
(∂i uˆ × uˆ, uˆ × ∂i gˆ
〉
dx
∣∣∣∣
 c‖u − g‖L2(B)r
m−4
2
(
2r /λ
)1/2 + rm−1r . (3.8)
From (3.4), (3.5), (3.7) and (3.8), we obtain for t ∈ Λc ,∫
B
ζ 2 fε(u)dx cεrm−3λ−1/22r + crm−22r
(
2r /λ
)1/2 + c‖u − g‖L2(B)r m−42 [2r /λ+ (2r /λ)1/2].
Step 2. Due to the property of Λ, Lemma 2.6 and Hölder’s inequality, we conclude
F pε (u, z0, r/8) cr−m
( ∫
Λ2
∫
Br/8
fε(u)dxdt +
∫
Λ3
∫
Br/8
fε(u)dxdt
)
 c
(
λ+ εr−1λ1/2 + rλ1/2
)
2r + c‖u − g‖L2(P+r/4)r
−m−2
2
[
2r /λ+
(
2r /λ
)1/2]
, (3.9)
where Λ2 = Λ∩ (−(r/8)2, (r/8)2) and Λ3 = Λc ∩ (−(r/8)2, (r/8)2). To end the proof, we need ﬁnally, for 2r /λ < 1,
‖u − g‖L2(P+r/4)r
−m−2
2
(
2r /λ
)1/2  1
K1λ
2r + K1r−m−2
∫
P+r/4
|u − g|2 dz.
In fact, for any δ > 0, we can choose small 0, η and λ, and large K1, such that
λ δ
6c
,
ε
r
√
1
λ
 η
√
1
λ
 δ
6c
,
√
20
λ
 δ
6c
and
1
K1λ
 δ
6c
.
With such a choice, (3.9) implies the conclusion (3.2). 
Lemma 3.4. Suppose z0 ∈ ∂Ω × R+ . There exists K2 > 0 such that for any θ ∈ (0,1/4] there are positive numbers ε0 = ε0(θ) and
0 = 0(θ) with the following property. For solution u = u(ε) with 0< ε < ε0 , (3.1) implies
(θr)−m−2
∫
(Ω×R+)∩Pθr (z0)
|u − g|2 dz K2θ2
(F pε (u, z0, r)+ r).
Proof. Assume z0 = 0. Suppose the assertion were false. Then for any ﬁxed c > 0 there is θ ∈ (0,1/4] such that for every
ε0 > 0, we could ﬁnd 0< εk < ε0, rk > 0 and solutions uk = u(εk) satisfying
2k :=F pεk (uk,0, rk)+ rk → 0,
and
(θrk)
−m−2
∫
P+θr
|uk − g|2 dz > cθ22k . (3.10)
k
348 T. Li et al. / J. Math. Anal. Appl. 345 (2008) 335–349Set wk(x, t) = uk(rkx, r2k t), gk(x) = g(rkx) and vk = 1k (wk − gk). The sequences of wk and vk are uniformly bounded in
H1(P+1/2,R3) and vk = 0 on ∂Ω1/2. Passing to a subsequence we may assume, as k → ∞, εk → ε, moreover wk and
vk converge weakly in H1(P
+
1/2,R
3) and strongly in L2(P+1/2,R3) to maps w and v . In particular, v = 0 on ∂Ω1/2 and
w ≡ p ∈ S2. Since r2kk → 0 and
Rwk∂t vk −vk −
1
k
gk +
r2k
k
wk,1k =
r2k
k
1
ε2k
(
1− |uk|2
)
wk, (3.11)
letting k → ∞, we can claim
Rp∂t v −v = 0 in P+1/2. (3.12)
In fact, if ε > 0 then v is a weak solution of (3.12). If ε = 0, we see that v ∈ T pS2 a.e., in particular, Rp∂t v −v ∈ T pS2. On
the other hand, we deduce from (3.11), (Rp∂t v − v) × p = 0. Since (3.12) is a linear parabolic system, standard estimates
yield ∫
P+θ
|v|2 dz Kθm+4.
But the strong L2-convergence of vk to v and (3.10) implies∫
P+θ
|v|2 dz = lim
k→∞
∫
P+θ
|vk|2 dz = lim
k→∞
1
2k
∫
P+θ
|wk − gk|2 dz = lim
k→∞
1
2k
r−m−2k
∫
P+θrk
|uk − g|2 dz cθm+4.
Choosing c > K , we obtain a contradiction. 
The proof for Dirichlet case of Theorem 1.3 is now identical to that in [13] (see also [3,4,6,12,14]), thereby we mention
only here that the singular (or called energy concentration) set Σ is modiﬁed by
Σ =
⋂
r>0
{
z ∈ Ω ×R+: lim inf
ε→0
(F pε (u, z, r)+ r) 20},
and omit the rest.
4. Neumann problems
After a suitable modiﬁcation, the similar arguments as that for Dirichlet problem in Sections 2 and 3 can be employed
to prove the Neumann case. We omit the detail and the proof of Theorem 1.3 are done here.
We turn now to discuss the stability condition (cf. [13]) of weak solutions to the Neumann initial–boundary value
problem (1.5) with (1.4). Let ν(x) be the outer normal unit vector if x ∈ ∂Ω , and be zero if x ∈ Ω .
Deﬁnition 4.1. Let u solves equations (1.5) with (1.4). Consider for ξ ∈ C∞0 (Ω × (0, T ),Rm) satisfying
ν(x) · ξ(x, t) = 0, x ∈ Ω,
and τ ∈ C∞0 (Ω × (0, T ), [0,∞)) the variation
uσ (x, t) = u
(
x+ σξ(x, t), t + στ(x, t)),
which consists of maps in W 1(Ω × (0, T ),S2) for small |σ |. We say that u satisﬁes the stability condition (up to the
boundary), if for all such ξ and τ , the inequality
T∫
0
∫
Ω
〈
Ru∂tu,
(
∂
∂σ
uσ
)∣∣∣∣
σ=0
〉
dxdt +
(
∂+σ
T∫
0
E(uσ , t)dt
)∣∣∣∣∣
σ=0
 0 (4.1)
holds, where ∂+σ denotes the right-hand derivative with respect to σ .
Proposition 4.2. Suppose u ∈ W 1(Rm+ ×R+,S2) solves the Neumann problem⎧⎪⎪⎨
⎪⎪⎩
Ru∂tu = u + |∇u|2u − u1k + u21u, (x, t) ∈Rm+ ×R+,
u(x,0) = h(x), x ∈Rm+,
∂u
(x, t) = 0, (x, t) ∈ ∂Rm+ ×R+,∂xm
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for almost all t ∈R+ , any x ∈ ∂Rm+ and 0< s r, we have
s2−m
∫
B+s (x)×{t}
|∇u|2 dx 10r2−m
∫
B+r (x)×{t}
|∇u|2 dx+ 6r4−m
∫
B+r (x)×{t}
|∂tu|2 dx+ c5r4.
Proof. Write x = (x′, xm) ∈Rm . Deﬁne uˆ :Rm ×R+ → S2 by uˆ(x, t) = u(x, t) for xm > 0 and uˆ(x, t) = u(x′,−xm, t) for xm < 0.
Claim: uˆ is a weak solution of{
Ruˆ∂t uˆ = uˆ + |∇uˆ|2uˆ − uˆ1k + uˆ21uˆ, (x, t) ∈Rm ×R+,
uˆ(x,0) = hˆ(x), x ∈Rm.
In fact, for any φ ∈ C∞0 (Rm ×R+,R3), we have
∞∫
0
∫
Rm
〈∂i uˆ, ∂iφ〉dxdt =
∞∫
0
∫
R
m+
〈∂iu, ∂iφ1〉dxdt +
∞∫
0
∫
R
m−
〈∂i uˆ, ∂iφ2〉dxdt
=
∞∫
0
∫
R
m+
〈∂iu, ∂iφ1〉dxdt −
∞∫
0
∫
R
m+
〈∂iu, ∂iϕ2〉dxdt,
where φ1 = φχRm+ , φ2 = φχRm− and ϕ2(x, t) = φ2(x′,−xm, t). Then
∞∫
0
∫
Rm
〈
Ruˆ∂t uˆ − |∇uˆ|2uˆ + uˆ1k − uˆ21uˆ, φ
〉+ 〈∂i uˆ, ∂iφ〉dxdt = 0.
The claim is veriﬁed.
Now the remainder of the proof is similar to that of Lemma 2.3 (and identical to that of Lemmas 2.1 and 2.2 in [13]). 
Based on Proposition 4.2, we can verify Theorem 1.4 directly. See [6,13].
Remark 4.3. We do not know how to generalize the stability condition for the Dirichlet case.
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