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ABSTRACT
This thesis addresses the limitations and challenges faced by traditional networks via
layering, with a focus on the cloud environment that a large fraction of applications and
services are running on today. We separate the cloud networks into two categories: intra
cloud networks and inter cloud networks. For intra cloud networks, we show a network
resource management layer can achieve application-aware networking and improve end-to-
end application performance. For inter cloud network, we show an overlay network built on
top of the cloud platform can consistently improve the network performance of file transfer
for a large fraction of users. Two middleware systems are presented in the thesis: Phurti and
CRONets(Cloud-Routed Overlay Networks). Phurti improves MapReduce job completion
time for 95% of the jobs and decreases average job completion time by 20%, while CRONets
improves 78% of the default Internet paths with a median improvement factor of 3.27 and
1.67 times for more than 6,600 Internet paths examined.
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CHAPTER 1: THESIS STATEMENT
This thesis identifies both improvements to application performance and ease of deploy-
ment through application-specific traffic scheduling and routing via layering in cloud net-
works under two different cloud network environments: 1) For intra cloud networks, layering
provides significant end-to-end performance improvements for cloud applications generating
co-flow traffic patterns within a single cloud network. Layering does not require changes
to user applications and underlying hardwares, therefore it is transparent to the users and
straightforward to deploy. 2) For inter cloud networks, layering also improves throughput,
latency and loss rate for data transferring between clouds over wide area network. Users of
CRONets can transfer files between two sites as usual with improved network performance,
without explicitly setting up overlay network paths and routing traffic themselves.
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CHAPTER 2: INTRODUCTION
In the past, overlay network has been demonstrated to be an effective solution to overcome
problematic BGP routes and bypass troublesome autonomous systems to improve network
performance of long distance connections. Most related literature aims to improve low level
network performance metrics such as TCP throughput. Though these low level metrics
provide relatively accurate performance indications for applications with straightforward
transmission patterns such as file transfer, they are not sufficient when transmission patterns
of applications become more complicated. One example is a front end server that issues
multiple requests to different back end servers to fetch corresponding sub-results for a search
query. The front end server has to wait for all the sub-results before returning the final
result. In this case, knowing just low level network metrics between any single pair of the
front end and back end server is not enough to tell the query response time. Since the query
response time may be determined by straggler, network performance metrics of all of the front
end/back end server communication pairs have to be known to predict the query response
time. We can also see from this example that it is very important for the underlying network
to be application-aware in order to allocate network resource more efficiently, especially if
there were multiple queries being served simultaneously.
In addition, many of the overlay networks studied in the past are built on top of dedicated
fast speed networks such as Internet2. Despite their reliability and high performance, they
are not generally available for an individual user or enterprise. A growing enterprise may
want to set up overlay network service for its employees to help connect them to the corporate
network to access private applications and data. The quality of the overlay network service
will directly impact the productivity of employees. For this kind of use cases, the overlay
network service needs to be set up in timely fashion, without incurring overhead caused by
dealing with parties including Internet Service Provider (ISP). The underlying infrastructure
to build the overlay network service should also be straightforward to access. Furthermore,
a fast growing enterprise might need to change its service demand for the overlay network
service frequently, which means that the service configurations (e.g. location of overlay node,
duration of service) should be flexible to customize. Finally, the cost of running the overlay
service needs to be relatively cheap. All of these factors suggest a new platform to build
overlay network services.
This thesis addresses the aforementioned limitations and challenges faced by traditional
overlay networks, with a focus on the cloud environments which hosts a large fraction of
applications and services are running on today [1]. We separate the cloud networks into two
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categories: intra cloud networks and inter cloud networks. We refer to a network connecting
hosts within a single cloud and managed solely by the cloud organization as intra cloud
networks. One example of intra cloud networks is the network connecting the clusters of
machines within an Amazon datacenter. We refer to the cloud networks connecting multiple
cloud organizations, usually over wide area network, as inter cloud network. By definition,
an inter cloud networks usually traverses multiple autonomous systems and its performance
is likely affected by multiple parties. One example of an inter cloud networks is the network
connecting two group of servers located at different Amazon datacenters.
Table 2.1: Intra vs Inter Cloud Network
Intra Cloud Network Inter Cloud Network
Centralized Management Yes No
Route Configurable Yes No
Predict Path Conflict Straightforward Hard
Performance Consistent Yes No
Support Cluster Applications Frequent Rare
In Table 2.1 we summarize a series of characteristics of intra and inter cloud network.
We can see that intra cloud network is more manageable and controllable compared to inter
cloud network. The routes between hosts in intra cloud network are easier to configure and
fetch. Since an intra cloud network is under the control of single cloud organization, its
performance is more consistent and reliable. An intra cloud network is also more likely to
carry traffic for popular cluster computation frameworks like MapReduce. The traffic pattern
of applications running on top of intra network is likely to be more complicated than inter
cloud network. On the contrary, the routes in an inter cloud network are not controlled by
a single party since inter cloud networks usually span multiple autonomous systems. The
performance of inter cloud network is also much less consistent and reliable. Any congested
autonomous system along the path of a connection over an inter cloud network could affect
the transmission performance.
Based on these observations, we identify the potential performance improvements that
layering could provide to both intra and inter cloud networks:
• First, as the era of big data comes, applications start to demand significantly increased
amounts of data, and network usage patterns of applications keep becoming more com-
plicated. Compared to traditional networks, application-aware networks include the
following capabilities: understanding the network condition and capacity, understand-
ing the demand of users and applications, and maximizing the use of available network
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resources [2]. In the first part of the thesis, we demonstrate that layering can be a
promising and suitable approach to enable application-aware networking over intra
cloud networks for cloud applications such as MapReduce. Application-aware net-
working can be achieved via integrating application level information such as co-flow
traffic groups and network level information such as network routes between hosts. An
application-aware network resource management layer can play the important role of
collecting both application level and network level information and allocate network
resource efficiently on top of protocol layer as TCP. Users of application-aware net-
working should expect higher end-to-end application performance and better network
resource utilization.
• With the prevalence of public cloud service and their low cost, public cloud service
providers such as Amazon EC2 become attractive candidates to provide the platform
for building overlay networks over wide area networks. Though previous studies [3]
have shown the benefits of overlay networks, these studies were conducted more than a
decade ago. Furthermore, most of the overlay nodes in the studies were on high-speed
experimental academic backbones. Those studies showed these high-speed experimen-
tal academic networks can provide opportunities to improve network performance.
However, there is a lack of studies which demonstrate the available opportunities in
the overlay network built based on commercially available cloud servers on the pub-
lic Internet. Leveraging the path diversities provided by network footprint of cloud
providers with datacenters located across the world, a cloud-routed overlay network
can enable more flexible control of the route a connection traverses, as well as provide
more consistent and reliable performance guarantee for inter cloud network connec-
tions. The second part of the thesis aims to explore such opportunities.
In order to demonstrate and validate the benefits of layering for both intra cloud networks
and inter cloud networks, we present the following works in this thesis: Phurti and CRONets.
Phurti and CRONets aim to improve application performance and end user experience under
two very different networking settings: intra cloud network within a single datacenter and
inter cloud network over a wide area network. Phurti is a network resource management
layer on top of the transport layer for a multi-tenent MapReduce cluster. Phurti enables
application-aware/network-aware traffic scheduling by communicating both with the Hadoop
framework to retrieve job-level network traffic information and the OpenFlow-based switches
to learn about network topology. The layered approach enables Phurti to organize individual
flows into shuffle groups and achieve application-aware scheduling. Phurti also implements a
novel heuristic called Smallest Maximum Sequential-traffic First (SMSF) that uses collected
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application and network information to perform traffic scheduling for MapReduce jobs. Our
evaluation with real Hadoop workloads shows that compared to application-agnostic and
network-agnostic scheduling strategies, Phurti improves job completion time for 95% of the
jobs, decreases average job completion time by 20%, tail job completion time by 13% and
scales well with the cluster size and number of jobs.
Cloud-Routed Overlay Networks (CRONets), allows user to build their own overlay net-
works using cloud servers from global and well-provisioned cloud providers like IBM Softlayer
or Amazon EC2. While previous studies have demonstrated the benefits of overlay networks
with the high-speed experimental Internet2 backbone, we are the first to evaluate the im-
provements in a realistic—cloud—setting. We conduct a large-scale experiment where we
observe 6,600 Internet paths. The results show that CRONets improve the throughput for
78% of the default Internet paths with a median improvement factor of 3.26 times, at a
tenth of the cost of leasing private lines of comparable performance. We also performed a
longitidunal measurement, and demonstrate that the performance gains are consistent over
time with only a small number of overlay nodes needed to be deployed. However, given the
size and dynamic nature of the Internet routing system (e.g., due to congestion and failures),
selecting the proper path is still a challenging problem. To address it, we propose a novel
solution based on the newly-introduced MPTCP extensions. Our experiments show that
MPTCP can achieve the maximum observed throughput across the different overlay paths.
2.1 THESIS OUTLINE
The rest of the thesis is organized as follows. Chapter 3 covers the design and implemen-
tation of Phurti scheduling framework. Chapter 4 covers architecture as well as experiment
results of Cloud-based Overlay Networks. In Chapter 5 we discuss related works of Phurti




In this chapter we present Phurti, which is a network resource management layer built for a
multi-tenant MapReduce cluster. Figure 3.1 depicts the workflow for MapReduce jobs. The
input data for a MapReduce job are distributed among a number of map tasks to produce
intermediate results. The phase of intermediate data transfer from map tasks to reduce tasks
is called shuffling phase. After a reduce task receives all of its intermediate data, it proceeds
to perform reduce computation on intermediate data and produce final output.
The shuffling phase in Hadoop [4] can account for 33% of the running time of a MapReduce
job [5]. The shuffling traffic for a job contains multiple flows between host pairs. The reduce
phase of the job cannot start until all the flows have finished. In a multi-tenant cluster
with multiple jobs running, a job flow might be throttled by traffic belonging to other jobs
and can become a straggler. Flow-based scheduling policies [6, 7, 8] decrease the average
completion time of the flows. However, they can starve the large flows, thereby increasing
the completion time of the job. Consequently, it is important to have application-awareness
while scheduling network flows.
In modern datacenters, it is common for multiple MapReduce jobs to share cluster re-
sources i.e. these clusters are multi-tenant.1 While CPU and memory can be allocated
efficiently, it is very hard to control network usage since it is a distributed resource. This
means that in addition to application-awareness, it is desirable to have network-awareness
during flow scheduling for better application performance. Current network-aware traffic
scheduling schemes [9, 10, 11] focus on improving network utilization instead of application
performance.
While other application-aware traffic scheduling techniques [5, 12, 13] have been proposed,
our goal is to use both application and network topology information for allocation of net-
work resources. Our approach can work in conjunction with the approach by Alkaff et.al.
[14]. They utilize the application and topology information for task placement and choos-
ing the network route while we perform flow scheduling and bandwidth allocation along
predetermined network routes.
We design and implement a network resource management layer called Phurti. Phurti
builds an overlay network by providing APIs to dynamically collect the shuffling phase
traffic information from Hadoop jobs, as well as network topology and flow routing path
1We assume all jobs in the cluster are Hadoop jobs.
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information from the OpenFlow-based [15] Software Defined Network (SDN) switches. The
overlay network approach allows Phurti to organizes underlying individual flows into units of
job shuffle and suspend or throttle the traffic of any job at any time. Unlike a decentralized
architecture [13], Phurti does not require any change in the network switches, thus making
deployment easier. The information and functionality provided by Phurti in turn can be used
by any flow scheduling algorithm. To the best of our knowledge, Phurti is the first framework
that collects and uses both the application and network information for scheduling the traffic
for MapReduce jobs.
We also design and evaluate a new flow scheduling heuristic called Smallest Maximum
Sequential-traffic First (SMSF) on top of Phurti to minimize the job completion time of
MapReduce jobs. Our algorithm can preempt the flows based on job priority, achieve high
network utilization and protect against starvation. Our approach works well when a majority
of jobs are small and the datacenter network is congested. Both of these facts have been found
to be true in real Hadoop clusters. Facebook traces for Hadoop workloads [16] show that
more than 70% are small jobs less than 1 MB in size while [17] shows that network congestion
is one of the main reasons for poor job completion times in MapReduce framework.
We deployed and evaluated Phurti on a cluster of 6 machines interconnected by 2 switches.
We evaluate it using both simulations and realistic workload generated by the SWIM Face-
book workload [16]. Phurti improves job completion time for 95% of the jobs (which in turn
also increases cluster throughput), decreases average job completion time by 20% and tail
job completion time by 13%. Via simulations, we also demonstrate that Phurti can scale
well to work with a large number of concurrent jobs and clusters involving up to a thousand
hosts.
3.2 MOTIVATION
The shuffling phase in a typical MapReduce job generates several flows in the network. A
flow consists of all the traffic in a transport (e.g. TCP) connection. Since the computation
for reduce function cannot start before all the flows in the shuffling phase complete, the
overall job completion time depends upon the successful completion of all of the constituent
flows of that job. If two large MapReduce jobs happen to send data on shared network
links simultaneously, as shown in Figure 3.1, they may slow each other down due to network
contention. This kind of network contention between jobs can be very common in a multi-
tenant MapReduce cluster.
Flow-based scheduling policies such as shortest flow first (SFF) concerned with optimizing




















Traffic pattern for two Hadoop MapReduce jobs in a cluster.
networks [7, 8]. However, since flows of many simultaneous jobs are scheduled independently
by such policies, they only perform well for network flow metrics and may not improve
application performance. An application-aware scheduling strategy would take into account
the workload characteristics and schedule all the flows of a job together. This would be more
suitable for improving the average job completion time.
We demonstrate this using an example illustrated from Figure 3.2 to Figure 3.6. This
shows three concurrent jobs A, B and C running on a shared cluster. A and B are larger
jobs with three flows each while C is a small job with only one flow. A fair sharing (FS)
strategy such as DCTCP [6] (Figure 3.3) divides the bandwidth equally between the flows on
shared links. For the example, all the jobs transmit concurrently on link X, so it becomes the
bottleneck and increases the average job completion time to 5.33s. A flow based scheduling
strategy, shortest-flow-first (SFF) [7, 8] as shown in Figure 3.4, serializes the flows on each




















































Figure 3.3: Fair Sharing
completion time but leads to an increase in completion time for both jobs A and B because
each job has straggler flows. A simple application-aware scheduling strategy (Figure 3.5)
serializes the jobs and schedules all their flows together on different links. While this increases
the average flow completion time from 3s to 3.43s, it improves the job completion time from
4.67s to 3.67s compared to SFF as shown in Figure 3.6. This behavior was also recognized
by [12, 13].
3.2.1 Network-Awareness
Application-awareness alone is not sufficient for a scheduler to prevent concurrent jobs
from slowing each other down. Even if different jobs are scheduled on different nodes,











































Figure 3.4: Shortest Flow First
agnostic scheduler treats the network as a black box and assumes sufficient capacity at the
core. It is unaware of any conflict between interfering flows, so it treats them as independent
and schedules them concurrently. This can lead to a slowdown in data transfer if the link
does not have sufficient capacity. A network-aware scheduler can use the network topology
information to help prevent potential network congestion.
Figure 3.7 and Figure 3.8 consider two jobs, each consisting of one flow of size 1. The
topology of the network is shown in Figure 3.9. All the links in the network have the same
capacity. The flows do not share the end hosts, but interfere in the network on the link
between the switches S1 and S2. The network-agnostic scheduler (Figure 3.7) lets both the
jobs send traffic at the same time. As a result, they split the bandwidth of the bottleneck
link S1→S2 between each other. This leads to a slowdown and both the jobs complete in
2s. A network-aware scheduler (Figure 3.8) would predict the flow interference and serialize
the jobs. We define interference as the overlap of the paths of network flows from different
jobs on at least one link. Initially, job A fully utilizes the link, completes and then job B
can utilize the link fully. This reduces the average job completion time from 2s to 1.5s.
3.3 SYSTEM ARCHITECTURE
To achieve application-aware and topology-aware network resource allocation, we design










































Figure 3.5: Application-aware Scheduling
network approach to enable the applications and OpenFlow switches to pass the information
about the system status through APIs to enable global network traffic coordination. These
underlying information about individual flows and network topology will be aggregated and
processed by Phurti to determine the priorities of the network flows. As shown in Figure
3.9, we propose a centralized architecture that communicates with the traffic-generating
applications as well as with the OpenFlow switches. Phurti receives information about
the underlying network topology, host placement and the path taken by each flow from
the OpenFlow switches via its Southbound API. Phurti also gathers information about the
application generated network traffic by communicating with them via the Northbound API.
We now discuss the design goals of these APIs. We will describe more implementation
details in Section 3.5.
3.3.1 Northbound API
As shown in Figure 3.9, the Northbound API enables Hadoop to pass information about
the shuffling phase traffic of each MapReduce job to Phurti. Whenever a MapReduce job
launches, it contacts Phurti to register the job. When a map task of a job starts or stops
sending the traffic into the network, it sends notifications to Phurti. The notification can
provide additional information to help in the scheduling decision, e.g., the size of network
traffic a job needs to send between any pair of hosts during the shuffling phase, the number of
11
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Figure 3.6: JCT and FCT for Scheduling Strategies
concurrent flows in a job, etc. Phurti implements a rate-limiting module described in Section
3.5 that enables flow preemption. Depending on the flow scheduling algorithm, Phurti can
choose to suspend, rate limit, or transfer a flow of any given job.
3.3.2 Southbound API
For topology-awareness, Phurti leverages the Southbound API to gain knowledge from
the OpenFlow switches about the network topology of the cluster, including current hosts
in the cluster network and how they are connected. It can also identify the complete path
a flow traverses in the network. Acquiring this information allows Phurti to predict where
the interference of flows can happen to help avoid congestion.
3.4 SCHEDULING ALGORITHM
In this section, we describe Phurti’s scheduling heuristic with the goal of optimizing end-
to-end job completion time. The end-to-end job completion time is the time interval between
when a MapReduce job is submitted and when it finishes. We consider heuristics because
scheduling the data transfers to minimize average completion time of the shuffling phase has



























A and B end
B
A
Figure 3.7: Network-Agnostic Scheduling
3.4.1 Smallest Maximum Sequential-traffic First Heuristic
Scheduling data transfers of MapReduce jobs purely based on the size of the network traffic
of the job can be inefficient. The completion time of the shuffling phase is affected more by
the size of the largest amount of network transmission among all pair of hosts, rather than
the size of the total amount of traffic. This is because the former is the bottleneck of the
shuffling phase.
We define the sequential-traffic Tij of a MapReduce job M as the traffic it needs to trans-
mit between host i and host j. Note that the sequential-traffic might consist of multiple
flows being transmitted sequentially. For a MapReduce job M, we calculate the Maximum
Sequential-traffic as max(TMij ) across all host pairs (i,j). In Figure 3.10, the maximum
sequential-traffic of job J1 is 1GB, while for job J2 it is 2GB. In Section 3.5, we describe
how MapReduce jobs notify Phurti about their maximum sequential-traffic size.
Using this, Phurti’s flow scheduling strategy allocates network bandwidth to the flows
of MapReduce jobs in increasing order of maximum sequential-traffic of jobs. We call this
heuristic Smallest Maximum Sequential-traffic First (SMSF). We further discuss Phurti’s
mechanism for enforcing SMSF on flows in Section 3.4.2 and Phurti’s bandwidth allocation
strategy in Section 3.4.3.
Phurti maintains a priority queue for the jobs. A job with smaller maximum sequential-
traffic has higher priority. Phurti updates the priority queue continuously as it receives new
information from the Northbound API. When the size of maximum sequential-traffic of a




























Figure 3.8: Network-Aware Scheduling
The intuition behind SMSF is the well-known observation that smallest-first scheduling
policies minimize the completion times [7, 18]. Similar to SRTF [18], SMSF sorts the jobs
based on the metric that determines the job completion time for MapReduce jobs — the size
of its maximum sequential traffic. SMSF allows for preemption and minimizes the average
job completion time. We describe how Phurti avoids starvation for the jobs with large
maximum sequential-traffic in Section 3.4.3.4.
3.4.2 Flows & States
In this section, we describe how Phurti enforces the priority defined by SMSF on the
network traffic generated by the MapReduce jobs.
3.4.2.1 Flow States
A flow can belong to one of the two possible states: TRANSMIT and SLOW. For a given
link, only flows from one job can be in the TRANSMIT state. All the flows in the SLOW
state share a small portion of the bandwidth of the links they traverse while the majority of
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Figure 3.9: System Architecture of Phurti. Phurti communicates with the network switches
through the southbound API and the Hadoop application through the northbound API.
Except for Phurti, the rest of the testbed simulates a conventional production cluster.
3.4.2.2 Flow Entry
When a flow arrives, Phurti retrieves the network path for the incoming flow. Phurti
checks if there are any higher priority flows in the TRANSMIT state on any of the links
along the network path of the incoming flow. If there are, the incoming flow is assigned a
SLOW state, so that it does not interfere with the higher priority flows along its path. If
not, it starts in the TRANSMIT state and asks Phurti to preempt other flows belonging to
lower priority jobs along its path to the SLOW state. Phurti acquires all of these conflicting
lower priority flows and rate-limits them to prevent interference. We summarize Flow Entry
as pseudocode in Algorithm 3.1.
3.4.2.3 Flow Exit
Phurti keeps track of the state of all the flows and examines these states as the flows finish.
Firstly, if a flow finishes in the TRANSMIT state, Phurti retrieves all the links along its path
and collects all the flows in SLOW state that are traversing on those links. The collected
SLOW flows are sorted in decreasing order of job priority. Each of the sorted SLOW flows is
examined to check if it can be switched to TRANSMIT state, by the same procedure used
in Section 3.4.2.2. Phurti preempts any flows if necessary. Secondly, if the finished flow was
in the SLOW state, Phurti takes no action since no readjustment of bandwidth allocation is
needed. Flow Exit is summarized as pseudocode in Algorithm 3.2.
15
Algorithm 3.1. Flow Entry
1: function FlowEntry(flow)
2: if canTransmit(flow, flow.path) then
3: flow.state = TRANSMIT
4: PreemptFlows(flow,flow.path)
5: else




10: for Flow f along path do
11: if f.state == TRANSMIT AND flow.prio ≤ f.prio then . interfere with a







18: for Flow f along path do
19: if f.prio < flow.prio AND f.state == TRANSMIT then . interfere with a
lower priority flow in TRANSMIT state





Algorithm 3.2. Flow Exit
1: function FlowExit(flow)
2: if flow.state == TRANSMIT then
3: S FLOWS = {}
4: for Flow f along flow.path do
5: if f.state == SLOW then
6: S FLOWS = S FLOWS ∪ {f}
7: end if
8: end for
9: for Flow sf ∈ S FLOWS do
10: if canTransmit(sf, sf.path) then
11: PreemptFlows(sf ,sf.path)





3.4.3 Flow Management Discussion
3.4.3.1 Avoiding Flow Contention
Since SMSF sorts job in a strict order, on any given link only the flows belonging to the
highest priority job are allowed to transmit using the majority of the link capacity. This
ensures that the flows of different jobs are not slowing each other down on the same link.
3.4.3.2 Allowing Preemption
Flows of a job can be preempted at any time due to the arrival of flows of higher priority
jobs (with the priority defined by SMSF). Without preemption, ongoing flows of low priority
jobs can potentially result in sub-optimal network resource allocation and increase average
job completion time.
3.4.3.3 Maximal Network Utilization
If there are two concurrent jobs in the cluster, our algorithm serializes them to let the
higher priority job transfer first. However, some of the flows of the lower priority job might
not interfere with the high priority job. If we use a strict policy to let only one job transfer
at a time, the majority of network resources might be idle, which would be undesirable.
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Phurti aims for a congestion-free maximal network utilization approach. Network flows of
a MapReduce job can start with TRANSMIT state when it arrives, as long as it does not
interfere with network flows from higher priority jobs. When determining flow interference,
Phurti detects if a higher priority flow is not using a given link fully because of being throttled
on another link, i.e. in the SLOW state. The spare capacity is then allocated to the lower
priority flows, allowing for maximal network utilization.
3.4.3.4 Starvation Protection
If there is a continuous stream of high priority jobs arriving into the cluster, SMSF can
lead to perpetual starvation for low priority jobs. We present a twofold solution to protect
the jobs from getting starved as described below.
First, all SLOW flows with same source host s share together a small fraction β of B,
where B is the capacity of the link that connects s to the core network. This approach is
better than blocking the interfering flows of lower priority jobs. It allows the queued low
priority jobs to make some progress, albeit small, even if they remain queued for a long time.
We also keep track of time elapsed since each job is submitted. Every T seconds, we check
if a job has been submitted for more than threshold seconds and any of its flows are in the
SLOW state. For those flows, we switch them to the TRANSMIT state for τ seconds. This
ensures that all jobs can make steady progress towards completion without getting stuck
behind short jobs perpetually. In Section 3.6.1, we explain how do we choose the values used
for these system parameters.
3.5 IMPLEMENTATION
In this section, we present implementation details about how Phurti interacts with Hadoop
and OpenFlow switches.
3.5.1 Northbound API
The Northbound API of Phurti provides a push-based notify function that can accept dif-




Node 1 Node 2 Node 4 Node 3 
Job 1 Reduce 1 Map 2 Reduce 2 
Map 1 Reduce 1 Job 2 
J1: {M1→R1:1G, M1→R2:1G} 
J2: {M1→R1:2G} 
J1: {M2→R1:0.5G,M2→R2:0.5G} 
Path Job-ID Data Size 




N3⤳N2 J1 0.5G 
N4⤳N2 J1 0.5G 
Figure 3.10: An Example of Constructing Traffic Pattern by Phurti. These traffic patterns
are later used for assigning priorities to the jobs.
3.5.1.1 Job Registration and Unregistration
When a MapReduce job starts, it registers itself by calling notify(JOB START, jobID).
Phurti adds it to the list of active jobs. When a job finishes, it unregisters itself by calling
notify(JOB COMPLETE, jobID).
3.5.1.2 Task Host Notification
When a map or reduce task launches, it calls notify(TASK HOST, jobID, taskID, host)
to notify Phurti of the host this task is running on.
3.5.1.3 Partition Size Notification
When a Map task completes, it notifies the size of intermediate data to Phurti by calling
notify(SIZE, jobID, taskID, sizeInformation[]). The information about the amount of data
this map task needs to send to each reduce task is contained in sizeInformation.
In Figure 3.10, we show an example of how Phurti uses the SIZE notifications. There
are two MapReduce jobs J1 and J2. J1 has two map tasks: M1 at node 1 and M2 at node
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3, and two reduce tasks: R1 at node 2 and R2 at node 4. J2 has one map task M1 at
node 1 and one reduce task R1 at node 4. When the map tasks finish, M1 of J1 notifies
Phurti it has generated 1GB data for each of the reduce tasks while M2 of J1 notifies it has
generated 0.5GB data for each of the reduce tasks. Based on this traffic data and the host
information of tasks learned through TASK HOST notification, Phurti constructs the flows
for all ongoing jobs.
3.5.1.4 Flow Registration and Unregistration
When the data transfer from a map task to a reduce task starts, Hadoop notifies Phurti of
the source and destination as well as the size via notify(FLOW REQUEST, jobID, flowID,
flowInformation). Phurti keeps track of the state of ongoing flows, including the network
paths they traverse, in order to predict where flow interference can happen and make cor-
responding scheduling decisions. When the data transfer completes, Hadoop notifies Phurti
by calling notify(FLOW COMPLETE, jobID, flowID). This results in actions in Section
3.4.2.3.
3.5.2 Southbound API
Phurti uses the Southbound API to discover the underlying network topology and predict
flow interference.
3.5.2.1 Path Retrieval
Phurti uses the network topology information provided by OpenFlow to query the network
path of a flow. When Phurti needs to identify the path a flow traverses through the network,
it calls our implemented function query(GET PATH, source, destination) where source and
destination are the endpoints of the flow. The path returned consists of all the links this
flow traverses in the network.
Since SDN controller and OpenFlow switches are continually tracking the network topol-
ogy, even if there are changes in the network topology caused by adding or removing switches











Figure 3.11: An example of predicting Flow Interference by Phurti. Phurti can calculate the
network path of a flow proactively and predict network interference before the flow starts.
3.5.2.2 Interference Avoidance
Phurti predicts flow interference by implementing query(CHECK PATH, PATH1, PATH2).
It returns true if two flows intersect at any link in the network. Phurti queries the paths for
the flows by using the GET PATH query and then uses the CHECK PATH query to detect
if those paths intersect on a certain link. These queries utilize native API calls provided by
Openflow to get the topology.
An example is shown in Figure 3.11. Phurti uses GET PATH query to retrieve the paths
P1, P2 and P3 for Flow1, Flow2 and Flow3 respectively. query(CHECK PATH, P1, P2)
returns True since both of them traverse on the same link (N1→S1). Since there is no
overlap between P1 and P3, query(CHECK PATH, P1, P3) returns False assuming all the





We evaluate Phurti on a local testbed running Hadoop YARN 2.3.0. We use default
settings for Hadoop parameters including reduce.shuffle.parallelcopies (5) and
reduce.slowstart.completedmaps (0.05). We use a realistic workload based on production
Hadoop trace from Facebook on a local cluster. We also perform scalability tests using
simulations.
Our cluster consists of 6 servers (nodes) divided into 2 racks, where each rack consists of
2 nodes with 6 GB and 1 node with 3 GB RAM configured for Hadoop YARN containers.
There are two HP 3500 OpenFlow switches each connected to 3 nodes of the same rack.
Both the switches are connected by a single link. The network topology is shown in Figure
3.9. All the ports of the switches are capable of supporting 100 Megabits/sec full-duplex
bandwidth. We use POX [19] as the OpenFlow controller. We run Phurti on a separate
server with 2.40 GHz CPU and 4 GB memory.
Choosing the System Parameters: T and threshold depend on the workload. threshold
should be an order of magnitude higher than the average job completion time so we only
service the jobs that are truly starved. T should be an order of magnitude less than that
so we do not let a job starve for too long a period (i.e. beyond threshold+T ). If β and τ
are too large, then we are not really doing smallest first heuristic, but just approximating
fair sharing. If they are too small, we are not protecting against starvation. τ should be an
order of magnitude less than T . Based on our workload, we set β to be 1%, threshold to be
100 seconds, T to be 10 seconds and τ to be 1 second.
3.6.2 Deployment Experiment on Local Cluster
We generate MapReduce jobs using SWIM [16], based on real MapReduce trace from
the Facebook cluster. The generated workload consists of 100 jobs. The original workload
was collected on a 600-node cluster and we scaled it down proportionally according to our
testbed. The scaled trace still maintains original workload characteristics, including job
arrival time, job size distribution and time variant cluster utilization.
We divide the jobs in the workload into three categories, based on the size of intermediate
data they generate: small, medium and large. Small jobs are jobs with 100MB or less
intermediate data, medium jobs have data sizes between 100MB and 1GB, and large jobs
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Figure 3.12: CDF of difference in Job Completion Time(sec): Phurti vs Fair Sharing. Neg-
ative values imply Phurti is better. Phurti improves job completion time for about 95% of
jobs.
of jobs belonging to each category along with the percentage of the intermediate data size.
This shows that the majority of jobs in the workload are small jobs.
Table 3.1: Categories of Jobs in Workload.




Improvement of Job Completion Time: We first show the benefit of Phurti via the
main metric of job completion time. For each job in the workload, we take the difference
between its job completion time under Phurti and its job completion time under Fair Sharing
to show performance improvement. A negative difference for a job shows its job completion
time is better under Phurti. We average the results over 10 iterations.
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Figure 3.13: Fractional Improvement of Job Completion Times (JCT) by Job Category
compared to Fair Sharing. Phurti performs best for small jobs.
plot shows that around 95% of the jobs have improved job completion time under Phurti
compared to Fair Sharing [6]. Around 50% of the jobs have at least 100s improvement in
job completion time. Around 5% of the jobs have higher job completion time under Phurti
and the worst increase in job completion time is around 100s.
To further understand which of the jobs benefit the most under Phurti and how this
improvement compares to Fair Sharing, we compute both the average and 95th percentile
of the job completion time for each category of jobs. We show the results in Figure 3.13
as a form of fractional improvement over Fair Sharing. Overall, Phurti achieves an average
fractional improvement close to 20% and a 95th percentile improvement of nearly 13%. As
expected, small jobs have the highest average fractional improvement of nearly 23% and
95th percentile improvement of 16% among all job categories. This is expected since jobs
with smaller size are likely to have smaller maximal sequential-traffic, and thus have a higher
priority under Phurti. This is also significant since the majority of jobs are small jobs in the
MapReduce workload used (62%).
Starvation Protection: Although our workload is dominated by small jobs which have
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a higher priority under Phurti, it should be pointed out that the large job category is
still able to achieve an average fractional improvement of over 16% with 95th percentile
improvement of 15%. This demonstrates that Phurti performs well for large jobs by avoiding
perpetual starvation. This is also evident through the tail completion times. The 95th
percentile completion time for Phurti shows significant improvements greater than 10% over
Fair Sharing for all job categories.
Effective Transmit Rate: To measure how often traffic is being throttled under Phurti,
we compute the effective transmit rate for each job. Effective transmit rate for a job is
the fraction of the time its flows spend in TRANSMIT state under Phurti. A higher value
means that flow traffic of a job spends more time transmitting at its full potential without
any congestion or throttling. We plot the CDF of effective transmit rate in Figure 3.14.
Over 90% of the jobs have effective transmit rate larger than 0.8. The effective transmit
rate for all the flows on average is greater than 0.9, which means that the flows are not
being throttled 90% of the time. Based on this result, we conclude that Phurti succeeds in
minimizing throttling.
In Figure 3.15, we show the average effective transmit rate for jobs in different size cate-
gories. The results show that the small jobs have highest average effective transmit rate of
nearly 0.95 due to their higher priorities under Phurti. We observe that the average effective
transmit rate even for large jobs is around 0.85, despite the fact that their flows have the
lowest priorities and are likely to be preempted more frequently by other flows.
3.6.3 Simulation
3.6.3.1 Job Scheduling Overhead
We undertake simulation experiments to evaluate the job scheduling overhead for Phurti.
In all the experiments, Phurti scheduler is running on a single core server with a 2.40 GHz
processor and 8 GB RAM. We measure the effect of scale in terms of the cluster size as well as
the number of simultaneous job arrivals. We choose to evaluate Phurti under fat-tree network
topology, which is one of the most common network topologies in modern datacenters. We
repeat all experiments for 10 iterations and describe the results in the following sections.
Scheduling Overhead with Increasing Number of Hosts: We simulate fat-tree
topologies with increasing number of hosts to check whether Phurti would scale with the
number of Hadoop nodes. We inject a new flow with 10 ongoing flows in the network. Figure
3.16 shows the scheduling overhead when we set the number of ports of each edge switch
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Figure 3.14: CDF of Effective Transmit Rate. Higher values are better. The transmit rate
of approx. 90% shows that Phurti achieves high utilization.
in the fat-tree topology. The graph shows that with 16 hosts, the average scheduling time
for the newly arrived flow is around 0.84 milliseconds and for a network with 1024 hosts the
average scheduling overhead is around 1.03 ms.
The scheduling overhead grows much slower than linear rate because Phurti is very efficient
in making scheduling decisions. Instead of checking the entire topology, it only checks the
links along the path a new flow traverses, to predict flow interference. This means that the
scheduling overhead for each flow is proportional to the average path size, which grows much
slower as the number of hosts increases.
Scheduling Overhead with Simultaneous Flow Arrivals: For this experiment, we
simulate a fat-tree topology with 1024 hosts. We launch multiple flows at the same time
and measure the time taken by the Phurti scheduler to schedule each flow.
Figure 3.17 shows that with 20 simultaneous flow arrivals, Phurti takes about 2.68 millisec-
onds on average to schedule each flow. Even when 100 flows arrive simultaneously, Phurti
can still schedule each flow under 5 milliseconds. In the SWIM [16] workload, even when the
cluster is most heavily loaded, the number of flows arriving simultaneously never exceeds
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Figure 3.15: Average Effective Transmit Rate by Job Category. Small jobs have the best
effective transmit rates.
20. Compared to the overall job completion time of typical Hadoop MapReduce jobs, the
scheduling overhead of Phurti is small under heavy workloads, even with bursty flow arrival
patterns.
We evaluated the scalability of Phurti only with the number of simultaneous flow arrivals
since the scheduling time does not vary much with the number of ongoing flows. The reason
is that in SMSF, each flow is scheduled based on the available capacity and priority along
its network path. Neither of these metrics is influenced by the number of ongoing flows.
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Figure 3.16: Scheduling time for a new flow with different size of network topology. For a
network topology with 1024 hosts, Phurti takes 6.96 milliseconds for scheduling decision. For
a network topology with 1024 hosts, the scheduling time only increases to 1.03 milliseconds.
3.6.3.2 Comparison with Varys
In [12] the authors already demonstrated application-aware scheduling technique like Varys
is more suitable for shuffling traffic than flow-level scheduling techniques including shortest-
flow-first (SFF). For this experiment, we focus on comparing Varys and Phurti. We extended
the trace-driven CoflowSim [20] simulator used by Varys [12] to test performances of Phurti
and Varys under the fat-tree topology. We simulate a fat-tree network topology involving
128 servers. We replay the SWIM workload used in Section 3.6.2 using the simulator and
preserve the characteristics, including the number of jobs, shuffle size and number of mapper
and reducers per job. We compare the shuffle completion time for each job under Phurti
with Varys. Varys only considers the edge link capacity when making the scheduling decision
and assumes there is enough network bandwidth in the core network to accommodate the
traffic demand.
We fix the link capacity Cse between each server and edge switches to be 1Gbps. To
evaluate the impact of network topology and the oversubscribed core of datacenter network,
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Figure 3.17: Average flow scheduling time for simultaneous flow arrivals. With 1024 hosts,
Phurti takes 4.55 milliseconds on average to schedule each flow when 100 flows arrive simul-
taneously.
we varied the link capacity Cea between edge switches and aggregation switches from 10 Gbps
to 1 Gbps. The link capacity between aggregation switches and core switches is always twice
as much as Cea.
We calculate the shuffle completion times of Phurti and Varys under different Cea and
show the evaluation result in Figure 3.18. We show the CDF of the difference of shuffle
completion time for each job in the workload. A negative value means Phurti is better.
The results show that when Cea has 10:1 ratio to Cse, Phurti performs similar to Varys. As
the ratio between Cea and Cse decreases, Phurti can outperform Varys due to its awareness of
network topology. When the ratio between Cea and Cse decreases to 1:1, Phurti can improve
the shuffling time for nearly 40% of the jobs over Varys. This sort of oversubscription is
fairly common in data centers to improve utilization [21].
We conclude that, compared to Varys, Phurti can show improvement of the communication
time for a realistic workload when the core network is oversubscribed. The improvement
provided by Phurti grows fast as the network becomes more congested. This is because
Varys does not consider the core network capacity when scheduling the flows, which leads
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Figure 3.18: CDF of difference in Shuffle Completion Time (sec): Phurti vs Varys. Negative
values imply Phurti is better. Each of the lines represents the improvement corresponding
to a given link capacity Cea between edge switches and aggregation switches. The link
capacity Cse between server and edge switches is fixed at 1Gbps. Phurti performs better if
the oversubscription ratio in the core network increases.
3.7 DISCUSSION
3.7.1 System Design Trade-offs
Phurti contains the weaknesses of common centralized architectures including scalability
and single point of failure. On the other hand, implementing a centralized scheduling scheme
allows us to move the flow states away from switches. It also makes it easier to maintain
consistency for flow scheduling decisions.
3.7.2 Task Placement via Network Layer Feedback
Phurti tries to schedule the network flows to accommodate the network resource demand
of cluster applications. An orthogonal approach is to let Hadoop place the tasks on hosts
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based on network conditions. We believe that Phurti’s traffic scheduling can be integrated
with such task placement to further improve application performance.
3.7.3 Routing Decisions via Application Feedback
Currently we are using the Southbound API of Phurti to pull the network information
only. However, because we use OpenFlow switches, the API also provides the option to
perform routing decisions. We leave it for future work to come up with a scheme that




In the current interdomain routing system, autonomous systems (ASes) select paths
mainly based on their business agreements with other service providers, without taking into
account specific performance metrics (e.g., delay, loss, jitter, available bandwidth). This
behavior often results in poor performance for the end users. To overcome these problems,
researchers have proposed overlay networks, where traffic can be tunneled through interme-
diate nodes deployed at key access and Internet exchange points to bypass ASes experiencing
congestions, failures, or attack [22, 3, 23]. However, despite these efforts, few commercial
overlay networks are available, except for costly solutions [24] that are offered by content
delivery network (CDN) providers to large web-centric companies. As a result, users (includ-
ing enterprises of all sizes) cannot readily take advantage of the overlay network solutions
to improve their network performance. In particular, we describe two motivating scenarios
where such performance boosts are important.
Connectivity between office branches: It is common that enterprises and government
agencies consist of multiple branches across different geographic locations. They often lease
private network lines between the branch offices to guarantee certain network performance.
At the same time, each line typically costs thousands of dollars per month. Given the con-
siderably lower prices of Internet access, overlay networks could be an attractive alternative
at up to a hundredth of the cost [25, 26].
Remote users: VPNs let remote users securely connect to a corporate or home network and
maintain access to private applications and data. The quality of such access directly impacts
how productive a remote user can be. Therefore, by improving network performance, overlay
networks can boost the productivity of the growing mobile workforce.
In this paper, we propose cloud-routed overlay networks (CRONets), a new approach for
end users to reap the benefits of overlay networking in a proactive fashion, without explicit
support from ISPs. With CRONets, users (e.g., startups) build their own overlay networks by
renting virtual nodes from cloud service providers. CRONets leverage four key trends about
cloud providers (e.g., IBM Softlayer and Amazon EC2). First, cloud providers continue to
expand their global footprint. IBM Softlayer, for example, has more than 40 geographic
locations [27]. Second, the provider’s cloud data centers are connected by a well-provisioned
private network. Third, each cloud data center is aggressively peered with a diverse set of
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ISPs at Internet exchange points (IXPs). This leads to path diversity from and to most
endpoints. Finally, cloud providers allow users to rent and control virtual servers with 100
Mbps virtual NIC from any of those locations starting at about $20 per month.
To the best of our knowledge, cloud-routed overlay networks have never been studied
before; little known is about their performance characteristics. Although previous studies
(e.g., [3]) have demonstrated the benefits of overlay networks, the studies were conducted
more than a decade ago, and most of the overlay nodes were on high-speed experimental
academic backbones (e.g., Abilene, Geant). The studies showed that these high-speed exper-
imental academic networks present opportunities for path improvement. However, existing
studies have not established available opportunities in the public Internet. On one hand,
recent technologies such as Multi-Path TCP (MPTCP) [28] focus on the last mile, suggest-
ing that network bottlenecks occur on the edge of the Internet. If that is the case, overlay
networks would not be able to provide significant network improvements. On the other
hand, studies on Internet bottlenecks suggest that congestions occur in the Internet core,
and overlay solutions should therefore help: for example, in 2003, Akella et al. [29] conducted
an empirical evaluation of Wide-Area Internet bottlenecks, and found that although perfor-
mance limitations in the current Internet are often thought to lie at the edges of the network,
half of the bottlenecks were actually in the Internet core. The authors further argue that as
access links of stub ASes were upgraded, the ratio of bottlenecks happening in the Internet
core were likely to increase. Much more recently, in 2014, Kang and Gligor [30] revealed
that the Internet is extremely vulnerable to routing bottlenecks (because of Inter-domain
routing policy, hot-potato routing policy, and Internal AS router-level topology) and showed
that most bottlenecks links are within or connecting Tier-1 ASes.
This paper therefore focuses on two particular questions. First, can CRONets provide
similar improvements to previous experimental studies, but in a realistic—cloud—setting
(e.g., in the face of congestion, failures, etc.)? Second, how to choose and place overlays (at
scale) or can emerging technologies like MPTCP simplify the selection and overlay placement
problems?
Towards answering these questions, we have built a CRONet and have conducted a mea-
surement study in the last twelve months, using seven data centers from IBM Softlayer [31],
and hundreds of PlanetLab nodes, with network paths across five continents (North America,
Europe, Asia, South America, and Australia). The main results are summarized as follows.
•We conducted a prevalence measurement, consisting of real-life Internet servers and Planetlab-
hosted clients. In a previous study [32], Banerjee et al. stressed that when the source and
destination of an end to end measurement belongs to an academic network (e.g., Geant, Abi-
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lene), the properties may not be representative of the paths in the Global Internet. However,
for “mixed” measurements where the paths traverse some commercial ASes, the results were
similar to those where all nodes are all off academic networks. In order to have a large
coverage, we use PlanetLab nodes as the clients. However, the servers are in the public com-
mercial Internet, and traceroute traces confirm that the traffic traverses commercial ASes.
As such, although we rely on PlanetLab nodes, the measurements do not suffer from the
bias of previous studies where source, destination, and overlay nodes were all in academic
networks.
We thus observed more than 6,600 paths, and analyzed whether tunneling to virtual
overlay nodes deployed on a cloud service provider can improve their performance. This
is the first study of this scale: the number of observed paths is one order of magnitude
larger than previous studies. Our results show that 78% of the default Internet paths have
a lower throughput than at least one overlay path between the same two endpoints, and
with an average and a median improvement factor of 3.27 and 1.67 times, respectively. A
cloud-based overlay network can also reduce packet loss and the average RTT for more than
half of the observed paths. Moreover, default Internet paths with lower performance tend
to get greater improvement through the overlay, making the overlay solution particularly
useful. Further analysis indicates that a cloud routed overlay path has a high likelihood of
increasing the throughput as long as it reduces the packet loss rate and RTT of the default
paths simultaneously, by only 12.1% and 10.5% respectively. This result is encouraging
because such low reduction thresholds are likely to be met for most scenarios given the path
diversity on the Internet. Indeed, our analysis show that cloud routed overlay is capable
of creating alternative paths that are substantially different from the default paths: half
of the overlay paths created in our experiment contain 57% or less of the routers from the
corresponding default paths, and 20% contain only 44% or less.
• We performed a longitudinal measurement, focusing on, and continuously observing, a
subset of 30 Internet paths over an entire week period. The results show that 90% of the 30
observed Internet paths get significant improvements across the measurement period, with
an average improvement ratio of 8.39, and a median improvement ratio of 7.58. In summary,
the performance gains are consistent over time. In addition, the study revealed that only a
small number of overlay nodes needs to be deployed, with one to two overlay nodes being
able to provide most of the benefits.
• We propose a new automated path selection algorithm—based on the recent Multi-Path
TCP (MPTCP) technology [28]—for the sender to decide which path(s) to send traffic.
Taking advantage of the MPTCP congestion control algorithm design objectives [33], the
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proposed solution guarantees that the obtained throughput equals that of a single-path
TCP connection on the best available path. We conducted experiments both in a controlled
testbed, and in the Internet to validate it. The results show that MPTCP can achieve the
maximum observed throughput across the overlay paths.
The rest of the paper is organized as follows: Section 2 describes our methodology. Sections
3 and 4 quantify the performance gains of the sampled overlay paths and analyze how the
gains persisted over time. A variety of analyses aiming to identify the key factors for the
performance gains are presented in Section 5, followed by a study of using MPTCP to auto-
extract the performance gains from a set of overlay paths in Section 6. Section 7 discusses
related works. Finally, we offer concluding remarks in Section 8.
4.2 MODEL
First we aim to model the performance of overlay network based on the TCP throughput







where RTT is the round trip time between the two TCP endpoints participating in the
connection and p is the probability that a packet is dropped during the transmission, i.e.,
packet loss rate. MSS is the maximum segment size used in TCP connection.
This equation suggests that, in order to improve the throughput of TCP connection be-
tween a given pair of hosts, we can either reduce the round trip time(RTT) or packet loss
rate(p).
We start by illustrating a straightforward one-hop overlay network in Figure 4.1. We
have a client denoted as C, who is trying to download a large file from a public web server
denoted as A. The client can choose to download the file via the direct connection A→ C.
Alternatively, the client can choose to rent a server from a public cloud provider (e.g. Amazon
or IBM) to act as the overlay server. Thus the downloading traffic go through the overlay
path A→ B → C.
We now discuss different overlay modes and present the corresponding performance anal-
ysis.
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Figure 4.1: An One-hop Overlay Scenario
4.2.1 Non-split Overlay
We first discuss the most common type of overlay mode where the overlay server only
decapsulates/encapsulates the packets modifies the source/destination IP address and for-
wards the packets. Thus the TCP connection between the web server and the client needs
to traverse the entire overlay path A → B → C and the RTT for the non-split overlay
path is the sum of the two discrete segments of the overlay path: RTTAB + RTTBC . If we
further assume the packet loss rates of path A→ B and path B → C are independent, we











Here we assume pAB and pBC are sufficiently small. In order for the client to achieve
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throughput gain from using non-split overlay path, the round trip time and packet loss rates


















This result suggests that in order for the client to benefit from using the non-split overlay
path, the quality of the overlay path provisioned by cloud provider needs to be good enough
such that the packet loss rates PAB an d PBC are sufficiently low compared to packet loss
rate of direct path PAC , to overcome the effect of potentially encountering a larger round
trip time for overlay path (RTTAB +RTTBC).
4.2.2 Split Overlay
One potential side effect of using the non-split overlay path is the increased RTT is likely
to dominate the benefit gained from overlay path with better quality or lower packet loss
rate. One promising solution is to run a split-overlay proxy [35, 36] at the overlay server in
order to break the long TCP connection into sub-connections with smaller RTTs for each of
them. The expected throughput of the split overlay mode is thus same as the sub-connection
with minimum throughput,i.e., the bottleneck sub-connection. Using the same scenario in















Thus in order for the client to achieve throughput gain by using split overlay, the through-
put of bottleneck sub-connection needs to be higher than the throughput of direct connection.
In next section we discuss the relation ship between the expected throughputs of non-split
overlay and split-overlay.
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4.2.3 Split Overlay versus Non-split Overlay
In this section, we provide a proof that the expected throughput of split overlay is always
higher than non-split overlay, given realistic assumptions of RTTs and packet loss rates.
Lemma 4.2.1. The expected throughput of split overlay is always higher than the expected
throughput of non-split overlay for same one-hop overlay path, assuming round trip time is
positive and packet loss rate is within the range (0,1).
Proof. We start by an one-hop overlay scenario similar to Figure 4.1. Without loss of
generality, we assume sub-connection BC has lower throughput than sub-connection AB.


































1− (1− pAB)(1− pBC)
= BWnonSplitOverlay
(4.5)
We further generalize the result to multi-hop overlay scenario.
Lemma 4.2.2. The expected throughput of split overlay is always higher than the expected
throughput of non-split overlay for same overlay path regardless of number of hops, assuming
round trip time is positive and packet loss rate is within the range (0,1).
Proof. We assume an overlay path with N sub-connections. Without loss of generality, we













































What percentage of clients can expect to achieve performance gain compared to direct
connection when they use non-split overlay paths and split overlay paths? In this section, we
conduct extensive simulations to estimate the potential throughput improvement of overlay
network for end users under different relationships of round trip time and loss rates between
direct paths and cloud-routed overlay paths.
4.2.4.1 Overlay Paths with Comparable RTTs
We first assume the round trip time of cloud-routed overlay path is comparable with direct
path. Formally, for a given direct path with round trip time RTTdirect, the round trip time of
its corresponding overlay paths is αRTTdirect, and α follows a normal distribution N (1, 0.1).
Similarly, for a given direct path with packet loss rate pdirect, the loss rates of the two
segments of the corresponding one-hop overlay paths is βpdirect. We first examine the case
where the cloud provider is able to provision network with better quality than direct path.
So we let β follows normal distribution N (0.5, 0.05). For each direct path, we examine place
overlay servers and choose the overlay path with maximum throughput based on simulated
round trip time and packet loss rate. We simulated 1000 direct paths and calculate the ratio
between the maximum overlay path throughput and direct path throughput and plot the
CDF of ratio in Figure 4.3.
The simulation results show that if the cloud provider is able to provision better network
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Figure 4.2: CDF of TCP throughput improvement ratio when α follows N (1, 0.1) and β
follows N (0.5, 0.05)
paths with roughly half the packet loss rate and maintain comparable round trip time for
overlay paths, the users can achieve significant performance improvement by using cloud-
routed overlay network. For non-split overlay paths, about 83% of direct paths can expect
to achieve throughput gain and 9% of them can have improvement ratio higher than 1.25.
With split overlay, all of the direct paths can achieve improvement ratio higher than 1.25,
which means a throughput 25% higher than the throughput of direct path.
What if the cloud provider is not able to significantly reduce the packet loss rate? We
next examine the case when β follows normal distribution N (1, 0.05), or when the packet
loss rates of overlay paths and direct paths are comparable. We show the simulation results
in Figure 4.3.
It can be shown that the performance of non-split overlay is affected by the increased
packet loss rates and only 1% of the direct paths can achieve performance gain via overlay
path. However, the split-overlay mode is still able to provide throughput gain for 99% of
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Figure 4.3: CDF of TCP throughput improvement ratio when α follows N (1, 0.1) and β
follows N (1, 0.05)
the direct paths and 87% of them have improvement ratio higher than 1.25.
4.2.4.2 Overlay Paths with Significantly Increased RTTs
Since traffic go through overlay network can expect to experience a higher round trip time
due to reasons including path detouring, in this section, we let α follows normal distribution
N (2, 0.1) and examine how does the increased round trip time affect the performance of
cloud-routed overlay network.
Same as Section 4.2.4.1, we start by assuming the cloud provider is able to provision
network with better quality and let β follows N (0.5, 0.05). We present the simulation results
in Figure 4.4. It is expected that the increased round trip time affects the performance of
non-split overlay paths significantly and no direct paths can benefit from using non-split
overlay paths. However, split overlay path is still able to provide throughput gain for 73%
of the direct paths and 34% of them can expect to achieve improvement ratio with 1.25 or
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Figure 4.4: CDF of TCP throughput improvement ratio when α follows N (2, 0.1) and β
follows N (0.5, 0.05)
higher.
Finally we set β to follow N (1, 0.05) and examine the performance of cloud-routed overlay
network under both increased round trip time and packet loss rates. We show the simulation
result in Figure 4.5. As expected, with both increased round trip time and packet loss rates,
non-split overlay is not able to provide throughput improvements. Furthermore, even split-
overlay can only achieve performance gain for 8% of the direct paths.
4.2.4.3 Simulation Summary
In this section we examine different cases of relationship of round trip time and packet
loss rates between overlay paths and direct paths. We conclude that in order for the clients
to achieve satisfiable performance, the overlay paths provided by cloud provider needs to
satisfy two requirements: the overlay paths need to have comparable round trip time with
direct paths and the overlay paths need to have reasonable well quality with reduced packet
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Figure 4.5: CDF of TCP throughput improvement ratio when α follows N (2, 0.1) and β
follows N (1, 0.05)
loss rate.
4.3 RESIDENTIAL MEASUREMENTS
We first pilot-tested the validity of using a cloud routed overlay with a small-scale exper-
iment involving home or mobile users downloading a large file from a remote web server.
After performance gains were observed, we then performed a series of large-scale file down-
load experiments leveraging PlanetLab nodes. For the first small-scale experiment, we rented
7 overlay nodes, located in Dallas, Houston, Asmsterdam, London, San Jose, Washington


























Figure 4.6: Client in Tampa, US
4.3.1 Residential pilot test setup
We used three clients located in (1) Tampa, Florida, US, (2) Paris, France, and (3) Cardiff,
UK. The clients in Tampa and Paris are home PCs with broadband DSL subscriptions, and
the subscribed bandwidth is 30 Mbps and 90 Mbps respectively. The Cardiff client connected
to a hotel WiFi network of 20 Mbps bandwidth, which was shared by all guests in that hotel.
The test was performed in September 2014.
At the first step of measurement, we let each of the three client nodes directly download
the Eclipse software [37] installation file (200 MB) from five mirror servers, one at a time.
The creator of Eclipse hosts mirror servers in many different locations. On the Eclipse
download webpage, one server is automatically recommended based on the user’s location,
and the other servers can be manually selected to download from as well. We intentionally
select five servers from the list to cover a wide geographical range: (1) Georgia, USA, (2)
Virginia, USA, (3) Waterloo, Canada, (4) Germany, and (5) China.
We next repeat the experiment, but this time using the five overlay nodes we have set up
with the cloud provider. More specifically, for each client and server pair, we perform the
download seven1 times, each time using a tunnel that goes through a different overlay node.
We then compute the maximum throughput observed among all the overlay paths.
The measured throughput for the pilot test is shown in Fig. 4.6 to Fig. 4.8. Each figure
1six times for the client in Tampa, and seven times for the clients in Paris and Cardiff, as we added one



























Figure 4.7: Client in Paris, Franch
represents the performance from one specific client, with five clusters of bars corresponding
to the five remote servers. The first bar in each cluster shows the measured throughput for
the directed path while the second shows the maximum throughput observed among the
tunnel paths. We make the following observations.
First, for a large fraction of the direct paths with severely low throughput, the corre-
sponding overlay tunnel paths substantially improve the throughput, by 2 to 18 times, with
some overlay paths approaching the client’s subscription upper bound; and this trend is
consistent across all three client nodes. This confirms the feasibility of using a cloud-based
overlay to improve throughput, and highlight its effectiveness. A particularly interesting
and somewhat surprising observation is that, use of overlay can even significantly improve
throughput between geographically nearby nodes, e.g., the path between Tampa and Georgia
(in fact, the Georgia server is the recommended mirror by the Eclipse downloading webpage
for the Tampa client), and between Paris and Germany. We believe this finding highlights
the utility of the overlay, and also exposes the complexity in Internet path selection, e.g.,
the geographical distance may not be a good indicator of the path performance.
Second, there are some cases, e.g., between Tampa and Germany, Paris and Virginia,
where the use of overlay tunnel does not improve the throughput. However, we found for
those cases, the throughput of the direct path is already close to the subscription limit, and
thus there is no room for improvement.




























Figure 4.8: Client in Cardiff, UK
Figure 4.9: Residential setup: blue/white/red pins indicating clients/servers/cloud-hosted
overlays
and Georgia, Cardiff and China, where the throughput of the direct paths is low, and the
overlay tunnel path only offers moderate (less than 2 times) improvement. These paths
would greatly benefit from additional improvement. We observe that all these cases are
transcontinental paths, where the RTT is likely to be large and potentially limit the TCP
performance. To confirm, we repeated our overlay experiment for those three cases, but
this time we ran split-TCP on the overlay node, in addition to using a tunnel as before.
Fig. 4.10 shows the throughput improvement ratio for the best plain tunnel path and the
best tunnel path with split-TCP, compared to the direct path. We observe that in all three
cases, using split TCP in conjunction with overlay further improves the throughput and































Figure 4.10: split-Overlay improved throughput further for the three transcontinental cases.
4.4 LARGE SCALE PREVALENT MEASUREMENT
Conceptually, CRONets are overlays built from virtual compute nodes provisioned from
global cloud providers. As mentioned earlier, CRONets rely on the connectivity provided
by cloud data centers to bypass problematic autonomous systems. Realistically, we know
relatively little about the network infrastructures of cloud service providers (i.e., how their
data centers are connected to each other and to the external world). Therefore, we have
chosen a predominantly blackbox approach in measuring the potential performance gains
from using cloud-routed overlay paths. Our goal is to improve the performance of TCP
applications across three metrics: (i) throughput, (ii) packet loss, and (iii) packet delay.
We rented virtual Linux servers as overlay nodes from Softlayer in several of its 40 data-
centers. Each server runs Ubuntu 12.04, and is provisioned with a single core (2.0 GHz), a
100 Mbps network, and 4GB RAM. To act as an overlay node, a virtual server establishes a
tunnel (GRE or IPsec) with one endpoint and runs a NAT through the Linux IP Masquerade
feature. The NAT allows the return traffic from the other endpoint to also traverse the
overlay node, without having to establish any tunnel with that other endpoint.
The measurements were carried out across two stages. First, we performed a series of
large-scale file download experiments leveraging PlanetLab nodes (PlanetLab is a global
research network with 1343 nodes at 649 sites), and downloading a large file from real-life
web servers. Second, we performed a similar large scale experiment, however this time the
file was downloaded from servers that we control. For both stages of measurements, we
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Figure 4.11: Real-life web server experimental setup example with a web server in Portland,
overlay servers at San Jose, Dallas, WashingtonDC, and a client in New York.
found that a 100 Mbps network capacity is high enough to not become a bottleneck for
overlay paths. For this work, we focus on one-hop overlay paths which means each overlay
path traverses through exactly one overlay server.
4.4.1 Real-Life Web Server Experiment Setup
To measure the performance gain for users with a large range of geographical location
distribution, we performed measurement involving over 100 PlanetLab nodes (48 in Europe,
45 in America, 14 in Asia, and 3 in Australia). Each PlanetLab node can be representative
of a remote user, or a branch office. Each PlanetLab node downloads a 100 MB file from an
“Eclipse” mirror server [37]. As an effort to provide high-speed downloading to users all over
the world, Eclipse hosts mirror servers in many different locations. On the Eclipse download
webpage, one server is automatically recommended based on the user’s location, and the
other servers can be manually selected to download from as well. We intentionally select
10 servers from the list to cover a wide geographical range, with locations in Canada, USA,
Germany, Switzerland, Japan, Korea and China. To build the overlay network, we rented
virtual compute nodes at five data center locations: Washington DC, San Jose, Dallas,
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Amsterdam, and Tokyo. Thus, we sample a total of 6,600 Internet paths (including one
direct, and 5 overlay paths for each pair of Internet endpoints) in this experiment. Figure
4.11 shows an example of the experimental setup with a web server in Portland, overlay
servers at San Jose, Dallas, WashingtonDC, and a client in New York.
For each pair of sender and receiver (A, B), we measure the TCP throughput of the file
download for the following four different path types:
Direct: We first measure the characteristics of the direct path A→ B. This measurement
represents the performance of the default path as selected by the current Internet routing
system. The other paths are all through an overlay node (denoted by O) that we have set
up in the cloud.
Discrete overlay: The discrete measurement analyzes each segment A→ O, and O → B,
separately. This measurement does not take into account the overhead of the tunnels, and
the processing overhead at the overlay node. The minimum of the two segments’ throughputs
can serve as an upper bound of the achievable throughput through the overlay path.
Overlay: We measure the characteristics of the path A → O → B, where O decapsu-
lates/encapsulates the packets, modifies the source/destination IP addresses as a NAT, and
forwards the packets. This tunnel overlay measurement represents the actual overlay per-
formance over the path A→ O → B.
Split-Overlay: Some of the paths are transcontinental paths, where the round trip time
(RTT) is likely to be large and potentially limit the TCP performance. We thus hypothesize
that running a split-overlay proxy [35, 36] at the overlay node may further improve the
performance. Our insight is based on the following observation of TCP congestion control
algorithm: Mathis et al. developed a simple model for the average bandwidth delivered by







where p is the probability that a packet is dropped. The equation highlights that the
throughput over an overlay path A→ O → B is not the minimum of the throughputs over
the segments A → O, and O → B. Instead, when the two segments have similar RTT,
the RTT of the overlay path A → O → B doubles, and the throughput consequently gets
halved. To test this hypothesis, we measure the characteristics of the path A → O → B,
where the overlay node acts as a split-Overlay, and breaks the TCP connection into two
segments. This mode is applicable only when the end points do not enforce IPsec, but the
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TCP headers are in clear text.
4.4.2 Controlled Servers Experiment Setup
To understand the reasons behind the improvements, we then host the TCP sender on
one of the virtual servers2. This allows us to capture packets, and run different tools (e.g.,
Traceroute) on the TCP sender. As such, we repeated the above experiments with 50 Plan-
etLab nodes (26 in North and South America, 18 in Europe, 5 in Asia, and 1 in Australia),
and for each PlanetLab node (e.g., planetlab-3.cmcl.cs.cmu.edu), we have five candidate
TCP senders, i.e., the virtual servers we have rented at Washington DC, San Jose, Dallas,
Amsterdam and Tokyo. When one virtual server acts as a TCP sender (e.g., San Jose),
the other four virtual servers (e.g., Washington DC, Dallas, Amsterdam and Tokyo) act as
overlay nodes. Thus, we sample a total of 1250 pairs of Internet end points (including one
direct, and 4 overlay paths) in this experiment.
By controlling both sender and receiver of each path, we are able to collect much richer
data, that include not only throughput result, but also packet loss rate and round trip time
(RTT). The latter two metrics can be as important as throughput for many applications
such as video conferencing, and online gaming.
As such, for each pair of sender and receiver (A, B), we measure the TCP throughput
of a 30-second data transfer, the TCP retransmission rate, and the RTT. The throughput
is measured through iperf, and the retransmission rate and average RTT are derived using
tstat [38]. Additionally, we collect traceroute data for all the paths.
We have also examined the possibility of collecting the path capacity and available band-
width estimates using several of the existing tools [39, 40, 41, 42, 43]. However, we found
from lab experiments that the capacity and bandwidth estimates are not reliable for paths
with high bandwidth links and large RTTs as reported by prior work [42, 43]. An additional
difficulty stems from the fact that the cloud nodes are virtual machines subject to software-
based rate limiting, which may also significantly impact the accuracy of the estimation made
by the tools.
4.5 PERFORMANCE GAINS
This section presents the results of the PlanetLab and controlled servers measurements.
2PlanetLab nodes are not suitable to be TCP senders for our purpose because PlanetLab nodes have a
daily outbound traffic limit. After a node sends more network traffic than its limit, its outbound throughput
is capped, which affects the measurement results.
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Figure 4.12: CDF on the throughput improvement ratios of plain overlay and overlay with
split TCP over the corresponding direct paths.
4.5.1 Real-Life Web Servers Measurements
In this subsection, we present the measurement results from our latest real-life web server
experiments, collected during January 20-27, 2015 and May 5-12, 2015.
The measurement results are depicted in Figure 4.12. We first quantify the throughput
gain of using an overlay path. For each pair of source and destination nodes, we compare the
maximum throughput achieved by the five overlay paths with the throughput of the direct
path. The solid blue curve in Figure 4.12 shows the cumulative distribution function (CDF)
of the ratio of the two throughputs. A point (x, y) indicates that for y% of the observed
source and destination pairs, the overlay path offers a throughput improvement ratio no
bigger than x. Note that the X-axis represents the improvement ratio in logarithmic scale.
We see that for 49% of the source and destination pairs, the improvement ratio is greater
than 1, meaning that the throughput between those node pairs is improved by using the
overlay network, with an average improvement factor of 1.29.
We next repeat the experiment but with a split-overlay proxy running at the overlay node.
We again consider the ratio of the maximum throughput achieved by the five overlay paths
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Figure 4.13: CDF on the throughput improvement ratios of plain overlay, split-overlay and
discrete overlay, over the corresponding direct paths.
to the throughput of the direct path, and the result is shown in Figure 4.12 by the dashed
red line. We observe that, with split-overlay the overlay tunnel improves the throughput
between 78% of the source and destination pairs compared to the direct path. The average
and median improvement factors are 3.27 and 1.67 respectively. 67% of the source and
destination pairs have at least 25% throughput improvement. Compared to the improvement
achieved by plain tunnels, the additional gain from using split-overlay is substantial for a
large fraction of Internet paths. These results highlight the effectiveness of split-overlay in
reducing the perceived RTT of the end-to-end path and subsequently leading to better TCP
congestion control behavior.
4.5.2 Controlled Servers Measurement
In order to better understand the performance gain via cloud-based overlay network, we
repeat the measurement experiments using one of the overlay servers as the TCP sender. We
present the measurement results in Figure 4.13. The black solid curve with circle markers
represents the CDF for plain overlay paths. The blue solid curve with triangular markers
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represents the CDF for split-overlay paths. The curves are labeled with “Cloud Provider”
to emphasize that the TCP sender is hosted on a virtual machine in the cloud provider.
We see that for 45% of the source and destination pairs, the improvement ratio is greater
than 1, meaning that the throughput between those node pairs is improved by using the
overlay network, with an average improvement factor of 6.53. Interestingly, we observe that
some paths get as high as over 400 times improvement. We discuss those paths in details in
Section 4.6.
We observe that split-overlay improves the throughput between 74% of the source and
destination pairs compared to the direct path. The average and median improvement factors
are 9.26, and 1.66, respectively. 59% of the source and destination pairs have at least 25%
throughput improvement.
The measurement results from Section 4.5.1 are also plotted in Figure 4.13 for comparison
purpose. The curves are labeled with “Internet” to emphasize that for those cases, the TCP
sender was a public web server on the Internet. We notice that both plain overlay and
split-overlay paths have similar performance in the two sets of measurements. This result
suggested that using cloud provider as source does not introduce significant bias, and we
can use the captured packets and traceroute to analyze the reasons behind the results.
Finally, we seek to understand the optimality of the split-overlay results. While we have
demonstrated that split-overlay can effectively cut the perceived RTT, a potential concern
is that split-overlay may introduce additional processing delay due to the proxy behavior.
We thus compare the split TCP-throughput to that of the discrete overlay. Recall that the
throughput of the discrete overlay may be considered as the upper bound of the end-to-end
tunnel throughput (Section 4.4). The result of the discrete overlay measurement is shown in
Figure 4.13 by the dotted red line. We see that, for 76% of the source and destination pairs,
the use of overlay can potentially improve the throughput between them, as modeled by
the discrete measurement result. For those node pairs, the theoretical average and median
improvement factors are 8.14, and 1.74, respectively. Overall, the results are very close to
those of the split-overlay tunnels. Thus, we can conclude that the processing at the proxy
does not impact the performance improvements.
4.5.2.1 Packet Loss Reduction
To infer the packet loss rates, we use tstat [38] and extract the ratio of number of re-
transmitted bytes, over the total number of bytes sent in the TCP payloads. Although
TCP retransmissions may not exactly correspond to packet losses, TCP retransmissions are
the main cause for TCP congestion window size reduction, and poor TCP performance.
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Figure 4.14: CDF on the TCP retransmission rates of the direct paths and of the overlay
paths. The overlay paths reduce the median TCP retransmission rates by an order of
magnitude.
Figure 4.14 represents the CDF on the number of retransmissions experienced by the TCP
transfers over the direct paths (red dotted line) and over the tunnel overlay paths (solid blue
line). Recall that for each source and destination node pair, four overlay nodes may be used
to set up tunnels. The numbers reported here represent the lowest TCP retransmission rates
across the four tunnels for each node pair. A point (x, y) indicates that y% of the TCP
transfers experience a TCP retransmission rate no bigger than x. The X-axis is in logarith-
mic scale, and a value of 0.01 means that 1 out of 100 TCP segments is retransmitted. We
observe that the median TCP retransmission rate experienced over the direct Internet paths
is 2.69 × 10−2%, whereas that over the tunnel overlay paths is 1.66 × 10−3%. The overlay
network reduces the median TCP retransmission rates by an order of magnitude.
4.5.2.2 Packet Round Trip Time Reduction
We also analyzed the potential reduction in network delay that a cloud-based overlay
network can offer. We compute the average packet round trip time (RTT) through tstat,
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by measuring the time elapsed between the TCP data segments and their corresponding
ACK [38]. As such, we capture not only the propagation delay, but also the queuing de-
lay caused by congestion. Although the RTT fluctuates over time, rather than considering
the minimum or maximum RTT, similarly to previous studies which analyzed TCP perfor-
mance [34], we consider the average RTT. For each source and destination pairs, we consider
the average RTT of the minimum-RTT tunnel of all the four tunnel paths, and also the
average RTT of the direct path. Figure 4.15 plots the CDF on the ratio of the minimum
average RTT of tunnel overlay paths to average RTT of the direct paths. The X-axis is in
logarithmic scale.
We observe that for 52% of the source and destination pairs, using the overlay tunnel can
actually reduce the average RTT between them. In addition, our results have also shown
that overlay is more likely to reduce RTT for direct paths with higher RTTs. In particular,
use of overlay reduces average RTT for 68% of the direct paths with 100ms or higher RTTs,
and for 90% of direct paths with 150ms or higher RTTs. To conclude, these results show
that CRONets can be used to improve throughput for the vast majority of the Internet paths
without significantly increasing the RTT; in fact, the overlay can actually be used to reduce
RTT for many of the paths.
4.6 PERSISTENCY OF GAINS
Section 4.5 demonstrated that a cloud-based overlay network can bring significant perfor-
mance gains. In this section, we aim to answer two questions: First, will the performance
gains be consistent over time, and attainable for a large number of end users? Second, how
many overlay servers are needed? To answer these questions, we conduct a longitudinal
study where we focus on the 30 direct Internet paths with the highest throughput improve-
ments with a split-TCP at the overlay nodes, as measured in Section 4.5.2. We sampled the
direct paths’ throughput and corresponding split-overlay overlay throughputs 50 times, at
an interval of 3-hour over a 7-day period.
Figure 4.16 depicts the results of the measurement. The X-axis represents the path index:
path index 1 corresponds to the Internet path with the largest improvement as measured
in Section 4.5.2; path index 2 corresponds to the Internet path with the second largest
improvement, etc. For each path, the left bar represents the average throughput of the direct
Internet path over the new measurement period. For the right bar, we measure the maximum
observed throughput across the four overlay paths and plot the average of the maximum
observed throughputs over the same period. The error bar represents the standard deviation.
First, with the exception of path indexes 1, 2 and 4, all direct Internet paths consistently
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Figure 4.15: CDF on the ratios of the average RTT of overlay paths over that of the direct
paths. Overlay paths reduces the average RTT for 52% of the Internet paths.
obtain a larger average throughput through the overlay network, throughput the one-week
period. In other words, 90% of the 30 selected Internet paths get significant improvements
across the measurement period, with an average improvement ratio of 8.39, and a median
improvement ratio of 7.58. We look more closely at paths indexes 1, 2, 3 and 4, and all
of them have the same destination. In the previous measurement (Section 4.5.2), those
paths experienced the largest improvements. However, we observe that the throughputs of
path indexes 1, 2, and 4, are now very close to the maximum achievable value of 80 mbps.
This explains the reason the overlay network cannot further increase the throughput. We
speculate that an intermediate ISP, common to path indexes 1, 2, and 4, was experiencing
transient events during the time of the previous measurement. This case highlights the
benefit of an overlay network to route around AS(es) with congestion or failure. Second, we
observe that for majority of the 30 selected paths the standard deviation values are small,
which indicates that the performance gains are consistent over time.
Next, we seek to understand how many overlay nodes are needed. Figure 4.17 illustrates
the minimum number of required overlay nodes for each Internet path to obtain the largest
throughput across all the observed paths throughout the measurement period. We note that
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Direct Path Average TCP Throughput
Max Split-Overlay Average TCP Throughput
Figure 4.16: Comparison of the direct paths’ throughput and overlay paths’ throughputs for
a subset of 30 Internet paths over a one-week period.
70% of the 30 selected paths requires only one or two overlay nodes: for example, with only
two overlay nodes (O1, O2), path index 2 is able to obtain the largest throughput across the
measurement period. For some parts of the measurement period, the overlay path through
O1 provides the largest throughput, while for the rest time, the overlay path through through
O2 offers the best performance.
We then vary the number of considered overlay nodes from 1 to 4 choosing for each
path its set of overlay nodes that provides the highest average throughput, and compute
the mean of the average improvement factors across the observed 30 Internet paths. The
results, summarized in Table 4.1, highlight that a small number of overlay nodes needs to be
deployed; and only one to two overlay nodes can provide most of the benefits.
Another key question to answer is what locations should customers of overlay network
deploy the overlay nodes at. We discuss more about this issue in Section 4.8.
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Figure 4.17: Minimum number of required overlay nodes for each Internet path to obtain
the largest throughput across the measurement periods.
4.7 UNDERSTANDING THE GAINS
To understand the key factors behind the observed performance gains, we have performed
a series of analyses on the data collected from the Planetlab experiment with controlled
servers (Sec. 4.5.2). The results are reported in this section. Our focus is on throughput
gains as most TCP applications will benefit from an increased throughput.
4.7.1 How Much Path Diversity Can an Overlay Create?
The basic motivation for using overlays is to create alternative paths that bypass per-
formance bottlenecks in the direct paths. Naturally, the effectiveness of those alternative
paths is dependent on how “different” they are from the direct paths. In the extreme case,
if an overlay path contains all the routers from the direct path, then it will not bypass any
bottleneck and thus will not be able to improve performance at all. To capture the path
diversity, we define the diversity score of a given overlay path as follows:
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Improvement Ratio > 1.25
1.0 < Improvement Ratio <= 1.25
0.5 < Improvement Ratio <= 1.0
Improvement Ratio <= 0.5
Figure 4.18: Overlay paths achieving higher throughput improvement tend to have higher
diversity scores.
diversity score = 1− # of common routers
total # of routers in direct path
(4.8)
where “common routers” refer to the ones that appear on both the overlay path and the
corresponding direct path. The routers on each path are identified from the traceroute
output, which is part of the data-set collected from the Planetlab experiment with controlled
servers.
It is easy to observe that the diversity score ranges between 0 and 1. Figure 4.18 plots
the CDFs of diversity scores for all overlay paths, as well as for only those that achieve
specific throughput improvement ratios. We make two observations. First, most overlay
paths are substantially different from the direct paths: 60% have a diversity score of 0.38
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or higher, and 25% have a score of 0.55 or higher. Second, overlay paths achieving higher
throughput improvement tend to have higher diversity scores as well. For example, among
the overlay paths achieving an improvement ratio of 1.25 or higher, 70% have a diversity
score of 0.4 or higher, compared to 64%, 56% and 45% having the same score among overlay
paths achieving an improvement ratio between 1 and 1.25, between 0.5 and 1, and below 0.5,
respectively. An intuitive explanation is that, the more different an overlay path is from the
direct path, the more likely that it can bypass some or all bottleneck routers on the direct
path.
We have further studied the location of the routers that appear on both overlay and direct
paths. For this purpose, we divide each direct path into three equal length segments. We
find that the majority (87% averaged across all paths) of those common routers are in the
two segments containing the end points, and only a small fraction (13%) are in the middle
segment. This result shows that, the use of overlay can create alternative paths that are
significantly different from the direct paths in the middle section. This observation confirms
the effectiveness of the overlay in bypassing potential bottleneck routers in the network core.
As prior works (e.g., [29, 30]) have pointed out, most performance bottlenecks are indeed in
the Internet core, making our cloud-routed overlay solution particularly appealing.
4.7.2 What Types of Paths Are More Likely To See Improvement?
While CRONets is capable of achieving substantial path diversity, in our Planetlab ex-
periments the level of throughput improvement achieved for different communication end
points varies significantly, as shown in Figure 4.13. In this subsection, we seek to under-
stand where this difference comes from and what kind of Internet paths may benefit the
most from CRONets. Specifically, we want to understand how the various attributes (e.g.,
hop counts, RTT, loss rate) of a path may affect the level of throughput improvement it can
potentially get from the use of overlay.
We first perform a router-level hop count analysis. Surprisingly, we found that, 96% of
the overlay paths with throughput improved by more than 25% have a longer hop count
than that of the corresponding direct paths, and 45% of those paths have a hop count that
is 1.5 times or more than the direct paths. We have also examined the AS level hop counts
for a subset of the paths, and the same trend seems to hold.
We then turn our attention to the packet loss and RTT characteristics of the direct paths
and seek to understand how they may affect the throughput gain. Figure 4.19 categorizes
all direct paths based on their RTT values, using the five RTT bins as shown (x-axis). The





























Figure 4.19: Paths with higher RTTs are more likely to get throughput improvement by
overlay.
bin, and the height of a bar represents the median throughput improvement ratio for all
those paths when the overlay network is used. The error bar represents the median absolute
deviation. The shade (pink part) within each bar represents the fraction of paths that get
positive improvement (i.e., having an improvement ratio greater than one), and this fraction
is represented by the fraction of the bar that the shade covers. Figure 4.20 is a similar figure,
but instead, it is based on packet loss rate. We make the following observations. First, for
most RTT bins (except for the one of less than 70ms), and for all loss rate bins, the use of the
overlay improves throughput of the majority of the paths. The fraction of improved paths
is higher for bins of higher RTT or loss rate values. In particular, use of overlay improves
more than 84% of the direct paths with RTT of 140ms or higher, and more than 86% of
the direct paths with loss rate 0.25% or higher. Second, the throughput improvement ratio
is greater for bins with larger RTT values. In particular, the median throughput is more
than doubled for paths with RTT of 140ms or higher, and more than tripled for paths with
RTT of 280ms or higher. The same trend also applies to loss rate when it is non-zero. For
paths with zero loss, however, we observed an interesting polarity: paths either do not get
evidenced by the high median improvement factor. Further investigation on the zero-loss































Figure 4.20: Paths with higher packet loss are more likely to be improved; but even paths
with 0 loss can often be improved.
RTTs, and the improvement is due to the RTT reduction achieved by the overlay.
Given these observations, it is clear that paths with higher RTT and/or packet loss rate
are more likely to get throughput improvement when the overlay network is used, and the
improvement ratio is also typically higher for those paths. We believe this makes the overlay
network particularly useful, as paths with high RTT/loss rate typically have small through-
put and thus would benefit the most from the improvement. To validate our intuition, we
plot Figure 4.21. Each point represents a pair of source and destination nodes; the X axis
plots the original throughput of the direct path, and the Y axis plots the maximum through-




where Toverlay is the best throughput achieved by the overlay path and Tdirect is the through-
put of the direct path. The figure shows that direct paths with lower throughput are more
likely to get improvement, and the level of improvement is also higher. In particular, almost
all direct paths with throughput less than 10 Mbps would be improved with the overlay, and
the majority of them would see an improvement ratio higher than one, meaning that the
overlay would more than doubled their throughput.
Finally, we have used the C4.5 algorithm (one of the most popular classification algo-
rithms [44]) to quantitatively characterize how the combined changes in packet loss and
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Figure 4.21: Paths with smaller throughput get more improvement by using overlay.
creases both the RTT and the loss rate, by at least 10.5% and 12.1%, respectively, it has
a high likelihood to increase the throughput. This result is encouraging because such low
reduction thresholds are likely to be met for most scenarios involving a direct path with
inadequate performance, particularly given our findings that cloud routed overlay is capable
of creating substantially different paths as shown in Section 4.7.1. While we omit the clas-
sification details here due to lack of space, readers are referred to the Technical Report [45]
to see the full analysis.
4.8 ADAPTING TO NETWORK DYNAMICS
Previous sections have demonstrated the potential benefits of a cloud-routed overlay net-
work. To deploy and benefit from it, end-users need to address an additional key question:
Given the dynamic nature of Internet paths, how to determine the best path to use? To ad-
dress this question, researchers have traditionally developed algorithms to verify if a path is
alive, and evaluate the quality of potential paths. Those algorithms typically rely on active
probing, and therefore introduce overhead. In this section, we instead propose a novel so-
lution, based on the newly-introduced MPTCP extensions, to automatically select the best
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path(s). The solution only requires the support of MPTCP at the end points; therefore,
it is applicable to the connectivity between branch offices, and the connectivity between
remote users and their corporate office. Section 4.8.1 describes the proposed solution, and
Section 4.8.2 presents the conducted validation experiments.
4.8.1 Path selection through MPTCP
MPTCP is a new set of TCP extensions that allow two hosts to concurrently use mul-
tiple paths between them to improve the overall throughput and reliability [28]. MPTCP
is supported by major operating systems including Linux, Android, and iOS. The basic
approach in using MPTCP is to run MPTCP proxies [46], (e.g., at each branch office or
within the remote users’ VPN software) and map the end user originated TCP connections
into MPTCP connections. Data packets are tunneled over an MPTCP connection between
the MPTCP proxies, and then mapped back to the TCP connections at the egress MPTCP
proxy. These MPTCP proxies would support robust communications in the presence of net-
work failures, and adapt to network dynamics, transparently to end users and applications,
and with minimal network overhead.
A MPTCP connection set up begins similarly to that of a TCP connection, with a TCP
SYN, but the TCP SYN includes a new option, MP CAPABLE, for the end point to ad-
vertise its support of MPTCP. Once successfully established, this connection can be used
to transfer data. Through TCP options, each endpoint can optionally advertise additional
network addresses. Then, additional MPTCP subflows can be created, and combined to the
existing MPTCP connection, to appear as a single connection to the user applications. Also,
MPTCP includes connection-level sequence numbers to allow the end points to reassemble
the segments arriving on the different subflows, and potentially out-of-order or duplicated.
MPTCP has its own congestion control algorithm [33], which ensures that the total MPTCP
throughput is at least as high as that of a single-path TCP connection on the best available
path. At the same time, the MPTCP congestion control algorithm is designed not to take
up more capacity on its different paths than if it were a single-path TCP connection using
only one of these paths. This is to ensure that MPTCP will not degrade the performance
of applications that use single-path TCP at shared bottlenecks. If one of the paths fails,
MPTCP detects it and falls backs to using the remaining paths. MPTCP takes advantage of
path diversity, and guarantees a throughput equal to that of a single-path TCP connection
on the best available path.
We exploit these capabilities of MPTCP by creating proxies at the sites to be connected.
Each MPTCP proxy has access to N + 1 paths, where N is the number of overlay nodes.
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One of these paths goes directly to the other proxy, while the other paths are reflected off
the overlay nodes. If the default Internet path fails, the two proxies can still continue their
connections through the overlay paths. This solution should incur minimal overhead as there
is no separate need to probe the different paths and discover the available bandwidth on each
of them. Instead, the MPTCP congestion control will infer this information based on the
received ACKs for every sent data segment.
4.8.2 Validation
In this section, we present the validation experiments to verify that MPTCP can be used
to automatically select the best performance path.
Setup. We deploy 9 virtual servers across USA, Europe and Asia. We select a pair of servers
to act as MPTCP proxies, and use the other 7 servers as overlay servers. A pair of MPTCP
proxies therefore has 8 paths (1 direct path, and 7 overlay paths) between them. We then
compare the single-path TCP throughput via the direct path with the MPTCP throughput
between MPTCP proxies. We measure the throughput for 1 minute using iperf. We repeat
the measurement for 5 iterations with a 6-hour interval between iterations. For MPTCP, we
configure the congestion control to OLIA [47].
Results. We measure 72 Internet paths among the 9 servers and focus on the 15 Internet
paths where the throughput over the direct path presents the lowest values. For each of
these paths, we perform four measurements. Figure 4.22 compares the results for four con-
figurations: (i) the throughput over the direct path, (ii) the maximum observed throughput
through the overlay network, (iii) the maximum observed throughput through the overlay
network where each overlay node also acts as a split-Overlay proxy, and (iv) the throughput
when using MPTCP. We observe that MPTCP can achieve the maximum throughput of
the overlay network reliably with small variation for a majority of the paths. These results
alleviate the need to correctly identify the best performing overlay node(s) (Section 4.6).
As long as the best performing overlay node(s) belong to the set of overlay nodes, MPTCP
will provide the maximum throughput across all the paths. For some instances (e.g., path
index 1, 2, 3, 4), we observe that the MPTCP throughput is lower than the expected result.
However, for other instances (e.g., path index 5, 6, 7), we observe the opposite. As such,
we speculate the Internet variations (i.e., available bandwidth in the Internet may vary over
time) to be responsible for those differences, but further investigation will be required to
identify the causes.
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Figure 4.22: MPTCP versus Direct, plain overlay and split-Overlay, using OLIA as the
congestion control
4.8.3 Congestion Control
The rationale behind the MPTCP congestion control [33] is not to degrade the perfor-
mance of applications that use single-path TCP at shared bottlenecks. As a result, MPTCP
congestion control is designed to achieve a throughput not higher than that of a single-
path TCP connection on the best available path. However, preliminary users of CRONets
have questioned this restriction in the specific context of overlay networks: because users of
CRONets rent the overlay nodes and their associated bandwidth (e.g., the network connec-
tivity of the overlay nodes can be upgraded to 1 Gbps or 10 Gbps at additional cost), those
users have questionned why not letting each MPTCP subflow run independently, and the
total MPTCP throughput be the sum of the throughputs on the different paths. Figure 4.23
represents the results when we modify the congestion control to Cubic [48]. We observe that
MPTCP consistently achieves a throughput close to 100 Mbps, which is the limit of the NIC
cards at the endpoints.
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Figure 4.23: MPTCP versus Direct, plain overlay and split-overlay using Cubic as the con-
gestion control.
4.9 OVERLAY PATH DIVERSITY OF DIFFERENT CLOUD PROVIDERS
In this section we show the potential benefit of CRONets with different cloud providers,
we use the AS-level Internet topology from [49], which includes the AS relationship between
a pair of ASes. The relationship is either provider-to-cusotmer, customer-to-provider or
peer-to-peer. Based on the AS-level relationship, for a pair of ASes (Source,Destination), we
compute the AS-level path between the source and destination which includes all AS hops
along the path. We follow the BGP import/export policies when we compute the AS-paths,
e.g., customer does not carry traffic between its providers.
We choose four public cloud providers as overlay AS: Google Cloud, Softlayer, Microsoft
Azure and Amazon EC2. These four cloud providers are the four leading public cloud
providers in terms of market share, which account for more than half of the entire public
cloud platform market [50].
For a pair of ASes (Source, Destination), along with the direct path (Source → Destina-
tion) between the source and destination, we also compute the overlay path which traverses
through the cloud provider (Source→ Overlay→ Destination). We define the Overlay Path
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Figure 4.24: CDF of Overlay Path Diversity Score of Different Cloud Providers
Diversity Score of an overlay path as:
Overlay PathDiversity Score = 1− Number of CommonASes
Number of ASesAlong Direct Path
(4.9)
We exclude source AS and destination AS when counting common ASes. Notice an overlay
path without any common AS with direct path has Overlay Path Diversity Score of 1. We
use the AS-level Internet topology from Jan 2015. For source and destination ASes, we
randomly choose 10000 pairs of stub ASes as source and destination AS pairs. Stub ASes
are ASes without customers or peers, which means they have to rely on their providers to
carry their traffic. The reason we choose stub ASes is we expect a majority of end users
belong to a stub AS. We show the CDF of scores in Figure 4.24.
From Figure 4.24, we can see that the CDF curves of Overlay Path Diversity Score of
different cloud providers perform quite close to each other. We suspect this is due to the
fact these cloud providers all have large global network footprint today [27, 51, 52, 53]. We
expect similar or even larger performance improvements than we have observed in Section 4.5
with other major cloud service providers.
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4.10 DISCUSSION
4.10.1 Overlay nodes selection
One of the main challenges in creating an overlay network is in determining how many
overlay nodes and what locations to deploy them. Section 4.6 shows that for more than 80%
of the observed Internet paths, less than two overlay nodes were needed, and Section 4.8
demonstrated that as long as the best performing overlay node(s) belong to the set of over-
lay nodes, MPTCP will provide the maximum throughput across all the paths. However,
questions remain on how to select the overlay nodes to deploy.
When CRONets service becomes popular, it is possible for Internet Service Providers(ISPs)
to re-negotiate the Internet service costs they charge the cloud providers who provide
CRONets service, since the Internet service is not meant to be resold in the form of CRONets
service. We can imagine by then it is important for CRONets service providers to look for
efficient deployment plan for overlay servers given a specific SLA, including the numbers and
locations of overlay servers, due to potential tighter economic constraint imposed by Internet
service providers. As a result, we believe planning for overlay servers will be a promising
future work topic.
4.10.2 One-hop Overlay Paths versus Multi-hop Overlay Paths
For simplicity, we focused on one-hop overlay paths, and showed that splitting TCP con-
nections at the overlay node can significantly improve the performance. It remains an open
question regarding whether multi-hop overlay Based on our discussion in Section 4.2, im-
plementing split overlay at intermediate overlay servers along the transmission paths should
perform better than Non-split overlay. With the help of multi-hop overlay, we have the
potential to bring the CRONets access points closer to users and further improve users’ net-
working experience. However, planning the multi-hop overlay path requires further study
for the reasons including 1) a multi-hop overlay path likely traverses a longer distance and
thus more vulnerable to Internet dynamics and 2) we need new techniques different than the
current MPTCP approach as the potential path plans can overlap with each other.
4.10.3 Financial Argument
To break down the typical cost of setting up an overlay network vs. that of a private
network, we assume an enterprise consisting of two branch offices in the East and West
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Table 4.2: Price parameters quoted from [25, 26, 54]
Pprivate (private network cost per month per Mbps) $200
PInternet (Internet access cost per month per Mbps) $12
Poverlay (virtual overlay cost per month) $30
coast, respectively. Suppose the enterprise wishes to have a M-Mbps connectivity between
the offices. Considering a private network cost of Pprivate dollars per Mbps per month [26, 25],
a private WAN line would cost M · Pprivate per month.
On the other hand, an overlay solution would first cost 2M · PInternet dollars for the two
branches, where PInternet is the monthly Internet access
3 cost per Mbps. Furthermore let us
assume the overlay solution requires N virtual overlay nodes and each virtual overlay node
cost Poverlay per month. The total cost for overlay solution will be 2M ·PInternet +N ·Poverlay
dollars per month. One just needs to compare M · Pprivate with 2M · PInternet + N · Poverlay
to determine whether to use the overlay solution.
To examine a real world example, we quote the numbers from [25, 26, 54] and summarize
them in Table 4.2.
We assume the enterprise needs a 6-Mbps(T2) network connection between its branches
and the overlay solution requires 3 overlay nodes. Based on these numbers, a private WAN
line would cost 2 · 6 · 200 = $1200/month. In contrast, a cloud overlay solution would cost
$24(= 2×$12/month) + $90 (= 3×$30/month for 3 virtual overlay nodes) = $114/month4.
In other words, an overlay solution (albeit with performance not as predictable) would cost
∼10 times less than a private WAN. Leasing private lines can be even more costly in other
geographic locations [25, 54] making a cloud overlay an even more attractive cost-performance
tradeoff point for some global enterprises. This financial argument is corroborated also by
the emergence of startup companies, such as VeloCloud [26], which sell cloud based WAN
services to home users and small enterprises.
4.10.4 Aggregation of Individual Connections
Based on the way CRONets is set up, it will be straightforward to allow multiple end
points(e.g. mobile devices) connect to the same virtual overlay server and use the CRONets
3ISPs apply different charging models. Some may charge per Mbps connectivity. Others may charge per
traffic volume. For simplicity, we assume the first model.
4Overlay node has a limit of 5 TB transfer limit per overlay node. The limit can be increased at an
additional cost. Alternatively, additional virtual nodes can be created at the data centers that offer the
most improvements. However, 5 TB of traffic volume per month can be considered sufficient for most
medium size site to medium size site connectivity.
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service. We have observed that the CPU and memory consumptions for the overlay server
are reasonably low. Furthermore, using Amazon EC2 as an exmaple, a m4.large instance is
imposed of a limit of 112450 concurrent incoming connections, which should be sufficient for
most sharing scenarios.
We thus expect the network interface capacity of the overlay server to be the main bottle-
neck of shared throughput. CRONets users can either upgrade network interface capacity of
the overlay server or customize the sharing strategy (by default fair sharing) to satisfy the
specific application requirements.
4.10.5 Applications of CRONets
Recently it has been a tread that data analytics applications expand to multi-datacenter,
due to the volume of data being generated and impractical time needed to aggregate all
data to a single datacenter. CRONets can be a plug-in data transferring solution for inter-
datacenter computing credited to its cloud-based implementation. CRONets can potential
allow the users of these applications to best utilize their cloud-based computing resources
and plan the transferring path based on the specific application demand.
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CHAPTER 5: RELATED WORKS
Traditional Flow Scheduling and Traffic Engineering: There is a variety of liter-
ature about flow scheduling and traffic engineering techniques targeting only network-layer
metrics. Both PDQ [8] and pFabric [7] can be used to approximate shortest-flow-first policy
that is optimal for reducing the average flow completion time but may lead to increased job
completion times. Hedera [9] performs dynamic flow scheduling in a data center network
to optimize network capacity. FastPass [55] uses centralized control of both transmission
time and path selection of packets to achieve higher throughputs. SWAN [11] and B4 [10]
are software defined WANs that use a centralized controller to perform traffic engineering
to improve network utilization. Unlike Phurti, all of them are concerned with improving
network level metrics but not application performance.
Performance Optimization for Data-Parallel Computing: Task-level optimization for
data-parallel computing has been widely studied by the research community. SUDO [56] is
an optimization framework that analyzes user-defined functions to avoid unnecessary data-
shuffling. RoPE [57] adapts execution plans based on estimates of user-defined code and
data properties. Natjam [58] and WOHA [59] use job-level and task-level eviction policies as
well as job deadlines to enforce the job priority constraints for Hadoop jobs. PACMan [60]
is a distributed cache service that prioritizes jobs with a smaller number of parallel tasks.
MapReduce Online [61] allows data to be pipelined between operators. We believe Phurti
can work along with these performance optimization techniques to improve the overall job
completion time. Phurti does not interfere with the computation processing, memory and
storage part of MapReduce jobs that can be efficiently scheduled and improved upon inde-
pendently.
Application-Aware and Network-Aware Task Schedulers There are frameworks that
use the application and cluster information to allocate resources to tasks. Grandl et al.
[62, 63] assign tasks to machines based on their requirements for multi-dimensional resources
such as CPU, memory, storage and network. Graphene [64] leverages information about de-
pendencies between computing tasks to improve performance. Wang et al. [65] propose
using application and network-awareness in schedulers for scheduling jobs and do run-time
network configurations to jointly optimize application performance and network utilization.
Alkaff et al. [14] propose a cross-layer scheduler between the application and the networking
layer. It uses the application and network information to perform task placement and select
network routes. R-EDF [66] proposes a reservation-baesed preemptive for an open shared
environment with multiple multimedia task classes. GRACE-OS [67] implements online es-
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timation of tasks’ cycle demand distribution and allocates CPU cycles accordingly in order
to reduce CPU energy consumption. These task schedulers can work in conjunction with
Phurti since they focus on allocating the computing resources and network routes to tasks
while Phurti performs flow scheduling on precomputed paths.
Application-Aware Traffic Scheduling: Literature that is most closely related to Phurti
includes Orchestra [5], Baraat [13] and Varys [12]. Orchestra was one of the first schedulers
to advocate for job completion time as a metric. It uses Weighted Shuffle Scheduling to
minimize the completion time of a shuffle. However, Orchestra relies on launching multiple
TCP connections to adjust flow transfer rate at a coarser level and the system has to give
constant feedback to the hosts to adjust the rate. Instead, Phurti uses explicit rate limiting
mechanism, which adjusts flow transfer rate faster and incurs lower traffic overhead. Baraat
utilizes a decentralized task-aware scheduling system to minimize the task completion time.
It assigns flow priorities in a task-aware fashion and then uses a flow prioritization heuristic
to schedule the tasks in a decentralized fashion. Baraat’s approach is at the transport layer
and requires modifications to both end-hosts and switches while Phurti is transparent to
the underlying network. Varys uses Coflow [68] abstraction to implement an inter-coflow
scheduling policy for improved and predictable communication time. Varys serializes jobs
and schedules and rate limits all the flows for the same job such that they finish at the same
time. While Phurti prioritizes job transfers in a similar fashion as Varys, it differs from
Varys in two important aspects: i) Phurti is network topology-aware, ii) Phurti can schedule
a subset of flows of a MapReduce job as soon as they are ready and thus can achieve high
network utilization.
Overlay Network and Source Routing: The Detour framework [69, 22] first showed
that a large fraction of Internet paths could get improved performance through indirect
routing [70]. A number of proposals then ensued. For example, Andersen et al. proposed
Resilient Overlay Networks (RON) [3]: Through a wide-area deployment, RON was shown
to improve the loss rate, latency or throughput of data transfers. Miyao proposed an overlay
architecture to accelerate content delivery between data centers [71]. Akamai’s commercial
offering SureRoute [24] to route around failures and improve performance is also based on
an overlay system. Vu et al. studied the overlay characterristics of a peer-to-peer IPTV
system PPLive [72]. More recently, Peter et al. developed and evaluated a system called
ARROW [23] that allows end users to create tunnels to participating ISPs, and stitch to-
gether end-to-end paths. ARROW’s main focus is to enhance the robustness of end-to-end
paths against attacks and failure events. Building upon these efforts, we investigate the
feasibility of leveraging the relatively inexpensive and readily available resources from the
cloud and the emerging MPTCP technology to significantly lower the deployment barrier.
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Furthermore, we examine the low-level path characteristics to understand the key factors
behind the performance gains.
Source control over AS level routing has also been suggested to improve the reliability of
Internet paths. For example, Yang et al. presented a solution that gives users the ability to
choose the sequence of providers the data packets traverse [73]. Gummadi et al. implemented
a one hop source routing solution to recover from Internet path failures [74]. While viable
as a long term option, such source routing currently is often blocked by intermediate ISPs
due to security concerns [75].
Data Analytics Via Wide Area Network: We believe CRONets will help applica-
tions beyond conventional target applications such as file transferring and multimedia. It
could be an important building block for data analytics via wide area network. Recently
researchers start to look into expanding data analytics into multiple datacenters [76, 77]
and CRONets can play important role helping the geo-distributed data analytics framework
making decisions for routing traffic and launching computing tasks.
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CHAPTER 6: CONCLUSION
In this thesis, we present two middleware systems that show major improvements to appli-
cation performance and end user experience under two different cloud network environments
using layering: Phurti for intra cloud network and CRONets for inter cloud network.
Phurti builds a network resource management layer on top of the underlying transport
layer in order to schedule the individual TCP traffic flows grouped by the co-flow[68] ab-
stractions within the network of a single cloud. Phurti provides interfaces both with the
cluster applications to retrieve job-level traffic information and with the OpenFlow layer to
learn the topology of the underlying network. We implemented and evaluated Phurti with
a real testbed and demonstrated the advantage of Phurti compared to application-agnostic
approach. Evaluation results on real-world workloads show Phurti improves job completion
time for 95% of the jobs. It decreases average job completion time by 20% for all jobs and
by 23% for small jobs. It also prevents starvation by improving tail job completion time by
13%.
CRONets is an overlay network built using virtual nodes from cloud providers with global
footprints, over a wide area network connecting multiple clouds. We conduct a large-scale
experiment where we observe 6,600 Internet paths. The results show that CRONets improve
the throughput for 78% of the default Internet paths with a median and average improvement
factors of 1.67 and 3.27 times respectively, at a tenth of the cost of leasing private lines of
comparable performance. We also performed a longitudinal measurement, and demonstrate
that the performance gains are consistent over time with only a small number of overlay
nodes needed to be deployed. We also propose a novel solution based on the newly-introduced
MPTCP extensions. Our experiments demonstrate that MPTCP can achieve the maximum
observed throughput across the different overlay paths.
The layering approach provides elegant solutions to build middleware systems to enable
traffic scheduling and routing for both intra and inter cloud networks. The network resource
management layer of Phurti does not require changes to user applications and underlying
hardwares, therefore it is transparent to the users and straightforward to deploy. Users of
CRONets can transfer files between two sites as usual with improved network performance,
without explicitly setting up overlay network paths and routing traffic themselves. We finally
conclude that traffic scheduling and routing via layering is able to provide significant perfor-
mance benefit for network applications with minimal disruptions to existing infrastructures
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