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Abstract
In this work, we analyse the q−state Potts model with long-range interactions through nonequilibrium scaling rela-
tions commonly used when studying short-range systems. We determine the critical temperature via an optimization
method for short-time Monte Carlo simulations. The study takes into consideration two different boundary conditions
and three different values of range parameters of the couplings. We also present estimates of some critical exponents,
named as raw exponents for systems with long-range interactions, which confirm the non-universal character of the
model. Finally, we provide some preliminary results addressing the relations between the raw exponents and the ex-
ponents obtained for systems with short-range interactions. The results assert that the methods employed in this work
are suitable to study the considered model and can easily be adapted to other systems with long-range interactions.
In a famous paper published in 1969, Freeman J.
Dyson [1] showed the existence of phase transition in
a one-dimensional Ising system with long-range inter-
actions whose Hamiltonian is given by
H =−∑
i< j
Ji jsis j (1)
where Ji j = J(|i− j|) is the coupling constant and si =
±1. For that system, two conditions must be fulfilled:
(1) I1 = ∑∞n=1 J(n)< ∞
(2) I2 = ∑∞n=1
ln(lnn)
n3J(n) < ∞
Such linear interacting spin systems, obviously, do
not affect the Landau argument which refers to local in-
teracting spins. An important class of long-range (LR)
couplings that satisfies such conditions is that of alge-
braic decay:
J(n) =
C
n(1+σ)
(2)
with 0 < σ < 1, since I1 <
∫ ∞
1
dx
x1+σ =
1
σ and
I2 ≤ 1C ∑∞n=1 lnnn2−σ
≤ 1C
∫ ∞
1
lnx
x2−σ dx < ∞.
(3)
Here, σ is the range parameter of the coupling. Thus,
we certainly expect a phase transition for such σ -values.
This particular and sufficient condition for the existence
of a critical phenomena was conjectured by Kac and
Thompson [2] in the same year of Dyson’s publication.
The Hamiltonian of the one-dimensional q−state
Potts model with long-range interactions can be writ-
ten as a generalization of the LR Ising model given by
Eq. (1) along with the coupling constant presented in
Eq. (2). It is given by
βHPotts =−K∑
i< j
δsi,s j
|i− j|1+σ (4)
where β = (kBT )−1 with kB being the Boltzmann con-
stant and T the temperature of the system, K = βJ is
the coupling coefficient, i, j = 1, ...,L, and L is the chain
length. At equilibrium, one can calculate the k-th mo-
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ments of magnetization:
〈
Mk
〉
=
1
Lk(q−1)k
〈(
L
∑
i=1
(qδsi,1−1)
)k〉
(5)
where 〈(·)〉 = 1Z ∑{si}(·)exp [−HPotts], and
Z = ∑{si} exp [−HPotts].
Exactly as reported by Dyson, here it is expected the
existence of a critical temperature Tc (or similarly, Kc).
Hence, the susceptibility χ = L
(〈
M2
〉−〈M〉2), for in-
stance, must behave as χ ∼ 1(T−Tc) at the critical point
also for q > 2 as expected for spin systems with short-
range (SR) interactions.
In 1989, Glumac and Uzelac [3] obtained estimates
for Kc by performing a study for the LR Ising model
through a method that scales the range of interactions.
The same authors extended such estimates in 1993 for
the LR Potts model by making use of the transfer matrix
method [4]. Although they presented important con-
tributions to the field, we believe that more attention
should be given in systems with LR interactions by em-
ploying new methods and approaches in order to obtain
refined estimates of the critical parameters.
Monte Carlo (MC) equilibrium methods can be an ef-
ficient approach to validate such estimates of Tc (Kc),
but in LR systems they are very expensive. Thus, an
interesting alternative to achieve this goal is through
nonequilibrium MC methods. In this context, we can
highlight the short-time dynamics theory deduced and
developed by a set of authors from analytical [6] and
numerical [7] points of view. This approach was de-
veloped in the context of model A, according to the
definition of Halperin, Hohenberg, and Ma [8]. This
definition considers the relaxational dynamics of a non-
conserved order parameter described by the solution of
the Langevin equation for the Landau-Ginzburg-Wilson
Hamiltonian. Although it has been extensively investi-
gated for models with SR interactions, systems with LR
interactions have not being subject of study. However,
an important aspect of these interactions is that they can
modify the critical equilibrium properties of the system
in consideration.
This method, known as short-time MC simulations,
takes into consideration different time series of the or-
der parameter (the magnetization for most of the spin
models) and its moments. Each time series starts with
a fixed initial magnetization m0 and then, the system
is quenched from high temperatures to the critical one.
The time evolution of the k−th moment of the magneti-
zation obeys the following general scaling relation:
Mk(t,τ,L,m0) = b−
kβ
ν Mk(b−zt,b
1
ν τ,b−1L,bx0m0).
(6)
Here, t is the time evolution, b is an arbitrary spatial
rescaling factor, τ = (T −Tc)/Tc is the reduced tem-
perature and L is the size of the one-dimensional lattice.
This evolution is governed by a new dynamic critical ex-
ponent θ which is independent of the well known static
critical exponents, e.g. β and ν , and the dynamic ex-
ponent z. This new exponent characterizes the so-called
critical initial slip, the anomalous behavior of the mag-
netization when the system is quenched to the critical
temperature Tc. In addition, a new critical exponent x0
which represents the anomalous dimension of the initial
magnetization m0, is introduced to describe the depen-
dence of the scaling behavior on the initial conditions.
This exponent is related to θ as x0 = θz+β/ν .
Unlike 〈O〉, the quantity O describes an average over
different random evolutions and initial conditions of the
system. Here, O is a general symbol which means
the magnetization or their superior moments calculated
through MC simulations as an average over all L spins
and over different Nrun runs (the number of different
time evolutions):
O(t) =
1
Nrun L
Nrun
∑
r=1
L
∑
i=1
Oi,r(t), (7)
where the index r = 1, ...,Nrun denotes the correspond-
ing run of each simulation.
Several authors have performed short-time MC sim-
ulations in order to obtain the following two dynamic
critical exponents: the exponent θ , which governs the
critical initial slip of the magnetization M ∼ m0tθ and
the exponent z which characterizes the time correlation
in equilibrium (for two good reviews see Albano et al.
[9] and B. Zheng [7]). The exponent z, for instance,
can be obtained considering the second moment of the
magnetization, which is written as
M2m0=0 =
1
L2d
Ld
∑
i=1
σ2i +
1
L2d
Ld
∑
i6= j
σiσ j ≈ L−d
for a fixed t. By taking into account k = 2 in Eq. (6)
with b = t1/z and considering that the spin-spin corre-
lation σiσ j is negligible for m0 = 0 (with spins ran-
domly distributed over the lattice), we obtain the fol-
lowing power law for the second moment of the magne-
2
tization at T = Tc:
M2m0=0(t,L) ≈ t
−2β
νz M2m0=0(1, t
−1/zL)
= t
−2β
νz (t−1/zL)−d
∼ t(d− 2βν )/z.
(8)
Recently, Uzelac et. al [5] used the critical tempera-
tures obtained in their previous works [4, 3] to perform
short-time MC simulations in order to present a prelim-
inary study of the dynamic critical exponents θ and z of
the Potts model with LR interactions described by the
Hamiltonian given by Eq. (4) for the cases q = 2 and 3.
Although the Ref. [5] shows a lot of interesting things
that motivated this current work, in our opinion, the
computing of critical exponents by simply transposing
the finite-size scaling of the short-time dynamics used
for SR systems deserves a lot of further investigations,
since Eq. (6) should not work for LR systems, and to
the best of our knowledge, there is nothing in literature
suggesting this.
This undoubtedly is not clear as reported by other
authors as Chen et. al [10]. That work which has L.
Schulke, one of the precursors in the study of short-
time dynamics for SR systems, as one of the authors,
proposes a study of the short-time critical behavior of
the d−dimensional Ginzburg-Landau model with LR
interactions. The authors include an LR term in the
Landau-Ginzburg-Wilson Hamiltonian for the time evo-
lution described by the Langevin equation in order to
obtain the short-time scaling relations similar to that
given by Eq. (6). The exponent θ which characterizes
the critical initial slip of the magnetization is an inde-
pendent exponent explored in that work. However, they
did not point out a way to explore other power laws to
obtain estimates for other exponents from those LR sys-
tems.
Moreover, an important question is if we can use
nonequilibrium methods, in a more fundamental point
of view, to estimate critical temperatures of LR in-
teraction models and not only their critical exponents,
since there is not a consensus about the precision of
these estimates from previous results presented in lit-
erature, to the best of our knowledge. So, in this work
we aim to present the estimates of the critical temper-
atures of the Potts model with long-range interactions
through nonequilibrium methods based on an optimiza-
tion method in the context of time dependent Monte
Carlo simulations proposed in Ref. [11].
In order to answer that question, we look into a sim-
pler power law (for the initial condition m0 = 1) and
keep the traditional order parameter of the Potts model
and their superior moments defined by Eq. (5). These
ways of analyzing the system were not considered in
Ref. [5] and, as we will show below, they are important
to help shed light on this topic.
Particularly in the case of (m0 = 1), the system loses
the dependence on initial conditions and the first mo-
ment of the magnetization must decay, at criticality, as
Mm0=1(t)∼ t−δ (9)
where δ , which is our first raw exponent for LR sys-
tems, is given by δ = βνz for models with SR inter-
actions. So, we will simply denote the exponent by
δ = δLR whereas, to the best of our knowledge, the liter-
ature does not show any information about similarities
between short- and long-range exponents.
From now on, we adopt a cautious prescription by
considering that the power laws must exist at the criti-
cality and their exponents are given as raw exponents.
With this assumption, the power law given by Eq. (8)
must be redefined since we do not expect the exis-
tence of critical points for one-dimensional SR systems.
Therefore, for LR systems starting with m0 = 0, we ap-
propriately consider M2m0=0(t)∼ tξLR .
Regarding this letter, our initial intent was to study
the localization of the critical points of the q−state
Potts Model with LR interactions via time-dependent
MC simulations by estimating the best Kc for a given
q through a technique based on a statistical concept
known as coefficient of determination. In this approach,
we set as input parameter the coupling coefficient K(min)
(initial value) and run simulations for different values of
K according to a resolution ∆K. In order to show the ro-
bustness of the method, we carried out simulations for
q = 2, 3, and 4. We also change the range parameter σ ,
considering σ = 0.7, 0.8, and 0.9. With all these analy-
sis in hand, we are just one step to obtain the critical ex-
ponents and explore the universality of the system. So,
we include these estimates as a second part of our study,
at the end of this work. The simulations were carried out
by considering free boundary conditions (FBC). How-
ever, we also perform some simulations with periodic
boundary conditions (PBC), in order to compare the re-
sults. The latter boundary condition was considered in
Ref. [12] for the study of the LR Potts model through
MC simulations at equilibrium. For PBC, the distance
between two sites is d(i, j) = min( j− i, i+L− j), with
i < j, such that maxi, j d(i, j) = L/2.
Since at criticality it is expected that the order
parameter obeys the power law behavior given by
3
Eq. (9), we performed MC simulations for each
value K = K(min) + i∆K, with i = 1, ...,n, where n =⌊
(K(max)−K(min))/∆K
⌋
, and calculated the coefficient
of determination r, which is given by
r =
tmax
∑
t=tmin
(lnM−a−b ln t)2
tmax
∑
t=tmin
(lnM− ln〈M〉(t))2
, (10)
with lnM = 1(tmax−tmin) ∑
tmax
t=tmin lnM(t). The critical value
Kc corresponds to K(opt) = argmaxK∈[K(min),K(max)]{r}
and, a and b are, respectively, the slope and intercept ob-
tained from the linearization. Here, tmin is the number
of discarded MC steps and tmax the maximum number
of MC steps used in our simulations.
The coefficient r extends from 0 to 1 and has a very
simple explanation: it measures the ratio: (expected
variation)/(total variation). So, the bigger the r, the bet-
ter the linear fit in log-scale, and therefore, the better the
power law which corresponds to the critical parameter
excepted for an order of error ∆K.
Here, we use a very simple procedure: we con-
sider ∆K = 0.01, Nrun = 2000 runs, L = 3000 sites,
and choose (with no previous information) K(min) and
K(max) for each value of q and σ . By varying K, we
are able to determine its optimal value, K(opt), which
is considered the critical point for the set (q, σ). In
our simulations, we used a total number of NMC = 60
MC steps (where tmax ≤ NMC), which is bigger than that
used, for instance, in Ref. [5] (NMC = 40 MC steps). In
this approach, we obtain curves of r as function of K by
discarding tmin = 5 MC steps and varying tmax = 20, 40,
and 60, as shown in Fig. 1.
In this figure, we show three examples of optimizing
curves r×K, for q = 2, 3, and 4, respectively, for three
coupling-parameters σ = 0.8, 0.7, and 0.9, for FBC.
Figure 1 (b) also presents our estimates for PBC (con-
tinuous lines) and, as can be seen, the results for both
boundary conditions are in excellent agreement. So, we
can assert that both FBC and PBC produce good esti-
mates and, therefore, in the remaining of this work, we
consider only FBC to obtain our results.
In order to obtain the final estimates of Kc, instead
of considering a smaller ∆K in the region where r ' 1
to refine our results, we perform quadratic curve-fittings
on r×K and consider the summit of each curve as our
best estimate. For a comparison of our results with
those ones shown in Ref. [4] (based on transfer matrix
method), we decided to present our estimates with four
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Figure 1: Coefficient of determination as function of K. We show
three examples: q = 2, 3, and 4, respectively, for three coupling pa-
rameters σ = 0.8, 0.7 and 0.9. Squares, balls, and triangles corre-
spond to different values of tmax used to calculate the coefficient of
determination: 20, 40, and 60, respectively. The continuous curves in
plot (b) correspond to the results with periodic boundary conditions.
decimal digits. It is important to notice that sometimes
the authors present the results with two, three, or even
four significant digits. We arbitrarily use their estimates
with four significant digits by default.
Figure 2 shows curves of the time evolution of the
order parameter for the best critical point Kc obtained in
this work along with the results found in Ref. [4].
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Figure 2: Decay of magnetization using our best estimates for Kc and
those ones found in Ref. [4]. Our results clearly show better power
law behaviors as expected for magnetization at the critical point when
m0 = 1, according to Eq. (9).
As can be seen, our results show a notorious visual
improvement when compared with the estimates ob-
tained through equilibrium methods. Although Fig. 2
4
showed only two cases, the improvement in results oc-
curs for all set of parameters studied in this work, con-
firming the robustness of the methods employed in this
work. Our best estimates are presented in the columns
two, four, and six of Table 1 and the columns three, five,
and seven show the values obtained from Ref. [4].
With the results of the critical parameters in hand, we
decided to look into the behavior of the power laws re-
lated to the magnetization or other more complex quan-
tities at criticality, as it is traditionally done in the study
of SR systems via time-dependent MC simulations.
For those systems, we showed in Ref. [13] that
combining simulations with different initial conditions,
one produces a cumulant F2(t) = M2m0=0(t)/Mm0=1
2
(t)
which, in turn, behaves as F2(t) ∼ td/z, where d is the
dimension of the system. So, this cumulant supplies the
dynamic critical exponent z without the need of static
exponents previously calculated by other methods or
even conjectured in literature. In this work, we also
conjecture that, for LR systems, a similar behavior is
expected, i.e.,
F2(t)∼ tγ . (11)
Here, we would like to reinforce that we do not intent
to conjecture any dependence of the exponents obtained
for LR systems with those of SR ones. For this reason,
we present the γ as a raw exponent.
In SR models, the static critical exponent ν can be ob-
tained if the exponent z is estimated in advance, as for
instance, through the cumulant F2. By using a power
law which considers simulations of the order parameter
slightly off the critical temperature Tc±δ , with δ << 1,
the derivative D(t) = ∂∂T lnMm0(t,T )|T=Tc can be nu-
merically estimated by D(t) = 12δ ln
Mm0 (t,Tc+δ )
Mm0 (t,Tc−δ )
. For SR
systems, this function behaves as D(t) ∼ t1/νz and, for
LR systems, we simply set it as
D(t)∼ tξ . (12)
So, from now on we focus our attention on the study
of the raw exponents δ , γ , and ξ , given respectively
by the Eqs. (9), (11), and (12). In Fig. 3 we show
the power law behaviors expected for these equations
when considering q = 2, 3, and 4, and for three values
of the range parameter: σ = 0.7, 0.8, and 0.9. These
curves were obtained by carrying out simulations of the
model at the best critical parameters obtained above and
showed in Table 1.
From the slope of these power laws (in log scale), we
obtained the exponents δ , γ , and ξ , and their respec-
tive error bars which were estimated from 5 indepen-
dent time series averaged over Nrun = 2000 runs. The
columns five, nine, and thirteen of Table 2 correspond to
the critical exponents of the standard two-dimensional
q−state Potts model with short-range interactions from
Refs. [6, 13, 14].
As shown in Table 2, the exponents δ and γ de-
crease as q enlarges. The same does not occur for ξ
which increases for higher values of q. However, all
exponents decrease when the interaction exponent σ in-
creases, for all values of q. The columns named with
d = 2 present estimates of the exponents calculated for
the two-dimensional SR (each spin on the lattice inter-
acts only with its nearest neighbors) Potts model (as it is
well known, there is no phase transition for this model
when d = 1). In this case, we consider β , ν , and z ob-
tained in Refs. [13, 14, 15]. When comparing our re-
sults with the estimates from literature, we observe an
interesting finding: the exponents δ and ξ approach to
the result for the SR regime as σ increases. The most
similar case is for q= 4 since δLR(σ = 0.9)= 0.0549(1)
and δSR = 0.0546, and ξLR(σ = 0.9) = 0.68(1) and
ξSR = 0.66. For a more reliable comparison, we use
the same number of significant digits for the two ap-
proaches. We present the SR measures without uncer-
tainty bars since the only source of error bars is from the
exponent z since β and ν are exact measures. In addi-
tion, this variation of the exponents for a given q when
σ varies confirms that the LR Potts model exhibits a
non-universal behavior.
To explore the only method that should supply the ex-
ponent z independently, we can carry out a very prelimi-
nary study for the system with LR interactions by adopt-
ing that γ = dz where d = 1 (which does not hold when
thinking of the SR case). So, by performing this ex-
trapolation for q= 2, we obtain z= 0.909(4), 1.044(4),
and 1.238(6) for σ = 0.7, 0.8, and 0.9, respectively. In
Ref. [5], the authors used an alternative order parameter
given by Mx = L−1q/(q− 1)maxα ∑i (δsi,α −1/q), de-
noted by them as absolute value of the magnetization,
and also considered a correspondence between this pa-
rameter and the quantity
√
M2m0=0 deduced according to
the scaling relation valid for SR systems (Eq. 8). In that
case, they argued that Mx behaves as t(d/2−
β
ν )/z and then
considered that β/ν = 1−σ2 following Ref. [16]. They
found z= 0.81(1), 0.96(4) and 1.18(4) for σ = 0.7, 0.8,
and 0.9, respectively. Although their estimates are sim-
ilar to our results, there are some factors which may
explain the differences found: 1) We have refined the
critical temperature using short-time Monte Carlo sim-
ulations. This value is used as input in the study of criti-
cal exponents and is, therefore, very important to obtain
5
K σ = 0.7 σ = 0.8 σ = 0.9
This work Ref. [4] This work Ref. [4] This work Ref. [4]
q = 2 0.7043 0.6833 0.8368 0.8231 0.9934 0.9973
q = 3 0.8567 0.8374 0.9864 0.9774 1.1402 1.1440
q = 4 0.9576 0.9540 1.0959 1.0930 1.2524 1.2550
Table 1: Critical coupling coefficients obtained with the method based on the coefficient of determination for the q−state LR Potts model for q= 2,
3, and 4. We studied these models considering three different range parameters: σ = 0.7, 0.8, and 0.9. The results are compared with the estimates
found in Ref. [4].
q = 2 q = 3 q = 4
σ 0.7 0.8 0.9 d = 2 0.7 0.8 0.9 d = 2 0.7 0.8 0.9 d = 2
δ 0.1433(4) 0.0979(3) 0.0619(4) 0.0580 0.1017(7) 0.0881(2) 0.0589(1) 0.0607 0.0974(3) 0.0776(1) 0.0549(1) 0.0546
γ 1.100(4) 0.958(4) 0.808(5) 0.928 0.417(1) 0.339(2) 0.288(2) 0.911 0.280(1) 0.263(1) 0.231(2) 0.873
ξ 0.65(2) 0.58(2) 0.55(2) 0.46 0.72(1) 0.68(1) 0.59(1) 0.55 0.80(1) 0.76(1) 0.68(1) 0.66
Table 2: Critical Exponents δ , γ , and ξ , for the q−state Potts model with long-range interactions. There is a tendency of the exponents to decrease
for increasing values of σ and q, except for the exponent ξ which increases when q enlarges.
reliable estimates; 2) We are using a different order pa-
rameter and our method does not use other exponents as
input parameters to obtain the exponent z, i.e., by using
the cumulant F2(t), the exponent z is obtained indepen-
dently.
In our point of view, there are also some issues which
must be considered here:
1. The power law for Mx used in Ref. [5] takes into
consideration only a conjecture and, in addition,
some correspondences deserve much more atten-
tion when adapted from SR systems to LR ones.
To the best of our knowledge, the set of static and
dynamic critical exponents presented in the power-
laws for systems with SR interactions should not
hold for systems with LR interactions;
2. The authors used β/ν = (1−σ)/2 from Ref. [16]
as input parameter to obtain the exponent z. Af-
ter a double check, the Ref. [16] presents as esti-
mate, the exponent η = 2−σ . Thus, by consider-
ing that 2β/ν = η (which is valid only to the two-
dimensional SR Potts model), we conclude that
β/ν is equal to 1−σ/2 instead of (1−σ)/2 as
used by the authors in Ref. [5] to obtain z through
Mx. Therefore, we think that the relation used
by them was probably obtained otherwise and, as
pointed out above, we think that it is not valid for
LR systems.
3. Finally, if we decided to use the Eq. (9) with
δ = β/(νz) and consider both prescriptions for
β/ν addressed above to obtain the exponent z,
we would find estimates completely different from
those presented in Ref. [5].
It is important to consider a final comment and some
comparisons of our results with those found in litera-
ture. The only case which can be compared with our
results in Ref. [12] is for q= 3 and σ = 0.7. Let us con-
jecture that it is possible to relate the well known critical
exponents of SR systems with the raw exponents. In ad-
dition, let us suppose that the exponent z does not appear
in the relations for δ and ξ . So, if the raw exponents are
given by δ → δLR = βν and ξ → ξLR = 1ν , what do we
obtain? From our results and these relations, we could
estimate β and ν independently and compare them with
results available in the literature. Therefore, we per-
formed MC simulations to obtain δLR, γLR, and ξLR with
both FBC and PBC. The results for both boundary con-
ditions are in good agreement with each other exactly as
ocurred for the critical parameters presented in Table 2.
For PBC, we find δLR = 0.102(1), γLR = 0.419(1), and
ξLR = 0.69(1) which lead to β = δLR/ξLR = 0.148(3)
and ν = 1/ξLR = 1.45(2). These results are surpris-
ingly in absolute agreement with the estimates obtained
in Ref. [12] through the Ferrenberg-Swendsen method
[17]: β = 0.15(1) and ν = 1.46(1).
It is important to observe that β/ν = 0.102(1) does
not agree with the conjecture used by [5] which, for
σ = 0.7 is β/ν = (1−σ)/2 = 0.15. Actually, we think
that the conjecture must be true for q = 2 but not for
q = 3. Let us test this statement by using the values
of Table 2, this time for q = 2. According to our hy-
pothesis that reformulates the exponent to δLR = β/ν ,
we obtain β/ν ≈ 0.143 for σ = 0.7, β/ν ≈ 0.098, for
σ = 0.8, and β/ν = 0.062 when σ = 0.9. If we con-
sider β/ν = (1−σ)/2, we find, β/ν = 0.15, 0.10, and
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0.05 for σ = 0.7, 0.8, and 0.9, respectively, which are in
fair agreement with our estimates. This shows that other
points deserve a lot of future investigations and the role
of z in the raw exponents must be better explored.
In this letter, we presented a useful, suitable, and fast
method which has been successfully used to study sys-
tems with short-range interactions, and now, has proved
to be equally efficient when locating critical points of
the q−state Potts model with long-range interactions.
This approach, which can easily be extended to other
systems with long-range interactions, allowed us to ob-
tain the critical temperatures for q = 2, 3, and 4, and
for σ = 0.7, 0.8, and 0.9. With these critical parameters
in hand, we carried out short-time Monte Carlo simu-
lations to estimate the exponents δ , γ , and ξ , which
we call raw exponents. They are related, respectively,
to the power law behaviors of the magnetization M(t),
F(t) =M2(t)/[M(t)]2 when considering different initial
conditions, and D(t) = ∂∂T lnM(t,T )|T=Tc . Our results
showed that, for a given q, all three raw exponents stud-
ied in this work depend strongly on σ . This continu-
ous dependence of the critical exponents on the range
parameter σ shows that the q−state Potts model with
long-range interactions exhibits non-universal behavior.
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Figure 3: Power law behavior of the Eqs. (9), (11), and (12) for q =
2, 3, and 4 and σ = 0.7, 0.8, and 0.9.
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