A novel ''ghost interface'' expression for the surface tension of a planar liquid-vapor interface is derived in detail from consideration of the free energy of the system, and a methodology for utilization of this new technique is given. An augmented Monte Carlo computer simulation procedure is developed specifically for the ghost interface, including derivation of long-range corrections resulting from potential truncation and a modified Gibbs ensemble technique for the simulation of adjacent coexisting phases. Results generated from the ghost interface theory for the surface tension are presented and found to be in good quantitative agreement with those resulting from the Kirkwood-Buff equation. Applications of this new approach to curved and to supersaturated systems are also discussed.
I. INTRODUCTION
The inception of computer simulations has provided an indispensable new approach to study properties of the liquid-vapor interface previously inaccessible to experimental or purely theoretical techniques. Since this time the Kirkwood-Buff virial expression 1 has been the principle route to the planar surface tension utilized in simulations. The Kirkwood-Buff equation can be derived from the derivative of the Helmholtz free energy 1, 2 ␥ϭ ‫ץ‬F ‫ץ‬A ϩL z p, ͑1͒
where ␥ is the planar surface tension, F is the Helmholtz free energy, L z is the length of the system normal to the interface, and p is the bulk pressure. This equation is commonly written as an ensemble average of an additive pair-wise interaction over all the atoms in the system 3, 4 ␥ϭ ͳ͚ 
͑2͒
where uЈ(r i j ) is the derivative of the interatomic potential between the ith and the jth atoms. It is clear how this readily lends itself to utilization in computer simulation. It is equally common to see the expression written as the integral over the interfacial region of the difference between the normal and tangential pressures, ␥ϭ ͵ dz͓ p N ͑ z ͒Ϫ p T ͑ z ͔͒.
͑3͒
Despite the popularity of this theoretical device no consensus yet exists as to how to best optimize its implementation. [5] [6] [7] [8] Equation ͑3͒ is problematic because the pressure tensor is not uniquely defined, which in particular poses difficulties in attempting to apply Kirkwood-Buff theory to spherical and other curved interfaces. Other areas of contention include the geometrical structure of the simulated system and long-range tail correction procedures. In this paper a fundamentally different approach for the planar surface tension is developed. The original motivation for the analysis lies in a constrained thermodynamic potential energy analysis of droplet nucleation theory. 9 In Sec. II the new expression is derived in full from these free energy considerations and the partition function of a system in liquid-vapor coexistence. From the definition of the interfacial energy as the difference between the constrained total thermodynamic potential and the bulk free energies of the individual phases, it is shown that the surface tension can be written as the ratio of partition functions, which in turn are related to canonical ensemble averages of the interaction between the two phases over uncoupled systems. The final equation is closer in form to Widom's expression for the chemical potential 10 than the Kirkwood-Buff equation in that the surface tension is calculated from a system consisting of two distinct phases separated by a virtual or ghost interface.
In Sec. III a methodology and system geometry to best optimize the new equation are presented. This algorithm includes the development of a modified Gibbs ensemble Monte Carlo simulation for the liquid-vapor coexistence of two separate phases partitioned by one or more phases. 11 Cylindrical tail corrections for the long-range intraphase and interphase potentials are derived and implemented. Also problems arising from the presence of these ghost interfaces are analyzed and an augmented Monte Carlo simulation is proposed that may best minimize them.
The results of the simulations are presented in Sec. IV and discussed in Sec. V. The focus of these sections is the estimation of the planar surface tension via the ghost interface theory and its comparison to previous results from the Kirkwood-Buff equation. However, of further interest are the density profiles of the interfacial region obtained from this system in the augmented Monte Carlo simulation and the influence of long-range potential truncation and tail correction procedures. Also density profiles of the liquid-vapor coexistence from the modified Gibbs ensemble are plotted that complement previous results utilizing alternative techniques. Applications to curved interfaces and supersaturated systems are also discussed. A preliminary account of the ghost interface theory applied to supersaturated interfaces has been given elsewhere.
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II. GHOST INTERFACE THEORY
Consider two coexisting phases 1 and 2 occupying volume V 1 and its complement V 2 , respectively, such that the total volume occupied is VϭV 1 ϩV 2 . It can be assumed that the two phases interact over a single interface of area A. The position of the interface may be defined using the Gibbs equimolar dividing surface. The position of a planar interface z E , for example, is derived from the following relationship:
where L is the total length of the system, (z) is the density, and l ϩ and g ϩ are the bulk coexistence density values of the liquid and vapor phases, respectively. The quantity ⌬ is the adsorption excess.
The interfacial free energy is the difference between the constrained total thermodynamic potential and the bulk free energies,
where ␥ is the surface tension of the interface and we have defined the liquid to be in phase 1 and the vapor in phase 2. N is the constant total number of atoms in the system,
The superscript B denotes a bulk system, that is, a system with constant density throughout that has no knowledge of the interface. Equation ͑5͒ represents the natural definition of surface tension as the change in bulk free energies due to the presence of an interface. It vanishes when the two phases are identical, as it ought in the absence of an interface, and it is independent of the length of the system perpendicular to the interface, as is also correct. N 1l ϩ and N 2g ϩ are the bulk coexistence numbers of atoms in each phase, defined by
and
Because of the interface, the actual number of atoms in each phase is not given by the bulk coexistence values but can be ascertained using the adsorption excess
It is preferential to express the constrained Helmholtz free energies and consequently the interfacial energy as function of the actual number of atoms in each phase rather than the coexistence values. The interfacial energy, Eq. ͑5͒, may be rewritten as
Using a Taylor expansion, and the fact that the chemical potential is the number derivative of the Helmholtz free energy, at coexistence one has
Hence the two bracketed terms in Eq. ͑9͒ cancel and the interfacial energy may therefore be written as
By exponentiating both sides one can write the surface tension in terms of the partition function of the interacting phases over the product of the bulk partition functions,
where the superscript B again denotes a bulk phase. U 1 and U 2 are the potential energies due to the pair-wise interactions of the atoms in each respective phase, e.g.,
U 12 is the total interaction potential between the two phases, i.e.,
The following analysis invokes two types of interfacial boundaries: a transparent boundary denoted by B ͑for bulk͒, which allows interactions across it, and an opaque hard-wall denoted by 0 that precludes interactions. Upon further analysis Eq. ͑12͒ becomes
The ensemble average that appears is of the interaction between the two systems carried out over the configurations of the noninteracting systems. That is, it is a ghost interface. This average has previously been derived by Reiss and Merry 13 from an analysis of the constrained partition function in the canonical ensemble, for a system in which one phase is confined to a spherical volume. They recognized this result to be an element of the total interfacial energy but made no comment as to how it might be utilized to estimate the full surface tension. ͓In the following it is shown that the greatest contribution to the full surface tension comes from the remaining terms in Eq. ͑15͒.͔ Before Eq. ͑15͒ can be implemented in a computer simulation as a tool to estimate the surface tension one must first express the ratio of partition functions as a product of ensemble averages. One can first isolate the ratio of liquid partition functions, i.e., Z 1l 0 /Z 1l B . In its present form this term cannot be expressed as an ensemble average. However if it is assumed that phase 1 and phase 2 occupy equal volumes,
then one can write
͑17͒
This follows from the strictly additive nature of the bulk Helmholtz free energy. Equation ͑17͒ is equivalent to the ensemble average .
͑20͒
Atoms in the phases described by Eq. ͑19͒ are influenced only by atoms in their own phase ͓Eq. ͑13͔͒ and not from across the interface ͓Eq. ͑14͔͒, i.e., a ''ghost'' interface divides the two volumes. The surface tension is evaluated via the ensemble averages of the interactions of atoms across the ghost interface. In this respect the result is similar to Widom's expression for the chemical potential, 10 where the ensemble average of the potential of a ghost particle is measured.
III. COMPUTER SIMULATION
A. Simulation geometry
To estimate the surface tension from Eq. ͑19͒, three distinct computer simulations are required: the ensemble average from the liquid-liquid interface, the liquid-vapor interface, and the vapor-vapor interface. In this section a technique is developed to calculate the surface tension by way of Monte Carlo computer simulations. Interacting atoms in this simulation did so via the 12-6 Lennard-Jones potential simulating argon. The proposed methodology consists of two distinct simulation cells. Phase 1 atoms are restricted to the volume V 1 ϭL xy L xy L z , where L xy is the length of the cell in the x and y directions and L z is the length of the cell in the z direction. Simulation cell 1 is bisected by the x -y plane and consequently spans from L z /2 to ϪL z /2. Phase 2 has an equivalent volume to that of phase 1 ͓Eq. ͑16͔͒ but the cell is divided into two sections which surround phase 1 along the z axis, i.e., phase 1 bisects phase 2.
Periodic boundary conditions are implemented in both the x and y directions. Any trial movement, r→rЈ, which displaces a phase 1 atom beyond the boundary of cell 1 in the z direction, i.e., the trial move ϪL z /2ϽzЈ or zЈϾL z /2 where zЈ is the z component of the move, is immediately rejected. A similar situation exists for phase 2 wherein any trial movement which transposes a phase 2 atom to phase 1, i.e., the trial move resulting in the z component ϪL z /2ϽzЈ ϽL z /2, is rejected. However, as a result of the transection of phase 2, periodic boundaries are implemented in the z direction at the extremities of each half of the cell which oppose the interface. Phase 2 atoms on opposing sides of phase 1 interact solely via the nearest-neighbor convention. The intended result is to simulate phase 1 as having two interfaces with phase 2, which may be viewed as a single phase surrounding phase 1 or two separate identical phases which extend infinitely in opposite directions along the z axis. This situation is illustrated in Fig. 1 .
B. Gibbs ensemble Monte Carlo simulation
The first issue to be addressed is choosing the appropriate number of atoms for each cell, as the adsorption excess, ⌬, is unknown. However, if an equimolar dividing surface is assumed, the total number of atoms in the system is equivalent to that of two bulk phases, where the density remains constant throughout each cell. If one knows the coexistence densities ͑e.g., from an empirical equation of state͒, N is readily evaluated for a given V,
Once the total number of atoms, the total volume, and the temperature of the system have been set, the number of atoms in each phase, N l and N g , respectively, must be estimated via a simulation preceding any surface tension calculations. The technique employed here is a modification of the Gibbs ensemble Monte Carlo simulation methodology for phase equilibrium developed by Pangiotopoulos et al. 11 The Gibbs Monte Carlo method is designed to simulate two isolated coexisting bulk phases in equilibrium ͑no interface͒. However for our purposes we require real interfaces connecting the phases. The initial simulation consists of cycles of particle displacements and particle interchanges. A cycle consisted of an attempt to move every particle in the system within its own volume, an attempt to transfer a randomly selected particle from one volume to the other, and an attempted transfer in the opposite direction. The first step, particle displacement, is the METROPOLIS Monte Carlo algorithm applied to a canonical ensemble. Successive configurations, whose weights are proportional to the Boltzmann factor, are generated by the acceptance or rejection of trial movements of the constituent phase atoms in a random direction and distance. If the energy of the trial configuration, E new , is less than or equal to that of the current configuration, E old , then the trial move is accepted. If the energy increases then the move is accepted with a probability proportional to the Boltzmann factor of the change in energy,
where H is the Hamiltonian of the phase. If the trial configuration is rejected the system reverts to its former state. In the simulations of Pangiotopoulos et al., 11 there is no interaction between the two phases and individual phases are surrounded entirely by periodic replicas of themselves. The configurational energy in this case is described by Eq ͑13͒. For the purposes of this work the system described in Sec. II A is simulated with interactions between the phases. Periodic boundaries are as described earlier and the configurational energy of phase 1, for example, is given by a combination of Eqs. ͑13͒ and ͑14͒,
This process is subsequently repeated for every other atom in the system. In contrast to the standard Gibbs ensemble method, 11 volume rearrangement is not implemented in this work. It is made superfluous by Eq. ͑21͒, which gives the correct total number of atoms for a system of given volumes, V 1 ϭV 2 ϭV/2, at liquid-vapor coexistence where pressure equality is assured. In the next step, an attempt is made to transfer a randomly chosen particle in phase I to phase II ͑deletion and creation͒, followed by an attempt to transfer a randomly chosen particle in phase II to phase I. This ensures chemical potential equality between the two phases The position of the new atom is chosen at random in the phase. The Boltzmann factor of the change in energy due to the insertion of an atom in phase 1 is
where ⌬E 1 is the change in the configurational energy and z is the activity coefficient. An atom is chosen at random in phase 2 to be deleted and the Boltzmann factor due to the deletion is
The trial move is accepted or rejected relative to the total change in energy in both phases,
Again, in the course of a single cycle two attempted transfers were made, one in each direction. Obviously, the total number of atoms in the system is at all times conserved This combination of attempted transfers and displacements allows a liquid vapor interface at coexistence to be simulated with the Gibbs equimolar dividing surface fixed. The values of N 1l and N 2g in Eqs. ͑8a͒ and ͑8b͒ are taken to be the average number of atoms in each phase during the course of the Gibbs simulation after equilibrium has been achieved. These values of N 1l and N 2g are then fixed and subsequently substituted back into Eq. ͑19͒ for the ghost interface simulations for the surface tension.
C. Long-range intraphase potential correction
After the initial Gibbs simulations, simulations of the ghost interface were preformed. Consistent with the symmetry of the system influenced by the periodic boundary regime, a cylindrical long-range potential truncation correction scheme has been implemented. 8 where the cylindrical coordinate, s, is given by s ϭͱx 12 2 ϩy 12 2 . In principle, during the course of the simulation of the ghost interface, the generation of configurations depends only on the intraphase potentials U 1 and U 2 . ͑In practice this is not strictly the case. This and the consequences to the tail correction are addressed in Sec. II E͒.
The phase 1 intraphase potential truncation correction is
where
As described earlier phase 2 surrounds phase 1. However in terms of intraphase potential the interfaces at L z /2 and ϪL z /2 may be viewed as hard walls. Thus for simplicity, when describing the truncation correction of this potential, it does not affect the outcome of the calculation to rejoin the two halves of the bisected phase, that is, for the positional vector of each phase 2 atom to implement the translation in the z component, z→zЈ where zЈϭzϩ2L z if zϽϪL z /2, else zЈϭz. The phase 2 intraphase potential truncation correction then becomes
The effect of truncation correction is taken into account during the trial move of a single atom in the Monte Carlo simulation. This correction was considered to be small yet significant to the outcome as to whether a move would be accepted or rejected. This correction, T(z), for the phase 1 and 2 intraphase interaction is taken to be
respectively.
D. Long-range interphase potential correction
It is clear from Eq. ͑19͒ that the calculation of the interphase interaction potential, U 12 , is crucial to an accurate estimation of the surface tension. The long-range potential truncation correction is again expected to be significant. One begins by examining the interface at zϭL z /2. The total interphase potential due to this interface is
This expression ignores the interface at zϭϪL z /2, and instead imagines that the system is semi-infinite with bulk coexisting densities on either side some distance away from the interface, i.e., it is assumed that the system contains two isolated interfaces. Atoms in the negative side of the system ͑in terms of z component͒ do not contribute to the interface on the positive side and vice versa. Instead it is assumed that at some point, sufficiently far from the interface, zϭL z /2 ϮL z /2, the density becomes constant, c , ad infinitum. For a system at coexistence c ϭ ϩ . This creates the effect of two isolated interfaces, i.e., one calculates U 12 for two distinct systems in which two phases are separated by a single interface around which the densities of these phases fluctuates with a z dependence but otherwise extend, infinitely away from the interface homogeneously after some arbitrary point. It should be noted that this assumption in no way affects the generation of configuration during the Monte Carlo simulation and is only made during the evaluation of the complete interphase potential. The interphase potential for the abovedescribed interface now becomes
This equation can be broken down into three distinct components; integration over two constant phase densities ͑a͒, integration over both a z-dependent phase density and a constant phase density (b)ϩ(c), and integration over two z-dependent phase densities ͑d͒. It is possible to solve ͑a͒ analytically,
After further analysis (b)ϩ(c) becomes
The final component of Eq. ͑33͒, part ͑d͒, is the most influential contributor the interphase potential. This expression, multiplied by the interfacial area, can be replaced by the explicit sum over the relevant atoms in the system,
By now taking into account the effect of the potential truncation regime
where u cut is given by Eq. ͑27͒ and
͑38͒
The explicit sum in Eq. ͑36͒ is the pairwise additive interphase potential evaluated during the Monte Carlo simulation, with respect to Eq. ͑27͒. Upon further examination the remainder of Eq. ͑36͒ may be written as
where z 12Ͻ ϭmax͓L z /2,͉z 1 ϩz c ͉͔ and z 12Ͼ ϭmin͓L z ,͉z 1 ϩz c ͉͔.
It is clear that Eq. ͑39͒ may be alternatively written as
where z 12Ͻ ϭmax͓0,͉z 1 ϩz c ͉͔ and z 12Ͼ ϭmin͓L z /2,͉z 1 ϩz c ͉͔.
when combined with Eqs. ͑34͒ and ͑35͒ give the total interphase potential truncation correction due to the presence of the interface at zϭL z /2,
͑41͒
An expression for the interface at zϭϪL z /2 may be similarly derived.
E. Partial coupling of the interface
In the Monte Carlo method of METROPOLIS, et al., random configurations are generated via the Markov chain of transitions. For the present technique for the surface tension, the two phases are partitioned by ghost interfaces. Because atoms in each phase do not feel the influence of their counterparts in the conjugate phase, there is a significant likelihood of overlap of the core region of species across the interface. In this case the random generation of configurations results in a few states dominating and biasing the statistics of measurements of the interphase potential, U 12 , and thus the estimation of ensemble averages in Eq. ͑19͒. This effect is particularly prevalent for the dense liquid-liquid system at low temperatures.
Similarities may be drawn between this problem and those posed by Widom's expression for the chemical potential. 10 In this canonical technique the chemical potential is estimated from the local field felt by a virtual test particle randomly inserted into a fluid. The excess chemical potential of the liquid is given by
where the Nth particle is the virtual or ghost particle and ⌬U(r N ;r NϪ1 ) is the part of the potential energy due to this particle. Widom's expression begins to fail at high densities where a randomly chosen point for the attempted insertion of the virtual test particle is likely to coincide with the core region of a species in the fluid. Several techniques have been developed to alleviate this problem including umbrella and preferential sampling. 14 Another means to overcome this difficulty is to partially couple the two phases. 14, 15 For the purposes of this work, an m-stage coupling process has been applied where definitions of and proposed by Kaminsky 15 have been adopted, As ␣ /Ͻ1 the temperature at which the sampling is being carried out across the interface has been effectively increased, effectively turning down the interaction between the atoms. Similarly the size of the atoms in the simulation is decreased, ␣ /Ͻ1, reducing the chance of overlap. By substitution into any of the three ensemble averages in Eq. ͑19͒, one has The first ensemble average is of the modified interphase potential, ⌬ m , over a system where the two phases are no longer partitioned by ghost interfaces but are now coupled via the conjugate potential U 12 mϪ1 , represented by the superscript (mϪ1). This coupling of the two phases greatly reduces the risk of overlap, as any trial move which may lead to this situation would almost certainly be rejected, even though they are not interacting via the full Lennard-Jones potential. The second ensemble average is of the interphase potential, U 12 mϪ1 , over a system where the phases are again divided by ghost interfaces. However, the influence of overlap has been lessened by the fact that the potential being sampled has been turned down. Effectively, the diameter of the atoms and the temperature at which they interact has been reduced. To further reduce the effects of overlap the coupling process can be repeated for further stages for the second ensemble average,
␣Ϫ1
. ͑52͒
F. The interphase tail correction for a trial move
The implementation of phase coupling techniques has clear ramifications to the core of the simulation technique. The Markov chain of states generated by the Monte Carlo method of METROPOLIS must now take into account interactions between the two opposing phases. When calculating the modified interphase potential, U 12 m , it is clear that the effect of the transformation of the parameters, and , must be invoked in the calculation of the long-range truncation correction. It is a simple matter to substitute the appropriate values of Eqs. ͑43͒ and ͑44͒ into Eq. ͑41͒.
As discussed for the intraphase potential ͓Eqs. ͑30͒ and ͑31͔͒, the contribution of the long-range tail correction to the interphase potential must now be addressed in terms of its significance to the acceptance of a trial move in the simulation. The interface located at zϭL z /2 is again the focus of this derivation. As described earlier, it is assumed that the two interfaces are isolated. Atoms on the z-negative side of the xy plane do not contribute to the interface on the positive side and vice versa. Thus for the sake of this analysis one is only concerned with the positive side of the system. Phase 1 atoms occupy the volume, 0ϽzϽL z /2, and phase 2 atoms L z /2ϽzϽL z . One seeks the tail contribution due to the pairwise interactions of a single particular atom, having undergone a trial movement, and every other atom in the conjugate phase in the same side of the system. For the nth phase 1 atom, in the positive side of the system, a good approximation to this potential is given by the term in the curly braces in Eq. ͑39͒,
and again z 12Ͻ ϭmax͓L z /2,͉z 1 ϩz c ͉͔ and z 12Ͼ ϭmin͓L z ,͉z 1 ϩz c ͉͔. Similarly for the nth phase 2 atom this contribution is approximated by the term in curly braces in Eq. ͑40͒,
As with Eqs. ͑39͒ and ͑40͒, expressions complementing Eqs. ͑53͒ and ͑54͒ may be derived in the same manner for the negative side of the system. When the phases are only partially coupled it is again a relatively simple matter to substitute Eqs. ͑43͒ and ͑44͒ into Eqs. ͑53͒ and ͑54͒. These expressions have been utilized in the above-described modified Gibbs ensemble simulation where the two phases are fully coupled. It is important to note that these equations make no allusions to the assumptions of constant density far from the interface made in Sec. III D and thus remain valid for use in this Gibbs ensemble technique.
IV. RESULTS
The above-described modified Gibbs ensemble was tested for two different volumes each at six different temperatures, spanning from the triple point of argon to near the critical point. The reduced temperature was defined as T* ϭkT/, the reduced length as z*ϭz/, the reduced surface tension as ␥*ϭ␥ 2 /, and the reduced density as * ϭ 3 . The dimensions of the two systems were L xy * ϭ8.00, L z *ϭ8.00 and L xy *ϭ6.00, L z *ϭ20.00, respectively. The total number of atoms in the system to achieve liquid-vapor coexistence for each temperature was estimated from Eq. ͑21͒, where the values of the bulk coexistence liquid and vapor densities were taken from previous Monte Carlo simulation results of the coexisting planar system. 8 The atoms were divided between the two phases and set up in lattice configurations. The majority of atoms were placed in phase 1, the prospective liquid phase. From this initial setup 7000 blocks were taken to equilibrate the system. Each block consisted of 10 cycles of a trial move of every atom in phase 1, a trial move of every atom in phase 2, an attempted transfer of an atom from phase 1 to phase 2, and an attempted transfer of an atom from phase 2 to phase 1. After equilibration, statistical measurements were made after each block, 5000 in total, to obtain the average number of particles in each phase and the density profile of the system.
In Fig. 2 the z-dependent density profiles for the liquidvapor system at coexistence have been graphed at each tem-perature. These plots compare favorably with those generated using the more conventional means described by Lee et al. 8, 16 or Mecke et al. 7 The ghost interface method to the surface tension, Eq. ͑19͒, is now implemented. Each ensemble average in the equation required its own simulation. The experiment was performed for the two systems described above at each temperature. The number of atoms required in each phase was taken to be the average number estimated by the modified Gibbs ensemble rounded to the nearest integer. These atoms were placed in an initial lattice configuration in each respective phase.
The coupling technique described in Sec. III E,
was utilized in each simulation. For a liquid-liquid system an mϭ8 stage coupling process was executed, whilst the liquid-vapor and vapor-vapor systems required only mϭ4 stages. The simulation began with 2000 cycles to equilibrate the system, consisting of a trial move in each of the phases, in the ␣ϭ1 ensemble, i.e., the phases were separated by ghost interfaces ͑hard walls͒. Statistical measurements were made in the following 4000 cycles, again in the ␣ϭ1 ensemble. Each cycle consisted of a block of 5 trial movements in each phase. Averages were taken across each block including the potential ⌬ ␣ϭ1 both with and without long-range truncation correction and the exponential, e Ϫ␤⌬ ␣ϭ1 , for each of these cases and then averaged over all of the cycles. This process was iterated for ␣ϭ1,...,m, gradually increasing the coupling. For example the next iteration began with 2000 cycles to re-equilibrate the system, consisting of a trial move in each of the phases, for the ␣ϭ2 ensemble, i.e., the phase were partially coupled at the two interface by the interphase potential, U 12 ␣Ϫ1 . As before, statistical measurements were made in the following 4000 cycles in this ensemble, however, one now calculates the averages of the potential ⌬ ␣ϭ2 and its exponential, e Ϫ␤⌬ ␣ϭ2 . This process was carried out for each of the m stages, for each ensemble average in Eq. ͑19͒. The quantity c was taken to be the average value of the density in the center of each cell ͑i.e., point furthest from the interfaces͒ as the simulation progressed.
The average density profile of the system for each ensemble in the augmented Monte Carlo simulation was measured. In Fig. 3 , the density profiles for the ␣ϭ1 ensemble ͑ghost interface͒ and the ␣ϭm ensemble ͑almost fully coupled phases͒ have been plotted for the liquid-vapor system. Density profiles for the liquid-liquid and vapor-vapor system can similarly be produced. It can be seen that there is little influence of the two interfaces upon each other ͑i.e., the density is uniform in the center of each cell͒. However the oscillations in the density of the liquid phase at zϭ0 are suggestive of some interaction between the interfaces. The discontinuity in the density across the interface reflects a pressure difference between the two systems. At full coupling both phases would have a pressure equal to the coexistence pressure. The ␣ϭm case is the most completely coupled case. However no ensemble in these simulations is fully coupled. This discontinuity is most evident in the liquid-vapor system. In Figs. 4 and 5 one of the interfacial regions in the liquid-vapor simulation for the large (L xy * ϭ6.00, L z *ϭ20.00) and small (L xy *ϭL z *ϭ8.00) systems are highlighted, respectively. The density profile for each of the four coupling stages has been graphed. At full coupling the density profile is continuous across the equimolar surface and decreases toward it on the liquid side and increases toward it on the vapor side. The pressure in this case is the sum of the positive contribution due to the contact density and the negative contribution due to the interactions across the interface. When the interaction across the surface is turned off, the first thing that happens is that the contact density has to decrease to get back to the coexistence pressure ͑because now there is no canceling negative term͒. This is delamination and it pushes atoms into the bulk. For a finite system, this in turn increases the pressure, which is manifest now in an increase in the contact density. For a small system, Fig. 5 , the latter increase is larger than for a large system, Fig. 4 . The two effects cancel each other to some extent, evidently more so in a small system than a large system. The influence of such system size effects is clearly expected to have an influence on the estimation of the interphase potential and hence the measured planar surface tension value ͑see the following͒.
The temperature-dependent planar surface tension from Eq. ͑19͒ is plotted in Fig. 6 . The surface tension was taken to be the average of that found independently for each of the two interfaces. A clear size effect is present in the data. The measurements on the smaller system, L z *ϭ8.00, are in good qualitative agreement with the results obtained using the Kirkwood-Buff virial expression. 8 However, a small but significant underestimation quantitatively is clearly present. The surface tension measured via simulations on the larger system, L z *ϭ20.00, is in close quantitative agreement with the Kirkwood-Buff result. The above-discussed finite size system effects are conspicuously manifested in Fig. 6 . It is clear that the influence due to the interference between the two interfaces is magnified as the normal length of the system is decreased. Figure 7 graphs the relative contributions of the three simulations that constitute Eq. ͑19͒, (͗e
, and (͗e
, for both sized systems at two temperatures. The liquid-liquid simulation dominates the contribution to the surface tension and on its own could provide a useful approximation. The vapor-vapor contribution is negligible. The vapor-liquid term corresponds to the contribution identified by Reiss and Merry. 13 Size dependence has a relatively small influence on the liquid-liquid and vapor-vapor systems, however, its effect on the negative liquid-vapor result is considerable and accounts for most of the change in the surface tension.
The effect of long-range potential truncation correction on the surface tension was studied using the smaller system. Both systems were simulated with the cylindrical cutoff parameters, z c *ϭ3.00 and s c *ϭ3.00. The entire simulation was then repeated at three separate temperatures on the smaller system with parameters z c *ϭ4.00 and s c *ϭ4.00 to test the accuracy of the tail correction scheme. The longrange tail correction to the surface tension, ␥ tail , was defined as
where ␥ cut is the truncated surface tension and the truncated potential ⌬ ␣ cut is given by Eqs. ͑36͒, ͑38͒, and ͑50͒, The estimated tail correction is given in the fourth column. The size of the tail correction can be seen to be significant at the larger cutoff and its consideration is naturally of even more importance for the smaller cutoff regime, especially as the temperature is increased. At those temperatures where the cutoffs were varied the total planar surface tension results are in excellent agreement with each other, even though the difference in tail contributions to the final results is large. This indicates the accuracy of the long-range potential correction truncation procedure described throughout this section. In the final column the error in the final surface tension result, ⌬ ␥ , is estimated. This error is taken simply to be the difference between the independent surface tension estimates derived from each interface in the system, divided by two. This is only a guide to the size of the error in the measurement. For example, the error predicted at T*ϭ1.20 is clearly too small. Table II is similar to Table I , with the total surface tension and the tail contribution being both presented at each temperature for the larger system. The significance of ␥ tail is again clearly evident. Table II also includes results generated in the absence of the partial coupling scheme, i.e., the ghost interface method, Eq. ͑19͒ has been implemented with no augmentation to the Monte Carlo simulation to minimize the effect of overlap between atoms in opposing phases. The number of cycles, described earlier, from which statistics were taken in these completely uncoupled simulations was consistent with that of the partial coupling technique ͑e.g., the liquid-liquid system consisted of an 8 stage partial coupling simulation where measurements were made over 4000 cycles in each stage and in the corresponding uncoupled simulation statistics were taken over 32 000 cycles͒, so that a reliable assessment could be made as to the worth of the partial coupling method. It is found that without the partial coupling technique the surface tension measured from Eq. ͑19͒ is significantly underestimated.
V. DISCUSSION
Motivated in part by previous work on nucleation theory, 9 the aim of this paper was to develop and implement a novel method for the calculation of the surface tension of a planar liquid-vapor interface at coexistence that was suitable for use in computer simulations. The ghost interface expression, Eq. ͑19͒, stands as a completely independent alternative to the Kirkwood-Buff virial equation. A technique by which the ghost interface expression can be implemented in simulations has been outlined in detail, and the viability of this method can now begin to be assessed.
There are some practical arguments against using the ghost interface technique, the most obvious of which is that it requires four simulations to arrive at a final estimate of the surface tension for each temperature: a modified Gibbs ensemble, a liquid-liquid, a liquid-vapor, and a vapor-vapor simulation. The prevalent Kirkwood-Buff virial equation requires only one simulation. However it is possible to reduce the number of simulations used to implement Eq. ͑19͒ and still maintain an accurate estimation of ␥. The purpose of the modified Gibbs ensemble simulation is to estimate the number of atoms contained in each phase at coexistence in the presence of the interfaces ͑i.e., including the adsorption excess͒. In the Appendix it is shown that an expression similar to Eq. ͑11͒ can be derived that is at the same level of approximation but that only requires the bulk coexistence number of atoms for each phase, which can be obtained from known coexistence densities times the volume of the phase. The modified Gibbs ensemble simulation is thus made redundant, which reduces the number of simulations required from four to three.
From the above-presented results it is clear that the vapor-vapor simulation contribution to the surface tension is negligible. Hence this step could be bypassed and the number of simulations required for the ghost interface technique could be reduced to two.
In Fig. 6 the planar surface tension estimated via Eq. ͑19͒ has been plotted as a function of the temperature of the system for the large system, L z ϭ20.00, and the small system, L z ϭ8.00, and compared with previous results from the simulations in Ref. 8 obtained using Eq. ͑2͒. A good qualitative agreement exists between each curve. However the ghost interface technique implemented for the small system can be seen to underestimate the surface tension. This implies that larger systems are needed to produce accurate results, which might be argued further decreases the viability of the technique. However it must be noted that the most atoms required for accurate results for any temperature was 1194, which was for the liquid-liquid system at T*ϭ0.70. The number of atoms needed for the Gibbs ensemble and liquid-vapor simulations approximately halved this amount, with only 606 atoms needed in total, with 9 atoms in the vapor phase. These numbers of atoms compare favorably to the amount used in previous simulations of the KirkwoodBuff expression in the literature 7, 16, 17 and in some cases can be considered to be relatively small. 18 -20 In the present simulations it took 180 000 moves per atom in the KirkwoodBuff method to achieve about the same statistical accuracy as 30 000 moves per atom in the present method ͑total over all 8 stages, including equilibration, of the liquid-liquid system, which has about twice the number of atoms as the Kirkwood-Buff simulations of similar volume͒. The gasgas and liquid-gas computations are not included in this comparison because they have fewer atoms. This preliminary evidence suggests that the computational efficiency of the present method is not entirely uncompetitive with the Kirkwood-Buff method. In the absence of the partial coupling method described in this section, Eq. ͑19͒ significantly underestimated the surface tension unless very long runs were used. When employing the partial coupling method, a trade-off exists between accuracy and computer time. The more stages applied, the more accurate the final result will be but the longer it will take to achieve these results. For the above-described systems, the aim has been to err on the side of accuracy rather than time efficiency, as is particularly apparent in the mϭ8 stage liquid-liquid simulations.
In summary the ghost interface technique has been derived along with an extensive analysis of long-range potential truncation correction procedures. It has been shown to provide an accurate route to the surface. It is a slightly more complicated method to execute in comparison to the popular Kirkwood-Buff virial expression, but it does provide an important alternative to and check on the previous work. It also represents an important conceptual breakthrough in terms of visualizing and understanding the liquid-vapor interface.
Whilst the estimation of the planar surface tension is a compelling result by itself, the true value of this approach may well prove to be its versatility. The ghost interface theory is not limited to the planar interface but can be applied to curved surfaces ͑see Ref. 9 for a preliminary outline of how this could be implemented͒. In Ref. 20 , applications of this method to supersaturated systems ͑systems in which the vapor pressure is greater than its coexistence value͒ are studied. An approximate linear dependence is observed as the surface tension decreases with rising vapor supersaturation. This is one example of the versatility of the present formalism in comparison to the Kirkwood-Buff expression.
APPENDIX: ELIMINATION OF GIBBS ENSEMBLE SIMULATION
In Eq. ͑5͒ the interfacial free energy is expressed as the difference between the constrained total thermodynamic potential and the bulk free energies,
where N 1l is the equilibrium number of atoms for phase 1 at coexistence with phase 2 and is dependent on the adsorption excess, ⌬, N 1l ϭN 1l ϩ Ϫ⌬. ͑A2͒
At equilibrium
ϭ0. ͑A3͒
Hence the constrained total thermodynamic potential can be Taylor expanded about N 1l , 
