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Abstract
This note concerns the projective contraction coefficient τ(H) of a rectangular matrix H
with positive entries. A simple proof of an explicit formula for τ(H), originally established
by [Trans. Am. Math. Soc. 85 (1957) 219], is given. The motivation for this work comes from
the area of Markov decision processes, and the argument is based on elementary differential
calculus.
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1. Introduction
Given an integer n  2, let Pn be the positive cone in Rn, so that Pn consists of
all vectors x = (x1, x2, . . . , xn)′ satisfying xi > 0 for all i. The projective distance
dn:Pn ×Pn → [0,∞) is defined by
dn(x, y):= max
{
log
(
xr
xs
ys
yr
)∣∣∣∣ r, s = 1, 2, . . . , n, r /= s
}
, x, y ∈ Pn (1.1)
and if H = [hij ] is an m×n matrix with positive components, it is not difficult to see
that dm(Hx, Hy) < dn(x, y) for every x, y ∈ Pn satisfying dn(x, y) > 0 [5, p. 100],
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so that the projective contraction coefficient associated to H , which is denoted by
τ(H) and is given by
τ(H):= sup
x,y∈Pn:dn(x,y)>0
dm(Hx, Hy)
dn(x, y)
, (1.2)
satisfies τ(H)  1. As the explicit formula below shows, the inequality is strict.
Theorem 1.1. Let the integers m, n  2 be arbitrary. For each matrix H = [hi j ]
of order m× n with positive components, τ (H) is given by the following Birkhoff’s
formula:
τ(H) = 1− φ(H)
1/2
1+ φ(H)1/2 , where φ(H):= minr,s,j,k
hr jhs k
hs jhr k
. (1.3)
For square matrices, this theorem was first established by Birkhoff [1] using ar-
guments relying on projective geometry, and extensions of this result to the setting
of partially ordered vector spaces can be found in [3,4]. An elementary proof of
Theorem 1.1 was given in [5, pp. 100–110] where it is shown that τ(·) is an essential
tool in the analysis of the asymptotic behavior of matrix products and, recently, the
importance of Birkhoff’s formula in the study of the value iteration algorithm for
risk-sensitive average Markov decision chains was sparkled by Bielecki et al. [2],
where (1.3) was used for rectangular matrices. Although it is not difficult to see that
the proof in [5] is valid for non square matrices, the arguments in this reference are
rather long and quite involved, so that it is interesting to look for a simpler proof of
Theorem 1.1. The objective of this note is to give an alternative proof of Birkhoff’s
formula which is based on elementary differential calculus. The argument, relying
on the mean value theorem, is presented in the following two sections.
2. Preliminaries
This section contains the technical tools that will be used to prove Theorem 1.1.
In the following two lemmas the contraction coefficient of the matrix
H =
[
a1 a2 · · · an
1 1 · · · 1
]
(2.1)
is studied, where n  2 and a1, a2, . . . , an are fixed positive numbers; set
A = max{a1, a2, . . . , an} and a = min{a1, a2, . . . , an}. (2.2)
The argument uses the functions gα: [0,∞)→ R determined by
gα(z) = 11+ αz −
1
1+ z , z  0, α ∈ (0, 1); (2.3)
it is not difficult to see that
0  gα(z)  gα(1/
√
α) = 1−
√
α
1+√α , z  0, α ∈ [0, 1]. (2.4)
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Lemma 2.1. Let H be as in (2.1) and let x, y ∈ Pn be arbitrary vectors satisfying
dn(x, y) > 0. In this case, there exists z ∈ (0,∞) such that
d2(Hx, Hy)
dn(x, y)
 gα(z), where α = a
A
; (2.5)
see (2.2) for notation. Consequently,
τ (H)  1−
√
a/A
1+√a/A. (2.6)
Proof. Notice that, since gα(·)  0, when d2(Hx, Hy) = 0 the inequality in (2.5)
holds with an arbitrary z > 0, so that it is sufficient to consider the case d2(Hx, Hy) >
0. In this situation, interchanging x and y, if necessary, it can be assumed that
[Hx]1/[Hx]2  [Hy]1/[Hy]2, so that
d2(Hx, Hy) = log
( [Hx]1
[Hx]2
[Hy]2
[Hy]1
)
= log
(∑
i aixi∑
i xi
×
∑
i yi∑
i aiyi
)
; (2.7)
see (1.1). Define
ri = log
(
xi
cyi
)
, i = 1, 2, . . . , n, where c = min
i=1,2,...,n
xi
yi
= xi∗
yi∗
(2.8)
and notice that ri  ri∗ = 0. Thus, xi = cyieri for every i, and (2.7) yields
d2(Hx, Hy) = log
(∑
i aiyie
ri∑
i yie
ri
×
∑
i yi∑
i aiyi
)
= F(1)− F(0), (2.9)
where
F(t) = log
(∑
i aiyie
tri∑
i yie
tri
)
, t ∈ R. (2.10)
On the other hand, (2.8) shows that log([xiyj ]/[xjyi]) = ri − rj , and using that
the rj ’s are nonnegative and ri∗ = 0, from (1.1) it follows that
dn(x, y) = r∗ = max
i=1,2,...,n
ri .
Combining this equality with (2.9) and (2.10), by the mean value theorem there
exists t ∈ (0, 1) such that
d2(Hx, Hy)
dn(x, y)
= 1
r∗
F ′(t)= 1
r∗
∑
i riaiyie
tri∑
i aiyie
tri
− 1
r∗
∑
i riyie
tri∑
i yie
tri
=
∑
i
ri
r∗
wi
(
ai∑
k akwk
− 1∑
k wk
)
, (2.11)
where wi := yietri > 0 for each i. Let the set I ⊂ {1, 2, . . . , n} be characterized by
i ∈ I ⇐⇒ ri
(
ai∑
k akwk
− 1∑
k wk
)
> 0.
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Since d2(Hx, Hy)/dn(x, y) > 0, (2.11) yields that I is nonempty, and ri∗ = 0
implies that i∗ /∈ I, so that I is a proper subset of {1, 2, . . . , n}. Using that r∗ is
the maximum value of the ri’s, (2.11) implies that
d2(Hx, Hy)
dn(x, y)

∑
i∈I
ri
r∗
wi
(
ai∑
k akwk
− 1∑
k wk
)

∑
i∈I
wi
(
ai∑
k akwk
− 1∑
k wk
)
and then
d2(Hx, Hy)
dn(x, y)

∑
i∈I aiwi∑
k akwk
−
∑
i∈Iwi∑
k wk
=
∑
i∈I aiwi∑
i∈I aiwi +
∑
k /∈I akwk
−
∑
i∈Iwi∑
i∈Iwi +
∑
k /∈Iwk
. (2.12)
Observe now that, for each δ > 0, the mapping β → β/(β + δ) is increasing in
(0,∞). Since ∑i∈I aiwi  A∑i∈Iwi (see (2.2)), it follows that∑
i∈I aiwi∑
i∈I aiwi +
∑
k /∈I akwk
 A
∑
i∈Iwi
A
∑
i∈Iwi +
∑
k /∈I akwk
 A
∑
i∈Iwi
A
∑
i∈Iwi + a
∑
k /∈Iwk
,
where the second inequality used that
∑
k /∈I akwk  a
∑
k /∈Iwk . Thus, (2.12) im-
plies
d2(Hx, Hy)
dn(x, y)
 A
∑
i∈Iwi
A
∑
i∈Iwi + a
∑
k /∈Iwk
−
∑
i∈Iwi∑
i∈Iwi +
∑
k /∈Iwk
= 1
1+ (a/A)z −
1
1+ z ,
where z = (∑k /∈Iwk)/(∑k∈Iwk), establishing (2.5); see (2.3). Finally, combining
(2.4) and (2.5), it follows that d2(Hx, Hy)/dn(x, y)  (1−√α)/(1+√α) when-
ever dn(x, y) > 0, so that (2.6) is obtained from (1.2). 
The following lemma establishes that the equality holds in (2.6).
Lemma 2.2. For the matrix H in (2.1),
τ(H) = 1−
√
a/A
1+√a/A.
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Proof. Observe that, since n  2, there exist integers j∗, k∗ ∈ {1, 2, . . . , n} such
that (see (2.2))
aj∗ = A and ak∗ = a, where j∗ /= k∗. (2.13)
Next, let y ∈ Pn be arbitrary, and for each t  0, define the vector x(t) = (x1(t), . . . ,
xn(t))
′ ∈ Pn by
xi(t) = yi, i /= j∗, and xj∗(t) = et yj∗ .
In this case, from (1.1) it is not difficult to see that
dn(x(t), y) = t,
whereas
d2(Hx(t),Hy)  log
( [Hx(t)]1
[Hx(t)]2
[Hy]2
[Hy]1
)
= log
(
aj∗yj∗et +∑i /=j∗ aiyi
yj∗et +∑i /=j∗ yi ×
∑
i yi∑
i aiyi
)
,
an inequality that is equivalent to
d2(Hx(t),Hy)  G(t)−G(0),
where
G(t) = log
(
aj∗yj∗et +∑i /=j∗ aiyi
yj∗et +∑i /=j∗ yi
)
.
Therefore, (1.2) yields
τ(H)  d2(Hx(t),Hy)
dn(x(t), y)
= G(t)−G(0)
t
, t > 0
and taking limit as t↘0, this implies that
τ(H)  aj
∗yj∗∑
i aiyi
− yj∗∑
i yi
= G′(0).
Letting yi decrease to zero for each i /= j∗, k∗, it follows that for each yj∗ , yk∗ > 0,
τ(H)  aj
∗yj∗
aj∗yj∗ + ak∗yk∗ −
yj∗
yj∗ + yk∗ =
Ayj∗
Ayj∗ + ayk∗ −
yj∗
yj∗ + yk∗ ,
where (2.13) was used to set the equality. Thus
τ(H)  1
1+ (a/A)(yk∗/yj∗) −
1
1+ (yk∗/yj∗) = ga/A(yk
∗/yj∗)
(see (2.3)) and setting yk∗/yj∗ = √A/a, (2.4) yields that
τ(H)  1−
√
a/A
1+√a/A.
The conclusion follows from this inequality and (2.6). 
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The final preliminary result concerns an arbitrary positive and rectangular matrix
H ; it establishes an invariance property of τ(H), and shows that this quantity can be
determined from the contraction coefficients of submatrices of order 2 × n.
Lemma 2.3. Let H be a matrix of order m× n with positive components, where
m, n  2.
(i) For integers r, s satisfying 1  r < s  m, let H[r,s] be the submatrix consisting
of the rth and sth rows of H. In this case,
τ (H) = max
r,s:1r<sm
τ(H[r,s]). (2.14)
(ii) If D is a diagonal matrix of order n× n with positive elements δ1, δ2, . . . , δn
along the main diagonal, then τ(H) = τ(HD).
Proof. (i) For each x ∈ Pn write Hx = ([Hx]1, [Hx]2, . . . , [Hx]n)′ and notice that
H[r s]x = ([Hx]r , [Hx]s)′. Thus,
d2(H[r,s]x, H[r,s]y) = max
{
log
( [Hx]r
[Hx]s
[Hy]s
[Hy]r
)
, log
( [Hx]s
[Hx]r
[Hy]r
[Hy]s
)}
and then
max
1r<sm
d2(H[r,s]x, H[r,s]y)
= max
{
log
( [Hx]r
[Hx]s
[Hy]s
[Hy]r
)∣∣∣∣ r, s = 1, 2, . . . , m, r /= s
}
= dm(x, y);
see (1.1). Therefore, when dn(x, y) > 0
dm(Hx, Hy)
dn(x, y)
= max
1r<sm
d2(H[r,s]x, H[r,s]y)
dn(x, y)
and (2.14) follows from (1.2)
(ii) For each x, y ∈ Pn, the equalities
[Dx]r
[Dx]s
[Dy]s
[Dx]r =
δrxr
δsxs
δsys
δrxr
= xr
xs
ys
xr
are always valid, and (1.1) yields that
dn(Dx,Dy) = dn(x, y). (2.15)
Moreover, observing that x → Dx is a one-to-one function from Pn onto itself, it
follows that
τ(H) = sup
x,y∈Pn:dn(x,y)>0
dm(Hx, Hy)
dn(x, y)
= sup
x,y∈Pn:dn(x,y)>0
dm(HDx, HDy)
dn(Dx,Dy)
and, together with (2.15) and (1.2), this leads to τ(H) = τ(HD). 
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3. Proof of Theorem 1.1
Let H be a matrix as in the statement of Theorem 1.1. To establish formula (1.3)
consider the following two exhaustive cases:
• m = 2. In this framework let D be the diagonal matrix with elements 1/h2 j
along the main diagonal and observe that
HD =
[
a1 a2 · · · an
1 1 · · · 1
]
, where aj = h1 j
h2 j
, j = 1, 2, . . . , n.
On the other hand, from Lemma 2.3(ii) and Lemma 2.2, it follows that
τ(H) = τ(HD) = 1−
√
a/A
1+√a/A, (3.1)
where the notation is as in (2.2). Observing that the expression for φ(H) in (1.3) can
be written as
φ(H) = min
{
aj
ak
,
ak
aj
∣∣∣∣ j, k = 1, 2, . . . , n
}
,
it follows that φ(H) = a/A and, together with (3.1), this establishes Birkhoff’s for-
mula.
• m > 2. In this context, Lemma 2.3(i) and the case m = 2 already established
together yield
τ(H) = max
r,s:1r<sm
τ(H[r,s]) = max
r,s:1r<sm
1− φ(H[r,s])1/2
1+ φ(H[r,s])1/2 .
Observing that the mapping α → (1−√α)/(1+√α) is decreasing this equality
implies that
τ(H) = 1− ψ(H)
1/2
1+ ψ(H)1/2 , where ψ(H) = minr,s:1r<smφ(H[r,s]).
Using the expression for φ(H) in (1.3) it is not difficult to see that ψ(H) = φ(H),
and Birkhoff’s formula follows in the general case. 
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