Abstract-This paper provides an extension of the observability rank condition to nonlinear systems driven by both known and unknown inputs. In particular, the systems here considered are characterized by dynamics that are nonlinear in the state and linear in the inputs and characterized by a single unknown input (or disturbance) and multiple known inputs. Additionally, it is assumed that the unknown input is a differentiable function of time (up to a given order). The goal of the paper is not to design new observers for these systems but to provide the analytic condition in order to check the weak local observability of the state. This condition is simple and can be easily and automatically applied to the nonlinear systems mentioned above, independently of their complexity and type of nonlinearity. In particular, the complexity of the analytic condition is comparable to the complexity of the standard method to check the state observability in the case without unknown inputs (i.e., the observability rank condition). This is a fundamental practical (and unexpected) advantage. As for the observability rank condition, the proposed analytic condition is based on the computation of the observable codistribution. Similarly to the case of only known inputs, the observable codistribution is obtained by recursively computing the Lie derivatives of the outputs along the vector fields that characterize the dynamics. However, in correspondence of the unknown input, the corresponding vector field must be suitably rescaled. Additionally, the Lie derivatives of the outputs must also be computed along a new set of vector fields that are obtained by recursively performing suitable Lie bracketing of the vector fields that define the dynamics. In practice, the entire observable codistribution is obtained by a very simple recursive algorithm. Finally, it is shown that the recursive algorithm converges in a finite number of steps, and the criterion to establish that the convergence has been reached is provided. The proposed analytic extension of the observability rank condition is illustrated by checking the weak local observability of several nonlinear systems driven by known inputs and a single disturbance.
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I. INTRODUCTION
T HE problem of state observability for systems driven by unknown inputs (UIs) is a fundamental problem in control theory. This problem was introduced and first investigated in [3] at the end of the 1960s. Specifically, Basile and Marro [3] investigated the observability of linear time-invariant (LTI) dynamical systems when some of the input functions are unknown and obtained an expression for the observability subspace. A huge effort has then been devoted to design observers for both linear and nonlinear systems in the presence of UI in many cases in the context of fault diagnosis, e.g., [1] , [2] , [6] , [8] - [16] , [18] , [20] , [21] , [26] , [27] .
Earlier works restricted the analysis to LTI systems. Wang et al. [26] introduced a simple observer to reconstruct the entire state. Results from the geometric theory of linear systems were exploited to introduce a constructive solution in [6] . In [9] , [18] , and [27] , necessary and sufficient conditions for designing UI observers of LTI systems were provided. Based on the Luenberger design scheme, full-order [9] , [27] and reducedorder [13] , [18] , [22] observers were derived. Guan and Saif [13] proposed a simple approach for designing a reduced-order UI observer with pole-placement capability.
In all these earlier works, the possibility of introducing such observers was based on a necessary condition, which was first given in [22] . This condition states that only the part of the state coupled with the UIs can be recovered from the outputs. On the other hand, further developments in the design of UI observers for LTI systems showed that the aforementioned existence condition is not necessarily required to recover the state, provided that a new class of observers is adopted [11] , [12] . Specifically, the authors in [11] and [12] adopted a particular class of nonlinear observers, called step-by-step sliding-mode observers.
Later, the problem of extending the existing UI observer design from linear systems to nonlinear systems has been considered. Some authors have considered the UI observer design for a class of Lipschitz nonlinear systems [8] , [15] . Koenig and Mammar [20] proposed an UI observer design for fault diagnosis purpose. The difficulty was in solving a parametric Lyapunov equation because no systematic procedure could be adopted. Differentially algebraic techniques were also adopted to obtain observability properties of nonlinear systems with UIs. Barbot et al. [1] showed that this scheme can be applied to systems that do not satisfy some of the usual structural assumptions. Barbot et al. [2] introduced an algorithm that detects if the state and the UI of the system can be simultaneously recovered. Koening et al. [21] analyzed systems that consist of both linear and nonlinear parts. An observer for such systems was proposed together with sufficient conditions of global convergence. Finally, Hammouri and Tmar [16] provided a necessary and sufficient condition for the existence of an UI observer. The analysis was restricted to systems, where the nonlinearity is only in the part of the dynamics that contains the UIs.
In some of the previous works, interesting conditions for the existence of an UI observer were introduced. On the other hand, these conditions have the following limitations. 1) They refer to a restricted class of systems. In particular, the considered systems are often characterized by linearity (or some specific type of nonlinearity) with respect to the state in some of the functions that characterize the dynamics 1 and/or the system outputs. 2 No condition refers to any type of nonlinearity with respect to the state in the aforementioned functions. 2) They cannot be implemented automatically, i.e., by following a systematic procedure that does not require human intervention (e.g., by the usage of a simple code that adopts a symbolic computation tool). These limitations do not affect the observability rank condition in [17] and [19] . However, this condition cannot be used in the presence of UI. We consider the extension of the observability rank condition to the UI case, a simple analytic condition able to provide the state observability in the presence of UI that does not encounter the above two limitations. Additionally, the condition must characterize the system observability, and in this sense, it will be more general than a condition that checks the existence of an UI observer that belongs to a special class of observers.
In this paper, we provide a fundamental step toward the analytic derivation of this extension. Specifically, we provide such a condition in the case of driftless systems and in the presence of a single UI (or disturbance). Additionally, we assume that this UI is a differentiable function of time (up to a given order). The considered system is defined in Section II. Note that the full extension of the observability rank condition is available in [25] , where we provide the analytic condition in the general case, i.e., which also accounts for a nonlinear drift and any number of UIs.
In [17] and [19] , the observability properties of a nonlinear system are obtained by computing the observable codistribution. The computation of this codistribution is the core of the observability rank condition introduced in [17] . In order to deal with the case of UIs, we need to derive a new algorithm able to generate the observable codistribution. In Section III-A, we remind the reader the algorithm to compute the observable codistribution in the case without disturbances, together with some basic properties that characterize its convergence. In Section III-B, we introduce the new algorithm that generates the entire observable codistribution in the presence of a single disturbance, together with some basic properties that characterize its conver-gence. The proposed extension of the observability rank condition is then summarized in Section III-C, and it is illustrated in Section IV by checking the weak local observability of several nonlinear systems driven by a single UI. In Sections V-VII and in the appendixes, we provide all the analytic derivations necessary to prove that the proposed algorithm generates the entire observable codistribution and to prove all the convergence properties of the algorithm.
II. CONSIDERED SYSTEM
We will refer to a nonlinear control system with m u known inputs (u 1 , . . . , u m u ) and a single UI or disturbance (w). The state is the vector x ∈ M , with M being an open set of R n . We assume that the dynamics are nonlinear with respect to the state and linear with respect to the inputs (both known and unknown). Finally, the system has p(≥ 1) outputs. Our system is characterized by the following equations:
where f i (x), i = 1, . . . , m u , and g(x) are vector fields in M and the functions h 1 (x), . . . , h p (x) are scalar functions defined on the open set M .
III. ANALYTIC CONDITION
This section introduces the analytic condition to check the weak local observability at a given x 0 ∈ M of the state x that satisfies (1) . As for the observability rank condition, this analytic condition is obtained by computing the observable codistribution. The observable codistribution is defined as the span of the differentials of all the scalar functions that belong to the observation space (see Definitions 1 and 2 for the definition of the observation space in the cases with only known inputs and also UIs, respectively).
Before introducing the new algorithm to compute this observable codistribution, we remind the reader the standard algorithm that generates the observable codistribution when all the inputs are known. This will allow us to figure out the effect of a UI on the computation of the observable codistribution.
A. Observable Codistribution When All the Inputs Are Known
We consider the system in (1) when all the inputs are known (i.e., also the input w is known). We will denote by the symbol d x the differential with respect to the state x. Additionally, for a given codistribution Λ and a given vector field θ (both defined on the open set M ), we will denote by L θ Λ the codistribution whose covectors are the Lie derivatives along θ of the covectors in Λ. Finally, given two vector spaces V 1 and V 2 , we denote by V 1 + V 2 their sum, i.e., the span of all the generators of both V 1 and V 2 . The definition of the observation space is (e.g., see [5, Def. 6] [17] and [19] 
, it is proven that this algorithm converges in an open and dense set of M . In particular, from [19, Lemmas 1.9.1, 1.9.2, and 1.9.6], we know that the convergent codistribution is obtained at the smallest integer m, for which Ω m = Ω m +1 and m ≤ n − 1.
B. Observable Codistribution With a Single Disturbance
We now provide the new algorithm that generates the observable codistribution when the input w is unknown. In this section, we only provide the algorithm (see Algorithm 3). Then, in Sections V-VII and in the appendixes, we prove that this algorithm converges and provides the entire observable codistribution.
First of all, we remark that we need to define the observation space by accounting for the presence of UIs. We introduce a more general definition than Definition 1. The new definition will be directly based on the definition of indistinguishable states (which, in the case of UIs, will be provided later, by Definition 3 in Section V).
Definition 2 (Observation Space):
The observation space is defined as the real vector space of C ∞ functions that are constant on the indistinguishable sets.
The idea behind this definition is that, if two or more states are indistinguishable, we cannot determine which one was the initial state. However, for a scalar function that takes the same value on these states (i.e., that belongs to the observation space defined as above), we can determine its initial value, since we do not need to distinguish between the indistinguishable states to know its initial value. Note that if the indistinguishable sets consist of single points (i.e., the system is observable), all the state components, regarded as scalar functions of the state, belong to the observation space, and as a result, the observable codistribution has dimension equal to n (as mentioned above, the observable codistribution is the span of the differentials of all the functions that belong to the observation space). Finally, note that in the case of only known inputs, the Lie derivatives of the system outputs up to any order are constant on the indistinguishable sets (e.g., see [17, Lemma 3.2] ).
We now provide the algorithm that generates the observable codistribution. In Sections V-VII, we prove its validity.
We start by selecting one system output (among h 1 , . . . , h p ) such that its first-order Lie derivative, along the vector field g, does not vanish. Let us denote byĵ the index of the chosen output (hĵ (x)), by h(x) the chosen output, and by L 1 g the firstorder Lie derivative of the function h(x) along the vector field g(x), i.e.:
In the case when the Lie derivative along g of more than one output does not vanish, we are free to choose any of them (the choice does not alter the results, as it will be proved by Remark 1 at the end of Section VII). On the other hand, if this condition is met by no output, we distinguish the following two cases. 1) At least one of the outputs has a finite degree with respect to g.
2)
No output has a finite degree with respect to g. In the former case, it is possible to redefine the output, without altering the system observability properties, such that the Lie derivative of the new output along g does not vanish (see Appendix A-A). In the latter case, the UI does not affect the system observability properties. This is proven in Appendix A-B by showing that, in this case, the observable codistribution is obtained by running Algorithm 1 without computing the Lie derivative along g in the recursive step.
Hence, we are allowed to assume that L 1 g = 0 on a given neighborhood of x 0 .
Before introducing the new algorithm that generates the entire observable codistribution, we introduce a new set of vector fields i φ m ∈ R n (i = 1, . . . , m u and for every integer m). They are obtained recursively by the following algorithm.
Algorithm 2:
where the parenthesis [·, ·] denote the Lie bracket of vector fields, defined as follows:
In other words, for each i = 1, . . . , m u , we have one new vector field at every step of the algorithm. Throughout this paper, when m u = 1, we denote by φ m the vector field 1 φ m . We are now ready to provide the algorithm that generates the entire observable codistribution. It is the following.
Algorithm 3: Observable codistribution when one input (w) is unknown
In Section VI-B, we investigate the convergence properties of Algorithm 3. We first consider the case of a single known input (i.e., m u = 1), and then, the results are easily extended to the case of multiple known inputs (m u > 1) in Section VII. We prove that Algorithm 3 converges, and we also provide the analytic criterion to check that the convergence has been attained. This proof and the convergence criterion cannot be the same that hold for Algorithm 1 because of the last term that appears in the recursive step, 3 i.e., the term
(the special case when, the contribution due to this last term is included in the other terms, is considered separately by Lemma 7). In general, the criterion to establish that the convergence has been attained is not simply obtained by checking if Ω m +1 = Ω m . Deriving the new analytic criterion is not immediate. It requires to derive the analytic expression that describes the behavior of the last term in the recursive step. This fundamental equation is (17) (or (16) in the case m u = 1). The analytic derivation of this equation allows us to detect the key quantity that governs the convergence of Algorithm 3, in particular regarding the contribution due to the last term in the recursive step. This key quantity is the following scalar:
We prove (see Lemma 6 in Section VI) that it exists m such that d x τ ∈ Ω m (and therefore, d x τ ∈ Ω m ∀m ≥ m ). Additionally, we prove that the convergence of the algorithm has been reached when Ω m +1 = Ω m , and m ≥ m (Theorem 3, or Theorem 2 when m u = 1). Finally, we prove that the convergence is attained in at most n + 2 steps (see Appendix F).
In Section VI-A (and in Appendix B), it is also shown that the computed codistribution is the entire observable codistribution. Also, in this case, the proof is given by first considering the case of a single known input (see Theorem 1), and then, its validity is extended to the case of multiple inputs in Section VII. Note that this proof is based on the assumption that the UI (w) is a differentiable function of time up to a given order (the order depends on the specific case).
By comparing Algorithm 3 with the standard Algorithm 1, we figure out the effect of an UI on the computation of the observable codistribution. The differences between these two algorithms are as follows.
1) In the recursive step, the term
In other words, the vector field that corresponds to the UI (i.e., g) must be rescaled by dividing by L 1 g . 2) The recursive step also contains the sum of the contributions
In other words, we need to compute the Lie derivatives of the differential of the output h(x) [defined by (2) ] along the vector fields obtained through the recursive Algorithm 2.
3) The convergence of Algorithm 3 is achieved in at most n + 2 steps, instead of n − 1 steps.
Algorithm 3, we also need to check that d x τ ∈ Ω m .
C. Summary of the Analytic Method
We conclude this section by outlining the steps to investigate the weak local observability at a given point x 0 of a nonlinear system driven by a single disturbance and several known inputs. We assume that at least one output has a finite degree with respect to g; when this does not hold, the observable codistribution is trivially obtained by running Algorithm 1 without performing the Lie derivative along g, in the recursive step (see Appendix A-B).
Note that, in the trivial case analyzed by Lemma 7, the method provided below simplifies, since we do not need to compute the 2 ), and we do not need to check that its differential belongs to the codistribution computed at every step of Algorithm 3. In practice, we skip steps 4 and 5 in the following procedure.
1) For the chosen x 0 , select one output such that its firstorder Lie derivative along g does not vanish. Denote it by h(x) and set L 1 g = L g h. In the case when the Lie derivative along g of all the outputs vanishes, select one output with a finite degree with respect to g, introduce new local coordinates as explained in Appendix A-A, redefine the output, denote it byh(x), and set
2) Compute the codistribution Ω 0 and Ω 1 (at x 0 ) by using Algorithm 3. 3) Compute the vector fields i φ m (i = 1, . . . , m u ) by using Algorithm 2, starting from m = 0, to check if the considered system is in the special case dealt by Lemma 7. In this trivial case, set m = 0, use the recursive step of Algorithm 3 to build the codistribution Ω m for m ≥ 2, and skip to step 6.
and d x τ . 5) Use the recursive step of Algorithm 3 to build the codistribution Ω m for m ≥ 2, and, for each m,
on a given neighborhood of x 0 , then x j is weakly locally observable at x 0 . If this holds for all the state components, the state x is weakly locally observable at x 0 . Finally, if the dimension of Ω * is smaller than n on a given neighborhood of x 0 , then the state is not weakly locally observable at x 0 .
IV. APPLICATIONS
We apply the method described in Section III in order to investigate the observability properties of several nonlinear systems characterized by the equations given in (1). The chosen examples are deliberately very trivial in order to allow us to compare the analytic results provided by the proposed method with what we can expect by following intuitive reasoning. Note that nontrivial examples are provided in [25] .
We consider a vehicle that moves on a 2D environment. The configuration of the vehicle in a global reference frame can be characterized through the vector
T , where x v and y v are the Cartesian vehicle coordinates, and θ is the vehicle orientation. We assume that the dynamics of this vector satisfy the unicycle differential equations:
where v and ω are the linear and the rotational vehicle speed, respectively, and they are the system inputs. We consider the following four cases of output (see also Fig. 1 ): 1) the distance from the origin (r in Fig. 1 , e.g., a landmark is at the origin and its distance is measured by a range sensor); 2) the bearing of the origin in the local frame (β in Fig. 1 , e.g., a landmark is at the origin and its bearing angle is measured by an on-board camera); 3) the bearing of the vehicle in the global frame (φ in Fig. 1 , e.g., a camera is placed at the origin); 4) both the distance from the origin and the bearing of the origin in the local frame (r and β in Fig. 1 ). We can analytically express the outputs in terms of the state. We remark that the expressions become very simple if we adopt polar coordinates:
We have for the four cases y
T , respectively. For each of these four cases, we consider the following two cases: v is known, ω is unknown; and v is unknown, ω is known. Hence, we have eight cases. In the following, we adopt y = θ − φ instead of y = π − (θ − φ) (this obviously does not alter the observability properties). The dynamics of the unicycle in polar coordinates become ⎡
A. Intuitive Procedure
By using the observability rank condition in [17] , we easily obtain that, when both the inputs are known, the dimension of the observable codistribution is 2 for the first two and the last output (y = r, y = θ − φ, y = [r, θ − φ] T ) and 3 for the third output (y = φ). In particular, for the first two and the fourth output, all the initial states rotated around the vertical axis are indistinguishable. When one of the inputs misses, this unobservable degree of freedom obviously remains. On the other hand, when the linear speed is an UI (w = v) and the observation consists of angle measurements (second and third output, i.e., y = θ − φ and y = φ, respectively), we lose a further degree of freedom, which corresponds to the absolute scale. In Table I , we provide the dimension of the observable codistribution obtained by following this intuitive reasoning for the eight considered cases. 
B. Analytic Results
We now derive the observability properties by applying the analytic method described in Section III-C. Note that, in the first six cases, the dimension of the output is 1. Hence, the function h(x) in (2) is set equal to the output (when its Lie derivative along g does not vanish; otherwise, we redefine the output by proceeding as explained in Appendix A). In the last two cases, the dimension of the output is 2. When the Lie derivative along g of both does not vanish, we show that Algorithm 3 converges to the same codistribution independently of the choice of h(x), in accordance with Remark 1.
For all the cases, we have m u = 1. Hence, we adopt the following notation: f f 1 [for the vector field in (1)] and φ m 1 φ m (for the vectors defined by Algorithm 2). We consider the eight cases previously defined, separately.
First case:
We apply the analytic criterion in Section III-C. We obtain the following.
Step 1: We have L 1 g = cos(θ − φ), which does not vanish, in general.
Step 2: We have:
, which does not vanish, in general. This suffices to conclude that the considered system is not in the special case considered by Lemma 2, and we need to continue with step 4.
Step
Step 5: We need to compute Ω 2 , and in order to do this, we need to compute φ 1 . We obtain
It is immediate to check that d x τ ∈ Ω 2 , meaning that m = 2.
Step 6: By a direct computation, it is possible to check that Ω 3 = Ω 2 meaning that m * = 2 and Ω * = Ω 2 .
Step 7: The dimension of the observable codistribution is 2. We conclude that the state is not weakly locally observable. This result agrees with the one in Table I (first line) .
Step 1:
We easily obtain L g h = 0. Hence, we need to proceed as explained in Appendix A-A. We obtain L 1 f h = cos(θ − φ), and we obtain that the relative degree of the associated system in (18) in Appendix A-A is 2. Let us denote the new coordinates by x 1 , x 2 , x 3 . In accordance with (19) and (20), we should set x 1 = r and x 2 = cos(θ − φ). On the other hand, to simplify the computations, we set x 2 = θ − φ. Finally, we set x 3 = θ. We compute the new vector fields that characterize the dynamics in the new coordinates. We obtaiñ
ally, we seth = cos(x 2 ) and L
as the function r = x 1 is also a system output. Additionally,
Step 4:
Step 5: By a direct computation, we obtain Ω 2 = Ω 1 . Additionally, it is immediate to check that d x τ ∈ Ω 2 , meaning that m = 2.
Step 6: By a direct computation, it is possible to check that Ω 3 = Ω 2 , meaning that m * = 2 and Ω * = Ω 2 .
Step 7: The dimension of the observable codistribution is 2. We conclude that the state is not weakly locally observable. This result agrees with the one in Table I (second line) .
The vector fields f and g are given in (6) . We apply the analytic criterion in Section III-C. We obtain the following.
, which does not vanish, in general.
Step 2:
Step 4: We have τ = 2 cot(θ − φ).
Step 7: The dimension of the observable codistribution is 1. We conclude that the state is not weakly locally observable. This result agrees with the one in Table I (third line). Note that the new unobservable direction with respect to the case when both inputs are known is precisely the absolute scale, since the vector
Fourth case:
The vector fields f and g are given in (7). We apply the analytic criterion in Section III-C. We obtain the following.
Step 2: By a direct computation, we obtain Ω 0 = span{[0,
Step 3:
Hence, the considered system is in the special case considered by Lemma 2, and we skip to step 6 by setting m = 0.
Step 6: By a direct computation, it is possible to check that Ω 2 = Ω 1 , meaning that m * = 1 and Ω * = Ω 1 .
Step 7: The dimension of the observable codistribution is 2. We conclude that the state is not weakly locally observable. This result agrees with the one in Table I (fourth line) .
Step 2: We easily obtain Ω 0 = span{[0, 1, 0]} and
Step 4: We have τ = −2 cot(θ − φ).
Step 5: To compute Ω 2 , we need to compute φ 1 . We obtain
Step 6: By a direct computation, we obtain Ω 3 = Ω 2 meaning that m * = 2 and Ω * = Ω 2 , whose dimension is 2.
Step 7: The dimension of the observable codistribution is 2. We conclude that the state is not weakly locally observable. This result agrees with the one in Table I (fifth line). Note that the new unobservable direction with respect to the case when both inputs are known is precisely the absolute scale, since the vector
Sixth case:
Step 1: We easily obtain L g h = 0. Hence, we have to introduce new local coordinates, as explained in Appendix A-A. We obtain
, and we obtain that the relative degree of the associated system in (18) in Appendix A-A is 2. Let us denote the new coordinates by x 1 , x 2 , x 3 . In accordance with (19) and (20)
T . Additionally, we seth = x 2 and L 1 g = x 3 .
Step 2: We have Ω 0 = span{[1, 0, 0], [0, 1, 0]}, as long as the function φ = x 1 is also a system output. We compute Ω 1 . By a direct computation, we obtain that its dimension is 3. Hence, we do not need to proceed with the remaining steps, since we can directly conclude that the entire state is weakly locally observable. This result agrees with the one in Table I (sixth line).
The vector fields f and g are given in (6) . We have
. We perform the computation twice, i.e., with h = r and h = θ − φ, respectively. The result is the same. We apply the analytic criterion in Section III-C. We obtain the following: h = r:
Step 5: We need to compute Ω 2 , and in order to do this, we need to compute φ 1 . We obtain φ 1 = − tan(θ − φ), 1 r , 0 T and
Step 7: The dimension of the observable codistribution is 2. We conclude that the state is not weakly locally observable. This result agrees with the one in Table I (seventh line) .
Step 7: The dimension of the observable codistribution is 2.
We conclude that the state is not weakly locally observable. This result agrees with the one in Table I (seventh line). We remark that the observable codistribution coincides with the one computed by selecting h = r.
The vector fields f and g are given in (7) . We have L g r = 0 and L g (θ − φ) = 1. Hence, we select h = θ − φ. We apply the analytic criterion in Section III-C. We obtain the following.
for every integer j ≥ 0. Hence, the considered system is in the special case considered by Lemma 2, and we skip to step 6 by setting m = 0.
Step 6: Since Ω 1 = Ω 0 we have Ω * = Ω 1 .
Step 7: The dimension of the observable codistribution is 2. We conclude that the state is not weakly locally observable. This result agrees with the one in Table I (eighth line).
V. STATE INDISTINGUISHABILITY, STATE AUGMENTATION, AND OBSERVABLE CODISTRIBUTION
In this section, we introduce the definition of indistinguishability in the presence of UIs, and we remind the reader several results that are also available in the literature. Starting from these results, we prove the validity of the method provided in Section III-C in Sections VI and VII. In particular, in Section VI, we refer to the case when m u = 1; then, in Section VII, we extend the proofs to the case of multiple known inputs (m u > 1).
In [17] , the observability properties of a nonlinear system driven by only known inputs are derived starting from the definition of indistinguishable states. According to this definition, the Lie derivatives of every output computed along every direction allowed by the system dynamics take the same values at the states, which are indistinguishable. Starting from this fundamental property, it is possible to prove that Algorithm 1 generates the observable codistribution [19] . In the presence of UIs, we first need to introduce a new definition of indistinguishability. Let us refer to a given time interval I. We introduce the following definition.
Definition 3 (Indistinguishable states in the presence of UI):
Two states x a and x b are indistinguishable if, for every u(t) (the known input vector function), there exist w a (t) and w b (t) (i.e., two UI vector functions in general, but not necessarily, different from each other and at least one of them does not vanish) such that h j (x(t; x a ; u; w a )) = h j (x(t; x b ; u; w b )) ∀t ∈ I and ∀j = 1, . . . , p.
Starting from this definition, we introduce the definition of observability by proceeding as in the case without disturbances (i.e., by proceeding as in [17] [4] , the authors proposed a sufficient condition to check the weak local observability of a state, whose dynamics is driven by known and UIs. Their method is based on a suitable state augmentation. Specifically, the extended state includes the UIs together with their time derivatives up to a given order. It is possible to prove that, by including in the state the UIs together with their time derivatives up to the (k − 1)− order, the obtained extended system satisfies a very important property, which is very similar to the one mentioned above for the case without UIs and that allowed the authors of [17] to introduce the observability rank condition. The property reads as follows: All the Lie derivatives of the outputs up to the kth order, computed along the vector fields that characterize the dynamics of the extended state, take the same values at the states that are indistinguishable according to Definition 3 (e.g., see a complete proof of this statement in [25] , proposition 4). This property allows us to easily build a codistribution in the extended space that characterizes the observability properties of the extended state. This is obtained by first deriving the dynamics of the extended system and then by using Algorithm 1, with the appropriate vector fields (i.e., the ones that characterize the dynamics of the extended state). Note that we are allowed to consider only the first k steps of the algorithm, since the new property regards only the Lie derivatives of the outputs up to the kth order.
The extended state that includes the time derivatives of w up to the (k − 1)th order is
where w
The dimension of the extended state is n + k. From (1), it is immediate to obtain the dynamics for the extended state:
where
In the following, we will denote by d the differential with respect to the entire extended state. We will call the original state the vector x, and we remind the reader that we denote by d x the differential with respect to the original state. Let us denote byΩ m the codistribution that is the span of the differentials of all the Lie derivatives of the outputs along all the vector fields F i (i = 1, . . . , m u ) and G up to the mth order. This codistribution can be easily computed by the following recursive algorithm.
In [23] and [24] , we used this algorithm to introduce a criterion to check the state observability of nonlinear systems driven by UIs. On the other hand, this criterion has two main drawbacks.
1) The state augmentation can be continued indefinitely. This means that, if for a given k the differentials of the components of the original state belong toΩ k , we can conclude that the original state is weakly locally observable. On the other hand, if this is not true, we cannot exclude that it is true for a larger k.
2) The codistribution returned by Algorithm 4 is defined in the extended space, i.e., its covectors are the differentials with respect to the extended state of functions that depend on the entire extended state. This means that the computation dramatically increases with the state augmentation, and it becomes prohibitive after few steps. In the rest of this paper, we prove (Theorem 1) that the codistribution returned by Algorithm 4 can be split into two codistributions: the former is the codistribution generated by Algorithm 3, once embedded in the extended space, and the latter is the codistribution L m defined at the beginning of Section VI-A. We prove (Lemma 1) that the second codistribution (L m ) can be ignored when deriving the observability properties of the original state. Additionally, we prove that Algorithm 3 converges in at most n + 2 steps, and we provide the convergence criterion (see Section VI-B). In the next section, we provide the proofs of the aforementioned results in the case when m u = 1. Then, in Section VII, we extend these proofs to the case of multiple known inputs (m u > 1).
VI. PROOF OF THE VALIDITY OF THE PROPOSED ANALYTIC METHOD IN THE CASE OF A SINGLE KNOWN INPUT (m u = 1)
This section is devoted to the case when m u = 1. All the results here derived can be easily extended to the case of multiple known inputs. This will be done in Section VII.
Let us consider the case of a single known input (i.e., we consider the system in (1) with m u = 1). The dynamics of the extended state become
and we set f (x) f 1 (x). G and W are the same given in (10). Finally, Algorithm 4 becomes the following.
A. Separation
The goal of this subsection is to prove that the codistribution returned by Algorithm 5 can be split into two codistributions: the former is the codistribution generated by Algorithm 3, once embedded in the extended space, and the latter is the codistribution L m , defined as the span of the Lie derivatives of dh up to the order m along the vector
G dh} (we remind the reader that the function h is defined in (2), i.e., is an output for which the first-order Lie derivative along g does not vanish).
For each integer m, we generate the codistribution Ω m by the first m steps of Algorithm 3 (note that here we are considering m u = 1). By construction, the generators of Ω m are the differentials of scalar functions that only depend on the original state (x) and not on its extension. In the following, we need to embed this codistribution in R n +k . We will denote by [Ω m , 0 k ] the codistribution made by covectors whose first n components are covectors in Ω m and the last components are all zero. We finally introduce the following codistribution.
Definition 4 (Ω codistribution): This codistribution is defined as follows:Ω
The codistributionΩ m consists of two parts. Specifically, we can select a basis that consists of exact differentials that are the differentials of functions that only depend on the original state (x) and not on its extension (these are the generators of
are m, and with respect to the first set, they are differentials of functions that also depend on the state extension [w, w (1) We proceed by contradiction. Let us suppose that N 2 ≥ 1. We remark that the first set of generators have the last k entries equal to zero, as for dx j . The second set of generators consist of the Lie derivatives of dh along G up to the m order. Let us select the one that is the highest order Lie derivative, and let us denote by j this highest order. We have 1 ≤ N 2 ≤ j ≤ m. By a direct computation, it is immediate to realize that this is the only generator that depends on w (j −1) . Specifically, the dependence is linear by the product L 
m . Theorem 1 is fundamental. It allows us to obtain all the observability properties of the original state by restricting the computation to the codistribution defined by Algorithm 3, namely a codistribution whose covectors have the same dimension of the original space. In other words, the dimension of these covectors is independent of the state augmentation.
B. Convergence
Algorithm 3 is recursive and Ω m ⊆ Ω m +1 . This means that, if for a given m the differentials of the components of the original state belong to Ω m , we can conclude that the original state is weakly locally observable. On the other hand, if this is not true, we cannot exclude that it is true for a larger m. The goal of this section is precisely to address this issue. We will show that the algorithm converges in a finite number of steps, and we will also provide the criterion to establish that the algorithm has converged (see Theorem 2) . This theorem will be proved at the end of this section, since we need to introduce several important new quantities and properties.
When investigating the convergence properties of Algorithm 3, we remark that the main difference between Algorithms 1 and 3 is the presence of the last term in the recursive step of the latter. Without this term, the convergence criterion would simply consist of the inspection of the equality Ω m +1 = Ω m , as for Algorithm 1.
The following result provides the convergence criterion in the trivial case that basically occurs when the contribution due to the last term in the recursive step of Algorithm 3 is included in the other terms. In this case, we obviously obtain that the convergence criterion consists of the inspection of the equality Ω m +1 = Ω m , as for Algorithm 1. We have the following result.
Lemma 2: Let us denote by Λ j the distribution generated by φ 0 , φ 1 , . . . , φ j (i.e., the vectors obtained by running Algorithm 2) and by m(≤ n − 1) the smallest integer for which Λ m +1 = Λ m (n is the dimension of the state x). If L φ j L 1 g = 0, ∀j = 0, . . . , m, the convergence of Algorithm 3 occurs in at most n − 1 steps and it occurs at the smallest integer j such that
Proof: First of all, we remind the reader that the existence of an integer m(≤ n − 1) such that Λ m +1 = Λ m is proved in [19] . In particular, in the first chapter of [19] , lemmas 1. 8.2 and  1.8.3 analyze the convergence of Λ j with respect to j. Note that our case corresponds to the case analyzed in [19] when Δ is  the span of f , and when τ 1 , . . . , τ q are the single vector field g. Additionally, in [19] , there is not the term L 1 g . Namely, our case corresponds to the case analyzed in [19] , when L 
This equation is obtained starting from the definition of φ j in Algorithm 2 (i.e., φ j =
) and by using the equality
L φ j −1 h, for every j ≥ 1. Therefore, we conclude that the last term in the recursive step of Algorithm 3 is included in the second last term, and in this trivial case, Algorithm 3 has converged when Ω m +1 = Ω m . This occurs in at most n − 1 steps, as for Algorithm 1 Let us consider now the general case. To proceed, we need to introduce several important new quantities and properties.
For a given positive integer j, we define the vector ψ j ∈ R n by the following algorithm:
]. It is possible to find the expression that relates these vectors to the vectors φ j , defined by Algorithm 2. Specifically, we have the following.
Lemma 3: The following equation holds:
Proof: The proof is easily obtained by induction, and it is provided in Appendix C
We have the following result. Lemma 4:
On the other hand, we have the following:
We compute the differential of both members of this equation.
∈ Ω m From Lemma 3 with j = 1, . . . , m − 1 and Lemma 4, it is immediate to obtain the following result.
, then it is also invariant with respect to L φ j , j = 1, . . . , m − 1.
In order to obtain the convergence criterion for Algorithm 3, we need to substitute the expression of φ j in terms of φ j −2 in the term L φ j h. This will allow us to detect the key quantity that governs the convergence of Algorithm 3, in particular regarding the contribution due to the last term in the recursive step. This quantity is a scalar, and it is the one provided in (3). For the sake of clarity, we provide (3) below:
h. The behavior of the last term in the recursive step of Algorithm 3 is given by the following lemma.
Lemma 5: We have the following key equality (j ≥ 2):
Proof: The proof is easily obtained by an explicit computation and is provided in Appendix D.
We have the following result. Lemma 6: In general, 4 there exists a finite m such that
Proof: The proof is provided in Appendix E. The previous lemma ensures that there exists a finite m such that d x τ ∈ Ω m . In particular, from its proof, it is possible to check that this value of m cannot exceed n + 2. The following theorem allows us to obtain the criterion to stop Algorithm 3.
, then Ω m +p = Ω m ∀p ≥ 0.
Proof:
We proceed by induction. Obviously, the equality holds for p = 0.
Inductive step: let us assume that Ω m +p = Ω m and let us prove that Ω m +p+1 = Ω m . We have to prove that d x L φ m + p h ∈ Ω m . Indeed, from the inductive assumption, we know that
. Additionally, because of this invariance, by using Proposition 1, we obtain that
, and because of Lemma 4, we also have
, also the Lie derivatives along
We conclude this section by remarking that an upper bound for the number of steps necessary to achieve the convergence is n + 2. This is proven in Appendix F.
VII. EXTENSION TO THE CASE OF MULTIPLE KNOWN INPUTS
In this section, we extend all the analytic results obtained in the previous section to the case of multiple known inputs (i.e., m u > 1). This extension is immediate. We extend the results in Sections VI-A and VI-B, separately.
A. Separation When m u > 1
It is immediate to realize that Lemma 1 remains the same. Also, Theorem 1 remains the same. To prove this, it is necessary to extend all the results provided in Appendix B. Regarding Lemmas 8-10, we need, first of all, to perform the following substitutions (i = 1, . . . , m u ):
Then, the results stated by these lemmas hold for each i, separately, and can be proved for each i, separately, by following precisely the same steps. Regarding Proposition 2, the two codistributions become, respectively,
Finally, the final proof given at the end of Appendix B follows the same steps by using the substitutions of above and by summing on all the values of i.
B. Convergence When m u > 1
The convergence in the special case dealt by Lemma 2 requires to build m u distributions. Then, we have the same result of Lemma 2. Specifically, we have the following. 
Regarding Lemma 6, it is immediate to extend its validity to the case of multiple known inputs. Indeed, the codistribution returned by Algorithm 3 in the case of multiple known inputs includes the codistribution in the case of a single known input. Finally, regarding Proposition 1 and Theorem 2, we need to
and all L f i , simultaneously. Specifically, the extension of Theorem 2 is as follows.
We conclude this section with the following remark, which immediately follows from Theorem 1.
Remark 1: If the system defined by (1) has two (or more) outputs such that their first-order Lie derivative along g does not vanish, then the codistributionΩ m (for every integer m) is independent of the output that is selected to define the scalars h(x) and L 
VIII. CONCLUSION
In this paper, we investigated the problem of nonlinear observability when one of the system inputs is unknown. The goal was not to design new observers but to provide the analytic condition in order to check the weak local observability of the state. A UI was also called disturbance. We introduced the analytic condition to check the weak local observability of the state. The condition is based on the computation of a codistribution (the observable codistribution). As in the standard case of only known inputs, the observable codistribution is obtained by a recursive algorithm. With respect to the algorithm that generates the observable codistribution in the case of only known inputs, in the new algorithm, the vector field (g) that corresponds to the UI (w) must be suitably rescaled. In particular, it must be divided by the first-order Lie derivative of the output along g (the result is the vector field
). In the case of multiple outputs, it suffices to select one of the outputs, and the choice does not alter the result of the algorithm (the chosen output must satisfy the condition that its first-order Lie derivative along g does not vanish; if this condition is met by no output, a new output can be considered, as it has been explained in Appendix A). Additionally, the recursive step of the new algorithm also contains the differentials of the Lie derivatives of the chosen output along a new set of vector fields that are obtained by recursively performing suitable Lie bracketing of the vector fields that define the dynamics (the vectors i φ j ). In practice, the entire observable codistribution was obtained by a very simple recursive algorithm. Finally, the recursive algorithm converges in a finite number of steps, and the criterion to establish that the convergence has been reached was also provided. The proposed analytic approach has been illustrated by checking the weak local observability of several nonlinear systems driven by a single UI.
We remark that, compared with existing methods, the analytic condition proposed in this paper, even if it is limited to driftless systems and with a single disturbance, has two important novelties.
1) It holds for any type of nonlinearity.
2) It can be implemented automatically.
Regarding the first novelty, note that the analytic condition holds for any set of vector fields f i (x) (i = 1, . . . , m u ) and g(x) in (1). Additionally, it holds for any set of outputs h i (x) (i = 1, . . . , p). In other words, the solution can be applied independently of the complexity and type of nonlinearity of the aforementioned functions. The solutions available in the literature refer always to very specific cases of functions f i (x) and/or g(x) and/or h i (x). Obviously, in the presence of a drift and/or multiple UIs, the proposed condition does not apply and the solution becomes more complex [25] .
Regarding the second novelty, note that the procedure summarized in Section III-C can be implemented automatically, e.g., by using a symbolic toolbox, without human intervention. It suffices to simply follow the seven steps in the procedure of Section III-C, independently of the system complexity, state dimension, and the type of nonlinearity. To the best of our knowledge, the existing conditions in the literature to check the state observability cannot be implemented automatically (with the exception of the observability rank condition, however, this does not account for the presence of UIs).
In this paper, we did not discuss the problem of the UI observer design, which is clearly related to the UI observability problem. To this regard, we remark that, even in the simpler case of only known inputs, the observability rank condition is not enough for a possible observer design. This is due to the fact that, in general, observability depends on the inputs. In other words, the system can exhibit different observability properties, depending on the inputs (this does not hold in the linear case where the observability is independent of the inputs). For this reason, the notions of uniform observability, universal input, persistency, and regularity have been introduced (e.g., see [5] for an overview). The same remarks also hold in the presence of UIs. Note that, from the definition of indistinguishable states (Definition 3), two states can be distinguished if there exists a known input such that the outputs do not coincide, for every UI. Since the new observable codistribution is based on this definition, the resulting observability is uniform with respect to the UI. However, as in the case of only known inputs, the known inputs are not necessarily universal.
Another aspect to be considered, in the framework of UI observer, is the analysis of the systems considered in [16] in the case of a single UI. This corresponds to analyze the system in (1) when the vector fields f 1 , . . . , f m u are linear in x and y = Cx, with C a p × n constant matrix. It would be interesting to prove whether the proposed algorithm leads to a full rank when the system satisfies the necessary and sufficient condition proposed in [16] (for the existence of an UI observer). A detailed answer to this issue seems hard, since we need to obtain the analytic expression of the vector i φ m defined by Algorithm 2 for a generic expression of g (x) .
In this paper, we did not discuss the problem of reconstruct the UI. Due to its assumed analyticity, this problem could be simply approached by including the time derivatives of the UI in the state. 5 Finally, in this paper, we provided the analytic condition for driftless systems and in the case of a single UI. Recently, the general case that includes a nonlinear drift and multiple UIs was investigated, and the analytic condition to check the state observability of these more general systems has been derived [25] . To this regard, we remark two important aspects.
1) The derivation of the analytic condition in the general case builds on the solution provided in this paper. The main difference comes from the fact that many scalar quantities become tensors [e.g., L 1 g becomes a two index tensor of type (1, 1) ; the scalar τ in (3) becomes a three index tensor of type (2, 1)].
2) In contrast with the surprising simplicity and compact architecture of the general solution (see [25, Sec. 3.3 and 4.2] ), its derivation is very complex. Specifically, it is based on a subtle analogy with the theory of general relativity and, consequently, on the use of Ricci calculus. In this analogy, the presence of the drift term corresponds to the presence of a time dimension in relativity, and the presence of UIs corresponds to the space dimension in relativity (i.e., in the aforementioned analogy, the space dimension of relativity equals the number of UIs). In this sense, the case analyzed in this paper corresponds to the trivial case of a space-time frozen with respect to time and with a single spatial dimension (this is the reason why the derivations in this paper did not require the use of Ricci calculus).
We consider separately the following two cases.
1) At least one of the outputs has a finite degree with respect to g (see Appendix A-A). 2) No output has a finite degree with respect to g (see Appendix A-B).
A. Local Coordinates Change When at Least One Output has a Finite Degree With Respect to g
Let us denote by h(x) one of the outputs with finite degree with respect to g. We reorder the outputs such that h 1 (x) = h(x). We start by considering the case of a single known input (i.e., m u = 1). The extension to the multiple known inputs case is immediate and will be considered at the end. We assume that L 1 g h = 0 on a given neighborhood of x 0 . We introduce the following system associated with the system in (1) with m u = 1:
where f (x) f 1 (x). This is a system without disturbances and with a single known input u. Let us denote by r the relative degree of this system at x 0 . Since L 1 g = 0 on a given neighborhood of x 0 , we have r > 1. Additionally, we can introduce the following new local coordinates (see [19, Proposition 4.1.3] ):
such that the first new r coordinates are
Now, let us derive the equations of the original system (i.e., the one in (1), with m u = 1) in these new coordinates. We have
wheref andg have the following structure:
It is possible to check that the first r components of x are constant on the indistinguishable sets, and therefore, they are observable. 6 In order to investigate the observability properties of the remaining components, we augment the state as in (8), and we can consider the new outputh(x ) = x r . We set We directly compute the Lie bracket in the sum (note that φ j is independent of the UI w and its time derivatives):
Regarding the second term, we remark that L G c j = 
Since L G h = L 
Ω m −1 , 0 k ], and by using Proposition 2, we ob-
APPENDIX C PROOF OF LEMMA 3
Proof: We proceed by induction. By definition, ψ 0 = φ 0 = f and (14) holds for j = 0.
Inductive step: Let us assume that it holds for a given j − 1 ≥ 0 and let us prove its validity for j. We have
On the other hand, we have
Hence, we have
which coincides with (14) .
APPENDIX D PROOF OF LEMMA 5
Proof: We will prove this equality by an explicit computation. We have
The second term on the right-hand side simplifies with the last term in (16) . Hence, we have to prove the following:
We have
We remark that
By substituting these two last equalities into (25), we immediately obtain (24) .
APPENDIX E PROOF OF LEMMA 6
Proof: Without loss of generality, we prove the statement for the case of a single output (we set h(x) = h 1 (x)). Hence, from (26), we obtain that Ω m also contains the covectors (j = 0, . . . , m − 3):
