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INTERIOR ESTIMATES FOR THE EIGENFUNCTIONS OF THE
FRACTIONAL LAPLACIAN ON A BOUNDED EUCLIDEAN DOMAIN
XIAOQI HUANG, YANNICK SIRE, AND CHENG ZHANG
Abstract. This paper is devoted to interior, i.e. away from the boundary, estimates for eigen-
functions of the fractional Laplacian in an Euclidean domain of Rd.
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1. Introduction
This paper is devoted to the investigation of the following eigenvalue problem
(1.1)
(−∆)α/2eλ = λeλ, x ∈ Ω
eλ = 0, x ∈ Rd \ Ω.
Here we denoted by (−∆)α/2 for 0 < α < 2 the Fourier multiplier of symbol |ξ|α and by Ω a C1,1
bounded domain in Rd for d ≥ 1. The fractional laplacian is also defined pointwise by the principal
value integral:
(−∆)α/2u(x) = cd,α p.v.
∫
Rd
u(x)− u(y)
|x− y|d+α , x ∈ R
d
1
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where cd,α =
2αΓ( d+α2 )
pid/2|Γ(−α2 )|
is a normalizing constant. We are interested in interior bounds for eλ in
Lp in terms of λ for the range 0 < α < 2 and p ≥ 2. The previous spectral problem involves the
so-called restricted fractional Laplacian, i.e. the Fourier multiplier |ξ|α whose domain is a Sobolev
space of function vanishing outside Ω.
Well-known results (see for instance [Get59, Gru15, BBK+09]) ensure that the spectrum is
discrete and nonnegative, and the eigenfunctions are smooth inside the domain. We refer the reader
to the survey [Fra18] for several results and open problems related to eigenvalues and eigenfunctions
of the restricted fractional Laplacian.
It is well-known that on bounded domains (or manifolds with boundary) the issue of obtaining
global Lp bounds is a difficult task (see [SS07] for instance). For the Laplace-Beltrami operator on
closed manifolds, the first Lp bounds were obtained by Sogge [Sog88].
The case of the fractional Laplacian is largely open as far as bounds on eigenfunctions or spectral
projectors are concerned. However, motivated by issues in quantum mechanics and statistical
physics, various bounds for the eigenvalues have been investigated. We refer the reader to the
nice survey [Fra18] for an updated account on these spectral issues. See also [KKMeS10], [Kwa12],
[DKK17] for the study of eigenfunctions on the intervals or unit balls. The book [BBK+09] gives a
great account on the potential analysis of stable processes, the class of Levy processes in which the
fractional laplacian is the simplest infinitesimal generator (see [Ber96]). In particular, in Chapter
4, Kulczycki raises explicitly several basic, yet open, questions. The present paper is a contribution
towards this program.
As a first step towards understanding the whole picture, we consider here interior estimates, i.e.
Lp(K) bounds for K ⊂⊂ Ω and p ≥ 2. Hence the regularity of Ω will not play a crucial role, except
for some heat kernel bounds. The whole point of our study will be to reduce the estimate to a
commutator estimate and get bounds for it. Despite the fact we are considering interior estimates,
the problem being nonlocal in nature, the fact that the equation is set in a bounded domain (and
not the whole of Rd) induces several unavoidable difficulties. There are several ways to define the
fractional on a bounded domain. The one we consider here is the so-called restricted fractional
Laplacian and is the first natural version one can imagine. The other one is called the spectral
fractional Laplacian, which is given by the spectral theorem and the eigenfunctions are the same
as the one of the Dirichlet Laplacian. A last one, arising in probabilities, is the so-called regional
fractional Laplacian and is given by
p.v.
∫
Ω
u(x)− u(y)
|x− y|d+α dy.
Heat kernel bounds (see [CKS10b]) are known also for this operator; however this operator does not
coincide locally with the restricted fractional Laplacian and our approach does not allow to deal
with it. We refer the reader to [BSV15, BFV18] for accounts on the various fractional Laplacians
in domains.
Throughout this paper, we use the following notations. A . B (A & B) means A ≤ CB
(A ≥ cB) for some positive constants C, c independent of λ. A ≈ B means A . B and A & B.
The constants may depend on the domain Ω, the compact set K, and the fixed parameters d, α, p,
and it is possible to find out the explicit dependence on them. The norm ‖ · ‖p means the Lp norm
in the whole Euclidean space Rd.
Main results. Our main result is the following.
3Theorem 1. Let Ω ⊂ Rd be a bounded C1,1 domain. Let K ⊂⊂ Ω be a compact set. Consider the
following cases:
• Either d = 1, 14 ≤ α < 2, 2 ≤ p ≤ ∞
• Or d = 1, 0 < α < 14 , 2 ≤ p ≤ 2(1−2α)1−4α
• Or d ≥ 2, 12 < α < 2, 2 ≤ p ≤ ∞
Then for λ > 1 and eλ satisfying (1.1) we have
‖eλ‖Lp(K) . λσ(d,α,p)‖eλ‖2
where
σ(d, α, p) = max
{d− 1
2α
(
1
2
− 1
p
),
d− 1
2α
− d
αp
}
.
The constant here is independent of λ.
In other words, if pc =
2d+2
d−1 , then
‖eλ‖Lp(K) . λ
d−1
2α (
1
2−
1
p )‖eλ‖2, 2 ≤ p ≤ pc
‖eλ‖Lp(K) . λ
d−1
2α −
d
αp ‖eλ‖2, pc ≤ p ≤ ∞.
In particular, it gives the uniform bound in dimension d = 1 for λ > 1
‖eλ‖Lp(K) . ‖eλ‖2, 2 ≤ p ≤ ∞.
These results agree with Sogge’s Lp estimates when α = 2 (see [Sog88]) and a conjecture by
Kwas´nicki when d = 1 (see [Kwa12] and [KKMeS10]). Indeed, Kwas´nicki conjectured that for
0 < α < 2, the one dimensional eigenfunctions are uniformly bounded on Ω:
‖eλ‖L∞(Ω) . ‖eλ‖2
where the constant is independent of λ. Kwas´nicki proved it for 12 ≤ α < 2 (see also [KKMeS10]
for α = 1). Our Theorem 1 gives uniform bounds on the interior Lp estimates when 0 < α < 2,
which provides evidence for this conjecture in the whole range of α. Furthermore, it seems natural
to make the following conjecture:
Conjecture 1. Let d ≥ 1, 0 < α < 2, 2 ≤ p ≤ ∞. Let Ω ⊂ Rd be a bounded C1,1 domain. Let
K ⊂⊂ Ω be a compact set. Then for λ > 1 and eλ satisfying (1.1) we have
‖eλ‖Lp(K) . λσ(d,α,p)‖eλ‖2
where
σ(d, α, p) = max
{d− 1
2α
(
1
2
− 1
p
),
d− 1
2α
− d
αp
}
.
The constant here is independent of λ.
Theorem 1 answers this conjecture except in the following two cases:
(1) d = 1, 0 < α < 14 ,
2(1−2α)
1−4α < p ≤ ∞
(2) d ≥ 2, 0 < α ≤ 12 , 2 < p ≤ ∞.
In these ranges of parameters, we are able to prove some Lp estimates weaker than the conjecture
bounds. See Proposition 2, Section 4 and Section 5. In particular, when α = 12 , our L
p estimates
agree with the conjecture bounds up to some log factors.
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Theorem 2. Let d ≥ 2, α = 12 and 2 ≤ p ≤ ∞. Let Ω ⊂ Rd be a bounded C1,1 domain. Let
K ⊂⊂ Ω be a compact set. Then for λ > 1 and eλ satisfying (1.1) we have
‖eλ‖Lp(K) . λσ(d,α,p)(logλ)γ(d,p)‖eλ‖2
where γ(d, p) = min{ 14 , d+14 (12 − 1p )}. The constant here is independent of λ.
When 12 < α < 2, Theorem 1 is actually a corollary of the following result.
Theorem 3. Let β be a smooth cut-off function such that β = 1 in K, and β = 0 outside a small
neighbourhood of K which is contained in Ω, with K ⊂⊂ Ω. Assume that eλ is an eigenfunction
satisfying (1.1). If the following commutator estimate holds
(1.2) ‖[β, (−∆)α/2]eλ‖2 . λ1− 1α ‖eλ‖2, λ > 1,
then Conjecture 1 holds.
Except in the range 12 < α < 2, we are not able to prove the desired commutator estimate (1.2),
but a weaker one. In particular, when α = 12 , we can prove
‖[β, (−∆)α/2]eλ‖2 . λ−1(logλ) 12 ‖eλ‖2.
As far as global Lp bounds are concerned (i.e in all of Ω), we conjecture that the phenomenon
observed in [SS07], namely concentration of eigenfunctions close to the boundary for some values
of p, does not hold in our case. This claim is supported by the nonlocal effects of the fractional
Laplacian, in the sense that the operator does not see the boundary ∂Ω. This phenomenon has
been observed in many instances (see e.g. [CS18] for an account). From this point of view, nonlocal
operators are easier to study than local ones, as far as boundary effects are concerned.
The present paper opens the way to provide a refined study of eigenfunction estimates for prob-
lems with boundary conditions involving the eigenfunction itself, like the Steklov problem. This
latter is intrinsically a nonlocal problem and we plan to address this issue in a forthcoming work
[HSZ].
The paper is organized as follows. In Section 2, in order to use known results for the fractional
Laplacian in the whole space, we consider a standard cut-off function applied to the eigenfunction u
and re-write the eigenvalue problem in a suitable form. Using the heat kernel method and resolvent
estimates, we reduce the whole study to a commutator estimate.
In Section 3, we prove the commutator estimate when 12 < α < 2 by using heat kernel estimates.
This proves Theorem 1 for α in this range. We also obtain some Lp estimates weaker than the
conjecture bounds when 0 < α ≤ 12 . In particular, when α = 12 , our Lp estimates agree with the
conjecture bounds up to some log factors.
In Section 4, we study the eigenfunction estimates when 0 < α < 12 . We decompose the range
of α into small intervals [ 1N+1 ,
1
N ), N ≥ 2. Then we prove a commutator estimate in each of them,
and improve the eigenfunction estimates when 0 < α < 12 .
In Section 5, we focus on 1 dimensional eigenfunction estimates when 0 < α ≤ 12 , and complete
the proof of Theorem 1. We will combine the previous ideas and the approximation method to
prove better L∞ and Lp estimates.
2. Reduction to a commutator estimate
We will use the heat kernel method and resolvent estimates to reduce the problem to a commu-
tator estimate. This is the main idea behind Theorem 1.
5Choose a compact set K1 such that K ⊂⊂ K1 ⊂ Ω and a smooth cut-off function β such that
β = 1 in K1, and β = 0 outside a small neighbourhood of K1 which is contained in Ω.
Denoting v = βeλ, one has
(2.1)
(−∆)α/2v = β(−∆)α/2eλ − [β, (−∆)α/2]eλ
= λv − [β, (−∆)α/2]eλ
Fix z = λ+ λ1−
1
α i, λ≫ 1. So we obtain
v = ((−∆)α/2 − z)−1((λ − z)v − [β, (−∆)α/2]eλ)
Note that 0 < arg(z) < piα/4 for large λ. We may use the following identity for this choice of z
and 0 < α < 2 (see [MCSA01], page 118, (5.28)):
((−∆)α/2 − z)−1 = z
(2−α)/α
α/2
(−∆− z2/α)−1 + sin(piα/2)
pi
∫ ∞
0
τα/2(τ −∆)−1
τα − 2zτα/2 cos(piα/2) + z2dτ
:= T0 +R .
Now we need to estimate the norms of T0 and R. Fix pc =
2d+2
d−1 . In particular, we set pc = ∞
when d = 1. We need the following sharp resolvent estimates for the standard Laplacian in Rd. It
follows directly from [YS], Theorem 1.4 and Remark 2.
Lemma 1. Let d ≥ 1 and z ∈ C \ [0,∞). Then for 2 ≤ p ≤ pc
‖(−∆− z)−1‖2→p ≈ |z|−1+
d
2 (
1
2−
1
p )dist( z|z| , [0,∞))
d+1
2 (
1
2−
1
p )−1.
Moreover, for pc ≤ p ≤ ∞,
‖(−∆− z)−1‖p→p ≈ |z|−1dist( z|z| , [0,∞))
d+1
2 −
d
p .
The constants here only depend on d and p.
Then we have for d ≥ 1 and 2 ≤ p ≤ pc
(2.2) ‖T0‖2→p . |z|
d
α (
1
2−
1
p )−1dist(( z|z| )
2/α, [0,∞)) d+12 ( 12− 1p )−1 ≈ λ d−12α ( 12− 1p )+ 1−αα .
For τ > 0 and d ≥ 1, the kernel of (τ −∆)−1 satisfies
(τ −∆)−1(x, y) = τ d−24 |x− y| 2−d2 K d−2
2
(τ1/2|x− y|)
where Km(r) are the modified Bessel functions of the second kind. See e.g. [KRS87], [GS64]. When
0 < r ≤ 1,
|K d−2
2
(r)| ≤


Cdr
− d−22 , d ≥ 3
C| log(r/2)|, d = 2
Cr−1/2, d = 1
and when r ≥ 1
|K d−2
2
(r)| ≤ Cdr−1/2e−r, d ≥ 1.
These estimates imply that when τ
1
2 |x− y| ≤ 1
|(τ −∆)−1(x, y)| .


|x− y|2−d, d ≥ 3
| log(τ 12 |x− y|/2)|, d = 2
τ−1/2, d = 1
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and when τ
1
2 |x− y| ≥ 1
|(τ −∆)−1(x, y)| . τ d−34 |x− y| 1−d2 e−τ1/2|x−y|, d ≥ 1.
Note that
τα − 2zτα/2 cos(piα/2) + z2 = (τα/2 − zeipiα/2)(τα/2 − ze−ipiα/2)
Recall that 0 < arg(z) < piα/4. So we have | arg(ze±ipiα/2)| > piα/4. Then
|τα/2 − ze±ipiα/2| ≈ τα/2 + |z|
which implies
|τα − 2zτα/2 cos(piα/2) + z2| ≈ τα + |z|2.
Combing this estimate with the bounds on the kernel (τ −∆)−1(x, y), we are able to compute the
kernel of R. We may use |τα − 2zτα/2 cos(piα/2) + z2| & τα to obtain
(2.3) |R(x, y)| . |x− y|α−d, d ≥ 1.
Moreover, we may exploit |τα − 2zτα/2 cos(piα/2) + z2| & |z|2 to get
(2.4) |R(x, y)| . |z|−2|x− y|−α−d, d ≥ 1.
For optimization, we will use (2.3) when |x − y| ≤ |z|−1/α and use (2.4) when |x − y| ≥ |z|−1/α.
Thus, by Young’s inequality (or Hardy-Littlewood-Sobolev inequality at po =
2d
d−2α ), we have
(2.5) ‖R‖2→p . |z|
d
α (
1
2−
1
p )−1 ≈ λ dα ( 12− 1p )−1, p ≤ po.
Next, we will use the heat kernel method. Let PΩt be the heat semigroup for the Dirichlet
fractional Laplacian −(−∆)α/2|Ω. Then
PΩt eλ = e
−tλeλ
which gives PΩt eλ = e
−1eλ when t = λ
−1. We always fix t = λ−1. Let pΩ(t, x, y) be the heat kernel
of the Dirichlet fractional Laplacian −(−∆)α/2|Ω. We will use the following two-sided heat kernel
estimates from [CKS10a], Theorem 1.1.
Lemma 2. Let 0 < α < 2. Let Ω be a C1,1 open subset of Rd with d ≥ 1 and δΩ(x) the Euclidean
distance between x and Ωc. Then
pΩ(t, x, y) ≈
(
1 ∧ δΩ(x)
α/2
√
t
)(
1 ∧ δΩ(y)
α/2
√
t
)(
t−d/α ∧ t|x− y|d+α
)
, x, y ∈ Ω, t ∈ (0, 1].
Then for x ∈ K ⊂⊂ K1,
|eλ(x)| . |
∫
K1
pΩ(t, x, y)eλ(y)dy|+ |
∫
Ω\K1
pΩ(t, x, y)eλ(y)dy|
. |
∫
K1
pΩ(t, x, y)v(y)dy| + ‖eλ‖2
:= |Qv(x)|+ ‖eλ‖2
Let w = (λ− z)v − [β, (−∆)α/2]eλ. Since v = (T0 +R)w, we get for 2 ≤ p ≤ ∞
(2.6) ‖eλ‖Lp(K) . ‖Qv‖p + ‖eλ‖2 . (‖QT0‖2→p + ‖QR‖2→p)‖w‖2 + ‖eλ‖2.
By the heat kernel estimate and Young’s inequality, we have
(2.7) ‖Q‖p→q . λ
d
α (
1
p−
1
q ), 2 ≤ p ≤ q ≤ ∞.
7Combining this with (2.5) we get
(2.8) ‖QR‖2→p . λ
d
α (
1
2−
1
p )−1, 2 ≤ p ≤ ∞.
We may observe that this bound (2.8) is independent of the choice of z whenever |z| ≈ λ. Moreover,
by using (2.2) and (2.7), we have
(2.9) ‖QT0‖2→p .
{
λ
d−1
2α (
1
2−
1
p )+
1−α
α , 2 ≤ p ≤ pc
λ
d−1
2α −
d
αp+
1−α
α , pc ≤ p ≤ ∞.
Note that
d− 1
2α
(
1
2
− 1
p
) +
1− α
α
>
d
α
(
1
2
− 1
p
)− 1, 2 ≤ p ≤ pc
d− 1
2α
− d
αp
+
1− α
α
>
d
α
(
1
2
− 1
p
)− 1, pc ≤ p ≤ ∞.
Thus ‖QT0‖2→p is the main term in (2.6). Therefore, if one can prove the following commutator
estimate for 0 < α < 2 (namely (1.2))
(2.10) ‖[β, (−∆)α/2]eλ‖2 . λ1− 1α ‖eλ‖2
then
‖w‖2 . λ
α−1
α ‖eλ‖2
and Conjecture 1 follows.
3. Proof of the eigenfunction estimates
In this section, we prove Theorem 1 for 12 < α < 2. Indeed, we will prove (1.2) for
1
2 < α < 2,
which implies the eigenfunction estimates for α in this range. Moreover, we will prove that (1.2)
is also true at α = 12 , up to a log factor. The proof is divided in two steps, each one involving a
different argument.
3.1. Proof when 1 ≤ α < 2. We need the following lemma, which is Proposition 4.2 in [Tay03].
Lemma 3. Let 1 < p <∞, m ≥ 0, d ≥ 1. Given P ∈ OPBSm1,1,
‖[P, f ]u‖Hs,p ≤ C‖f‖Hσ,p‖u‖Hs+m−1,p
provided
σ >
d
p
+ 1, s ≥ 0, s+m ≤ σ.
Here f and u are defined on Rd.
By definition, an element p(x,D) of OPSm1,δ has symbol p(x, ξ), satisfying∣∣DβxDαξ p(x, ξ)∣∣ ≤ Cαβ(1 + |ξ|)m−|α|+δ|β|.
The class OPBSm1,1 consists of operators with symbol p(x, ξ) ∈ Sm1,1, satisfying
supp pˆ(η, ξ) ⊂ {(η, ξ) : |η| ≤ ρ|ξ|}
for some ρ < 1. This class was introduced by [Mey81] and contains the paradifferential operators
introduced in [Bon81]. We note that OPBSm1,1 contains all the operator classes OPSm1,δ δ < 1, at
least modulo smoothing operators.
8 XIAOQI HUANG, YANNICK SIRE, AND CHENG ZHANG
Proposition 1. For any 0 < α < 2, we have
(3.1) ‖[β, (−∆)α/2]u‖2 . ‖u‖Hα−1 .
Proof. Let L = (I −∆)α/2 be a pseudo differential operator of order α (i.e. L ∈ OPSα1,0). Hence
L ∈ OPBSα1,1. By Lemma 3, we have the following commutator estimate:
(3.2) ‖[L, β]u‖2 ≤ C‖β‖Hσ‖u‖Hα−1
given:
(3.3) σ >
d
2
+ 1, 0 ≤ α ≤ σ.
Since β ∈ C∞0 , we may choose σ sufficiently large. So it suffices to show
(3.4) ‖[L− (−∆)α/2, β]u‖L2 . ‖u‖Hα−1 .
Note that L− (−∆)α/2 is a Fourier mutiplier
(1 + |ξ|2)α2 − |ξ|α = (1 + |ξ|
2)
α
2 − |ξ|α
(1 + |ξ|2)α−12
(1 + |ξ|2)α−12 = m(ξ)(1 + |ξ|2)α−12
A direct calculation shows that m(ξ) ∈ L∞. Then by Plancherel theorem
(3.5) ‖(L− (−∆)α/2)u‖2 . ‖(1 + |ξ|2)
α−1
2 uˆ(ξ)‖2 = ‖u‖Hα−1
Then to prove (3.4), we only need to show
‖βu‖Hα−1 . ‖u‖Hα−1 .
Let a = α− 1.
‖βu‖2Ha .
∫
|βˆ ∗ uˆ(ξ)|2(1 + |ξ|2)adξ
.
∫
|
∫
βˆ(η)uˆ(ξ − η)dη|2(1 + |ξ|2)adξ
.
∫ ∫
|βˆ(η)||uˆ(ξ − η)|2dη(1 + |ξ|2)adξ
=
∫
|βˆ(η)|
∫
|uˆ(ξ)|2(1 + |ξ + η|2)adξdη
When a ≥ 0, we have
(1 + |ξ + η|2)a . (1 + |ξ|2)a(1 + |η|2)a,
and when a < 0, we have
(1 + |ξ + η|2)a . (1 + |ξ|2)a(1 + |η|2)−a.
Thus the desired inequality ‖βu‖Ha . ‖u‖Ha follows from the fact that βˆ is a Schwartz function. 
We need the gradient estimate for the heat kernel to estimate ‖eλ‖Hα−1 . It follows from [KR18],
Theorem 1.1 and Example 5.1.
9Lemma 4. Let 0 < α < 2. Let Ω be any open, nonempty set in Rd. Let pΩ(t, x, y) be the heat
kernel of the Dirichlet fractional Laplacian −(−∆)α/2|Ω. Then
|∇xpΩ(t, x, y)| ≤ c
δΩ(x) ∧ t1/α
pΩ(t, x, y), x, y ∈ Ω, t ∈ (0, 1]
where c = c(d, α) and δΩ(x) = dist(x,Ω
c).
Theorem 4. If eλ satisfies (1.1), then for 1 ≤ α < 2 we have
‖eλ‖Hα−1 . λ1−
1
α ‖eλ‖2.
Proof. It is clear when α = 1. Assume 1 < α < 2. By Holder’s inequality,
‖eλ‖Hα−1 ≤ ‖eλ‖2−α2 ‖eλ‖α−1H1 .
Note that
‖eλ‖2H1 = ‖eλ‖22 + ‖∇eλ‖22.
It suffices to prove the following gradient estimate for 1 < α < 2
(3.6) ‖∇eλ‖2 . λ 1α ‖eλ‖2.
Since PΩt eλ = e
−tλeλ, we have
e−tλ∇eλ(x) =
∫
∇xpΩ(t, x, y)eλ(y)dy.
If we set t = λ−1, then to estimate ‖∇eλ‖2 we only need to compute the L2 → L2 norm of the
operator associated with the kernel ∇xpΩ(t, x, y). We may use Schur’s test to compute the operator
norm. Let
q(x) =
(
1 ∧ δΩ(x)
t1/α
)−1/2
.
Then using Lemma 2 and Lemma 4, we claim that∫
Ω
|∇xpΩ(t, x, y)|dy . t−1/αq(x)∫
Ω
|∇xpΩ(t, x, y)|q(x)dx . t−1/α
when 1 < α < 2. Indeed,∫
Ω
|∇xpΩ(t, x, y)|dy . t−1/α
(
1 ∧ δΩ(x)
t1/α
)α−2
2
∫
t−d/α ∧ t|x− y|d+α dy
. t−1/α
(
1 ∧ δΩ(x)
t1/α
)α−2
2
. t−1/αq(x) .
Let Dj = {x ∈ Ω : δΩ(x) ≈ 2−j}, j ∈ N. Let B(y, r) = {x ∈ Ω : |x− y| < r}, y ∈ Ω, r > 0. Then
|Dj ∩B(y, r)| . 2−jrd−1
since Ω is C1. So we have∫
Ω
|∇xpΩ(t, x, y)|q(x)dx . t−1/α
∫ (
1 ∧ δΩ(x)
t1/α
)α−3
2
(
t−d/α ∧ t|x− y|d+α
)
dx
:= t−1/α(I1 + I2)
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where
I1 =
∫
|x−y|<t1/α
(
1 ∧ δΩ(x)
t1/α
)α−3
2
t−d/αdx
. t−d/α
∫
|x−y|<t1/α, δΩ(x)<t1/α
(δΩ(x)
t1/α
)α−3
2
dx+ 1
. t−d/αt
3−α
2α
∑
2−j<t1/α
∫
Dj∩B(y,t1/α)
2
3−α
2 jdx+ 1
. t−d/αt
3−α
2α
∑
2−j<t1/α
2
3−α
2 j · 2−jt d−1α + 1
. 1
and
I2 =
∫
|x−y|≥t1/α
(
1 ∧ δΩ(x)
t1/α
)α−3
2 t
|x− y|d+αdx
.
∫
|x−y|≥t1/α, δΩ(x)<t1/α
(δΩ(x)
t1/α
)α−3
2 t
|x− y|d+α dx+ 1
.
∑
2−j<t1/α
∑
2−k≥t1/α
∫
Dj∩B(y,2−k)
2
3−α
2 jt
3−α
2α · t2k(d+α)dx+ 1
.
∑
2−j<t1/α
∑
2−k≥t1/α
2
3−α
2 jt
3−α
2α · t2k(d+α) · 2−j2−k(d−1) + 1
. 1.
Then the claim is proved. By Schur’s test, the operator norm . t−1/α = λ
1
α . This gives (3.6) and
completes the proof. 
So when 1 ≤ α < 2, the commutator estimate (1.2) follows from Proposition 1 and Theorem 4.
Remark 1. It is an interesting open problem whether
‖eλ‖Hα−1 . λ1−
1
α ‖eλ‖2
still holds for 0 < α < 1 and eλ satisfying (1.1). If it is true, then the commutator estimate (1.2)
follows. However, it is still possible to prove (1.2) in a different way when α < 1. In particular, we
will prove it when 12 < α < 1 in the following.
3.2. Proof when 1/2 < α < 1. We need the following lemma about the nonlocal behavior of
(−∆)α/2eλ in Rd.
Lemma 5. If eλ satisfies (1.1), then for 0 < α < 1 we have
‖(−∆)α/2eλ‖2 ≈ λ‖eλ‖2.
Proof. On the one hand, by (1.1)
‖(−∆)α/2eλ‖22 ≥
∫
Ω
|(−∆)α/2eλ|2 = λ2‖eλ‖22.
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On the other hand, we may write
‖(−∆)α/2eλ‖22 =
∫
Ω
|(−∆)α/2eλ|2 +
∫
Rd\Ω
|(−∆)α/2eλ|2
≤ λ2‖eλ‖22 +
∫
Rd\Ω
|(−∆)α/2eλ|2
It suffices to estimate the second term. For x /∈ Ω,
|(−∆)α/2eλ(x)| = cd,α|
∫
Rd
eλ(x) − eλ(y)
|x− y|d+α dy|
= cd,α|
∫
Ω
eλ(y)
|x− y|d+αdy|
= cd,α|
∫
Ω
∫
Ω
|x− y|−d−αpΩ(t, y, z)dyeλ(z)dz|
:= cd,α|
∫
Ω
K(x, z)eλ(z)dz|
where pΩ(t, y, z) is heat kernel of the Dirichlet fractional Laplacian −(−∆)α/2|Ω, and t = λ−1. By
Lemma 2, we have for 0 < α < 2
pΩ(t, y, z) ≈
(
1 ∧ t−1/2ρ(y)α/2
)(
1 ∧ t−1/2ρ(z)α/2
)(
t−d/α ∧ t|y − z|−d−α
)
,
where y, z ∈ Ω and ρ(y) = dist(y,Ωc). To estimate the L2 → L2 norm of K, we decompose its
kernel
K(x, z) =
∫
Ω
|x− y|−d−αpΩ(t, y, z)dy =
∫
ρ(y)<t1/α
+
∫
ρ(y)≥t1/α
:= K1(x, z) +K2(x, z).
For K2, we use Young’s inequality. By using |x− y| ≥ ρ(y) ≥ t1/α, we get∫
Ω
K2(x, z)dz . t
−1
∫
Ωc
K2(x, z)dx . t
−1
which gives ‖K2‖2→2 . t−1 = λ.
For K1, we use Schur’s test. We claim that∫
Ω
K1(x, z)dz . t
−1/2ρ(x)−α/2
∫
Ωc
K1(x, z)ρ(x)
−α/2dx . t−3/2
where ρ(x) = dist(x,Ω). Indeed, since |x− y| ≥ ρ(y) and |x− y| ≥ ρ(x), we have∫
Ω
K1(x, z)dz .
∫
Ω
∫
Ω
|x− y|−d−α ρ(y)
α/2
t1/2
dy
(
t−d/α ∧ t|y − z|−d−α
)
dz
. t−1/2
∫
Ω
|x− y|−d−α/2dy
. t−1/2ρ(x)−α/2 .
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Let Dj = {w ∈ Rd : ρ(w) ≈ 2−j}, j ∈ Z. Note that here w can be in Ω or Ωc. For y ∈ Rd, r > 0,
we denote B(y, r) = {x ∈ Rd : |x− y| < r}. Then again we have
|Dj ∩B(y, r)| . 2−jrd−1
since Ω is C1. By using |x− y| ≥ ρ(y) and |x− y| ≥ ρ(x), we get∫
Ωc
|x− y|−d−αρ(x)−α/2dx .
∑
2−k≥ρ(y)
∑
2−j≤2−k
∫
Dj∩B(y,2−k)
2k(d+α)2jα/2dx
.
∑
2−k≥ρ(y)
∑
2−j≤2−k
2k(d+α)2jα/2 · 2−j2−k(d−1)
. ρ(y)−3α/2
and then∫
Ωc
K1(x, z)ρ(x)
−α/2dx . t−1/2
∫
ρ(y)<t1/α
ρ(y)α/2
(
t−d/α ∧ t|y − z|d+α
)∫
Ωc
|x− y|−d−αρ(x)−α/2dxdy
. t−1/2
∫
ρ(y)<t1/α
ρ(y)−α
(
t−d/α ∧ t|y − z|d+α
)
dy
:= t−1/2(I1 + I2)
where
I1 =
∫
|y−z|<t1/α, ρ(y)<t1/α
ρ(y)−αt−d/αdy
.
∑
2−j<t1/α
∫
Dj∩B(z,t1/α)
2jαt−d/αdy
.
∑
2−j<t1/α
2jαt−d/α · 2−jt d−1α
. t−1
and
I2 =
∫
|y−z|≥t1/α, ρ(y)<t1/α
ρ(y)−α
t
|y − z|d+αdy
.
∑
2−j<t1/α
∑
2−k≥t1/α
∫
Dj∩B(z,2−k)
2jα · t2k(d+α)dy
.
∑
2−j<t1/α
∑
2−k≥t1/α
2jα · t2k(d+α) · 2−j2−k(d−1)
. t−1 .
Hence, the claim is proved. Then we obtain ‖K1‖2→2 . t−1 = λ by using Schur’s test.
Therefore,
‖K‖2→2 ≤ ‖K1‖2→2 + ‖K2‖2→2 . λ.
Then ∫
Rd\Ω
|(−∆)α/2eλ|2 . λ2‖eλ‖22.
So the proof is complete. 
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Now we are ready to prove (1.2) when 1/2 < α < 1.
Theorem 5. If eλ satisfies (1.1), then for
1
2 < α < 1 we have
‖[β, (−∆)α/2]eλ‖2 . λ1− 1α ‖eλ‖2.
Proof. We define Tu := u− λ−1(−∆)α/2u, and write
eλ = λ
−1(−∆)α/2eλ + Teλ.
One the one hand, for 12 ≤ α < 1
‖[β, (−∆)α/2](λ−1(−∆)α/2eλ)‖2 . λ−1‖(−∆)α/2eλ‖Hα−1
. λ−1‖(−∆)(α−1)/2(−∆)α/2eλ‖2
= λ−1‖(−∆)(2α−1)/2eλ‖2
. λ−1‖(−∆)α/2eλ‖(2α−1)/α2 ‖eλ‖(1−α)/α2
So by Lemma 5, we get
‖[β, (−∆)α/2](λ−1(−∆)α/2eλ)‖2 . λ(α−1)/α‖eλ‖2.
On the other hand, observing that Teλ is supported on Ω
c, and supp β ⊂⊂ Ω, we get
|[β, (−∆)α/2]Teλ(x)| = |β(x)(−∆)α/2Teλ(x)|
= cd,α|β(x)
∫
(Teλ)(x) − (Teλ)(y)
|x− y|d+α dy|
= cd,α|β(x)
∫
(Teλ)(y)
|x− y|d+α dy|
. |β(x)|
∫
Ωc
|Teλ(y)|dy
≤ λ−1|β(x)|
∫
Ω
∫
Ωc
1
|z − y|d+α dy|eλ(z)|dz
. λ−1|β(x)|
∫
Ω
ρ(z)−α|eλ(z)|dz
Therefore, to prove
‖[β, (−∆)α/2]Teλ‖2 . λ(α−1)/α‖eλ‖2
it suffices to show
(3.7)
∫
Ω
ρ(z)−α|eλ(z)|dz . λ(2α−1)/α‖eλ‖2.
Let δ = 2α . We decompose the integral into two parts: ρ(z) < λ
−δ and ρ(z) ≥ λ−δ. For the second
part, we use Cauchy-Schwarz
I2 ≤ (
∫
ρ(z)≥λ−δ
ρ(z)−2αdz)1/2‖eλ‖2
. λ
δ
2 (2α−1)‖eλ‖2
= λ(2α−1)/α‖eλ‖2
14 XIAOQI HUANG, YANNICK SIRE, AND CHENG ZHANG
where we use α > 1/2 in the second inequality. For the first part, we use heat kernel
I1 ≤
∫
Ω
∫
ρ(z)<λ−δ
ρ(z)−αpΩ(t, x, z)dz|eλ(x)|dx
. λ
1
α−δ(1−α)‖eλ‖1
. λ(2α−1)/α‖eλ‖2 .
So we have obtained (3.7), and the proof is complete. 
3.3. Some estimates when 0 < α ≤ 12 . For the endpoint α = 1/2, we have (1.2) with a log factor
from estimating I2, namely
(3.8) ‖[β, (−∆)α/2]eλ‖2 . λ−1(logλ) 12 ‖eλ‖2.
For 0 < α < 1/2, we may follow the same argument to obtain
(3.9) ‖[β, (−∆)α/2]eλ‖2 . λ−1‖eλ‖2
which is weaker than the expected (1.2). It leads however, using the very same argument as in
the previous section, to some bounds in this range. Therefore, we only state the final results for
0 < α ≤ 12 in the following proposition.
Proposition 2. Let d ≥ 1 and pc = 2d+2d−1 . If eλ satisfies (1.1), then when α = 12 , we have
‖eλ‖Lp(K) . λ(d−1)(
1
2−
1
p )(logλ)
d+1
4 (
1
2−
1
p )‖eλ‖2, 2 ≤ p ≤ pc
‖eλ‖Lp(K) . λ2d(
1
2−
1
p )−1(logλ)
1
4 ‖eλ‖2, pc ≤ p ≤ ∞.
Moreover, when 0 < α < 12 , we have
‖eλ‖Lp(K) . λ(
d
α−d−1)(
1
2−
1
p )‖eλ‖2, 2 ≤ p ≤ pc
‖eλ‖Lp(K) . λ
d
α (
1
2−
1
p )−1‖eλ‖2, pc ≤ p ≤ ∞.
4. Eigenfunction estimates when 0 < α < 12
In this section, we study the eigenfunction estimates when 0 < α < 12 . We may improve the
estimates in Proposition 2 when 0 < α < 12 . By interpolation, we only need to improve L
pc and
L∞ bounds. We will decompose the range of α into a countable union of intervals:
(0, 12 ) =
⋃
N≥2
[ 1N+1 ,
1
N )
and establish a commutator estimate on each of them.
Lemma 6. Let N ≥ 2. If eλ satisfies (1.1), then for 1N+1 ≤ α < 1N we have
‖[β, (−∆)Nα/2]eλ‖2 . λ(Nα−1)/α‖eλ‖2.
Proof. As in the proof of Theorem 5, we write
eλ = λ
−1(−∆)α/2eλ + Teλ.
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Let N ≥ 2. Then for 1N+1 ≤ α < 1N ,
‖[β, (−∆)Nα/2](λ−1(−∆)α/2eλ)‖2 . λ−1‖(−∆)α/2eλ‖HNα−1
. λ−1‖(−∆)(Nα−1)/2(−∆)α/2eλ‖2
= λ−1‖(−∆)((N+1)α−1)/2eλ‖2
. λ−1‖(−∆)α/2eλ‖((N+1)α−1)/α2 ‖eλ‖(1−Nα)/α2
. λ(Nα−1)/α‖eλ‖2
where we use Lemma 5 in the last step. On the other hand, observing that Teλ is supported on
Ωc, and supp β ⊂⊂ Ω, we get
|[β, (−∆)Nα/2]Teλ(x)| = |β(x)(−∆)Nα/2Teλ(x)|
= cd,Nα|β(x)
∫
(Teλ)(x) − (Teλ)(y)
|x− y|d+Nα dy|
= cd,Nα|β(x)
∫
(Teλ)(y)
|x− y|d+Nα dy|
. |β(x)|
∫
Ωc
|Teλ(y)|dy
≤ λ−1|β(x)|
∫
Ω
∫
Ωc
1
|z − y|d+αdy|eλ(z)|dz
. λ−1|β(x)|
∫
Ω
ρ(z)−α|eλ(z)|dz
. λ−1|β(x)|(
∫
Ω
ρ(z)−2αdz)
1
2 ‖eλ‖2
. λ−1|β(x)|‖eλ‖2 (using α < 12 ).
Thus
‖[β, (−∆)Nα/2]Teλ‖2 . λ−1‖eλ‖2 ≤ λ(Nα−1)/α‖eλ‖2
when α ≥ 1N+1 . So the proof is complete. 
From the proof, we immediately have the following corollary, where Tu = u− λ−1(−∆)α/2u.
Corollary 1. Let N ≥ 2 and 0 < α < 1N . If eλ satisfies (1.1), then for 1 ≤ j ≤ N
‖β(−∆)jα/2Teλ‖2 . λ−1‖eλ‖2.
Lemma 7. Let N ≥ 2 be an integer. If eλ satisfies (1.1), and v = βeλ, then for 0 < α < 1N
(−∆)Nα/2v = λNv −
N−1∑
j=1
λN−jβ(−∆)jα/2Teλ − [β, (−∆)Nα/2]eλ.
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Proof. By the definition of Teλ, we have (−∆)α/2eλ = λeλ − λTeλ. We may use this identity
repeatedly to prove the lemma. Indeed,
(−∆)Nα/2(βeλ) = β(−∆)Nα/2eλ − [β, (−∆)Nα/2]eλ
= β(−∆)(N−1)α/2(λeλ − λTeλ)− [β, (−∆)Nα/2]eλ
= λβ(−∆)(N−1)α/2eλ − λβ(−∆)(N−1)α/2Teλ − [β, (−∆)Nα/2]eλ
= ...
= λN−1β(−∆)α/2eλ −
N−1∑
j=1
λN−jβ(−∆)jα/2Teλ − [β, (−∆)Nα/2]eλ
= λNβeλ −
N−1∑
j=1
λN−jβ(−∆)jα/2Teλ − [β, (−∆)Nα/2]eλ
where we use (−∆)α/2eλ = λeλ in Ω and supp β ⊂ Ω. 
4.1. Lpc bounds.
Theorem 6. Let d ≥ 1, 0 < α < 12 , and pc = 2d+2d−1 . If eλ satisfies (1.1), then for λ > 1
‖eλ‖Lpc(K) . λ
d(3d+1)
2(d+1)(2d+1)
1
α−
d+1
2d+1 ‖eλ‖2.
Recall that Proposition 2 gives for 0 < α < 12 ,
‖eλ‖Lpc(K) . λ
d
d+1
1
α−1‖eλ‖2.
Theorem 6 gives us better bounds, since
d(3d+ 1)
2(d+ 1)(2d+ 1)
1
α
− d+ 1
2d+ 1
<
d
d+ 1
1
α
− 1 ⇐⇒ α < 1
2
.
However, it is still weaker than the conjecture bound
‖eλ‖Lpc(K) . λ
d−1
2d+2
1
α ‖eλ‖2
since
d(3d+ 1)
2(d+ 1)(2d+ 1)
1
α
− d+ 1
2d+ 1
>
d− 1
2d+ 2
1
α
⇐⇒ α < 1
2
.
Furthermore, one may observe that it is exactly a linear combination of the two bounds:
d(3d+ 1)
2(d+ 1)(2d+ 1)
1
α
− d+ 1
2d+ 1
= θ
( d
d+ 1
1
α
− 1
)
+ (1− θ)
( d− 1
2d+ 2
1
α
)
where θ = d+12d+1 .
Proof. It suffices to prove the estimate for 1N+1 ≤ α < 1N , N ≥ 2. Fix z = λN +λN−δi. Here δ > 0
will be determined later. On the one hand, by Lemma 7, we have
v = ((−∆)Nα/2 − z)−1((λN − z)v +
N−1∑
j=1
λN−jβ(−∆)jα/2Teλ − [β, (−∆)Nα/2]eλ).
As in Section 2, we write
((−∆)Nα/2 − z)−1 = T0 +R
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where T0 =
z(2−Nα)/(Nα)
Nα/2 (−∆− z2/(Nα))−1. By (2.6), we have
‖eλ‖Lpc(K) . ‖eλ‖2 + ‖Qv‖pc .
Then by using Lemma 1 and the estimates of R and Q in Section 2, we have
‖QT0‖2→pc . ‖Q‖pc→pc‖T0‖2→pc . λ
δ
2+
d
d+1
1
α−N
‖QT0‖pc→pc . ‖Q‖pc→pc‖T0‖pc→pc . λ
3d+1
2d+2 δ−N
‖QR‖2→pc . λ
d
d+1
1
α−N
‖QR‖pc→pc . λ−N .
On the other hand, by Lemma 6 and Corollary 1
‖(λN − z)v‖2 . λN−δ‖eλ‖2
‖λN−jβ(−∆)jα/2Teλ‖pc . λN−j−1‖eλ‖2, 1 ≤ j ≤ N
‖[β, (−∆)Nα/2]eλ‖2 . λ(Nα−1)/α‖eλ‖2.
Therefore,
‖(QT0 +QR)((λN − z)v)‖pc . λ
d
d+1
1
α−
δ
2 ‖eλ‖2
‖(QT0 +QR)(λN−jβ(−∆)jα/2Teλ)‖pc . λ
3d+1
2d+2 δ−2‖eλ‖2, 1 ≤ j ≤ N
‖(QT0 +QR)([β, (−∆)Nα/2]eλ)‖pc . λ
δ
2−
1
d+1
1
α ‖eλ‖2.
Then it is straightforward to find the optimal choice of δ to minimize
max
{ d
d+ 1
1
α
− δ
2
,
3d+ 1
2d+ 2
δ − 2, δ
2
− 1
d+ 1
1
α
}
.
If we set δ = d+α(2d+2)α(2d+1) , which is from solving
d
d+1
1
α − δ2 = 3d+12d+2δ− 2, then the theorem follows. 
4.2. L∞ bounds.
Theorem 7. Let d ≥ 1 and 0 < α < 12 . If eλ satisfies (1.1), then for λ > 1
‖eλ‖L∞(K) . λ
d(d+1)−4α
2α(d+2) ‖eλ‖2.
Proposition 2 gives for 0 < α < 12 ,
‖eλ‖L∞(K) . λ
d
2α−1‖eλ‖2.
Theorem 7 gives us better bounds, since
d(d+ 1)− 4α
2α(d+ 2)
<
d
2α
− 1 ⇐⇒ α < 1
2
.
However, it is still weaker than the conjecture bound
‖eλ‖Lpc(K) . λ
d−1
2α ‖eλ‖2
since
d(d+ 1)− 4α
2α(d+ 2)
>
d− 1
2α
⇐⇒ α < 1
2
.
Furthermore, one may observe that it is exactly a linear combination of the two bounds:
d(d+ 1)− 4α
2α(d+ 2)
= θ
( d
2α
− 1
)
+ (1 − θ)
(d− 1
2α
)
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where θ = 2d+2 . As d→∞, we see that it approaches the conjecture bound.
Proof. As before, it suffices to prove the estimate for 1N+1 ≤ α < 1N , N ≥ 2. Fix z = λN + λN−δi.
Here δ > 0 will be determined later. On the one hand, by Lemma 7, we have
v = ((−∆)Nα/2 − z)−1((λN − z)v +
N−1∑
j=1
λN−jβ(−∆)jα/2Teλ − [β, (−∆)Nα/2]eλ).
As in Section 2, we write
((−∆)Nα/2 − z)−1 = T0 +R
where T0 =
z(2−Nα)/(Nα)
Nα/2 (−∆− z2/(Nα))−1. By (2.6), we have
‖eλ‖L∞(K) . ‖eλ‖2 + ‖Qv‖∞.
Then by applying Lemma 1 and the estimates of R and Q in Section 2, we obtain
‖QT0‖2→∞ . ‖Q‖pc→∞‖T0‖2→pc . λ
δ
2+
d
2α−N
‖QT0‖∞→∞ . ‖Q‖∞→∞‖T0‖∞→∞ . λ
d+1
2 δ−N
‖QR‖2→∞ . λ d2α−N
‖QR‖∞→∞ . λ−N .
On the other hand, by Lemma 6 and Corollary 1
‖(λN − z)v‖2 . λN−δ‖eλ‖2
‖λN−jβ(−∆)jα/2Teλ‖∞ . λN−j−1‖eλ‖2, 1 ≤ j ≤ N
‖[β, (−∆)Nα/2]eλ‖2 . λ(Nα−1)/α‖eλ‖2.
Therefore,
‖(QT0 +QR)((λN − z)v)‖∞ . λ d2α− δ2 ‖eλ‖2
‖(QT0 +QR)(λN−jβ(−∆)jα/2Teλ)‖∞ . λ
d+1
2 δ−2‖eλ‖2, 1 ≤ j ≤ N
‖(QT0 +QR)([β, (−∆)Nα/2]eλ)‖∞ . λ
d−2
2α +
δ
2 ‖eλ‖2.
Now we need to find the optimal choice of δ to minimize
max
{ d
2α
− δ
2
,
d+ 1
2
δ − 2, d− 2
2α
+
δ
2
}
.
If we set δ = d+4αα(d+2) , which is from solving
d
2α − δ2 = d+12 δ − 2, then the theorem follows. 
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5. One dimensional estimates when 0 < α ≤ 12
In this section, we study one dimensional eigenfunction estimates. We have already proved
the uniform bounds for the L∞(K) norm of the eigenfunctions when 12 < α < 2 by using the
commutator estimate (1.2) in the one dimensional case. So we only need to consider α ≤ 12 in this
section. Note that pc =∞ when d = 1.
By Proposition 2, we have for α = 12 ,
(5.1) ‖eλ‖Lp(K) . (logλ)
1
4−
1
2p ‖eλ‖2, 2 ≤ p ≤ ∞.
By Theorem 7 and interpolation, we have for 0 < α < 12
(5.2) ‖eλ‖Lp(K) . λ
1−2α
3α (1−
2
p )‖eλ‖2, 2 ≤ p ≤ ∞.
Recall that Kwasnicki [Kwa12], Proposition 2 proved uniform L∞ bounds when 12 ≤ α < 2 by
constructing approximate eigenfunctions. See also [KKMeS10] for the case α = 1. If we combine
the resolvent estimates with the approximation method, we may prove uniform bounds in a larger
range of α. Indeed, we will prove uniform bounds for the L∞(K) norm when 14 ≤ α < 2, and the
Lp(K) norm when p ≤ 2(1−2α)1−4α and 0 < α < 14 .
5.1. Approximation results. Let 0 < α ≤ 12 , Ω = (−1, 1), n ≥ 1. Let eλn be the eigenfunctions
of (−∆)α/2|Ω associated with eigenvalues λn, and ‖eλn‖2 = 1. Let e˜λn be the approximate eigen-
functions defined by [Kwa12], Equation (13) associated with µn ≈ n. By the definition of e˜λn , we
have
(5.3) ‖e˜λn‖∞ . 1.
We need the following approximation results from [Kwa12].
Lemma 8 ([Kwa12], Theorem 1). For large n (i.e. n ≥ N(α) for some N(α) > 0)
(5.4) |λn − µαn | .
1
n
≈ λ−1/αn .
Lemma 9 ([Kwa12], Lemma 1, Equation (22)).
(5.5) ‖(−∆)α/2e˜λn − µαn e˜λn‖L∞(Ω) .
1
n
≈ λ−1/αn .
It is stronger than the L2 estimate stated there, but the L∞ estimate follows directly from the
equation (22) in the proof.
Lemma 10 ([Kwa12], Proposition 1). For large n, we have
(5.6) ‖eλn − e˜λn‖2 .
1
nα
≈ λ−1n .
5.2. L∞ bounds.
Theorem 8. Let Ω = (−1, 1). Let K ⊂⊂ Ω be a compact set. Then for λ > 1 we have
(5.7) ‖eλ‖L∞(K) . ‖eλ‖2,
1
4
≤ α < 2
(5.8) ‖eλ‖L∞(K) . λ
1
2α−2‖eλ‖2, 1
8
≤ α < 1
4
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(5.9) ‖eλ‖L∞(K) . λ
1
3α−
2
3 ‖eλ‖2, 0 < α < 1
8
.
The constant may depend on α and K, but it is independent of λ.
Here (5.9) follows from (5.2). Note that
1
2α
− 2 > 1
3α
− 2
3
⇐⇒ α < 1
8
.
So (5.7) and (5.8) give better bounds when α ≥ 18 .
Proof. We only need to consider α ≤ 12 . Let u := eλn − e˜λn . By using (5.6) we have
‖u‖2 . λ−1n .
It suffices to estimate ‖u‖L∞(K) for K ⊂⊂ Ω. Let v = βu, v = u on K1 ⊃⊃ K. Here β is the same
smooth cut-off function defined in Section 2. For large n,
(−∆)α/2v = β(−∆)α/2(eλn − e˜λn) + [β, (−∆)α/2](eλn − e˜λn)
= λnβeλn − µαnβe˜λn + [β, (−∆)α/2](eλn − e˜λn) +R0
= λnβ(eλn − e˜λn) + [β, (−∆)α/2](eλn − e˜λn) +R1
= λnv + [β, (−∆)α/2]u+R1
where |R0| . 1n by (5.5), and |R1| . 1n by using (5.3) and (5.4). Fix z = λn + λ−1n i. Thus
(5.10) v = ((−∆)α/2 − z)−1((λn − z)v + [β, (−∆)α/2]u+R1)
Then for x ∈ K ⊂⊂ K1 and t = λ−1n
e−1|u(x)| = |PΩt u(x) +R2(x)| ≤ |
∫
K1
pΩ(t, x, y)u(y)dy|+ |
∫
Ω\K1
pΩ(t, x, y)u(y)dy|+ ‖R2‖∞
. |
∫
K1
pΩ(t, x, y)v(y)dy|+ ‖u‖2 + ‖R2‖∞
: = |Qv(x)| + 1
where R2(x) = P
Ω
t e˜λn(x) − e˜λn(x) satisfies ‖R2‖∞ . 1. As before, we may write v = T0w + Rw,
where w = (λn − z)v + [β, (−∆)α/2]u+R1. When z = λn + λ−1n i, we have
‖T0‖2→∞ . |z| 12α−1dist(( z|z| )2/α, [0,∞))−
1
2 ≈ λ
1
2α
n
Hence
‖QT0‖2→∞ . λ
1
2α
n
Moreover, by (2.8)
‖QR‖2→∞ . λ
1
2α−1
n .
Then using (5.4)–(5.6), we claim that for α < 12
(5.11) ‖[β, (−∆)α/2]u‖2 . λ−2n .
Indeed, we may write u = λ−1n (−∆)α/2u+ T1u+ T2u where
T1u = u− λ−1n 1Ω(−∆)α/2u
T2u = −λ−1n 1Ωc(−∆)α/2u.
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Then for α < 12 , we have
‖[β, (−∆)α/2](λ−1n (−∆)α/2u)‖2 . λ−1n ‖(−∆)α/2u‖Hα−1 . λ−1n ‖u‖H2α−1 . λ−1n ‖u‖2 . λ−2n
and
‖[β, (−∆)α/2](T1u)‖2 . ‖T1u‖Hα−1 ≤ ‖T1u‖L2(Ω) = λ−1n ‖(−∆)α/2ϕ˜n − λnϕ˜n‖L2(Ω)
. λ−1n λ
−1/α
n ≤ λ−2n
Observing that T2u is supported on Ω
c, and supp β ⊂⊂ Ω, we get
|[β, (−∆)α/2](T2u)(x)| = |β(x)(−∆)α/2T2u(x)|
= c1,α|β(x)
∫
(T2u)(x)− (T2u)(y)
|x− y|1+α dy|
= c1,α|β(x)
∫
(T2u)(y)
|x− y|1+α dy|
. |β(x)|
∫
Ωc
|T2u(y)|dy
≤ λ−1n |β(x)|
∫
Ω
∫
Ωc
1
|z − y|1+α dy|u(z)|dz
. λ−1n |β(x)|
∫
Ω
ρ(z)−α|u(z)|dz
. λ−1n |β(x)|(
∫
Ω
ρ(z)−2αdz)
1
2 ‖u‖2
. λ−2n |β(x)| (using α < 12 and (5.6))
So
‖[β, (−∆)α/2](T2u)‖2 . λ−2n .
Then the claim (5.11) is proved. Then we get for α < 12
‖w‖2 . λ−2n
since |R1| . 1n ≈ λ
−1/α
n ≤ λ−2n . Then for α < 12
‖u‖L∞(K) . 1 + (λ
1
2α
n + λ
1
2α−1
n )‖w‖2 . 1 + λ 12α−2
which is uniformly bounded when 14 ≤ α < 12 .
When α = 12 , the uniform bound can be obtained by using the trivial commutator estimate
‖[β, (−∆)α/2]u‖2 . ‖u‖Hα−1 . ‖u‖2 . λ−1n
and setting z = λn + i. Then
‖w‖2 . λ−1n
and when α = 12
‖u‖L∞(K) . 1 + (λ
1
2α
n + λ
1
2α−1
n )‖w‖2 . 1 + λ
1
2α−1
n ≈ 1.
Consequently, for 14 ≤ α < 2 we have the uniform bound
‖eλn‖L∞(K) . 1.
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Moreover, for 0 < α < 14 we have
‖eλn‖L∞(K) . λ
1
2α−2
n .

5.3. Lp bounds.
Theorem 9. Let 0 < α < 14 , Ω = (−1, 1), and p1 = 2(1−2α)1−4α . Let K ⊂⊂ Ω be a compact set. Then
for λ > 1 we have
‖eλ‖Lp(K) . ‖eλ‖2, 2 ≤ p ≤ p1.
Moreover, when 18 ≤ α < 14 ,
‖eλ‖Lp(K) . λ
1−4α
2α (1−
p1
p )‖eλ‖2, p1 < p ≤ ∞.
When 0 < α < 18 ,
‖eλ‖Lp(K) . λ
1−2α
3α (1−
p1
p )‖eλ‖2, p1 < p ≤ ∞.
The constants may depend on α and K, but it is independent of λ.
This theorem gives better bounds than (5.2). The idea is essentially the same as before. We
only sketch the proof here. Let po =
2
1−2α . Fix z = λn + λ
−1
n i. Then
‖T0‖2→p . |z|
1
α (
1
2−
1
p )−1dist(( z|z| )
2/α, [0,∞))− 12− 1p ≈ λ
1
α (
1
2−
1
p )+
2
p
n
Then
‖QT0‖2→p . λ
1
α (
1
2−
1
p )+
2
p
n .
Moreover, by (2.8)
‖QR‖2→p . λ
1
α (
1
2−
1
p )−1
n .
Using (5.11), we get
‖u‖Lp(K) . 1 + (λ
1
α (
1
2−
1
p )+
2
p
n + λ
1
α (
1
2−
1
p )−1
n )‖w‖2 . 1 + λ
1
α (
1
2−
1
p )+
2
p−2
n , 2 ≤ p ≤ ∞
which is uniformly bounded when p ≤ p1 := 2(1−2α)1−4α . Interpolating the Lp1 bound with the L∞
bound in (5.8) (or (5.9)), we obtain the Lp bounds in the theorem.
Remark 2. It is natural to ask whether the commutator estimate (5.11) can be improved. If one
can prove for α < 1/4
‖[β, (−∆)α/2]u‖2 . λ−
1
2α
n
then by setting z = λn + λ
1− 12α
n i one can get
‖w‖2 . λ−
1
2α
n
which implies the uniform bound for ‖eλ‖L∞(K) when 0 < α < 1/4. But in the method described
above, it seems difficult to improve the estimates
‖[β, (−∆)α/2](λ−1n (−∆)α/2u)‖2 . λ−2n ,
‖[β, (−∆)α/2](T2u)‖2 . λ−2n ,
due to the approximation error estimate (5.6) for ‖u‖2 = ‖eλn − e˜λn‖2. Thus it suffices to improve
(5.6) to
(5.12) ‖eλn − e˜λn‖2 .
1√
n
≈ λ−
1
2α
n .
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Note that it has been proved for α ≥ 1/2 in Proposition 1 in [Kwa12], but unknown for α < 1/2.
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