Hearing loss is a significant problem that affects at least 15% of the population. This percentage, however, is likely significantly higher because of a variety of auditory disorders that are not identifiable through traditional tests of peripheral hearing ability. In these disorders, individuals have difficulty understanding speech, particularly in noisy environments, even though the sounds are loud enough to hear. The underlying mechanisms leading to such deficits are not well understood. To enable the development of suitable treatments to alleviate or prevent such disorders, the affected processing pathways must be identified. Historically, mechanisms underlying speech processing have been thought to be a property of the auditory cortex and thus the study of auditory disorders has largely focused on cortical impairments and/or cognitive processes. As we review here, however, there is strong evidence to suggest that, in fact, deficits in subcortical pathways play a significant role in auditory disorders. In this review, we highlight the role of the auditory brainstem and midbrain in processing complex sounds and discuss how deficits in these regions may contribute to auditory dysfunction. We discuss current research with animal models of human hearing and then consider human studies that implicate impairments in subcortical processing that may contribute to auditory disorders.
Introduction
The ability to process complex sounds effectively depends on neural networks that extract information from acoustic features that change over time. When acoustic feature extraction is impaired, a variety of disorders can occur that negatively affect individuals of all ages and from all walks of life. Recently, there has been growing concern regarding auditory disorders that manifest behaviorally even when audiometric thresholds are not impaired. While impairments in auditory cortex processing and/or cognitive processes are typically considered as underlying these types of disorders, there is strong evidence to suggest that, in fact, deficits in subcortical auditory processing play a significant role. The purpose of this review is to highlight the importance of the auditory brainstem and midbrain in the processing of complex sounds and to discuss how deficits in these auditory regions may contribute to hearing disorders. Understanding subcortical processing is critical in an attempt to develop suitable treatments targeted to alleviate or prevent central auditory processing disorders.
Auditory disorders are often identified when speech sounds are loud enough to hear but individuals nonetheless have difficulty understanding what is said, particularly in challenging acoustic environments (Moore, 2006) . Research efforts into the neural causes of this type of impaired speech discrimination focus on gaining a better understanding of the segregation of complex sounds from multiple sources into auditory objects that form distinct perceptual "streams" (Bregman, 1990; Shamma and Micheyl, 2010) . Deficits in auditory streaming may lead to problems in which listeners are unable to adequately recognize and understand attended speech while ignoring background noise and competing speech. Merging complex sounds into objects and subsequent streaming has long been thought to occur in higherorder brain regions, and the primary auditory cortex has served as a starting point for examining pathways that mediate the perception of speech. However, subcortical neural circuits are also essential for complex sound processing and are implicated in the grouping and segregation of acoustic features (Pressnitzer et al., 2008) . These functions may be based on the extraction of shared acoustic features over time, ultimately resulting in the creation of auditory objects in the cortex. Currently, our understanding of how subcortical pathways contribute to complex sound processing is incomplete. The fact that several functions of auditory processing previously attributed to the cortex are now demonstrated in subcortical pathways (e.g., Pressnitzer et al., 2008; Slee and David, 2015) warrants a closer examination of these lower-level circuits.
The focus of this review is on subcortical lemniscal pathways implicated in complex sound processing and how dysfunction of these pathways may contribute to auditory disorders. We highlight current research with animal models of human hearing that include a range of species, conducted under various experimental conditions and states of arousal. These model systems permit the use of methodological tools that are currently unavailable for humans and provide insight into the potential neural mechanisms of auditory function. We first review brainstem circuits implicated in extracting spectral and temporal features of complex sounds and spatial information from multiple sound sources. We then consider how early auditory processing could contribute to neural selectivity for biologically relevant sounds in higher-order cortical networks, and discuss how descending inputs from the cortex might influence selective attention subcortically. We then attempt to bridge the gap between animal (mainly rodent) and human studies by considering how alterations in subcortical circuits could contribute to speech processing deficits associated with auditory disorders.
Salient features of complex sounds are extracted subcortically
Natural sounds including human speech, animal vocalizations, and other non-speech sounds contain salient features that can be identified from psychoacoustics: pitch, timbre, starts and stops, among others. Our perception of these sounds requires the neural extraction of acoustic features that are merged into acoustic objects at the level of the cortex (Nelken, 2004; Snyder and Elhilali, 2017) . Studies from a variety of mammalian species indicate that much of the feature extraction observed in the cortex has already been performed at the level of the auditory midbrain by neurons in the inferior colliculus (IC) through the integration of multiple ascending pathways from the brainstem (Fig. 1) . Distinct brainstem networks possess specializations that enable recoding of both identity and source information of complex sounds. These attributes, along with selective attention, are critical for understanding speech in acoustically challenging environments.
The brainstem uses fundamental frequency and harmonic cues to segregate complex sounds
The ability to recognize and understand concurrent complex sounds, for instance two people speaking simultaneously, is aided by detecting differences in perceived pitch among competing acoustic signals (Micheyl and Oxenham, 2010) . Mechanisms by which pitch may be encoded involve synchronous neural activity evoked by periodicities of complex sounds. Periodicity information is conveyed by the activity of auditory nerve fibers that first contact neurons in the anteroventral cochlear nucleus (AVCN) (Frisina, 2001) . Two populations of AVCN neurons, primary-like responders with spiking patterns similar to those of auditory nerve fibers and chopper neurons that respond to sound with regularlyspaced bouts of transient spiking (Pfeiffer, 1966) , have been shown to faithfully represent pitch information (Rhode, 1994; Rhode and Greenberg, 1994) . When these cell types are examined under ideal listening conditions, responses tuned to low sound frequencies are capable of entrainment to the stimulus fine structure, whereas responses tuned to higher frequencies represent temporal modulations of the sound envelope Winter 2007, 2008a) . The combination of these encoding strategies enables AVCN neurons to extract information across the perceptual range of pitch frequencies. However, when the listening environment is contaminated by extraneous noise and reverberation, AVCN pitch processing is degraded (Sayles and Winter 2008b) . These findings suggest that early brainstem networks are not fully capable of faithfully representing ongoing speech sounds in the acoustically challenging conditions that we often experience (Sayles et al., 2016) .
Primary-like and chopper responders in the AVCN either directly or indirectly target the IC where they are integrated along with inhibitory inputs and multiple projections from other brainstem processing networks to create novel, complex response properties (Winer and Schreiner, 2005) . Like the AVCN, neurons in the IC exhibit degraded neural coding of periodic sound modulations in reverberant conditions (Devore et al., 2009; Kuwada et al., 2012) . However, the responses of most IC neurons are degraded less than expected when attenuation due to the stimulus amplitude modulation is taken into account, representing a form of neural compensation (Slama and Delgutte, 2015) . Additionally, response fidelity in the IC is greater in reverberant conditions compared to anechoic stimuli that are matched in modulation depth. These findings suggest that subcortical processing that occurs between the cochlear nucleus and auditory cortex may compensate for the degradation of periodicity pitch processing induced by challenging listening conditions, in part by filtering out noise (Sayles et al., 2016) . Furthermore, these potential mechanisms may contribute to speech representations in the auditory cortex that are relatively invariant with respect to competing noise and reverberation (Mesgarani et al., 2014) , in which normal-hearing individuals have considerable listening abilities in moderately challenging conditions (Poissant et al., 2006) .
Another spectral cue for encoding natural sounds is harmonic structure, which contributes to the perception of timbre in speech and music and, along with periodicity information, can aid in segregating sound sources (Bregman, 1990) . Although timbre processing is less well understood compared to pitch, it appears that peaks in spectral amplitude are partly extracted in subcortical pathways. Despite being composed of multiple spectral components, harmonic sounds such as natural vocalizations or simpler tone complexes are perceived as single auditory objects whose pitches are dominated by the fundamental frequency. When harmonic sounds are mistuned by shifting a spectral component, the perception of two distinct sounds emerges (Moore et al., 1986; Roberts and Brunstrom, 1998) . In every-day listening conditions, small differences in pitch, for instance from two individuals speaking, can be resolved with greater accuracy when the harmonic structure is taken into account (de Cheveign e, 1993). When IC neurons are tuned to the fundamental frequency of a stimulus, the neural representation of purely-harmonic sounds is similar to responses to single pure tones at the fundamental frequency (Sinex et al., 2002) . In contrast, mistuned stimuli produce more complex spiking patterns that are thought to convey information needed for the perception of distinct harmonic and mistuned sounds in the cortex (Sinex et al., 2002) . Modeling experiments suggest that the complex IC responses to harmonic and mistuned sounds can be created via coincidence detection of inputs that represent a wide range of narrow spectral bands combined with broad-band inhibitory inputs (Sinex, 2008) , however this proposed mechanism has yet to be tested. Overall, these studies indicate that the process of sound segregation based on pitch cues likely has begun by the level of the auditory midbrain.
In the auditory nerve, most synchronized responses to both purely-harmonic and mistuned harmonic sounds are evoked by a small number of stimulus components near the frequency to which the fibers are tuned (Palmer, 1990) . As a result, changes in harmonic structure may produce only subtle differences in the responses of individual nerve fibers. In contrast, minor changes in the harmonic structure of stimuli can elicit changes in single-unit activity in the IC and changes in perception that are substantive. These observations suggest that brainstem circuits may underlie the large differences in IC responses to harmonic versus mistuned sounds (Sinex et al., 2003) . Auditory nerve fibers terminate in the cochlear nucleus among diverse cell types with different compliments of intrinsic and synaptic properties that give rise to heterogeneous responses (Rhode et al., 1983a (Rhode et al., , 1983b . For instance, primary-like responses like those in the AVCN exhibit synchronous spiking to individual stimulus components in their excitatory frequency response areas that does not change when harmonics are mistuned, similar to auditory nerve responses (Sinex, 2008) . In contrast, chopper neurons, also in the ventral cochlear nucleus, respond to envelope periodicities with spiking to beats made by adjacent stimulus components rather than to individual components themselves (Sinex, 2008) . Interestingly, responses of neurons with 'build-up' spiking patterns (Pfeiffer, 1966) exhibit responses to mistuned sound complexes similar to those commonly observed for IC responses (Sinex, 2008) . Build-up responses are associated with fusiform cells of the dorsal cochlear nucleus (DCN), receive direct input from the auditory nerve, and project directly to the IC (Young et al., 1992) . Thus, fusiform cells possess the anatomical substrate to integrate a wide range of narrow band inputs (auditory nerve fibers) and broadband inhibitory inputs (wideband inhibitor) (Spirou and Young, 1991) . It is unlikely that this subset of DCN neurons alone can account for the large number of IC responses with complex spiking to mistuned sounds, but rather the IC likely both inherits and creates de novo responses (Sinex et al., 2005) .
Coarse temporal features of complex sounds are extracted by brainstem circuits
A key function of subcortical auditory processing is the integration of ascending parallel pathways via coincidence detection of incoming inputs. This integration enables the grouping of acoustic features that belong together such as harmonicity, similar start and stop times, and common temporal modulations of the sound envelope (Cooke, 1993) . Rapid periodic envelope modulations (>50 Hz) correspond to percepts of pitch, as previously discussed, whereas slower rates of modulation (<20 Hz) are perceived as rhythm (Zwicker and Fastl, 1990) . Coarse temporal structure is common in natural acoustic environments and there are signs that the mammalian auditory system has evolved to efficiently encode these signals prior to the cortex (Nelken et al., 1999) .
Envelope modulation
Synchronous spiking to fluctuations of the sound envelope is considered a neural correlate of percepts that are based on modulation frequency. In the primary auditory cortex, the range of modulation frequencies over which neurons can entrain their responses has an upper limit that is typically below 100 Hz (Yin et al., 2011) . In contrast, auditory nerve fibers can spike reliably to each phase of envelope modulations that approach 1000 Hz (Joris and Yin, 1992) . Therefore, there is a shift from a broad range of modulation encoding capabilities at the periphery to a preference for low modulation frequencies in the cortex (Joris et al., 2004) . This transformation in envelope processing begins subcortically. At the level of the IC, the upper modulation frequency limit for neuronal responses is about 200e300 Hz (Rees and Palmer, 1989; Krishna and Semple, 2000) , and this limit decreases further in subsequent processing centers in the auditory thalamus (Bartlett and Wang, 2007) and cortex (Schreiner and Urbas, 1988; Liang et al., 2002) . It is not exactly clear how the transformation from a high upper limit of modulation frequencies in the auditory nerve to a much lower limit in the IC is created, but differences in intrinsic membrane properties and synaptic mechanisms may be contributing factors (Joris et al., 2004) .
The spiking response of each principal cell type in the cochlear nucleus preserves the representation of stimulus modulations conveyed by the auditory nerve while performing additional processing. For example, neurons in the octopus cell area of the posteroventral cochlear nucleus (PVCN) exhibit highly synchronous response strength and quality to envelope modulations that exceed those of their nerve fiber inputs (Rhode, 1994) . In particular, octopus cells in the PVCN integrate inputs that cover a broad spectral range and precisely signal sound transients (Ritz and Brownell, 1982) , which are attributes suited for processing natural complex sounds such as animal vocalizations and human speech (Oertel, 1999; Felix et al., 2017) . Octopus cells target inhibitory neurons in the superior paraolivary nucleus (SPON) (Saldaña et al., 2009 ) and the ventral nucleus of the lateral lemniscus (VNLL) (Adams, 1997) , which also exhibit highly synchronous responses to envelope fluctuations (Kulesza et al., 2003; Zhang and Kelly, 2006) . However, compared to their inputs, neurons in the SPON and VNLL have restricted upper-limits of modulation rates to which they respond that closely match the IC (Kadner and Berrebi, 2008; RecioSpinoso and Joris) . This type of low-pass filtering in the SPON and VNLL is atypical below the level of the IC (Frisina, 2001; Joris et al., 2004) . Thus, temporal processing performed by octopus cells in the PVCN are capable of shaping responses to envelope modulations in the auditory midbrain indirectly via prominent inhibitory inputs from the SPON and VNLL (Felix et al., 2011 (Felix et al., , 2013 Recio-Spinoso and Joris, 2014) . Consistent with this idea, selective silencing of SPON inputs results in degraded response fidelity to low-rate envelope modulations in the IC (Felix et al., 2015) .
Gap detection
In addition to representing periodic envelope modulations with high precision, the neural circuit consisting of the PVCN and its target nuclei is suited for extracting much slower discontinuities in ongoing complex sounds. Behavioral studies in humans show that the ability to detect short silent gaps in between sounds plays an important role in speech perception (Glasberg and Moore, 1989; Snell and Frisina, 2000) . Combinations of vowels and consonants make up syllables that are separated by gaps that last tens of milliseconds in ongoing speech, which, over time, imparts a coarse temporal structure marked by repeated starts and stops in stimulus energy. For consonant-vowel combinations such as/ba/and/pa/, the time between the consonant release and the onset of voicing is critical for behavioral discrimination (Eggermont, 1995) . For these phonemes, a voice-onset time less than 30 ms will yield a percept of/ba/whereas a longer interval will be perceived as/pa/. The neural correlates of these perceptual outcomes are thought to rely on discrimination of gaps between acoustic elements. Responses of auditory nerve fibers and cortical neurons possess gap detection acuity that is in agreement with behavioral measures (Eggermont, 2015a) . However, a fundamental transformation occurs between the auditory periphery and cortex whereby sustained primary-like evoked responses of nerve fibers are largely supplanted by highly transient spiking behavior in the cortex. It has been suggested that transient spiking could enhance the gap-signal to noise ratio that may contribute to the perception of stimulus discontinuities, as these responses typically mark gaps with large increases in evoked spiking rate coupled with low rates of spontaneous activity when detected (Walton et al., 1997) . Behavioral gap detection is degraded when competing sounds activate multiple perceptual channels (Phillips et al., 1997) , therefore enhancements in subcortical processing that contribute to optimal feature extraction ultimately may result in improved listening abilities in complex acoustic environments. The IC contains a mixture of sustained and transient responses to stimuli, both of which are capable of signaling gaps with similar acuity to cortical responses (Walton et al., 1997) . Transient responses can be formed by combination of intrinsic membrane properties that can affect membrane excitability and synaptic inhibition which can limit response duration and sharpen the temporal precision of spiking. There is also evidence that inhibitory brainstem inputs can shape gap detection abilities in the IC, while having little impact on spiking patterns (Felix et al., 2015) .
Forward masking
An important observation that emerged from early behavioral studies of gap detection was that when two sounds are separated by a silent gap, the presence of the leading sound increases the detection threshold of the trailing sound in a level-dependent manner (Plomp, 1964) . This phenomenon, known as forward masking, is thought to be mediated by multiple mechanisms that depend on whether effects are short-or longer-term. Long-term masking effects, in particular, are likely due in part to temporal integration in the central auditory system (Wehr and Zador, 2005) . In a complex acoustic environment, a sound source of interest may exert forward masking on secondary sources thereby increasing contrast between the signals. If this amplification process were repeated at multiple stages of subcortical processing, it could possibly aid in auditory stream segregation in the cortex (Middlebrooks and Bremen, 2013) . Proposed neural correlates of forward masking include adaptation of responses that first occur at the level of auditory nerve and central mechanisms mediated by synaptic inhibition (Nelson et al., 2009) . While both proposed mechanisms likely contribute to behavioral forward masking, brainstem circuits appear to play a critical role, as the activity of auditory nerve fibers alone do not account for the level-dependent effects of masking sounds observed in behavioral experiments (Relkin and Turner, 1988; Plack and Oxenham, 1998) . At the level of the IC, neuronal activity can largely account for perceptual masking with respect to the relationship between masker level and the detection threshold of a subsequent sound (Nelson et al., 2009 ). This 'growth of masking' from the level of the auditory nerve to the midbrain is attributed to synaptic inhibition from the brainstem to the IC, which acts to boost the masking effects at higher sound levels where nerve fiber responses are saturated (Relkin and Turner, 1988) . Although this mechanism has yet to be tested directly, modeling studies indicate that inputs to the IC from the SPON alone (Salimi et al., 2017) or in combination with those of the dorsal nucleus of the lateral lemniscus (Gai, 2016) may provide the inputs needed to shape masking properties when interstimulus intervals are short (50e100 ms). Additional masking at longer intervals that has been observed behaviorally may be due to additional mechanisms such as synaptic suppression (Wehr and Zador, 2005) .
The processing of sound source information emerges in the brainstem
Spatial auditory cues serve to locate sounds in the environment. This 'where' information, coupled with 'what' information extracted from pitch, timbre, and rhythm cues, form the basis of acoustic feature binding used by the cortex to form auditory objects (Snyder and Elhilali, 2017) . Interaural timing difference (ITD) represents the primary cue used by humans for sound localization in the spectral range of speech (Smith and Price, 2014) . There is a basic understanding of the neural underpinnings of ITD processing among a variety of mammalian species, however recent evidence suggests that the system may adapt depending on changing environmental conditions (Bronkhorst, 2015; King et al., 2011) .
Specialized auditory brainstem circuits are responsible for the initial extraction of ITD information. The precise timing of the phases of incoming sound spectra is conveyed by auditory nerve fibers to spherical bushy cells of the AVCN via temporally secure calyx-type synaptic terminals (Grothe et al., 2010) . Spherical bushy cells represent phase by responding faithfully to the temporal fine structure and envelope of acoustic signals for respective low and high frequency sounds. In fact, the coincidence detection of multiple inputs to each bushy cell enables an increased temporal precision compared to nerve fibers responses (Joris et al., 1994) . Spherical bushy cells innervate their targets bilaterally at an initial stage of binaural processing in the medial superior olive (MSO). The detection ITDs on a sub millisecond timescale by MSO bipolar cells can largely be achieved by a mechanism that involves a combination of linear summation of excitatory inputs from both ears via bushy cell inputs and nonlinear features of spiking probability (van der Heijden et al., 2013) . However, MSO neurons are also targeted by neuronal projections from the lateral and medial nuclei of the trapezoid body that provide the well-timed inhibition (Brand et al., 2002; Grothe and Koch, 2011 ) that precedes the arrival of excitatory inputs . The contribution of synaptic inhibition to ITD processing in the brainstem has not been completely resolved, but it appears to improve the consistency and resolution of ITD coding by narrowing the temporal window for the coincident detection of excitatory inputs . Another role for inhibition in ITD processing may be to localize natural sounds that contain a broad range of frequencies, perhaps to aid in the suppression of sounds in noisy environments (Portfors and von Gersdorff, 2013) .
Beyond the level of the brainstem, sound localization processing is enhanced through a variety of mechanisms. For instance, the IC integrates information from ITD processing circuits with those that represent interaural level differences and spectral notches, resulting in the first site in the auditory pathway where these cues are represented in one location (Grothe et al., 2010) . The neural representation of sound localization in the horizontal plane is improved in the midbrain in part by modulatory gain control that each IC exerts over the other (Orton et al., 2016) . Gain control is mediating intercollicular interactions via commissure of the IC, which contains projections from both excitatory and inhibitory neurons. Thus, the ability of the inferior colliculi to act in concert may be due to a modification in the balance of excitation and inhibition (Murphy and Miller, 2003) or by another mechanism such as synaptic depression (Rothman et al., 2009 ). Additionally, neurons in the IC display response properties which permit the segregation of multiple spatially separated sound sources despite the fact that the sounds interfere with each other and create a distorted representation of the acoustic scene (Day and Delgutte, 2013) . In highly reverberant listening conditions, temporally integrated population responses of IC neurons underlie robust sound localization that can account for listener performance measured behaviorally (Devore et al., 2009; Wang et al., 2014) . In such cases, the first arriving sound dominates the perception of location relative to sounds that closely follow, a phenomenon known as the precedence effect. A number of physiological mechanisms could contribute to enhanced spatial processing in complex acoustic environments including synaptic depression (Wu et al., 2002) , properties of intrinsic membrane channels (Sivaramakrishnan and Oliver, 2001) , and long-lasting inhibition (Pecka et al., 2007) .
Subcortical selectivity for natural complex sounds is mediated by synaptic inhibition
It is clear that salient features of complex sounds are extracted subcortically by specialized networks of neurons. Natural sounds that originate from the same source have temporally coherent features that are bound together and analyzed in the cortex (Bregman, 1990) . This process allows biologically relevant information to be conveyed, which ultimately elicits appropriate behaviors needed for survival. Perhaps the most critical types of complex sounds that mammals encounter are species-specific vocalizations such as human speech sounds. It is thought that the auditory system in most animals has evolved to efficiently encode conspecific vocalizations which vary in frequency and intensity over time and evoke percepts of pitch, timbre, and rhythm (Snyder and Elhilali, 2017) . In the auditory cortex, efficient strategies for encoding vocalizations are driven by selectivity to complex acoustic features (Atencio et al., 2012; Gaucher et al., 2013a,b) . For instance, the cortex exhibits population diversity whereby individual neurons with heterogeneous receptive fields are capable of discriminating vocalizations using both spike rate and the temporal spiking pattern, which act to minimize response correlations and maximize information throughput (Gaucher et al., 2013b; Chechik et al., 2006) . Many characteristics of cortical vocalization processing are evident in neuronal responses subcortically, although to a lesser extent (Chechik et al., 2006; Holmstrom et al., 2010) .
A common theme among neural populations that exhibit selectivity for vocalizations is the heavy influence of synaptic inhibition (Mayko et al., 2012; Gaucher et al., 2013a) . For instance, blocking membrane receptors that mediate inhibitory conductances in the IC decreases selectivity to vocalizations Xie et al., 2005; Mayko et al., 2012) . This effect is thought to be due to the removal of inhibitory areas that flank excitatory regions of neural response maps, which normally contribute to vocalization selectivity by limiting the number of vocalizations that evoke a neural response (Pollak, 2013) .
Neural activity to vocalizations that cannot be predicted by pure tone-evoked frequency response maps can arise based on the temporal properties of different vocalizations whose frequency profiles overlap. For instance, if a vocalization contains energy that is modulated from low to high frequencies over time, neurons that receive low frequency inhibitory input may not respond to the stimulus, even though the vocalization spectrum overlaps with excitatory response areas of the neuron at higher frequencies (Pollak, 2011) . This type of response shunting mediated by inhibition can serve as a filter to discriminate between vocalizations that have similar frequency ranges and durations but differ in more subtle spectrotemporal features such as the direction of frequencymodulated sweeps. In contrast, auditory regions that do not possess prominent sideband inhibition exhibit responses that can be predicted largely by their frequency response maps alone Xie et al., 2005) .
Until recently, it was thought that vocalization selectivity first occurred in the midbrain, despite the fact that several early brainstem nuclei have frequency response maps with strong sideband inhibition (Pollak, 2013) . For instance, fusiform cells in the DCN display some selectivity for vocalizations (Roberts and Portfors, 2015) . This is not surprising given that, in addition to auditory nerve inputs, fusiform cells receive inhibitory inputs from local interneurons (Young et al., 1992) . Fusiform cells project directly to the IC, therefore some of the selectivity to vocalizations observed in the midbrain is likely inherited from the brainstem.
Selectivity to vocalizations can occur through differences in evoked spike rate mediated by inhibition, but there are additional strategies that neurons may use to confer selectivity even when the spiking rates to multiple vocalizations are the same. Like the cortex, many neurons in the IC encode natural sounds in a heterogeneous manner that is driven by feature extraction (Holmstrom et al., 2010) . This approach to vocalization processing relies partly on the analysis of spike timing patterns, which results in greater transfer of information regarding stimulus identity compared to more distributed coding strategies employed at the periphery that include higher response redundancy (Chechik et al., 2006; Schnupp et al., 2006; Huetz et al., 2009 ). Furthermore, this discrimination ability is capable of matching behavioral discrimination (Neilans et al., 2014) . It is unclear whether the transformation from a distributed redundant processing strategy at the periphery to a more heterogeneous encoding in the cortex occurs in the midbrain or if there is a gradual shift along the ascending auditory pathway, although the latter scenario may be more likely (Chechik et al., 2006) .
Task specific attention modifies subcortical processing of complex sounds
From the studies reviewed in the previous sections, it is clear that networks of brainstem and midbrain neurons contribute to transformations in the representation of acoustic features between the auditory nerve and cortex. Thus, subcortical pathways represent bottom-up processing that aids in the perception of meaningful sounds. However, top-down processing also has a critical role in the perception of complex sounds, particularly in an acoustically challenging environment (Moore, 2012) . Selective attention, such as an endogenous focusing on a voice at a specific spatial location, is primarily thought to be a top-down process that greatly aids in the segregation of auditory objects (Bronkhorst, 2015) . This potential role in acoustic scene analysis may be achieved by top-down networks that mediate selective attention interacting with bottom-top networks that extract acoustic feature information in order to direct limited processing resources to behaviorally relevant tasks (Caporello Bluvas and Gentner, 2013) . In fact, studies show that neural selectivity can be modified when animals are engaged in auditory tasks, which can lead to improved discrimination of complex sounds (Fritz et al., 2003) . The effects of selective attention on task performance that are observed in the primary auditory cortex (Fritz et al., 2003; Niwa et al., 2012) become even stronger in secondary belt areas, suggesting a cortical pathway for processing attended objects (Atiani et al., 2014; Niwa et al., 2013) .
There is evidence that cortocollicular projections from the auditory cortex to the IC also may influence task-specific changes in receptive fields (Slee and David, 2015) . Manipulating these topdown projections induces changes in spectral tuning in the IC (Ma and Suga, 2001) . It is also possible that task-specific changes in receptive fields are shaped by neuromodulators via serotonergic or dopaminergic systems that heavily innervate the IC (Hurley and Pollak, 2001; Gittelman et al., 2013) . Task-specific plasticity in the IC supports an updated model in which bottom-up pathways that encode acoustic features interact with top-down networks that mediate selective attention beginning subcortically rather than at the level of the cortex (Slee and David, 2015) .
Abnormal processing in the subcortical auditory system
When dysfunction of the auditory system occurs, individuals typically have trouble processing speech sounds in natural listening environments. This inability to adequately communicate can have far-reaching negative social consequences. In many cases, auditory problems occur despite normal ear function, suggesting a contribution from abnormal central auditory processing. A fundamental goal of auditory neuroscience is to identify the underlying causes of auditory dysfunction in order to guide effective treatments that lead improved health and quality of life. Auditory disorders are diverse and can be caused by a variety of factors including aging, types of noise damage, and autoimmune condition, which all disproportionately affect neural tissue (Eggermont, 2015b) . These conditions share basic characteristics that include the degradation of temporal processing (Walton, 2010) and an imbalance in the strength of synaptic excitation and inhibition (Caspary et al., 2008) . In the following sections, we consider how knowledge about subcortical processing gained from animal studies can influence the understanding of human speech processing. It is particularly important to determine whether auditory disorders that have historically been thought to be a result of deficits in higher-order cognitive processing have underlying deficits in subcortical neural pathways. This information will directly impact future development of therapeutics. However, we must keep in mind that there are fundamental differences in both structure and function of the auditory systems of humans and laboratory animals, and care must be taken to not overstate the importance of any one particular animal model for a complex human disorder. Human studies could benefit nonetheless from animal models where more in depth experiments can be conducted.
Aging
Behavioral studies in humans demonstrate that older individuals have trouble with complex sound processing compared to younger, normal-hearing subjects (Gordon-Salant and Fitzgibbons, 1993; Hutka et al., 2013) . Distorting the fine structure of speech by introducing temporal jitter results in reduced word identification in noise for young listeners that is similar to that of older listeners' poor recognition of intact speech in noise (Pichora-Fuller et al., 2007) . The processing of coarse sound structure is also affected by age, as older listeners exhibit increases in gap detection thresholds up to two-fold compared to younger individuals (Schneider et al., 1994) . Age-related deficits in gap detection are even more pronounced in difficult listening conditions (Snell and Frisina, 2000) , which may be due to a combination of degraded early processing and a more demanding cognitive workload (Harris et al., 2010) . In addition, older adults experience reduced sound localization accuracy, particularly for lateral sound source positions (Freigang et al., 2015) . The negative effects of aging on complex sound processing have been clearly demonstrated and advances in identifying the neural correlates of dysfunction have been progressing at a rapid pace. One tool that has proven valuable for investigating auditory disorders in humans is the auditory evoked potential, which measures the synchronous activity of large populations of neurons in response to sound stimuli in a noninvasive manner. This method is increasingly employed to assess central auditory function during complex sound processing in subjects with both normal and abnormal listening abilities (Boettcher, 2002) .
Auditory evoked potentials that occur hundreds of milliseconds after sound stimulation are used to assess cortical responses in subjects with auditory disorders. Measuring the amplitude and timing of these long latency peaks in the evoked potential can provide information on how well an individual can discriminate complex sounds. For instance, older subjects exhibit decreased response amplitude and increased peak latency to speech sounds compared to younger controls (Anderson et al., 2012; Johnson et al., 2005) , which may provide clues for understanding speech discrimination deficits measured behaviorally in aged individuals. Additionally, abnormalities in the auditory evoked potential can signal problems beyond auditory disorders such as common neurological conditions (Michie, 2001) . We now know that problems with low-level acoustic feature extraction can lead to problems with speech processing. Thus, analysis of the auditory brainstem response (ABR), which represents the early portion of the evoked potential, has become a useful tool for diagnosing central auditory processing disorders. In the case where cochlear deficits are not suspected and hearing thresholds are normal, ABRs can reveal impaired processing specific to the brainstem. Standard ABRs are recorded in response to pure tones and clicks ( Fig. 2A) . In that latter case, distinct neural generator sites are specific for the primary ABR waveform components, from wave I, which represents the auditory nerve response, to the mid-latency components that reflect IC activity (Legatt, 1988) . Thus, characteristics of the ABR waveform can provide clues for more precise locations of auditory deficits, although there is some disagreement over whether aging actually increases peak latencies and decreases amplitudes, for instance (Boettcher, 2002; Khullar and Babbar, 2011) . ABRs are also becoming increasingly useful for studying the processing of complex acoustic stimuli and for characterizing impaired responses to behaviorally relevant sounds Anderson et al., 2010; Skoe et al., 2015, Fig. 2B ). Stereotyped brainstem responses to the phoneme/da/, for instance, help to reveal specific impairments due to aging or poor speech-in-noise performance (Fig. 2CD) . The use of the speech-evoked ABR also reveals reduced brainstem encoding of spectral pitch and timbre speech cues in older adults with little or no hearing threshold deficits (Clinard and Tremblay, 2013; Bidelman et al., 2014) . Therefore, deficits that occur early in the hierarchical processing of complex sounds could influence aberrant behavior of cortical networks in aged individuals Moore (1987) . Animal studies may show slightly different waves and therefore different neural generators according to the specie. B. Representation of the 40 ms of syllable/da/stimulus (gray) and the associated speech-ABR (black). The seven lettered peaks, standardized by the group of Kraus , reflect the sound onset response (V, A), transition area (C), periodic area (D, E, F), and the offset response (O). Therefore, some specific aspects of the acoustic signal are preserved (including the temporal envelope) and reflect the neural coding. The generators are unclear because of the stimulus nature, but mostly are thought to reflect inferior colliculus (IC) coding. Adapted from Skoe and Kraus (2010) . C. Latency trajectories for six characteristic peaks of the/da/speech-ABR as a function of age. Adapted from Skoe et al. (2015) . D. Timing shifts for some peaks in the/da/speech-ABR from quiet to noise background for top (red heavy line) and bottom (black line) performance groups for a speech in noise (SIN) test. Adapted from Anderson et al. (2010) . . In addition to degraded spectral processing, normal-hearing older individuals also may have decreased aspects of temporal processing compared to normal-hearing younger subjects. When speech-evoked ABR recordings were conducted in aged individuals, responses to rapidly changing formant transitions were delayed and of greater response variability (Anderson et al., 2012) . In addition, older adults have decreased synchronization of evoked neural activity and reduced ABR peak amplitudes compared to younger adults. These findings indicate that an age-related loss of temporal precision of subcortical processing may partially account for speech processing difficulties in older individuals. Another factor that likely contributes to performance on listening tasks is selective attention, which can also affect subcortical activity measured by the ABR frequency following response (Rinne et al., 2008) . Therefore, in real-life listening conditions, a combination of bottom-up and top-down processes shape the perception of speech in states of normal and abnormal auditory function (Dai and Shinn-Cunningham, 2016) .
Animal models of human auditory processing are used extensively to probe the effects of aging on auditory dysfunction. For instance, behavioral gap detection tests indicate elevated hearing thresholds in old versus young rats (Suta et al., 2011 ) that approximate threshold changes measured behaviorally in humans (Schneider et al., 1994) . However, in real-life listening conditions, the central auditory system functions to improve signal detection at supra-threshold sound levels. In section 2.2, we discussed how gap detection heavily relies on subcortical processing. Neural correlates of gap detection in the rodent IC reveal a range of detection thresholds for single neurons that are comparable to behavioral thresholds (Walton et al., 1997; Kadner and Berrebi, 2008) . When age is taken into account, old animals have fewer neurons that are able to detect very short gaps (1e2 ms) compared to young animals, and phasic responses to post-gap stimuli for older neurons have sluggish recovery profiles (Walton et al., 1997) . In addition, agerelated changes in response to envelope modulation are apparent in subcortical processing networks. These changes result in a shift from a greater proportion of bandpass neurons that responded well to a mid-range of modulation rates but poorly to low and high rate in younger animals to fewer bandpass and more low pass neurons in older animals. These characteristics of aged neurons are also observed in the IC, where older animal have a greater amount of bandpass neurons (Shaddock Palombi et al., 2001; Walton et al., 2002) . Furthermore, older neurons exhibit reduced response selectivity to tone pulse trains and complex sounds compared to younger animals (Khouri et al., 2011) . While the contributions of elevated thresholds to the aging effects need to be clarified in some of these studies, together, they suggest reduced temporal acuity with age and support a significant role for subcortical spectral and temporal processing networks in the impaired performance of older adults on behavioral tasks.
Several fundamental age-related changes in complex sound processing are likely due in part to an imbalance in excitatory and inhibitory neurotransmission in the auditory brainstem. Decreases in pre-and postsynaptic inhibitory transmission are common to multiple sensory systems with aging (Caspary et al., 2008) . At the level of the cochlear nucleus, the lower levels of glycine present in aged animals (Willott et al., 1997) combined with altered receptor subunit composition (Krenning, 1998) likely lead to reduced soundevoked inhibition and degraded temporal responses (Caspary et al., 2005) . Generally, age effects are similar in the IC except that it is primarily changes in GABA release and GABA A receptor subunits that impact temporal processing rather than glycine (Milbrandt et al., 1996; Shaddock Palombi et al., 2001) . Because the effective processing of broadband natural sounds is thought to depend on heterogeneous frequency receptive fields at the levels of the IC and cortex (Chechik et al., 2006) , any loss in inhibitory strength that reduces heterogeneity may impact complex sound processing. Indeed, when inhibition is blocked locally in the IC, frequency response areas of neurons typically broaden (Palombi and Caspary, 1996) , resulting in a decrease in heterogeneity among the population. For example, brainstem-derived inhibition is vital for creating combination-sensitive neurons, which respond best to multiple distinct sound frequency bands and are thought to contribute to nonlinearities in the IC that aid in vocalization processing (Nataraj and Wenstrup, 2005; Portfors and Felix, 2005) . In older animals with age-related hearing loss, there are fewer combinationsensitive neurons in the IC compared to normal-hearing controls, which may have a role in degraded perception of complex sounds with age (Felix and Portfors, 2007) .
In addition, the loss of neural synchrony observed in the speechevoked ABR of older adults may be accounted for, in large part, by reduced inhibitory strength. For instance, octopus cells in the PVCN are thought to give rise to a brainstem pathway that is specialized for temporal processing (Oertel, 1999; Felix et al., 2017) . Although octopus cells produce excitatory neurotransmission, their primary targets in the SPON and VNLL inherit exquisite temporal response properties and provide robust and widespread inhibitory input to the IC (Schofield, 2005) . The fact that neurons in both the SPON and VNLL are suited for extracting coarse temporal features of broadband sounds suggests an important role in encoding vocal communication . When inputs from the SPON are selectively inactivated, gap detection thresholds increase in the IC and responses to changes in envelope modulation degrade (Felix et al., 2015) . These findings are consistent with a loss of inhibitory strength as a potential contributor to reduced temporal processing and loss of neural synchrony that accompanies aging in humans.
Auditory synaptopathy
The importance of temporal processing in detecting and discriminating complex sounds in real-life situations indicates that decreases in neural synchronization may contribute to listening deficits. As we discussed previously, an imbalance of synaptic excitation and inhibition in central processing circuits can partially account for dyssynchronization. However, in many cases the source of temporal processing deficits likely occurs at the interface of the auditory sensory receptors and spiral ganglion neurons that comprise the auditory nerve (Rance and Starr, 2015) . Dysfunction of the peripheral synaptic coding of sound by inner hair cells is termed auditory synaptopathy (AS). Abnormal auditory nerve activity despite normal function of hair cells in the cochlea is the hallmark of a spectrum of conditions termed auditory neuropathy (AN). This set of disorders (AS/AN) is sometimes used interchangeably, mostly because both disorders are difficult to disambiguate from functional recordings (Moser and Starr, 2016) . The behavioral consequences of AS/AN are observed in older individuals with the listening difficulties described above, but also may extend to include all ages. In cases of acquired AS/AN, overstimulation of hair cells can lead to changes in spiral ganglion dendritic terminals that result in fewer functional nerve fibers in animals (Liberman and Kujawa, 2017) . This type of auditory nerve damage has been shown in animals to occur in cases where noise exposure leaves hair cell function relatively unaffected. Because traditional hearing tests mostly measure auditory thresholds, which might be blind to some hair cell or auditory nerve fibers loss, the detection of AS/AN requires additional methods that include a closer examination of neural activity.
Animal studies suggest that a loss of functional low-threshold, high spontaneous-rate nerve fibers stemming from an acoustic trauma results in a reduction of the overall strength of auditory nerve activity represented by wave I of the ABR (Bourien et al., 2014) . However, it is unclear whether a similar reduction of the wave I amplitude occurs in humans or if other noise exposure effects are responsible for listening problems in individuals with normal hearing thresholds Prendergast et al., 2017) . In cases where wave I amplitudes are reduced in noiseexposed human subjects, the effects appear to be less robust compared to animal models and may occur via a different mechanism (Stamper and Johnson, 2015) . Altered waves in the ABR signal could also reflect degraded nerve and brainstem processing of acoustic transients such as sound onsets and offset or noiseinduced deficits in steady-state processing such as synchronous activity to envelope modulation (Bharadwaj et al., 2014) . Thus, it is possible that noise damage can influence low-level neural processing that impacts the extraction of temporal sound features, largely independent of measurable hair cell damage. For instance, a loss of functional nerve fibers could result in altered behavioral forward masking abilities in humans associated with ABR peak latency shifts (Mehraei et al., 2017) . The sound-evoked response synchrony demonstrated by auditory nerve fibers is conveyed to neurons in the cochlear nucleus, which integrate fiber inputs and produce spiking output with enhanced temporal precision. Therefore, processing deficits that arise from reduced strength of nerve activity are likely exacerbated in subcortical processing networks.
In the AVCN, decreased synchrony of fiber inputs to bushy and stellate cells may affect accurate sound localization and pitch processing (section 2 of this review). In addition, octopus cells of the PVCN and fusiform cells of the DCN receive inputs from many nerve fibers that span a wide range of frequencies. Thus, if noise damage impacts a broadband spectral representation, the function of octopus and fusiform cells may be disproportionately impaired. This potential outcome would likely negatively affect processing of complex, natural sounds which typically contain broadband acoustic content. Octopus cells, in particular, rely on synchronous activity of broadband inputs to signal acoustic transients and to produce high fidelity responses to modulation of the sound envelope (Ritz and Brownell, 1982) . These neurons may therefore contribute substantially to changes in the speech-evoked ABR either directly or indirectly via inhibitory inputs to IC.
Considerable knowledge of the intrinsic and synaptic properties of auditory brainstem circuits has been amassed in animal models. However, it is difficult to test the function of distinct subcortical pathways in the human auditory system. Recent modeling approaches provide initial steps toward bridging potential mechanisms of auditory dysfunction obtained from animals and characteristics of global neural activity in humans. For instance, relating response properties of single neurons in subcortical pathways to scalp-recorded ABR activity is a powerful approach to understanding the causes of auditory disorders (Verhulst et al., 2015) .
The perceptual consequences of AS/AN may differ from the effects of damage to the sensory epithelium in the cochlea. Even with evidence of unaffected pre-neural cochlear function, individuals may have difficulty judging the direction of sound sources as well as an inability to accurately discriminate complex sounds that rapidly change over time (Rance et al., 2004) . The neural correlates of perceptual deficits associated with AS/AN likely include shortcomings with extracting interaural timing differences and difficulty detecting short gaps and fast amplitude modulations in ongoing stimuli, which are tasks that rely on subcortical processing networks. The end result of degraded temporal processing is the common complaint that affected individuals can hear complex sounds such as speech but often cannot understand what is being said (Plack et al., 2014) .
Similar to age-related listening problems, individuals with cases of suspected auditory neuropathy have trouble detecting and discriminating speech in noisy environments beyond what would be expected with cochlear sensory hearing loss alone (Rance and Starr, 2015) . This type of perceptual deficit may be due, in part, to the selective loss of auditory nerve fibers. Animal studies indicate that noise damage that is strong enough to damage the auditory nerve while leaving hair cells unaffected preferentially targets fibers with high sound-evoked thresholds and low spontaneous activity (Kujawa and Liberman, 2009 ). This class of nerve fiber is thought to be recruited in noisy conditions when the responses of other fibers with low thresholds and high spontaneous rates become saturated, thereby potentially aiding in the detection of meaningful sounds (Kujawa and Liberman, 2015) . It is clear from several animal studies that noise damage below the 'traumatic' level which induces sensory hearing loss in the cochlea can nevertheless lead to a loss of auditory nerve function (Kujawa and Liberman, 2006) . This finding is alarming due to the fact that noise at these 'threatening' levels (80e105 dB) is frequently encountered in everyday life, often for long periods of exposure (Gour evitch et al., 2014) . Because hearing thresholds may remain normal after threatening noise exposure, damage to the central auditory system may go unnoticed until perceptual deficits arise. Therefore, an increase in awareness of noise exposure that was once thought of as harmless is warranted to guard against 'hidden' types of hearing loss (Liberman and Kujawa, 2017) .
Auditory processing disorder
A hallmark of AS/AN and some types of age-related deficits is the absence of changes in hearing thresholds measured at the periphery. This defining characteristic is shared with central auditory processing disorder (APD), which is broadly defined as unexplained listening difficulties and poor performance on auditory processing tasks despite a normal audiogram (Bellis and Bellis, 2015) . Cases of APD have become increasingly common, yet the clinical measures used for diagnosis are not completely agreed upon and there is also disagreement over the underlying causes of dysfunction (Moore et al., 2010) . There are considerable benefits to gaining a better understanding of APD due to the estimated 2e5% of school-aged children thought to be affected (Bamiou et al., 2001 ) and evidence suggesting that problems with complex sound processing are associated with learning difficulties and potentially other behavioral problems (Moore, 2012) . Although the factors that contribute to APD are not completely clear, a combination of bottom-up and top-down processing appears to be responsible for problems with the perception of complex sounds (Moore, 2012) . In suspected cases of APD, subjects often perform poorly on behavioral listening tasks (Eggermont, 2015b) . These deficits may be due in part to a variety of causes including non-auditory factors such as the inability to perform the task adequately. However, deficits in spectral and temporal sound processing likely contribute substantially. For instance, difficulties with discrimination of frequencymodulated sounds occur for children with APD (Dawes et al., 2009 ). In addition, impaired gap detection ability, which represents a loss of temporal acuity, is reported for children diagnosed with APD. For this group, deficits in gap detection are found when sound stimuli bounding the silent period are spectrally different but not in conditions when sounds are the same (Phillips et al., 2010) . The detection of gaps between acoustically different sounds is associated with processing among distinct perceptual channels, therefore APD may affect auditory object formation and discrimination.
There currently is no definitive objective measure of APD, which is not surprising given the complex, heterogeneous nature of the disorder. However, abnormalities in the speech-evoked ABR of a subpopulation of children with learning problems provide insight into potential sources of auditory dysfunction (Fig. 2C) . Similar to the abnormal ABR in subjects with auditory neuropathy, cases involving learning difficulties demonstrate increased latencies of wave V representing synchronous midbrain activity to the stimulus onset, as well as delayed timing of wave O which signals the sound offset (Johnson et al., 2005) . These deficits in temporal acuity, along with features of degraded spectral processing (Wible et al., 2004) suggest that detectable changes in subcortical activity may account for aspects of abnormal bottom-up processing in variety of potentially related auditory disorders. It remains unclear how abnormal brainstem processing associated with APD arises. There appears to be a large degree of variability among normal-hearing young adults with respect to central temporal coding compared to measures of cochlear mechanical function (Bharadwaj et al., 2014) . Nevertheless, a reduction in low-level temporal coding capabilities correlates with poor performances on both auditory perceptual tasks and measures of selective attention.
Multiple sclerosis
Patients with multiple sclerosis (MS) typically display deficits in temporal resolution and auditory pattern detection compared to age-and gender-matched control subjects (reviewed by Eggermont, 2015b) . The origin of these problems are attributed to selective demyelination of central auditory processing pathways and the severity of dysfunction is highly variable depending on the exact location of disease foci. As with other disorders discussed in this review, auditory deficits associated with MS most often occur despite relatively normal cochlear function (Doty et al., 2012) and affect the encoding of temporal information, particularly in noisy environments (Valadbeigi et al., 2014) . Also similar to individuals with other auditory disorders, wave V of the ABR is abnormal in MS patients (Robinson and Rudge, 1977) . In addition, demyelination results in disruption of temporal processing tasks including monaural gap detection and binaural spatial processing (Hendler et al., 1990) . Furthermore, speech-in-noise deficits occur when demyelination foci are located in subcortical nuclei (Rappaport et al., 1994) . Thus, MS shares a number of characteristics of auditory dysfunction with other disorders, suggesting that potential treatments that target early neural processing may have widespread benefits.
Clearly, using animal models to understand human hearing and associated disorders has been useful in many respects. However, many fundamental questions remain unanswered. A partial solution is to continue to develop model systems, particularly through the use of genetic engineering, enabling the use of powerful scientific tools to probe neural mechanisms underlying auditory disorders. The strength of this approach is in combining what we know of clinical signs of auditory dysfunction with the wealth of knowledge acquired from animal models.
Conclusions
In order to understand biologically meaningful sounds in everyday listening conditions, the auditory system must extract spectral, temporal, and spatial information from acoustic signals. This information is recoded and filtered at various stages of auditory processing, which ultimately results in the formation of the higher-order representations that we perceive (Bregman, 1990) . Subcortical pathways represent early-stage processing on which sound perception is built, therefore problems with understanding complex sounds such as speech often have neural correlates of dysfunction in the auditory brainstem, midbrain, and thalamus.
Tools that aid in clinical diagnoses increasingly are used to assess the efficacy of treatments for impairments of early auditory processing in various conditions such as aging and learning problems in children (Strait and Kraus, 2014) . Studies of auditory disorders in human subjects, along with the investigation of potential underlying mechanisms in animal models, provides a promising template for understanding complex sound processing in both normal and abnormal states of function.
