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Abstract—In modern supercomputer architectures, the I/O
capabilities do not keep up with the computational speed.
Image-based techniques are one very promising approach to a
scalable output format for visual analysis, in which a reduced
output that corresponds to the visible state of the simulation is
rendered in-situ and stored to disk. These techniques can support
interactive exploration of the data through image compositing
and other methods, but automatic methods of highlighting data
and reducing clutter can make these methods more effective. In
this paper, we suggest a method of assisted exploration through
the combination of feature-centric analysis with image space
techniques and show how the reduction of the data to features
of interest reduces occlusion in the output for a set of example
applications.
Index Terms—occlusion, feature, in situ, image space, Cinema,
pattern detection, moment invariants
I. INTRODUCTION
The development of modern supercomputer architectures
tends to increase the computational capacity faster than the I/O
bandwidth [22]. Because of this, the visualization community
has developed in-situ analysis techniques that can identify
areas of interest in data and reduce the amount of data written
to disk. These techniques can help scientists manage the
output of their simulations in order to make large results more
manageable and explorable.
For visual inspection of large data, image-based approaches
such as Cinema [4] provide a compact, interactive repre-
sentation of data that is extremely scalable. Cinema is an
analysis ecosystem, made up of a set of database specifica-
tions, writers, algorithms, and viewers 1. It is an innovative
way of capturing, storing, and exploring extreme scale scien-
tific data. It is a highly interactive image-based approach to
data analysis and exploration that promotes investigation of
large scientific datasets, and is easily integrated into existing
workflows through extensions to widely used open source
tools. This novel approach supports interactive exploration of
a wide range of results, while still significantly reducing data
movement and storage.
In exascale applications, we expect to compute 1018 flops
per second on data of peta- to exabytes. Regardless of the
size of the data, the size of an image will remain in the
area of 106 pixels. Cinema provides writers and readers that
capture a dataset from different angles, and viewers that
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can later display them coherently providing the illusion of
interacting with the data itself. Cinema viewers can composite
images, which allows a wide variety of interactions, including
turning elements ‘on’ and ‘off’, and interactive slice, color,
and opacity controls, making the system very flexible for
exploration. However, assisted exploration, in which various
features are highlighted by in-situ algorithms, can vastly
improve a scientist’s exploration of the data by suggesting
areas of interest for interactive exploration.
Fig. 1: Diagram of the Cinema ecosystem showing how
writers, database specifications, viewers and algorithms work
together to capture, analyze, and visualize data artifacts from a
variety of scientific use cases. A common element of a Cinema
database is a set of images that provide an interactive dataset
for exploring even extremely large datasets.
Image space techniques work well if the majority of the data
lies on surfaces, Figure 2, but for general three-dimensional
data, they suffer from occlusion, like any 3D visualization, as
we have only a two-dimensional space to display information.
For each pixel, there is only one color that can be displayed,
even though it has to represent all the data that lies on the
line spanned by it and the observer’s eye. That means that
for everything we draw, we have to discard a myriad of
information.
For this paper, we assume that the application scientists
already have prior knowledge about the dataset and some
feature in which they are particularly interested. We search for
this pattern and use the result to prioritize the visualization and
reduce the occlusion by rendering transparent all areas that do
not resemble the feature. This allows the application scientist
to analyze the areas of interest from all sides without being
obscured by clutter.
We have released the open-source VTK module MomentIn-
Fig. 2: Generating a Cinema database through snapshots of the
data from different angles. The composition of images allows
an interactive exploration of the data. However, the inside of
the globe can not be seen.
variants [2], [7], [45]. Based on the algorithm developed by
Bujack et al. [18], this module performs rotation invariant
pattern detection on two- and three-dimensional scalar, vector,
and matrix fields. The architecture with example images can
be found in Figure 3. Its major advantage is that it is rotation
invariant without requiring known point to point relations.
This means that we provide only one instance of the template
pattern and the technique will find any arbitrarily oriented
match.
The combination of this black-box pattern detection algo-
rithm with Cinema creates visualizations that meet the three
requirements of in-situ visualization stated by Ahrens et al [4]:
• To preserve important elements of the simulations.
• To significantly reduce the data needed to preserve these
elements.
• To offer as much flexibility as possible for post-
processing exploration.
The main contributions of this paper are:
• Release of an open-source implementation of the
moment-based rotation-invariant pattern detection algo-
rithm [18] through VTK.
• Application in a workflow to reduce occlusion in 3D in-
situ visualizations, like Cinema databases, and
• Demonstration of the concept for direct and for sparse
visualization techniques in two example applications.
II. RELATED WORK
In situ visualization and analysis is an important mechanism
for extreme scale simulations because it can impact the cost
of data movement and storage for traditional post process-
ing methods [12], [37]. Since we want to explore the data
visually, image based techniques [47] are a straight forward
strategy [21], [27], [51].
We will make use of Cinema [4], [53], which provides
tremendous data reduction while preserving a maximum of
flexibility in the exploration. It has been used in many ap-
plications such as simulations of the oceans [10], [11], [14],
[40], cosmology [46], or the mixing of fluids of different
concentrations of solvents [36].
In general interactive visualization environments, occlusion
can be reduced through filtering, cutting away parts of the data,
or adjusting transparency through lens tools on the fly [15],
[29]. Since we plan on generating visualizations in-situ, there
is no easy way of interacting with the data like that. Instead,
we rely on methods that can automatically detect features of
interest, and determine what can be removed from the scene.
Feature detection is a method in image processing that
locates areas of interest in an image [50]. In scalar fields, these
may be edges, corners, or closed regions [33], [35], [52] and
in vector fields vortices or topological structures [43], [44].
While many feature detection algorithms are very specialized,
for example to vector field topology, spatial regions, or certain
values in the data [39], [49], we will focus on the detection of
general patterns in this paper [6], [16]. Cross-correlation is a
basic technique to determine the similarity between arbitrary
images [17], [54]. In contrast to SIFT [38] or comparable
techniques [28], it does not require point-to point relations,
which are difficult to come by in smooth data. The problem is
that usually the orientation of the pattern is unknown and to
make sure that it is captured by the cross-correlation, we would
have to look for all possible rotations of the pattern. This can
be avoided through rotation-invariant pattern detectors such as
moment invariants [25].
Moment Invariants were introduced to image processing by
Hu [26]. Dirilten and Newman showed that the moment tensor
contractions to zeroth order are invariant under orthogonal
transformations [24] and Pinjo, Cyganski, and Orr [42] cal-
culated 3D orientation estimation from moment contraction
to first order moments. Suk and Flusser proposed to calculate
the complete set of tensor contractions and remove redundancy
by skipping the linearly dependent ones in [48]. Langbein and
Hagen [30], [31] showed that the tensor contraction method
can be generalized to arbitrary tensor fields.
For our implementation, we use the powerful moment
invariants algorithm by Bujack et al. [18], which can detect
patterns independent of their orientation in two-dimensional as
well as three-dimensional scalar-, vector-, and tensor-valued
data.
III. WORKFLOW
We provide an open-source implementation of the rotation-
invariant pattern detection algorithm in the VTK [7], [45]
module MomentInvariants. The source code and detailed de-
scription of its functionality can be found in [2]. This module
detects patterns in 2D and 3D scalar-, vector-, and matrix-
valued datasets.
The module takes the dataset and the pattern as input
and it performs the pattern detection independent of how the
pattern and the match are aligned w.r.t. each other. The filter
vtkSimilarityBalls outputs the similarity value stored in a ball
of the radius equal to the detected match’s scale around all
local maxima of similarity in a vtkImageData format. If a
neighboring location or a neighboring scale shows a better
match to the pattern, the entry in the output dataset is zero. A












Fig. 3: Generation of the spatial areas of interest through the
VTK module MomentInvariants with example images.
The filter vtkSimilarityBalls in this module produces fields
that are explicitly tailored towards visualizing the similarity.
It can put out the surfaces of spheres/circles, which are good
for 2D visualizations [19] because they can be laid over a
visualization of the field, or solid spheres, which are useful
for 3D visualizations [20]. The information of the match is
encoded in the spheres as follows:
• The center of the sphere corresponds to the location of
the match.
• The diameter of the sphere encodes the size at which the
match occurred.
• The scalar value of the sphere is the similarity to the
pattern, i.e., the reciprocal of the Euclidean distance of
the normalized moments.
In this paper, we concentrate on the reduction of occlusion
in 3D data. Here, the extended similarity information can
be used in two major ways to reduce occlusion in 3D data.
On one hand, for visualization techniques that place discrete
objects, e.g. glyphs or streamlines, we can use a seeding
strategy that correlates with the similarity. Alternately, for
direct visualization techniques, e.g. volume rendering or nested
isosurfaces, we can render parts of the scene transparent in
correlation with the similarity, resembling [49].
We will provide an example use case for each approach. In
our examples, we will use ParaView [3], [8] for the execution
of the workflow, because
• It is based on vtk and can import its filters.
• It provides most basic visualization algorithms.
• It can be connected to a simulation through its in-situ
library Catalyst [9], [13].
• It comes with a built-in capability of directly exporting
and importing Cinema databases.
IV. DIRECT VISUALIZATIONS
In this section, we show how to reduce occlusion for direct
visualization techniques, by which we refer to methods that
are applied densely to the overall domain in contrast to indirect
visualization techniques that are places at discrete seed points.
We use a real world visualization scenario in which pattern
detection is applied to a visualization of the NGC [23] ECP
application Nyx [5] with stacked, semi-transparent isosurfaces
and one with volume rendering.
The simulation models gravity-driven structure formation in
the universe and particularly targets accurate reconstruction
of the gas in the intergalactic medium. It is intended to
study the large-scale cosmological dark matter activities. The
NYX flagship simulation is the world’s biggest hydrodynam-
ical cosmological simulation and among the largest scientific
simulations in general. For this use case, we use a single time
step towards the end of the simulation when clusters of mass
have already formed and a much lower resolution of only 1283
points. The scalar variable visualized is the density.
Three-dimensional visualizations generally suffer from oc-
clusion, which is exacerbated by direct visualization tech-
niques. There are techniques that allow for more than the
surface of the object at hand to contribute, for example volume
rendering or the use of partial transparency, but they do not
solve the problem. Figure 4 shows how difficult it is to
interpret the dataset, even though the stacked isosurfaces and
the colormap have been chosen very carefully to adequately
represent the underlying value range through a logarithmic
transformation.
(a) Overview. (b) Close-up view.
Fig. 4: Ten semi-transparent isosurfaces of the Nyx data
equidistantly spaced and color mapped in a logarithmic scale.
As an example feature of interest, we chose the combination
of two halos, i.e., areas of high density that indicate the
existence of galaxies, that have the same size and are about
as far away from each other as their diameter, Figure 6a. The
pattern detection algorithm finds regions that are similar to
the pattern, Figure 6b. We use this information to reduce the
occlusion by rendering fully transparent all areas of the isosur-
faces that do not resemble the feature, Figure 7. Generating the
Cinema database from this reduced view allows the application
scientist to analyze the areas of interest from all sides without
being obscured by occlusion from uninteresting areas.
In ParaView, we compute isosurfaces using the Contour
filter. Its output and the similarity with the solid balls are
both input into the Programmable filter. For each point on the
isosurfaces, it assigns values for RGB plus opacity. The RGB
values are chosen to copy the same colormap that we used
for the original semi-transparent isosurfaces that visualize the
whole dataset from Figure 4. The most important part is the
adjustment of the opacity. For this project, we chose to set
everything outside the areas of interest perfectly transparent,
but it would be trivial to assign a low opacity if the application
scientist would want to highlight the areas of interest while
still providing context. For the visible parts, we decided that
we wanted to show every match with a similarity above a
threshold of the pattern no matter at which scalar range of the
density variable it occurs, but we also wanted to emphasize
the higher value ranges so that in the case of nested contours
the ones deeper inside have a chance to be perceived through a
higher opacity. We chose an opacity of zero if the similarity is
below 4, and otherwise 0.1+0.9∗ρ2, where ρ corresponds to
the logarithm of the density scaled to lie in [0, 1]. An overview
of this part of the workflow can be found in Figure 5.
Analogous to the stacked isosurfaces, we can apply this
workflow to volume rendering. In Figure 8, we used the same
colormap for both visualizations. But for the feature-centric
visualization, we set the opacity to zero if the area does not









Fig. 5: Generation of the decluttered visualization of the nested
isosurfaces rendered only in areas of high similarity to the
pattern.
(a) Isosurface visualization of the
pattern.
(b) Volume rendering of the sim-
ilarity maxima.
Fig. 6: The pattern and the dataset’s similarity to it.
function to be a function in two variables, the value of the
simulation and the similarity.
The final visualization with reduced clutter was exported to
a Cinema database directly through ParaView’s Export Scene
capabilty. The combined databases showing the isosurfaces
of the pattern and the dataset together with the a volume
rendering of the similarity output and the final visualization
can be explored with the new browser-based Cinema spec-
D viewer by opening selectContours.cdb/index.html from the
supplementary material in Firefox.
(a) Overview. (b) The most similar match.
(c) Another good match (d) Closeup into several matches.
Fig. 7: The ten semi-transparent isosurfaces of the Nyx data
from Figure 4 after rendering transparent everything that is
not of interest.
(a) Volume rendering of the whole
dataset.
(b) Volume rendering reduced to
the regions of interest.
Fig. 8: Application of the workflow to volume rendering.
V. INDIRECT VISUALIZATIONS
Indirect visualization elements, like glyphs, stream- or path-
lines can be treated like the direct ones from the previous
section. But since, they come with a location where they are
placed, we can also go down a different route and select the
seeding locations based on the similarity. In this section, we
show how this can be done at one example of arrow glyphs
and one of streamlines applied to a turbulent vector field.
The homogeneous buoyancy driven turbulence dataset [1],
[34] produced by LANL’s Direct Numerical Simulation (DNS)
code, available atJohn’s Hopkins Turbulence Database [32],
[41] are the result of solving an incompressible two-fluid
Navier-Stokes equation. It covers a triply periodic domain
with up to 1, 0243 points. For the simulation, two fluids are
initialized randomly. The flow starts from rest. The fluids start
moving in opposite direction due to gravity and differential
buoyancy forces. The scientists use the simulation to study
(a) Placing too many arrow glyphs
results in occlusion.
(b) Placing too few arrow glyphs
misses the internal structure.
Fig. 9: The optimal placement of glyphs is not a Goldy-Locks-
problem. There is no right amount in the middle.
the increase and decay of turbulence fluctuations as the fluids
become molecularly mixed. Each of the 1015 time frames
contains the density, 3 velocity components, and pressure
at the grid points. In this example, we use the 200-th time
step of the of the simulation with a resolution of 1283.
We visualize the three-dimensional velocity field using arrow
glyphs. Figure 9 illustrates the problem of understanding the
structure of the data from uniformly seeded glyphs in the
dataset. The velocity magnitude is encoded in the size and
color of the arrows and the colormap. The direction of the
flow is given by the direction of the arrow.
As in the previous example, we use the MomentInvariants
module of VTK to generate a feature-centric visualization
that only displays areas that resemble a pattern of interest,




shown in Figure 11a. We place the arrow glyphs proportional
to the similarity information of the solid balls encoding the
extent of the detected pattern. In particular, we generate a
random number for each point of the original dataset. If its
value is smaller than the similarity appropriately scaled, it will
be used as a seed point for a glyph in the final visualization.
An illustration of the workflow can be found in Figure 10 and
the detected features in Figure 11.
Alternatively, we can use the selected points to seed other
indirect visualization elements, like streamlines, Figure 12.
It is particularly interesting how there is a whole axis along
which the dataset shows the saddle like behavior of the pattern,
Figures 11, 12. It would have been difficult to find that using
2D slice views through the dataset because this it is not aligned
with any of the coordinate axes.
The combined databases showing streamlines of the pat-
tern and the dataset with different seeding strategies can
be explored with the Cinema spec-D viewer in a browser.
A screenshot shows a dense uniform and a sparse uniform
seeding in the top of Figure 13. The bottom displays the
pattern and the feature-centric seeding.
VI. DISCUSSION
We have released an open source implementation of the
rotation-invariant pattern detection algorithm presented in [18]







Fig. 10: Generation of the decluttered visualization of arrow
glyphs rendered only in areas of high similarity to the pattern.
(a) The pattern: a sad-
dle.
(b) The front of the
saddle axis.
(c) The side of the
saddle axis.
Fig. 11: The main occurance of the saddle in the turbulence
dataset is not isolated, but extended along an axis.
and proposed a workflow for how it can be used to reduce
occlusion in in-situ visualizations, such as for the generation
of Cinema [4] databases. Further, we demonstrated its effect in
two example applications. First, we used it to highlight areas
of interest in the NGC [23] application Nyx [5] with stacked,
semi-transparent isosurfaces and volume rendering as two
representatives of direct visualization methods. Second, we
applied it to steer the seeding of arrow glyphs and streamlines
in the homogeneous buoyancy driven turbulence dataset [1],
[34] as two representative examples for indirect visualization
methods.
(a) The front of the saddle axis. (b) The side of the saddle axis.
Fig. 12: Visualization of the saddle axis in the turbulence data
with stream tubes. The color represents the integration time,
red forward, blue backward.
Fig. 13: Screenshot of the browser-based Cinema spec-D
viewer showing different streamline seeding strategies for the
turbulence data in a combined view.
In both cases, the reduction of the displayed elements to
regions of interest reduced clutter and allowed interactive
exploration from all sides in the post hoc analysis with Cinema
even though the original data was not constrained to surfaces.
We hope to apply this workflow in closer collaboration
with the domain scientists and integrate it into their workflow
in future work. Learning which features are of particular
interest to them might help us identify requirements for feature
detection methods that do not require a priori information.
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