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Abstract
Total and differential cross sections for the process e+e” —> 7 7 (7 ), and the total cross section for the process e+e~ —> 
7 7 7 , are measured at energies around 91 GeV using the data collected with the L3 detector from 1991 to 1993. We set 
lower limits, at 95% CL, on a contact interaction energy scale parameter A > 602 GeV, on the mass of an excited electron 
We* >146 GeV and on the QED cut-off parameters A+ >  149 GeV and A_ >  143 GeV. Upper limits are also set on the 
branching fractions of Z decaying into 7 7 , 7r°y and 777 of 5.2 x 10” 5, 5.2 x 10" 5 and 7.6 x 10“ 5 respectively. The reactions 
e+e-  —► i+t~ny (£ = e>/i„ r)  are studied using the data collected from 1990 to 1994. The data are consistent with the QED 
expectations.
1. Introduction
The reaction e+e” —* 7 7 (7 ) 5 is an ideal process 
to test QED at the Z resonance. The present statistics 
enables us to compare the data with the QED predic­
tion up to 0 ( a 3). The degree of agreement between 
QED and the data can be used to constrain different 
models with QED breakdown effects.
The forbidden decay Z—► 7 7  and the rare decays 
Z—> 7r° 7  and Z—► riy[\] would have the same ex­
perimental signatures as the process e+e-  —► 7 7 . The 
measurement of the total cross section as a function 
of center of mass energy, y/s, can be used to set limits 
on these processes.
Similar analyses have been carried out earlier at 
LEP [2 ]. Since our previous publication on this sub­
ject, the integrated luminosity has increased by about 
a factor of five. The higher statistics enables us to 
test QED and to set improved limits on the various
1 Supported by the German Bundesministerium für Bildung, Wis­
senschaft, Forschung und Technologie.
2 Supported by the Hungarian OTKA fund under contract number
2970.
3 Supported also by the Comisión Interministerial de Ciencia y 
Technologia.
4 Also supported by CONICET and Universidad Nacional de La 
Plata, CC 67, 1900 La Plata, Argentina.
5 The photon within parentheses indicates the possible presence
of a third photon.
scale parameters. The total cross section for the pro­
cess e+e~ —> 7 7 7  is also measured for the case where 
the photons are well separated [3]. New limits on the 
branching fraction for the Z decays with photonic fi­
nal states are obtained.
Compared to our previous publication [4] on the 
analysis of the reactions e+e“ —> i +i~ny, an increase 
of integrated luminosity by about a factor of four en­
ables us to test QED via these processes and to clarify 
the open question about the origin of the four events 
with high 7 7  invariant mass. These reactions have also 
been investigated by other LEP experiments [5].
2. The L3 detector
The L3 detector is described in detail in Ref. [ 6  ]. 
The main components of the detector relevant to the 
analysis are a central tracking chamber, a Z-chamber, 
forward-backward tracking chambers, a high resolu­
tion electromagnetic calorimeter (ECAL) composed 
of bismuth germanium oxide (BGO) crystals with a 
barrel region (42° <  6 < 138°) and two endcaps 
(11° <  6 < 37° and 143° < 6  < 169°), a ring of 
scintillation counters, a sampling hadron calorimeter 
with uranium absorbers and proportional wire cham­
ber readout, and a high precision muon spectrome­
ter. Forward BGO arrays on either side of the detec­
tor measure the luminosity by detecting smalLangle
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Bhabha events. All subdetectors are located in a 12 
m diameter magnet which provides a uniform field of 
0,5 T along the beam direction. The energy and angu­
lar resolution for electrons and photons with energies 
above 1 GeV are better than 2% and 0.5°, respectively.
3* Event selection
In order to select events with two or more elec­
tromagnetic showers with polar angles in the range 
14° <  0 < 166°, the following cuts are applied:
( 1) the number of showers with energy above 2 .0  
GeV in the ECAL must be at least 2 and less 
than 8 ;
(2) the total energy deposited in the ECAL must be 
higher than 0 ly fs \
(3) the shower profiles must be consistent with that 
of an electron or a photon;
(4) the acollinearity angle between the two most en­
ergetic showers is required to be less than 40°.
After these cuts the sample contains mostly Bhabha 
events and e+e" —► yy{y )  events. The Bhabha events 
are rejected if:
(5) there is a track in the central tracking chamber, or 
there are hits in the forward-backward tracking 
chambers associated with either of the two most 
energetic showers in the ECAL.
In total, 1882 e+e“ —► y y (y )  events are selected in 
the data taking period from 1991 to 1993 correspond­
ing to an integrated luminosity of 64.6 pb-1  in the 
center of mass energy range 88.5-93.7 GeV. Using the 
Bhabha data sample to estimate the tracking chamber 
veto efficiency for charged particles, the contamina­
tion from Bhabha events is estimated to be less than 
0.5%.
To select e+e~ y y y  events where all three pho­
tons are hard and well separated, the following two 
cuts are applied in addition to cuts 1, 2, 3 and 5:
(6 ) there must be at least three showers in the ECAL 
separated from each other by at least 15° and the 
energy of the third most energetic shower must 
be greater than 5 GeV;
(7 ) the sum of the angles in space between the three 
showers has to exceed 350°.
A total of 52 e+e-  —> y yy  events are selected in the 
data sample.
The selection criteria for e+e_ -> t rt~ n y  (n =1 
or 2 ) events are the same as in our previous publica­
tion [4]. Briefly they are as follows: electrons are se­
lected within the fiducial region defined by | cos 6\ < 
0.74 and with energies above 3.0 GeV; muons are se­
lected using the muon spectrometer with a minimum 
momentum requirement of 3,0 GeV; taus are identi­
fied within | cos 6\ < 0.74 via their distinctive one and 
three-prong decays; photons are required to be within 
| cos Q | < 0.9 and to have energies above 1.0 GeV; 
their isolation angles from the electrons, muons or taus 
should be greater than 8°, 5° and 15° respectively. A 
total of 689 e+e~ -* t+ tr y y  events are selected in 
the data taking period from 1990 to 1994, correspond­
ing to an integrated luminosity of 114 pb_ I .
4. e+e-  —y yy{y )  results
In order to measure the total and differential cross 
sections for the reaction e+e~ —► y y ( y ), a QED 
Monte Carlo generator [7] is used to calculate the 
selection efficiency. This generator includes soft and 
hard bremsstrahlung, and virtual photon corrections 
up to 0 ( a 3) . The generated events are passed through 
the L3 simulation and reconstruction programs. The 
QED event selection efficiency is (89 ±  1) % in the re­
gion | cos#| < 0.71, (70 db 1)% in the region 0.82 < 
cos0| <  0.94 and (15 ±  2)% in the region 0.94 < 
cos0| < 0.97. The trigger efficiency is estimated to
be 99.7%.
Figs. la, lb and lc show comparisons of the photon 
energy spectra between the data and the Monte Carlo 
(normalized to the integrated luminosity) after cuts 
1-5. Fig. Id shows the comparison of the acollinearity 
angle, £, distribution of the two most energetic pho­
tons with the same cuts applied. Good agreement is 
observed between the data and the Monte Carlo. The 
total cross sections for e+e~ —» yy{y )  measured at 
each yfs point are shown in Fig. 2a. The cross section 
at y/s = 91.2 GeV is 55.3±1.5 pb. The measurement 
of the total cross section for e+e~ y y y  is shown in 
Fig. 2b for the three energies with highest luminosity. 
Table 1 lists the measured and radiatively corrected 
e+e~ —> y y (y )  differential cross sections and the 
number of events per angular bin. | cos 6\ is defined as 
the average of | cos#i | and | cos 02\ with 0\ and 0 2 as 
the polar angles of the first and second most energetic
L3 Collaboration / Physics Letters B 353 (1995) 136-144 141
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Table 1
Number of observed events and differential cross sections for the 
process e+ e -  —► y y { y )  as a function of | cos0|. The errors are 
statistical only
COS ô  I N y y { y ) di\yy(y)
(1991-1993) (1991-1993)
( ) (pb/sr) (
àa- QED
dayy(v)
)  (pb/sr)
0.027 37 1.8 i  0.3 1.76
0.082 47 2.3 ±  0.3 2.29
0.135 58 2.8 ±  0.4 2.68
0.190 51 2.5 ±  0.3 2.98
0.244 61 3.4 ±  0.4 3,21
0.299 61 3.3 ±  0.4 3.43
0.353 71 3.9 ±  0.5 3.64
0.408 64 3.5 ±  0.4 3.89
0.463 87 4.4 ±  0.5 4.20
0.517 88 4.4 ±  0.5 4.61
0.572 107 5.4 ±  0.5 5.17
0.627 132 6.7 ±  0.6 5.95
0.681 122 6.6 i  0.6 7.07
0.844 222 15.7 ±  1.0 16.01
0.890 300 23.2 ±  1.3 23.89
0.926 268 40.5 db 2.5 37.58
0.958 106 74.0 ±  7.2 68.68
showers respectively. The off-peak data are scaled to 
the peak energy, </s- 9L2 GeV, because the angu­
lar distribution for the differential cross section is en­
ergy independent and they have small small statistics. 
The systematic error is estimated to be 2.7%, mainly 
originating from the detector efficiency calculation. A 
graphical representation of the differential cross sec­
tions given in Table 1 together with the QED Born 
level (lowest order) prediction is shown in Fig. 3a. 
Fig. 3b shows the same cross sections normalized to 
the Born level prediction. The comparison of the data 
with the QED radiatively corrected expectation leads
to a X1 = 9 for 17 degrees of freedom. This shows that 
the measured differential cross section agrees with the 
QED prediction including radiative corrections up to 
O  ( c? ) .
The agreement between the data and the QED pre­
dictions can be used to constrain various models with 
deviation from QED predictions. A possible deviation 
from QED may arise from the effective interactions 
with non-standard e+e~y couplings and e+e^yy con­
tact terms [8 ]. We will refer to this as the “contact 
interaction assumption”, Another possibility would be 
the existence of an excited electron, e*, with mass me*. 
If such an electron exists, it could couple to an elec-
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the QED Bom level cross section with the QED cross 
section corrected for radiative effects up to 0  ( a 3):
3
I
(dcr/dCl) = (dcr/dil)qed^ 0  +^new) •
To set lower limits on the parameters in the 
unbinned and the optimized binning maximum likeli­
hood methods [11] are used. As both methods give 
very similar results, only the unbinned method is de­
scribed here. The likelihood function is chosen as
L{ Ap)
1
a/27to1
exp ”  ( Nobs N theo ( Ap ) )
2  CT2
Nobs
x n m ; Ap) ( 2)
/=1
0 0.2 0,4 0.6
|cos(0 ) |
0.8 1 where Ap stands for the parameter A, me* or A±  ; 
Noh& is the total number of observed events; Mheo (Ap) 
is the total number of expected events and P(0/; Ap) 
is the event probability density. The term before the 
product in Eq. (2) corresponds to an overall normal­
ization constraint. The error a  includes the statistical 
and the systematic errors added in quadrature. For the 
hypothesis of contact interaction the scale A is varied 
for the assumption A =  A [8 ]. To set a limit on the 
mass of the excited electron, me+, the full expression 
for the differential cross section given in Ref. [10] is 
used under the assumption that the coupling constant 
A = 1. At 95% CL we find A > 602 GeV, me* >  146 
GeV, A+ > 149 GeV, and A_ > 143 GeV. In order 
to calculate the limits we use a Gaussian distribution 
which contains the full positive parameter space and 
renormalize this area to one [12]. Fig. 4 shows the 
ratio of the measured to the radiatively corrected QED 
differential cross section as a function of | cos 6 | . The 
curves illustrate the effects of A, A+ and A_ on the 
QED prediction.
Other deviations from QED could come from the 
forbidden decay Z-* yy, or the rare decays Z—» 
parameters as 5new -  ± 52/ 2 (l/A ± ) (1 - c o s 2 0). 7r°y and Z—► rjy [ 1 ]. At high energies, the two pho- 
In the s/ml* ^  1 limit, the excited electron mass can tons from the tt° or rj are too close to be separated 
be written as m2* = A • A+, where A is a coupling and are seen as a single shower in the ECAL. All
Fig. 3. (a) shows the comparison of measured differential cross 
sections with the QED predictions for the process e+e ~  —> y y { y )  
as a function of |co s0 |. (b) shows the same cross sections nor­
malized to the QED Bom level prediction.
tron and a photon via a magnetic interaction and re­
place the virtual electron in the QED process [9,10], 
A convenient and simple way of quantifying QED de­
viations is the introduction of QED cut-off parameters,
A+ and A_ [10].
For the above cases, it is possible to express the 
differential cross sections in a form similar to the 
known QED differential cross section (¿/o-/dfl)QED 
by adding a deviation term, <5new:
(dcr/dCl) = (dor/diÌ)qED (1  +  £new) ( 1)
For the contact interaction assumption we use £new = 
s2/(2 a )  ( l /A 4 +  1/A 4) (l — cos2 #), which is the
most stringent case [8 ], with A and A as energy scale 
parameters. For the excited electron assumption, the 
deviation can be written in terms of the QED cut-off
constant. The full expression for mQ* can be found in 
Ref. [10].
In Eq. (1) the cross section for the contact interac­
tion or for the excited electron is calculated at the Born 
level. To estimate the deviation from QED, we replace
three reactions leave the same two photon signature 
in the detector as the QED reaction apart from the 
angular distribution of the photons.
The Born level cross section at the Z pole for 
X is given by
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Table 2
Number of e+ e “ l + l -  ny events compared to Monte Carlo expectations
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n 1990 to 1994 data Monte Carlo expectation
ee (ny) W  (ny) 77 (ny) i t  (ny) ee (ny) fifi (ny) 7T (ny) l£ (ny)
n >  1 7138 6720 4262 18120 6857 6925 4680 18462
n >  2 268 286 135 689 238 278 125 641
1.4
û“ 1 2 O'
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T 3b3
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X JÜ
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Fig. 4. Comparison of the measured differential cross section with 
the QED predictions including the deviations for the parameter 
values shown in the figure, as a function of |c o s0 |.  The cross 
sections are normalized to the radiatively corrected QED cross 
section. The functional effect of A+ and A is the same.
iT’pole
1277* r ee Tx
m r21 z
where Tx is the width of the rare decay mode under 
consideration, ree is the electronic decay width, and 
mz and Tz are the mass and the total width of the Z 
respectively. The variation of the cross section with 
the center of mass energy is given by a Breit-Wigner 
ansatz:
cr(s) = CTpoie *r2z
(s -  m |)2 +  ( sT z /m z)2'
For ree > Tz and mz we use our measured values [13]. 
The selection efficiencies in the angular range 14° < 
6 < 166° for these decays are estimated using Monte 
Carlo events with an angular distribution of (1 +  
cos2#) [ 1 ]. This leads to an efficiency of (73 ± 2)%  
for Z—> y y  and Z—> nr°y events and (52 d= 2)% for 
Z—> rjy events (the 77 neutral decay fraction is 71%). 
The likelihood function used to calculate the limits for 
the rare decay width Tx is
£(rx) = Y[P(NhN^ 0{rx))
/=!
where P is the Poisson distribution function, Ni the 
number of observed events at an energy point, z, and 
Mheo the number of expected events from QED plus 
the contribution from the Z—» X decay. With this like­
lihood function the 95% CL upper limits obtained are
p ( Z  —* 7r°7 /yy ) < 0.13 MeV 
or BR(Z —► 7r°y /yy )  < 5.2 x 10
r ( Z -* ? 7 y) < 0 .19  MeV 
or BR(Z —> rjy) < 7.6 x 10
- 5
- 5
The above limits on Tx are used to estimate the pos­
sible deviations from QED as shown in Fig. 2a. The 
curve for the decay Z—► rjy is separated from that 
for Z—» 7r°y and Z—► yy  due to the 7? neutral decay 
branching fraction.
5. e+e 1*1 ny results
The accumulated high luminosity makes it possible 
to test QED via the reaction e+e" £+£~ny. There 
exist several QED calculations and Monte Carlo sim­
ulations for this process. The YFS approach [14] and 
the matrix element calculation approach [15] predict 
the same cross section for hard isolated photon produc­
tion. The agreement between the two approaches for 
the y y  invariant mass distribution is better than 1 0 % 
[16]. As in our previous analysis, the Monte Carlo 
program YFS3 [17] is used for the QED calculation. 
Table 2 gives a comparison between the data and the 
Monte Carlo expectation for the number of £+£~ ( ny) 
events with n > 1 and n > 2 .
Fig. 5 shows the y y  invariant mass distribution. 
Reasonable agreement between the data and the QED
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Fig. 5, y y  invariant mass distribution compared to the QED pre­
dictions for the process e+e~
prediction is observed. At lower mass, the discrepan­
cies originate mainly from the use of a generator level 
Monte Carlo, with the directions and energies of the 
final state particles smeared according to our detector 
resolutions. Using the YFS3 program, we calculate a 
probability of 25% to observe more than 5 events with 
a y y  invariant mass above 50 GeV with 4 of them 
within an interval of 5 GeV.
6. Conclusions
The measurements of total and differential cross 
sections for e+e-  —> yy{y)  are well described by 
QED. The measured total cross section for the process 
e+e~ —> y y y  is in good agreement with the QED 
prediction. At 95% CL, we set the following lower 
limits: the contact interaction energy scale parameter 
A >  602 GeV; the excited electron mass me* >146 
GeV; and the QED cut-off parameters A+ >  149 GeV 
and A_ >  143 GeV. Upper limits are set, at 95% 
CL, on the branching fractions of Z decaying into y y , 
tt0?, and y y  of 5.2 x 10~5, 5.2 x 10~ 5 and 7.6 x 
10“ 5 respectively. The increased statistics indicates 
that there is no further evidence for a high y y  mass 
anomaly in the l l y y  channel.
Acknowledgements
We wish to express our gratitude to the CERN ac­
celerator divisions for the excellent performance of the 
LEP machine. We acknowledge the effort of all en­
gineers and technicians who have participated in the 
construction and maintenance of the experiment.
References
[1] M. Jacob and T.T. Wu, Phys. Lett. B 232 (1989) 529;
G.B. West, Mod. Phys. Lett. A 5 No. 27 (1990) 2281;
S. Ghosh and D. Chatteijee, Mod. Phys. Lett. A 5 No. 19 
(1990) 1493;
E.W.N. Glover and I.J. van der Bij, in “Z physics at LEP 
1”, eds. G. Altarelli et al., CERN Report 89-08 vol. 2, 1.
[2] OPAL Collab., M.Z. Akrawy et al., Phys. Lett. B 257 (1991) 
531;
L3 Collab., O. Adriani et al., Phys. Lett. B 288 (1992) 404; 
ALEPH Collab., D. Decamp et al., Phys. Rep. 216 (1992) 
253;
DELPHI Collab., P. Abreu et al., Phys. Lett. B 327 (1994) 
386.
[3] L3 Collab., M. Acciarri et al., CERN-PPE/94-186 (1994) 
(CERN Preprint).
[4] L3 Collab., O. Adriani et al., Phys. Lett, B 295 (1992) 337.
[5] ALEPH Collab., D. Buskulic et al., Phys. Lett. B 308 (1993) 
425;
OPAL Collab., P.D. Acton et al., Phys. Lett. B 311 (1993) 
391.
[6] L3 Collab., B. Adeva et al., Nucl. Instr. and Meth. A 289 
(1990) 35;
O. Adriani et al., Phys. Rep. 236 (1993) 1.
[7] F.A. Berends and R. Kleiss, Nucl. Phys, B 186 (1981) 22.
[8] O.J.P. Eboli et al., Phys. Lett. B 271 (1991) 274.
[9] F.E. Low, Phys. Rev. Lett. 14 (1965) 238;
R.P. Feynman, Phys. Rev. Lett. 74 (1948) 939;
F.M. Renard, Phys. Lett. B 116 (1982) 264;
S. Drell, Ann. Phys. (N.Y.) 4 (1958) 75.
[10] A. Litke, Harvard Univ., Ph.D Thesis (1970) unpublished.
[11] W.T. Eadie et a l, “Statistical Methods in Experimental 
Physics”, North-Holland (1971) 268.
[12] L. Montanet et al., Review of Particle Properties, Phys. Rev. 
D 50 (1994) 1278,
[13] L3 Collab., M. Acciarri et al., Z. Phys. C 62 (1994) 551.
[14] D.R. Yennie, S.C. Frautschi and H. Suura, Ann. Phys. 13 
(1961) 379.
[15] W.J. Stirling, Phys. Lett. B 271 (1991) 261;
D.J. Summers, DTP/92/76 (1992) (Durham Preprint);
M. Martinez and R. Miquel, CERN-PPE/92-211 (1992) 
(CERN Preprint).
[16] K. Riles, UM-HE-92-36 (1992) (Univ. o f Michigan 
Preprint).
[17] S. Jadach and B.F.L. Ward, Phys. Lett. B 274 (1992) 470.
