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Résumé
La première utilisation de polyèdres pour résoudre un problème de compilation, la parallélisation auto-
matique de boucles en présence d’appels de procédure, a été décrite et implémenté il y a près de trente
ans. Le modèle polyédrique est maintenant reconnu internationalement et est en phase d’intégration
dans le compilateur GCC, bien que la complexité exponentielle des algorithmes associés ait été pen-
dant très longtemps un motif justifiant leur refus pur et simple. L’objectif de cet article est de donner
de nombreux exemples d’utilisation des polyèdres dans un compilateur optimiseur et de montrer qu’ils
permettent de poser des conditions simples pour garantir la légalité de transformations.
Mots-clés : transformation de programme, synthèse de code, parallélisation, polyèdre, interprétation
abstraite
1. Problèmes et théories rencontrés en compilation
Le développement des compilateurs depuis les années 50 a conduit à des développements théoriques
maintenant bien maîtrisés ainsi qu’au découpage de ces outils en trois grandes parties appelées en an-
glais front-end,middle-end et back-end. La première partie est censé traiter les spécificités du langage d’en-
trée, la troisième celles de la machine cible tandis que le middle-end est censé être indépendant à la fois
du langage d’entrée et de la machine cible grâce à une représentation interne bien choisie.
Les développements théoriques suivants sont généralement reconnus comme liés à la compilation, ainsi
que le montre la table des matières du Dragon Book [2, 1] :
Front-end Analyses lexicale et syntaxique =⇒ théorie des automates
Middle-end 1) analyses de graphes de contrôle ou de données(CFG, def-use chains, DDG, PDG, SSA,...),
composantes connexes ou fortement connexes, 2) ordonnancement, placement, réallocation mé-
moire, 3) analyses statiques : équations de flots de données, i.e. équations aux ensembles, finis ou
infinis
Back-end Pattern-matching, coloration de graphes, techniques d’ordonnancement.
Par ailleurs, l’analyse et la vérification de programmes ont conduit d’une manière largement indépen-
dante à l’interprétation abstraite et au model checking. De nombreux domaines abstraits ont été utili-
sés afin de pouvoir faire un compromis entre la précision des informations obtenues et la complexité
des opérateurs. Un domaine abstrait particulier, introduit par Halbwachs dans sa thèse [19], celui des
polyèdres, a particulièrement retenu notre attention au début des années 80 parce qu’il permettait de
représenter exactement des ensembles d’éléments de tableaux et des ensembles d’itérations et donc
d’attaquer le problème de la parallélisation interprocédurale.
Dans le middle-end d’un compilateur classique, les équations de flots de données sont des équations aux
ensembles, mais les ensembles utilisés sont souvent finis et représentés par des vecteurs de bits. Mais
pourquoi se limiter à des vecteurs de bits dans un compilateur quand on peut profiter des diverses
surapproximations d’ensembles infinies développées dans le cadre de l’interprétation abstraite ?
La raison essentielle apportée par les américains, à commencer par Ken Kennedy, est qu’il est impen-
sable d’utiliser un algorithme de complexité exponentielle dans un compilateur. L’objet essentiel de ce
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papier est de faire le recensement des utilisations possibles de la théorie des polyèdres1 dans le middle-
end d’un compilateur et donc d’en montrer l’intérêt pour le concepteur.
La question de la maîtrise de la complexité a conduit à l’introduction de très nombreuses abstractions
finies d’ensembles infinis, que ce soit pour représenter des valeurs, des cases mémoire, des itérations ou
bien des dépendances entre itérations : signe, parallélépipèdes (produit d’intervalles), octogones, poly-
èdres, Z-polyèdres, listes finies de polyèdres, arithmétique de Presburger, fonctions affines parmorceaux
(QUAST),...
Nous sommes particulièrement attachés à l’abstraction polyédrique parce qu’elle a toujours donné de
très bons résultats expérimentaux avec notre outil PIPS [34] et parce que nous pensons que la complexité
exponentielle en magnitude, espace et temps des opérateurs associés peut être maîtrisée, mais nous es-
sayons de faire une présentation aussi générique que possible en nous attachant aux objets mathéma-
tiques sous-jacents que sont 1) les ensembles, 2) les produits cartésiens d’ensembles, 3) les relations et
graphes de relations, et 4) les fonctions et graphes de fonctions, et les applications.
Nous présentons donc un ensemble de composants expérimentaux faisant appel à des représentations
abstraites de ces objets. Ils ont été développés dans le cadre de l’outil logiciel PIPS (parallélisation in-
terprocédurale de programme scientifique) au fil des ans par Rémi Triolet [50], François Irigoin [32, 31],
Corinne Ancourt [4, 8], Yi-Qing Yang [54, 55], Ronan Keryell [5], Fabien Coelho [15], Béatrice Creu-
sillet [22], Serge Guelton [29], Mehdi Amini [3], et bien d’autres chercheurs à commencer par Pierre
Jouvelot.
La présentation est organisée en fonction des structures utilisées, ensembles, relations et fonctions. L’abs-
traction choisie est presque toujours l’abstraction polyédrique dans PIPS. Elle consiste à représenter un
ensemble d’entiers par des polyèdres rationnels le contenant et constituant une sur-approximation en
général.
2. Utilisations d’ensembles
La notion d’ensemble est à la fois simple, bien connue et puissante. Les prédicats et opérateurs sur
les ensembles sont bien définis et il existe des algorithmes de complexité diverses pour les implanter
dans l’abstraction polyédrique en utilisant l’une ou l’autre des deux représentations finies, le système
de contraintes affines ou le système générateur avec sommets, rayons et droites [48].
Comme toute abstraction, l’abstraction polyédrique conduit à considérer des sur- ou des sous-approxi-
mations, voir des ensembles exacts dans certains cas. Des algorithmes particuliers doivent être utilisés
pour maintenir des informations sur la nature des approximations : inférieures, supérieures ou bien
encore égales.
Quatre types d’ensembles au moins sont utilisés dans un compilateur : les ensembles de valeurs, les
ensembles d’itérations, les ensembles d’éléments de tableaux et les ensembles de dépendances.
2.1. Ensembles de valeurs
Les ensembles de valeurs sont utilisés pour effectuer la propagation de constantes, la simplification
d’expressions, la simplification du contrôle et la substitution des variables d’induction. Les ensembles de
valeurs, ou états mémoire, sont notés P, comme précondition, quand il s’agit de l’état mémoire existant
juste avant l’exécution d’une instruction. Chaque état mémoire est noté σ, comme store.
2.1.1. Préconditions sur les scalaires
L’ensemble des valeurs prises par les variables scalaires du programme avant l’exécution d’une instruc-
tion est appelé précondition de cette instruction. Cet ensemble de valeurs n’est généralement pas connu
exactement, mais la théorie de l’interprétation abstraite [17] permet d’en calculer des sur-approximations
en utilisant divers domaines abstraits qui sont souvent des sous-ensembles de l’ensemble des polyèdres
convexes. Les domaines abstraits les plus simples sont tout simplement les signes des variables ou leurs
intervalles de variation ou bien le domaine des constantes. Le domaine des octogones [41] a aussi été
proposé afin de réduire la complexité des opérateurs nécessaires.
1
Le modèle polyédrique, maintenant bien connu[27], est, au sens strict, un cas particulier d’utilisation des polyèdres pour traiter
des problèmes d’ordonnancement, de placement et d’allocation pour les parties de programme à contrôle statique [37]. Au sens
large, n’importe quel algorithme utilisant un polyèdre pour faire de la compilation relève du modèle polyédrique.
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2.1.2. Propagation de constantes et simplification d’expressions
La propagation de constantes, à savoir la substitution d’une référence à une variable scalaire par sa va-
leur, est plus connue que la simplification d’expressions qui consiste à trouver une nouvelle expression
équivalente par rapport aux états mémoire possible lors de son évaluation.
Les états mémoire σ sont restreints par un prédicat P appelé précondition. Soit E() la fonction permettant
d’évaluer une expression e et S(e) l’ensemble des expressions équivalentes à e :
S(e) = {e ′ ∈ EXPR|∀σ ∈ P E(e, σ) = E(e ′, σ)}
Une expression est considérée comme simplifiée si le nombre de références et/ou d’opérations néces-
saires à son évaluation est réduit. Les expressions étant définies récursivement, on peut essayer de sim-
plifier les sous-expressions jusqu’à atteindre les références et les opérations élémentaires, mais on peut
aussi essayer de plonger l’expression dans l’abstraction utilisée pour les valeurs en utilisant de nouvelles
dimensions.
Il faut associer à chaque opérateur concret un opérateur abstrait et écrire les équations et contraintes
correspondantes. Par exemple, avec l’ensemble des polyèdres, le cas de l’addition est simple :
E(e1+ e2) = E(e1) + E(e2)
tout comme la soustraction. Par contre, les opérateurs multiplication, division, modulo et décalage né-
cessitent l’ajout de nombreuses contraintes qui dépendent de ce qui peut être observé pour chaque
sous-expression. Cette fonctionalité est implémentée de manière générique dans l’interface de niveau 1
d’APRON [35].
On finit néanmoins par atteindre les références à des variables comme n. Il suffit d’éliminer les quan-
tificateurs liés à σ en projetant la précondition sur la dimension correspondant à n. En notant ΣP la
fonction qui retourne l’ensemble des valeurs correspondant à un identificateur pour une précondition
P, on obtient :
ΣP(n) = {v ∈ Val|∃σ ∈ P σ(n) = v}
La référence à n peut être surrpimée si cet ensemble est un singleton.
Opérateur : la projection, comme élimination de quantificateur.
2.1.3. Simplification du contrôle
La simplification du contrôle consiste à éliminer les tests et leurs branches inutiles, ainsi que les boucles
ayant zéro ou une itération. Dans certains cas, on peut aussi éliminer le code qui suit une boucle infinie
ou certains appels comme exit(), abort(),... : il suffit que sa précondition représente l’ensemble vide. Il
n’existe alors aucun état mémoire possible avant l’exécution de ce code.
Soit c la condition dont on veut montrer qu’elle est toujours vraie sous la précondition P. La condition
s’écrit en montrant qu’il n’existe aucun état dans lequel elle est fausse :
{σ|P(σ) ∧ E(c¯, σ)} = ∅
On procède de la même manière pour montrer qu’une condition est toujours fausse.
P peut être utilisée de manière similaire pour vérifier qu’une boucle DO, for ou while n’est jamais
exécutée. Enfin, dans le cas contraire, l’expression donnant le nombre d’itérations peut être évaluée,
comme n’importe quelle autre expression, pour obtenir le nombre d’itérations exactement, quand c’est
possible, ou bien au moins un intervalle ce qui peut être utile pour estimer si une boucle peut être
exécutée en parallèle de manière profitable.
Opérateurs : projection, test à vide
2.1.4. Substitution des variables d’induction
Les variables d’induction peuvent être détectées dans les boucles en faisant du pattern-matching sur
leurs initialisations et mises à jour, mais, si l’on dispose de préconditions relationnelles, il suffit de vé-
rifier qu’il existe dans la précondition du corps de boucle une équation entre la variable d’induction
supposée et l’indice de la boucle courante. Pour ce faire, il suffit de projeter toutes les autres valeurs. Ce
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test peut être fait avant chaque référence à une variable dans le cas où celle-ci est mise à jour plusieurs
fois dans le corps de boucle. Ceci devient une simple extension de la simplification d’expression avec le
remplacement d’une expression par une expression équivalente mais non nécessairement plus simple.
La variable k peut être remplacée par une expression dans l’instruction S de précondition PS dans une
boucle d’indice i si PS définit une application de σ(i) vers σ(k) :
v→ {v ′|∃σ ∈ PS σ(i) = v∧ σ(k) = v ′}
En d’autres mots, on vérifie que la précondition est suffisament précise pour associer à chaque itération
une valeur unique pour k.
Au niveau du corps de boucle, on peut aussi déterminer pour quelles variables il existe une équation de
transition et en déduire par intégration quelles sont parmi elles les variables d’induction.
Ceci donne une condition suffisante de légalité, mais n’indique ni si la transformation est utile, ni com-
ment la faire. De plus la qualité des résultats dépend de la précision de PS, mais la légalité est toujours
garantie par une sur-approximation.
2.2. Ensemble d’itérations
La structure de boucle conduit naturellement à définir des ensembles d’itérations monodimension-
nels. L’imbrication de boucles, voire la position textuelle des instructions se trouvant dans le corps des
boucles, conduisent à augmenter le nombre de dimensions et à utiliser l’algèbre linéaire pour exprimer
des transformations de programme dans la mesure où les bornes de boucles sont affines ou transfor-
mables en une expression affine.
En calcul scientifique, les bornes de boucles définissent très fréquemment des ensemble d’itérations
polyédriques, fonctions de paramètres. On dispose donc de l’algèbre linéaire pour représenter les trans-
formations de boucles, i.e. les réordonnancements, et des polyèdres pour régénérer les boucles transfor-
mées.
2.2.1. Transformations unimodulaires de boucles
Une transformation unimodulaire, échange de boucles ou méthode hyperplane, consiste à effectuer un
changement de base sur l’espace affine dans lequel se trouve l’ensemble des itérations. On veut donc
passer de l’ensemble d’itérations I = {i|Bi ≤ b}, ou B et b sont dérivés des bornes de boucles, à l’en-
semble d’itérations J = {j|∃i Bi ≤ b∧ j = Mi} où M est la matrice de transformation unimodulaire.
CommeM est inversible et qu’elle transforme des points entiers en points entiers, on obtient le nouvel
ensemble d’itérations J =
{
j|BM−1j ≤ b
}
. Il faut ensuite régénérer les boucles à partir de ce nouveau
polyèdre.
Opérateurs : produit de matrice, inversion de matrice (élimination de quantificateurs), énumération des
points entiers d’un polyèdre.
2.2.2. Tiling
Le tiling [31] est une transformation non-unimodulaire ce qui ne permet pas de passer par une simple
inversion de matrice pour éliminer les quantificateurs. De plus il faut calculer les boucles sur les tuiles
ainsi que les boucles dans les tuiles.
Soit T l’espace des tuiles, S, L, s le système définissant les tuiles, leur treillis et leur origine, et t les
coordonnées d’une tuile. Soit I l’ensemble des itérations, (B, b) les bornes de boucles initiales et i une
itération quelconque. On obtient alors l’ensemble exact d’itérations des tuiles t :
{t ∈ T |∃i ∈ I t.q. Bi ≤ b∧ S(i− Lt) ≤ s}
Pour obtenir une sur-approximation de cet ensemble, il faut éliminer la quantification sur i, par exemple
en effectuant une projection de i. On obtient alors les bornes sur t sous la forme de contraintes affines,
(BT , bT ).
Opérateurs : produit de matrices, projection par Fourier-Motzkin2
2
C’est Paul Feautrier qui a suggéré à Rémi Triolet l’utilisation de l’élimination dite de Fourier-Motzkin pour réaliser un test de
dépendance.
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2.2.3. Ordonnancement par fonctions affines
L’ordonnancement par fonctions affines a été proposé par Paul Feautrier en 1991/92 [25, 26] et a lancé
le modèle polyédrique en compilation. Son histoire a été présentée lors de précédentes rencontres du pa-
rallélisme en 2002 [27]. Les extensions récentes de ces travaux utilisent toujours une représentation po-
lyédrique de l’ensemble des occurrences des instruction. Mais la particularité de cette école est de n’uti-
liser que des représentations exactes de cet ensemble d’occurrences et de l’ensemble des dépendances
existant entre elles.
Ces ordonnancements correspondent à des transformations de programme beaucoup plus complexes
que de simples transformations de nids de boucle, mais Cédric Bastoul a développé un algorithme
permettant de régénérer un contrôle de bonne qualité [10].
Opérateurs : PIP, CLooG,...
2.3. Ensemble d’éléments de tableaux
Les ensembles d’éléments de tableaux sont utilisés pour 1) optimiser et générer les communications
explicites quand plusieurs mémoires existent, qu’il s’agisse d’une machine à mémoire répartie ou d’une
machine munie d’un accélérateur, GPU ou FPGA (sections 2.3.1 à 2.3.5 ), 2) adapter les paramètres de
tiling à une hiérarchie mémoire (section 2.3.6) et 3) vérifier que les accès aux tableaux sont conformes
aux déclarations ou bien réciproquement pour adapter les déclarations aux utilisations des tableaux
(section 2.3.7).
On peut avoir besoin de connaître exactement un ensemble d’éléments à écrire pour ne pas perturber
un calcul, ce qui fait sortir du cadre habituel de l’interprétation abstraite et nécessite de nouveaux algo-
rithmes [8, 46].
2.3.1. Génération des communications
La recherche de puissances de calcul élevées ou d’une grande efficacité énergétique passe par la réali-
sation de systèmes dont la mémoire est répartie de manière explicite pour le programmeur. L’exécution
d’un programme comprend alors presque nécessairement des phases de synchronisation et d’échanges
de données.
De nombreuses tentatives ont été effectuées et le sont encore pour éviter au programmeur d’avoir à
spécifier exactement quelles étaient les données à transférer et pour le laisser les spécifier implicitement.
Le développement de la norme et des compilateurs HPF, High-Performance Fortran, n’a pas abouti à des
résultats satisfaisants mais elle a permis de faire progresser la génération de communications, d’allo-
cations mémoire et du contrôle [7] en utilisant l’algèbre linéaire (section 2.3.2). Nous avons aussi fait
un essai plus limité pour gérer par logiciel des bancs mémoire (section 2.3.3). L’arrivée des processeurs
manycore devrait renouveler l’intérêt pour ces techniques.
Plus récemment, une équipe de Telecom SudParis a entrepris avec succès de traduire automatiquement
du code OpenMP en codeMPI, toujours en caractérisant manière polyédrique les ensembles de données
à transférer (section 2.3.4).
Enfin, l’arrivée des GPU et la difficulté qu’elles posent pour partager efficacement et de manière co-
hérente leur bus mémoire avec la ou les CPUs associées conduit à nouveau à étudier le placement de
données sur des mémoires réparties, ainsi que la minimisation et la génération automatique des trans-
ferts induits par la répartition (section 2.3.5).
Il n’est pas possible dans le cadre d’un article de présenter toutes ces techniques en détail. Nous nous
limitons à quelques exemples et à quelques références bibliographiques à l’intention des lecteurs les
plus intéressés.
2.3.2. Compilation HPF
Différentes approches ont couramment été proposées pour utiliser un environnement de mémoire par-
tagée sur une architecture à mémoire distribuée. Le langage HPF a été développé pour exécuter des
programmes SPMD sur des machines à mémoire répartie. Le programmeur précise la distribution des
données sur les processeurs par le biais de directives. Le compilateur exploite ces directives pour allouer
les tableaux en mémoire locale, affecter les calculs propres à chaque processeur élémentaire et générer
les communications entre les processeurs.
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Dans le cadre d’HPF, la règle owner compute rule3 est utilisée et les processeurs exécutent les instructions
si les mises à jour des données correspondent à des données locales. Les communications sont déduites
de la distribution des données.
Un cadre algébrique affine a été proposé [7] pourmodéliser et compiler HPF. La distribution des données
est précisée en deux temps. Les éléments de tableaux sont alignés sur des processeurs virtuels appelés
des templates. Ensuite les templates sont distribués sur les processeurs par blocs ou de manière cyclique.
Les contraintes modélisant la distribution et l’alignement des données sur les processeurs sont résumées
dans ce système :
{
0 ≤ D−1~a < 1 , 0 ≤ T−1~t < 1 , 0 ≤ P−1~p < 1 , 0 ≤ C−1~l < 1 , ℘~t = A~a+~t0 , Π~t = CP~c+ C~p+~l
}
Les premières contraintes reprennent respectivement les déclarations des tableaux, des templates, des
processeurs et des tailles de blocs précisées par la directive de distribution.
La cinquième contrainte donne l’alignement des éléments ~a du tableau sur un template~t. Il peut s’expri-
mer dimension par dimension comme combinaison linéaire d’éléments des templates. Afin de pouvoir
traduire la réplication éventuelle d’éléments du tableau sur des dimensions différentes du template, une
matrice de projection ℘ supplémentaire est nécessaire.
La distribution des templates par bloc sur les processeurs se traduit comme une relation (6-ième équation)
entre les coordonnées des processeurs ~p, celles du template~t et deux autres variables :~l et ~c.~l représente
l’offset dans un bloc sur un processeur et ~c le nombre de cycles nécessaires pour allouer les blocs sur
les processeurs. La matrice Π est utile lorsque plusieurs dimensions du template sont rassemblées sur un
même processeur. P est une matrice diagonale et décrit la géométrie de la machine. Chaque élément de
sa diagonale est égale au nombre de processeurs pour chaque dimension.
Afin de générer le code correspondant aux éléments référencés par le noyau de calcul, il faut ajouter
l’ensemble des contraintes reliant le domaine d’itérations des nids de boucles de calcul et les références
au tableau :
B~ı ≤ ~b, ~a = R~ı+~r
Maintenant nous pouvons définir l’ensemble OwnX(p) des éléments d’un tableau X placés sur un pro-
cesseur ~p.
OwnX(~p) = { ~a | ∃~t , ∃~c , ∃~l t.q. 0 ≤ D
−1
X ~a < 1 , 0 ≤ T
−1
X
~t < 1 , 0 ≤ P−1~p < 1 , 0 ≤ C−1X
~l < 1 ,
℘~t = A~a+~t0 , Π~t = CXP~c+ CX~p+~l }
En utilisant la règle owner compute, pour un noyau d’instructions calculant les valeurs d’un tableau X,
nous dérivons l’ensemble des itérations devant être exécutées sur le processeur ~p :
Compute(~p) = {~ı | RX~ı+~rX ∈ OwnX(~p) ∧ B~ı ≤ ~b}
Ainsi l’ensemble des éléments d’un tableau Y lus par ce même noyau est défini par :
View(~p) = {~a | ∃~ı ∈ Compute(~p) t.q. ~a = RY~ı+~rY}
Plusieurs solutions sont proposées dans [7] pour optimiser l’allocation des tableaux locaux à un proces-
seur et les Views, notament lorsque les calculs référencent plusieurs fois le même tableau. Les ensembles
d’éléments qui appartiennent à un processeur p et qui sont utilisés par un autre processeur p ′ doivent
être transférés. Ils sont définis par les ensembles suivants :
3
Cette règle stipule qu’un calcul est effectué sur la machine où est stocké le résultat.
RenPar’20 / SympA’14 / CFSE 8
Saint-Malo, France, du 10 au 13 mai 2011
SendY(p, p
′) = OwnY(p)
⋂
ViewY(p
′)
ReceiveY(p, p
′) = ViewY(p)
⋂
OwnY(p
′)
Send et Receive représentent des ensembles non nécessairement convexes. Il faut rester vigilant lors
de la génération de code afin d’obtenir un code efficace tenant compte : de l’allocation des tableaux,
de leurs layouts, évitant les réplications ou communications inutiles d’un processeur vers lui même,
n’introduisant pas de tests superflus, ..., plus de détails sont présentés dans [7]. D’autres algorithmes
tels que [4, 8, 10] ont également été développés.
Opérateurs : projection, élimination de contraintes redondantes, génération de bornes de boucles
2.3.3. Émulation logicielle de bancs mémoire : WP65
Dans le cadre du projet européen PUMA et duworkpackageWP65 [4, 9], unemémoire partagée virtuelle
fournissait un espace d’adressage uniforme.
Une partie des processeurs de l’architecture distribuée émulent les bancs de la mémoire virtuelle parta-
gée4. Les données sont uniformément distribuées sur ces bancs mémoire. Les autres processeurs consti-
tuent les unités de calcul. Les calculs ne dépendent que du contrôle du programme. Les tâches parallèles
sont calculées en fonction des dépendances entre les instructions du programme. La distribution des
données est donc indépendante de leur utilisation.
Dans le cadre du projet, des transformations de boucles telles que le tiling ont été appliquées pour définir
les blocs d’instructions pouvant être exécutées en parallèle et ajuster leur taille de manière à ce que les
temps de communication ne soient pas supérieurs aux temps de calcul.
Chaque tâche est constituée de 3 parties : un prologue qui lit les données nécessaires aux calculs (com-
munication des bancs mémoire vers les processeurs), une partie correspondant aux calculs, et un épi-
logue correspondant à l’écriture des résultats (communication des processeurs vers les bancs mémoire).
Chaque processeur de calcul exécute ses instructions en ne référençant que les données transférées dans
sa mémoire locale. L’ensemble des éléments de tableaux lus lors de l’exécution doit donc être copié en
mémoire locale. Cet ensemble peut être approximé et surestimé sans que cela n’introduise de problème
de cohérence mémoire puisqu’il s’agit d’éléments lus.
Une fois les calculs terminés, les données modifiées doivent être recopiées dans la mémoire partagée.
Ces ensembles d’éléments ne sont ni nécessairement convexes, et ne correspondent pas systématique-
ment à des éléments contigus sur les bancs mémoire. Pour ne pas introduire de conflits et respecter les
dépendances, seuls les éléments modifiés doivent être transférés.
L’ensemble des éléments ~a du tableau A est représenté par l’ensemble suivant :
{~a ∈ A | ∃~ı
′
∈ I ′ t.q. C(~ı
′
) ∧ ~a = R~ı
′
+~r} =
{~a ∈ A | ∃~ı ∈ I t.q. B~ı ≤ ~b ∧ (~a = R1(~ı) +~r1 ∨ ~a = R2(~ı) +~r2) ∨ ..∨ ~a = Rk(~ı) +~r2)}
où R1, R2, ..., Rk représentent des fonctions d’accès aux éléments de tableau dans le noyau original, les
itérations ~ı du nid de boucles de calculs sont définies par les bornes de boucles B~ı ≤ ~b. Le calcul du
meilleur Z-module R est discuté dans [4]. Les itérations~ı ′ correspondent aux itérations exprimées dans
la nouvelle base de parcours et C(~ı ′) les contraintes après changement de base.
Cette nouvelle base de parcours dépend de l’émetteur ou du récepteur. Pour les processeurs émulant
les bancs mémoire, les transferts s’effectuent selon l’ordre suivant : pour chaque banc mémoire, pour
chaque processeur, pour chaque ligne du banc contenant un élément et enfin à partir de l’offset du
premier élément de tableau de la ligne pour un nombre d’éléments donnés.
En réception, on parcourt les éléments en fonction du banc dont ils proviennent, dans l’ordre des dimen-
sions du tableau en tenant compte de son layout. En C, les éléments de tableau sont stockés par ligne.
4
Voir aussi l’architecture décrite dans [28].
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Les parcours s’effectuent alors des dimensions les plus petites vers la dimension la plus grande pour
laquelle les éléments sont contigus.
Il existe une relation de linéarisation entre le layout des éléments du tableau et leur placement sur les
bancs mémoire que l’on peut exprimer par l’équation :
n∑
i=1
ai ·
n∏
k=i+1
dim(ak) = l ·NB · LS+ b · LS+ o
où dim(ak) est le nombre d’éléments sur la dimension k,NB le nombre de bancs, LS la taille d’une ligne
de banc, et o l’offset dans la ligne.
Opérateurs : projection, élimination de contraintes redondantes, génération de bornes de boucles
2.3.4. Compilation d’OpenMP vers MPI
L’outil STEP [39, 40] permet de transformer automatiquement un code écrit en Fortran OpenMP en un
code équivalent écrit en Fortran MPI. Le code résultant est plus ou moins efficace suivant la précision
avec laquelle les communications entre processeurs sont générées. Si les itérations parallèles sont répar-
ties par blocs, les ensembles d’éléments de tableaux sont bien calculés statiquement. Si la répartition est
cyclique, ils le sont beaucoup moins bien. L’outil STEP devrait être amélioré en utilisant des listes de
polyèdres comme abstraction plutôt que de simples polyèdres.
2.3.5. Transferts entre hôte et GPU
L’optimisation et la génération des transferts de données entre la mémoire d’un processeur hôte et la mé-
moire d’une GPU via le bus PCIExpress nécessite le calcul et la prise en compte de plusieurs ensembles
d’éléments de tableaux [3]. L’objectif est de ne transférer que les éléments utiles et de les transférer au
meilleur moment pour ne ralentir ni la CPU ni la GPU.
2.3.6. Détermination des coefficients de tiling
Les coefficients de tiling doivent être choisis de manière à ce que l’ensemble des éléments de tableaux
accédés lors du calcul d’une tuile tiennent soit dans la mémoire locale d’un accélérateur FPGA soit dans
un cache. La connaissance de cet ensemble après un tiling symbolique permet d’en évaluer symboli-
quement le cardinal [13, 14] et d’en déduire numériquement la dimension qu’il faut utiliser pour les
tuiles [29].
Opérateur : comptage symbolique des points entiers d’un polyèdre [13, 14]. En fait, il s’agit du calcul
d’une fonction associant à un état mémoire σ le cardinal correspondant.
2.3.7. Vérification des accès aux tableaux
La vérification des accès peut se faire de deuxmanières différentes [44]. On peut soit protéger chaque ac-
cès par un test dont la condition permet de vérifier que les valeurs des expressions d’indices se trouvent
bien dans les bornes des déclarations ou bien on peut s’appuyer sur les ensembles d’éléments tableaux
accédés par une instruction complexe et vérifier a priori l’inclusion de ces ensembles dans les ensembles
des éléments déclarés.
Avec la première stratégie, les tests redondants sont éliminés grâce à la technique décrite en section 2.1.3
ou à tout le moins simplifiés. Dans le deuxième cas, on peut montrer qu’aucun test n’est nécessaire ou
bien générer un test minimal.
Opérateur : inclusion d’ensembles (inclusion de graphes de fonctions)
2.3.8. Conclusion sur les ensembles d’éléments de tableaux
Les ensembles d’éléments de tableaux interviennent dans de nombreuses situations. L’arrivée des ac-
célérateurs de type GPU a déjà donné un nouvel élan à leur utilisation, tout en introduisant le besoin
de nouvelles analyses. L’arrivée future de processeurs manycore devrait aussi stimuler la réutilisation et
l’extension de ces techniques.
2.4. Ensemble de dépendances
Les ensembles de dépendance sont des contraintes entre itérations de boucles. Ces contraintes doivent
être respectées par tous les ordonnancements des calculs élémentaires pour garantir que les résultats
fonctionnels seront inchangés.
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Dans le cadre du modèle polyédrique strict, les dépendances sont exprimées entre deux occurrences
d’instructions, mais dans le cas des nids de boucle, il s’agit de deux itérations caractérisées par des
vecteurs i et i ′ de même dimension, le nombre de boucles englobantes communes. On peut alors passer
de l’ensemble des paires (i, i ′) à un ensemble plus simple de vecteurs de dépendance d = i ′ − i, tous
lexicopositifs par définition de l’ordre d’exécution séquentiel.
De très nombreuses abstractions ont été proposées pour les ensembles de dépendancesD. Leur précision
est directement choisie en fonction de la transformation de programme à effectuer [55, 24].
2.4.1. Algorithme d’Allen et Kennedy
L’algorithme d’Allen et Kennedy utilise une abstraction très simple de l’ensemble des dépendances : les
niveaux de dépendance [55, 24]. Un vecteur de dépendance d est dit de niveau k si toutes ses coordon-
nées di pour i < k sont nulles et si dk > 0. Chaque niveau définit un demi sous-espace et constitue un
polyèdre convexe particulier. Et les niveaux de dépendance correspondent à une abstraction particulière
d’un espace affine. Elle peut être calculée avec un test de dépendance présenté en section 3.3.
2.4.2. Méthode hyperplane
Laméthode hyperplane, définie par L. Lamport [36], consiste à utiliser un ordonnancement affinemono-
dimensionnel de direction h. Cet ordonnancement est valide si le sens des dépendances est respecté [30] :
∀d ∈ D h.d ≥ 1
La quantification sur D peut être simplifiée, quand D est approximé par un polyèdre convexe ne conte-
nant pas de droites. On peut alors utiliser l’ensemble fini des rayons extrémaux R du cône de dépen-
dance qui est formé par transitivité des dépendances contenues dansD et remplacer la condition précé-
dente par :
hR ≥ 1
L’ensemble des ordonnancements valides H est alors aussi un polyèdre convexe, dans lequel il faut
choisir un ordonnancement particulier en fonction des valeurs des bornes de boucles, des expressions
d’accès, des antémémoires et du parallélisme de la machine cible. Nous ne discutons pas ici du choix de
la valeur optimale de h, bien qu’on puisse aussi faire intervenir les polyèdres dans les cas simples.
Une fois h déterminé, on peut construire une matrice unimodulaire pour effectuer toutes les itérations
nécessaires dans une nouvelle base, ce qui nous ramène à la manipulation d’un ensemble d’itérations.
Opérateur : passage au dual
2.4.3. Légalité des transformations unimodulaires de boucles
La légalité d’une transformation unimodulaire de boucles définie par une matriceM consiste à vérifier
que toutes les dépendances initiales restent des dépendances dans le code transformé. Par définition des
dépendances, d = i ′ − i, les dépendances transformées sont donc de la formeMd. Il faut donc vérifier
que
∀d ∈ DMd ≻ 0
où ≻ représente l’ordre lexicographique. Comme la combinaison linéaire positive de vecteurs lexico-
graphique positifs est positive, il suffit de vérifier la condition précédente sur les rayons du cône de
dépendance associé à D,MR ≻ 0.
Opérateur : passage au dual, élimination de quantificateur
2.4.4. Légalité du tiling
Un tiling d’un nid de boucles est défini par un ensemble de partitionnements hyperplanaires [32, 8].
Chaque famille d’hyperplans est définie par une origine et par un vecteur normal h. L’ensemble de ces
vecteurs peut être regroupé dans une matrice H. La légalité d’un tiling par rapport à un ensemble de
dépendanceD consiste à garantir qu’il existe un ordonnancement atomique des tuiles ne violant aucune
dépendance. Une condition suffisante [31] est :
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HR ≥ 0
où R est à nouveau constitué des rayons du cône pointé défini par D. Comme le tiling est une générali-
sation des transformations unimodulaires, ce résultat n’est pas surprenant bien qu’il ne soit pas évident
de voir l’échange de boucles comme un tiling...
2.4.5. Conclusion sur les dépendances
Les conditions de légalité des transformations de nids de boucles font intervenir l’ensemble des vecteurs
de dépendance. La vérification de ces conditions nécessite une représentation finie de cet ensemble ou
d’une sur-approximation. Le passage au dual est un moyen de reformuler ces conditions sans quantifi-
cateurs.
2.5. Conclusion sur les ensembles
Nous avons fait un tour rapide des ensembles utilisés dans un compilateur. Les ensembles de valeurs,
d’éléments de tableaux, d’itérations et de dépendance peuvent tous être abstraits, de manière plus ou
moins précise, par des polyèdres convexes qui permettent de les manipuler de manière finie même s’ils
comportent un nombre non borné d’éléments. Rappelons que les communications peuvent nécessiter
une information exacte.
Une fois étudiés les ensembles E et F, nous passons naturellement à leur produit cartésien, E × F, et à
l’ensemble de ses parties, les relations entre E et F.
3. Utilisations de relations
Les relations d’un ensemble vers un autre ont de nombreuses applications en parallélisation. Elles
peuvent être représentées par leurs graphes, sous-ensembles des produits cartésiens des ensembles de
départ et d’arrivée, ce qui permet d’utiliser les mêmes fonctions pour les traiter que pour les ensembles.
Il faut néanmoins enrichir les fonctionnalités disponibles en ajoutant un opérateur pour combiner deux
relations ou appliquer une relation à un ensemble.
Deux types de relations sont utilisées : les relations entre états mémoire, i.e. entre ensembles de valeurs,
et les relations entre itérations.
3.1. Relations entre ensembles de valeurs : Transformers
L’exécution d’une instruction permet de passer d’un état mémoire à un autre. Pour un programme dé-
terministe, l’état final est une fonction de l’état initial. Mais si l’instruction est compliquée parce qu’elle
comporte un appel de procédure ou bien si elle dépend d’éléments inconnus comme c’est le cas lors de
la lecture d’une valeur au clavier, le graphe de la fonction est sur-approximé et on obtient une relation
entre les deux états mémoire. Cette relation est appelée transformer, voire transformeur de prédicats si
les états mémoire sont connus par des prédicats.
Comme les transformers portent sur le produit cartésien de l’état mémoire avec lui-même, il est de di-
mension double par rapport aux états-mémoires. C’est incompatible avec les abstractions non relation-
nelles et les abstractions relationnelles limitées comme, par exemple, les octogones [41] ne sont pas tou-
jours satisfaisantes. Par contre, les transformers permettent d’encapsuler tous les effets d’une fonction
et de ne l’analyser qu’une seule fois, plutôt qu’une fois par site d’appel.
Opérateurs : combinaison, application, fermeture transitive, domaine, image.
3.2. Analyse interprocédurale : résumé des appels de procédures
L’utilisation première des transformers est de permettre le remplacement des appels de procédures par
un changement d’état unique, un résumé des effets de la procédure. Ce résumé est construit de bas
en haut sur le graphe des appels, en l’absence d’appels récursifs, et sur l’arbre syntaxique, quand le
programme est structuré.
En première analyse, les transformers se propagent par composition de relations pour les séquences,
TS1;S2 = TS1 ◦ TS2 , par intersections et enveloppes convexes pour les tests et leurs conditions, et par
fermeture transitive [6] pour les boucles. Les entrées et sorties de blocs qui modifient les scopes se tra-
duisent par des expansions cylindriques et des projections. Les appels de procédures utilisent extensions
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cylindriques, intersections et projections. Les graphes de flot de contrôle sont pour le moment traités en
les restructurant avec l’algorithme de Bourdoncle [11], mais ce n’est pas la meilleure solution [6].
Les transformers ont été initialement introduits dans PIPS [34] pour réduire les temps d’analyse liés aux
élargissements successifs nécessités par les boucles imbriquées, fréquentes en calcul scientifique. Leur
calcul est présenté dans [33].
Depuis, ce calcul a été modifié pour améliorer leur précision en prenant en compte les préconditions
disponibles au plus tôt, pour pouvoir les calculer itérativement et pour accepter des effets de bord dans
les expressions. À la n-ième itération, le transformer de l’instruction Si est calculé par la formule :
TnSi = T (Si, P
n−1
Si
) ∧ Pn−1Si
en prenant P0Si = Id à la première itération. La fonction T transforme une instruction en une relation
polyédrique tout en prendant en compte la précondition courante ce qui permet de mieux linéariser cer-
taines expressions comme, par exemple, les multiplications de deux variables. Une fois les transformers
calculés, on propage les préconditions de la section 2.1.1 sur l’arbre de syntaxe abstrait et sur les graphes
de flots de contrôle :
PnSi = T
n
Si−1
◦ PnSi−1
Néanmoins, les opérateurs polyédriques de base sont inchangés.
Opérateurs : projection, expansion cylindrique (ajout d’une nouvelle dimension), combinaison, inter-
section, image,... S’y ajoutent implicitement deux opérateurs très délicats et importants, l’élimination
de redondance pour contrôler la complexité (simplexe, Fourier-Motzkin, Janus[49]), et la normalisation
pour faciliter les tests de non-régression (formes de Smith, Hermite, tri lexicographique,...).
3.2.1. Récupération des boucles for
La restructuration de graphes de contrôle, à partir de code source ou bien de code assembleur ou binaire,
consiste traditionnellement à faire apparaître des boucles while. Mais la parallélisation automatique se
fonde sur les boucles DO qui n’en sont qu’un cas particulier.
L’algorithme de reconstruction des boucles DO est fondé sur les variables apparaissant dans la condition
de la boucle while, sur le transformer du corps de boucle pour déterminer si et comment elles sont
incrémentées et sur la précondition de boucle pour connaître la valeur initiale.
3.3. Relations entre itérations : test de dépendance
Les tests de dépendance consistent à déterminer si deux références r1 et r2 a un même tableau5, pla-
cées dans deux instructions S1 et S2, calculées dans deux états mémoire distincts mais reliés entre eux,
peuvent correspondre à une même case mémoire. En reprenant les notations des sections précédentes
et en ajoutant i l’ensemble des indices de boucles communes aux deux instructions, on s’intéresse à
l’ensemble :
{φ|∃σ1 ∈ PS1 ∃σ2 ∈ PS2φ = E(r1, σ1) ∧ φ = E(r2, σ2) ∧ TS1,S2(σ1, σ2) ∧ σ1(i) ≺ σ2(i)}
où apparaît un transformer inhabituel, TS1,S2 , qui relie les états mémoire possibles avant S1 à ceux
de S2. Ce transformer peut être calculé spécifiquement pour les tests de dépendances, mais son calcul
n’est pas indispensable parce que l’ensemble des dépendances peut être sur-approximé pour tout calcul
d’ordonnancement, dont la parallélisation.
Comme les préconditions sont approximatives, l’ensemble ci-dessus peut être remplacé par :
{φ|∃σ1 ∈ PS1 ∃σ2 ∈ PS2φ ∈ E(r1, σ1) ∧ φ ∈ E(r2, σ2) ∧ TS1,S2(σ1, σ2) ∧ σ1(i) ≺ σ2(i)}
quand les expressions d’indices ne sont pas affines. En présence d’appels de procédures, les références
peuvent aussi être remplacées par les régions convexes de tableaux :
{φ|∃σ1 ∈ PS1 ∃σ2 ∈ PS2φ ∈ RS1(σ1) ∧ φ ∈ RS2(σ2) ∧ TS1,S2(σ1, σ2) ∧ σ1(i) ≺ σ2(i)}
5
Pour être complet, il faudrait préciser si ces références correspondent à des lectures ou des écritures mémoire.
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La projection de Fourier-Motzkin peut être utilisée pour décider si ces ensembles sont vides et sous
quelle condition afin de calculer une abstraction des dépendances d = σ2(i) − σ1(i) ou des relations
entre itérations, (σ1(i), σ2(i)).
3.4. Utilisation des transformers pour le calcul des régions de tableaux
Les transformers sont largement utilisés dans les différents algorithmes de calcul de régions de tableaux.
Ceci est présenté dans les sections 4.1.1, 4.1.2 et 4.1.5.
3.5. Conclusion sur les relations
Nous avons présenté seulement deux cas de relations, les relations entre états mémoire et les relations
entre itérations, mais elles ont de multiples applications en optimisation et en parallélisation. Cependant
il est parfois plus utile de manipuler des fonctions, comme nous le voyons dans la section suivante.
4. Utilisation de fonctions
Les fonctions sont des cas particuliers de relations, tout comme les relations sont des cas particuliers
d’ensembles. Mais savoir qu’on dispose d’une relation de un vers un permet parfois de prendre des dé-
cisions clés. Les fonctions qui sont utilisées en parallélisation interprocédurale, en transformations dites
gros grain et en réallocation mémoire sont des fonctions allant d’un état mémoire vers un ensemble d’élé-
ments de tableaux6 : il s’agit des divers types de régions convexes de tableaux. Le modèle polyédrique
strict utilise des fonctions de dépendance exactes allant d’une itération vers une autre itération.
4.1. Fonctions vers des ensembles d’éléments de tableaux
Afin de paralléliser des programmes comportant des appels de fonctions tout en conservant une com-
plexité raisonnable, une solution [50, 21] est d’abstraire le comportement de ces fonctions par des résu-
més des ensembles d’éléments de tableaux lus ou écrits (régions de tableaux READ et WRITE), qui sont
ensuite traduits au niveau des sites d’appels en prenant en compte les relations entre les paramètres
formels et réels. Ces ensembles doivent bien souvent être exprimés en tenant compte des valeurs des
variables utilisées dans les expressions d’indice, et sont donc fonction de l’état-mémoire. On peut géné-
raliser cette approche à toutes les structures de l’arbre syntaxique du langage (expression, affectation,
séquence d’instructions, boucles, tests,...), ce qui permet aux analyses clientes d’effectuer un traitement
uniforme indépendamment du type d’instruction considéré.
Ainsi, pour un élément l d’un langage L˜, une région R d’un tableau T à n dimensions est une fonction
de l’ensemble des état-mémoire Σ vers un ensemble de d’éléments de T qui peuvent être vus comme
des coordonnées dans Zn. Chaque dimension du tableau est représentée par sa coordonnée ΦTi pour la
i-ème dimension de T ; le vecteur des ΦTi est noté Φ
T :
R : L˜ −→ (Σ −→ ℘(Zn))
l −→ R[[l]] = λσ.{ΦT : r(ΦT , σ)}
r exprimant la relation entre les coordonnées ΦT des éléments de la région du tableau T et les valeurs
des variables du programme dans l’état mémoire σ. Dans PIPS, r est représenté sous forme de polyèdre
convexe.
Par exemple, la région contenant l’élément t[i] peut être représentée par λσ.{Φt1 : Φ
t
1 = σ(i)}, σ(i)
étant la valeur de la variable i dans l’état mémoire σ.
Si les analyses de régions READ et WRITE sont principalement utilisées pour la parallélisation à gros
grain des boucles (section 4.1.3), d’autres transformations de code comme la privatisation de tableaux
(section 4.1.6) ou la génération des communications dans le cadre de machines à mémoire distribuée
(section 2.3.1), nécessitent une connaissance des régions de tableaux importées et exportées par la por-
tion de code considérée. Ce sont les régions IN et OUT qui sont présentées dans la section 4.1.5. Comme
nous le verrons alors, les fonctions qui définissent ces analyses mettent en oeuvre un opérateur de diffé-
rence, et reposent donc sur le calcul de sous-approximations qui posent des problèmes que nous abor-
dons dans la section 4.1.1.
6
Il est plus facile de les manipuler comme des fonctions vers des ensembles de P(Φ)plutôt que des relations vers les éléments de
Φ.
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4.1.1. Sur- et sous-approximations
Que ce soit par manque d’informations disponibles lors de l’analyse ou parce que les solutions ne sont
pas calculables en un temps fini, il est généralement impossible de représenter de manière exacte les
résultats des analyses sémantiques, et il est nécessaire de recourir à des approximations.
Ainsi, dans PIPS, les sur-approximations des ensembles d’éléments de tableaux sont calculées sur le
treillis des polyèdres convexes, l’opérateur d’union étant l’enveloppe convexe, qui définit une unique
meilleure sur-approximation de l’union de deux polyèdres convexes.
Malheureusement, il n’existe pas d’opérateur définissant une unique meilleure sous-approximation de
l’union de deux polyèdres convexes7. Ce problème est connu dans le domaine de l’interprétation abs-
traite [11, 18], et pas seulement pour la sous-approximation des ensembles à coordonnées dans Z.
La solution que nous avons proposée [20, 22] repose sur le constat qu’il existe des critères pour déter-
miner l’exactitude de la sur-approximation. Ainsi, si l’on peut décider que la sur-approximation est en
réalité une représentation exacte, alors elle peut aussi être utilisée comme sous-approximation, sinon
on choisit l’ensemble vide comme sous-approximation. De ce fait, seule la sur-approximation est réel-
lement calculée, mais un test d’exactitude doit être effectué à chaque étape du calcul. Lorsqu’il est vrai,
on parle alors de région exacte.
Notre bibliothèqueC3 Linear fournit les outils nécessaires pour tester l’exactitude de l’enveloppe convexe
de deux polyèdres (c’est-à-dire lorsqu’elle est égale à l’union ensembliste), ainsi que l’exactitude de la
projection le long d’une dimension (élimination d’une variable), qui sont, nous le verrons par la suite,
les deux opérations principalement utilisées lors des analyses de régions exactes. Mais il est également
nécessaire de pouvoir tester l’exactitude de l’abstraction sous forme de polyèdre convexe d’une expres-
sion, que ce soit un indice de tableau, une borne ou un incrément de boucle, ou encore la condition d’un
test.
Opérateurs : enveloppe convexe exacte, projection exacte vis-à-vis des points entiers inclus dans les
polyèdres rationnels
4.1.2. Régions convexes de tableaux lues et écrites
Les régions READ etWRITE représentent les effets du programme sur les variables [50] : elles contiennent
les variables et éléments de tableaux lus ou écrits par les instructions (simples ou composées) lors de
leur exécution. Ces deux types d’analyses étant très similaires, nous ne décrivons ici que l’analyse des
régions READ.
Rr, Rr et Rr définissent les sémantiques exactes et approchées des régions READ. Ces sémantiques
sont définies en détail pour le langage Fortran dans [22], aussi bien pour les expressions que pour les
instructions et sont également implémentées dans PIPS pour le langage C. Nous donnons ci-dessous le
détail des plus importantes.
Expressions Nous ne considérons ici que les expressions sans effet de bord, leurs effets en lecture sont
simplement l’union des effets en lecture de chacune des références mémoire. Pour des variables
scalaires ou des tableaux, en utilisant la syntaxe du langage C, nous obtenons :
Rr[[const]] = λσ.∅
Rr[[var]] = λσ.{var}
Rr[[var(exp1, . . . , expk)]] = λσ.{var[φ1] . . . [φk] : φ1 = σ(exp1) ∧ · · ·∧ φk = σ(expk)}⋃
i=1..kRr[[expi]]
Pour les constantes et les variables scalaires, la représentation sous forme de région est toujours
exacte. Pour les références à des éléments de tableaux, elle est exacte uniquement lorsque toutes
les expressions d’indice peuvent être représentées par des expressions linéaires en fonction des
valeur des variables du programme.
Affectation Nous considérons ici des affectations sans effets de bord dans la partie droite ou dans les
expressions d’indice de la partie gauche. La partie gauche écrit la variable ou l’élément de tableau
7
Pour s’en convaincre, il suffit de considérer les ensembles constitués respectivement des éléments de tableaux t[1] et t[3].
On peut définir plusieurs sous-approximation de leur union : {t[1]}, {t[3]} ou encore l’ensemble vide, sans que l’on puisse
qualifier l’une de meilleure que l’autre.
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référencé, mais a des effets en lecture sur les indices de tableau :
Rr[[var = exp]] = Rr[[exp]]
Rr[[var[exp1] . . . [expk] = exp]] = Rr[[exp]]∪(
⋃
i=1..kRr[[expi]])
Les sur-approximations correspondantes sont obtenues en utilisant les opérateurs abstraits ap-
prochés à la place des opérateurs exacts :
Rr[[var = exp]] = Rr[[exp]]
Rr[[var[exp1] . . . [expk] = exp]] = Rr[[exp]]∪(
⋃
i=1..kRr[[expi]])
où ∪ est l’opérateur d’enveloppe convexe. Pour la dernière expression, la sous-approximation est
égale à la sur-approximation si Rr[[exp]] et toutes les Rr[[expi]] sont des régions exactes et si le test
d’exactitude de leur enveloppe convexe est exacte.
Séquence Les effets en lecture de S1;S2 sont l’union des effets de S1 et de ceux de S28. Toutefois, il faut
tenir compte du fait que Rr[[S1]] (tout comme Rr[[S1;S2]]) est décrite en fonction des valeurs des
variables dans l’état-mémoire précédant S1, alors que Rr[[S2]] est décrite en fonction des valeurs
des variables dans l’état-mémoire précédant S2. Si T [[S1]] modélise la transformation de l’état-
mémoire par l’exécution de S1, alors les sémantiques exactes et surestimées des régions READ sont
définies par9 :
Rr[[S1;S2]] = Rr[[S1]]∪Rr[[S2]] ◦ T [[S1]]
Rr[[S1;S2]] = Rr[[S1]]∪Rr[[S2]] • T [[S1]]
La définition de la sur-approximation nécessite quelques explications. En effet, l’approximation
de la transformation de l’état-mémoire par l’exécution de S1, présentée précédemment sous le
nom de transformer, est définie comme une relation t entre les états-mémoire d’entrée et de sortie
de l’instruction, et ne peut donc se composer directement avec une fonction. On définit donc par
extension la fonction associée T , qui, pour une instruction donnée, fait correspondre à un état-
mémoire un ensemble d’états-mémoire de sortie possibles :
T : S −→ (Σ −→ ℘˜(Σ))
S −→ λσ.{σ ′ : t(σ, σ ′)}
Toutefois, le domaine de sortie de cette fonction (℘˜(Σ)) n’est pas le même que le domaine d’entrée
des régions (Σ). Pour obtenir une sur-approximation, il suffit de composer la région considérée
avec chacun des éléments de l’ensemble donné par T , puis d’en prendre l’union :
R•T = λσ.
⋃
σ ′∈T (σ)
R(σ ′)
ce qui se ramène finalement à une projection :
R•T = λσ.proj
σ ′
(
{Φ : t(σ, σ ′)∧ r(Φ,σ ′)}
)
Boucles for ou boucle DO Fortran Les boucles for du langage C semblables aux boucles DO du lan-
gage Fortran ont des propriétés de régularité qui permettent d’en étudier plus facilement le pa-
rallélisme. C’est traditionnellement sur l’analyse de ces boucles que les efforts d’analyse se sont
naturellement focalisés dans PIPS.
Ainsi, pour une boucle de la forme for(i=0; i<n;i++) S; si Rr[[S]] = λσ{φ : rS(φ, σ)} est
la région du corps de la boucle, et si tfor donne une sur-approximation de la relation entre l’état-
mémoire avant exécution de la boucle et l’état-mémoire avant une quelconque exécution du corps
8
Nous supposons ici que le programme ne s’arrête pas lors de l’exécution de S1 .
9
La région lue Rr[S1] est dénoté par RS1 et le transformer T [S1] par TS1 quand ils sont utilisés et non calculés dans les autres
sections.
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de la boucle, alors une sur-approximation des régions lues par la boucle peut s’exprimer de la
façon suivante :
Rr[[for(i = 0; i < n; i+ +) S; ]] =
Rr[[n]]∪projk
(
proj
σ ′
({φ : rS(φ, σ
′) ∧ tfor(σ, σ
′) ∧ k = σ(i) ∧ 0 ≤ k < σ(n)})
)
Ainsi, les équations définissant le calcul des approximations de régions de tableaux peuvent se réduire
à des successions d’enveloppes convexes et de projection, opérations toutes implémentées dans la bi-
bliothèque C3 Linear et pour lesquelles nous disposons de tests d’exactitude. Les résultats ainsi obtenus
sont ensuite utilisés dans plusieurs autres phases d’analyses et de transformations. Nous détaillons ci-
après les algorithmes de parallélisation et fusion à gros grain, le calcul des régions IN et OUT, ainsi que
la privatisation et la scalarisation de tableaux.
Opérateurs : introduction des opérateurs sur-approximés
4.1.3. Algorithme de parallélisation à gros grain
Une fois qu’on dispose des régions de tableaux lues et écrites pour n’importe quelle instruction, on peut
utiliser les conditions de Bernstein directement sur deux itérations du corps de boucle à condition de les
étendre aux cas des régions de tableaux. La boucle est dite parallèle si aucune itération ne lit un élément
de tableau écrit par une autre itération, et si aucune itération n’écrit un élément de tableau écrit par une
autre itération.
La condition interdisant l’écriture d’une cellule mémoire par une itération postérieure à celle qui la lit
s’écrit pour n’importe quelle variable v :
{φ| ∃σ, σ ′ ∈ PB φ ∈ RB,v(σ) ∧ φ ∈WB,v(σ
′) ∧ σ(i) < σ ′(i)} = ∅
ou plus précisément :
{φ| ∃σ, σ ′ ∈ PB φ ∈ RB,v(σ) ∧ φ ∈WB,v(σ
′) ∧ TB,B(σ, σ
′)} = ∅
où TB,B représente le déroulement d’au moins une itération, soit la fermeture transitive d’une itération
TB,B = T
+
B , en admettant que B incorpore le passage à l’itération suivante. Les deux autres conditions
de Bernstein s’écrivent de manière similaire.
Cet algorithme de parallélisation est très simple, voire simpliste, par rapport à celui d’Allen et Kennedy,
mais il permet de traiter n’importe quel corps de boucle, sans restriction sur le contrôle ou les appels
de procédures, il évite des distributions de boucles inutiles et améliore donc la localité et la taille des
boucles. Pour qu’il soit vraiment efficace, il faut néanmoins le compléter pour privatiser les tableaux
intermédiaires et pour détecter les réductions.
De plus, cet algorithme pourrait utiliser les régions importées et exportées introduites dans la section
suivante afin d’incorporer directement la privatisation de sections de tableaux dans le processus de
parallélisation.
4.1.4. Fusion de boucles à gros grain
Lors d’un exposé présenté à l’un des workshops de CGO en 2011, David Monniaux nous a demandé s’il
serait possible d’utiliser la même technique pour effectuer une fusion de boucles, l’algorithme standard
étant fondé sur des propriétés des graphes de dépendances avant et après fusion [23]. La réponse nous
semble devoir être positive.
La fusion de deux boucles adjacentes10 est légale si les dernières itérations de la première boucle n’écrivent
pas des données lues ou écrites par les premières itérations de la deuxième boucle et si elles ne lisent
pas des données écrites par ces mêmes premières itérations.
En supposant que les indices des deux boucles soit i1 et i2 et leurs corps B1 et B2 et en supposant qu’elles
puissent être fusionnées avec un délai d, c’est-à-dire que l’itération σ1(i1) soit exécutées en même temps
10
Les régions de tableaux peuvent aussi être utilisées pour décider si des instructions situées entre les deux boucles peuvent être
déplacées pour les rendre adjacentes. Dans tous les cas, il s’agit de déterminer si deux instructions, aussi complexes soient-elles,
peuvent être permutées sans modifier les résultats du programme.
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que l’itération σ2(i2) vérifiant σ1(i1) = σ2(i2) + d, la première condition peut s’écrire pour n’importe
quelle variable vmodifiées dans la première boucle :
{φ|∃σ1 ∈ PB1∃σ2 ∈ PB2φ ∈WB1,v(σ1) ∩ RB2,v(σ2) ∧ σ1(i1) > σ2(i2) + d∧ TB1,B2(σ1, σ2)} = ∅
de manière très similaire à ce qui est fait pour la parallélisation.
On remarque d’abord que le transformer TB1,B2(σ1, σ2) n’est pas disponible de manière standard, mais
que son omission ou son imprécision ne perturbe pas la validité du test. On remarque ensuite que les
domaines d’itérations ne sont pas pris en compte ici et que le problème est déplacé sur la phase de
génération de code. On remarque enfin que les régions R etW peuvent être remplacées par des régions
IN et OUT si les problèmes de privatisation ou de renommage sont pris en compte par la phase de
génération de code. Il reste néanmoins à minimiser d.
4.1.5. Régions convexes de tableaux importées et exportées
Les régions IN et OUT contiennent les variables scalaires et les ensembles d’éléments de tableaux dont la
valeur est respectivement importée ou exportée par le fragment de code considéré. Ces définitions ne sont
toutefois pas symétriques : les régions IN ne dépendent pas des régions qui ont été initialisées11 avant
l’exécution des instructions précédant le fragment de code considéré, et sont calculées depuis les feuilles
de l’arbre de syntaxe abstrait (AST) vers sa racine. Au contraire, les régions OUT dépendent des régions
importées par la suite du programme et sont calculées depuis la racine de l’AST vers les feuilles. Nous
présentons tout d’abord le calcul des régions IN puis celui des régions OUT12.
Pour un langage dont les expressions n’ont pas d’effet de bord, les régions IN sont initialisées au niveau
des affectations :
Affectation En C comme en Fortran, la partie droite d’une affectation est évaluée avant la partie gauche.
La valeur des éléments référencés en lecture par la partie droite ne peut donc venir de la par-
tie gauche, et ces valeur sont ainsi nécessairement importées. Comme nos expressions n’ont pas
d’effet de bord en Fortran13, les régions IN d’une affectation sont donc ses régions READ :
Ri[[ref = exp]] = Rr[[ref = exp]]
Les approximations sont directement dérivées de cette définition.
Séquence Les régions IN de la séquence S1;S2 contiennent les éléments de tableaux importés par S1,
Ri[[S1]]
14, plus ceux importés par S2 après l’exécution de S1 (Ri[[S2]] ◦ T [[S1]]) mais qui ne sont pas
définis par S1 (Rw[[S1]]) :
Ri[[S1;S2]] = Ri[[S1]]∪
(
(Ri[[S2]] ◦ T [[S1]])⊟Rw[[S1]]
)
L’opérateur ⊟ désigne ici la différence ensembliste, qui nécessite quelques précautions pour la
définition de la sur-approximation. En effet, une sur-approximation d’une différence de deux en-
sembles ne peut pas être égale à la différence de leurs sur-approximations, mais doit être définie
comme la différence d’une sur-approximation du premier ensemble et d’une sous-approximation
du deuxième ensemble. Une difficulté supplémentaire provient du fait que la différence de deux
polyèdres convexes n’est pas nécessairement un polyèdre convexe, et donc que l’opérateur de dif-
férence doit lui aussi être surestimé (⊟) :
Ri[[S1;S2]] = Ri[[S1]]∪
(
(Ri[[S2]] • T [[S1]])⊟Rw[[S1]]
)
Dans notre implémentation, nous calculons tout d’abord une représentation exacte de la différence
sous forme d’une disjonction de polyèdres convexes [37, 38], dont nous calculons ensuite l’enve-
loppe convexe afin de conserver une représentation compacte sous la forme d’un unique polyèdre.
Si la disjonction ne contient qu’un seul élément, alors la différence est considérée comme exacte.
11
Ou non, si on veut détecter les variables non initializées [45].
12
Les régions OUT sont calculées de manière interprocédurale, mais on peut aussi les calculer intraprocéduralement.
13
Les notations sont plus complexes pour C, à moins que les effets de bords soient déplacés par une autre passe.
14
La régionRi[S1] est notée INS1 quand elle est utilisée et non calculée dans les autres sections.
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Boucle for ou boucle do fortran La contribution d’une itération k aux régions IN d’une boucle de ce
type est égale aux régions IN de cette itération auxquelles il faut enlever les régions écrites dans les
itérations k ′ précédentes (1 ≤ k ′ < k). Comme nous l’avons vu précédemment pour les régions
READ, il faut en outre tenir compte de la modification de l’état-mémoire par chacune des itérations.
Nous désignons à nouveau par tfor le polyèdre convexe décrivant la relation entre l’état-mémoire
avant l’exécution de la boucle, et l’état-mémoire précédant n’importe quelle exécution du corps de
la boucle. L’équation suivante donne alors la sur-approximation des régions IN pour l’ensemble
de la boucle :
Ri[[for(i = 0; i < n; i+ +) S; ]] =
Rr[[n]] ∪ projk
(
proj
σ ′
(
{φ : rS(φ, σ
′) ∧ tfor(σ, σ
′) ∧ k = σ(i) ∧ 1 ≤ k ≤ σ(n)}
)
⊟ proj
k ′
(
proj
σ ′
({φ : wS(φ, σ
′) ∧ tfor(σ, σ
′) ∧ k ′ = σ(i) ∧ 1 ≤ k ′ < k})
))
où rS(φ, σ ′) est un polyèdre dérivant la sur-approximation de la région READ du corps de la
boucle15, et wS(φ, σ
′) le polyèdre décrivant la sous-approximation de la région WRITE du corps
de la boucle.
Les régions OUT peuvent alors être définies en fonction des régions READ, WRITE et IN. Elles sont initia-
lisées à l’ensemble vide pour l’ensemble du programme et sont propagées vers les instructions élémen-
taires, affectations ou appels de fonctions.
Instructions d’une séquence Nous supposons que les régions OUT de la séquence S1;S2 sont connues,
et notre but est de calculer les régions OUT de S1 et de S2, respectivementRo[[S1]] etRo[[S2]].
Intuitivement, les régions exportées par S2 sont les régions exportées par la séquence, et écrite
par S2. Il faut cependant faire attention à l’effet de S1 sur l’état mémoire : pour Ro[[S1;S2]], l’état
de référence est celui précédant S1 ; alors que pour Ro[[S2]], c’est celui précédant S2, obtenu en
appliquant T [[S1]].Ro[[S2]] doit donc vérifier :
Ro[[S2]] ◦ T [[S1]] = Ro[[S1;S2]]∩Rw[[S2]] ◦ T [[S1]]
Nous ne pouvons pas donner une définition constructive de Ro[[S2]] car T [[S1]] n’est pas inver-
sible16. Mais à partir de la définition du transformeur sous forme de relation, on peut en définir une
sur-approximation, que nous appelons abusivement transformeur inverse :
T
−1
[[S1]] = λσ.{σ : tS1(σ
′, σ)}
(noter les places relatives de σ et σ ′ qui sont inversées par rapport à la définition de T [[S1]]). Ceci
nous permet de définir une sur-approximation deRo[[S2]] :
Ro[[S2]] = Ro[[S1;S2]] • T
−1
[[S1]]∩Rw[[S2]]
La composition d’une région avec le transformeur inverse est définie similairement à la compo-
sition avec le transformeur. L’intersection ne nécessite pas de sur-approximation, car c’est une
opération qui est toujours exacte dans l’ensemble des polyèdres convexes.
Les régions exportées par S1 sont les régions exportées par la séquence, mais pas par S2, et qui
sont écrites par S1. A ceci, il faut ajouter les éléments écrits par S1 et exportés vers S2, c’est-à-dire
importés par S2 :
Ro[[S1]] = Rw[[S1]]∩
(
(Ro[[S1;S2]]⊟Ro[[S2]] ◦ T [[S1]])∪Ri[[S2]] ◦ T [[S1]]
)
Ici, les approximations sont directement dérivées de la sémantique exacte.
15
Ceci est équivalent à la notation fonctionnelleφ∈ RS(σ)utilisée par ailleurs.
16
On ne peut pas retrouver l’état-mémoire d’entrée à partir de l’état-mémoire de sortie.
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Corps d’une boucle for ou boucle do Fortran On suppose connues les régions OUT pour l’ensemble
de la boucle (Ro[[for(i = 0; i < n; i + +)S; ]] = λσ.{φ : ro(φ, σ)}), et l’on cherche les régions OUT
d’une itération k quelconque (Ro[[S]]k). Ce sont les régions écrites par cette itération, et qui sont ex-
portées par la boucle, sans être écrites lors d’une itération k ′ suivante ; ou alors qui sont écrites par
cette itération puis importées par une itération k ′ suivante, mais sans être écrite par une itération
k ′′ intermédiaire (k < k ′′ < k ′). Nous donnons ici directement l’équation permettant de calcu-
ler la sur-approximation à partir de la sur-approximation des régions IN du corps de la boucle
(Ri[[S]] = λσ.{φ : ri(φ, σ)}), de la sous-approximation des régions WRITE du corps de la boucle
(Rw[[S]] = λσ.{φ : rw(φ, σ)}) et ainsi que de la sur-approximation t du transformeur de la boucle
(pris ici sous sa forme de relation) qui relie les état-mémoire de l’entrée de la boucle et de l’entrée
d’une itération quelconque :
Ro[[S]]k = Rw[[S]] ∩
( (
proj
σ ′
(
λσ.{φ : rin(φ, σ) ∧ t(σ
′, σ) ∧ k = σ(i)}
)
⊟ proj
k ′
(
proj
σ ′
(
λσ.{φ : rw(φ, σ) ∧ t(σ, σ
′) ∧ k ′ = σ ′(i)}
)) )
∪ proj
k ′
(
proj
σ ′
(
λσ.{φ : rin(φ, σ) ∧ t(σ, σ
′) ∧ k < k ′ ≤ σ(n) ∧ k ′ = σ ′(i)}
)
⊟ proj
k ′′
(
proj
σ ′
(
λσ.{φ : rw(φ, σ) ∧ t(σ, σ
′)
∧ k < k ′ ≤ σ(n) ∧ k < k ′′ ≤ k ′ − 1∧ k ′′ = σ ′(i)}
)) ) )
Tout comme pour les régions READ et WRITE les équations permettant le calcul des approximations de
régions IN et OUT peuvent s’exprimer en fonction d’opérations simples sur les polyèdres convexes : en-
veloppe convexe, intersection et projection, et d’une opération de différence passant par l’intermédiaire
des disjonctions de polyèdres. On peut aussi retenir que ces analyses réutilisent les résultats des ana-
lyses de transformeurs, et que nous avons dû définir les opérations permettant de les composer avec les
régions.
4.1.6. Privatisation
Une variable v peut être privatisée dans une instruction si elle y est utile, si la ou les valeurs qu’elle
possède en mémoire en entrée ne sont pas utilisées par l’instruction elle-même et si sa ou ses valeurs
en sortie ne sont pas utilisées par la continuation. Le cas le plus commun de privatisation a lieu dans
les corps de boucle. Si on dispose des régions de tableaux convexes, les fonctions INB,v et OUTB,v, v est
donc utilement privatisable dans le corps de boucle B exécuté sous la précondition PB si
∀σ ∈ PB WB,v(σ) 6= ∅∧ INB,v(σ) = OUTB,v(σ) = ∅
4.1.7. Scalarisation
Soit B un corps de boucle et i son indice. SoitWB,v et RB,v les fonctions qui associent à l’état courant σ
l’ensemble des éléments de v qui sont lus ou écrits dans B. On définit une relation R de l’ensemble des
valeurs possibles de i vers les parties de l’ensemble des parties des éléments de v, P(Φ)
R : Val→ P(Φ) s.t. R(v) = {φ|∃σ σ(i) = v∧ φ ∈WB,v(σ) ∪ RB,v(σ)}
Si R est une application, toutes les références à v se trouvant dans le corps de boucle peuvent être rempla-
cées par des références à un scalaire temporaire puisque, par définition d’une fonction, chaque itération
σi utilise un unique élément de v.
L’insertion d’une initialisation du temporaire ou bien d’une exportation de sa valeur en sortie de boucle
est décidée en fonction des régions INB,k et OUTB,k. Le contenu du corps de boucle est totalement
ignoré contrairement à ce qui est fait traditionnellement [12]. Mais on ne peut l’ignorer pour décider de
la profitabilité de la transformation.
Opérateurs : déterminer si un graphe de relation est un graphe de fonction ou un graphe d’application.
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4.2. Fonctions vers des ensembles d’itérations
L’information de dépendance utilisée pour calculer un ordonnancement affine multidimensionnel est
une fonction affine par morceaux qui associe à une occurrence d’instruction et à une case mémoire lue
par cette occurrence, une autre occurrence d’instruction qui a calculée la valeur contenue dans cette case
mémoire [27].
Cette fonction n’est pas calculable en général, mais elle l’est pour un sous-ensemble de programmes
appelés programmes à contrôle statique [37].
4.3. Conclusion sur les fonctions
L’importance des fonctions dans le compilateur PIPS a été réalisée progressivement au cours des vingt
dernières années. Les API définies au niveau des polyèdres convexes n’ont malheureusement pas été
complétées par des API au niveau des relations et des fonctions. Les structures de données de la biblio-
thèque C3 Linear sont donc manipulées directement dans le code de PIPS.
5. Conclusion
Nous avons montré que les abstractions issues de l’interprétation abstraite pouvaient être utilisées et
réutilisées au sein d’un compilateur. L’abstraction polyédrique constitue un bon compromis entre pré-
cision et vitesse d’analyse. Elle bénéficie de fondements mathématiques solides. Elle permet d’encoder
par des sur-approximations ensembles, fonctions et relations d’une manière uniforme.
Ceci suppose que nous disposions de librairies polyédriques complètes et robustes par rapport au temps
d’exécution, à l’espace mémoire et à la magnitude des coefficients. Tous doivent être maîtrisés pour utili-
ser une telle bibliothèque au sein d’un compilateur. De nombreuses librairies polyédriques ont été écrites
et ré-écrites [35, 42, 47, 51, 52, 53], avec des objectifs et des technologies différents, de manière collabora-
tive ou non. Les algorithmes de base ont été progressivement améliorés, en particulier pour prendre en
compte précisemment les ensembles de points entiers se trouvant dans les polyèdres convexes, et des
benchmarks sont disponibles sur Internet[43]. Il reste encore à garantir la monotonie des résultats en cas
d’exception : il ne faut pas qu’un ajout d’information en entrée conduise à une perte en sortie. Malgré
les travaux de Duong Nguyen[43], cet objectif n’est pas encore atteint avec notre bibliothèque C3 Linear.
Une bibliothèque polyédrique ne suffit naturellement pas à écrire simplement un compilateur optimi-
seur. La profitabilité des transformations conduit à y adjoindre une bibliothèque pour manipuler des
polynômes[56]. L’application des transformations peut être simplifiée par l’utilisation d’un outil de ges-
tion de structures de données comme Newgen[16]. Enfin, la légalité de tous les algorithmes de transfor-
mations du middle-end n’a pas encore été réduite à des conditions polyédriques simples. Les graphes
ont toujours un rôle important à jouer et les optimisations de l’évaluation des expressions s’appuient sur
d’autres propriétés et transformations [57]. Le choix de la représentation intermédiaire est aussi critique.
La parallélisation automatique est-elle un échec comme le clame Keshav Pingali dans son exposé à LCPC
2010 parce qu’elle ne s’applique vraiment efficacement qu’au domaine du calcul scientifique dense et
du traitement du signal ? Au pire, ce ne serait qu’un échec relatif puisque les objectifs visés initialement
ont été atteints et que les techniques qui en ont découlé s’appliquent de plus en plus largement dans les
compilateurs et les analyseurs statiques et qu’elles peuvent encore être étendues pour combiner analyses
statiques et dynamiques, pour étendre les objectifs de la vitesse de calcul à l’énergie consommée et à la
sûreté comme cela a été fait, par exemple, pour la vérification des accès aux tableaux, et pour profiter de
nouvelles sources d’information comme les compteurs matériels.
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