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Abstract:Content-based image retrieval (CBIR) systems are used to retrieve relevant images from large-scale databases.
In this paper, a framework for the image retrieval of a large-scale database of medical X-ray images is presented. This
framework is designed based on query image classiﬁcation into several prespeciﬁed homogeneous classes. Using a merging
scheme and an iterative classiﬁcation, the homogeneous classes are formed from overlapping classes in the database. For
this purpose, the shape and texture features, selected using the forward selection algorithm, are optimized by a novel
genetic algorithm-based feature reduction and optimization algorithm in the feature space. In this algorithm, using a new
ﬁtness function, we try to locate similar images in the database together in the feature space. Using the merging-based
classiﬁcation, the m-nearest classes to the query image are selected as a ﬁltered search space. To increase the retrieval
eﬃciency, we integrate a novel dependency probability-based relevance feedback (RF) approach with the proposed CBIR
framework. The proposed RF uses a synthetic distance measure based on the weighted Euclidean distance measure
and Gaussian mixture model-based dependency probability similarity measure of the database images to the Gaussian
mixture distribution function of the positive images. The experimental results are reported based on a database consisting
of 10,000 medical X-ray images of 57 classes (ImageCLEF 2005 database). The provided results show the eﬀectiveness
of the proposed framework compared to the approaches presented in the literature.
Key words: Content-based image retrieval, merging-based classiﬁcation, dependency probability-based relevance feedback, medical X-ray images, genetic algorithm-based feature reduction and optimization algorithm

1. Introduction
Content-based image retrieval (CBIR) is an additive needed for search and retrieval in image databases. To
index images for image retrieval applications, we use low-level features such as the colors, textures, and shapes
of objects to represent the image content [1]. Even though CBIR systems have been applied widely in general
applications (such as face and ﬁngerprint matching for identiﬁcation, Internet shopping, and logo searching),
only a few CBIR systems (such as ASSERT [2], IRMA [3], and NHANES II [4]) have been extended speciﬁcally
for medical applications. Many medical CBIR systems, such as high-resolution computed tomography (HRCT)
lung images [5,6], mammography [7], chest computed tomography [8], chest X-ray [9], spine X-ray [4,10–12],
and dental X-ray [13], often present images with speciﬁc organ and modality or diagnostic study that cannot
be used in other medical applications. A few systems have been developed for general medical application (e.g.,
MedGIFT [14], KmED [15], and IRMA [3]). For example, in the Gaussian mixture model-Kullback–Leibler
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(GMM-KL) framework presented in [16], using a probabilistic image representation scheme based on the GMM
and an image-matching strategy based on the KL measure, a classiﬁcation-based image retrieval framework was
designed. In this framework, a class model is extracted based on the GMM estimation of the images, and then
it is used to categorize and retrieve the database images. In [17], using a probabilistic multiclass support vector
machine (SVM) and fuzzy c-mean clustering for categorizing of images, a CBIR framework for medical images
was introduced. In the presented relevance feedback (RF) of this framework, using the relevant and irrelevant
images, the most dominant negative and positive categories are predicted by SVM and the voting rule. Next,
the images of the most dominant positive class are rewarded and the images of the most dominant negative
class are punished. In [18], a classiﬁcation-based medical image retrieval framework was designed using category
membership scores, a combination of probabilistic classiﬁers, and an adaptive similarity fusion scheme, and a
feature-level fusion was applied. In [19], a classiﬁcation-based medical image retrieval method for a special
medical database was presented.
In this paper, a CBIR framework is presented for medical X-ray image applications. We have 2 principle
problems in the medical X-ray image classiﬁcation problem. First, there is an intense overlapping between
diﬀerent images of diﬀerent classes in very large databases. Second, some classes of the database have an
intense intraclass distance [1] based on body orientation, anatomic region, and texture contents in our CBIR
framework. Therefore, this framework has been designed based on the merging-based classiﬁcation of the query
image into several prespeciﬁed homogeneous classes using shape and texture features. Using the proposed
merging scheme in [1], the homogeneous classes are formed from overlapping classes in our database. For this
purpose, the selected features are optimized and reduced by a novel genetic algorithm-based feature reduction
and optimization (GFRO) algorithm, until more semantic classes of the similar images are formed. In other
words, the GFRO algorithm modiﬁes the feature space until more similar images are located together.
In this paper, a novel RF approach has been integrated into our framework for the improvement of the
retrieval performance. The proposed RF approach is a novel dependency probability-based approach based
on the combination of the weighted Euclidean distance and the GMM-based dependency probability similarity
measures. In each iteration of the proposed RF, the weights of these 2 measures in the synthetic measure are
determined based on their retrieval performance in the previous iteration.
The rest of this paper is organized as follows: the details of the proposed framework for content-based
medical X-ray image retrieval are described in Section 2, where the proposed feature extraction, selection, and
optimization stages and the merging-based classiﬁcation are described. The details of the proposed dependency
probability-based relevance feedback approach are presented in Section 3. Section 4 contains the experimental
results of the proposed framework. A discussion and a conclusion on our proposed framework and the work are
contained in Sections 5 and 6, respectively.

2. The proposed framework for content-based medical X-ray image retrieval
The block diagram of the proposed framework for content-based medical X-ray image retrieval is shown in
Figure 1. In this block diagram, features are extracted from the query image, and then the m-nearest classes to
the query image are determined by the merging-based classiﬁer. Similar images in the search space are sorted
by the similarity measure and are presented to the user. Positive and negative images in the presented images
are labeled by the user, and are then used to improve the retrieval performance by a RF algorithm. In this
section, the details of feature extraction and the merging-based classiﬁer are described.
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Figure 1. Block diagram of the proposed framework for content-based medical X-ray image retrieval.

2.1. Feature extraction
Image representation by low-level features has a major eﬀect on the performance of a CBIR system. Many
classes of our database consist of images with diﬀerent objects whose shape features can be used to distinguish
them. Therefore, we have extracted the ﬁrst 5 invariant moments [20] of the main object in the binary image.
To extract the main object, the X-ray image is binarized using Otsu’s thresholding algorithm [21], so that the
binary image is divided into a background and one or more objects as a foreground. If the foreground of the
binary image contains more than one object, connect component analysis is used to label its objects based on
pixel connectivity (e.g., 8-connected). The object that has the most area is extracted as the main object. Based
on central moments with diﬀerent orders, a set of moments invariant to translation, rotation, and scale can
be derived. Moreover, we have extracted Fourier descriptors [22] as a shape feature that describe the shape of
an object with the Fourier transform of its boundary. In this representation, the boundary pixels of the main
object have been represented based on the complex coordinate. Next, Fourier descriptors are deﬁned based
on Fourier transform of the complex coordinate representation. We resample the boundary of each object to
M samples with a uniform sampling function for equalizing the length of the extracted shape features of all of
the objects in our database. In our application, the number of samples is set to 256.
The major axis orientation, eccentricity, and major and minor axis length features [23] have also been
extracted from the binary object. The direction of the largest eigenvector of the second-order covariance matrix
of an object is considered as the major axis orientation. The major and minor axes of the ellipse that have
the same normalized second central moments with an object are noticed as the major and minor axis lengths,
respectively. The ratio of the smallest eigenvalue to the largest eigenvalue is considered as eccentricity [23].
Therefore, the shape feature vector includes a total of 263 elements (invariant moments = 5, Fourier descriptors
= 254, major axis orientation, eccentricity, and major and minor axis lengths = 4).
The texture features of medical images of diﬀerent classes with similar shape content can be used to
distinguish these classes. In this paper, we extract the texture features from the gray-level cooccurrence matrix
[24]. A gray-level cooccurrence matrix is deﬁned based on the occurrence probability of the diﬀerent gray
levels of 2 pixels that have a displacement d and an angle θ together. The contrast, homogeneity, energy,
and correlation features are measured based on the gray-level cooccurrence matrix. The gray-level cooccurrence
matrix for 4 diﬀerent directions (θ ∈ {0◦ , 45◦ , 90◦ , and 135◦}) and the distance d = 1 is calculated. Therefore,
a 16-element vector constitutes the texture feature. In [1], a 2-directional histogram and tessellation-based
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spectral features in wavelet transform subbands were proposed that were customized for medical X-ray image
classiﬁcation. In our application, we have also extracted them. The directional histogram feature captures
spatial information from the subbands of the wavelet transform [1]. In this paper, 2-level Daubechies wavelet
transforms are applied and the number of quantization levels is set to 3. Therefore, a 36-element vector is
formed by the directional histogram feature. The tessellation-based spectral feature demonstrates the content
of the image based on the edge and orientation information as well as the coarseness of the objects to apply a
circular tessellation scheme on the frequency spectrum of the accumulated image of the 2 modiﬁed horizontal
and vertical wavelet transform subbands [1]. In this paper, the feature vector of the tessellation-based spectral
feature is formed based on the standard deviation within the sectors of the tessellation scheme. Therefore, this
feature vector is a 16-element vector. Finally, a 331-element vector consisting of the shape and texture features
is formed.
2.2. The merging-based classiﬁcation
In this paper, a classiﬁcation-based image retrieval algorithm is developed. Therefore, the classiﬁcation performance of the medical image is very important in the performance of the image retrieval system. In our
application, an ordinal classiﬁer with constant features cannot classify images with high performance, due to
the major overlapping of the many classes in our database. Therefore, to increase the classiﬁcation performance
and create homogeneous classes based on body orientation, anatomic region, and texture contents, we have 2
problems. First, to increase the interclass distance between diﬀerent classes and also decrease the intraclass
distance of each class, which features should be applied in the feature vector? Second, to improve the classiﬁcation performance and also construct semantic classiﬁcation based on the body orientation and anatomic
region, which classes should be merged together? To solve these problems, ﬁrst the images are classiﬁed by
a multilayer perceptron (MLP) classiﬁer, and then the forward selection algorithm is used to select the best
feature vector [25]. Ultimately, the weight of each element of the selected feature vector is determined by the
GFRO algorithm. Secondly, using the proposed merging scheme in [1], homogenous classes are formed based
on merging the overlapping classes.
2.2.1. Feature selection
In the feature selection procedure, we try to ﬁnd a minimum and optimal set of the extracted features that
obtains the best classiﬁcation performance. Since this optimal set of features is unknown, usually 2 common
forward selection and backward elimination algorithms are utilized [25]. Due to the high computational
complexity of the backward elimination algorithm in regard to the forward selection algorithm [26], we apply
the forward selection algorithm as a feature selection algorithm.
2.2.2. The proposed GFRO algorithm
To improve the performance of our classiﬁcation-based image retrieval algorithm, we propose a GFRO algorithm
to determine the weight of each element in the feature vector. In this algorithm, a new ﬁtness function is deﬁned
based on the number of similar images in the K -nearest neighbor of each image of the database images in the
feature space. In other words, it reconstructs the feature space until more similar images are located together
in the feature space. Using this algorithm, the weight of each feature in the feature vector is determined and,
ultimately, each element of the feature vector with a weight that is smaller than the threshold value (TGA ) is
removed from the feature vector as a weak feature. The optimum threshold of TGA is determined by trial and
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error. If TGA is set to higher or lower values, then it may cause the elimination of strong features or the adding
of weak features to the feature vector. Indeed, this algorithm not only optimizes the feature vector, but also
reduces its length.
In our algorithm, the weights of the feature vector are determined based on a chromosome representation
[27]. In other words, the length of the feature vector and the number of genes in the chromosome are equal. In
our algorithm, the ﬁtness function has a vital role because it selects individuals (the weights of the features)
to regenerate the next generations. Using the individual’s ﬁtness, the better individuals with more of a chance
will be selected based on a probabilistic measure. We deﬁne the ﬁtness function based on the number of similar
images in the K -nearest neighbor of each image of the database images in the feature space. In other words, the
individual’s ﬁtness is improved if similar images are located together in the feature space. The probability, P ,
for each individual is deﬁned by:
P =

M Ni
1   nij
(
),
T
K

(1)

i=1 j=1

where M and Ni are the number of classes in the database and the number of images in the ith class,
respectively. T and nij are the total number of images in the database and the number of similar images in
the K -nearest neighbor of the image j in the class i, respectively. Eq. (1) shows that the total number of
database images is applied for calculating the ﬁtness value of each individual. In our application, K = 17 is
set by trial and error. The weighted Euclidean distance between image I and image D in the feature space is
calculated by:

 d

Dis(I, D) = 
wi (Ii − Di )2 ,

(2)

i=1

where d is the length of the feature vector and wi is the assigned weight to the feature vector ((w1 , .., wi, .., wd)
are elements of a chromosome). Note that the larger ﬁtness value is determined by the better chromosome.
In the genetic algorithm, genetic operators such as arithmetic crossover, heuristic crossover, simple
crossover, and nonuniform and uniform mutation provide new solutions in the next generation using existing
solutions in the current population [27]. The arithmetic crossover operator creates new individuals that are
the weighted arithmetic mean of 2 parents. The parent with the better ﬁtness value has more weight in the
weighted arithmetic mean calculation. The heuristic crossover operator creates children based on the ﬁtness
values of 2 parents on the line they are in. In other words, the new child is located a small distance (20% of
the Euclidean distance between 2 parents) from the better parent. The simple crossover operator creates a new
child to incorporate the 2 entries that these 2 entries have been selected from, i.e. 2 parents randomly. In our
application, the elite count and crossover fraction parameters are set to 2 and 0.5, respectively. The nonuniform
mutation is applied to a Gaussian distribution centered on 0, with scale and shrink parameters set to 1, while
uniform mutation is used with a mutation rate 0.15.
The initial population is randomly generated in the range of [0, 1] with 30 chromosomes as the population
size. The genetic algorithm will be stopped if there is no improvement in the ﬁtness function for 40 consecutive
generations, if the sum of the deviations among the individuals becomes smaller than 1e-6, or, ultimately, if the
maximum number of iterations (i.e. 100 iterations) is carried out [27].
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2.2.3. The merging scheme
Using the merging scheme presented in [1], we merge the classes together with maximum overlapping. The
merging scheme introduced in [1] has an iterative mechanism for merging the overlapping classes, i.e. in each
iteration of the merging scheme, the overlapping classes are merged together, and then using a MLP classiﬁer,
the decision boundaries in the feature space are reconstructed based on the newly merged classes and the total
accuracy rate of the classiﬁcation is calculated on the test dataset. The iterative procedure of the merging
scheme will be continued until the desired total accuracy rate (Tdesired ) value is satisﬁed. The merging scheme
applies 3 measures to recognize the overlapping classes: the accuracy rate, misclassiﬁed ratio, and dissimilarity.
The accuracy rate and misclassiﬁed ratio measures are deﬁned based on the classiﬁcation results. However, the
dissimilarity measure is deﬁned based on the correlation distance of the distribution functions of 2 classes [1].
Class i and class j will be merged if they meet 3 conditions. First, the accuracy rate of class i is less than a
predeﬁned threshold (λ); second, the misclassiﬁed ratio of 2 classes is more than a predeﬁned threshold (β);
and third, the dissimilarity of 2 classes is less than a predeﬁned threshold (γ). The selection of the values of
the 3 thresholds, λ, β , and γ , has a critical role in the merging scheme performance. The optimal values of
the 3 thresholds, λ, β , and γ , are determined based on the application and opinion of the user in regard to
the desired number of classes and the acceptable total accuracy rate. However, if we want to increase the total
accuracy rate and the number of classes that have the merging conditions, we should set the higher values to
λ and γ and the lower values to β [1]. The optimal values of the 3 thresholds, λ, β , and γ , are determined
based on forming the homogeneous classes.
3. The dependency probability-based RF
RF approaches are used to improve the performance of CBIR systems. Query-point moving and weight updating
are 2 procedures that are used to construct most of the RF approaches. In the query-point moving approach,
the ideal query point estimation is improved by moving the current query point [28]. In the weight updating
approach, the weights used in the computation of the similarity measure are modiﬁed based on the user’s
feedback [29].
The proposed RF approach is a novel synthetic approach based on the combination of the weighted
Euclidean distance measure and the GMM-based dependency probability similarity measure. The weighted
Euclidean distance measure is deﬁned based on the weighted Euclidean distance between the query image
and database images, whereas the GMM-based dependency probability similarity measure is the dependency
probability of the database images to the Gaussian mixture distribution function of the positive images (Figure
2). In this paper, as in [30], GMM is used to estimate the distribution function of the positive images. In [30],
the proposed RF approach was executed based only on the dependency probability of the database images to
the GMM of the positive images, while we combine this measure with the weighted Euclidean distance measure
using a novel combination algorithm. In the block diagram of Figure 2, to reduce the computational complexity
of the GMM-based distribution function estimation, feature vectors of the positive images have been reduced
to 8 elements using the principle component analysis (PCA) algorithm [31]. Next, the distribution function of
a class is deﬁned based on the GMM of the positive images of such a class. The Gaussian mixture distribution
function is deﬁned as:
f(x|θ) =

Z

i=1

ηi 

1
(2π)d |Σ

1
exp { − (x − μi )T Σ−1
i (x − μi )},
2
i|

(3)
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where x is a feature vector, the ηi s represent the mixing weights (

Z
i=1

ηi = 1), θ includes the collection of

parameters μi and Σi , and d represents the dimension of the feature space. Using the expectation-maximization
algorithm, the maximum likelihood parameters of a mixture of Z Gaussians in the feature space is determined
[16]. By evaluating the proposed RF performance, we determine the optimal number of Gaussian functions
in the GMM. The GMM-based dependency probability similarity value of the extracted feature vector x of
the query image to given class parameter θ is determined based on the value of f(x|θ). The maximum value
of f(x|θ) indicates more dependency probability values of the query image x to the class parameters θ . The
synthetic distance measure is deﬁned as below:
User

Query Image

Positive
Images

Distance
Measure

Dimension Reduction
with PCA

GMM Estimation of the
Positive Images

DatabaseFeature Vector

GMM-based Dependency
Probability Similarity
Measure

Synthetic Distance
Measure

Retrieval
Results

Figure 2. Block diagram of the proposed relevance feedback approach.

Distance(n+1) (i, q) = Distance(n) (i, q) − αn+1 f(xi |θP )(n) ,

(4)

where n = 0, 1, .., N , Distance(n) (i, q) is the weighted Euclidean distance between the database image i and
query image q in iteration n of the proposed RF, f(xi |θP )(n) is the GMM-based dependency probability of
database image i to the distribution function of the positive images with parameters θP (i.e. parameters
μ and Σ) that are labeled in iteration n by the user, and αn+1 is a constant coeﬃcient that determines
the inﬂuence of the GMM-based dependency probability measure in the synthetic distance measure. In the
synthetic distance measure, Distance(0) (i, q) and f(xi |θP )(0) are the weighted Euclidean (Eq. (2)) distance
between the query image and database image i and the GMM-based dependency probability of database image
i to the distribution function of the positive images (Eq. (3)) in the query stage, respectively. In our distance
measure, the GMM-based dependency probability (Eq. (3)) is as a similarity measure that subtracts from the
distance measure until a synthetic distance measure is formed. Note that in each iteration of the proposed RF,
Distance(n) (i, q) and f(xi |θP )(n) are normalized in the range of [0, 1] and then combined together.
The strategy of the determination of αn+1 is based on the estimation precision of the GMM in the
consecutive iterations of the proposed RF, i.e. in the primary iterations of the proposed RF, the GMM (Eq.
(3)) is estimated with a few images, whereas in the next iterations, the GMM estimation will be more accurate
with more positive images. The distribution function estimation and the GMM-based dependency probability
similarity measure are more reliable in the later iterations of the RF. Hence, the value of αn+1 is increased in
each iteration of the proposed RF. In other words, the weights of these 2 measures in synthetic measure should
be determined based on their retrieval performance in the previous iterations. Thus, in each iteration of the
proposed RF, the value of αn+1 should correspond to the number of the retrieved positive images by 2 distance
(Eq. (2)) and similarity (Eq. (2)) measures, separately. However, if the value of αn for each query image
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and each iteration of the proposed RF is determined based on ratio of the number of retrieved positive images
by 2 weighted Euclidean distances (Eq. (2)) and the GMM-based dependency probability similarity (Eq. (3))
measures, then the performance of retrieval will improve. Therefore, the value of αn is determined as:
αn =

n
NSM
,
NDM

(5)

n
and NDM are the number of the retrieved positive images in the nth iteration of the proposed RF
where NSM

by the GMM-based dependency probability similarity measure and the number of the retrieved positive images
by the weighted Euclidean distance measure, respectively.
4. Experimental results
4.1. Medical X-ray image database
The database used in our work is a collection of 10,000 images consisting of 57 diﬀerent radiological X-ray
classes (an image sample of each class is shown in Figure 3). The images are a database of the IRMA project
X-ray library (ImageCLEF, 2005) [3] that was captured and categorized by a specialist. All of the images were
resized to ﬁt into a bounding box (512 × 128 up to 512 × 512 pixels, 8 bits), where the original aspect ratio was
maintained. This database has been partitioned into 2 datasets consisting of 9000 images as training datasets
and 1000 images as test datasets.

Figure 3. Image sample of 57-class database.

4.2. Evaluation parameters of image retrieval
In this paper, we use the standard measures such as precision and recall to evaluate the results. These parameters
are deﬁned as below:
Number of images retrieved and relevant
Recall =
,
(6)
Total number of relevent images in the database
Precision =

Number of images retrieved and relevant
.
Total number of retrieved images

(7)
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Moreover, P(R = 0.5), the precision value at the point where the recall value is 0.5; P(R = P), the precision
value where the recall and precision values are equal; P-R area, the area under the P-R curve; and P(NR ), the
precision after NR images are retrieved are used in the evaluation of the previously presented systems [32].
4.3. The merging-based classiﬁcation
Input images are classiﬁed by the merging-based classiﬁer. To answer the 2 mentioned questions in Section
2.2, ﬁrst, the database images are classiﬁed into 57 classes using diﬀerent feature spaces until the best feature
space is determined, and they are then optimized by the forward selection and GFRO algorithms, respectively.
Second, homogeneous classes are created by applying the merging scheme to the classiﬁcation results.
4.3.1. Feature selection, optimization, and reduction
Using the extracted features [i.e.

directional histogram (D), eccentricity (E), Fourier descriptor-complex

representation (FZ), invariant moments (I), major and minor axis lengths (M), major axis orientation (O),
tessellation-based spectral (S) and contrast, correlation, and energy and homogeneity (T)], 13 diﬀerent feature
spaces are formed (Table 1). Table 1 shows the classiﬁcation results for a 57-class classiﬁcation problem and
diﬀerent feature spaces of the test dataset. Among the ﬁrst 6 feature spaces of Table 1, the feature spaces with
shape features, and especially the FZ feature (i.e. the 4th and 5th feature space in Table 1), obtain a higher
classiﬁcation accuracy rate than other feature spaces because shape features provide a considerable distinction
between diﬀerent classes of our database. Therefore, the last 7 feature spaces in Table 1 consist of all the
extracted shape features [i.e. the feature space (FZ,I,E,M,O)]. Diﬀerent feature spaces are formed with the
addition of diﬀerent texture features, such as contrast, correlation, energy and homogeneity, directional histogram, and tessellation-based spectral features. The highest classiﬁcation accuracy rate (59.86%) is obtained
by the (FZ,I,E,M,O,T,S) feature space. However, we use the GFRO algorithm for both the elimination of
negligible features (weak features) and the determination of the feature weight in the optimum feature vector.
We consider heuristically TGA = 0.05 as a threshold for the detection of the weak features. The classiﬁcation
Table 1. Classiﬁcation results based on test dataset.

Feature space

Feature length

M,O,T
M,O,S
M,O,D
M,O,FZ
E,M,O,FZ
E,M,O,S
FZ,I,E,M,O,D
FZ,I,E,M,O,S
FZ,I,E,M,O,T
FZ,I,E,M,O,T,D
FZ,I,E,M,O,D,S
FZ,I,E,M,O,T,S
FZ,I,E,M,O,T,S,D

19
19
39
257
258
20
299
279
279
315
315
295
331

890

Accuracy % (before
applying the GFRO
algorithm)
24.25
34.66
27.91
43.23
43.84
35.11
53.99
54.81
54.65
54.37
58.71
59.86
58.27

Feature length (after
applying the GFRO
algorithm)
9
11
18
112
112
12
154
135
138
160
158
152
159

Accuracy % (after
applying the GFRO
algorithm)
25.23
36.1
29.18
45.67
46.15
38.97
55.2
56.44
55.46
56.26
61.56
62.19
63.73
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performance with the optimized feature spaces has improved over those without the GFRO algorithm. The
(FZ,I,E,M,O,T,S,D) feature space provides more improvement than other feature spaces. This feature space
obtains a 63.73% accuracy rate for a 57-class classiﬁcation problem after using the GFRO algorithm.
4.3.2. The merging scheme
In our application, using trial and error, the λ, β , and γ thresholds are set to 60%, 0.3, and 0.75, respectively.
After applying the ﬁrst iteration of the merging scheme, 28 merged classes are obtained, while the total
classiﬁcation accuracy rate is improved to 88.9%. Because the total accuracy rate is lower than the desired value
(Tdesired = 90%), the second iteration of the merging scheme is executed. After applying the second iteration
of the merging scheme, the total classiﬁcation accuracy rate is improved to 90.23% for a 23-class classiﬁcation
problem (Table 2). In this iteration, the desired value of the total accuracy rate has been obtained, and so the
merging scheme is terminated.
Table 2. Results of the merging scheme in the second iteration.
The merged
class after
applying the
marging scheme
C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12

Class name
1, 45
3
4
5
6, 7, 8, 9, 18, 31, 36, 37, 19,
24, 20, 29, 47
10, 14, 34, 15, 23, 26, 46, 51
2, 11, 12, 13, 16, 33, 40, 44
17
21, 22, 30, 38, 39
25
27, 53
28

Classiﬁcation
accuracy (%)
of the merged
class
95.17
93.33
91.25
96.77
91

The merged
class after applying
the merging
scheme
C13
C14
C15
C16
C17

32, 35
41
42
43
48

Classiﬁcation
accuracy (%)
of the merged
class
86
92
90
91
94

89.9
99
94.66
89
93.45
78.36
88

C18
C19
C20
C21
C22
C23

49
50
52
54, 56
55
57

95
73
95
91
88
98

Class
name

4.4. Search space and similarity measure selections
According to the block diagram in Figure 1, the m-nearest classes to the query image are determined as
the search space for image retrieval. The selection of m and the optimum distance measure are 2 important
parameters in the performance of our proposed CBIR system. The selection of m is a compromise between the
speed and the performance of the retrieval, i.e. if m is set to higher values, the existence probability of the
relevant images in the search space is increased, but the retrieval speed is decreased with the extension of the
search space and vice versa. The classiﬁcation results for diﬀerent values of m are shown in Table 3. We set m
to 5 since this value guarantees the existence of relevant images in 99.66% of the query images.
In CBIR systems, a similarity measure is applied to sort the images based on their similarity. In our
framework, the similarity measure of 2 images is deﬁned based on the distance of their feature vectors in the
feature space. After evaluating several measures, such as correlation, city block, cosine, sEuclidean, Chebyshev,
and weighted Euclidean (Table 4), we selected the weighted Euclidean distance (Eq. (2)) as the dissimilarity
measure in our image retrieval framework.
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Table 3. Classiﬁcation results in the m -class of the closest classes to the query image.

m-Class of the closest classes
1
2
3
4
5
6

Accuracy rate (%)
90.23
96.34
98.18
99.35
99.66
99.72

Table 4. Retrieval results for diﬀerent distance measures.

Distance measure
Correlation
Weighted Euclidean
City block
sEuclidean
Cosine
Chebyshev

Retrieval measures
P(P = R) P(20)
0.29
0.36
0.38
0.48
0.32
0.39
0.34
0.4
0.22
0.35
0.33
0.45

4.5. Interactive retrieval with the proposed RF
To set up the proposed RF properly, the determination of 2 parameters is critical. The ﬁrst is the optimal
number of Gaussian functions in the GMM estimation of the GMM-based dependency probability measure (Eq.
(3)) and the second is the value of coeﬃcient αn in the synthetic distance measure in each iteration of the
proposed RF.
To determine the optimum number of Gaussian functions in the GMM estimation, several experiments are
designed as follows. The RF is implemented based on the GMM-based dependency probability of the database
images into the GMM of the positive images, as a similarity measure (similar to the RF method presented in
[30]), whereas the number of Gaussian functions (Z) in the GMM estimation is varied. Retrieval results based
on the GMM-based dependency probability similarity measure (Eq. (3)) are presented in Table 5.
Table 5. Retrieval results based on the GMM-based dependency probability similarity measure.

# Gaussian functions (Z)
2
3
4
5
6
Without RF

1st RF
0.31
0.32
0.35
0.36
0.36

P(P = R)
2nd RF 3rd RF
0.40
0.42
0.41
0.43
0.43
0.46
0.46
0.49
0.46
0.49
0.38

1st RF
0.46
0.47
0.49
0.49
0.49

P(20)
2nd RF
0.71
0.75
0.78
0.79
0.8
0.48

3rd RF
0.74
0.78
0.79
0.81
0.8

By evaluation of the retrieval results in Table 5, we infer that the GMM estimation with 5 Gaussian
functions (Z
= 5) is appropriate. The retrieval result in the ﬁrst iteration of the RF is worse than the
retrieval without RF (Table 5). P(P = R) values in the retrieval without RF and the ﬁrst iteration of the RF
are 0.38 and 0.36, respectively, which shows a negligible decrease in the retrieval performance. However, in the
next iterations of the RF, the retrieval performance improves considerably.
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The second important parameter in our proposed RF is coeﬃcient αn . The retrieval results in the ﬁrst
3 iterations of the RF for diﬀerent values of αn are shown in Table 6. The retrieval results show that if the
value of αn is gradually increased in the consecutive iterations of the RF, better results are obtained. This is
due to a more accurate estimation of the positive image distribution function in the consecutive iterations of
the RF. However, if the value of αn is calculated using Eq. (5), the improvement of the retrieved performance
will increase considerably.
Table 6. Retrieval results with our proposed RF for diﬀerent values of α based on the test dataset.

Coeﬃcient of α
α1
α2
α3
1
1
1
0.5
0.7
0.9
0.9
0.7
0.5
According to Eq. (6)
Without RF

1st RF
0.49
0.64
0.51
0.67

P(P = R)
2nd RF 3rd RF
0.58
0.61
0.65
0.67
0.59
0.61
0.69
0.71
0.38

1st RF
0.85
0.84
0.81
0.91

P(20)
2nd RF
0.86
0.85
0.83
0.915
0.48

3rd RF
0.86
0.86
0.84
0.915

Figure 4 shows the precision-recall curve for the image retrieval without the RF and the ﬁrst 3 iterations
of the RF based on the test dataset when Z is set to 5 and αn is determined by Eq. (5). The retrieval results
in the ﬁrst 3 iterations of the RF obtain a P-R area of 0.63, 0.65, and 0.67 and P(R = 0.5) of 0.85, 0.87, and
0.88, respectively (precision-recall curves shown in Figure 4).
1

Without RF
First RF
Second RF
Third RF

0.9
0.8

Precision

0.7
0.6
0.5
0.4
0.3
0.2
0.1
0

0.1

0.2

0.3

0.4

0.5 0.6
Recall

0.7

0.8

0.9

1

Figure 4. Precision-recall curves for image retrieval without RF and the ﬁrst 3 iterations of the proposed RF.

5. Discussion
The retrieval results of our proposed framework were obtained based on the ImageCLEF 2005 dataset, consisting
of 9000 images as a training dataset and 1000 images as a test dataset. The performance of this framework
was evaluated based on 4 criteria, P(20), P(R = P), P(R = 0.5), and P-R area, where the last 3 criteria were
extracted from the precision-recall curve. In the third iteration of the RF, 0.915, 0.71, 0.88, and 0.67 were
achieved for P(20), P(R = P), P(R = 0.5), and P-R area, respectively.
Due to the lack of a standard dataset, a perfect and precise comparison between the presented algorithms
in the literature and our proposed algorithm is a complex task [16]. However, to evaluate the results of our
proposed algorithm, we obtain a comparison between our proposed algorithm and other presented retrieval
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techniques in the literature. Several retrieval algorithms can be discussed. The best reported retrieval result in
[16] with a dataset of 1501 radiological images of 17 classes was 0.67, 0.62, and 0.66 for P(R = 0.5), P(R =
P), and P-R area, respectively (these values had been approximately calculated from the precision-recall curve
in [16]). Developing the presented GMM-KL framework in [16] for a large dataset is a problem, particularly
due to the computational complexity of the KL measure calculation. However, applying this extension to a
larger database in our proposed CBIR framework is not a challenge. The best performance for the proposed
CBIR system in [17], based on a database consisting of 5000 images of 20 classes, was 0.82, 0.68, and 0.72 for
P(R = 0.5), P(R = P), and P-R area, respectively (these values had been approximately calculated from the
precision-recall curve in [17]). In this system, the retrieval precision never reached 0.9, whereas the precision
of our proposed CBIR framework was equal to 1 in the ﬁrst 15 images of the retrieved images. However, the
algorithm in [17] obtained better retrieval results when more images were retrieved because the value of the
P-R area measure (i.e. 0.72) in [17] was greater than that of our proposed framework (i.e. 0.67). The presented
classiﬁcation-based image retrieval framework in [18] was evaluated on the ImageCLEFmed’06 database [33]
(consisting of 10,000 images as the training dataset and 1000 images as the test dataset). The best reported
retrieval results were 0.64, 0.61, and 0.58 for P(R = 0.5), P(R = P), and P-R area, respectively (these values
had been approximately calculated from the precision-recall curve in [18]). The database used in [18] was larger
than our database. Hence, the improvement of our results is predictable. A summary of these comparisons are
presented in Table 7.

Table 7. Comparison between the proposed RF and the previous works (see text).

Approach
Algorithm [16] (without RF)
Algorithm [17] (with RF)
Algorithm [18] (without RF)
Proposed algorithm (with RF)

Retrieval measures
P(R = P) P(R = 0.5) P-R area
0.62
0.67
0.66
0.68
0.82
0.72
0.61
0.64
0.58
0.71
0.88
0.67

6. Conclusion
In this paper, a content-based medical X-ray image retrieval framework was presented. This system was
designed based on a merging-based classiﬁcation algorithm and the weighted Euclidean distance measure for
image retrieval in a large database. The merging-based classiﬁcation step could reduce both the computational
complexity and the false acceptance rate of the CBIR system. Using the merging scheme and the proposed
GFRO algorithm, not only were the homogenous classes formed, but the classiﬁcation performance was also
considerably improved. A novel synthetic RF approach was integrated into our proposed image retrieval
framework for the improvement of the retrieval performance and to narrow down the semantic gap. This RF
approach was based on the combination of the weighted Euclidean distance and the GMM-based dependency
probability similarity measures. Our proposed CBIR framework with RF was evaluated on a database consisting
of 10,000 medical X-ray images of 57 predeﬁned classes. Analysis of the retrieval results based on the precisionrecall curves without and with the RF was carried out with 1000 query images. The eﬀectiveness of the
proposed framework compared with other presented retrieval algorithms in the literature was demonstrated by
our obtained results.
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