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Abstract
INFINITELY OFTEN DENSE BASES
AND
GEOMETRIC STRUCTURE OF SUMSETS
by
Jaewoo Lee
Adviser: Professor Melvyn B. Nathanson
We’ll discuss two problems related to sumsets.
Nathanson constructed bases of integers with prescribed
representation functions, then asked how dense bases for in-
tegers can be in such cases. Let A(−x, x) be the number
of elements of A whose absolute value is less than or equal
to x, then it’s easy to see that A(−x, x)  x1/2 if its rep-
resentation function is bounded, giving us a general upper
bound. Chen constructed unique representation bases for
v
integers with A(−x, x) ≥ x1/2−ε infinitely often. In the
first chapter, we’ll construct bases for integers with a pre-
scribed representaion function with A(−x, x) > x1/2/φ(x)
infinitely often where φ(x) is any nonnegative real-valued
function which tends to infinity.
In the second chapter, we’ll see how sumsets appear geo-
metrically. Assume A is a finite set of lattice points and
h ∗∆ = {h · x : x ∈ conv(A)}
is a full dimensional polytope. Then we’ll see that there is
a constant ρ with the following property: for any positive
integer h, any integral point in the polytope h ∗∆, whose
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Infinitely Often Dense Bases
1. Introduction
We’ll use the following notations: For sets A, B of inte-
gers and for any integer t, we define the sumset
A + B = {a + b : a ∈ A, b ∈ B},
the translation
A + t = {a + t : a ∈ A},
and the difference set
A−B = {a− b : a ∈ A, b ∈ B}.
1
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And for any nonnegative integer h, we define the h-fold
sumset hA as follows:
0A = {0}
hA = A + (h− 1)A
= {a1 + a2 + . . . + ah : a1, a2, . . . , ah ∈ A}.
In particular, 2A = A + A. And the dilation is
h ∗ A = {ha : a ∈ A}.
1.1. Case of nonnegative integers and Sidon sets.
Let A be a set of nonnegative integers. We define the rep-
resentation function of A as
rA(n) = card{(a, b) : a, b ∈ A, a ≤ b, a + b = n},
where n is a nonnegative integer. A set of nonnegative inte-
gers A is called an additive basis for nonnegative integers if
rA(n) ≥ 1 for all nonnegative integers n, i.e. if all nonnega-
tive integers can be written as a sum of two elements of A.
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If all but finitely many nonnegative integers can be written
as a sum of two elements from A, then A is called an aymp-
totic basis for nonnegative integers. In this paper we’ll try
to find relationships between asymptotic bases and repre-
sentation functions. The most famous one of such problems
is Erdős-Turán conjecture [23], which states that if A is a




For survey of this and related problems, see [19, 49].
What do we know about aymptotic bases for nonnega-
tive integers and their representation functions? If f is any
function from N0 to N0 ∪ {∞} with card(f−1(0)) < ∞,
then Nathanson [41] proved that there exists at most one
set A of nonnegative integers with rA(n) = f(n), i.e. if
we prescribe a representation function for A, there can be
at most one A with rA(n) = f(n) for nonnegative integers
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case. Erdős [18] showed the existence of an asymptotic ba-
sis of nonnegative integers with log n  rA(n)  log n for
large n. Other results for asymptotic bases for nonnega-
tive integers and their representation functions are mostly
negative ones. For example, Dirac [15] showed that the
representation function of an asymptotic basis of nonneg-
ative integers cannot be eventually constant. Then, Erdős
and Fuchs[20] proved that the average value of a represen-
tation function cannot even be approximately constant, i.e.
for every infinite set A of nonnegative integers and every
real number c > 0,
∑
n≤N
rA(n) 6= cN + o(N 1/4 log−1/2 N).
This result was then generalized by Bateman, Kohlbecker
and Tull [4] and Vaughan [52].
A set of nonnegative integers, A, is called a Sidon set
if rA(n) ≤ 1 for all nonnegative integer n. Thus when an
integer can be written as a sum of two elements of a Sidon
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set, then that representation of the sum is unique up to
order, that is, if A is a Sidon set and we have
(1.2) a1 + a2 = a3 + a4 for a1, a2, a3, a4 ∈ A
where a1 ≤ a2 and a3 ≤ a4 , then,
(1.3) a1 = a3 and a2 = a4.
Therefore, a Sidon set A is a set that has unique differences
of its two elements when the difference is nonzero.
A set of nonnegative integers A is called a perfect differ-
ence set if any nonzero integer has a unique representation
as a difference of two elements of A. Lev [36] proved the
following:
Theorem 1.1 ([36]). There is a partition N = ∪∞k=1Ak
of the set of all positive integers such that each Ak is a
perfect difference set and |Ai∩(Aj +z)| ≤ 2 for any i, j, z ∈
N.
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For a set of nonegative integers A, we define the counting
function of A, A(n), to be the number of elements of A
which is less than or equal to n. Lev asked if there exists a
perfect difference set A such that A(x)  x1/3+δ for some
δ > 0, which was answered positively by Cilleruelo and
Nathanson [14].
In Theorem 1.1, we start with a representation function
for differences and ask what kind of structure we can get for
sets. It’s a kind of inverse problem in that we are starting
with information about sets such as representation func-
tions, then trying to know about sets themselves. As far as
we know, this kind of inverse problem was first studied by
Nathanson [41]. In this paper, we’ll investigate how dense
an aymptotic basis can be given its representation function,
also a kind of inverse problem in additive number theory.
In our proof, we’ll use a result on Sidon sets so let’s take
a look at it. Let F2(n) be the maximum number of elements
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that can be selected from {1, 2, . . . , n} to form a Sidon set
A, i.e. the maximum size of a Sidon set in the {1, 2, . . . , n}.
Then all sums a1 + a2 where a1, a2 ∈ A and a1 ≤ a2 are
different, so there are F2(n)(F2(n)+1)2 sums of two elements of




Solving this for F2(n), we get F2(n)  n1/2, giving us
a trivial bound for F2(n). Then Erdős and Turán [23],
Chowla [13] and Bose and Chowla [7] proved the following
result:
Theorem 1.2 ([23, 13, 7]). F2(n) = n
1/2 + O(n5/16).
The above theorem uses Ingham’s result [35] on the dif-
ference between all pairs of consecutive primes. It is possi-
ble, if needed, to improve the exponent 5/16 slightly using
the Riemann-Zeta function.
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Infinite Sidon sets are not that well understood. Theo-
rem 1.2 gives lim sup n−1/2A(n) ≤ 1 for any infinite Sidon




n−1/2(log n)1/2A(n)  1
for every infinite Sidon set A. He also proved that there











Erdős [18] has conjectured that for any ε > 0, there
exists an infinite Sidon set A with A(n)  n1/2−ε for all
n. Then it was pointed out by Mian-Chowla [39] that the
greedy algorithm gives us an infinite Sidon set with A(n) 
n1/3 as follows : let a1 = 1 and suppose a2, a3, . . . , am has
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been chosen(where m ≥ 1) so that a1, a2, . . . , am consist a
Sidon set. Then take am+1 to be the least natural number
differing from all ar +as−at with 1 ≤ r, s, t ≤ m so that we
would still have a Sidon set with a1, a2, . . . , am, am+1(note
that any ai, i = 1, 2, . . . ,m can be written as ai + ai − ai,
so all ai’s are included in ar + as − at). Since there are at
most m3 triads r, s, t, there are at most m3 of ar + as− at,
therefore am+1 ≤ (m + 1)3. Thus an ≤ n3 for all n, giving
us the formentioned result.
Then Erdős and Rényi [22] showed, for every ε > 0, the
existence of an infinite set A such that A(n)  n1/2−ε with
the property that the number of solutions of equations
m = a1 + a2, a1, a2 ∈ A, m an interger
is uniformly bounded for all natural numbers m. And
Ruzsa [48] constructed an infinite Sidon set A with A(n) =
n
√
2−1+o(1). For details on many of these results, see Hal-
berstam and Roth [28].
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1.2. Case of integers. Now, let’s talk about integer
cases. Let A be a set of integers. Let N0 be the set of
nonnegative integers. We define the representation function
of A as
rA(n) = card{(a, b) : a, b ∈ A, a ≤ b, a + b = n},
where n is an integer. A set of integers A is called an
additive basis for integers if rA(n) ≥ 1 for all integers n,
i.e. if all integers can be written as a sum of two elements
of A. If all but finitely many integers can be written as a
sum of two elements from A, then A is called an aymptotic
basis for integers. A set of integers A is called an unique
representation basis for integers if rA(n) = 1 for all integers
n. Also, the counting function for the set A is
A(y, x) = card{a ∈ A : y ≤ a ≤ x}
for real numbers x and y. In particular, A(−x, x) is the
number of elements a of A with |a| ≤ x.
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We saw that representation function for bases of nonneg-
ative integers was very restrictive. In the case of integers,
the situation is very different. We have much more freedom.
In fact, Nathanson [46, 45] proved the following:
Theorem 1.3 ([46, 45]). Let f : Z → N0 ∪ {∞} be any
function such that the set f−1(0) is a finite set.
(1) Let φ : N0 → R be any nonnegative function
such that limx→∞ φ(x) = ∞. Then there exist
uncountably many asymptotic bases A for the in-
tegers such that rA(n) = f(n) for all integers n and
A(−x, x) ≤ φ(x) for all x ≥ 0.
(2) There exist uncountably many aymptotic bases A of
integers such that rA(n) = f(n) for all integers n
and A(−x, x)  x1/3 for all sufficiently large x.
Cilleruelo and Nathason [14] later improved the expo-
nent 1/3 in the second statement of Theorem 1.3 to
√
2−
1 + o(1) using Ruzsa [48]. Also,  Luczak and Schoen [37]
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showed the second statement of Theorem 1.3 by showing
that a set with a condition of Sidon type can be extended
to a unique representation bases.
Note that if rA(n) = f(n), then the requiring the set
f−1(0) to be finite just means that only finitely many inte-
gers cannot be written as a sum of two elements of A, i.e.
A is an asymptotic basis. Thus, the situation is quite dif-
ferent from that of nonnegative integer case and almost all
functions can be a representative function for an aymptotic
basis for integers. Note that you can find an h-fold sumset
analogue of Theorem 1.3 in [46, 45] as well.
Clearly any asymptotic basis for integers has to be an
infinite set. Therefore, the first statement of Theorem 1.3
means an asymptotic basis for integers can be as sparse as
we want, and the second statement of Theorem 1.3 means
there is an asymptotic basis of integers with some thickness.
Nathanson [44] also constructed an unique representation
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basis A for integers with log x  A(−x, x)  log x for all
x ≥ 1. Then Nathanson [45] asked how dense an aymptotic
basis of integers with a prescribed representation function
can be. This is still open, but some progress has been made
by Chen [12] and again in this paper, and we’ll discuss them
in a moment.
Before we get to them, let A be any set of integers with
rA(n) ≤ r for some r > 0 for all integers n. Then let’s take
k = A(−x, x). Then there are k(k+1)2 ways to make ai + aj ,
where ai, aj are in A and |ai|, |aj| ≤ x. All these sums
belong in the interval [−2x, 2x] and each number in that
interval is represented as ai+aj at most r times. Therefore,
k(k + 1)
2
≤ r(4x + 1)
and solving this for k = A(−x, x) gives
(1.4) A(−x, x)  x1/2
for all x > 0.
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Let’s go back to nonnegative integers case for a moment.
The similar argument as above for a set of nonnegative inte-
gers A with rA(n) ≤ r for some r > 0 for all nonegative inte-
gers n also yields A(x)  x1/2 for all x > 0. That means if a
set of nonnegative integers A have lim supn→∞ n
−1/2A(n) =
∞, then rA(n) can’t be bounded. Thus, for the bases of
nonnegative integers A with lim supn→∞ n
−1/2A(n) = ∞,
Erdős-Turán conjecture is settled. So we only concern our-
selves with the case that lim supn→∞ n
−1/2A(n) is bounded.
Note lim supn→∞ n
−1/2A(n) can’t be zero. To see this, let
A(n) = {a ∈ A : a ≤ n} for a positive integer n. Note
the size of A(n) is A(n). Let’s take k to be the size of the
sumset A(n) + A(n). If n = a1 + a2 where a1, a2 ∈ A, then
since A is a set of nonnegative integers, both a1, a2 are in
A(n). In fact, whenever any integer m ≤ n is written as
a1 + a2, both a1, a2 are in A
(n). If A is a basis for nonneg-
ative integers, then all positive integers up to n is a sum
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of only with elements of A(n), i.e. the interval [1, n] is a
subset of A(n) +A(n), thus n ≤ k. But clearly k < A(n)2,
giving us n < A(n)2, proving our claim. In short, Erdős-
Turán conjecture is open only for the bases A such that
0 < lim supn→∞ n
−1/2A(n) < ∞ and these bases are called
thin bases. For more on thin bases, see Halberstam and
Roth [28] and Hofmeister [31].
Coming back to integers case, in the light of (1.4) for
A with a bounded representation function, Nathanson [44]
asked the following: Does there exist a number θ < 1/2
such that A(−x, x) ≤ xθ for every unique representation
basis A and for all sufficiently large x? The question was
answered negatively by Chen [12].
Theorem 1.4 ([12]). For any ε > 0, there exists an
unique representation basis A for the integers such that for
infinitely many positive integers x, we have
A(−x, x) ≥ x1/2−ε.
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In this paper, we improve Theorem 1.4 to a basis of in-
tegers with any prescribed representation function and we
also improve the upper bound, giving us an infintely of-
ten dense basis of integers with a prescribed representation
function.
2. Preliminary Lemmas
From now on, f will denote a function f : Z → N0∪{∞}
such that the set f−1(0) is a finite set. Then there exists
a positive integer d0 such that f(n) ≥ 1 for all integers n
with |n| ≥ d0. Nathanson [46] proved the following:
Lemma 2.1 ([46]). Given a function f as above, there
exists a sequence U = {uk}∞k=1 of integers such that, for
every n ∈ Z and k ∈ N,
(2.1) f(n) = card{k ≥ 1 : uk = n}.
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Proof. First, we claim that every positive integer m
can be written uniquely in the form
m = s2 + s + 1 + r
where s is a nonnegative integer, r is an integer such that
|r| ≤ s. To see this, note that when r = −s, the ex-
pression is s2 + 1, and as we increase r up to s, the ex-
pression increases up to (s + 1)2. Thus, for fixed s, the
list of expressions is s2 + 1, s2 + 2, . . . , (s + 1)2, giving us
a block of consecutive integers corresponding to s. Then
when we increase s by 1, the block that correponds to s+1
is (s+1)2 +1, (s+1)2 +2, . . . , (s+2)2 and these two blocks
have no gaps between them. So as we change s, the expres-
sion will cover all the positive integers. And all positive
integers are covered only once. Thus the claim is true.
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We construct the sequence
V = {0,−1, 0, 1, −2,−1, 0, 1, 2, −3,−2,−1, 0, 1, 2, 3, . . .}
= {vm}∞m=1
where vs2+s+1+r = r for |r| ≤ s. For every nonnegative
integer k, the first occurrence of −k in this sequence is
vk2+1 = −k, and the first occurrence of k in this sequence
is v(k+1)2 = k.
The sequence U will be the unique subsequence of V
constructed as below: Let n ∈ Z. If f(n) = ∞, then
U will contain the terms vs2+s+1+n for every s ≥ |n|. If
f(n) = l < ∞, then U will contain the l terms vs2+s+1+n
for s = |n|, |n|+ 1, . . . , |n|+ l− 1 in the subsequence U but
not the terms vs2+s+1+n for s ≥ |n|+ l. Let m1 < m2 < · · ·
be the strictly increasing sequence of positive integers such
that {vmk}∞k=1 is the resulting subsequence of V . Let U =
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{uk}∞k=1, where uk = vmk. Then f(n) = card{k ≥ 1 : uk =
n}. 
Lemma 2.2. Let A be a finite set of integers with rA(n) ≤
f(n) for all integers n, 0 /∈ A, and for all integers n,
rA(n) ≥ #{i ≤ m : ui = n}
for some integer m which depends only on the set A. Then,
there exists a finite set of integers B such that A ⊆ B,
rB(n) ≤ f(n) for all integers n,
rB(n) ≥ #{i≤m + 1 : ui = n}
for all integers n, and 0 /∈ B.
Proof. If rA(n) ≥ #{i ≤ m + 1 : ui = n} for all n,
then take B = A and we are done. Otherwise, note that
#{i ≤ m : ui = n} = #{i ≤ m + 1 : ui = n}
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for all n 6= um+1 and
#{i ≤ m : ui = um+1}+ 1 = #{i ≤ m + 1 : ui = um+1}.
Since
rA(n) ≥ #{i ≤ m : ui = n}
for all n, if
rA(n) < #{i ≤ m + 1 : ui = n}
for some n as we are assuming now, then by the arguments
above, we must have
rA(um+1) < #{i ≤ m + 1 : ui = um+1} ≤ f(um+1).
Let d = max{d0, |um+1|, |a| a ∈ A}. Choose c > 4d if
um+1 ≥ 0 and c < −4d if um+1 < 0. Note that |c| > 4d.
Let B = A∪ {−c, c + um+1}. Then 2B has three parts:
2A, A + {−c, c + um+1}, {−2c, um+1, 2c + 2um+1}.
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If a ∈ 2A, then −2d ≤ a ≤ 2d. If a ∈ A, then if um+1 ≥ 0,
c > 0, so we have
a− c ≤ d− 4d = −3d,
a + c + um+1 ≥ −d + 4d + um+1 ≥ 3d + um+1 ≥ 3d ,
and if um+1 < 0, c < 0, so we have
a− c ≥ −d + 4d = 3d,
a + c + um+1 ≤ d− 4d + um+1 = −3d + um+1 ≤ −3d .
Thus,
2A ∩ A + {−c, c + um+1} = ∅
and each element of A + {−c, c + um+1} has an unique
representation in the form of a + {−c, c + um+1}, a ∈ A,
and the same for {−2c, um+1, 2c + 2um+1} in the form of
{−c, c + um+1}+ {−c, c + um+1}. Also,
| − 2c| = 2|c| > 8d,
|2c + 2um+1| = 2|c + um+1| ≥ 2|c| ≥ 8d ,
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thus 2A ∩ {−2c, 2c + 2um+1} = ∅ (recall c and um+1 has
the same sign). Also note that A + {−c, c + um+1} and
{−2c, um+1, 2c + 2um+1} are disjoint. To see this, for
example, if a − c = 2c + 2um+1 for some a ∈ A, then
a = 3c + 2um+1 so |a| = |3c + 2um+1| ≥ |3c| > 12d, giving




rA(n) + 1 if n = um+1
rA(n) if n ∈ 2A \ {um+1}





Now, we have rA(um+1) < f(um+1), so
rB(um+1) = rA(um+1) + 1 ≤ f(um+1).




, then |n| ≥ d0, so f(n) ≥
1 = rB(n). Thus, rB(n) ≤ f(n) for all n.
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Now, rA(um+1) ≥ #{i ≤ m : ui = um+1} so
rA(um+1) + 1 ≥ #{i ≤ m : ui = um+1}+ 1
= #{i ≤ m + 1 : ui = um+1},
therefore,
rB(um+1) ≥ #{i ≤ m + 1 : ui = um+1}.
If n ∈ 2A \ {um+1}, then
rB(n) = rA(n) ≥ #{i ≤ m : ui = n} = #{i ≤ m+1 : ui = n}.





0 = rA(n) ≥ #{i ≤ m : ui = n} = #{i ≤ m + 1 : ui = n}
so
0 = #{i ≤ m + 1 : ui = n} ≤ 1 = rB(n).
Thus,
rB(n) ≥ #{i ≤ m + 1 : ui = n}
for all n. 
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Lemma 2.3. Let A be a finite set of integers with rA(n) ≤
f(n) for all n, and 0 /∈ A. Let φ(x) : N0 → R be a nonneg-
ative function such that limx→∞ φ(x) = ∞. Then for any
M > 0, there exists an integer x > M and a finite set of




Proof. By theorem 1.2, for all n ≥ 1, there exists a
Sidon set D ⊆ [1, n] such that |D| = n1/2 + O(n5/16) =
n1/2+o(n1/2). Choose an integer x which satisfies following:
(1) φ(x) > M+
√
20T where T = max{d0, |a| where a ∈
A}.
(2) x is a multiple of 5T .
(3) x > M .












n/2. Let x be large enough so that n =
x/5T is large enough to satisfy the above.
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Let B = A ∪ {5Td : d ∈ D} where D ⊆ [1, n] with
n = x/5T as above. Then
























Now, note that 2B has three parts:
2A, A + 5Td for d ∈ D, and 5T (d1 + d2) for d1, d2 ∈ D.
If m ∈ 2A, then −2T ≤ m ≤ 2T . If a ∈ A, d ∈ D,
then a + 5Td ≥ −T + 5T = 4T . For d1, d2 ∈ D, 5T (d1 +
d2) ≥ 10T . Thus, we have 2A ∩ (A + 5T∗D) = ∅ and
2A ∩ {5T (d1 + d2) : d1, d2 ∈ D} = ∅. Now, if a + 5Td1 =
5T (d2 + d3) for a ∈ A, di ∈ D, then |a| = 5T |d2 + d3 − d1|.
If | d2 + d3− d1| = 0, then a = 0 ∈ A, a contradiction. And
if | d2 + d3 − d1| ≥ 1, | a| ≥ 5T , a contradiction. Thus
(A + 5T∗D) ∩ {5T (d1 + d2) : d1, d2 ∈ D} = ∅.
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If a1 + 5Td1 = a2 + 5Td2 for a1, a2 ∈A, d1, d2 ∈D, then
| a1−a2| = 5T | d1−d2|. As above, this can’t happen unless
a1 = a2 and d1 = d2. And if 5T (d1 + d2) = 5T (d3 + d4) for
di ∈ D with d1 ≤ d2, d3 ≤ d4, then d1 + d2 = d3 + d4. Since
D is a Sidon set, we have d1 = d3, d2 = d4. Thus we have
rB(n) =

rA(n) if n ∈ 2A
1 if n ∈ 2B \ 2A.
If n ∈ 2B \ 2A, n ≥ T ≥ d0, so f(n) ≥ 1 = rB(n).
Thus, rB(n) ≤ f(n) for all n. 
3. Main Result
Theorem 3.1. Let f : Z → N0∪{∞} be a function such
that the set f−1(0) is a finite set. Let φ : N0 → R be any
nonnegative function such that limx→∞ φ(x) = ∞. Then,
there exists an asymptotic basis A for integers such that
rA(n) = f(n) for all n, and for infinitely many positive
integers x, we have A(−x, x) >
√
x/φ(x).
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Proof. Recall that given such a function f , we have d0
and {uk} as defined in Section 2. We use induction to get
an infinite sequence of finite sets of integers A1 ⊆ A2 ⊆ · · ·
and a sequence of positive integers {xi}∞i=1 with xi+1 > xi
such that, for all positive integers l, we have
(1) rAl(n) ≤ f(n) for all n.
(2) rA2l(n), rA2l+1(n) ≥ #{i ≤ l+1 : ui = n} for all n.
(3) A2l−1(−xl, xl) >
√
xl/φ(xl).
(4) 0 /∈ Al.
If u1 ≥ 0, take c = 4d0 > 0. If u1 < 0, take c =
−4d0 < 0. Let α = |2c + 2u1| > 0 ( thus α > |c| , |u1| , d0).
As before, if n is large enough, there exists a Sidon set
D ⊆ [1, n] such that |D| >
√
n/2. Take such an integer n
which also satisfies that φ(3αn) > 2
√
3α.
Take A1 = 3α∗D ∪ {−c, c + u1} and x1 = 3αn. Then
2A1 has three parts:
2(3α∗D), 3α∗D + {−c, c + u1}, {−2c, u1, 2c + 2u1}.
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If 3αd1 + 3αd2 = 3αd3 − c, then c = 3α(d3 − d2 − d1).
If d3 6= d2 + d1 , then | c| ≥ 3α, a contradiction. So d3 =
d2 + d1 and c = 0, again yielding a contradiction. And if
3αd1 +3αd2 = 3αd3 +c+u1, then c+u1 = 3α(d1 +d2−d3).
If d1 + d2 − d3 6= 0, then | c + u1| ≥ 3α, a contradiction. If
d1+d2−d3 = 0, then c+u1 = 0, also a contradiction. Thus,
2(3α∗D) ∩ 3α∗D+{−c, c +u1} = ∅. If x ∈ 2(3α∗D), then
x ≥ 6α, thus 2(3α∗D) ∩ {−2c, u1, 2c+2u1} = ∅. Also, we
have 3α∗D+{−c, c+u1} ∩ {−2c, u1, 2c+2u1} = ∅. To see
this, for example, if 3αd−c = 2c+2u1 , then 3αd = 3c+2u1 ,
so 3α ≤ | 3c + 2u1| < | 4c + 4u1| = 2α , a contradiction.
Other cases are similar.
Now, if 3αd1 + 3αd2 = 3αd3 + 3αd4 with d1≤ d2, d3≤
d4, then d1 + d2 = d3 + d4 , but D is a Sidon set, thus
d1 = d3, d2 = d4. If 3αd1 − c = 3αd2 + c + u1, then 2c +
u1 = 3α(d1 − d2). If d1 6= d2, then |2c + u1| ≥ 3α but
| 2c + u1| < | 2c + 2u1| = α. So d1 =d2 . Then −c = c + u1 ,
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so −2c = u1 , a contradiction. Thus,
rA1(n) =

1 if n ∈ 2A1
0 if n /∈ 2A1.
Now, 3αd− c ≥ 3α− α = 2α , and also 3αd + c + u1 ≥
3α − α − α = α . So if n ∈ 2A1\{u1} then |n| ≥ d0 , so
f(n) ≥ 1. For n = u1 , by the definition of {uk}, we have
f(u1) = #{k : uk = u1 } ≥ 1. Thus, for all n ∈ 2A1 ,
rA1(n) = 1 ≤ f(n). If n /∈ 2A1 , rA1(n) = 0 ≤ f(n).
Therefore, for all n, rA1(n) ≤ f(n). Now, we have 1 =
rA1(u1) ≥ #{i ≤ 1 : ui = u1}. For other n 6= u1 , rA1(n) ≥
#{i ≤ 1 : ui = n} = 0. Thus, rA1(n) ≥ #{i ≤ 1 : ui = n}
for all n. Also,




















Thus A1 satisfies all the conditions (1) to (4).
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Now, suppose we have A1 ⊆ A2 ⊆ · · · ⊆ A2l−1 and
x1 < x2 < · · · < xl. By Lemma 2.2, there exist A2l such
that A2l−1 ⊆ A2l with rA2l(n) ≤ f(n) for all n and
rA2l(n) ≥ #{i ≤ l+1 : ui = n}
for all n , and 0 /∈ A2 l. Now, by Lemma 2.3, there exists
an integer xl+1 > xl and A2l+1 with 0 /∈ A2l+1 , A2l ⊆ A2l+1 ,
rA2l+1(n) ≤ f(n) for all n , and





Also, rA2l+1(n) ≥ rA2l(n) ≥ #{i ≤ l+1 : ui = n} for all n.
Now, let A = ∪∞l=1 Al . By conditions (1) and (2) ,
rA(n) = f(n) for all n and




for all k . 
CHAPTER 2
Geometric Structure of Sumsets
1. Introduction
1.1. Definitions. From now on, we’ll stay in Rn.
Affine Subspaces are the translation of linear subspaces.
The dimension of an affine subspace is the dimension of the
linear subspace corresponding to the affine subspace. An
affine hull, aff(x1, x2, . . . , xl), of x1, x2, . . . , xl where xi ∈ Rn
is
{x ∈ Rn : x = λ1x1+λ2x2+. . .+λlxl for λi ∈ R,
l∑
i=1
λi = 1} ,
or equivalently, the intersection of all affine subspaces that
contain x1, x2, . . . , xl . A set of d + 1 points x1, x2, . . . , xd+1
are called affinely independent if its affine hull has the di-
mension d , or equivalently, x2−x1, x3−x1, . . . , xd+1−x1 are
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linearly independent. If x1, x2, . . . , xd+1 are affinely inde-
pendent, then in their affine sum λ1x1+λ2x2+. . .+λd+1xd+1
with
∑
λi = 1, all λi’s are uniquely determined, and vice
versa.
A hyperplane H is the set {x ∈ Rn : (x, u) = α} for
some nonzero u ∈ Rn and some number α, where (· , ·)
indicates an inner product in Rn . The vector u is called
a normal vector to H. A hyperplane divides Rn into two
closed halfspaces H+ and H− where
H+ = {x ∈ Rn : (x, u) ≥ α}
H− = {x ∈ Rn : (x, u) ≤ α} .
We write d(x, y) to denote the distance between two
points x, y ∈ Rn . If S, T ⊆ Rn , then
d(x, S) = inf
s∈S
d(x, s) ,




In particular, the distance from a point x ∈ Rn to a
hyperplane H where x /∈ H, is given by the length of the
perpendicular line segment from x to H. For, if not, say
y ∈ H is a point with d(x, y) < d(x, x′) where x′ is the
intersection of H and the perpendicular line segment. Then
the points x, x′, y form a right triangle whose hypotenuse
is given by x and y, and the hypotenuse’s length is shorter
than that of the side given by x and x′, which is impossible.
If two hyperplanes H1, H2 are parallel, their normal vec-
tors are mutiples of each other, so we can take a same
normal vector u and write H1 = {x : (x, u) = α1} and
H2 = {x : (x, u) = α2}. Take any x ∈ H1 . Then d(x, H2)
is given by the perpendicular line segment. To calculate the
distance, note that x+tu where t ∈ R gives the perpendicu-
lar ray from x to H2 . If the ray meets H2 when t = t2 , then
t2 = (α2−α1)/|u|2. Thus, d(x, H2) = |t2u| = (α2−α1)/|u| ,
which is independent of the choice of x. Therefore, when
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H1 and H2 are parallel, d(H1, H2) is given by any perpen-
dicular line segment joining them.
The convex hull , conv(x1, x2, . . . , xl), of x1, x2, . . . , xl is
{x ∈ Rn : x = λ1x1 + λ2x2 + . . . + λlxl , λi ≥ 0 for all i,
and
∑l
i=1 λi = 1} .
A polytope is the convex hull of a finite set of points in some
Rn , or equivalently, a bounded set which is an intersection
of finitely many closed halfspaces. A d-simplex is the con-
vex hull of any d + 1 affinely independent points in some
Rn. If the hyperplane H intersects the polytope and the
whole polytope lies in one of H+ or H−, then it’s called
a supporting hyperplane. A face is the intersection of the
polytope and a supporting hyperplane. The dimension of
a polytope is the dimension of its affine hull. A facet is a
face whose dimension is one less than that of the polytope.
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Now, let ∆ 6= ∅ be a polytope and ∆ = H+1 ∩ . . . ∩H+l .
We may assume that Hi∩∆ 6= ∅ for all i , because: assume
H1∩∆ = ∅ , then let K = H+2 ∩ . . .∩H+l ⊇ ∆ 6= ∅ , so K is
nonempty and convex. If H−1 ∩K = ∅ , then K ⊆ H+1 and
K = K ∩H+1 = ∆ , so we are done. If x ∈ H−1 ∩K , choose
y ∈ H+1 ∩ K = ∆ . Then connect x and y by a straight
line, which meets H1 at z . Since K is convex, z ∈ K and
z ∈ H1 ⊆ H+1 . Thus, z ∈ ∆ ∩H1 , a contradiction.
Let h be a positive integer and ∆ = conv(a1, a2, . . . , am)
where ai ∈ Zn. Then define the dilation of ∆ , h ∗∆ , as
h ∗∆ = {hx : x ∈ ∆}
= {
∑
λiai : λi ≥ 0,
∑
λi = h}
= conv(ha1, . . . , ham) .
We present some elementary facts without proof. The
details can be found in [9], [55], and [24].
Proposition 1.1. We have the following:
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(1) Any polytope is a compact set.
(2) Every polytope is the convex hull of its vertices.
(3) If a polytope can be written as the convex hull of a
finite point set S, then the finite set S contains all
the vertices of the polytope, i.e. all the vertices of
the polytope belong to S.
(4) The face F is a polytope, with the vertex set of F
equals the intersection of F with the vertex set of
the polytope.
(5) Every intersection of faces is a face of the polytope.
Proposition 1.2. Let ∆ be a polytope in Rn. Then the
following are equivalent for x ∈ ∆.
(1) x is not contained in a face of ∆ .
(2) x can be represented in the form x =
∑n
i=0 λixi for
n + 1 affinely independent points x0, x1, . . . , xn ∈ ∆
with λi > 0 and
∑n
i=0 λi = 1 .
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If one of the conditions in Proposition 1.2 holds, then the
point is called an interior point of ∆ . It can be checked that
this definition agrees with the usual definition of interior
points using topology. The boundary of ∆, written ∂(∆) ,
is the union of all faces of ∆ .
1.2. Background. It was Minkowski who first studied
the geometry of numbers. General survey on this subject
and Minkowski’s theorems can be found on Cassels [10] and
Siegel [50]. Also, Erdős, Gruber and Hammer [21] gave a
nice problem-oriented survey.
When ∆ ⊆ R2 is a lattice polytope (a polytope whose
vertices are lattice points), Pick [47] proved that




More generally, assume that ∆ ⊆ Rn is an n-dimensional
nonempty lattice polytope, and h is a positive integer. Then
Ehrhart [17] showed that there is a polynomial p(h), called
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the Ehrhart polynomial, such that
|(h ∗∆) ∩ Zn| = p(h)
where
p(h) = Vol(∆)hn +
Vol(∂(∆))
2
hn−1 + · · ·+ χ(∆) .
Here, χ(∆) is the Euler characteristic of ∆, and Vol(∂(∆))
is the surface area of ∆ normalized with respect to the
sublattice on each face of ∆. The Ehrhart-MacDonald reci-
procity law states that p(−h) = (−1)n|interior(h∆) ∩ Zn| .
Many people have worked on other coefficients of p(h),
and although no simple geometric meaning is known for
other coefficients, some results are known. For example, it
is known that the kth coefficient of p(h) can be expressed
as
∑
Γ µ(Γ)Vol(Γ), where the sum is taken over all k-faces
Γ of ∆ and µ(Γ) is some value of a certain additive me-
assure (see, for example, McMullen [38]). It’s also known
that the coefficients can be written with Dedekind sum,
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and Chen [11] gave an elementary proof for some of these
expressions. Chen [11] also gave a formula for the coeffi-
cients in terms of the elementary symmetric functions when
∆ is a simplex. Beck [5] has expressed p(h) as an integral
in several complex variables.
The Ehrhart’s theorem was studied extensively partly
because it has a lot of connections with other branches of
mathematics. For example, Ehrhart’s theorem turns out
to be equivalent to the so-called Riemann-Roch-Hirzebruch
theorem related to toric varieties. Algebraic geometers have
shown that the Hilbert polynomials of toric varieties asso-
ciated to lattice polytopes describe the number of lattice
points inside their dilates. Differential geometers are in-
terested in it in connection with the Durfree conjecture.
Beck, Diaz and Robins [6] considered the connection be-
tween counting lattice points inside a rational polytope and
the Frobenius problem.
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Let’s consider a rational polytope (a polytope with ver-
tices of rational coordinates), and let D be the smallest
positive integer such that D∗∆ has integral vertices. Then
Ehrhart [16] showed that
|(h ∗∆) ∩ Zn| = p(h)
where p(h) is a quasi-polynomial function with a period
of D, i.e. there exist polynomials f0(h), f1(h), . . . , fD−1(h)
such that p(h) = fj(h) for h ≡ j(mod D). Woods [54]
proved that, for fixed dimension, there is a polynomial time
algorithm which decides whether an integer is a period of
p(h). In particular, there is a polynomial time algorithm
to decide whether p(h) is a polynomial. And Barvinok [3]
described an algorithm which counts lattice points in fixed
dimension in polynomial time.
If ∆ = conv(A) where A is a finite set of integral points
in some Rn, then |(h ∗ ∆) ∩ Zn| ≥ |hA|. Then we can
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consider the growth of hA. Nathanson [40] proved the
following theorem.
Theorem 1.3. Let k ≥ 2 and let A = {a1, . . . , ak} be a
finite set of integers such that
0 = a1 < a2 < · · · < ak and gcd(a2, . . . , ak) = 1.
Then there exists integers c and d and sets C ⊆ [0, c − 2]
and D ⊆ [0, d− 2] such that
hA = C ∪ [ c, hak − d ] ∪ (hak −D)
for all sufficiently large h.
In particular, the growth of hA is a linear function when
A is a subset of integers. When we have A1, A2, . . . , Ar and
B as finite subsets of N0, normalized similarly as above,
then Han, Kirfel, and Nathanson [29] showed that |B +
h1A1 + · · · + hrAr| is a multilinear function of h1, . . . , hr
eventually. If A1, A2, . . . , Ar and B are finite subsets of
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an abelian semigroup which contains 0, then |B + h1A1 +
· · · + hrAr| is a polynomial of h1, . . . , hr for all sufficiently
large h1, . . . , hr , which was proven by Khovanskĭı [33] when
r = 1, and by Nathanson [43] for r ≥ 2. And if A, B are
finite subsets of an abelian group without elements of finite
order, then Khovanskĭı [33] computed the degree and the
leading coefficient of the polynomial above (although his
proof contained a gap since he failed to prove Theorem 2.4,
which we prove later).
Let A be a finite set in Rn. There is a kind of inverse
problem we can answer: if the sumset 2A is small, i.e. if
|2A| ≤ c|A| where 1 < c < 2n, then a positive proportion of
A must lie on a hyperplane. For proof, see Nathanson [42].
2. Khovanskĭı’s Work
Let’s see what Khovanskĭı did in his paper [33]. Let A
be a finite subset of Zn , A = {a1, . . . , am} , with |A| = m
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and ∆ = conv(A) . Also assume that A generate Zn as a
group.
Lemma 2.1. There exists a constant C with the following
property: for all linear combination
∑
λiai of ai ∈ A with
real coefficients λi such that
∑
λiai is an integral point,
there exists a linear combination
∑







|ni − λi| <
C .
Proof. Let X = {x : x ∈ Zn, x =
∑
λiai , with 0 ≤
λi ≤ 1} , which is a finite set. Since A generate Zn , each x ∈
X can be written as x =
∑m
i=1 ni(x)ai , where ni(x) ∈ Z .
So for each x ∈ X , we fix one representation
∑m
i=1 ni(x)ai
with ni(x) ∈ Z . Let q = maxx∈X
∑m
i=1 |ni(x)| and let C =
m + q , a positive integer. Then for any z =
∑
λiai ∈
Zn , x = z −
∑
[λi]ai ∈ X . So x =
∑m
i=1 ni(x)ai with















≤ q +m = C . 
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Let h be a positive integer and assume 0 ∈ A. Then
∆ = {
∑




h ∗∆ = {
∑
λiai : λi ≥ 0,
∑




λiai : λi ≥ C ,
∑
λi ≤ h− C}
with C as in Lemma 2.1.
Then, if x =
∑




(αi + C)ai : αi ≥ 0 ,∑





αiai : αi ≥ 0 ,∑
αi ≤ h− C −mC}
= C
∑
ai + (h− C −mC) ∗∆ .
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Note ∆(h,C) is an empty set when h < C + mC, a sin-
gle point C
∑
ai when h = C + mC, and a dilation of ∆
translated by an integral point when h ≥ C + mC + 1 .
If x ∈ h ∗∆ , then x = h(
∑
λiai) where λi ≥ 0 ,
∑
λi =
1 , so x =
∑






i + . . . + a
h






















· h = 1
by collecting for each aj’s. So, x ∈ h ∗ ∆ . Thus, h ∗ ∆ =
conv(hA) . Also, h ∗∆ = conv(ha1, . . . , ham) .
Let Zn(A) be the group generated by the differences of
the elements of A .
Lemma 2.2. Assume Zn(A) = Zn, and 0 ∈ A . Then,
every integral point in ∆(h,C) belongs to the sumset hA .
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Proof. Let z be an integral point in ∆(h,C) . Then
z =
∑
λiai, λi ≥ C ,
∑
λi ≤ h− C .
By Lemma 2.1, z =
∑
niai , ni ∈ Z ,
∑
|ni − λi| < C . If







|ni − λi + λi| ≤∑
|ni − λi| +
∑
|λi| < C + h − C = h . Thus z =∑
niai , ni ≥ 0 ,
∑
ni < h . Since 0 ∈ A ,
hA = {
∑
niai : ni ≥ 0,
∑
ni ≤ h} ,
therefore z ∈ hA . 
Let K be the convex hull of {eo, e1, . . . , en} in Rn where
e0 = 0 , and ei for i ≥ 1 is the ith standard basis in Rn .
Then
h ∗K = {
n∑
i=0
















λiei : λi ≥ C,
n∑
i=0




λiei : λi ≥ C,
n∑
i=1
λi ≤ h− 2C} .
Lemma 2.3. For any positive integer h , if a point in
h ∗K has the distance to ∂(h ∗K) bigger than 2C, then it
belongs to K(h,C) .
Proof. Let z =
∑n
i=1 λiei , λi ≥ 0,
∑
λi ≤ h be such a
point. Note we have h ∗K = H+1 ∩ . . . ∩H+n ∩H−n+1 where
Hi = {xi = 0} for i = 1, . . . , n and Hn+1 = {
∑n
i=1 xi =
h} = {x : (x, u) = h} where u is the vector whose coordi-
nates are all 1. So h ∗ K has boundaries given by hyper-
planes H1, . . . , Hn, Hn+1 . Since d(z, Hi) > 2C, λi > 2C for
all i = 1, . . . , n. Now, let H = {x : (x, u) = h − 2C}, a
hyperplane which is parallel to Hn+1 . Let z1 ∈ H. Then,
z1 + tu, t ∈ R is a ray starting from z1 , is perpendicu-
lar to Hn+1 , and it will intersect Hn+1 at t = t2 . Then
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z1 + t2u ∈ Hn+1 , so (z1 + t2u, u) = h, giving t2 = 2C/n .
Thus, d(H, Hn+1) = t2|u| = 2C/
√
n . Now take any point
x which lies between H and Hn+1. Then d(x, Hn+1) is
given by a line segment which is perpendicular to Hn+1 .
If you extend this line segment so that it joins H and
Hn+1, this extended line segment, which is perpendicu-
lar to both H and Hn+1 , gives d(H, Hn+1). Therefore,
d(x, Hn+1) < d(H, Hn+1) = 2C/
√
n for any point x which
lies between H and Hn+1. Therefore, any point in h ∗ K
whose distance to Hn+1 is bigger than 2C/
√
n belongs to
H− = {x : (x, u) ≤ h − 2C}. Therefore, z ∈ H−, i.e.∑
λi ≤ h− 2C. So z ∈ K(h,C). 
Using these results, Khovanskĭı in [33] tried to prove the
following, with some error.
Theorem 2.4. Suppose Zn(A) = Zn. Then, there exists
a constant ρ with the following property: for any positive
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integer h, every integral point of h ∗ ∆, whose distance to
∂(h ∗∆) is more than ρ , belongs to hA.
In general, hA is a proper subset of (h ∗∆)∩Zn. Theo-
rem 2.4, which we will prove later, states that hA takes all
of the central region in h ∗∆. Note that a particular case
of Theorem 1.3 supports Theorem 2.4.
Let’s take a look at how Khovanskĭı tried to prove The-
orem 2.4. First, without loss of generality, we may assume
0 ∈ A because: if not, by Proposition 1.1, all vertices of ∆
belong to A. So take any a ∈ A which is also a vertex of ∆,
then take ∆̄ = ∆−a so that 0 ∈ ∆̄. Then ∆̄ = conv(A−a)
and h∗∆̄ = h∗∆−ha = h∗conv(A−a) . And, for any pos-
itive integer h, if x ∈ (h ∗∆)∩Zn with d(x, ∂(h ∗∆)) > ρ ,
then x − ha ∈ h ∗ ∆̄, and d(x − ha, ∂(h ∗ ∆̄)) > ρ since
a translation doesn’t change the distance. Thus x − ha ∈
h(A − a) = hA − ha. So x ∈ hA, proving our claim. We
will assume a1 = 0 from now on.
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Recall that |A| = m. Consider π : Rm−1 → Rn where
π(ei) = ai+1 with e0, . . . , em−1 defined as before, and K =
conv({e0, . . . , em−1}). Then,
π(h ∗K) = h ∗∆
and
π(K(h,C)) = ∆(h,C).
By Lemma 2.3, each point in h ∗ K whose distance to
∂(h ∗ K) is more than 2C belongs to K(h,C). Then,
Khovanskĭı mistakenly claimed that each point in h ∗ ∆
whose distance to boundary is more than ρ = 2C||π||, where
||π|| is the norm of π, lies in ∆(h,C). But the prob-
lem with this argument is that some boundary of h ∗ K
might be mapped into the interior of h ∗∆. For example,
take a1 = (0, 0), a2 = (0, 1), a3 = (1, 0) and a4 = (1, 1),
and let A = conv({a1, a2, a3, a4}). Then the boundary
{x1 = 0} = {λ0e0 + λ2e2 + λ3e3, λi ≥ 0,
∑
λi ≤ 1} in
2. KHOVANSKĬI’S WORK 51
h∗K is mapped to {λ0a1 +λ2a3 +λ3a4 : λi ≥ 0,
∑
λi ≤ 1},
which is conv(a1, a3, a4), and that is not in the boundary of
h ∗∆.
Thus, a point in h∗∆ close to ∂(h∗∆) is not necessarily
an image of a point which is close to all boundaries of h∗K.
In fact, we can give a counterexample to his claim below.
Let a1 = 0, a2 = 1, a3 = 10 and let A = {a1, a2, a3}.
Then m = 3. We’ll follow his construction of the constant
C. We have
X = {x : x ∈ Z, x =
∑
λiai , 0 ≤ λi ≤ 1}.
If x ∈ X, then 0 ≤ x = λ2a2 + λ3a3 ≤ 11. Thus, for each
x ∈ X, we fix the representation x =
∑
ni(x)ai as follows;
For 0 ≤ x ≤ 9, we write x = x · a2. For x = 10, x = 1 · a3 .
For x = 11, x = a2 + a3 . Then q = maxx∈X
∑
|ni(x)| = 9,
giving us C = m + q = 12.
Now, ||π|| = sup|x|=1 |π(x)| where π : R2 → R is defined
as earlier. If x =
∑2
i=0 λiei with |x| = 1, then |λ1|, |λ2| ≤ 1
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so |π(x)| = |λ1 + λ2 · 10| ≤ 11 so ||π|| ≤ 11. Thus we have
ρ = 2C||π|| ≤ 264. Let h = 53. Then h∗∆ = [ 0, 530 ]. Now
consider 265. If 265 ∈ ∆(h,C) = ∆(53, 12), then by the
definition of ∆(h,C), 265 = λ2 + λ3 · 10 for some λ2, λ3 ≥
12, λ2+λ3 ≤ 29. But after a simple calculation, we see that
this is impossible. So 265 /∈ ∆(h,C) but d(265, ∂(h∗∆)) =
265 > ρ.
3. Proof of Theorem
Khovanskĭı’s argument can be modified to prove the fol-
lowing.
Proposition 3.1. Suppose Zn(A) = Zn , |A| = n + 1,
and A = {a1, a2, . . . , an+1} are affinely independent. Then
there exists a constant ρ with the following property: for
any positive integer h, every integral point of h ∗∆, whose
distance to ∂(h ∗∆) is more than ρ , belongs to hA.
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The affine hull aff(A) is an affine subspace, which is a
translation of a linear subspace L, i.e. aff(A) = x + L for
some x ∈ Rn. So A ⊆ x + L. Therefore, if Zn(A) = Zn,
then dim(aff(A)) = dim ∆ = n.
Proof. Consider π : Rn → Rn where π(ei) = ai+1 , i.e.
π(x) = Tx where T is the matrix whose ith column is given
by the coordinates of ai+1 for i = 1, . . . , n. Recall that a1 =
0. Since a2−a1, . . . , an+1−a1 are linearly independent, i.e.
a2, . . . , an+1 are linearly independent, T is invertible so π is
injective. Also, π(h∗K) = h∗∆ and π(K(h,C)) = ∆(h,C).
By Proposition 1.1, every face of h ∗K is the convex hull
of up to n vertices, and so is every face of h ∗∆.
Now, suppose x ∈ h ∗∆ belongs to a convex hull of up
to n vertices. Recall that all the vertices belong to the set
{ha1, . . . , han+1} by Proposition 1.1. Thus, x belongs to
a convex hull of proper subset of {ha1, . . . , han+1}. Take,
for example, x =
∑n
i=1 λi(hai) , λi ≥ 0,
∑
λi = 1 (other
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cases are similar). Assume x is an interior point. Then by







xj ∈ h ∗∆ = conv(ha1, . . . , han+1),
xj are affinely independent




















Since hai’s are affinely independent, the affine combinations
of them are unique, so the coefficient of an+1 in the right
hand side of (3.1) must be 0. Therefore,
∑n+1
j=1 γjα(n+1)j =
0, but αlj ≥ 0 and γj > 0. So α(n+1)j = 0 for all j =
1, . . . , n + 1. Thus x1, . . . , xn+1 ∈ aff(ha1, . . . , han), which
means there are n + 1 affinely independent vectors in the
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affine hull aff(ha1, . . . , han), whose dimension is n−1, giving
us a contradiction. Therefore, x ∈ ∂(h ∗ ∆). Similarly, if
x ∈ h ∗ K belongs to a convex hull of up to n vertices,
x ∈ ∂(h ∗K). Thus we have just proved that
∂(h ∗∆) = {x ∈ h ∗∆ : x belongs to a convex hull
of up to n vertices}
∂(h ∗K) = {x ∈ h ∗K : x belongs to a convex hull
of up to n vertices}.
Therefore, π maps ∂(h ∗K) onto ∂(h ∗∆).
Now, let x ∈ h ∗∆ be an integral point with d(x, ∂(h ∗
∆)) > 2C||π||. Then, for any ȳ ∈ ∂(h ∗ K), π(ȳ) = y ∈
∂(h ∗∆) and






Then, by Lemma 2.3, π−1(x) ∈ K(h,C). Therefore, x ∈
∆(h,C). Thus, by Lemma 2.2, x ∈ hA. 
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Now we prove Theorem 2.4.
PROOF OF THEOREM 2.4. Take any hyperplane
H = {x : (x, u) = α}.
Then, for a positive integer h,
h ∗H = {x : (x, u) = hα},
so the dilation of a hyperplane results in another hyper-
plane which is parallel to the original one. And
H − b = {x : (x, u) = α− (b, u)}
where b ∈ Rn , so the translation of a hyperplane is another
hyperplane that’s parallel to the original one.
Now, let’s calculate the distance between
H1 = h ∗H ,
H2 = g ∗H − b,
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where h > g, h, g are positive integers, and b ∈ Rn. Then
H1 = {x : (x, u) = hα}, H2 = {x : (x, u) = gα − (b, u)},
so H1 is parallel to H2 . Take any point x1 ∈ H1 . Then
x1 + tu, t ∈ R is a ray perpendicular to both H1 and H2 .
Let’s say x1 + tu ∈ H2 when t = t2 . Then
t2 =
(g − h)α− (b, u)
|u|2
,
d(H1, H2) = |t2u| =
|(g − h)α− (b, u)|
|u|
.
Now, recall that, for h ≥ C + mC + 1,
∆(h,C) = C
∑
ai + (h− C −mC) ∗∆.
Let ∆ = G+1 ∩ . . . ∩ G+l where Gi’s are hyperplanes {x :
(x, ui) = αi} with Gi∩∆ 6= ∅. Then h∗∆ = H+1 ∩ . . .∩H+l
and ∆(h,C) = H
′+
1 ∩ . . . ∩ H
′+
l where Hi = h ∗ Gi , H
′
i =
(h−C −mC) ∗Gi + C
∑








3. PROOF OF THEOREM 58
for i = 1, . . . , l. Thus, for all i = 1, . . . , l, the distance
d(Hi, H
′
i) remains same for all h ≥ C + mC + 1.
Thus, fix any h ≥ C + mC + 1. Define
ρ = max { δ
(




i), i = 1, . . . , l }
where δ(S) represents the diameter of the set S. Then ρ is
independent of h. Let z ∈ h ∗∆ be an integral point with
d(z, ∂(h ∗∆)) > ρ. Note that if h ≤ C + mC, then by the
definition of ρ, such z doesn’t exist.










then d(z, H1) < d(H
′
1, H1) ≤ ρ, but d(z, F1) > ρ. Thus the
perpendicular ray to H1 from z doesn’t intersect F1 . It’s a
well known fact that every compact convex body in Rn with
nonempty interior is homeomorphic to the closed n-ball,
and its boundary is homeomorphic to the (n−1)-sphere. So
∂(h ∗∆) is homeomorphic to the (n− 1)-sphere. Thus, the
perpendicular ray above intersects ∂(h∗∆), say, at z2 which
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is a point of a face F2, F2 6= F1 . Then z2 ∈ F2 ⊆ h ∗ ∆,
so z2 ∈ H+1 . Then d(z, F2) ≤ d(z, z2) ≤ d(z, H1) < ρ,
a contradiction. Therefore, z ∈ H ′+1 , and it’s true for all
H
′+
i . Thus, z ∈ H
′+
1 ∩ . . . ∩ H
′+
l = ∆(h,C). Then, by
Lemma 2.2, z ∈ hA. 
4. Historical Perspective and Some Open
Problems
A polytope of dimension d is a simplicial polytope if all
of its proper faces are simplices, i.e. every facet has the
minimal number of d vertices. A polytope of dimension
d is a simple polytope if every vertex is contained in the
minimal number of only d facets. Two polytopes ∆ and ∆′
are combinatorially equivalent, denoted ∆ ' ∆′, if there is
a bijection between their faces that preserves the inclusion
relation.
In Lemma 2.1, we found that we can perturb the co-
ordinates a little to get integer coefficients. In fact, it is
4. HISTORICAL PERSPECTIVE AND SOME OPEN PROBLEMS 60
known that there exists a combinatorially equivalent poly-
tope ∆′ ' ∆ with integral vertex coordinates for every
simple or simplicial polytope ∆. Is this true for all poly-
topes? It is true for polytopes of dimension d ≤ 3 but it
is false in general. Another question; if the integral coor-
dinates exist, can we keep them small? The answer is yes
in low dimension, but in general, we have coordinates that
grow doubly exponential in terms of the number of vertices
(Goodman, Pollack and Sturmfels [26]).
It’s known that every polytope is a ”projection” of a
simplex. When Khovanskĭı tried to use the map π to prove
Theorem 2.4, he maybe was trying to use this idea. For
other similar results, see, for example, Grünbaum [27].
Another way we can try to visualize objects in dimen-
sion d ≥ 4 is by using its projection on (d − 1)-polytope,
which is called a Schlegel diagram. Then, we can ask if
what looks like a projection is indeed a Schlegel diagram.
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The answer is no. In fact, it’s an open problem to find
necessary and sufficient condition for a sphere with a ”face-
like” structure on it to be isomorphic to the boundary of a
polytope (called Steinitz problem). For more on classifying
polytopes, see Ziegler [55], Ewald [24], Alon [1] and Good-
man and Pollack [25] for the classification using the number
of vertices and the dimension, Bárány and Vershik [2] for
the classification using the volume and the dimension, and
Karpenkov [32] for the classification using affine transfor-
mations.
By Theorem 2.4, the sumset hA in Rn takes over the
central region of dilalated polytopes. Han [30] showed that,
for A ⊆ R2 satisfying some conditions, the cardinality of hA
in boundary region of dilated polytopes is a linear function
of h when h is sufficiently large. For the problems counting
lattice points in ”thin” annuli, Wigman [53] studied the
statistical behaviour of the counting function. It will be
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interesting if we can tell something more about the density
or distribution of sumsets in the boundary region.
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