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Abstract
In this paper, we derive a sufficient condition as well as a necessary condition for existence of positive periodic solutions of the
hematopoiesis model with periodic coefficients
x ′(t) = −δ(t)x(t)+ p(t) · x(t − τ(t))
1+ [x(t − τ(t))]n , t ≥ 0,
where δ, p ∈ C(R+, (0,∞)) and τ ∈ C(R+,R+) are T -periodic functions. When p(t) = γ δ(t) with γ > 0, a sufficient and
necessary condition for the existence of a positive T -periodic solution is established.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Models of hematopoiesis have been studied by many authors. In particular, the delay differential equation
x ′(t) = −δx(t)+ px(t − τ)
1+ [x(t − τ)]n , (1)
where n is a positive constant, p, δ are positive parameters, with the initial condition x(s) = γ (s), γ ∈
C([−τ, 0],R+), was used by Mackey and Glass [1] as a model of hematopoiesis in 1977. Taking into account the
form of the right-hand side of Eq. (1), one can obtain at most two constant solutions x1(t) ≡ 0 and x2(t) ≡ x¯ > 0
from it. Obviously, (1) has a positive equilibrium x¯ if and only if p > δ. In [2,3] was studied the global asymptotic
stability of x2(t).
The variation of the environment, in particular the periodic variation of the environment, plays an important role
in many biological and ecological systems. The assumption of the periodicity of some parameters in the system
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incorporates the periodicity of the environment. Hence we assume the parameters in model (1) are T -periodic
functions. Then Eq. (1) can be generalized into
x ′(t) = −δ(t)x(t)+ p(t) x(t − τ(t))
1+ [x(t − τ(t))]n , t ∈ R
+ = [0,∞), (2)
where δ, p ∈ C(R+, (0,∞)) and τ ∈ C(R+,R+) are T -periodic functions, and n is a positive constant.
In this paper, we will study the existence of positive T -periodic solutions of Eq. (2) under the initial condition
x(s) = φ(s), φ ∈ C([−τM , 0], R+) and φ 6≡ 0, (3)
where
τM = max
t∈[0,T ]
τ(t) ≥ 0.
It is known that the initial problem (2) and (3) has a unique nonnegative solution x(t) on [0,∞), and that x(t) > 0
for t ≥ τM . Note that when δ(t), p(t) and τ(t) are all constants, (2) reduces to (1).
To consider periodic environmental factors, they have important theoretical and practical significance for the study
of the existence of positive periodic solutions on functional differential equations with periodic coefficients and delay.
A more general case than that given in Eq. (2) is the following functional differential equation
y′(t) = −a(t)y(t)+ λh(t) f (y(t − τ(t))), (4)
where a(t) and τ(t) are continuous T -periodic functions and h(t) is positive continuous T -periodic function. We
also assume that T, λ > 0, and that a(t) with
∫ T
0 a(u)du > 0. The above Eq. (4) can be interpreted as a standard
Malthusian population model y′ = −a(t)y, subject to a perturbation with periodical delay.
Recently, Cheng and Zhang [4], and Jiang et al. [5] (n-dimentional case) investigated the existence of positive
periodic solutions of Eq. (4) by using the Krasnosel’skii fixed point theorem. They showed that there existed least one
positive periodic solutions for Eq. (4) if f0 = 0 and f∞ = ∞, or f0 = ∞ and f∞ = 0, or f0 = l (0 < l < ∞) and
f∞ = L (0 < L <∞), where
f0 = lim
u→0+
f (u)
u
and f∞ = limu→∞
f (u)
u
.
In respect of Eq. (2), if f (u) = u1+un , then f0 = 1 and f∞ = 0. Hence we cannot apply the conclusions obtained
from the existence of positive periodic solutions of Eq. 4 in [4,5] to Eq. (2).
In [6], by using the supersolution and subsolution method, Zhang and Cheng studied the existence and nonexistence
of positive periodic solutions of Eq. (4) under the conditions: f is continuous and noncreasing on [0,∞), f (0) > 0
and f∞ = +∞, and they obtained some existence results. However, their results are not valid for Eq. (2), because in
Eq. (2), f (0) = 0, f∞ = 0 and f does not satisfy the above monotonic condition. About the above conclusions, also
see [7,8]. To the best of our knowledge, there is no result for the existence of positive T -periodic solutions of Eq. (2)
before this paper.
In this paper, by means of coincidence degree theory, we first establish a sufficient condition and a necessary
condition such that Eq. (2) has a positive T -periodic solution. Then in the special case when δ(t), p(t) and τ(t) are
constant functions, we obtain our desired necessary and sufficient conditions for Eq. (1). As a bonus, we may also
obtain a necessary and sufficient condition in the case when p(t) = γ δ(t) with γ > 0.
Throughout this paper, we always let, for a continuous T -periodic function a(t)
am = min
t∈[0,T ] a(t), aM = maxt∈[0,T ] a(t),
and
a¯ = 1
T
∫ T
0
a(s)ds.
In Section 2, we will prove the main result in this paper.
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Theorem 2.1. Assume that
(H): δ, p ∈ C(R+, (0,∞)) and τ ∈ C(R+,R+) are T -periodic functions, and n is a positive constant.
And let
p(t) > δ(t), for t ∈ [0, T ]. (5)
Then the initial problem (2) and (3) has at least one positive T -periodic solution.
In Section 3, we will establish a necessary condition for Eq. (2) to have a positive T -periodic solution, i.e., we have
Corollary 3.1. If (H) in Theorem 2.1 holds, and
p(t) ≤ δ(t), for t ∈ [0, T ]
then Eq. (2) has no positive T -periodic solution.
In Section 4, we will obtain two important results:
Theorem 4.1. Assume that (H) holds in Theorem 2.1, and that p(t) = γ δ(t) with γ > 0; then Eq. (2) has at least
one positive T -periodic solution if and only if γ > 1.
Theorem 4.2. Eq. (1) has at least one positive T -periodic solution if and only if p > δ.
2. Sufficient condition
Let
X = Z = {x(t) ∈ C(R,R) : x(t + T ) = x(t)}
be a Banach space endowed with the usual linear structure as well as the norm ‖x‖ = supt∈[0,T ] |x(t)|.
Let
Lx = x ′, Px = Qx = 1
T
∫ T
0
x(t)dt,
and
Nx = −δ(t)x(t)+ p(t) x(t − τ(t))
1+ [x(t − τ(t))]n .
Obviously,
Dom L = {x ∈ X : x ∈ C1(R,R)}, Ker L = R, Im L =
{
z ∈ Z :
∫ T
0
z(t)dt = 0
}
,
and
dim Ker L = codim Im L .
Since Im L is closed in Z , L : Dom L ⊂ X → X is a Fredholm mapping of index zero. It is easy to show that P and
Q are continuous projectors such that
Im P = Ker L , Ker Q = Im L = Im(I − Q).
In the proof of our existence theorem below, we will use the continuation theorem from Gaines and Mawhin [9].
Lemma 2.1 (Continuation Theorem). Let L be a Fredholm mapping of index zero, and Ω be a bounded open subset
in X such that N is L-compact on Ω¯ . Assume further that
(a) For each λ ∈ (0, 1), every solution of Lx = λNx is such that x 6∈ ∂Ω ;
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(b) QNx 6= 0 for each x ∈ ∂Ω ∩ Ker L and
deg{QN ,Ω ∩ Ker L , 0} 6= 0.
Then the equation Lx = Nx has at least one solution lying in Dom L ∩ Ω¯ .
Below we give the proof of Theorem 2.1.
2.1. Priori bounds
Note that p(t), δ(t) are T -periodic functions and p(t) > δ(t) > 0. Then we can choose γ > 1 such that
p(t) > γ δ(t) for t ∈ [0, T ]. (6)
To use Lemma 2.1, we consider the operator equation Lx = λNx for λ ∈ (0, 1), that is,
x ′(t) = −λδ(t)x(t)+ λp(t) x(t − τ(t))
1+ [x(t − τ(t))]n , t ≥ 0. (7)
Assume that x(t) is a positive T -periodic solution of Eq. (7), choose t∗ ∈ [0, T ] and t∗ ∈ [t∗, t∗ + T ] such that
x(t∗) = max
t∈[0,T ]
x(t), x(t∗) = min
t∈[0,T ] x(t).
From (7), we have(
x(t)eλ
∫ t
0 δ(s)ds
)′ = λp(t)eλ ∫ t0 δ(s)ds x(t − τ(t))
1+ [x(t − τ(t))]n . (8)
Integrating (8) from t∗ − T to t∗
x(t∗)eλ
∫ t∗
0 δ(s)ds − x(t∗ − T )eλ
∫ t∗−T
0 δ(s)ds = λ
∫ t∗
t∗−T
p(t)eλ
∫ t
0 δ(s)ds · x(t − τ(t))
1+ [x(t − τ(t))]n dt,
and so
x(t∗)
(
1− e−λ
∫ T
0 δ(s)ds
)
= λ
∫ t∗
t∗−T
p(t)e−λ
∫ t∗
t δ(s)ds · x(t − τ(t))
1+ [x(t − τ(t))]n dt. (9)
Below, we will consider two possible cases.
Case 1. Let n > 1.
When u > 0, u < un < 1+ un , which implies u1+un < 1. Then from (9)
x(t∗)
(
1− e−λδ¯T
)
< λ
∫ t∗
t∗−T
p(t)e−λ
∫ t∗
t δ(s)dsdt < λ
∫ T
0
p(t)dt = λ p¯T .
And so
x(t∗) < λ p¯T
1− e−λδ¯T <
p¯T
1− e−δ¯T
def= B1. (10)
Since λ p¯T
1−e−λδ¯T is strictly increasing about λ.
Note that u1+un is a single-humped function, and hence we have
x(t∗)
(
1− e−λδ¯T
)
= λ
∫ t∗
t∗−T
p(t)e−λ
∫ t∗
t δ(s)ds · x(t − τ(t))
1+ [x(t − τ(t))]n dt
≥ λmin
{
x(t∗)
1+ [x(t∗)]n ,
x(t∗)
1+ [x(t∗)]n
}∫ t∗
t∗−T
p(t)e−λ
∫ t∗
t δ(s)dsdt
> γ min
{
x(t∗)
1+ [x(t∗)]n ,
x(t∗)
1+ [x(t∗)]n
}∫ t∗
t∗−T
λδ(t)e−λ
∫ t∗
t δ(s)dsdt
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= γ min
{
x(t∗)
1+ [x(t∗)]n ,
x(t∗)
1+ [x(t∗)]n
}(
1− e−λδ¯T
)
.
It follow that
x(t∗) > γ min
{
x(t∗)
1+ [x(t∗)]n ,
x(t∗)
1+ [x(t∗)]n
}
. (11)
If
min
{
x(t∗)
1+ [x(t∗)]n ,
x(t∗)
1+ [x(t∗)]n
}
= x(t∗)
1+ [x(t∗)]n ,
then (11) yields that
x(t∗) > γ
x(t∗)
1+ [x(t∗)]n
i.e.,
x(t∗) > (γ − 1) 1n def= A11. (12)
If
min
{
x(t∗)
1+ [x(t∗)]n ,
x(t∗)
1+ [x(t∗)]n
}
= x(t
∗)
1+ [x(t∗)]n , (13)
note that u1+un (u > 0) is a single-humped function, and the hump value point is u0 = ( 1n−1 )
1
n . Hence there must be
x(t∗) ≤ u0 < u(t∗) < B1,
or
u0 < x(t∗) < x(t∗) < B1.
Whatever happens, we have
x(t∗) > γ · x(t
∗)
1+ [x(t∗)]n > γ ·
B1
1+ Bn1
def= A12. (14)
Choose A1 = min{A11, A12}; then for t ∈ [0, T ], n > 1,
A1 < x(t) < B1. (15)
Case 2. Let 0 < n ≤ 1.
Here, u1+un = u
n
1+un · u1−n is increasing about u > 0.
From (9)
x(t∗)
(
1− e−λδ¯T
)
≤ λ
∫ t∗
t∗−T
p(t)e−λ
∫ t∗
t δ(s)ds · x(t
∗)
1+ [x(t∗)]n dt < λ
∫ t∗
t∗−T
p(t) · x(t
∗)
1+ [x(t∗)]dt
= λ p¯T · x(t
∗)
1+ [x(t∗)]n ,
which implies
1+ [x(t∗)]n < λ p¯T
1− e−λδ¯T <
p¯T
1− e−δ¯T .
And so
x(t∗) <
(
p¯T
1− e−δ¯T − 1 − 1
) 1
n def= B2. (16)
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Since p¯T
1−e−δ¯T =
δ¯T
1−e−δ¯T ·
p¯
δ¯
> 1.
Similary,
x(t∗)
(
1− e−λδ¯T
)
= λ
∫ t∗
t∗−T
p(t)e−λ
∫ t∗
t δ(s)ds
x(t − τ(t))
1+ [x(t − τ(t))]n dt
≥ λ
∫ t∗
t∗−T
p(t)e−λ
∫ t∗
t δ(s)ds · x(t∗)
1+ [x(t∗)]n dt
> γ
∫ t∗
t∗−T
λδ(t)e−λ
∫ t∗
t δ(s)ds · x(t∗)
1+ [x(t∗)]n dt
= γ · x(t∗)
1+ [x(t∗)]n ·
(
1− e−λδ¯T
)
,
from which we derive
x(t∗) > (γ − 1) 1n def= A2 = A11.
Let A = A1, B = max{B1, B2}. Then, for n > 0, t ∈ [0, T ],
A < x(t) < B.
2.2. The existence of positive T -periodic solutions
Let
Ω = {x ∈ X : A < x(t) < B}.
Then Ω is an open subset in X . It is easy to see that Ω satisfies the requirement (a) in Lemma 2.1. In the sequel, we
will prove that N is L-compact on Ω¯ . In fact, the generalized inverse (to L) K p : Im L → Ker P ∩Dom L is given by
K px =
∫ t
0
x(s)ds − 1
T
∫ T
0
∫ t
0
x(s)dsdt.
Clearly,
QNx = 1
T
∫ T
0
[
−δ(s)x(s)+ p(s) · x(s − τ(s))
1+ [x(s − τ(s))]n
]
ds.
And
K p(I − Q)Nx =
∫ t
0
[
−δ(s)x(s)+ p(s) · x(s − τ(s))
1+ [x(s − τ(s))]n
]
ds
− 1
T
∫ T
0
∫ t
0
[
−δ(s)x(s)+ p(s) · x(s − τ(s))
1+ [x(s − τ(s))]n
]
dsdt
−
(
t
T
− 1
2
)∫ T
0
[
−δ(s)x(s)+ p(s) · x(s − τ(s))
1+ [x(s − τ(s))]n
]
ds.
Obviously, QN , K p(I − Q)N are both continuous and QN (Ω¯) is bounded. Using the Arzela–Ascoli theorem, it is
not difficult to show that K p(I − Q)N is compact. Hence N is L-compact on Ω¯ . Note that Ker L ∩ ∂Ω = {A, B},
and that
QN (A) = 1
T
∫ T
0
[
−δ(t)A + p(t) · A
1+ An
]
dt
= −δ¯A + p¯ · A
1+ An
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= δ¯A
(
p¯
δ¯
1
1+ An − 1
)
> δ¯A
(
γ
1+ An − 1
)
≥ 0,
Since A ≤ (γ − 1) 1n .
For n > 1,
QN (B) = 1
T
∫ T
0
[
−δ(t)B + p(t) · B
1+ Bn
]
dt
= −δ¯B + p¯ · B
1+ Bn
≤ −δ¯B1 + p¯
= p¯
(
1− δ¯T
1− e−δ¯T
)
< 0.
For 0 < n ≤ 1,
QN (B) = −δ¯B + p¯ · B
1+ Bn
= δ¯B
(
p¯
δ¯
· 1
1+ Bn − 1
)
≤ δ¯B
(
p¯
δ¯
· 1
1+ Bn2
− 1
)
= δ¯B
 p¯
δ¯
· 1
1+
(
p¯T
1−e−δ¯T − 1
) − 1

= δ¯B
(
1− e−δ¯T
δ¯T
− 1
)
< 0.
Therefore QNx 6= 0 for x ∈ Ker L ∩ ∂Ω . When x ∈ Ω¯ ∩ Ker l = [A, B],
QNx = 1
T
∫ T
0
[
−δ(t)x + p(t) · x
1+ xn
]
dt.
Set
H(x, µ) = −µ
(
x − A + B
2
)
+ (1− µ)QNx .
Obviously, H : Ω¯ × [0, 1] → R is continuous and for µ ∈ [0, 1],
H(A, µ) = −µ
(
A − A + B
2
)
+ (1− µ)QN (A) > 0,
and
H(B, µ) = −µ
(
B − A + B
2
)
+ (1− µ)QN (B) < 0.
Hence H(x, µ) 6= 0 for (x, µ) ∈ ∂Ω ∩ Ker l × [0, 1], and so H(·, µ) is a homotopic mapping. Then
deg{QN ,Ω ∩ Ker L , 0} = deg{H(·, 0),Ω ∩ Ker L , 0}
= deg{H(·, 1),Ω ∩ Ker L , 0}
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= deg
{
−I + A + B
2
,Ω ∩ Ker L , 0
}
= 1.
Therefore, Ω also satisfies the requirement (b) in Lemma 2.1. In view of Lemma 2.1, the equation Lx = Nx has at
least one solution lying in Dom L∩Ω¯ , i.e., Eq. (2) has at least a positive T -periodic solution. The proof of Theorem 2.1
is complete. 
3. Necessary condition
In this section, we first give the condition, which guarantees every positive solution of Eq. (2) tends to zero as
t →∞, and then derive the necessary condition for the existence of positive T -periodic solutions of Eq. (2).
Theorem 3.1. Assume that (H) holds in Theorem 2.1, and that
p(t) ≤ δ(t), for t ∈ [0, T ]. (17)
Then every positive solution of Eq. (2) tends to zero as t →∞.
Proof. Let x(t) be any positive solution of Eq. (2). Then x(t) > 0, t ≥ 0. From (2), we have(
x(t)e
∫ t
0 δ(s)ds
)′ = e∫ t0 δ(s)ds p(t) · x(t − τ(t))
1+ [x(t − τ(t))]n , t ≥ 0.
Integrating the above from t0 > 0 to t > t0, we obtain
x(t) = x(t0)e−
∫ t
t0
δ(s)ds +
∫ t
t0
e−
∫ t
t0
δ(ξ)dξ p(s) · x(s − τ(s))
1+ [x(s − τ(s))]n ds. (18)
It follows from (17) and (18) that for n > 1,
x(t) < x(t0)e
− ∫ tt0 δ(s)ds + ∫ t
t0
e−
∫ t
s δ(ξ)dξ p(s)ds
≤ x(t0)e−
∫ t
t0
δ(s)ds +
∫ t
t0
δ(s)e−
∫ t
s δ(ξ)dξds
= x(t0)e−
∫ t
t0
δ(s)ds +
[
1− e−
∫ t
t0
δ(s)ds
]
. (19)
From (17) and (18), for 0 < n ≤ 1,
x(t) ≤ x(t0)e−
∫ t
t0
δ(s)ds +
∫ t
t0
e−
∫ t
s δ(ξ)dξ p(s) · x(t
∗)
1+ [x(t∗)]n ds
< x(t0)e
− ∫ tt0 δ(s)ds + ∫ t
t0
e−
∫ t
s δ(ξ)dξ δ(s) · B2
1+ Bn2
ds
= x(t0)e−
∫ t
t0
δ(s)ds + B2
1+ Bn2
[
1− e−
∫ t
t0
δ(s)ds
]
. (20)
Set υ = lim supt→∞ x(t). Then 0 ≤ υ <∞. To complete the proof, we only need to show that υ = 0. We have three
possible cases to consider.
Case 1. x ′(t) > 0 eventually. Choose t0 > 0 sufficiently large such that x ′(t) > 0 for t ≥ t0. Then
0 < x(t − τ(t)) < x(t) for t ≥ t0 + τM . Hence, by (2)
0 < −δ(t)x(t)+ p(t) · x(t − τ(t))
1+ [x(t − τ(t))]n
< [p(t)− δ(t)]x(t) ≤ 0, for t ≥ t0 + τM .
This contradiction shows that Case 1 is impossible.
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Case 2. x ′(t) is oscillatory. In this case, there is {tn} with tn ↑ ∞ such that
x ′(tn) = 0, n = 1, 2, . . . , limn→∞ x(tn) = υ.
Then by (2) and (17), we have
x(tn) = p(tn)
δ(tn)
· x(tn − τ(tn))
1+ [x(tn − τ(tn))]n
≤ x(tn − τ(tn))
1+ [x(tn − τ(tn))]n .
Set w = lim supn→∞ x(tn − τ(tn)). Then w ≤ υ. And from the above, we can derive that
x(tn){1+ [x(tn)− τ(tn)]n} ≤ x(tn − τ(tn)). (21)
Finding superior limit of both sides of (21), we obtain
υ[1+ wn] ≤ w ≤ υ,
which implies that υ = w = 0.
Case 3. x ′(t) < 0 eventually. Choose t0 > 0 large enough such that x ′(t) < 0 for t ≥ t0 − τM . Then
υ < x(t − τ(t)) ≤ x(t0 − τ(t0)) for t ≥ t0. Hence, from (17) and (18), we have for t ≥ t0,
x(t) ≤ x(t0)e−
∫ t
t0
δ(s)ds + x(t0 − τ(t0))
∫ t
t0
δ(s)e−
∫ t
s δ(ξ)dξ · 1
1+ υn ds
= x(t0)e−
∫ t
t0
δ(s)ds + x(t0 − τ(t0))
1+ υn
[
1− e
∫ t
t0
δ(s)ds
]
Let t →∞ in the above, and we obtain
υ ≤ x(t0 − τ(t0))
1+ υn .
Again let t0 →∞ in the above, and we have 0 ≤ υ ≤ υ1+υn , which yields υ = 0. The proof is complete. 
From Theorem 3.1, we obtain the following necessary condition immediately.
Corollary 3.1. If (H) in Theorem 2.1 and (17) hold, then Eq. (2) has no positive T -periodic solution.
4. Necessary and sufficient conditions
Combining Theorem 2.1 and Corollary 3.1, we have the following results immediately.
Theorem 4.1. Assume that (H) holds in Theorem 2.1, and that p(t) = γ δ(t) with γ > 0, then Eq. (2) has at least
one positive T -periodic solution if and only if γ > 1.
Theorem 4.2. Eq. (1) has at least one positive T -periodic solution if and only if p > δ.
5. Remark
Remark 5.1. In respect of the existence of positive periodic solutions for Nicholson’s blowflies model with periodic
parameters, we have
x ′(t) = −δ(t)x(t)+ p(t)x(t − τ(t))e−a(t)x(t−τ(t)), t ≥ 0, (22)
where δ, p, α ∈ C(R+, (0,∞)) and τ ∈ C(R+,R+) are T -periodic functions, and we can use the method similar
Eq. (2) for n > 1 to treat this. We will also obtain results similar to Theorems 2.1, 3.1, 4.1 and 4.2 and Corollary 3.1.
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