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Abstract—A well-known inner bound on the stability region of
the finite-user slotted Aloha protocol is the set of all arrival rates
for which there exists some choice of the contention probabilities
such that the associated worst-case service rate for each user
exceeds the user’s arrival rate, denoted Λ. Although testing
membership in Λ of a given arrival rate can be posed as a convex
program, it is nonetheless of interest to understand the properties
of this set. In this paper we develop new results of this nature,
including i) an equivalence between membership in Λ and the
existence of a positive root of a given polynomial, ii) a method
to construct a vector of contention probabilities to stabilize any
stabilizable arrival rate vector, iii) the volume of Λ, iv) explicit
polyhedral, spherical, and ellipsoid inner and outer bounds on Λ,
and v) characterization of the generalized convexity properties
of a natural “excess rate” function associated with Λ, including
the convexity of the set of contention probabilities that stabilize
a given arrival rate vector.
Index Terms—Aloha, multiple access, random access, stability
region, inner bounds, outer bounds.
I. INTRODUCTION
This paper addresses membership testing and structural
properties of a natural inner bound on the stability region
of the finite-user slotted-time Aloha medium access control
(MAC) protocol under the collision channel model, hereafter
the Aloha protocol [2]. The Aloha protocol is specified by
a tuple (n,x,p) where n ∈ N is the number of users
wishing to communicate with a common base station, x ∈ Rn+
denotes the arrival rate of new packets at each user’s queue
(one queue per user, each queue assumed capable of holding
an unlimited number of packets awaiting transmission), and
p ∈ [0, 1]n denotes each user’s chosen contention probability,
i.e., the probability with which any user with a non-empty
queue will contend for the channel. User contention decisions
are synchronized at the beginning of each time slot, and,
conditioned on the queue lengths, the user contention decisions
are independent across users and across time slots. Each packet
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transmission requires exactly one time slot. Under the assumed
collision channel model, an attempted transmission succeeds
in a given time slot if and only if it is the only attempt in that
time slot. Ternary channel feedback (success, collision, idle)
from the base station to each user at the end of each time slot
is assumed to be both instantaneous and error-free.
The stability region (of a MAC protocol) is defined as the
set of arrival rate vectors (with elements corresponding to
exogenous arrival rates at each user’s queue) such that by
some appropriate choice of the parameter(s) no user will, as
time tends to infinity, accumulate an infinite backlog of packets
waiting to be transmitted. The stability region asks for neces-
sary and sufficient conditions in order for every user’s queue
to remain bounded. Let qi(t) denote user i’s queue length at
time t; queue i is stable if limL→∞ limt→∞ P(qi(t) < L) = 1,
and the system is considered stable if every queue is stable.
Since all the states of the underlying discrete time Markov
chain (DTMC) of queue length vectors (defined on Zn+)
communicate, the stability of the system, or equivalently, the
positive recurrence of the DTMC, amounts to the property
that each queue has a non-zero probability of being empty,
i.e., limt→∞ P(qi(t) = 0) > 0 for all i ∈ {1, . . . , n}.
There is a significant body of work that derives bounds
on the stability region of the Aloha protocol (denoted ΛA)
from a queueing-theoretic perspective, including [3], [4], [5].
In contrast to this approach, in this work we develop bounds
and properties for an important and natural inner bound on
the Aloha stability region, namely, the set of arrival rates for
which there exists a vector of contention probabilities with
associated worst-case service rates component-wise exceeding
each arrival rate, denoted below by Λ. One motivation to study
this inner bound Λ is that testing membership of a candidate
arrival rate vector x in Λ is easier than (but nonetheless
has certain challenges similar to those encountered in) testing
membership in the Aloha stability region ΛA. In either case
one must, either implicitly or explicitly, identify p, a vector of
stabilizing contention probabilities, for which x can be shown
to be in Λ or ΛA. The difficulty is that the set of potential
controls p is uncountably infinite (p ∈ [0, 1]n), and as such,
given x, it is not obvious whether or not such a p exists, i.e.,
whether or not x is stabilizable.
Our results address this challenge in several ways. First, we
give a novel characterization of membership in Λ in terms of
whether or not a certain order-n polynomial equation has a
positive root. Second, we give several equivalent formulations
for Λ, each with its own advantages/interpretations. Third,
we give a means of constructing a suitable control p for
any stabilizable rate vector x. Fourth, we give polyhedral,
spherical, and ellipsoid inner and outer non-parametric (ex-
plicit) bounds on Λ, which constitute, variously, necessary or
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2sufficient conditions on membership in Λ. These explicit inner
and outer bounds partially illuminate the shape and structure
of Λ as a function of n. Finally, we present certain structural
properties of certain functions and sets naturally associated
with Λ, including the excess rate function and (an inner bound
of) the set of contention probabilities that stabilize a given
arrival rate vector.
The inner bound Λ ⊆ ΛA ⊆ Rn+ studied in this paper is:
Λ ≡
x ∈ Rn+ : ∃p ∈ [0, 1]n : xi ≤ pi∏
j 6=i
(1− pj),∀i ∈ [n]
 .
(1)
Here [n] = {1, . . . , n}. The expression pi
∏
j 6=i(1− pj) is the
worst-case service rate for user i’s queue, namely the service
rate assuming all users have non-empty queues and thus all
users are eligible for channel contention. In particular, user i’s
transmission is successful in such a time slot if user i elects to
contend (with probability pi) and each other user j 6= i does
not contend (each with independent probability 1 − pj for a
non-empty queue). Clearly Λ ⊆ ΛA, since an arrival rate that
is stabilizable under the worst-case service rate is certainly
stabilizable under a better service rate. Our aim in this paper
is to establish properties of and non-parametric bounds on
Λ. We emphasize that we call sets such as Λ “parametric”
due to the observation that asserting membership in them
requires explicitly or implicitly identifying another parameter,
which may be viewed as auxiliary from the perspective of
membership testing.
A. Motivation
To provide additional motivation for this investigation, we
attempt to establish below that i) in spite of its age and
simplicity, Aloha is nonetheless still relevant in both the
design and analysis of modern communication systems, and
ii) knowledge about the Aloha stability region, including in
particular the stability region properties established in this
paper, is important to both understanding how such systems
perform, and how they should be operated.
Relevance of Aloha to modern communication systems.
Although by today’s standards the idea of the Aloha protocol
is very simple, at its inception the idea of allowing for
random transmission attempts, and thereby random trans-
mission collisions, was a revolutionary idea relative to the
existing paradigm of avoiding collisions completely through
scheduled resource allocation. Many currently dominant wire-
less technologies do not use plain Aloha; e.g., WiFi’s DCF
sublayer uses carrier sense multiple access/collision avoidance
(CSMA/CA), and this might lead one to believe Aloha is not
relevant to modern communication systems. A rebuttal to this
view was asserted in a 2009 article [6] by Norman Abramson,
the inventor of Aloha, where he wrote “Today Aloha channels
are utilized in all major mobile networks and in almost all
two-way satellite data networks.” Examples include i) GSM
systems for sending control signals from mobile nodes to the
base station using a random access channel (RACH), and
ii) very small aperture terminal (VSAT) satellite networks
for sending channel reservation messages. Regarding cellular,
Abramson further opined in a 2012 editorial [7] that with the
increasing demand of high data rate and IP-based web traffic
in developing 4G networks, a greater use of Aloha random
access channels is expected, for both user packet data as well
as signaling and control purposes. Regarding WiFi, Abramson
wrote in that same article “Ironically, recent chatter on the web
dealing with full duplex WiFi hints at further development of
WiFi in the direction of the original Aloha architecture.”
An unfortunate drawback of slotted Aloha is its low
throughput (e.g., it is simple to establish that slotted Aloha
with a large number of symmetric users on the collision
channel can achieve a maximum throughput of 1/e ≈ 36.8%).
Intuitively, this low maximum throughput appears to be due
to the protocol’s simplicity, specifically, the failure of users
under Aloha to “listen before they speak,” i.e., carrier sensing.
Indeed, carrier sense multiple access (CSMA) with collision
detection (CD) is the basis of the successful ethernet protocol.
The performance of CSMA in the wireless domain, however,
is hampered by two key differences from the wired domain:
i) the half-duplex constraint, and ii) the hidden and exposed
terminal problems. The former prevents each transmitter from
sensing collisions while transmitting, and the latter prevents
each transmitter from sensing collisions at its intended re-
ceiver or nearby nodes. In summary, although CSMA offers
certain advantages over Aloha, it faces its own performance
challenges and limitations.
In fact, underwater acoustic sensor networks (UW-ASN)
[8] are a noteworthy scenario where the Aloha protocol
may outperform more sophisticated CSMA-based protocols.
A UW-ASN consists of unmanned or autonomous underwater
vehicles/sensors, deployed to perform collaborative monitor-
ing tasks over a given area, connected with acoustic links.
Compared with terrestrial counterparts, underwater acoustic
communications are mainly influenced by long, and highly
variable, propagation delay [8], and moreover underwater
acoustic channels are temporally and spatially variable. The
peculiar characteristics of underwater acoustic channels (in
particular limited bandwidth and high and variable delay) pose
additional challenges to the design of suitable medium access
control protocols.
Resource sharing in a UW-ASN can be achieved
by contention-free methods (static channelization) or by
contention-based protocols. Contention-free methods include
frequency, time, and code division multiple access (FDMA,
TDMA, and CDMA, respectively). FDMA-based approaches
are vulnerable to fading [9], not flexible (e.g., to accommodate
varying transmission rates [10]), and can be inefficient in the
presence of bursty traffic. In fact, underwater acoustic channels
are doubly selective meaning their multipath profiles are both
temporally long (substantial delay) and rapidly time-varying
(Doppler spreads): the former entails prohibitive overhead
while the latter impairs the orthogonality of frequency carriers.
TDMA-based mechanisms require strict time synchronization
that is ill-matched to the highly variable delay characteristics
of underwater acoustic channels. CDMA-based methods are
more robust to multi-path fading than FDMA, and do not
require the time synchronization of TDMA, but the hardware
and computation power required are in conflict with the desire
3for UW-ASN nodes to be small in size, low in cost, and
energy efficient. In summary, contention-free methods are
not ideal for UW-ASN networks. Neither physical sensing
(e.g., CSMA) nor virtual sensing (e.g., RTS/CTS) protocols,
however, will perform well for UW-ASN networks, on account
of the difficulty in carrier sensing caused by the long and
variable propagation latencies. It seems possible that the Aloha
protocol may well be a suitable MAC protocol for UW-ASN,
as its inherent design simplicity offers a natural performance
robustness in the face of channel uncertainties.
Importance of Aloha stability region properties. The first
reason for understanding the stability region of the Aloha
protocol is the long-observed tantalizing contrast between the
simplicity of the protocol itself and the (apparent) difficulty in
obtaining its stability region. Aloha is arguably the most basic
of medium access protocols, and yet, in spite of extensive
effort for over thirty five years by numerous researchers
around the world, the stability region remains elusive. This
discrepancy makes investigation of this problem an important
open question in the theory of communication systems.
The second reason is that (queue) stability is perhaps the
most important property a random medium access protocol
can have. Unstable queues lead to unbounded delays, and,
by extension, to system collapse. Given a set of nodes vying
for access, the first question to assess is whether or not the
collection of arrival rates is stabilizable under the protocol.
If the answer is no, then the base station must intervene to
reduce the arrival rates until they are stabilizable. If the answer
is yes, the second question to assess is how the system may
be stabilized. In the context of Aloha, this question is how
to select the contention probabilities so as to stabilize the
target arrival rates. Finally, a third question to ask about a
stabilizable (and stabilized) arrival rate vector is whether or
not it is throughput efficient. In the context of Aloha, this
corresponds to selecting the arrival rates to be on or near the
Pareto frontier of the stability region, i.e., the stable points
not throughput dominated by any other stable point. All three
of these natural questions (stabilizability, how to stabilize,
and how to find throughput efficient operating points) require
knowledge of the stability region.
In fact, many of the results we obtain have a natural appli-
cation in the operation of an Aloha protocol. If the operator
wishes to know whether or not the given arrival rate vector
is in Λ, then our polynomial root property may be leveraged
to this end. In addition, our inner and outer bounds may be
applied. If the rate vector is found to lie inside (outside) any
of our inner (outer) bounds then the rate vector is known to
be (not) stabilizable; these inner and outer bounds have the
benefit of being extremely simple for checking membership.
If the operator wishes to find a suitable control (contention
probability vector) for stabilizing a given arrival rate vector,
then we offer two sets of relevant results. First, our polynomial
root property provides the “critical stabilizing control,” i.e.,
the contention probability vector with a corresponding service
rate vector matching the given arrival rate vector. Second, our
excess rate function can be optimized to identify a control
that maximizes some measure of distance (e.g., some norm)
between the arrival rate and service rate vectors, over the set
of controls that stabilize the given rate vector.
Besides facilitating easy membership testing, another im-
portant value of establishing non-parametric inner and outer
bounds on Λ lies in improved geometric intuition. Looking at
the definition of Λ, it is difficult, in our opinion, to intuit its ge-
ometric properties, especially in high dimensions. Thus to gain
geometric intuition of the set Λ constitutes a key motivation
of this paper: this influences both our choice of the families
of bounds and, for each type of bounds, the construction of
it. We choose polyhedra, spheres, and ellipsoids since they
are some of the simplest geometric objects. Other geometric
objects could yield better bounds, yet those objects may not
be as intuitive (and/or analytically tractable), especially when
it comes to higher dimensions. The construction of a bound
is also attempted to be made simple and intuitive, such as the
semi-symmetric displacement (on the coordinate axes) of the
intersecting hyperplanes used in the polyhedral outer bound,
and enforcing tangency/incidence in the construction of the
ellipsoid bounds. The quality of the bounds, as measured by
the volumes of them, gives insight into the extent to which
Λ can be understood to “look like” these various (simple,
non-parametric) sets. By analogy, there are many capacity
regions in information theory characterized by the use of
auxiliary random variables with an unspecified distribution;
these auxiliary random variables often cloud one’s ability to
gain geometric intuition about these regions.
B. Related work
The throughput analysis of the Aloha packet system with
and without slots can be found in Roberts [11] and Abramson
[12]. The Aloha stability region problem was posed in 1979
by Tsybakov and Mikhailov [13] who also solved the n = 2
and the homogeneous n-user case, for both of which they
showed Λ = ΛA. Szpankowski [14] studied this problem
when n > 2, with result expressed in terms of the joint
statistics of the queue lengths. The use of the so-called
“dominant system” in Rao and Ephremides [3], as well as
Luo and Ephremides [4], established some important bounds
on the stability region. Anantharam [15] showed Λ = ΛA
for a certain correlated arrival process by applying the Harris
correlation inequality. Using mean field analysis, assuming
each queue’s evolution is independent, Bordenave et al. [16]
were able to show Λ = ΛA holds asymptotically in n. Recently
Kompalli and Mazumdar [5] obtained bounds that are linear
with respect to the users’ arrival rates, based on a Foster-
Lyapunov approach. To date, characterization of ΛA remains
open for the general n-user case with general arrival processes,
although it’s been conjectured ([3, §V], [17, §V Thm. 2]) that
Λ coincides with the Aloha stability region ΛA. More recently,
Subramanian and Leith [18] showed structural properties such
as boundary and convexity properties of the rate region of
CSMA/CA wireless local-area networks which includes Aloha
and IEEE 802.11 as special cases. In a similar vein, Leith,
Subramanian, and Duffy [19] established the log-convexity of
the rate region in 802.11 WLANs, which yields immediate
implications for utility optimization based results to be applied
to fair resource allocations. Gupta and Stolyar [20] considered
4a generalized model of slotted Aloha by allowing asymmetric
interference between concurrent transmission attempts on a
collision channel/link and derived properties of the throughput
region and its Pareto boundary (frontier) such as compactness,
non-convexity, and the smoothness of the Pareto frontier.
Besides its intimate connection with the Aloha stability
region ΛA, the set Λ has also been featured in an information
theoretic context. Namely, in 1985 Massey and Mathys [21]
proved Λ is the capacity region of the collision channel
without feedback. In the same issue, Post [22] established the
convexity of the complement of Λ in the non-negative orthant
Rn+.
The discussion here would be incomplete unless we mention
that, instead of just analyzing the existing protocols, there
exists a large body of work addressing the design of random
access algorithms. The results can be grouped based on criteria
such as whether it is distributed/decentralized, asynchronous,
needs control messages, collision-free, etc. For example, a
recent paper by Ouyang and Teneketzis [23] presented a
common information based multiple access (CIMA) protocol
that only needs local information, does not have the overhead
for channel sensing, is collision free and achieves the full
throughput region of the collision channel, which, compared
to the polynomial back-off protocols proposed by Ha˚stad,
Leighton, and Rogoff [24], has lower delay. For further point-
ers of this literature, we refer to the reader to the references in
[23] and [20], which include, most notably, Jiang and Walrand
[25] and Jiang et al. [26].
C. Summary of bounds on Λ
In this paper we present a variety of inner and outer bounds
on Λ, including the “square-root-sum” inner bound Λsrs (§III,
Prop. 6), polyhedral inner Λpi and outer Λpo bounds (§IV,
Props. 8 and 9), spherical inner Λsi and outer Λso bounds
(§V, Props. 10 and 11), and ellipsoid inner Λei and outer
Λeo bounds (§VI, Props. 19 and 18). The volumes of the
aforementioned bounds as a function of the number of users,
n, are collected in Fig. 1 and Tables I and II, where i (o)
refers to inner (outer) bound respectively, and p, s, e refers
to polyhedral, spherical, ellipsoid, respectively. We give the
volumes themselves, as well as the volumes normalized by
the volume of the (trivial) simplex outer bound of 1/n!. The
volumes of Λsrs, Λpi, Λ are computed exactly from closed-
form expressions we derive in the paper. The (exact) volume of
Λpo is obtained using the lrs [27] software. All other volumes
are estimated using standard Monte-Carlo simulation.1 Λ∗pi is
the optimal polyhedral inner bound among its family. For the
spherical bounds Λsi, Λso the center of spheres are chosen
such that the induced bounds are optimal within their families
(hence the notation Λ∗si and Λ
∗
so). For the ellipsoid bounds
Λei, Λeo the center of ellipsoids are chosen by setting c = 2.
Λpo&so is constructed by using Λpo and Λ∗so in conjunction
namely Λpo&so ≡ Λpo ∩ Λ∗so. It is clear from Fig. 1 that the
1As an aside, a very recent paper by Cousins and Vempala [28] provides
results (and code) for computing the volume of a convex body defined as the
intersection of an explicit set of linear inequalities and a set of ellipsoids,
which allow the user to tradeoff the accuracy of the volume estimates and the
computational overhead (e.g., speed).
TABLE I
VOLUMES (COMPUTED OR ESTIMATED) OF THE VARIOUS BOUNDS
(ESTIMATES INCLUDE NORMALIZED 95% CI, δ)
Bounds (§) n = 2 n = 3 n = 4 n = 5 n = 6 n = 7
× 10−1 10−2 10−3 10−4 10−6 10−7
Λ∗so (§V) 2.15 3.49 4.33 4.33 36.09 24.90
0.00 0.00 0.00 0.01 0.03 0.12
Λpo (§IV) 2.50 3.82 4.14 3.47 23.69 13.65
Λpo&so 2.06 3.13 3.48 3.03 21.14 13.60
0.00 0.00 0.00 0.01 0.04 0.17
Λeo (§VI) 1.86 3.04 3.79 3.77 31.53 23.80
0.00 0.00 0.00 0.01 0.04 0.13
Λ (§III) 1.67 2.06 1.92 1.43 8.82 4.67
Λei (§VI) 1.62 1.86 1.67 1.21 7.72 4.30
0.00 0.00 0.01 0.02 0.07 0.30
Λ∗si (§V) 1.54 1.81 1.64 1.18 7.53 3.80
0.00 0.00 0.01 0.02 0.07 0.32
Λ∗pi (§IV) 1.25 1.46 1.32 0.96 5.85 3.06
Λsrs (§III) 1.67 1.11 0.40 0.09 0.13 0.02
three inner bounds (polyhedral, spherical, ellipsoid) are tighter
than are the four outer bounds.
For the Monte-Carlo volume estimates we generate inde-
pendent points over [0, 1]n uniformly at random, and use the
fraction of points that fall into the region defined by the bound
as our volume estimate. As the volume of the unit box [0, 1]n
is 1, the volume of any subset of the unit box can be viewed
as the probability that a point uniformly distributed over the
unit box falls into this subset, which equals the mean of a
Bernoulli random variable, say Z ∼ Ber(v), for v the volume
of the subset. This justifies the use of the sample mean,
vˆk = (Z1 + · · · + Zk)/k, as our volume estimate. We also
include confidence interval estimates in both tables, indicating
the relative half-width, denoted δ, in order for the probability
that the true mean v deviates from the sample mean vˆk by a
fraction of no more than δ is at least 1 − α. More precisely,
let n and the bound (with unknown volume v) be given, and
let k be the total number of trials for generating instances of
i.i.d. random variables Z ∼ Ber(v). We want to find δ such
that P (vˆk (1− δ) ≤ v ≤ vˆk (1 + δ)) ≥ 1−α. Under a normal
approximation we can derive δ ≈
√
1−vˆk
(k−1)vˆkΦ
−1(1 − α/2),
applying results from [29, §9.1]. In our simulations we use
k = 108 and α = 5%. For those volumes estimated using
Monte-Carlo, the corresponding entries in Table I are vˆk (top)
and δ (bottom), and in Table II are n!vˆk (top) and δ (bottom).
As will be shown (Remarks 2, 5 and 7), the inner bounds
are ordered by volume for all n ≥ 32, i.e.,
vol(Λsrs) ≤ vol(Λ∗pi) ≤ vol(Λ∗si) ≤ vol(Λei) ≤ vol(Λ), n ≥ 3.
(2)
Among the outer bounds (Λeo, Λpo&so, Λpo and Λ∗so) there is
no such complete ordering valid for all n, although Λpo&so
outperforms both Λpo and Λ∗so by construction, and the ellip-
soid outer bound Λeo outperforms the optimal spherical outer
bound Λ∗so provided the outer bounding ellipsoid is such that
its center c = c1 with c ≥ 1.
2Provided the inner bounding ellipsoid is such that its center c = c1 with
c ≥ (1− nm2)/(2(1− nm)) where m = m(n) ≡ 1
n
(
1− 1
n
)n−1.
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Fig. 1. The volumes (computed, or estimated from Monte-
Carlo simulation) of the various inner and outer bounds
Λsrs,Λ∗pi,Λ
∗
si,Λei,Λeo,Λpo&so,Λpo,Λ
∗
so on the Aloha stability
region inner bound Λ versus the number of users, n. The top figure shows
the volumes and the bottom figure shows the volumes normalized by the
volume of the (trivial) simplex outer bound (1/n!). Each of the two ovals
on each plot groups four curves, with the top oval indicating the four left
labels and the bottom oval indicating the four right labels. Ellipsoids have
parameter c = 2.
D. Organization and contributions
We now describe the major sections of the paper, high-
lighting our main results in each section. In §II we present
a polynomial root condition for testing membership in Λ,
and use this result to establish some equivalent forms of Λ.
Furthermore, the root testing can be augmented so that it
allows us to exclusively find the critical stabilizing control(s).
In §III we compute the volume of Λ in closed-form, meaning
it is expressed as a finite (albeit complicated) sum. We then
give a simple inner bound on Λ, exact for n = 2, but quite
weak for n > 2. The next three sections give explicit (non-
parametric) inner and outer bounds on Λ. Specifically, §IV
gives the optimal polyhedral inner bound induced by a single
hyperplane as well as a polyhedral outer bound in Rn+ induced
by n+ 1 hyperplanes, §V presents the optimal spherical inner
TABLE II
NORMALIZED VOLUMES (BY 1/n!) OF THE VARIOUS BOUNDS (ESTIMATES
INCLUDE NORMALIZED 95% CI, δ)
Bounds (§) n = 2 n = 3 n = 4 n = 5 n = 6 n = 7
Λ∗so (§V) .429 .210 .104 .052 .026 .013
.000 .001 .003 .009 .033 .124
Λpo (§IV) .500 .229 .099 .042 .017 .007
Λpo&so .413 .188 .083 .036 .015 .007
.004 .001 .003 .011 .043 .168
Λeo (§VI) .372 .183 .091 .045 .023 .012
.000 .001 .003 .010 .035 .127
Λ (§III) .333 .124 .046 .017 .006 .002
Λei (§VI) .324 .111 .040 .015 .006 .002
.000 .001 .005 .018 .071 .299
Λ∗si (§V) .307 .108 .039 .014 .005 .002
.001 .001 .005 .018 .071 .318
Λ∗pi (§IV) .250 .088 .032 .012 .004 .002
Λsrs (§III) .333 .067 .010 .001 .000 .000
TABLE III
GENERAL NOTATION
Symbol Meaning
n number of users, also the default length of a vector
[n] set of positive integers up to n
x vector of user’s arrival rates
p vector of user’s (fixed) probabilities for channel contention
1 a vector with 1 in all its positions
ei unit vector with 1 in position i ∈ [n]
m = m1 “all-rates-equal” point m for m ≡ 1
n
(
1− 1
n
)n−1
pi(p) (8) product of (1− pi)’s
x(p) (9) x(p) with components determined by p
p(δ,x) (7) p(δ,x) with components determined by x
and parameterized by δ > 0
bd topological boundary of a set
int interior of a set
conv convex hull of a set
A closure of set A
Ac complement of set A
‖ · ‖ l2 norm
d(x, y) Euclidean distance between (geometric objects) x, y
IS indicator function for boolean expression S
S closed standard unit simplex
∂S the set of probability vectors
H(n, d) hyperplane with normal vector n and displacement d
B(c, r) open ball centered at c with radius r
E (92) open ellipsoid centered at c, in quadratic form
E(c, a1, a2) open ellipsoid centered at c1
with semi-axis lengths a1, a2 = · · · = an
Q (§VI) the rotation matrix used in Prop. 13,
may also encode the direction of ellipsoid’s axes
and outer bounds each induced by a single sphere, and §VI
establishes ellipsoid inner and outer bounds each induced by
an ellipsoid. Our last technical section, §VII, shifts the focus
to the generalized convexity properties of an “excess rate”
function associated with Λ, and establishes the convexity of
the set of stabilizing controls for a given rate vector assuming
worst-case service rate. A brief conclusion is given in §VIII,
and a proof of Prop. 3 is placed in an appendix following the
references.
In this paper all the vectors are column vectors and inequal-
ities between two vectors are understood to hold component-
wise. A list of general notation is given in Table III.
6II. POLYNOMIAL MEMBERSHIP TESTING, FORMS OF Λ,
AND CRITICAL STABILIZING CONTROLS
This section introduces some seemingly distinct results
which are presented together on account of the fact that
their proofs rely upon closely related concepts. First, Prop.
1 demonstrates that testing membership of a rate vector x in
Λ is equivalent to a certain polynomial equation having at
least one positive root, the test of which can be performed
very efficiently (Prop. 4). Second, Prop. 2 establishes two set
definitions similar to Λ are in fact equivalent to Λ. Finally,
Prop. 3 identifies the “critical” stabilizing control(s) p(x) (see
Def. 3) for each x ∈ Λ. Def. 1 gives three sets, related to Λ,
that will be important for what follows.
Definition 1:
Λeq ≡
x ∈ Rn+ : ∃p ∈ [0, 1]n :
xi = pi
∏
j 6=i
(1− pj),∀i ∈ [n]
 (3)
Λ∂S ≡
x ∈ Rn+ : ∃p ∈ [0, 1]n,∑
i
pi = 1 :
xi ≤ pi
∏
j 6=i
(1− pj),∀i ∈ [n]
 (4)
∂Λ ≡
x ∈ Rn+ : ∃p ∈ [0, 1]n,∑
i
pi = 1 :
xi = pi
∏
j 6=i
(1− pj),∀i ∈ [n]
 . (5)
Comparison with Λ in (1) makes clear that Λeq replaces
all the inequalities in Λ with equalities, Λ∂S adds to Λ a
restriction that the contention probabilities sum to one, and
∂Λ adds both of these to Λ. We denote the set of all sub-
stochastic vectors as S ≡ {z ≥ 0 : ∑i zi ≤ 1}, and its facet
in Rn+, the set of all stochastic vectors (also called probability
vectors) as ∂S ≡ {z ≥ 0 : ∑i zi = 1}; this notation explains
the label Λ∂S . The next definition introduces several quantities
to be used. Let {ei}ni=1 denote the n standard unit vectors in
Rn+.
Definition 2: The order-n polynomial in δ ∈ R with
coefficients determined by x ∈ [0, 1]n \ {ei}ni=1:
f(δ,x) ≡
n∏
i=1
(1 + xiδ)− δ. (6)
The n-vector p(δ,x) ∈ [0, 1]n with components pi(δ,x)
determined by x ∈ Rn+ and parameterized by δ > 0:
pi(δ,x) ≡ δxi
1 + δxi
, i ∈ [n]. (7)
The product of the component-wise complements of a given
vector of contention probabilities p ∈ [0, 1]n:
pi(p) ≡
∏
j
(1− pj). (8)
The n-vector x(p) ∈ [0, 1]n with components xi(p) deter-
mined by p ∈ [0, 1]n:
xi(p) ≡ pi
∏
j 6=i
(1− pj) = pi
1− pipi(p), i ∈ [n]. (9)
Note the equalities in Λeq in (3) are x = x(p) in (9). Our
notation distinguishes between a generic vector of contention
probabilities p ∈ [0, 1]n and a specific vector p(δ,x) deter-
mined by δ and x, and likewise between a generic rate vector
x ∈ Λ and a specific vector x(p) determined by p.
Definition 3 (stabilizability in the sense of Λ or its equiv-
alent forms): A stabilizing control for x ∈ Λ is a vector of
contention probabilities p ∈ [0, 1]n that is “compatible” with
x, meaning the pair (x,p) satisfies the definition of Λ. A
critical stabilizing control is a stabilizing control p such that
(x,p) satisfies the definition of Λeq (or ∂Λ).
A corollary of Prop. 1 below is that, given x ∈ [0, 1]n, there
exists a stabilizing control if and only if there exists a critical
stabilizing control.
Since Λ ⊆ ΛA, the non-existence of a stabilizing control
for a given x in the sense of Λ does not necessarily mean
the non-existence of one for x in the sense of ΛA (i.e., it
does not necessarily mean x is not stabilizable under the
Aloha protocol). Throughout this paper though, our usage of
“stabilizability” and “stability controls” is tied to Λ or its
equivalent forms.
The following proposition gives an alternative test for
membership of a rate vector x in Λ in terms of the existence
of a positive root of the polynomial f(δ,x) in (6), and
furthermore establishes that in fact Λ = Λeq. The converse
proof is constructive, meaning given a positive root δ, one
can construct a p(δ,x) compatible with x. In the forward
direction, given x ∈ Λ and an associated compatible p, we
do not give an explicit expression for a positive root δ of
f(δ,x), although we can bound the interval containing δ. In
the forward direction for x ∈ Λeq, however, given a compatible
p such that x = x(p) as in (9), we have that one of the positive
roots of f(δ,x) for x ∈ Λeq will always equal δ = 1/pi(p).
Proposition 1 (root testing): Membership in Λ (except
{ei}ni=1) is equivalent to the existence of a positive root of
the polynomial equation f(δ,x) = 0.
x ∈ Λ \ {ei}ni=1 ⇐⇒ ∃δ > 0 : f(δ,x) = 0. (10)
Proof: “⇐”: Fix x 6∈ {ei}ni=1 and suppose δ > 0 satisfies
f(δ,x) = 0. Construct p(δ,x) as in (7), and observe the worst-
case service rate for user i is
pi(δ,x)
∏
j 6=i
(1− pj(δ,x)) = δxi∏
j(1 + δxj)
, (11)
and for this choice of p the requirement xi ≤ pi
∏
j 6=i(1−pj)
simplifies to
∏
j(1 + δxj) ≤ δ, which is true with equality by
the assumption that f(δ,x) = 0. As this is true for each i ∈ [n]
it follows that x ∈ Λ.
“⇒”: First observe that if pi = 1 for some i ∈ [n] then the
only way for x ∈ Λ is to let x ≤ ei which means x ∈ Λ.
Similarly, if xi = 0 for some i ∈ [n], then we can work
with a reduced-dimensional x (i.e., the original x with zero
component(s) removed). Consequently, we now assume pi < 1
7and xi > 0 for each i ∈ [n]. Suppose x ∈ Λ \ {ei}ni=1 and
let p be compatible with x. Define the “inverse stability rank”
vector ∆ (Luo and Ephremides [4, Thm. 2]) with elements
∆i =
pi
xi(1− pi) , i ∈ [n]. (12)
Then x ∈ Λ may be equivalently expressed in terms of ∆ via:
x ∈ Λ⇔ ∃p : xi ≤ pi
∏
j 6=i
(1− pj), i ∈ [n]
⇔ ∃p : pi
xi(1− pi)≥
∏
j∈[n]
(
1 + xj
pj
xj (1− pj)
)
, i ∈ [n]
⇔ ∃∆ : ∆i ≥
∏
j
(1 + xj∆j), i ∈ [n] (∗) (13)
Define ∆˜ ≡ minj ∆j , and let ∆˜ = ∆˜1 be the n-vector with
all components equal to ∆˜. If ∆ obeys (∗) in (13) then ∆˜
also obeys (∗), because
∆˜ = ∆˜i = min
j
∆j ≥
∏
k
(1+xk∆k) ≥
∏
k
(1+xk∆˜), i ∈ [n].
(14)
It follows that f(∆˜,x) ≤ 0. If f(∆˜,x) = 0 then ∆˜
is the required positive root in (10). Otherwise, notice
lim∆˜→∞ f(∆˜,x) =∞, so by the intermediate value theorem
there must exist some δ ∈ (∆˜,∞) so that f(δ,x) = 0. This
proves the equivalence (10), namely the membership testing
of Λ can be cast as the problem of searching for a positive
root of f(δ,x).
Building upon Prop. 1 including its proof ideas, we can
establish the following equivalences.
Proposition 2: There exist the set equivalence relationships:
Λeq = Λ = Λ∂S .
Proof: First we show Λeq = Λ. Having established Prop.
1, we only need to show a counterpart of (10) for Λeq, namely
x ∈ Λeq \ {ei}ni=1 ⇐⇒ ∃δ > 0 : f(δ,x) = 0. (15)
“⇐”: The same proof part used in Prop. 1 for membership
testing for Λ holds here.
“⇒”: We must show that if x ∈ Λeq \ {ei}ni=1 then there
exists δ > 0 such that f(δ,x) = 0. But in the proof of Prop.
1 it has been shown such a δ always exists for each x ∈
Λ \ {ei}ni=1, and as Λeq ⊆ Λ, a δ must likewise exist for
each x ∈ Λeq \ {ei}ni=1. The fact that f(1/pi(p),x) = 0 for
p compatible with x ∈ Λeq \ {ei}ni=1 follows by substitution.
This concludes the proof of the equivalence of root testing and
membership testing for Λeq and hence establishes Λeq = Λ.
It then remains to show Λ = Λ∂S . As Λ∂S ⊆ Λ, we only
need to show Λ ⊆ Λ∂S . By Lem. 1 of [21], given x ∈ Λ (with
compatible p ∈ [0, 1]n), there must exist a unique xˆ ∈ ∂Λ
(with a unique compatible pˆ ∈ ∂S) that “dominates” x in the
sense that x ≤ xˆ. If in fact x = xˆ then pˆ = p as well [21].
Since xˆ ∈ ∂Λ and x ≤ xˆ, it follows that x ∈ Λ∂S , and thus
Λ ⊆ Λ∂S .
We next present an augmented version of the root testing
Prop. 1, which makes clear how the roots of polynomial equa-
tion f(δ,x) = 0 map between compatible p and x ∈ Λ = Λeq.
The proofs of the (critical) stabilizing controls p(x) for a given
x are constructive.
Proposition 3 (augmented root testing): Fix n ≥ 2 and let
a rate vector x ∈ [0, 1]n \ {ei}ni=1 be given.
1) x ∈ ∂Λ if and only if there is a unique positive root δ
of f(δ,x) = 0, denoted δu. Furthermore given x ∈ ∂Λ,
then pu = p(δu,x) given by (7) stabilizes x. Finally,
pu ∈ ∂S and is the only (critical) stabilizing control for
x among all p ∈ [0, 1]n.
2) Let x ∈ Λ\∂Λ be given. Solving f(δ,x) = 0 on (0,∞)
for δ yields exactly two positive roots denoted δs, δl.
Each root can be used to construct a vector of contention
probabilities, ps = p(δs,x), pl = p(δl,x), according
to (7), that stabilizes x. Furthermore, ps is such that∑n
i=1 ps,i < 1 (i.e., ps ∈ S \ ∂S) and pl is such that∑n
i=1 pl,i > 1 (i.e., pl ∈ [0, 1]n \ S). Finally, ps, pl
are also the only two critical stabilizing controls for x
among all p ∈ [0, 1]n.
Proof: See §X-A in the Appendix.
Corollary 1: There exist the following bijections: i) ∂S ↔
∂Λ, ii) S \ ∂S ↔ Λ \ ∂Λ, iii) [0, 1]n \ S ↔ Λ \ ∂Λ, iv)
S \ ∂S ↔ [0, 1]n \ S , v) S ↔ Λ.
Proof: Massey and Mathys [21] showed i). We now
show ii). From (the proof of) Prop. 3 there exists a function
that maps from Λ \ ∂Λ to S \ ∂S . We need to show this
function mapping is one-to-one and onto. First, given two
distinct points x,y ∈ Λ \ ∂Λ, the function maps to ps,x, ps,y
respectively, both in S\∂S. If ps,x = ps,y , since they are both
critical stabilizing controls (according to Prop. 3) meaning
they determine the corresponding rate vectors x = x(ps,x),
y = y(ps,y) according to (9), this gives x = y, which
contradicts the assumption x 6= y and hence this function
is one-to-one. Second, for any point ps ∈ S \ ∂S it defines a
rate vector x(ps) according to (9), which by definition is in
Λeq = Λ and in fact is in Λ \ ∂Λ (because of the bijection i)
[21]). Recall ps is automatically a critical stabilizing control
for x(ps). That this function has to map x(ps) back to ps is
due to the fact that a rate vector from Λ \ ∂Λ has exactly
two critical stabilizing controls (one in S \ ∂S, the other
in [0, 1]n \ S), as shown at the end of the proof of Prop.
3. Therefore this function is onto. Thus we have shown the
bijection ii). The proof of iii) is similar to that of ii) and
is omitted. The proof of iv) follows from ii) and iii) due to
transitivity. Finally i) and ii) together give v).
Fig. 2 illustrates the three membership possibilities (x ∈
Λ \ ∂Λ, x ∈ ∂Λ, x 6∈ Λ) and the corresponding polynomials
f(δ,x) for the case n = 2. The case n = 2 is the only (known)
value of n for which Λ can be expressed explicitly ([13], [3],
[21]), i.e., Λ = ΛA =
{
x ∈ R2+ :
√
x1 +
√
x2 ≤ 1
}
.
A natural concern is that root finding for an order-n
polynomial (especially for large n) could be non-trivial. The
following proposition shows there is no such difficulty, since
f(δ,x) is convex in δ.
Proposition 4: The root testing (Prop. 1) can be performed
using Alg. 1, which essentially requires simple bisection
search within the interval [1, 1/mins∈[n] x2s].
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Fig. 2. Polynomial root membership testing when n = 2. The green curve
corresponds to the interior point x = (1/4, 1/5) ∈ Λ \ ∂Λ, and has two
positive roots:
(
(11−√41)/2, (11 +√41)/2
)
≈ (2.2984, 8.7016); the
blue curve corresponds to the boundary point x = (1/16, 9/16) ∈ ∂Λ and
has a unique positive root 16/3 ≈ 5.3333; the red curve corresponds to a
point x = (1/4, 1/3) 6∈ Λ and hence does not have any positive root.
Proof: Simple algebra yields the first and second deriva-
tives (w.r.t. δ) of f(δ,x)
df
dδ
=
n∑
j=1
xj
∏
i6=j
(1 + xiδ)− 1
d2f
dδ2
=
n∑
j=1
xj
∑
k 6=j
xk
∏
i 6=k,j
(1 + xiδ). (16)
Observe for δ ∈ (0,∞), d2fdδ2 ≥ 0 meaning f(δ,x) is convex
in δ and dfdδ is increasing in δ. Also, it is easy to prove by
contradiction that any positive root(s) f(δ,x) may have must
be no less than 1, and in fact, f(δ,x) is always positive for
δ ∈ (0, 1) while at the boundary f(0,x) = 1, f(1,x) =∏
i(1 + xi)− 1. We rewrite dfdδ as
df
dδ
=
n∑
j=1
xj
1 + xjδ
n∏
i=1
(1 + xiδ)− 1, (17)
and compute dfdδ
∣∣∣
δ=0
=
∑
j xj − 1 < 0 (for otherwise, unless
x ∈ {ei}ni=1, we can immediate assert x /∈ Λ), and
df
dδ
∣∣∣∣
δ=1
=
n∑
j=1
xj
1 + xj
n∏
i=1
(1 + xi)− 1. (18)
Depending on the sign of the RHS of (18), there are three
cases.
Case 1): dfdδ
∣∣∣
δ=1
> 0. Since dfdδ is increasing (and continu-
ous), its only real root, corresponding to the only stationary
point (i.e., the global minimizer) of f(δ,x), must lie in
the interval (0, 1). Recall from the above discussion that
f(δ,x) > 0 for δ ∈ (0, 1) and is convex for δ ∈ (0,∞),
we can therefore conclude f(δ,x) does not have any positive
root.
Case 2): dfdδ
∣∣∣
δ=1
= 0. In this case, δ = 1 is the only real
root of dfdδ , which is also the global minimizer of f(δ,x),
since f(1,x) ≥ 0 with equality only in the trivial case x = 0.
We also find f(δ,x) does not have any positive root (unless
x = 0).
Case 3): dfdδ
∣∣∣
δ=1
< 0. In this case, the only real root
of dfdδ lies in (1,∞). This is the only case when f(δ,x)
could possibly have two positive roots. We now describe the
root finding in more detail. The first step is to use bisection
search on [1, δM ′ ] to find the root (denoted δ∗) of dfdδ , for
δM ′ given below. Observe f(δ,x) has two, one, and zero
positive root(s), for f(δ∗,x) less than, equal to, and greater
than zero, respectively. Then, for the case when f(δ,x) has
two positive roots, the smaller (δs) and larger (δl) roots can be
found by bisection search on [1, δ∗] and [δ∗, δM ] respectively,
for δM ≥ δM ′ to be chosen. We claim it suffices to choose
δM = δM ′ = 1/mins∈[n] x2s. To see this, assuming w.l.o.g.
n ≥ 2, we have from (17)
df
dδ
∣∣∣∣
δ=δM′
≥
n∑
j=1
mins xs
1 + mins xsδM ′
n∏
i=1
(1 + min
s
xsδM ′)− 1
= nmin
s
xs(1 + min
s
xsδM ′)
n−1 − 1
> n
(
1/min
s
xs
)n−2
− 1 > 0, (19)
which justifies the claim that δM ′ = 1/mins∈[n] x2s can serve
as an upper bound for the bisection search for δ∗ (recall dfdδ is
increasing in δ). Similarly we can verify from the definition
of f(δ,x) in (6)
f(δ,x)|δ=δM ≥ (1 + mins xsδM )
n − δM
> (1/min
s
xs)
n − 1/min
s
x2s ≥ 0, (20)
which justifies the claim that δM = 1/mins∈[n] x2s can serve
as an upper bound for the bisection search for the larger root
of f(δ,x) (since f(δ,x) is increasing for δ ≥ δ∗).
The above discussion is distilled into Alg. 1 which shows
how root testing can be implemented. Fig. 3 illustrates the
scenario when f(δ,x) has two positive roots for case 3). First,
observe that it suffices to just look at the sign of f(δ∗,x) if one
only wants to know whether x ∈ Λ; further using bisection
search for finding the positive roots of f(δ,x) has the added
benefits of constructing critical stabilizing controls (via (7)).
Second, observe that part of Prop. 3 also shows (albeit in
a more complicated manner) f(δ,x) can have no more than
two positive roots, yet the above results do not completely
supersede Prop. 3 since the latter provides more information
and in particular it establishes further connections between
critical stabilizing control(s) and the positive root(s) of f(δ,x).
Remark 1: In our example of underwater acoustic sensor
networks (§I-A), sensors form clusters with a target sink,
and may employ the slotted Aloha protocol for sending data
to the sink. Initially, each sensor must send to the sink its
initial requested data transmission rate (determined by its rate
of sensor data generation). The sink may then perform the
augmented root test (Prop. 3). If a positive root δ can be
found (adjusting some proposed arrival rates if necessary), it
will be used to compute a “critical” stabilizing control vector
p to be sent back to the sensors. Changes in the arrival rate
vector, e.g., due to an environmental change that affects the
data generation rates, or the arrival or departure of one of the
nodes in the cluster, will necessitate a new root test.
As shown in Prop. 4, the polynomial root test is not hard
in our setting, although arguably in extremely time-sensitive
and/or energy-constrained scenarios (that may arise in a sensor
9Algorithm 1 Root testing for x ∈ [0, 1]n \ {0, e1, . . . , en}
1: if dfdδ
∣∣∣
δ=1
=
∑n
j=1
xj
1+xj
∏n
i=1(1 + xi)− 1 ≥ 0 then
2: return “x /∈ Λ”
3: else
4: δM , δM ′ ← 1/mins∈[n] x2s
5: Bisection search for root δ∗ ∈ [1, δM ′ ] of dfdδ (16)
6: if f(δ∗,x) > 0 then
7: return “x /∈ Λ”
8: else if f(δ∗,x) = 0 then
9: return “Unique root δ∗”
10: else
11: Bisection search for root δs∈ [1, δ∗] of f(δ,x) (6)
12: Bisection search for root δl∈ [δ∗, δM ]of f(δ,x) (6)
13: end if
14: end if
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Fig. 3. Bisection search can be used for finding the positive root(s) of df
dδ
(red) and f(δ,x) (blue). Here n = 4, x = ( 1
8
, 1
10
, 1
12
, 1
14
), and one may
choose δM = δM′ = 196. Any positive root this order-4 polynomial f(δ,x)
may have must lie between δ = 1 (dashed gridline) and δM (not shown).
First, the root (δ∗ ≈ 4.0890) of df
dδ
is found on [1, δM′ ]; since f(δ∗,x) ≈
−0.4008 < 0 (which means x ∈ Λ), then the smaller (δs = 2) and larger
(δl = 6) positive roots of f(δ,x) are found by bisection search on [1, δ∗]
and [δ∗, δM ] respectively.
network), one might prefer to use (approximate) membership
testing based on simple non-parametric bounds (§IV, §V, and
§VI). Recall an important motivation for our investigation
is to understand the set Λ from a geometric perspective.
Our attempts along this line are manifested in the next few
sections where three sets of non-parametric bounds (all based
on geometrically intuitive objects) are presented. In fact, in
many cases we can show a family of bounds and if so we will
optimize within this family. The optimization has the volume
of a bound as the figure of merit. That is, the closer the volume
of a bound to that of Λ, the better this bound is. Toward this
end, the volume of Λ itself, derived in the next section, is an
indispensable result.
III. VOLUME OF Λ AND AN INNER BOUND ON Λ
We first give a closed-form expression for the volume of Λ.
Unfortunately its computation is a formidable task.
Proposition 5: The set Λ defined in (1) has volume
vol(Λ) =∑
k∈K2n,n−2
(
n− 2
k
)
(−1)
∑n
i=1 α(k)i
∏n
i=1 α(k)i!
(n+ 1 +
∑n
i=1 α(k)i)!
, (21)
where
(
n−2
k
)
is a multinomial coefficient and Kr,s ≡{
k = (k1, . . . , kr) ∈ Zr+ :
∑r
t=1 kt = s
}
. Furthermore,
α(k)i =
∑2n
t=1 Vi,tkt for V the n × 2n matrix whose
columns are the 2n possible distinct length-n binary vectors.3
Proof: Recall there is a bijection from S to Λ (Cor. 1).
Let J˜(p) ≡ J(p)/pi(p), where J(p) is the Jacobian of this
mapping, namely the mapping p 7→ x given by (9) in Def. 2:
xi(p) = pi
∏
j 6=i
(1− pj), for all i ∈ [n], p ∈ S. (22)
The fact that det(αA) = αn detA for any scalar α and any
n×n matrix A yields det J(p) = pi(p)n det J˜(p). Abramson
[12] showed that pi(p)2 det J˜(p) = 1 − pT1, which gives
det J(p) = pi(p)n−2
(
1− pT1). Substituting this into the
general expression for volume yields
vol(Λ)=
∫
S
det J(p)dp =
∫
S
n∏
i=1
(1−pi)n−2
1− n∑
j=1
pj
dp.
(23)
In order to get a better closed-form expression, we leverage
results in Grundmann and Mo¨ller [30], in particular (2.3) on
integration of certain functions over the solid standard unit
simplex S:∫
S
pα
(
1−
∑
i
pi
)α0
dp =
∏n
i=0 αi!
(n+
∑n
i=0 αi)!
, (24)
where p = (p1, . . . , pn), α = (α1, . . . , αn), and pα =∏n
i=1 p
αi
i . To apply this general expression to our case (23),
we want to put
∏n
i=1(1 − pi)n−2 into a weighted sum of
terms of the form pα. The multi-binomial theorem states, for
arbitrary n-vectors a,b, and positive n-vector c:
n∏
i=1
(ai + yi)
ci =
c1∑
k1=0
· · ·
cn∑
kn=0
(
c1
k1
)
ac1−k11 y
k1
1 · · ·
(
cn
kn
)
acn−knn y
kn
n . (25)
Specializing the above expression to the case a = 1 and c = 1
and arbitrary n-vector y yields:
n∏
i=1
(1 + yi)
1 =
1∑
k1=0
· · ·
1∑
kn=0
(
1
k1
)
11−k1yk11 · · ·
(
1
kn
)
11−knykn1
=
∑
v∈{0,1}n
(
1
v
)
11−vyv =
∑
v∈{0,1}n
yv, (26)
where we employ the multi-index notation
(
a
b
)
=
∏n
i=1
(
ai
bi
)
and ab =
∏n
i=1 a
bi
i , for two n-vectors a,b. Consequently, for
y = −p,
∏
i
(1− pi)n−2 =
 ∑
v∈{0,1}n
(−p)v
n−2 = ( 2n∑
t=1
(−p)vt
)n−2
=
(
2n∑
t=1
n∏
i=1
(−pi)Vi,t
)n−2
, (27)
3C.f., the binary Hamming matrix in coding theory.
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where vt is the tth column of V. The multinomial theorem
states, for arbitrary r-vector y and positive integer s,
(y1 + · · ·+ yr)s =
∑
k∈Kr,s
(
s
k
)
yk, (28)
for Kr,s defined in the proposition. We apply the multinomial
theorem to the RHS of (27) and get∏
i
(1− pi)n−2
=
∑
k∈K2n,n−2
(
n− 2
k1, . . . , k2n
) 2n∏
t=1
(
n∏
i=1
(−pi)Vi,t
)kt
=
∑
k∈K2n,n−2
(
n− 2
k1, . . . , k2n
)
(−1)
∑n
i=1 αi
n∏
i=1
pαii , (29)
for αi defined in the proposition. Finally substitution of this
expression of
∏
i(1−pi)n−2 into (23) and application of (24)
with α0 = 1 yields the desired volume expression in (21).
The number of summands in (21) is the number of multi-
nomial coefficients. Equivalently, it is the number of ways to
write n−2 as an ordered sum of 2n non-negative integers, and
is given by
(
n−2+2n−1
n−2
)
(see e.g., Wilf [31] Ex. 3 in Chapter
2). Applying an easy lower bound on the binomial coefficient(
n
k
) ≥ (nk )k, we have (n−2+2n−1n−2 ) ≥ (1 + 2n−1n−2 )n−2, mean-
ing it grows super-exponentially in n, and hence calculation
of vol(Λ) using Prop. 5 requires substantial computation for
even moderate n.
We now initiate our pursuit of non-parametric bounds on
Λ, which is the focus of the next three sections. Recall it is
already known that when n = 2, Λ equals a non-parametric
set
{
x ∈ R2+ :
√
x1 +
√
x2 ≤ 1
}
([13], [3], [21]) for which
membership testing is simple. Naturally one might wonder
how the natural extension of this sum relates to Λ for higher
values of n. This motivates the following definition of the
“square root sum” set. The proposition below shows in general
this set is only an inner bound on Λ. In the subsequent proof
and elsewhere throughout the paper, we use the fact that Λ
is coordinate convex, meaning if x ∈ Λ then x′ ∈ Λ for all
0 ≤ x′ ≤ x.
Definition 4:
Λsrs ≡
{
x ∈ Rn+ :
n∑
i=1
√
xi ≤ 1
}
. (30)
Proposition 6 (“square root sum” inner bound): The set
Λsrs is an inner bound on Λ for n ≥ 2.
Proof: Fix a point x′ ∈ Λsrs. Due to the coordinate
convexity of Λ and Λsrs, it suffices to produce a point x ∈ Λ so
that x ≥ x′. Set p with pi =
√
x′i for each i and set x = x(p)
according to (9) in Def. 2. Clearly x ∈ Λ. It remains to show
xi ≥ x′i for each i ∈ [n]. Note x′ ∈ Λsrs ensures
∑n
i=1 pi ≤ 1.
Define independent events A1, . . . , An with P(Ai) = 1 − pi
for each i ∈ [n]. Denote the complement of event Ai by Aci .
It follows that
1− P
⋃
j 6=i
Acj
 = P
⋂
j 6=i
Aj
 = ∏
j 6=i
P (Aj) =
∏
j 6=i
(1− pj).
(31)
Then for any i, reversely applying (31) to xi followed by the
union bound and then the fact
∑n
i=1 pi ≤ 1, we have
xi = pi
1− P
⋃
j 6=i
Acj

≥ pi
1−∑
j 6=i
P(Acj)
 = pi
1−∑
j 6=i
pj
 ≥ p2i = x′i. (32)
Below we compute the exact volume of Λsrs. It has been
seen from Fig. 1 (in §I) that, although simple, Λsrs is a very
poor inner bound.
Proposition 7: The volume of the inner bound Λsrs is
vol(Λsrs) =
2n
(2n)!
. (33)
Proof: Use the change of variable yi =
√
xi, ∀i ∈ [n] so
that the volume integration becomes
vol(Λsrs)
=
∫
[0,1]n
I∑n
i=1
√
xi≤1 dx1 · · · dxn
= 2n
∫
[0,1]n
I∑n
i=1 yi≤1 y1dy1 · · · yndyn
= 2n
∫ 1
0
yn
∫ 1−yn
0
yn−1 · · ·
·
∫ 1−yn−···−y3
0
y2
∫ 1−yn−···−y2
0
y1dy1dy2 · · · dyn−1dyn. (34)
It will be useful to first compute an integral denoted I(d, k) =∫ d
0
y(d− y)kdy for d ≥ 0, k ∈ Z+; expansion of this integral
would require using the binomial theorem and then handling
the resulting alternating sum. If instead we employ a change
of variable z = d−y and integrate with respect to z we obtain
directly
I(d, k) =
1
(k + 1)(k + 2)
dk+2. (35)
For j ∈ [n] define kj = 2(j − 1) and for j ∈ [n − 1] define
dj = 1−yn−· · ·−yj+1, and dn = 1. Observe the recurrences
kj + 2 = kj+1, dj = dj+1 − yj+1. Specializing (35) with
parameters dj , kj and dummy integrating variable yj , we have
I(dj , kj) =
∫ dj
0
yj(dj−yj)kjdyj =
d
kj+2
j
(kj + 1)(kj + 2)
,∀j ∈ [n].
(36)
Now we are ready to resume the computation of vol(Λsrs) in
(34). Using our new notation, we have:
vol(Λsrs)
= 2n
∫ dn
0
yn
∫ dn−1
0
yn−1 · · ·
·
∫ d2
0
y2
∫ d1
0
y1(d1 − y1)k1dy1dy2 · · · dyn−1dyn. (37)
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We can then repeatedly apply (36) with j ∈ [n]. To see this,
observe after the jth innermost integration, the new innermost
integration is
∫ dj+1
0
j∏
s=1
1
(ks + 1)(ks + 2)
yj+1d
kj+2
j dyj+1 =
j∏
s=1
1
(ks + 1)(ks + 2)
∫ dj+1
0
yj+1 (dj+1 − yj+1)kj+1 dyj+1, (38)
which is
∏j
s=1
1
(ks+1)(ks+2)
I(dj+1, kj+1).
Therefore, after the j = (n−1)st innermost integration, we
have
vol(Λsrs)
= 2n
n−1∏
s=1
1
(ks + 1)(ks + 2)
∫ dn
0
ynd
kn−1+2
n−1 dyn
= 2n
n−1∏
s=1
1
(ks + 1)(ks + 2)
∫ dn
0
yn (dn − yn)kn dyn
= 2n
n−1∏
s=1
1
(ks + 1)(ks + 2)
I(dn, kn)
= 2n
n∏
s=1
1
(ks + 1)(ks + 2)
dkn+2n = 2
n
n∏
s=1
1
(2s− 1)(2s)
=
2n
(2n)!
. (39)
As we have seen, the set Λ is parametric, making it both
algebraically cumbersome and geometrically unintuitive. The
polynomial root test (§II) can be leveraged for the purpose of
testing membership in Λ and finding stabilizing control(s), yet
it fails to exhibit the geometric aspects of of the region defined
by Λ. In the following three sections we present various inner
and outer bounds on Λ based on “simple” polyhedra (§IV),
spheres (§V), and ellipsoids (§VI). Our approach to developing
bounds is largely geometric, meaning we use simple geometric
objects and their constructions are suggested by the shape of
Λ in low dimensions. Specifically, the hyperplane is one of
the simplest objects and we use it to construct polyhedral
bounds; the sphere is also a natural choice since the Pareto
frontier of Λ has a smooth symmetric curvature; and finally,
the ellipsoid generalizes the sphere and is more versatile. In
all cases, the positioning of these bound-inducing geometric
objects is important and is guided by exploiting symmetries.
Another factor is that the construction of bounds should be
simple (e.g., by enforcing tangency/incidence with Λ at some
special points) to hopefully yield better analytical tractability
in establishing the correctness of the bound for arbitrary
dimensions. We use the volume of a bound to measure its
quality. Observe from Fig. 1 and Table I that the proposed
inner bounds are in general better than the outer bounds. The
simple optimal polyhedral inner bound Λ∗pi and spherical inner
bound Λ∗si are both very tight; together they suggest the “mass”
of Λ is less concentrated towards the corner points ei’s.
IV. POLYHEDRAL INNER AND OUTER BOUNDS ON Λ
In this section we form inner and outer bounds on Λ
using polyhedra. The inner bound is formed using a single
hyperplane, i.e., a generalized simplex, while the outer bound
is formed using the intersection of a collection of n + 1
hyperplanes in Rn+.
Definition 5:
Λpi(p) ≡
{
x ∈ Rn+ : (1− p)Tx ≤
∏
i
(1− pi)
}
,p ∈ ∂S. (40)
Geometrically, the set Λpi(p) is a generalized simplex
bounded by the n coordinate hyperplanes and the hyperplane
with normal vector 1−p. All such hyperplanes are tangent to
∂Λ with a tangency point at x(p) in (9) in Def. 2. Recognizing
this geometric property and the fact that the complement of
Λ in Rn+ is convex (both shown in [22]), we can in principle
construct an arbitrarily accurate polyhedral outer (and inner)
bound, as we briefly describe here: one can choose a collection
of M points (ps, s ∈ [M ]) from ∂S. Use the mapping p 7→ x
(in the sense of Λeq) namely (9) to construct the corresponding
xs(ps), s ∈ [M ] which are points on ∂Λ. Form a polyhedron
having these M points xs as extreme points and n extreme
rays along each of the coordinate axis (in the positive orthant).
This polyhedron (denoted Po) is an outer bounding polyhedron
for Λ in that Λ ⊆ S \ Po. By increasing the number of the
chosen points, the induced outer bound can be made arbitrarily
close to Λ. For the inner bound, note the intersection of the
halfspaces (leaning toward Rn+) associated with the tangent
hyperplane of ∂Λ at xs(ps), truncated by Rn+, is an inner
bounding polyhedron (denoted Pi) for Λ in that S \ Pi ⊆ Λ.
This inner bound can also be made arbitrarily close to Λ.
In fact, each outer bound so constructed can be thought of
having a “matching” inner bound (and vice versa), in that
the same set of M points can be used to induce both an
outer bound (these points treated as extreme points namely
the vertices of Po) and an inner bound (these points treated
as tangent points on ∂Λ which in turn define the facets of
Pi). Algorithmically, a stopping criterion could be one simply
measuring some type of “gap” between the matched outer and
inner bounds, and once it is met we know both bounds track
(the volume of) Λ reasonably well even without knowing much
about the properties (e.g., volume) of Λ in advance.
As the number of users n grows, however, these arbitrarily
accurate polyhedral bounds will be computationally infeasible
to obtain. This is in contrast with the root test (for the purpose
of membership testing) and non-parametric bounds (collected
in Table I), with the latter scaling with n very well and only
requiring simple computations. Moreover, it would be hard to
gain geometric insight about Λ from these bounds.
All that said, as will be shown in the following proposition,
using only a single “best” point on ∂Λ induces a good inner
bound. Specifically, Prop. 8 given below asserts for each given
p the set Λpi(p) is an inner bound on Λ, indicates the p∗ that
achieves the largest volume bound over this family of inner
bounds, and also computes the corresponding volume.
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Proposition 8 (polyhedral inner bound): For each p ∈ ∂S,
the set Λpi(p) is an inner bound on Λ for n ≥ 2. Among
these, the tightest is given when p = p∗ = 1n1, namely,
Λ∗pi = Λpi(p
∗) =
{
x ∈ Rn+ :
n∑
i=1
xi ≤
(
1− 1
n
)n−1}
.
(41)
and the corresponding volume of this set is vol(Λ∗pi) =
1
n!
(
1− 1n
)n(n−1)
.
Proof: Recall Post [22] established that the complement
of Λ in Rn+ is convex, and gave the tangent hyperplane at
a point x(p) on ∂Λ:
{
x : (1− p)Tx = ∏i(1− pi)}, where
p ∈ ∂S is the unique control associated with a point x ∈ ∂Λ.
Since this hyperplane is a supporting hyperplane, this open
convex set Λc ∩Rn+ lies entirely on one “side”, i.e., the open
halfspace
{
x : (1− p)Tx >∏i(1− pi)}, of the hyperplane.
This means points on the other side of this hyperplane are not
in Λc ∩ Rn+, and hence are in Λ, i.e., Λpi(p) ⊆ Λ.
Now notice Λpi(p) is a generalized simplex, and its volume
is given by ([32]):
vol(Λpi(p)) =
1
n!
n∏
i=1
∏
j 6=i
(1− pj) = 1
n!
(
n∏
i=1
(1− pi)
)n−1
.
(42)
It is easily shown that the function
∏n
i=1(1−pi) is maximized
over p ∈ ∂S at p = 1n1, and hence the best Λpi (in terms of
achieving the largest volume) is given by (41).
Remark 2: Using lower and upper bounds on the factorial
[33], one can show vol(Λ∗pi) ≥ vol(Λsrs) for all n ≥ 3.
Remark 3: For such a simple bound, its quality seems better
than one might previously think. Also, observe that if we
“duplicate” Λ and the corresponding inner bound Λ∗pi in each
of the 2n orthants of Rn, the union of these 2n inner bounds
Λ∗pi’s is an inscribed maximum volume L1-ball of the union
of these 2n sets Λ’s. This suggests the inscribed maximum
volume L1-ball contains a non-vanishing (in n) fraction of
the volume of Λ.
Next we construct a polyhedral outer bound. If we restrict
ourselves to only using a single halfspace, the best choice is
the standard simplex, S, which is a very loose outer bound.
Consequently, we consider a specific construction using 2n+1
hyperplanes. The convex polytope given below is a subset
of S (and in fact a subset of S \ Λ), has ∂S as a facet,
and an additional n facets each defined by a hyperplane,
(Hα1 , . . . ,Hαn), where Hαi is the hyperplane passing through
ei,m, and αej for all j 6= i, for α given below.
Definition 6: The halfspace representation of the convex
polytope P in Rn consists of the following halfspaces:
Hα+i ≡
x ∈ Rn : xi + 1α(n) ∑
j 6=i
xj ≥ 1
 , i ∈ [n],
Hc+i ≡ {x ∈ Rn : xi ≥ 0} , i ∈ [n],
H∂S− ≡
{
x ∈ Rn :
n∑
i=1
xi ≤ 1
}
, (43)
where
α(n) ≡ n− 1n
(1− 1n )
n−1 − 1 =
n− 1
1
m(n) − 1
(44)
and the superscript + indicates an “upward” halfspace and −
indicates a “downward” halfspace. More compactly,
P ≡
x ∈ Rn : x ∈ ⋂
i∈[n]
Hα+i
⋂
i∈[n]
Hc+i ∩H∂S−
 . (45)
Furthermore, the corresponding hyperplane is denoted by
dropping these superscripts, meaning the inequality in the
definition holds with equality. For example, Hci denotes the
coordinate hyperplane {x ∈ Rn : xi = 0}.
Proposition 9 (polyhedral outer bound): The convex poly-
tope P defined above induces an outer bound on Λ. More
precisely, Λ ⊆ Λpo ≡ S \ P.
To prove the correctness of this bound it will be essential
to establish the monotonicity of α(n) (44).
Lemma 1: The function α(n) (44) is monotone increasing
for n ≥ 2. In particular, α(2) = 1/3, α(3) = 8/23, α(∞) =
1/e.
Proof: The derivative of α(n) (44) is
dα(n)
dn
=
(n− 1)2 1n
(
1− 1n
)n−1((
1− 1n
)n − (n− 1))2 · g(n), (46)
where g(n) ≡
(
1− 1n
(
1− 1n
)n−1
+ (n− 1) log (1− 1n)).
The sign of dα(n)dn is determined by that of g(n). To show the
positivity of g(n) for all n ≥ 2, first observe limn→∞ g(n) =
0, therefore it suffices to show g(n) is itself monotone de-
creasing in n, which is shown below:
n
dg(n)
dn
= 1 + n
(
1− 1
n
(
1− 1
n
)n−1)
log
(
1− 1
n
)
(a)
≤ 1 + n
(
1− 1
n
(
1− 1
n
)n−1)(
− 1
n
− 1
2n2
− 1
3n3
)
(b)
≤ 1 + n
(
1− 1
2n
)(
− 1
n
− 1
2n2
− 1
3n3
)
= −n− 2
12n3
≤ 0, (47)
where we use in (a) the inequality log(1 + x) ≤ x− x22 + x
3
3
for all x ∈ (−1, 0] and (b) the property that (1− 1n)n−1 is
monotone decreasing in n from 1/2 (when n = 2) to 1/e
(when n =∞).
Proof: (of Prop. 9) Our approach is to show all the
vertices of the convex polytope P are in Λc, it then follows
from the convexity of Λc∩Rn+ that P ⊆ Λc∩Rn+ which implies
Λpo ≡ S \ P ⊇ Λ.
To find a vertex, we first choose n out of the 2n + 1
hyperplanes defining P. If there is a solution to this linear
system that is a single point that also obeys the remaining
n+1 halfspace constraints, then this solution is a valid vertex
(indicated below as underlined cases). Furthermore, since our
primary goal is to show all the vertices are in Λc, rather than
to list all the vertices, for simplicity we only consider the
scenario where those n selected hyperplanes do not include
H∂S . This is justified since the intersection of H∂S and n
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halfspaces Hc+i , namely ∂S, lies completely in Λc, so if there
exists a valid vertex on H∂S it is guaranteed to be in Λc.
Consequently, we choose a set of hyperplanes from
{Hαi }ni=1 (denoted S) and a set of hyperplanes from {Hci}ni=1
(denoted T ) so that their cardinalities |S| and |T | sum to n.
We also assume we choose the first |S|-indexed hyperplanes
from {Hαi }ni=1; this holds with no loss of generality as we
may always permute the indices of the hyperplanes, and the
polytope P is symmetric with respect to such permutations.
For notational convenience define IS and IT as the set of
indices appearing as subscripts of the elements in the set
S and T respectively. For example, if S = {Hα1 ,Hα2 },
then IS = {1, 2}; if T = {Hc1}, then IT = {1}. Recall,
m(k) = 1k
(
1− 1k
)k−1
for k ∈ [n] stands for the coordinate
of the all-rates-equal point on ∂Λ in a k-dimensional space.
We discuss cases based on the pair (|IS ∩ IT |, |S|)
• case 1: |IS ∩ IT | = 0, |S| = n. Namely we choose all
n Hαi ’s, to which the only solution is the all-rates-equal
point m = m1, which is in Λc.
• case 2: |IS ∩ IT | = 0, |S| = k for 1 ≤ k < n. Namely
S = {Hα1 , . . . ,Hαk }, T =
{Hck+1, . . . ,Hcn}. The only
solution can be shown to be x =
(
1 + k−1α(n)
)−1∑k
j=1 ej .
To verify this point x is in P, we first verify it
satisfies the halfspace constraint Hα+k+1, i.e., xk+1 +
1
α(n)
∑
j 6=k+1 xj ≥ 1, which applied to this point be-
comes α (n) ≤ 1. Similarly x also satisfies the halfspace
constraints associated with Hαk+2, . . ., Hαn . Next, for x
to satisfy the halfspace constraint H∂S−, we again only
need α (n) ≤ 1. Finally the nonnegativity constraint for
each coordinate axis Hc+i is satisfied, so this solution is
a valid vertex. We now need to show x ∈ Λc. Observe
this vertex’s effective length is k so we need to check Λc
in the corresponding k-dimensional space; furthermore,
all the non-zero components of x are identical meaning
x lies along the all-rates-equal ray in this k-dimensional
space so we only need to show x extends beyond the
corresponding all-rates-equal point m = m(k)1 for
1 a k-vector of all 1’s. Applying Lem. 1, we have(
1 + k−1α(n)
)−1
≥
(
1 + k−1α(k)
)−1
= m(k). Thus we’ve
shown this case does produce a valid vertex in Λc.
• case 3: |IS ∩ IT | = 0, |S| = 0. Namely we choose all
n coordinate hyperplane Hci ’s. The only solution is the
origin o, which is not in P, hence this is an invalid vertex.
• case 4: |IS∩IT | = 1, |S| = k for 1 ≤ k < n. In this case,
in order to further satisfy |S|+ |T | = n, there must exist
some index k′ ≥ k + 1 such that Hck′ /∈ T . In fact if we
assume Hc1 ∈ T , this determines T = {Hc1 , Hck+1, . . .,
Hcn}\{Hck′}. The solution can be shown to be x = αek′ ,
which is not in P, and hence is not a valid vertex. Note
this conclusion does not depend on our choice of Hc1 to
be included in T .
• case 5: |IS ∩IT | > 1, |S| = k for 1 < k < n−1. In this
case, in order to further satisfy |S|+ |T | = n, there must
exist l = |IS ∩ IT | indices such that the corresponding
coordinate hyperplanes are not in T . Attempt to solve this
system shows this is an underdetermined system because
the solution is given by a hyperplane instead of a point.
Furthermore, if we want to ensure the solution is in P,
we find there is no consistent solution. As S = {Hα1 ,
. . ., Hαk }, suppose T does not include, say, Hck+1, . . . ,
Hck+l (as well as Hcl+1, . . ., Hck), so T = {Hc1 , . . ., Hcl ,
Hck+l+1, . . ., Hcn}. Solving these n equations gives an
l-dimensional hyperplane: {x : xk+1 + · · ·+ xk+l = α}.
Satisfying the halfspace constraint Hα+k+1 as well as
each nonnegativity component constraints Hc+i requires
xk+1 = 0. Similarly, due to each other halfspace con-
straint Hα+k+2, . . ., Hα+k+l, each other component xk+2, . . .,
xk+l would also need to be set to zero. These together
lead to no valid (vertex) solution.
To summarize, each valid vertex solution we have found is
such that: i) its non-zero components are all equal, and ii) this
non-zero component value is no smaller than the coordinate
of all-rates-equal point in the corresponding possibly reduced-
dimensional space, which means all those vertices are in Λc.
More precisely, each vertex extends beyond (or coincides
with) the corresponding all-rates-equal point (which lies on
the boundary of Λ), and can be written as (up to permutation
of the indices) x =
(
1 + k−1α(n)
)−1∑k
j=1 ej for k ∈ [n]. In
particular, when k = 1, x = e1; when k = n, x = m.
Remark 4: One can perform a similar analysis considering
the scenario where H∂S is selected. The only valid vertex
solutions consist of just ei’s for all i ∈ [n].
We give the vertex representation of the convex polytope P
when n = 2 and n = 3 in the following example. The bounds
Λ∗pi and Λpo together with ∂Λ are illustrated in Fig. 4.
Example 1: When n = 2, since α(2) = 1/3, the vertices
of P are {e1, e2,m}, here m = m(2)1 for m(2) = 1/4.
When n = 3, since α(3) = 8/23, the vertices of P are
{e1, e2, e3, (8/31)(e1 + e2), (8/31)(e1 + e3), (8/31)(e2 +
e3),m}, here m = m(3)1 for m(3) = 4/27. Those vertices
are also shown in Fig. 4. Note 8/31 > 1/4 thus each of the
three green points in the bottom subfigure extends beyond the
all-rates-equal point on the corresponding 2-dimensional plane
namely the orange point in the top subfigure.
V. SPHERICAL INNER AND OUTER BOUNDS ON Λ
In this section we consider bounds induced by spheres.
More specifically we want S \ B(c, r) to be included in
(for inner bounding) or to include (for outer bounding) Λ,
where B(c, r) denotes an open ball in Rn with center c and
radius r, and ∂B(c, r) is its boundary. By symmetry, we
restrict our attention to balls with centers on the all-rates-
equal ray, i.e., c = c1 for some c > 0. In the following,
Prop. 10 establishes a family of inner bounds induced by
balls centered at c = c1 with radius r(c) = d(c,m) (i.e.,
m ∈ ∂B(c, r)), and among them the best one (in the sense of
giving the best approximation of the volume of Λ) is obtained
by c = (1−nm2)/(2(1−nm)), which is indeed the minimum
c in order to possibly produce a valid spherical inner bound in
this family. A parallel result, Prop. 11, establishes a family of
outer bounds induced by balls centered at c = c1 with radius
defined as r(c) = d(c, ei) (i.e., ei ∈ ∂B(c, r) for i ∈ [n]),
and among them the best one is given when c = 1, which is
14
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
∂Λ
P ≡ Λcpo
x1
x2
Λ∗pi
0.0
0.5
1.0.0
0.5
1.0
0.0
0.5
1.0
∂Λ
P ≡ Λcpo
x1
x2
x3
Λ∗pi
Fig. 4. Polyhedral bounds for n = 2 (top) and 3 (bottom). The inner bound
and the complement (w.r.t. S) of the outer bound (namely P, recall Λpo ≡
S \ P) are shown in solid, and in between sits ∂Λ. Also shown are the
vertices of the polytope used in Λpo: black points are ei’s, the orange point
is the all-rates-equal point m, the green points on the right have all non-zero
components equal 8/31.
also the minimum c in order to produce a valid spherical outer
bound in this family.
Definition 7: Λsi(c) ≡ S \ B(c, rin(c)), where the center of
the ball is c = c1 for all c ≥ c∗in ≡ (1− nm2)/(2(1− nm)),
and its radius rin(c) ≡ d(c,m) =
√
n(c−m).
Proposition 10 (spherical inner bound): For each c ≥ c∗in,
the set Λsi(c) is an inner bound on Λ for n ≥ 2. Among these,
the tightest is given when c = c∗in:
Λ∗si = Λsi(c
∗
in) =
{
x ∈ S : ‖x− c∗in1‖ ≥
√
n (c∗in −m)
}
.
(48)
Proof: Here is an overview of the proof. First, we observe
the correctness of the spherical inner bound with some c
implies the correctness of an inferior bound with a larger c
(Lem. 2), so we only need to show the correctness of the bound
with the minimum c namely c∗in. Second, by inspecting the
Karush-Kuhn-Tucker (KKT) conditions, we argue a potential
local extremizer can have at most two distinct non-zero
component values, and also obtain a condition the components
of this extremizer must satisfy (61). Third, we address the case
when a potential extremizer does not have zero component and
has exactly two distinct non-zero component values, and we
show such a point can be safely ruled out for the optimization
problem set up in Step 2. Fourth, we consider the case when
a potential extremizer has zero component(s), and show this
point can be removed too (unless it reduces to ei). Finally, it
is clear we only need to evaluate the objective function at m
and ei.
Step 1: correctness of the bound with small c implies cor-
rectness and inferiority of the bound with larger c. Lem. 2 be-
low establishes that c2 ≥ c1 ≥ m implies B(c2, d(c2,m)) ⊇
B(c1, d(c1,m)), i.e., the balls in this family are nested in c.
Since Λsi(c) = S \ B(c, rin(c)), it follows that c2 ≥ c1 ≥ m
implies Λsi(c1) ⊇ Λsi(c2), i.e., the induced bounds are
likewise nested, and thus the optimal (largest) bound in this
family is obtained by the smallest c in the family. Because of
this, we need only establish that Λsi(c) ⊆ Λ for this smallest
c in the family. To establish c∗in is the minimum c, it suffices
to verify the following:
d(c,m) <,=, > d(c, ei) iff c <,=, > c∗in respectively. (49)
This is straightforward to establish, and the proof is omitted.
Assuming (49) to be true, it follows that if c < c∗in then each
ei will not be included in the closed ball B(c, rin), implying
the induced bound S \B(c, rin) is invalid (since each ei ∈ Λ).
Lemma 2: B(c2, d(c2,m)) ⊇ B(c1, d(c1,m)) for c2 ≥
c1 ≥ m.
Proof of Lem. 2: For simplicity we shift the origin of
coordinate system along the all-rates-equal ray 1 so that it
overlaps with m in the original system. In the new system
we have c′2 = c2 − m, c′1 = c1 − m, and m′ = 0, and
we need to show B(c′2, d(c′2,o′)) ⊇ B(c′1, d(c′1,o′)) for
c′2 ≥ c′1 ≥ 0, where o′ denotes the origin of the new system.
Observe d(c′j ,o
′) =
√
nc′j for j = 1, 2. So we need to
verify for all x satisfying
∑
i(xi − c′1)2 ≤ nc′21 , it holds that∑
i(xi − c′2)2 ≤ nc′22 . Toward this, we write∑
i
(xi − c′2)2
=
∑
i
(xi − c′1)2 + n(c′2 − c′1)2 − 2(c′2 − c′1)
∑
i
(xi − c′1)
≤ nc′21 + n(c′2 − c′1)2 − 2(c′2 − c′1)
∑
i
(xi − c′1). (50)
So it suffices to show the RHS is no larger than nc′22 , which
is equivalent to showing
∑
i xi ≥ 0. We claim this is true,
because the hyperplane {x ∈ Rn : ∑i xi = 0} is tangent with
B(c′1, d(c′1,o′)) at o′, and in fact it is a supporting hyperplane
of the convex body B(c′1, d(c′1,o′)). 
Steps 2, 3, and 4 are actually valid for Λsi(c) for all c, not
just c = c∗in, and so we consider an arbitrary Λsi(c) in what
follows.
Step 2: properties of a potential extremizer for Λsi. By Prop.
16 in §VI-A, it suffices to establish ∂Λ ⊆ B(c, rin), i.e., given
any point x ∈ ∂Λ, its distance to the center of the sphere is
no larger than the sphere’s radius:
max
x∈∂Λ
d(c,x)2 ≤ r2in. (51)
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Recall from Cor. 1 (§II) the bijection between ∂Λ and ∂S,
and write x(p) to denote the unique x ∈ ∂Λ associated with
each p ∈ ∂S . Under this bijection, the LHS of (51) becomes
max
p∈∂S
f(p) ≡ d(c,x(p))2 =
n∑
i=1
c− pi n∏
j 6=i
(1− pj)
2 .
(52)
Introducing Lagrange multipliers µ, (λi, i ∈ [n]) for the equal-
ity constraint and n inequality constraints in ∂S, respectively,
the Lagrangian of this maximization problem becomes:
L(p, µ,λ) = f(p) + µ
(
n∑
i=1
pi − 1
)
+
n∑
i=1
λi (−pi) . (53)
The first-order Karush-Kuhn-Tucker (KKT) necessary condi-
tions for a local maximizer are:
stationarity
dL
dpi
= 0, i ∈ [n] (54)
primal feasibility
n∑
i=1
pi − 1 = 0,−pi ≤ 0, i ∈ [n] (55)
dual feasibility λi ≤ 0, i ∈ [n] (56)
complementary slackness λi (−pi) = 0, i ∈ [n]. (57)
Note the regularity condition LICQ (linear independence con-
straint qualification) is satisfied.
Observe dLdpi =
df
dpi
+ µ − λi. Therefore, if a potential
local maximizer p has two distinct non-zero components
0 < pk < pl, then by complementary slackness, stationarity
of the Lagrangian reduces to the equality of derivatives of the
objective function w.r.t. pk and pl:
dL
dpk
=
dL
dpl
= 0 ⇐⇒ df
dpk
=
df
dpl
= −µ. (58)
The derivative of f w.r.t. pk is
1
2
df
dpk
= − pik
1− pk (c− pkpik) +
1
1− pk
n∑
i=1
pi (c− pipii)pii,
(59)
where pii = pii(p) ≡ pi(p)/(1−pi). Similarly we can write out
the derivative w.r.t. pl. Equating the two by further multiplying
both sides by (1− pk)(1− pl) gives
(1−pl)(ηc−(c−pkpik)pik) = (1−pk)(ηc−(c−plpil)pil), (60)
where ηc ≡
∑n
i=1 pi(c − pipii)pii and hence ηc can be
viewed as the expectation of a discrete random variable Z
with support {(c − pipii)pii, i ∈ [n]} and associated PMF
P(Z = (c−pipii)pii) = pi for each i ∈ [n]. So the only way to
satisfy the above equality (for all k, l such that 0 < pk < pl)
is by requiring (c − pipii)pii to be all equal for i’s such that
pi 6= 0 (because otherwise we can always choose k′, l′ so
that ηc lies between (c − pk′pik′)pik′ and (c − pl′pil′)pil′ ). In
particular, (c−plpil)pil = (c−pkpik)pik, which simplifies, after
some algebra, to:
c =
pi(p)
(1− pk)(1− pl) (1− pkpl). (61)
Because of the constraint enforced by (61), we claim
there are at most two distinct values among all the non-zero
components of a potential local extremizer. To see this, we
prove by contradiction. Assume there exist pj , pk, pl such that
0 < pj < pk < pl < 1. Then (61) must hold with indices
{j, k} replacing indices {k, l}. Equating the two resulting
expressions for c gives pj = pl, a contradiction.
With the above claim, we only need to consider points
that have at most two distinct non-zero component values.
Define V(p) = {a ∈ (0, 1] : ∃i ∈ [n] : pi = a}
as the set of non-zero values taken by a p ∈ ∂S, and
Z(p) = {i ∈ [n] : pi = 0} as the set of indices where
p has a zero value. The set of probability vectors taking at
most two distinct non-zero component values is then denoted
P(2) = {p ∈ ∂S : |V(p)| ∈ {1, 2}}. We partition this set
into two subsets, P(2) = P(2)a ∪ P(2)b , which are in turn
each partitioned into two subsets, P(2)a = P(2)a,1 ∪ P(2)a,2 and
P(2)b = P(2)b,1 ∪ P(2)b,2 , where
P(2)a = {p ∈ P(2) : Z(p) = ∅};P(2)b = {p ∈ P(2) : Z(p) 6= ∅}
P(2)a,1 = {p ∈ P(2)a : |V(p)| = 1},
P(2)a,2 = {p ∈ P(2)a : |V(p)| = 2};
P(2)b,1 = {p ∈ P(2)b : |Z(p)| = n− 1},
P(2)b,2 = {p ∈ P(2)b : |Z(p)| ∈ {1, . . . , n− 2}}. (62)
In words, P(2)a holds p ∈ ∂S with no component equal to
zero and at most two distinct (non-zero) values, while P(2)b
holds those with at least one component equal to zero and at
most two distinct non-zero values. Likewise, P(2)a,1 holds p with
no zero components and only one (non-zero) value, meaning
P(2)a,1 = { 1n1}, and P(2)a,2 holds p with all components taking
one of two non-zero values, and both values held by some
component. Finally, P(2)b,1 holds p with all but one of the n
entries holding value zero, meaning P(2)b,1 = {e1, . . . , en}, and
P(2)b,2 holds p with between one and n− 2 components taking
value zero, and all non-zero components taking at most two
distinct (non-zero) values. The next step (Step 3) in the proof
focuses on P(2)a,2 , while Step 4 focuses on P(2)b,2 ; the simpler
cases P(2)a,1 and P(2)b,1 will be left until the end.
Step 3: any p ∈ P(2)a,2 cannot be a global maximizer. We
define the subset P(2),∗a,2 ⊆ P(2)a,2 as the collection of points from
P(2)a,2 that also satisfies (61), which is a necessary condition for
any such p to be a potential extremizer. In order to rule out the
possibility that a point from P(2)a,2 can be a global maximizer,
based on the KKT condition analysis, we only need to show
the original objective function f maximized over p ∈ P(2),∗a,2
is no larger than say f(ei) = d(c, ei)2, equivalently we show
another function f˜ maximized over p ∈ P(2),∗a,2 is no larger
than f(ei) where f˜ = f for all p ∈ P(2),∗a,2 . It suffices to
work with an enlarged feasible set, meaning we shall show f˜
maximized over p ∈ P(2)a,2 is still smaller than f(ei).
As p ∈ P(2)a,2 by assumption, there is no loss in generality in
denoting the two non-zero values it takes by V(p) = {ps, pl}
for 0 < ps < pl < 1, where s stands for small and l for large
(and do not denote indices). Assume there are k (1 ≤ k ≤
n−1) components that equal ps and hence (n−k) components
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equal pl. Then kps+ (n−k)pl = 1, and it follows from these
assumptions that 0 < ps < 1n < pl < 1, where we emphasize
the strictness of each of the above inequalities. Because of the
assumption of exactly two distinct non-zero values for p, (61)
simplifies to
c = (1− ps)k−1(1− pl)n−k−1(1− pspl). (63)
Recall all the points from the set P(2)a,2 satisfy kps + (n −
k)pl = 1, only points from the subset P(2),∗a,2 also satisfy (63).
We now express the original objective function f from (52)
as another function, f˜(ps, k), where f(p) = f˜(ps, k) for all
p ∈ P(2),∗a,2 , i.e., for all p for which both kps + (n− k)pl = 1
and (63) hold:
f˜(ps, k) = k
(
c− ps(1− ps)k−1(1− pl)n−k
)2
+ (n− k) (c− pl(1− ps)k(1− pl)n−k−1)2
= c2(n− k) (n− k)(n− 2) + 1− 2kps + knp
2
s
(n− k − ps + kp2s)2
. (64)
Fixing ps ∈ (0, 1n ) temporarily, we now show f˜ is monotone
increasing in k for k ∈ {1, . . . , n−1}. Denote u = u(ps, k) =
(n − k)(n − 2) + 1 − 2kps + knp2s and v = v(ps, k) = n −
k − ps + kp2s so that
f˜(ps, k) = c
2(n− k) u(ps, k)
v(ps, k)2
. (65)
It is straightforward to establish that u ≥ 0, v ≥ 0 under the
given assumptions. Taking the derivative of f˜ w.r.t. k:
d
dk
f˜(ps, k) =
c2
v(ps, k)3
· h(ps, k), (66)
where
h(ps, k) ≡ −uv + (n− k)v(np2s − 2ps − (n− 2))
− 2(n− k)u(p2s − 1). (67)
Therefore showing df˜dk > 0 is equivalent to showing h(ps, k) >
0. Toward this, observe the third summand in h(ps, k) can
be split evenly to be combined with the first and second
summands, thus
h(ps, k) = (1− nps)
(
ups + (n− k)(1− ps)2
)
> 0. (68)
It follows that, for fixed ps ∈ (0, 1n ), f˜(ps, k) is maximized
at k = n − 1. The global maximum of f˜(ps, k) is obtained
by further optimizing f˜(ps, n − 1) over ps ∈ (0, 1n ). Setting
k = n− 1 in (64) gives
f˜(ps, n− 1) = c2(n− 1) np
2
s − 2ps + 1
((n− 1)p2s − ps + 1)2
, (69)
for which
∂f˜(ps, k)
∂ps
∣∣∣∣∣
k=n−1
= −2c
2(n− 1)2
v
ps
(
np2s − 3ps + 1
)
< 0.
(70)
The inequality holds since the quadratic np2s− 3ps + 1 can be
verified to be positive for n ≥ 2 and ps ∈ (0, 1n ). Therefore,
the maximum (indeed supremum) of f˜(ps, n− 1) is obtained
when ps → 0 (meaning in the limit ei is the maximizer
although ei itself does not satisfy (61)), which according to
(69) is (n−1)c2. These monotonicity properties are illustrated
in Fig. 5.
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Fig. 5. Monotonicity of function f˜(ps, k) w.r.t. k and ps for p ∈ P(2)a,2
(Step 3) in the spherical inner bound Λsi proof. Horizontal axis denotes ps ∈
(0, 1/n) with n = 7. Here c = 0.99c∗in < c
∗
in so d(c, ei) > d(c,m).
Given ps, f˜ is increasing in k; when k = n − 1, f˜ is decreasing in ps
so the supreme of f˜ over the set P(2)a,2 is achieved as ps → 0, which is
(n− 1)c2 ≈ 3.85807.
Observe when we maximize f˜(ps, k) we effectively enlarge
the feasible set from P(2),∗a,2 to P(2)a,2 because we do not check
whether (61) is satisfied. Recall f is identically equal to f˜
only for p ∈ P(2),∗a,2 because f˜ is derived from f by applying
(61). Therefore we have
f(p′) = f˜(p′) ≤ max
p∈P(2),∗a,2
f˜(p) ≤ max
p∈P(2)a,2
f˜(p)
= (n− 1)c2,∀p′ ∈ P(2),∗a,2 . (71)
Summarizing, so far we have shown, suppose there exists
a potential extremizer p whose components are all non-zero
but not all identical, then in order to satisfy the first-order
KKT necessary conditions, the original objective function f
evaluated at such a point is upper bounded by f˜(0, n− 1) =
(n−1)c2. Now since f(ei) = d(c, ei)2 = (n−1)c2 +(c−1)2,
this means no p ∈ P(2)a,2 can achieve a higher objective value
than ei does (i.e., case P(2)b,1 ) in terms of globally maximizing
the original objective function. In fact, this property does not
depend on choosing the thresholding c∗in = (1−nm2)/(2(1−
nm)). This property is useful in Step 4 below.
Step 4: Any p ∈ P(2)b,2 cannot be a global maximizer. Fix
p ∈ P(2)b,2 and let s = n − |Z(p)| ∈ {2, . . . , n − 1} be
the number of non-zero components. Evaluating the original
objective function, (52), for such a point yields
f(p) = (n− s)(c− 0)2 +
s∑
i=1
c− pi s∏
j 6=i
(1− pj)
2 . (72)
For each given s, f(p) is maximized if and only if the
second summand above is maximized. Maximizing the above
second summand can be thought of as performing the same
optimization problem in an s-dimensional space where the s-
vector p duplicates all the s non-zero components from the
original n-vector p. Then, one may view this s-vector with no
zero components as a member of P(2)a , but with the dimension
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reduced from n to s. There are two possibilities: this point is
either in P(2)a,2 or in P(2)a,1 .
Consider the first possibility, i.e., P(2)a,2 . Based on the anal-
ysis of this case in Step 3 (with the dimension reduced from
n to s), and the upper bound (71) in particular, it follows that
s∑
i=1
c− pi s∏
j 6=i
(1− pj)
2 ≤ (s− 1)c2, (73)
and hence f(p) ≤ (n − s)(c − 0)2 + (s − 1)c2 = (n − 1)c2,
which is the same upper bound for candidates in case P(2)a,2
in the original n-dimensional space. It follows that, in this
reduced dimensional space, points in P(2)a,2 cannot achieve a
higher objective value than that achieved by the points ei in
the original space.
Consider the second possibility, i.e., P(2)a,1 , namely the all-
rates-equal point in this s-dimensional space. There are two
subcases: i) c ≤ c∗in(s) = (1− sm(s)2)/(2(1− sm(s))), and
ii) c > c∗in(s). Note we write c
∗
in(s) to highlight it is a function
of s, the corresponding dimension. Case i) can be skipped, due
to (49) and the observation that the ei in this s-dimensional
space is also the ei in the original n-dimensional space. Recall,
ei (in the set P(2)b,1 ) will be addressed in the final step. For
case ii) we now directly show the all-rates-equal point in this
s-dimensional space cannot achieve a higher objective value
than the all-rates-equal point in the original space does. First,
it is straightforward to establish the inequality
n
(
c− 1
n
(
1− 1
n
)n−1)2
= f(m(n))
≥ f(m(s)) = (n− s)c2 + s
(
c− 1
s
(
1− 1
s
)s−1)2
(74)
holds if and only if
2c(sm(s)− nm(n)) ≥ sm2(s)− nm2(n). (75)
Since c > c∗in(s), (75) is equivalent to
[sm(s)(1−m(s))− nm(n)(1−m(n))]
+ snm(s)m(n)(m(s)−m(n)) ≥ 0. (76)
Since snm(s)m(n)(m(s)−m(n)) ≥ 0, to show (76) it suffices
(as the terms in the brackets would be non-negative) to show
the function g(n) ≡ nm(n)(1−m(n)) is monotone decreasing
in n for n ≥ 3 (recall 2 ≤ s ≤ n − 1). Toward this we find
the derivative of g(n) as
dg(n)
dn
=
1
2n2
(
1− 1
n
)n−1
· g˜(n), (77)
where
g˜(n) ≡ −2
(
1− 1
n
)n−1
+ 2n
+ 2n2
(
1− 2
n
(
1− 1
n
)n−1)
log
(
1− 1
n
)
. (78)
It now suffices to show g˜(n) < 0. For n = 3, 4 this can be
verified; for n ≥ 5 we apply the inequality log(1+x) ≤ x− x22
for all x ∈ (−1, 0] and get
g˜(n) ≤ 2
(
1− 1
n
)n−1(
1 +
1
n
)
− 1 < 0, (79)
where the second inequality follows from the monotonicity in
n of the upper bound (in (79)) on g˜(n). Therefore we have
shown the desired inequality (76). This means that, even if
a point is from P(2)a,1 , it cannot be a global maximizer as it
cannot achieve a higher objective value than ei (case i)) and/or
m (case ii)) in the original n-dimensional space does. This
concludes Step 4.
Finally, we are left with only cases P(2)a,1 and P(2)b,1 . We
can verify by checking the KKT conditions that m is always
eligible to be a local extremizer, while ei is eligible to be a
local maximizer if and only if c ≤ 1. Therefore, we conclude
the global maximum of the original optimization problem can
be obtained by evaluating and comparing f at two points m,
ei. Furthermore, recall the objective function is defined as
d(c,x)2 for x ∈ ∂Λ. Then as a consequence of (49), we
can actually conclude in a more general manner: the global
maximum occurs at i) any ei when c < c∗in, ii) any ei and
m when c = c∗in, and iii) m when c > c
∗
in. See Fig. 6 for
an illustration. For Λ∗si, the global maximizers are both ei and
m giving the maximum of f as (n− 1) c∗2in + (c∗in − 1)2 =
n (c∗in −m)2, as desired in (48).
Fig. 6. Original objective function f(p) for Λsi when n = 3 for various c.
Horizontal axes are p2, p3. Top: c = 0.99c∗in with global maximizers: ei.
Middle: c = c∗in, with global maximizers: ei & m. Bottom: c = 1.02c
∗
in,
with global maximizer:m.
Remark 5: Since the hyperplane inducing the optimal poly-
hedral inner bound Λ∗pi is a supporting hyperplane of the
convex body B(c, rin(c)), due to the constructions of Λ∗pi and
Λsi it follows that Λsi is always tighter than Λ∗pi.
We now proceed to the spherical outer bound. There are
many similarities between the definitions, propositions and
proof techniques for the spherical inner and outer bounds.
In both cases there exists a set inclusion relationship which
implies the optimal bound arises when c is chosen to be the
minimum possible.
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Definition 8: Λso(c) ≡ S \ B(c, rout(c)), where the center
of the ball c = c1 for all c ≥ 1, and its radius rout(c) ≡
d(c, ei) =
√
(c− 1)2 + (n− 1)c2.
Proposition 11 (spherical outer bound): For each c ≥ 1, the
set Λso(c) is an outer bound on Λ for n ≥ 2. Among these,
the tightest is given when c = c∗out = 1:
Λ∗so = Λso(c
∗
out) =
{
x ∈ S : ‖x− 1‖ ≥ √n− 1} . (80)
Proof: By Def. 8, in order to induce an outer bound we
must have c > m. Moreover, d(c,m) > d(c, ei) = rout,
which is equivalent to c > (1−nm2)/(2(1−nm)). This means
there remain two possible intervals for c: i) (1−nm2)/(2(1−
nm)) < c < 1 and ii) c ≥ 1. For each one we investigate
whether a ball with parameter c in that interval induces a valid
outer bound on Λ.
For case i), we can compute that e1,xb ∈ ∂B(c, rout) for
xb ≡ (2c − 1)e1, i.e., the boundary of the ball intersects
the first coordinate axis at these two points. As c > (1 −
nm2)/(2(1 − nm)) > 12 , the line segment xbe1 ⊆ Λ due
to Λ’s coordinate convexity. Furthermore, since the open line
segment xbe1 ⊆ B(c, rout), we find Λ 6⊆ S\B(c, rout) namely
B(c, rout) does not induce a valid outer bound.
It remains to investigate case ii). In the rest of this proof we
first show every c in this category gives a valid outer bound
and furthermore, c = c∗out = 1 yields the tightest bound. We
first show c = c∗out = 1 yields the smallest set, i.e., we show
Λ∗so ⊆ Λso(c) for each c ≥ 1. Note the equivalence
Λ∗so ⊆ Λso(c)
⇐⇒ S \ (B(1,√n− 1) ∩ S) ⊆ S \ (B(c, rout(c)) ∩ S)
⇐⇒ B(c, rout(c)) ∩ S ⊆ B(1,
√
n− 1) ∩ S. (81)
Therefore we seek to prove: ∀x ∈ S , if d(c,x)2 < rout(c)2
(i.e., x ∈ B(c, rout(c))∩S), then d(1,x)2 <
(√
n− 1)2 (i.e.,
x ∈ B(1,√n− 1)∩S). Suppose x ∈ S is such that d(c,x)2 <
rout(c)
2. Then, we compute:
d(1,x)2 =
n∑
i=1
(1− xi)2 =
n∑
i=1
((c− xi)− (c− 1))2
=
n∑
i=1
(c− xi)2 + n(c− 1)2 − 2(c− 1)
(
nc−
n∑
i=1
xi
)
< (c− 1)2 + (n− 1)c2 + n(c− 1)2 − 2(c− 1)(nc− 1)
= n− 1, (82)
where the inequality follows from d(c,x)2 < rout(c)2 and∑n
i=1 xi ≤ 1. This shows the desired set inclusion, meaning
Λ∗so is the smallest set among {Λso(c), c ≥ 1}.
It remains to show that Λ∗so is a valid outer bound on Λ. For
any x ∈ Λ = Λeq we must show x ∈ Λ∗so, namely x is outside
the open ball B(c, 1), or equivalently minx∈Λ ‖1 − x‖2 ≥
n − 1. This latter expression may be cast as an optimization
problem w.r.t. p:
min
p∈[0,1]n
f(x(p)) ≡
n∑
i=1
1− pi∏
j 6=i
(1− pj)
2 ≥ n− 1.
(83)
Observe if any component of p equals 1 or if p = 0 then
f ≥ n − 1 immediately holds. So below we assume p < 1
and p has non-zero component(s). Recall we defined V(p) =
{a ∈ (0, 1] : ∃i ∈ [n] : pi = a} in the proof of Prop. 10 as the
set of non-zero values taken by a vector p. We now categorize
based on how many distinct non-zero values the components
of p assume: a) |V(p)| > 1 or b) |V(p)| = 1.
Consider first case a) (|V(p)| > 1), i.e., p has two or more
distinct non-zero component values, say 0 < pk < pl < 1.
We will show that all such p’s cannot be local extremizers
due to the violation of Karush-Kuhn-Tucker (KKT) conditions
required for optimality (note regularity is guaranteed in this
case). An equivalent form of the KKT stationarity condition
is that
1
2
(
∂f
∂pk
− ∂f
∂pl
)
(1− pk) (1− pl) = 0, 0 < pk < pl < 1,
(84)
which, after some algebra, may be shown to be equivalent to:
(1− pl) (η − pik(1− pkpik)) = (1− pk) (η − pil(1− plpil)) ,
(85)
where η ≡ ∑i pii(1 − pipii)pi, pii = pii(p) ≡ pi(p)/(1 −
pi). Note η can be interpreted as the expectation of a discrete
random variable Z with support {pii(1 − pipii), i ∈ [n]} and
associated PMF P (Z = pii(1− pipii)) = pi for each i ∈ [n].
Therefore, stationarity will not be satisfied as long as we can
choose indices k′, l′ such that 0 < pk′ < pl′ < 1, and η lies
strictly between pik′(1− pk′pik′) and pil′(1− pl′pil′). But, we
can always find such indices since, following Lem. 3, we can
show the ordering: pik′(1−pk′pik′) < pil′(1−pl′pil′). This rules
out the possibility that an extremizer can come from case a).
Consider next case b) (|V(p)| = 1), i.e., p has only one
distinct non-zero component value (we call such p “quasi-
uniform”). Lem. 4 below states that for any such p, the
objective function f(p) ≥ n − 1, the desired lower bound
in (83).
These two cases establish the validity of the inequality (83),
and thereby establish the fact that Λ∗so is a valid outer bound
for Λ.
The following two lemmas are used in the preceding proof
of Prop. 11. The proof of Lem. 3 is straightforward and is
omitted.
Lemma 3: If two non-zero components of p satisfy pl > pk,
then for x = x(p) as defined in (9):
xl > xk, pil > pik,
xl
xk
>
pl
pk
, xl − xk < pl − pk. (86)
Lemma 4: Fix t ∈ (0, 1] and k ∈ [n]. Suppose p < 1
(p 6= 0) takes only one non-zero value (i.e., |V(p)| = 1,
and pi ∈ {0, t} for i ∈ [n]), and this value is taken by k
components of p. Then f(p) ≥ n − 1 (for f in (83)), with
equality if and only if k = t = 1, i.e., f(p) = n − 1 if and
only if p ∈ {ei}ni=1.
Proof: W.l.o.g. let p = t · ∑ki=1 ei for k ∈ [n], t ∈
(0, 1]. Substitution of such a p into (83) yields the following
equivalent inequality
t(1− t)k−1 ≤ 1−
√
1− 1/k, (87)
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meaning the lemma will be established if we can show (87)
holds for all valid (t, k), and holds with equality if and only if
k = t = 1. The inequality (87) is easily verified to hold strictly
for a) k = 1 6= t and b) t = 1 6= k. If k = t = 1 (namely p =
e1) the original objective function in (83) evaluates to n−1, the
desired minimum. It remains to study the case k ∈ {2, . . . , n}
and 0 < t < 1. Define g(t) ≡ t(1− t)k−1. The only stationary
point of g on t ∈ [0, 1) is t∗ = 1/k, at which the second
derivative can be verified to be strictly negative, meaning t∗
is the unique maximizer. And hence we need to show (87)
when t = 1/k, namely (1− 1/k)k−1 ≤ k
(
1−√1− 1/k).
The derivative of its LHS can be shown to be negative using
the inequality log(1 + x) ≤ x for x > −1. Thus the sequence
{(1 − 1/k)k−1} is upper bounded by (1− 1/2)2−1 = 1/2.
On the other hand, using AM-GM inequality
√
1− 1/k <
(1−1/k+1)/2, one can see the RHS is strictly lower bounded
by 1/2. This shows the desired inequality (87), thus proving
this lemma.
Remark 6: The Cauchy-Schwarz inequality gets close to
proving the desired inequality (83), but is insufficient by itself
(note
∑
i xi ≤ 1 as Λ ⊆ S):
n∑
i=1
(1− xi)2 ≥ (
∑n
i=1 1 · (1− xi))2∑n
i=1 1
2
=
(n−∑ni=1 xi)2
n
≥ (n− 1)
2
n
, (88)
which is slightly weaker than the bound of n− 1 required to
show (83).
The optimal spherical inner and outer bounds Λ∗si, Λ
∗
so
together with ∂Λ are shown in Fig. 7 for n = 2 and 3.
It seems hard to obtain the volume of these spherical bounds
in closed-form for arbitrary n. Essentially, the problem is
one of integrating over the intersection between a (solid)
hypersphere and [0, 1]n. It is natural to attempt to bound the
volume. Below, we illustrate such an attempt using Λ∗so as an
example.
We take a probabilistic approach. As the volume of the
unit box [0, 1]n always equals 1, and as Λ∗so ⊆ [0, 1]n, it
follows that its volume can be interpreted as the probability
that a point uniformly distributed over [0, 1]n falls into the
set Λ∗so. More precisely, for i.i.d. Unif[0, 1] random variables
(RV) y1, . . . , yn,
vol(Λ∗so)
= P
(
y ∈ S, y /∈ B(1,√n− 1)) (a)= P (y /∈ B(1,√n− 1))
= P
(∑
i
(1− yi)2 ≥ n− 1
)
(b)
= P
(∑
i
y2i ≥ n− 1
)
, (89)
where (a) follows from Lem. 5 given below and (b) is due
to the observation that 1 − yi are i.i.d. Unif[0, 1] RV’s too.
We note the uniform sum distribution (also known as Irwin-
Hall distribution),
∑
i yi, has a known closed-form density
function, yet this does not seem to be the case for
∑
i y
2
i .
Then one natural thing to do is to bound this tail probability.
A typical form of the Chernoff bound states that for a random
variable Z (usually expressed as a sum of independent RVs),
an upper bound on the (upper) tail probability is P (Z ≥ t) ≤
infs≥0 e−stE
[
esZ
]
. Substituting
∑
i y
2
i for Z yields:
vol(Λ∗so) ≤ inf
s≥0
e−s(n−1)E
[
es
∑
i y
2
i
]
= inf
s≥0
e−s(n−1)
∏
i
E
[
esy
2
i
]
= inf
s≥0
e−s(n−1)
(∫ 1
0
esy
2
i dyi
)n
. (90)
The minimizer s∗ is hard to be obtained in closed-form. Worse
still, the numerically optimized upper bound is not close to the
actual tail probability (i.e., the volume of Λ∗so).
4
Lemma 5: [0, 1]n \ S ⊆ B (1,√n− 1). In words this says
the unit box with the unit simplex subtracted lies completely
inside the ball B (1,√n− 1).
Proof: Given x ∈ [0, 1]n,∑i xi > 1, we need to show∑
i (1− xi)2 < n− 1, which is easily verifiable since∑
i
(1− xi)2
= n− 2
∑
i
xi +
∑
i
x2i ≤ n− 2
∑
i
xi +
∑
i
xi
= n−
∑
i
xi < n− 1. (91)
Note this lemma can be equivalently stated as [0, 1]n \
B (1,√n− 1) ⊆ S which implies if a point is from [0, 1]n
but not in B (1,√n− 1) then it’s guaranteed to be in S. This
observation is used step (a) in (89).
VI. ELLIPSOID INNER AND OUTER BOUNDS ON Λ
We now turn to the third, and final, class of bounds
on Λ. In this section we establish inner and outer bounds,
each induced by a parameterized family of ellipsoids. This
section is organized into three subsections. First, in §VI-A
we prove three results: i) the set of ellipsoids that inherit all
the permutation symmetries of Λ are characterized by three
scalars (c, a1, a2) (Prop. 12), ii) the sufficiency of working
only with ∂Λ for the purpose of proving the correctness of
the induced bound (Props. 15 and 16), and iii) a property of
a local extremizer from ∂Λ (Prop. 17). Next, in §VI-B we
present the parameterized families of ellipsoid inner (Prop.
19) and outer (Prop. 18) bounds. The derivation is based on
the Karush-Kuhn-Tucker (KKT) optimality conditions. Finally,
in §VI-C, we provide an alternative proof of the ellipsoid
outer bound by working in a transformed space and leveraging
Schur-convexity. Although the ellipsoid bounds include the
spherical bounds as special cases (Remark 7) and are harder
to prove, many of the results, and more importantly, the proof
techniques in this section are similar to those already presented
in §V, and to avoid redundancy we have left out all the proofs
in this section; they are available in their entirety in [34,
Chapter 2.6].
4For n = 2 through 7, the ratios between the optimized upper bound and
the true volume vol(Λ∗so) are 3.4924, 5.1904, 6.0964, 6.6436, 7.0569, and
7.6899 respectively.
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Fig. 7. Optimal spherical bounds for n = 2 (top) and 3 (bottom): inner
bound and the complement (w.r.t. S) of outer bound are shown in solid; in
between sits ∂Λ. Also shown are the all-rates-equal point m (orange) and
corner points ei’s (black).
A. Simplification of parameter space
We consider open ellipsoids E of the form ([35]):
E = {x : (x− c)TR−1(x− c) < 1} . (92)
Here c is the center of the ellipsoid and the n× n symmetric
and positive definite matrix R has the spectral decomposition
R = QDQT where Q = [q1 · · ·qn] is orthonormal and
holds the eigenvectors of R (which are the directions of
the n axes of the ellipsoid), and D = diag(λ1, . . . , λn)
holds the eigenvalues of R. Each ai =
√
λi is the semi-
axis length in the direction qi. Denote the boundary of E by
∂E = {x : (x− c)TR−1(x− c) = 1}.
Our approach is to approximate the surface ∂Λ with part
of the surface of an ellipsoid, and then form inner and outer
bounds on Λ by subtracting these ellipsoids from the unit
simplex S. This is the same approach that was used in
constructing the spherical bounds (§V). More concretely, we
want to find inner and outer bounding ellipsoids Ein, Eout such
that Λei ⊆ Λ ⊆ Λeo, where Λei ≡ S \ Ein, Λeo ≡ S \ Eout.
Although we are not able to characterize them further, we
define the optimal inner and outer bounding ellipsoids:
E∗in ≡ arg min
Ein:Ein∩S⊇Λc∩S
vol(Ein ∩ S)
= arg min
Ein:Ein∩S⊇∂Λ
vol(Ein ∩ S) (93)
E∗out ≡ arg min
Eout:Eout∩Λ=∅
vol(S \ Eout)
= arg max
Eout:Eout∩Λ=∅
vol(Eout ∩ S), (94)
where the second equality in (93) follows from a lemma used
in the proof of Prop. 16.
A result in convex geometry states that for any convex
body there exists a unique maximum (resp. minimum) volume
inscribed (resp. circumscribing) ellipsoid, called the Lo¨wner-
John ellipsoid. Although we have a convex body Λc ∩ S,
our objective is not to identify an inscribed/circumscribing
ellipsoid with extremized volume for this set. Rather, our
figure of merit (in (93) and (94)) is to extremize the volume
of the intersection between the ellipsoid and the simplex. For
example, our Eout need not lie entirely within the convex body.
In general, analytical characterization of the Lo¨wner-John
ellipsoid is hard (see e.g., [36] [35, §8.4]). One constructive
result, though, is that the Lo¨wner-John ellipsoid is an invariant
ellipsoid, meaning it inherits all the symmetries of the convex
body [36]. The intuition is that if there were some symmetry
that the volume optimal ellipsoid is not endowed with, then
using that particular symmetry one can construct another
distinct volume optimal ellipsoid, hence contradicting the
uniqueness of the Lo¨wner-John ellipsoid.
In the spirit of the above result, we restrict our attention to
ellipsoids that inherit all the symmetries of the convex body
Λc ∩S . Note Λc ∩S, Λ and S all have full permutation sym-
metry. Prop. 12 below states some consequences of inheriting
this permutation symmetry. Its proof uses the following three
lemmas.
Lemma 6: Fix an ellipsoid E ={
x : (x− c)TR−1(x− c) < 1} in Rn with center c. A
hyperplane passing through c with its normal vector being
one of the axes/eigenvectors of R is a reflecting hyperplane
for E , i.e., E is symmetric w.r.t. this hyperplane. Conversely,
the normal vector of any reflecting hyperplane of E can be
considered as an axis/eigenvector of R.
Note that in the context of a full-dimensional ellipsoid,
the axis (direction), eigenvector, and reflecting hyperplane’s
normal vector are all essentially the same thing.
Lemma 7: For a symmetric matrix R, if the two eigenvalues
associated with two of the eigenvectors of R are distinct, then
these two eigenvectors must necessarily be orthogonal (not
just linearly independent).
Lemma 8: The linear combination of some eigenvectors
associated with the same eigenvalue is also an eigenvector
(with the same eigenvalue). In fact, all such eigenvectors are
in the same eigen-subspace.
Proposition 12: The class of ellipsoids invariant under
permutations of the coordinate axes is the set of ellipsoids
parameterized by (c, a1, a2) ∈ R3+ with the properties that
1) the center is at c = c1
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2) one axis is along the all-rates-equal ray with direction
1 and has semi-axis length a1
3) the n−1 remaining axes are arbitrary (provided they, to-
gether with the axis aligned with 1, form an orthonormal
set) and have common semi-axis lengths a2.
Lem. 9 below gives an explicit construction for R−1, and
its Cor. 2 allows us to characterize the ellipsoid that passes
through {ei}ni=1. Finally, Lem. 10 gives an expression that
must be satisfied in order for ∂E and ∂Λ to share a common
tangent point.
Lemma 9: For any ellipsoid in the form of (92), if q1 =
1√
n
1 and D = diag(a21, a
2
2, . . . , a
2
2), then R
−1 = ζ1n×n +
a−22 In×n, where ζ ≡ 1n
(
a−21 − a−22
)
, 1n×n is an n×n matrix
with each element being 1 and In×n is the n × n identity
matrix.
Corollary 2: For any c > 1/n and a1 >
√
n(c − 1/n),
setting a22 as below ensures ei ∈ ∂E for i ∈ [n]
a22 =
(n− 1)a21
na21 − (nc− 1)2
. (95)
Lemma 10: Define p¯t ≡ 1− pt. Then ∂E and ∂Λ share a
point of tangency at xt = x(pt) if for each i ∈ [n− 1]:(
a2
a1
)2
=
(p¯t,i − p¯t,n)Σnj=1xt,j + n(p¯t,nxt,i − p¯t,ixt,n)
(p¯t,i − p¯t,n)(Σnj=1xt,j − nc)
.
(96)
Because of the symmetries present in E(c, a1, a2), if we use
a hyperplane with normal vector 1 to “slice” E(c, a1, a2) we
get an (n−1)-dimensional ball. This is particularly intuitive in
light of the following Prop. 13 for which we need to introduce
the concept of rigid rotation of coordinate system.
Definition 9 (rigid rotation of coordinate system): Denote
the original coordinate system as X. A rigid rotation of the
coordinate system about the origin is specified by two vectors
vs and vt such that after the rotation vs overlaps with vt
while during the rotation the relative position of vs w.r.t.
the coordinate axes remains unchanged. Denote this rotated
coordinate system as U, in which vs was denoted (before
rotation) as vt in the original system X. Alternatively, a
rigid rotation is specified by a rotation matrix Mrot (that
can be determined by the starting and terminating vectors
vs,vt [37]) satisfying vt = Mrotvs. All rotation matrices
are orthonormal.
According to this definition, we perform a rigid rotation of
the original coordinate system X such that e1 overlaps with
1/
√
n (i.e., vs = e1, vt = 1/
√
n), we then shift the origin to
c = c1. Denote this rotated and translated system as U, then
the two systems are related by X = QU + c where Q is the
associated rotation matrix.
Proposition 13: In the above rotated and translated coordi-
nate system U, Λ has permutation symmetry among coordi-
nates {2, . . . , n}. If we let Tu(·) denote this transformation
from X to U, namely u = Tu(x) = Q−1(x − c), then:
u = (u1, u2, . . . , un)
T ∈ Tu(Λ) ⇐⇒
σ(u) = (u1, uσ(2), . . . , uσ(n))
T ∈ Tu(Λ),∀σ ∈ S[n]\{1}, (97)
where S[n]\{1} is the permutation group whose members
permute coordinate indices from {2, . . . , n} arbitrarily.
The previous proposition seems to suggest some loss of
permutation symmetry. This is answered in the negative by
the following proposition.
Proposition 14 (conservation of symmetry): The permuta-
tion symmetry of the set Λ is preserved under rotation of the
coordinate system.
The following two propositions comprise the second major
contribution in this subsection. They justify why, for both
Eout (Prop. 15) and Ein (Prop. 16), it suffices (necessity is
clear) to only consider ∂Λ in verifying an ellipsoid induces a
valid inner or outer bound on Λ. This observation reduces
the set of points that must be checked from x ∈ Λ to
x ∈ ∂Λ. Furthermore, the characterization of ∂Λ is amenable
to analysis using majorization inequalities, which enables us
to provide an alternative proof of the proposed ellipsoid outer
bound in §VI-C.
Proposition 15: Fix c > 1n
(
1− 1n
)n−1
. Then
Λ ⊆ Λeo ⇐⇒ ∂Λ ∩ Eout = ∅.
Proposition 16: Fix c > 1n
(
1− 1n
)n−1
. Then
Λei ⊆ Λ ⇐⇒ ∂Λ ⊆ Ein.
The following proposition concludes this subsection; it
further reduces the search space of points that must be checked
to establish the correctness of a bound on Λ induced by an
ellipsoid E(c, a1, a2). Recall V(p) = {a ∈ (0, 1] : ∃i ∈
[n] : pi = a} as the set of non-zero values taken by a
p ∈ ∂S. Further define P(2) = {p ∈ ∂S : |V(p)| ∈ {1, 2}}
as those p taking at most two distinct non-zero values, and
P(1) = {p ∈ ∂S : |V(p)| = 1} as those p taking exactly one
non-zero value; we refer to P(1) as the set of quasi-uniform
(QU) vectors. The following proposition reduces the search
space from ∂Λ to {x(p) : p ∈ P(2)}.
Proposition 17: Fix an ellipsoid E(c, a1, a2). A potential
extremizer of the maximization or minimization problem
max
p∈∂S
(or min
p∈∂S
) f(x(p)) ≡ (x(p)−c)TR−1(x(p)−c) (98)
can have at most two distinct values among all its non-zero
component(s), i.e., p∗ ∈ P(2).
B. Explicit ellipsoid induced bounds
The key contributions of this subsection are Props. 19 and
18, which leverage the results from the previous subsection to
provide an explicit construction for ellipsoid induced inner and
outer bounds on Λ. As with the proofs of the spherical inner
and outer bounds, Λsi and Λso, the key proof technique we
use is by exploiting the implications of Karush-Kuhn-Tucker
first order necessary conditions. In the next subsection (§VI-C)
we establish the ellipsoid outer bound using a different proof
technique.
Proposition 18 (ellipsoid outer bound): The ellipsoid
Eout(c, a1,out(c), a2,out(c)) (in the class of E(c, a1, a2) ellip-
soids) with
a1,out(c) =
√
(nc− 1)c
a2,out(c) =
√
(n− 1)
na21,out − (nc− 1)2
a1,out =
√
(n− 1)c (99)
induces an outer bound Λeo = S \Eout on Λ, for all c > 1/n.
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Proposition 19 (ellipsoid inner bound): The ellipsoid
Ein(c, a1,in(c), a2,in(c)) (in the class of E(c, a1, a2) ellipsoids)
with
a1,in(c) =
√
n(c−m)
a2,in(c) =
√
(n− 1)
na21,in − (nc− 1)2
a1,in (100)
induces an inner bound Λei = S \ Ein on Λ, for all c > 1/n.
Remark 7: The ellipsoid inner bound Λei recovers the
optimal spherical inner bound Λ∗si by setting c to be the critical
c∗in = (1− nm2)/(2(1− nm) (note c∗in > 1/n for all n ≥ 2);
the ellipsoid outer bound Λeo recovers the optimal spherical
outer bound Λ∗so by setting c = c
∗
out = 1. Furthermore, as a
consequence of the tightness monotonicity Prop. 20, any Λei
with c > c∗in is better than Λ
∗
si and any Λeo with c > 1 is
better than Λ∗so.
In words, Ein is such that its boundary ∂Ein passes through
e1, . . . , en and the all-rates-equal point m. It can be shown
that ∂Ein is tangent at m with ∂Λ (recall Lem. 10). Eout is
such that its boundary ∂Eout passes through each ei and is
also tangent with ∂Λ at each ei (recall Lem. 10).
The ellipsoid bounds Λei, Λeo together with ∂Λ are shown in
Fig. 8 for n = 2 and 3, where the center is chosen to be c = 2.
Improvements can be seen by comparing this figure with the
optimal spherical bounds shown in Fig. 7 (§V). Furthermore,
the quality of the ellipsoid bounds are improved by increasing
c, as stated in the following proposition (illustrated in Fig. 9).
Proposition 20: For all c > 1/n, the tightness of both Λei
and Λeo increases in c.
Thus ∂Λ is increasingly tightly “sandwiched” between part
of ∂Ein and ∂Eout as c→∞. This sandwiching is asymptoti-
cally tight at the all-rates-equal point m (and by construction
always tight at each ei). Specifically, the ellipsoids Ein, Eout
viewed in the limit as c→∞ have axes ratios given by
lim
c→∞
a1,in(n, c)
a1,out(n, c)
= 1
lim
c→∞
a2,in(n, c)
a2,out(n, c)
=
(
2
(
1−
(
1− 1
n
)n−1))− 12
(101)
for each n, where the a2 axes ratio is a monotone decreasing
function of n, starting with value 1 at n = 2. Thus when
n = 2, the Ein, Eout are asymptotically equal as c → ∞. It
follows that the asymptotic (in n and c) a2 axes ratio is
lim
n→∞ limc→∞
a2,in(n, c)
a2,out(n, c)
=
√
e
2(e− 1) ≈ 0.8894. (102)
C. An alternative proof of the outer bound
This subsection supplies an alternative approach to proving
the outer bound in Prop. 18. It originates from this observation:
membership testing for a ball is even simpler than that for an
ellipsoid in that the Euclidean distance to the center of the
ball is the sole indicator of set membership. Also, recall our
ellipsoid parameterized by (c, a1, a2) is already spherical in
the subspace spanned by its 2nd, . . . , nth axes, so the required
transformation converting the ellipsoid to a ball is expected to
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Fig. 8. Ellipsoid bounds for n = 2 (top) and 3 (bottom) when c = 2: inner
bound and the complement (w.r.t. S) of outer bound are shown in solid; in
between sits ∂Λ. Also shown are the all-rates-equal point m (orange) and
corner points ei’s (black).
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Fig. 9. Illustration (for n = 2) of the fact that tightness of both Λei (left) and
Λeo (right) increases in c for c > 1/n. For Λei the set inclusion relationship
is reversed once one goes beyond S, whereas for Λeo there is a complete
set inclusion relationship among this family of ellipsoids. Also shown are ∂Λ
and the center of each ellipsoid.
be simple, too. Of course, ultimately we care about bounding
Λ rather than membership testing for ellipsoid. The gap is
filled in by the following lemma, which uses Prop. 15.
Let Tout be an affine transformation that transforms Eout
(with center c = c1 and c > 1n
(
1− 1n
)n−1
) to the unit ball
at the origin, i.e., Tout (Eout) = B (o, 1). For any xt ∈ ∂Λ
denote by Ht = Ht(xt) the hyperplane tangent to Λ at xt.
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In the transformed space, this hyperplane is denoted Hˆt =
Tout(Ht).
Lemma 11: Under the above transformation,
d(Hˆt,o) ≥ 1 holds for all xt ∈ ∂Λ ⇒ Λ ⊆ Λeo. (103)
If Eout is confined within Rn+, then we also have a converse,
namely
If Eout ⊆ Rn+, then
Λ ⊆ Λeo ⇒ d(Hˆt,o) ≥ 1 holds for all xt ∈ ∂Λ. (104)
Remark 8: The intuition behind Lem. 11 is that the intersec-
tion between any tangent hyperplane of ∂Λ and Rn+ is included
in Λ (proof similar to part of the proof of Prop. 8 in §IV), hence
the intersection is disjoint from (or at most tangent with) any
Eout. If further Eout is entirely confined within Rn+, then for
any xt ∈ ∂Λ, any part of the associated tangent hyperplane
Ht(xt) beyond Rn+ cannot touch Eout. Consequently, the entire
tangent hyperplane is disjoint from (or at most tangent with)
such Eout.
The following proposition (Prop. 21) will be used in
our alternative proof of the Λeo bound. It is essentially
an application of Lem. 11; one additional element is the
conversion between two forms of an ellipsoid namely the
affine transformation of a unit ball centered at the origin
E = {x : x = c + Av | ‖v‖ < 1} and the (quadratic) form
given in (92). For notational convenience, we define the
following functions, assuming (c, a1, a2) is given.
Definition 10:
g(p) ≡ (n− 1)
2
n
a21 + a
2
2
n∑
i=2
(
1√
n
− pi − 1
1 +
√
n
(1− p1)
)2
,
f(p) ≡
√
g(p) + pi(p);
g˜(p) ≡ (n− 1)
2
n
a21 +
(
− 1
n
+
n∑
i=1
p2i
)
a22,
f˜(p) ≡
√
g˜(p) + pi(p). (105)
It can be verified that
g(p) = g˜(p), if
n∑
i=1
pi = 1. (106)
Proposition 21: Fix an ellipsoid E(c, a1, a2). Define Λe ≡
S \ E . Assume c > 1n (1− 1n )n−1. We have
f(p) ≤ c(n− 1) for all p ∈ ∂S ⇒ Λ ⊆ Λe. (107)
Conversely,
If E ⊆ Rn+, then
Λ ⊆ Λe ⇒ f(p) ≤ c(n− 1) for all p ∈ ∂S. (108)
Prop. 21 asks us to check the inequality f(p) ≤ c(n − 1)
holds for all p ∈ ∂S. As before, we formulate this as a
constrained optimization problem. Yet Schur-convexity now
makes our job a lot easier. For this we need to state an
equivalent condition for verifying Schur-convexity.
Proposition 22 ([38], Ch. 3, Thm. A.4): Let D ⊆ R be an
open interval and let a symmetric function f : Dn → R be
continuously differentiable. Then f is Schur-convex on Dn if
and only if for all distinct indices k, l ∈ [n]:
(xk − xl)
(
∂f
∂xk
− ∂f
∂xl
)
≥ 0, ∀x ∈ Dn. (109)
We now apply Prop. 21, meaning we need to solve
max
p∈∂S
f˜(p) =
√
g˜(p) + pi(p), (110)
where g(p) (f(p)) is replaced by g˜(p) (f˜(p)) due to (106).
Note f˜(p) is symmetric.
Algebra gives:
(pk − pl)
(
∂f˜
∂pk
− ∂f˜
∂pl
)
= (pk − pl)2
(
a22√
g˜
− pi(p)
(1− pk)(1− pl)
)
. (111)
In order to show the RHS of (111) is non-negative, it suffices
to show a
2
2√
g˜
≥ 1, for which we specialize with the expressions
for Eout given in (99) and get:(
a22,out√
g˜
)2
=
(n− 1)c
nc− 1− c+∑ni=1 p2i
≥ (n− 1)c
nc− 1− c+∑ni=1 pi = 1. (112)
Therefore, Prop. 22 tells f˜ in (110) specialized to our Eout
is Schur-convex. It then follows from the definition of Schur-
convexity and the fact ei majorizes every other point in the
feasible set ∂S that the global maximum of f˜ is attained at
each ei. Finally, evaluating f˜ at ei gives c(n− 1), the desired
global maximum (according to Prop. 21). This then completes
our alternative proof that our proposed ellipsoid outer bound
is valid.
Remark 9: The Schur-convexity approach would not be
directly applicable to the proposed ellipsoid inner bound in
Prop. 19. Because even if we could have a parallel result to
Prop. 21 for inner bounding ellipsoids, the fact that our inner
bounding ellipsoid in (100) is tight at m as well as at ei
precludes Schur-convexity, since m is strictly majorized by
every other point and ei majorizes every other point.
VII. GENERALIZED CONVEXITY PROPERTIES
Given an arrival rate vector x = (x1, . . . , xn), define the set
of stabilizing controls P(x) assuming the worst-case service
rate:
P(x) ≡
p ∈ [0, 1]n : xi ≤ pi∏
j 6=i
(1− pj), i ∈ [n]
 .
(113)
This set is related to Λ in that P(x) = ∅ if and only if x 6∈ Λ.
Whereas Λ is an important inner bound on the Aloha stability
region ΛA, the set P(x) can be viewed as the set of control
options given a desired arrival rate vector x, which is important
since knowing the system is stablizable is useful only if one
also knows how it may be stabilized. To proceed, we now view
x as parameters (instead of p, as was done previously) and
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define an “excess rate” (since the term pi
∏
j 6=i(1− pj) is the
worst-case service rate for user i) function for each i ∈ [n]:
fi(p) ≡ xi − pi
∏
j 6=i
(1− pj), i ∈ [n]. (114)
The excess rate functions are closely related to the set of
stabilizing controls. To see this, define the α-sublevel sets of
each excess rate function
Si,α ≡ {p ∈ [0, 1]n : fi(p) ≤ α}, α ∈ R. (115)
Denote by Sα = ∩ni=1Si,α, then P(x) = S0 = ∩ni=1Si,0. In
words, the set of stabilizing controls associated with Λ is the
intersection of 0-sublevel sets of these n excess rate functions.
One motivation for studying the generalized convexity prop-
erties of the excess rate functions is that, given x, it is natural
to seek the stabilizing control to maximize some norm of the
difference between x and the worst-case service rate achieved
by p, over all controls p ∈ P(x). By analogy, the expected
delay in an M/M/1 queue with arrival rate λ and service rate
µ is 1/(µ − λ), and thus delay is minimized for a given λ
by maximizing µ. The convexity properties of the excess rate
function may be applied to this optimization problem.
For simplicity, throughout this section we will work with
the open convex domain (0, 1)n. The following propositions
show these excess rate functions are not convex (Prop. 23),
but are quasiconvex (Prop. 24), pseudoconvex (Prop. 25), and
invex (Prop. 26).
There are important implications to be observed. For ex-
ample, since the set P(x) is convex (Cor. 3), we then know
i) testing membership in Λ of a given rate vector x can
be posed as a convex program, ii) any convex combination
of (timesharing between) two stabilizing controls is itself a
stabilizing control, and iii) the problem of finding a “nearest”
control under a change in rate vector is a convex program. That
is, suppose the arrival rate x is stabilized by p ∈ P(x), and
a change in arrival rate to x′ necessitates a change in control
to some p′. To minimize the magnitude of the change in the
control we may seek to minimize ‖p− p′‖ over p′ ∈ P(x′);
the convexity of P(x) ensures this problem is the convex
program of projecting a point p onto a set P(x′) (see e.g.,
[35, §8.1]).
Proposition 23: For all i ∈ [n], the excess rate function
fi(p) in (114) is not convex on (0, 1)n.
Proof: In fact we can work with an additional constraint∑n
i=1 pi = 1, i.e., with ∂S being the domain. W.l.o.g. let us
show this for f1(p) = x1−p1
∏
j 6=1(1−pj). Let  ∈ (0, 1) be
determined later. Denote p1, = (1− , /(n− 1), . . . , /(n−
1)), p2 = (1/n)1. Form the convex combination pθ, =
θp1, + (1 − θ)p2 for θ ∈ (0, 1). We shall show for all n
the existence of  and θ in order for the following inequality
to hold:
f1(pθ,) > θf1(p1,) + (1− θ)f1(p2). (116)
After substituting the definitions and setting θ = 1/2, the
above inequality becomes:
(1− + 1
n
)
(
1− n (+ 1)− 1
2n (n− 1)
)n−1
< (1− )
(
1− 
n− 1
)n−1
+
1
n
(
1− 1
n
)n−1
. (117)
Manipulation of the above equation gives the equivalent form
n−1
√√√√√ 1− + 1n
(1− )
(
1− n−1
)n−1
+ 1n
(
1− 1n
)n−1 < 11− n(+1)−12n(n−1) .
(118)
Applying the AM-GM inequality to the above LHS:
n−1
√√√√√ 1− + 1n
(1− )
(
1− n−1
)n−1
+ 1n
(
1− 1n
)n−1 · 1 · · · 1︸ ︷︷ ︸
#:n−2
≤
1−+ 1n
(1−)(1− n−1 )
n−1
+ 1n (1− 1n )
n−1 + n− 2
n− 1 . (119)
It can be easily verified that the sequence
(
1− 1n
)n−1
mono-
tonically decreases to 1/e, and that
(
1− n−1
)n−2
monoton-
ically decreases to 1/e. Because of this, it suffices to show
1−+ 1n
(1−)(1− n−1 ) 1e+ 1n 1e
+ n− 2
n− 1 <
1
1− n(+1)−12n(n−1)
, (120)
which after rearrangement becomes
1− + 1n
(1− )
(
1− n−1
)
1
e +
1
n
1
e
− 3n− 2
2n− 1 < 0. (121)
Denote h1(n, ) =
1−+ 1n
(1−)(1− n−1 ) 1e+ 1n 1e
and h2(n) = 3n−22n−1 .
One can verify that, given  ∈ (0, 1), h1(n, ) and h2(n) are
monotone decreasing and increasing in n (n ≥ 2), respectively.
Thus it suffices to show (121) holds when n = 2. Observe that
given n, the LHS of (121) i.e., h1(n, )−h2(n) is a continuous
function of  for  ∈ (0, 1), since h1(2, 0) − h2(2) < 0,
h1(2, 1)− h2(2) > 0, there exist various choices of  so that
(121) holds for n = 2, and hence for all n ≥ 2 (with the same
choice of ).
Recall a function is called quasiconvex (or unimodal) if its
domain and all its sublevel sets are convex [35].
Proposition 24: The excess rate function is quasiconvex on
(0, 1)n for all i ∈ [n].
Proof: Our approach is to show the convexity of the
sublevel sets Si,α for which we discuss two cases: i) α ≥ xi,
and ii) α < xi. Consider case i). If α ≥ xi then fi(p) ≤ α
always holds, and therefore Si,α = domf = (0, 1)n, which is
convex. It remains to consider case ii), with α < xi. Construct
gi(p\i) ≡ xi−α∏
j 6=i(1−pj) , where p\i is formed from the vector
p by dropping component i. Observe
Si,α = {p ∈ (0, 1)n : fi(p) ≤ α}
= {(p\i, pi) ∈ (0, 1)n : gi(p\i) ≤ pi}. (122)
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Thus Si,α can be interpreted as the epigraph of the function
gi(p\i). Since a function is convex iff its epigraph is a convex
set, we then need to show this function gi(p\i) is convex.
Toward this, we take the logarithm and write:
log gi(p\i) = log(xi − α)−
∑
j 6=i
log(1− pj)
= log(xi − α) +
∑
j 6=i
− log
(
1− (ej)T\i p\i
)
, (123)
where (ej)\i is the (n − 1)-vector by peeling off the ith
component of ej . This shows the RHS of the above equation
is convex by recognizing the convexity of − log(·) and certain
function compositions that preserve convexity. Finally since
the function gi(p\i) is log-convex, this means gi(p\i) is itself
convex, which means its epigraph, or equivalently the sublevel
set Si,α, is convex.
Corollary 3: Recall P(x) = S0 = ∩ni=1Si,0. It follows that
the set of stabilizing controls P(x) associated with x ∈ Λ is
convex, as convexity is preserved under set intersection.
Proposition 25: The excess rate function is pseudoconvex
on (0, 1)n for all i ∈ [n].
Proof: We appeal to Thm. 3.2.6 of Cambini and Martein
[39], which essentially says for a differentiable function de-
fined on an open convex set, a quasiconvex function is pseu-
doconvex when there are no critical points. We can compute
the gradient of fi(p):
∂
∂pk
fi(p) =
{
fi(p)−xi
pi
, k = i
− fi(p)−xi1−pk , k 6= i
, i ∈ [n]
=
{ −∏j 6=i(1− pj), k = i
pi
∏
j 6=i,k(1− pj), k 6= i
, i ∈ [n]. (124)
It is clear that there does not exist any critical point in the open
convex domain (0, 1)n. The pseudoconvexity of the excess rate
function then follows from Prop. 24.
Remark 10: In [34] the proof of pseudoconvexity was done
by verifying a second-order condition.
Proposition 26: The excess rate function is invex on (0, 1)n
for all i ∈ [n].
Proof: For differentiable f with open convex domain,
f is invex if and only if every stationary point is a global
minimizer (see e.g., Thm. 4.9.1 of Cambini and Martein [39]).
Next, Thm. 2.27 of Mishra and Giorgi [40] says if f is
differentiable and quasiconvex with open convex domain, then
f is pseudoconvex if and only if every stationary point is
a global minimizer. These two results mean that under the
assumption of quasiconvexity, invexity and pseudoconvexity
coincide. Thus the invexity of our excess rate functions follows
from Props. 24 and 25.
VIII. CONCLUSION
The stability region of the slotted Aloha medium access
control protocol remains unknown for n > 2 users. In this
paper we have made some progress towards understanding an
important inner bound on this unknown region, namely, the
set Λ. Specifically, since a naive way of testing membership
in this inner bound calls for identifying an auxiliary variable
whose support is uncountably infinite, we use both algebraic
(§II) and geometric (§IV, §V, and §VI) approaches to perform
exact or approximate membership testing that overcomes the
aforementioned disadvantage. Collectively, our non-parametric
region bounds shed light on the geometric structure of Λ (and
hence on the stability region itself). We have also established
relationships between an arrival rate vector and its stabilizing
control(s); in particular, given a stabilizable arrival rate vector,
we have characterized all the “critical” stabilizing control(s)
via our root testing, and established the convexity of the set
of stabilizing controls via the generalized convexity properties
of the “excess rate” functions. Several of our results are
constructive and are applicable for improved implementation
and operation of the slotted Aloha protocol.
A natural extension of our work is to identify different
classes of E(c, a1, a2) ellipsoids that induce tighter bounds on
Λ. A second extension is to seek a combinatorial expression
for the volume of Λ that is simpler and easier to compute than
the one we have derived.
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X. APPENDIX
A. Proof of Prop. 3
We first show a supporting lemma and its corollary. We
define a univariate function, parameterized by p, g(tpi) =
g(tpi,p), as
g(tpi,p) ≡
n∏
i=1
(1 + pitpi)− (1 + tpi), p ∈ [0, 1]n. (125)
Lemma 12: For all n ≥ 2, g(tpi,p) can only have one or
two real roots on (−1,∞). More specifically:
• tpi = 0 is always a root, and is the unique root if and
only if
∑n
i=1 pi = 1, i.e., p is a probability vector;
• besides tpi = 0, the other root is on (0,∞) if and only if∑n
i=1 pi < 1;
• besides tpi = 0, the other root is on (−1, 0) if and only
if
∑n
i=1 pi > 1.
Proof: Applying the chain rule of differentiation, we
have:
g′(tpi) =
n∑
i=1
pi
∏
j 6=i
(1 + pjtpi)− 1,
g′′(tpi) =
n∑
i=1
pi
∑
j 6=i
pj
∏
k 6=j,i
(1 + pktpi). (126)
Here are some simple yet important observations: g(0) = 0,
g(−1) = pi(p) > 0, g′(0) = ∑ni=1 pi − 1, and g′(−1) =∑n
i=1 pi
∏
j 6=i(1− pj)− 1 ≤ 0. The last inequality is justified
since we can construct a vector x(p) according to (9) in Def. 2,
and then apply the fact Λeq = Λ ⊆ S. Furthermore, g′′(0) ≥ 0
and in fact g′′(tpi) ≥ 0 for all tpi > −1 which means g′(tpi)
is monotone increasing on (−1,∞). In the following we first
show the forward part, i.e., how to go from the condition on∑n
i=1 pi to the properties of the roots.
• case 1:
∑n
i=1 pi = 1. In this case, since g
′(0) = 0 and
g′′(0) ≥ 0, the stationary point 0 is a local minimizer.
As g(−1) = pi(p), g′(−1) ≤ 0, g′(tpi) is monotone
increasing on (−1,∞), so what happens on (−1,∞) is:
g(tpi) is monotone decreasing from pi(p) (tpi = −1) to 0
(tpi = 0), and then monotone increasing from 0 to ∞ (as
tpi →∞). Thus the only root on (−1,∞) is 0.
• case 2:
∑n
i=1 pi < 1. In this case, g
′(0) < 0. Thus g(tpi)
is decreasing from pi(p) (tpi = −1) to 0 (tpi = 0), then
keeps decreasing until some stationary point t∗pi,2 > 0
such that g′(t∗pi,2) = 0, after which g(tpi) keeps increasing
as tpi →∞. Note g(t∗pi,2) < 0, so the only other root t˜pi,2
is on (0,∞).
• case 3:
∑n
i=1 pi > 1. In this case, g
′(0) > 0. Thus g(tpi)
is decreasing from pi(p) (tpi = −1) to 0 (at some t˜pi,3),
and keeps decreasing until at some stationary point t∗pi,3
such that g′(t∗pi,3) = 0, after which g(tpi) keeps increasing
as tpi →∞. Since g′(tpi) > 0 for all tpi > t∗pi,3 and recall
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g′(tpi) itself is monotone increasing, so t∗pi,3 ∈ (−1, 0)
which further implies the other root i.e., t˜pi,3 has to be
on (−1, 0).
The converses are then clear (proof by contradiction) and are
omitted.
Corollary 4: Fix n ≥ 2 and x ∈ Rn+. i) The total number
of positive roots of f(δ,x) is at most two. Furthermore, ii) if
there exists a compatible stabilizing control p with x in the
sense of Λeq, namely the (x,p) pair satisfies (9) in Def. 2,
then f(δ,x) has a positive root δt if and only if g(tpi,p) has
a root tpip ∈ (−1,∞), and the roots of f, g can be related by
δt =
1
pi(p) (1 + tpip). More specifically f(δ,x) has either one
or two positive roots:
• δt = 1pi(p) is always a positive root, and is the unique
root if and only if
∑n
i=1 pi = 1;
• besides δt = 1pi(p) , f(δ,x) also has a larger positive root
if and only if
∑n
i=1 pi < 1;
• besides δt = 1pi(p) , f(δ,x) also has a smaller positive root
if and only if
∑n
i=1 pi > 1.
Proof: We first show ii). Substituting δt, pi(p) and
xi(p) =
pi
1−pipi(p) into the definition of f(δ,x), we have
f(δt,x)
=
n∏
i=1
(
1 +
pi
1− pipi(p)
1
pi(p)
(1 + tpip)
)
− 1
pi(p)
(1 + tpip)
=
1
pi(p)
(
n∏
i=1
(1 + pitpip)− (1 + tpip)
)
=
g(tpip ,p)
pi(p)
. (127)
Therefore, given x and its compatible p in the sense of Λeq,
δt is a root of f(δ,x) if and only if tpip is a root of g(tpi,p).
Since δt is positive if and only if tpip ∈ (−1,∞), the statement
for the three cases then follows from Lem. 12.
We next show i). Recall from the proof of Prop. 1 that if
f(δ,x) ever has a positive root δ˜, then we can construct p =
p(δ˜,x) according to (7) in Def. 2. Since this p is compatible
with x in the sense of Λeq meaning (x,p(δ˜,x)) satisfies (9) in
Def. 2, the assertion that f(δ,x) can have at most two positive
roots follows from ii) just proved.
We now provide the proof of Prop. 3.
Proof of part 1)
“⇒”: Given x ∈ ∂Λ, from the (preliminary) root testing
Prop. 1 we know there exists a positive root δu for f(δ,x).
Form a vector of probabilities pu = pu(δu,x) according to
(7) in Def. 2; it can be verified (x,pu) satisfies (9) in Def. 2
namely pu is compatible with x in the sense of Λeq. Massey
and Mathys [21] established the one-to-one correspondence
(i.e., bijection) between ∂S and ∂Λ, so pu ∈ ∂S and is the
only (critical) stabilizing control for x. It can also be verified
that 1pi(pu) is a positive root for f(δ,x). That the root is unique
follows from case 1 of ii) in Cor. 4.
“⇐”: If f(δ,x) has a unique positive root denoted δu, again
form a vector of probabilities pu = pu(δu,x) according to (7),
which is compatible with x in the sense of Λeq. It follows from
Cor. 4 that g(tpi,pu) has a unique root on (−1,∞) denoted
tpipu = 0, and is related to δu by δu =
1
pi(pu)
(1 + tpipu ) =
1
pi(pu)
. Furthermore pu is a probability vector (Lem. 12),
which implies x ∈ ∂Λ [21] .
Proof of part 2)
Given x ∈ Λ \ ∂Λ, there must exist (Prop. 1) a positive
root δ for f(δt,x). We use this δ to construct a vector of
probabilities p = p(δ,x) as in (7). Recall then the root can
be expressed as δ = 1pi(p) , and furthermore (x,p) satisfies (9)
in Def. 2. Now we use p to form g(tpi,p) and solve for roots
on (−1,∞). From part 1) of this proposition and Cor. 4 we
know there must exist a root (denoted t′pi) other than 0 on
(−1,∞). Define δ′ ≡ 1pi(p) (1 + t′pi), with which we further
define p′ = p′(δ′,x), x′ = x′(p′) as in Def. 2. First observe
δ′ is a positive root of f(δt,x) due to Cor. 4 (since t′pi solves
g(tpi,p) = 0). Second we claim x′ = x, because
pi(p′) =
n∏
i=1
(1− p′i)
=
n∏
i=1
(
1− δ
′xi
1 + δ′xi
)
=
1∏n
i=1 (1 + δ
′xi)
=
1
δ′
, (128)
where the last equality follows again from Cor. 4. It can then
be verified that x′i =
p′i
1−p′ipi(p
′) = xi for all i.
Note δ′ 6= δ (as t′pi 6= 0), and as such we can repeat the
above procedure starting from this different positive root δ′.
More specifically, define p′r = p
′
r(δ
′,x′) as in (7). Then the
root satisfies δ′ = 1pi(p′r) and furthermore (x
′,p′r) satisfies (9)
in Def. 2. We now use p′r to form g(tpi,p
′
r) and solve for the
root other than 0 on (−1,∞). We claim this root has to be
such that it allows us to reconstruct p. To see this, denote this
root as t′′pi ∈ (−1, 0) ∪ (0,∞). Define δ′′ ≡ 1pi(p′r) (1 + t
′′
pi),
with which we further define p′′r = p
′′
r (δ
′′,x′), x′′r = x
′′
r (p
′′
r )
as in Def. 2. According to Cor. 4, f(δ′′,x′) = 1pi(p′r)g(t
′′
pi,p
′
r),
then δ′′ is a positive root for f(δt,x′) = 0. Now since x′ = x
(so f(δt,x′) and f(δt,x) are the same) and furthermore f
has exactly two positive roots (since Cor. 4 says f can have at
most two), it then has to hold that δ′′ = δ (as t′′pi 6= 0 implies
δ′′ 6= δ′), which further gives p′′r = p, pi(p′′r ) = pi(p) and
x′′r = x. This proves the claim. Effectively this says the above
procedure (as illustrated in (129) below) can be reversed.
Furthermore, if p is such that
∑n
i=1 pi < 1, then p
′ is
such that
∑n
i=1 p
′
i > 1, and vice versa. To show this, assume
w.l.o.g. p is such that
∑n
i=1 pi < 1. Now for δ =
1
pi(p) , δ
′ =
1
pi(p) (1 + t
′
pi), Lem. 12 says if
∑n
i=1 pi < 1 then t
′
pi > 0 and
hence δ′ > δ. From (128) δ′ can also be expressed as 1pi(p′)
(so pi(p′) < pi(p)). Now let us repeat the above procedure as
illustrated in diagram (129) starting from δ′ (rather than δ),
we will then get δ′′ = 1pi(p′) (1 + t
′′
pi) where t
′′
pi is a root on
(−1, 0) ∪ (0,∞) solved from g(tpi,p′) = 0. Since it has to
hold that δ′′ = δ = 1pi(p) , it then follows t
′′
pi < 0 which in turn
implies (Lem. 12)
∑n
i=1 p
′
i > 1. This shows, as a result of the
above procedure one of the two critical stabilizing controls is
in S \ ∂S, the other in [0, 1]n \ S .
Finally we show there can not be more than two critical
stabilizing controls for a given x. We prove by contradiction.
Assume w.l.o.g. there are two critical stabilizing controls ps
and p˜s both in S (for the case of Sc the proof is similar), since
both ps and p˜s are critical stabilizing controls for the same x
it has to hold that pi(ps) 6= pi(p˜s) (as otherwise ps would not
be distinct from p˜s). As we have just shown above for both
28
ps and p˜s there is a corresponding vector of probabilities in
[0, 1]n \ S that critically stabilizes x, denoted as psc and p˜sc
respectively. From the previous parts of the proof we see it has
to hold that 1pi(ps) 6= 1pi(psc ) and 1pi(p˜s) 6= 1pi(p˜sc ) . This means
f(δt,x) already has more than two positive roots, which is
impossible according to Cor. 4 (recall with the exceptions of
ei’s any critical stabilizing control p gives a positive root of
f as 1pi(p) ).
given
x∈Λ\∂Λ
solve
f(δt,x)=0−→ rootδ>0 −→ set p=p(δ,x)as in Def. 2 −→
observe
δ= 1
pi(p) , x=x(p)
as in Def. 2
solve
g(tpi,p)=0−→ roott′pi∈(−1,0)∪(0,∞) −→
set
δ′= 1
pi(p) (1+t
′
pi)
−→ rootδ′>0 −→ set p
′=p′(δ′,x), x′=x′(p′)
as in Def. 2 −→
observe
x′=x, δ′= 1
pi(p′) (129)
We use the following example to demonstrate the above
process in both directions.
Example 2: For n = 2, let x = (1/4, 1/5). Solving
f(δt,x) = 0 gives two positive roots δ = (11 −
√
41)/2 ≈
2.29844, δ′ = (11 +
√
41)/2 ≈ 8.70156. These two roots are
also shown in Fig. 2 (the green curve).
• If we start from δ, then p ≡ p(δ,x) =(
1
40
(
21−√41) , 140 (19−√41)) ≈
(0.364922, 0.314922). Solving g(tpi,p) = 0 yields
the non-zero root as t′pi =
1
40
(
41 + 11
√
41
) ≈ 2.78586
with which it can be verified that δ′t =
1
pi(p) (1 + t
′
pi)
equals δ′. We can also verify δ = 1pi(p) .
• Now if we start from δ′, then p′ ≡
p(δ′,x) =
(
1
40
(
21 +
√
41
)
, 140
(
19 +
√
41
))
≈ (0.685078, 0.635078). Solving g(t′′pi,p′) = 0
yields the non-zero root as t′′pi =
1
40
(
41− 11√41)
≈ −0.735859 with which it can be verified that
δ′′t =
1
pi(p′) (1 + t
′′
pi) equals δ. We can also verify
δ′ = 1pi(p′) .
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