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Abstract
We describe a canonical form for continuous functions  : [N]∞ → [N]∞ that commute with the shift map X → X\{min X}.
Then we investigate in which cases such a function  satisﬁes that for every A ∈ [N]∞, there is X ∈ [N]∞ such that [X]∞ ⊆
′′[A]∞. This will lead us to solution of Problem 8.3 of [A.S. Kechris, S. Solecki, S. Todorcevic, Borel chromatic numbers, Adv.
Math. 141 (1999) 1–44].
© 2006 Elsevier B.V. All rights reserved.
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The family [N]∞ of inﬁnite sets of non-negative integers is a prototype of a Ramsey space described long ago in
papers of Galvin–Prikry [5], Silver [14] and Ellentuck [2]. It is perhaps less known that Nash-Williams [8] proved the
ﬁrst inﬁnite-dimensional version of Ramsey Theorem in order to handle the shift graph on [N]∞ (or more precisely on
[N]<N). Recall that the shift map S : [N]∞ → [N]∞ is deﬁned by S(A) = A\{min A}. It is therefore quite natural to
investigate how much of the inﬁnite-dimensional Ramsey Theorem is captured by the chromatic properties of the shift
graph ([N]∞, S). Another motivation for the present note is the study initiated in [4] of the chromatic number theory
for Borel colorings of Borel graphs. Note that the Galvin–Prikry Theorem shows that the Borel chromatic number of
the shift graph ([N]∞, S) is inﬁnite. A problem from [7] asks for a characterization of those Borel subsets of [N]∞
on which the shift graph has inﬁnite Borel chromatic number. We shall address this question here by showing that not
all inﬁnitely Borel chromatic subgraphs of ([N]∞, S) contain subgraphs of the form [X]∞ for X ∈ [N]∞. We do this
by ﬁrst describing a canonical form of continuous maps  : [N]∞ → [N]∞ that commute with the shift map S, and
then showing that there are maps  : [N]∞ → [N]∞ that commute with S whose ranges do not contain any set of the
form [X]∞, X ∈ [N]∞. It turns out that the canonical form for shift-invariant continuous maps  : [N]∞ → [N]∞ is
in complexity somewhere between the canonical forms of arbitrary continuous maps of the form  : [N]∞ → N and
 : [N]∞ → [N]∞ described by Pudlak–Rödl [12] and Promel–Voigt [11], respectively.
Some notation. We denote by [N]∞ the set of all inﬁnite subsets of N, the set of natural numbers. [N]∞ can be
seen as a subspace of the space 2N equipped with the product topology. Given an inﬁnite A ⊆ N, [A]∞ denotes the
collection of inﬁnite subsets of A. The map S : [N]∞ → [N]∞ deﬁned by S(A)=A\{min A} is the shift map on [N]∞
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and the corresponding (directed) graph ([N]∞, S) is the shift graph on N. We use [N]<∞ to denote the collection of
ﬁnite subsets ofN. For s, t ∈ [N]<∞ andA ∈ [N]∞, st and sAmean that s is an initial segment of t or, respectively,
of A; and we write n< s and s < t as abbreviations of n<min s and max s <min t ; also, A/n = {m ∈ A : n<m}. A
sequence {si : i ∈ N} of ﬁnite subsets of N is a block sequence if for every i ∈ N, si < si+1.
IfF ⊆ [N]<∞, then
F[s] = {t ∈F : st},
F(s) = {t\s : t ∈F[s]},
FA = {s ∈F : s ⊆ A}.
We writeF[n] andF(n) when s = {n}.
If s, t ∈ [N]<∞, ∗s = s\{min s}; we say that t is a shift of s, and write st , if ∗s  t .
1. Uniform families and fronts
Let us say that a familyF ⊆ [N]<∞ is a Ramsey family if for every ﬁnite partition
F=F0 ∪ · · · ∪Fk ,
there is an inﬁnite set M ⊆ N such that at most one of the restrictions
FiM (i = 0, 1, . . . , k)
is non-empty. Clearly, Ramsey’s Theorem [13] says that for every positive integer k, the family [N]k of all k-element
subsets of N is a Ramsey family. In this section we gather some results that are needed in the rest of the paper and
which are related to the following concept originally introduced by Nash-Williams in order to capture the notion of a
Ramsey family of ﬁnite subsets of N.
Deﬁnition 1 (Nash-Williams [8]). A collection B ⊆ [N]<∞ is called a front on A, for some inﬁnite set A ⊆ N if
B ⊆ P(A),B is an anti-chain with respect to the partial order given by proper end extension, and for every B ∈ [A]∞,
there is s ∈ B such that sB.
In what follows, when we say that a collectionB ⊆ [N]<∞ is a front, the context will usually determine a set A such
thatB is a front on A. IfB is a front on A, then it is also a front on B for every B ∈ [A]∞. IfB is a front and A ∈ [N]∞,
we denote by B(A) the only initial segment of A which belongs to B. The following basic result of Nash-Williams
says that every front is a Ramsey family.
Proposition 1 (Nash-Williams [8]). LetB=T0 ∪T1 be a partition of a frontB into two pieces. Then there is a set
A and i ∈ {0, 1} such thatTiA =BA, hence,Ti is a front on A.
If in the deﬁnition of a front, instead of requiringB be an antichain with respect to , we require it to be an antichain
with respect to the relation of containment ⊆, then we say thatB is a barrier. Clearly, every barrier is a front. If we are
willing to take a restriction on an inﬁnite set then for all practical purpose we may work with barriers. More precisely,
given a front B, let B0 be the collection of members of B that are minimal relative to the inclusion. By Proposition
1 there is an inﬁnite set A such that BA is either included or is disjoint from B0. Note that the ﬁrst alternative must
hold, so BA is a barrier on A. The following gives an alternate way towards the notion of front, but again modulo
taking a restriction on an inﬁnite set.
Deﬁnition 2 (Pudlák and Rödl [12]). Let  be a countable ordinal. A familyF of ﬁnite subsets ofN is -uniform on
A ∈ [N]∞ if
(i) = 0 andF= {∅}, or
(ii) = + 1 and for every n ∈ N, the collection
F(n) = {t : n< t and {n} ∪ t ∈F}
is -uniform on A/n, or
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(iii)  is a limit ordinal and there is an increasing sequence {n : n ∈ N} of ordinals with limit  such that for every
n ∈ N,
F(n) = {t : n< t, {n} ∪ t ∈F}
is n-uniform on A/n.
We say thatF is uniform on A if it is -uniform for some <1. As before, if the set A is not explicitly mentioned,
it is because A =N or it is determined by the context.
Notice that ifF is -uniform, thenFA is -uniform for all A ∈ [N]∞. This is veriﬁed by induction on the ordinal
<1. It is easy to verify by induction on the countable ordinals that every uniform family is a front. For any family
B ⊆ [N]<∞, we put
Bˆ= {t : ∃s ∈ B(t  s)},
the collection of initial segments of elements of B. Given a front B, its rank is the height of the tree Bˆ = {t : ∃s ∈
B(t  s)} with the partial order of end extension. Note that the rank of a front is always a countable ordinal. It can be
shown by induction on the rank that every front on A is a uniform family on some B ∈ [A]∞. Moreover, if the rank of
B is , there is B ∈ [A]∞ such that B is -uniform on B, for some .
For more information about barriers, fronts and related concepts, the reader can consult [1], where the Ramsey theory
of ﬁnite and inﬁnite sequences and block sequences is presented. For the initial developments of these concepts, see
[8,4,10] (see also [15]).
The following facts of the theory will be used below.
Proposition 2 (see Galvin and Prikry [5] and Pudlák and Rödl [12]). For every familyF of ﬁnite subsets of N and
every X ∈ [N]∞, there is a set Y ∈ [X]∞ such thatFY = ∅ orFY contains a uniform family on Y.
Deﬁnition 3. A function  : S → N is a canonical coloring of S on X if S is a front on X and there is a uniform
frontT on X and a mapping f :S→T such that
(a) f (s) ⊆ s for every s ∈S,
(b) for every s, t ∈S, (s) = (t) if and only if f (s) = f (t).
Clause (b) is equivalent to
(b′) there is a one-to-one function  :T→ N such that for every s ∈S, (s) = (f (s)).
The fact that the following diagram commutes summarizes the content of the deﬁnition.
The next theorem provides the basic tools for our analysis of continuous functions.
Theorem 1 (Pudlák and Rödl [12]). For every frontS on a set X ∈ [N]∞ and every function  : S → N, there is
Y ∈ [X]∞ such that (SY ) is canonical on Y.
In the case thatS is of ﬁnite rank, the set Y can be obtained so that the function f given by Theorem 1, is such that
f (s) occupies always the same position within s, for s ∈SY . This is the content of the following result of Erdös and
Rado that can be obtained as a corollary.
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Corollary 1 (Erdös and Rado [3]). For every positive integer k and every  : [N]k → N, there is A ∈ [N]∞ and
F ⊆ {1, . . . , k} such that for every s, t ∈ [A]k ,
(s) = (t) if and only if sF = tF ,
where, for s = {s(1), . . . , s(k)} in increasing order, sF = {s(i) : i ∈ F }.
2. Shift-invariant continuous functions
The function S : [N]∞ → [N]∞ deﬁned by S(A) = A\{min A}, will be called the shift operation on [N]∞. The
successive iterates of the shift are deﬁned as follows: for every A ∈ [N]∞,
S(0)(A) = A, and
S(n+1)(A) = S(S(n)(A)).
Deﬁnition 4. Let  : [N]∞ → [N]∞, we say that  is shift-invariant if for every X ∈ [N]∞, (S(X)) = S((X));
in other words, if it commutes with the shift operation.
Any shift-invariant continuous function from [N]∞ into [N]∞ is determined by a function deﬁned on a front taking
values in N. We make this more precise.
For every s ∈ [N]<∞, let [s] = {A ∈ [N]∞ : sA}. The collection of sets {[s] : s ∈ [N]<∞} is basis for a topology
on [N]∞, called the metric topology, which is the topology inherited from the product space 2N. Each element of the
basis is clopen in this topology, and every open subset of [N]∞ is the union of a collection of pairwise disjoint basic
sets. Moreover, since for every two basic sets are either disjoint or one is contained in the other, for every open set O
we can select a pairwise disjoint family of basic subsets which covers it, namely, the family formed by the maximal
basic sets contained in O. We will consider continuous functions with respect to this topology. We use [n] instead of
[{n}] to simplify notation.
Proposition 3. For every shift-invariant continuous function  : [N]∞ → [N]∞, there is a front B and a function
 : B → N such that for every A ∈ [N]∞, (B(A)) = min (A). Moreover, for every A ∈ [N]∞, (A) =
{(B(S(n)(A))) : n ∈ N}.
Proof. Given a continuous  : [N]∞ → [N]∞, the pre-image −1([n]), for every n ∈ N, is an open set. Let
{[sni ] : i ∈ N} be a covering of −1([n]) by pairwise disjoint basic neighborhoods. The collection {sni : i, n ∈ N} of
all the ﬁnite sets corresponding in this way to all the sets −1([n]) for n ∈ N is a front which we callB() or simply
B when the  is clearly determined by the context.
We deﬁne the function  : B() → N by
(s) = n if and only if n = min((A))
for any (every) A ∈ [s].
As  is shift-invariant, and for each A, the function  determines the ﬁrst element of (A), applying  to the initial
segments which belong to B of the consecutive shifts of A, we obtain the elements of (A), its kth element in the
increasing enumeration is (B(S(k)(A))). 
The following observation will be useful.
Lemma 1. Let B be a front on A, there is a set M ∈ [A]∞ such that for every s ∈ Bˆ= {s : ∃t ∈ B(s  t)}, if m<n
are consecutive elements of M such that max sm, then there is u ∈ [A]<∞ such that m<u<n and s ∪ u ∈ B.
Proof. The set M is constructed inductively. Let m0 be the ﬁrst element of A, and suppose m0 <m1 < · · ·<mk have
been deﬁned. For every s ⊆ A∩mk + 1, s ∈ Bˆ, there is a unique initial segment u(s) of A/mk such that s ∪u(s) ∈ B.
Take mk+1 above all u(s) for s ⊆ A ∩ mk + 1, s ∈ Bˆ. The set M = {m0,m1, . . .} is as desired. 
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We will now show a uniformity property of functions which select a subset of each element of a front.
Lemma 2. Let B be a front on A, and let f : B → [N]<∞ be such that f (s) ⊆ s for every s ∈ B. Then, there is
M ∈ [A]∞ such that for every s ∈ BˆM , and for every t, r ∈ BM , such that s  t and s  r ,
min t\s ∈ f (t) if and only if min r\s ∈ f (r).
Proof. We use that B is a Ramsey family, and construct the set M inductively. For s = ∅, consider the partition
B =F0 ∪F1 deﬁned by putting t ∈ F0 if and only if min t ∈ f (t). There is A0 ⊆ M such that BA0 ⊆ F0
or BA0 ⊆ F1. Let a0 be the ﬁrst element of A0. Suppose we have deﬁned A0 ⊇ A1 ⊇ · · · ⊇ An, and that
a0 <a1 < · · ·<an are their respective ﬁrst elements. List all subsets of {a0, . . . , an} which belong to Bˆ by {s0, . . . , sk}.
Using the Ramsey property of B(s0), we can obtain A0n ⊆ An/an such that for u, v ∈ B(s0)A0n,
min u ∈ f (s0 ∪ u) if and only if min v ∈ f (s0 ∪ v).
Continuing in this fashion, we deﬁne A0n ⊇ A1n ⊇ · · · ⊇ Akn such that an <min A0n, and for every ik, if t0, t1 are
subsets of Ain such that si ∪ t0, si ∪ t1 ∈ B, then
min t0 ∈ f (si ∪ t0) if and only if min t1 ∈ f (si ∪ t1).
Put An+1 = Akn, and let an+1 be its ﬁrst element.
To see that the set M1 = {a0, a1, . . .} has the desired properties, let s ∈ BˆM . There is n such that s ⊆ {a0, . . . , an}
and thus, for u, v ∈ B(s)M ⊆ B(s)An+1, min u ∈ f (s ∪ u) if and only if min v ∈ f (s ∪ v). 
Corollary 2. Let B be a front on A, and let f : B → [N]<∞ be such that f (s) ⊆ s for every s ∈ B. There is
M ∈ [A]∞ such that for every s ∈ BˆM , if t, u ∈ BM are such that s  t and s  u, then
f (t) ∩ s = f (u) ∩ s.
Proof. Let M ∈ [A]∞ be such thatB, f, and M satisfy the conclusions of Lemma 2. Let s ∈ BˆM and t, u ∈ BM be
such that s  t and s  u; and suppose n ∈ f (t) ∩ s. By Lemma 2 applied to s ∩ n, t and u, n ∈ f (t) if and only if
n ∈ f (u), and thus, n ∈ f (u) ∩ s. 
If B is a front and f : B → [N]<∞ is such that for every s ∈ B, f (s) ⊆ s, we will denote by B0 the family
{s ∩ min f (s) : s ∈ B}. Notice that we can assume that B0 is also a front.
Proposition 4. LetB and C be fronts on a set A, and f : B→ C be such that for every s ∈ B, f (s) ⊆ s. Then, there
is M ∈ [A]∞ such that for every t0, t1 ∈ B0, and every u0 such that t0, t1 <u0, t0 ∪ u0 ∈ B, and f (t0 ∪ u0) ∈ CM ,
there is u1 such that t1 <u1, t1 ∪ u1 ∈ B, and f (t0 ∪ u0) = f (t1 ∪ u1).
Proof. We can assume thatB andC are uniform barriers and thatA satisﬁes the conclusion of Lemma 2. LetM ∈ [A]∞
satisfying the conclusions of Lemma 1.
Notice that the result is trivial if rank of C is 0, so we assume that this is not the case.
Let t0, t1 and u0 be as in the statement, and list increasingly f (t0∪u0)={m0,m1, . . . , mk}.We can ﬁnd u ∈ B(t1)M
such that u<m0. Let r0 =(t1 ∪u)∩min f (t1 ∪u). Since M satisﬁes the conclusion of Lemma 2, any end-extension r of
r0 inB obtained by adding to r0 a segment of M starting with m0 is such that m0 ∈ f (r). Now end-extend r0 ∪ {m0} to
an element ofB, r0∪{m0}∪v0, with v0 belowm1. SinceC is a barrier, there must be elements of f (r0∪{m0}∪v0) in v0,
unless k=0, because otherwise {m0} would be also an element ofC. Let r1=r0 ∪{m0}∪(v0 ∩f (r0 ∪{m0}∪v0)). Now,
end-extend r1∪{m1}to an element ofB, r1∪{m1}∪v1 with v1 belowm2.We can repeat this argument until we reachmk .
This procedure ends with an element ofB of the form rk∪{mk}∪v with v ⊆ M , such that f (rk∪{mk}∪v)=f (t0∪u0).
Since t1 is an initial segment of rk , we have that there is u1 ∈ B(t1) such that f (t0 ∪ u0) = f (t1 ∪ u1). 
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3. Images of shift-invariant continuous functions
From now on, let  : [N]∞ → [N]∞ be a shift-invariant continuous function, and B=B(). Let  : B→ N be
the function obtained from  as in Proposition 3, that is, the function mapping a ﬁnite set s ∈ B to the ﬁrst element of
(A) for any A with sA. Let Y be a set on which the frontT and the functions f, canonize  onBY as given by
Theorem 1 so that the diagram
commutes. We can assume without loss of generality that Y =N. For a pair s and t of ﬁnite subsets ofN we write s < t
whenever max(s)<min(t). We say that a ﬁnite or inﬁnite sequence {sn : n< } of ﬁnite subsets of N is a block
sequence if sm < sn whenever m<n.
Lemma 3. Given A ∈ [N]∞, if there is X ∈ [N]∞ such that [X]∞ ⊆ ′′[A]∞, then there is B ∈ [A]∞ such that the
family {f (B(S(n)(B))) : n ∈ N} is a block sequence.
Proof. Suppose [X]∞ ⊆ ′′[A]∞, and let A′ ∈ [A]∞ be such that (A′) = X. Note that there is X¯ ∈ [X]∞ such that
{−1(x) : x ∈ X¯} is a block sequence. Such an X¯ can be deﬁned by induction as follows. Put x0=(f (B(S(0)(A′))))=
(f (B(A′))), the ﬁrst element of X. Suppose we have deﬁned x0 < · · ·<xm such that for every im,
xi = (f (B(S(ni )(A′)))),
with 0 = n0 < · · ·<nm and, for i <m,
f (B(S
(ni )(A′)))< f (B(S(ni+1)(A′))).
Take nm+1 >nm such that
f (B(S
(nm)(A′)))< B(S(nm+1)(A′)),
and put xm+1=(f (B(S(nm+1)(A′)))), and let X¯={x0, x1, . . .}. Since X¯ ⊆ X, there isB ∈ [A]∞ such that(B)=X¯,
and thus, for every i, xi = (f (B(S(i)(B)))). Since  is one to one, for every i,
f (B(S
(i)(B))) = f (B(S(ni )(A′))),
and thus, {f (B(S(i)(B))) : i ∈ N} is a block sequence. 
The following immediate facts are illustrative.
Proposition 5. If the rank of B is ﬁnite and the rank of T is > 1, then there is no A ∈ [N]∞ such that for every
B ∈ [A]∞ the sequence {f (B(S(n)(B)))} is a block sequence.
Proof. Suppose that the front B = B() is of some ﬁnite rank n. Given A ∈ [N]∞, by Corollary 1, going to an
inﬁnite subset of A, we may assume to have a set of coordinates F ⊆ {0, . . . , n − 1} which canonizes the mapping
	 : B→ N in the sense of Erdös–Rado. By our assumption |F |> 1 and so there is noB ∈ [A]∞ such that the sequence
{f (B(S(n)(B)))} is a block sequence. 
Proposition 6. If the rank of B is ﬁnite and the rank ofT is 1, then there is a set A with [X]∞ ⊆ ′′[A]∞ for some
X ∈ [N]∞.
Proof. Let n be the rank of B. By Corollary 1, we can assume that for every s ∈ B the singleton f (s) occupies
always the same position k <n within s. Therefore, going to an inﬁnite subset of N, we may assume that the function
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 is (essentially) a strictly increasing mapping sending natural numbers to natural numbers. It follows that for a given
inﬁnite set A the image (A) is obtained applying  to the singletons of A\{a0, . . . , ak−1}, where {a0, . . . , ak−1}
are the ﬁrst k elements of A. It follows that for every subset X of (A), we have that (B) = X for B = −1[X] ∪
{a0, . . . , ak−1}. 
Let us now treat the general case of our basic question, when does the image of a continuous shift-invariant mapping
contain a cube? The collection {D ∈ [N]∞: {f (B(S(n)(D))): n ∈ N} is a block sequence} is a Borel subset of [N]∞,
and therefore, by the Galvin–Prikry Theorem [5], there is A ∈ [N]∞ such that [A]∞ is contained in this set or in its
complement. So, we need only to consider the following two cases:
(i) for every D ∈ [N]∞, {f (B(S(n)(D))) : n ∈ N} is a block sequence.
(ii) for every D ∈ [N]∞, {f (B(S(n)(D))) : n ∈ N} is not a block sequence.
Theorem 2. Let : [N]∞ → [N]∞ be a shift-invariant continuous function, and let B,,T, f , and  be the corre-
sponding fronts and functions deﬁned as above. If for every D ∈ [N]∞ the family {f (B(S(n)(D))) : n ∈ N} is not a
block sequence, then for no A ∈ [N]∞ there is X ∈ [N]∞ such that [X]∞ ⊆ ′′[A]∞.
Proof. The theorem follows from Lemma 3. 
Theorem 3. Let : [N]∞ → [N]∞ be a shift-invariant continuous function, and let B,,T, f , and  be the corre-
sponding fronts and functions deﬁned as above. If for every D ∈ [N]∞ the family 〈f (B(S(n)(D))) : n ∈ N〉 is a block
sequence, then for every A ∈ [N]∞ there is X ∈ [N]∞ such that [X]∞ ⊆ ′′[A]∞.
Proof. Assume that for every D ∈ [N]∞, 〈f (B(S(n)(D))) : n ∈ N〉 is a block sequence. We may assume thatB and
T are uniform barriers.
Consider the collection of ﬁnite sets given by B0 = {s ∩ min f (s) : s ∈ B}. We can assume that the empty set is
not an element ofB0, since by using the Galvin–Prikry Theorem again, or Corollary 1, it can be assumed that the ﬁrst
element of s is in f (s) for every s ∈ B, or for no s this happens; in the ﬁrst case, if rank ofT> 1 there are i = j such
that f (B(S(i)(D))) ∩ f (B(S(j)(D))) = ∅, which contradicts the hypothesis of the theorem, and if rank ofT = 1,
then f (s) is always the ﬁrst element of s, and the theorem follows easily as in the proof of Proposition 6.
Let A be a given set in [N]∞, listed in increasing order by A={an : n ∈ N}. Our objective is to ﬁnd a set X ∈ [N]∞
such that [X]∞ ⊆ ′′[A]∞.We can assume thatA satisﬁes the conclusion of Proposition 4 for the function f : B→T.
By Lemma 1, there is a subset A′ ∈ [A]∞ such that for every s ∈ BˆA, and for every m, n ∈ A′ with max sm<n,
there is a ﬁnite set u, m<u<n such that s ∪ u ∈ B.
Let Y =(A′). Then, ifY is listed in increasing order by {y0, y1, . . .}, for every i ∈ N we have yi = 	(B(S(i)A′)).
To simplify notation let, for each k ∈ N, (k) denote B(S(k)(A′)), and mf (k) = min(f ((k))). Let also 0(k) =
(k) ∩ mf (k), in other words, (k) is the only element ofB which is an initial segment of the kth shift of A′, and 0(k)
is the portion of (k) below f ((k)) (which is a set in B0); mf (k) is the ﬁrst element of f ((k)).
It is clear thatwe can ﬁnd a setX ⊆ Y with the following property: ifX is listed in increasing order byX={x0, x1, . . .},
for every i ∈ N, if xi = yj and xi+1 = yk , then (j)< (k). In other words, the elements of X come from elements of
BA′ which form a block sequence 〈si : i ∈ N〉 of elements ofBA′. We will show that any such X is in ′′[A]∞, and
therefore, since every subset of X comes from a sequence of sets in BA′ with the same property, [X]∞ ⊆ ′′[A]∞.
Fix such an X ⊆ Y , let 〈si : i ∈ N〉 be the corresponding block sequence of elements of BA′. We will deﬁne
D ⊆ A such that (D) = X by deﬁning a sequence 〈ti : i ∈ N〉 of elements of BˆA such that
(i) titi+1 for every i,
(ii) for every w ∈ B(ti ), f (ti ∪ w) = f (si), and
(iii) max ti = max f (si).
Let t0 = s0 ∩ max f (s0) + 1. Find an end extension u0 of ∗t0 inB with u0 <s1. Let r0 = u0 ∩ min f (u0). Notice that
s1 ∩ min f (s1) and r0, are in B0 and we can apply Proposition 4 to obtain an end extension v0 of u0 whose image
under f is f (s1). Let t1 = v0 ∩ max f (s1) + 1.
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Having deﬁned ti such that max ti = max f (si), let ui be an end extension of ∗ti in B with ui < si+1. Let ri =
ui ∩ min f (ui). Apply Proposition 4 to si+1 ∩ min f (si+1) and ri , to obtain an end extension vi of ui such that
f (vi) = f (si+1). Let ti+1 = vi ∩ max f (si+1) + 1.
This ends the deﬁnition of the sequence 〈ti : i ∈ N〉. Notice that for every i, the image by f of any end extension of
ti which is an element of BA is f (si).
PutD=⋃∞i=0 ti , it is clear now that for every i, ti is an initial segment ofS(i)(D), and thereforef (B(S(i)(D)))=f (si),
and thus (D) = X. 
4. Borel chromatic numbers
Let X be a set. Any binary relation R ⊆ X2 on X which is symmetric and irreﬂexive determines a graph G= (X,R):
the elements of X are the vertices of G, and for x, y ∈ X, {x, y} is an edge of G if xRy.
A coloring of G is a map c : X → K such that xRy ⇒ c(x) = c(y). If the cardinality of K is k, we say that c is a
k-coloring. The chromatic number of G is the smallest cardinal k for which G admits a k-coloring.
If X is a standard Borel space (i.e. a completely metrizable separable space, together with its 
-algebra of Borel sets),
the Borel chromatic number of G = (X,R) is the smallest cardinal k for which there is a Borel coloring c : X → K
where K is a set (of colors) of cardinality k.
If F : X → X is a Borel function, the graph GF = (X, F ) is deﬁned saying that {x, y} is an edge if and only if
x = y and y = F(x).
The graph ([N]∞, S), where S is the shift function given by F(A) = A\{min(A)}, provides an example of a graph
with chromatic number 2, and Borel chromatic number ℵ0. Since this graph is acyclic, choosing a vertex in each
connected component, a 2-coloring can be obtained: for each connected component, give the selected vertex a color
and then alternate the two colors as moving away from it. By the Galvin–Prikry Theorem [5], the Borel chromatic
number of this graph is ℵ0 (see [7,9]). The same is true for any graph of the form ([X]∞, S), where X ∈ [N]∞.
If A ⊆ [N]∞ is a non-empty Borel set, then by results of [7], the Borel chromatic number of the induced graph
(A, S) can only take the values 1, 2, 3, or ℵ0 (depending on the Borel setA). Question 8.3 of [7] asks whether the
Borel chromatic number of (A, S) is ℵ0 if and only if there is a set X ∈ [N]∞ such that [X]∞ ⊆A. Clearly, if there is
a set X ∈ [N]∞ such that [X]∞ ⊆A, then the Borel chromatic number of (A, S) is ℵ0, so the content of the question
is whether the converse holds. Namely, is it true that for any Borel subsetA of [N]∞, if the Borel chromatic number of
(A, S) is ℵ0 then there is X ∈ [N]∞ such that [X]∞ ⊆A? Using Theorem 2 we give a negative answer. It is enough
to ﬁnd a one–one continuous function  : [N]∞ → [N]∞ which commutes with the shift and satisﬁes the conditions
of Theorem 2.
To obtain such a function let, for example,B=[N]2 and let 	 : B→ N be 	({n,m})= 2n(2m+ 1) (where n<m).
There is a unique continuous  commuting with the shift corresponding to B and 	 in the following way: for every
X ∈ [N]∞,
(X)(n) = 	(B(S(n)(X))).
It is easy to verify that  is one–one, and therefore ′′[N]∞ is a Borel set (see, for example, [6, 15.1]). Notice that this
 is canonized by B itself and the identity function Id : B→ B. The hypothesis of Theorem 2 is satisﬁed, and thus
there is no X ∈ [N]∞ such that [X]∞ ⊆ ′′[N]∞.  commutes with the shift, so ′′[N]∞ is closed under the shift,
since if Y = (A), then S(Y ) = (S(A)). Therefore, the Borel chromatic number of the graph (′′[N]∞, S) must be
ℵ0, otherwise, given a ﬁnite Borel coloring of (′′[N]∞, S), taking pre-images by  we would get a ﬁnite coloring of
([N]∞, S), a contradiction.
The problemof characterizing thoseBorel subsetsA of [N]∞ forwhich the graph (A, S) has inﬁniteBorel chromatic
number remains open.
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