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Abstract 
In this paper, we describe an approach to computational modelling and autonomous learning of the perception 
of sensory inputs by individuals. A hierarchical process of summarization of raw data with heterogeneous nature is 
proposed. At the lower layer of the hierarchy, the raw data autonomously forms semantically meaningful concepts. 
Instead of clustering based on the visual or audio similarity, the concepts are being formed at the second layer of the 
hierarchy based on the observed physiological variables (PVs) like heartbeat, skin conductance, etc. and mapped to 
the emotional state of the individual. Wearable sensors were used in the experiments. Methodologically, we used the 
recently introduced Empirical Data Analytics (EDA) computational framework and the data partitioning method 
within EDA to form the data clouds (cluster-like formations with no pre-defined shape) autonomously and used 
AnYa type of IF-THEN fuzzy rule-based models to describe the mapping of the observable PVs to the emotional 
states. Multi-modal typicality distributions, which have properties like pdf and indicate the empirical likelihood 
distributions of the data, can be further derived without making prior restrictive assumptions traditionally required in 
statistical approaches. The quality of the classifier is evaluated by a confusion matrix and classification 
rate/precision. The experimental results are very encouraging: for this extremely complicated problem, we got 74.58% 
correct classification results without any pre-training. 
Keywords- computational modelling; autonomous learning; human perception; Empirical Data Analytics (EDA); 
AnYa type fuzzy rule. 
I. Introduction 
The nature of perception of the sensory inputs has been a subject of many studies [1], [2]. One aspect of these 
works is the psychological one [3], [4]; another one is the subjective mapping to fuzzy sets [5]. Some studies 
attempted to introduce computational modelling aspects [6]. Human emotions are very hard to analyse due to the 
individuals’ differences. In the recent decades, the machine learning techniques have been used  in studying and 
recognizing human emotions [7]. Different studies have been conducted to detect individuals’ feeling of stress using 
the computational classification/recognition models based on different features or to automatically recognize 
people’s personalities and their interaction styles based on their Facebook profile pictures [8].  Studies on 
personality recognition based on people’s essays has also been conducted [9].  
In this paper, we introduce and describe an approach to computational modelling of the learning process 
including the role of the individual’s perception. Our approach is different from the existing studies on cognitive 
neuroscience where the learning is considered at a neuron and brain elements (visual cortex, hypothalamus, etc.) 
level [10], [11]. It is also significantly different from the large body of literature on perception in a psychological 
context where the studies are qualitative and descriptive [1]–[4]. Instead, we adopt a systems-theory-based 
(cybernetic) approach to the problem focusing on the macro level information processing when the psychological, 
biochemical and bioelectrical aspects are deliberately ignored. Instead, the focus is on the individual’s perceptions 
observed through easy to measure (including with wearable sensors) physiological variables (PVs) and the brain of 
the individual being considered as a system, the state of which is of significance, not the internal components’ 
interactions. The proposed approach is generic in terms of all five types of sensory inputs (visual, auditory, tactile, 
aromatic and digestive). However, we limit our experiments to visual and auditory inputs only and we consider 
similarity based on the PVs and, respectively emotions, not in terms of visual or audio similarities. In our study, we 
consider the following easy to observe and measure PVs: heart beat and skin conductance. The proposed approach 
considers a layered hierarchical structure with the lower layer mapping and integrating the sensory inputs expressed 
(and measured) by observable PVs into generalized, aggregated data clouds. We consider this a sub-conscious 
process and, thus, unsupervised learning to take place. At a higher hierarchical level, these data clouds get semantic 
meaning and become concepts, such as “positive”, “negative”. In general, the granularity of the semantic categories 
can be higher, e.g. “beach”, “mountain”, “motorway”, “train”, “dog”, “door”, “gun” etc. or more complex, 
composite concepts such as “office”, “war scene”, “market place”, etc. In addition to this hierarchically layered 
scheme we consider the conscious decision-making block which may have a cognitive or deliberative feedback and 
is influenced by goals and results in (re-)actions of the individual. It further maps these semantically meaningful 
generalized concepts into emotions by a self-developing linguistically transparent AnYa type rule-based model [12]. 
In this paper we aim proof of concept and, therefore, limit our study to a steady state case and simple, not composite 
concepts (e.g. “positive” and “negative”) using images and music only and not active decision making cognitive 
feedback. We are aware, however, that in reality, a dynamic model, e.g. of the type of hierarchical Kalman filters 
type is more suitable; this will be studied in further works. For example, in [10], emotions were not considered and 
the study was limited to a single sensory (video) input. According to the proposed CyberMind approach, 
autonomous learning process maps the observable PVs which represent individual- and context/temporal- specific 
emotions. This corresponds to the subconscious manner our emotions are being associated and aggregated into types 
of subconscious reactions. That means that an individual does not need to do anything to produce these outputs or, 
something more, usually can hardly hide them even if wanted to (they are predominantly objective). Similarly, to a 
lie detector, essentially, we offer a “emotions” mapper/reader/model. This specific role of the emotions is very 
important in regards to understanding the nature of unsupervised learning in individuals. Furthermore, we propose a 
transparent IF THEN type linguistic model of AnYa type. It ca be used to classify unseen images and thus predict 
the emotional reaction of an individual during a given session of the experiment. We, further, propose and perform 
an experiment with wearable non-intrusive devices such as heartbeat and skin conductance sensors for identifying 
the emotions. As a result, we were able to learn and predict in 74.58% of the cases the emotional perception of 
specific images by an individual within a given session. The proposed approach contributes to the better 
understanding of the nature of perception and learning. It also offers opportunities to build tools and devices that can 
be useful for advertisement, medicine, entertainment, predicting reactions of professionals to specific situations, e.g. 
firefighters, police personnel, etc.  
The remainder of the paper is organized as follows. In section II we introduce the concept of the proposed 
approach. The methodology is described in section III. Section IV describes the experimental study as well as 
analysis of the results, finally, section V concludes the paper. 
II. The Concept of the Proposed Method 
In this section, the concept of the proposed approach will be described. We start with the observation that the 
nature of individual’s perceptions and learning are neither clearly probabilistic nor deterministic. A simple example 
that illustrates this is if we consider a memorable scene we may have seen just once in our life or think of the efforts 
it will take to learn a foreign language (say, as an example, for the authors of this paper, Japanese). Learning is 
clearly linked with emotions, associations and is not simply a matter of “repeat n times”. Associations in learning 
have been studied earlier from psychological point of view, e.g. in [10]. In computational intelligence, the fuzzy set 
theory [5] was proposed to represent mathematically the subjective preferences and claims to deal with perception. 
However, traditional approaches require a priori defined or assumed type of the membership functions (in the case 
of fuzzy sets theory [5]) or probability distribution functions (pdf) [13] in the probabilistic approach. In addition, the 
probabilistic approach also requires “large enough” (or theoretically infinite) amount of data, their 
independence/orthogonality to build a credible model.  
 
In this paper, we propose to build a macro-level cybernetic model of the mapping of the sensory input to the 
emotions represented by the observable PVs. We consider this as a step (phase A, Fig. 1) towards a better 
understanding and as a (sub-conscious) part of the more complex problem of the process of individual’s learning. 
We will focus on phase A and will only consider (without limiting the generality of the concept) visual and 
audio inputs (uk) and heart beat rate (bmp) and skin conductance (in micro Siemens, μS) as observable PVs (in this 









k+∆E); where ∆E denotes the delay in expressing emotions to a sensory (in this study, visual) input (usually this 
is reported to be less than 10s; obviously, this is person-specific and different for different types of sensory inputs); 
∆A denotes the delay in (re-)actions which may be longer or may never take place and is not a subject of this paper. 
The cognitive feedback (dotted line in Figure 1) exists in real life in most of the cases when we are awake and 
conscious, but we will ignore it and we will also consider steady state only (in reality there are also transients related 
to the fact that we continuously get different sensory inputs). 
We argue that everything else is being learned through experience and we propose a method to mathematically 
model this process within the systems theory and cybernetics framework. To the best of our knowledge, this is the 
first such comprehensive model within the cybernetics framework. We also argue that the learning of people is 
 
Fig. 1. A system-theory-based view of the mapping of sensory inputs to emotions (and further to actions) 
always linked with emotions and a cognitive feedback in addition to the emotions and, thus, disposition (positive or 
negative) to learning. However, it is very often (especially in adults) of unsupervised type of learning in the broader 
sense that no “external teacher” or external feedback of stimulus may be present and still we can continue to learn 
autonomously and dynamically evolve our own understanding of the world [14]. This hypothesis has strong links 
with the ART concept by Carpenter and Grossberg in regards to the threshold and arousal when new information is 
presented [11].  
In this paper, we consider a layered hierarchical structure of learning and “making sense” from the sensory 
inputs as depicted in Fig. 2.   
 
In particular, we consider, a three layered structure (L=3), where Layer 1 corresponds to forming relatively 
small number of concepts with clear semantic meaning, aggregating and integrating the raw multi-modal data 
streams (visual, auditory, aromatic, etc.). Examples of such concepts can be “good”, “bad”, “door”, “window”, 
“flowers”, “beach”, “motorway”, etc. It is also possible that more complex, composite concepts are also formed such 
as “market place”, “war”, “hospital”, “office”, etc. The process of forming concepts based on clouds of data with 
similar properties is not considered in detail in this paper, but this can be automated as described in [15]. This 
 
Fig. 2. A layered hierarchy of making sense from data (CyberMind architecture) 
 
 
process can be done with a cognitive feedback (the dotted line in Figure 1) or in some cases sub-consciously in a 
fully unsupervised manner when we associate some scene or music etc. with previously seen examples and concepts. 
Data clouds are like clusters, but are shape-free and form a Voronoi tessellation in the feature space [12], [14], [16]. 
This process of reducing the vast amount of raw data into a much smaller amount of concepts identifying meanwhile 
possible outliers [16], [17], Figure 1. In real life, examples of data clouds can be images of, sound from cars; dogs, 
etc. that we encounter throughout our lives.  
According to the CyberMind architecture, at the second layer of the hierarchy these data clouds that represent 
semantic concepts can be linked into rules, story lines, graphs and labels can be assigned to them optionally. Our 
hypothesis is that by memorizing only the concepts (focal points of data clouds) plus outliers identified such as 
landmarks instead of the huge amount of raw data people they encounter in their live they are able to cope with this 
real life Big Data problem. In this way individuals transform this overwhelming amount of heterogeneous data into a 
manageable and individually specific subset of:  
a) data clouds forming rules, labelled, organised into other structures for successive use in the conscious phase 
B for inference, prediction, decision making and (re)actions;  
b) certain number of outliers that (for good or bad) has been memorised, too (mainly subconsciously).  
Indeed, there are many studies which report that the people during sleep (unconsciously) revisit the raw data, 
reorganise it or various outliers come to attention [18], [19]. We are aware that better results may be achieved using 
EEG or ECG which are more informative but we deliberately do not consider these because we aim non- or 
minimum intrusiveness. Indeed, [20] demonstrated that different emotional states such as happiness, sadness and 
grief, anger, neutral state, etc. can be recognised based on physiological cues measured through heartbeat rate, skin 
conductance, oxygen level in the blood, etc. An example of a real experiment conducted in Carlos III University, 
Spain in September 2015 are depicted in Fig. 3, where two individuals’ heart beat rate and skin conductance level 
were measured on one day in response to the same sequence of images and music/audio. This demonstrates the 
variability and the importance of the individual’s specifics and the limitations of the “one size fit all” type of 
averages usually used in traditional statistical approaches where a response of a group of people is being modelled.  
In this paper, we do not detail the decision making and (re-)action phase which is conscious and follows the 
process at the second layer of the hierarchical layered structure we propose. Instead, we focus on the first phase, 
phase A, which may take place sub-consciously (and, thus, in an unsupervised manner) where perceptions of 
individuals are being formed and emotions are expressed. We further simplify the real life case by considering only 
simple (not composite) concepts (e.g. “positive” and “negative”) and only steady state (not transient and dynamic) 
model. We offer a hint how this can be addressed in further research. 
III. Methodology 
In this section, we will introduce the theoretical basis employed by the proposed method for learning and 
modelling individual’s perceptions. 
A. Empirical Data Analytics  
 
Due to space and other limitations, we will not introduce the details of the EDA (Empirical Data Analytics) 
computational framework. Its main distinctive feature is that without the need for prior assumptions about the data 
distributions, amount of data or their (in)dependence or even their randomness or deterministic nature we can 
directly (without iterative cycles and loops, in a recursive manner) derive multi-modal typicality distributions which 
have same properties as the pdf, e.g. integrate to 1 [21]–[23]. With the EDA framework, one can partition the 
collected experimental data and group into data clouds [16]. These can then be labelled, for example, “Emotional 
state 1”, “Emotional state 2” and so on, see Fig. 4, where the values are centred ( subtracted mean). In the rest of this 
paper, ES 1 represents the emotional state 1 and ES 2 represents the emotional state 2. 
Furthermore, the continuous global typicality can be build, see Figs. 5 and 6, which is a measure of the 
likelihood and is fully based on the observed data samples without making any prior assumptions, i.e. the 
distribution of the data. In fact, if the distance metric that is used is Euclidean it takes Cauchy form which is quite 
similar to the Gaussian function [22], [24]. 
    
Fig.3. Observed PVs of the individual 1 and individual 2    Fig.4. Data clouds formed based on the PVs in Fig. 3  
 B. Fuzzy rule-based classifier of 0 order AnYa type: 
AnYa is a new type of FRB systems introduced by Angelov and Yager [12]. Compared with the Mamdani and 
Takagi-Sugeno type FRB systems, the antecedent part of the AnYa type FRB system is revised and simplified.  
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                              (a) Individual 1                                                                    (b) Individual 2 
Fig. 5 The 3D continuous global typicality built based on individuals’ data as described in [16],[23] 
 
                               (a)  Individual 1                                                                    (b) Individual 2 
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where the data was centred using the subtracted mean. 
With the fuzzy rules, one can model the individual’s emotional reaction to similar images and music. This is, 
however, individual- and temporal/context- specific. That means, the models are not quite stable across various 
people and even for the same individual across different days – see Fig. 7, in which, are the first three days’ 
experimental results of individual 3 and individual 4. 
 
Fig.7. The experimental results of individual 3 and individual 4 for the first 3 sessions (days) 
The reason is that people have different emotional history, background and inertia (a change of emotions does 
not immediately lead to a change in the observable PVs). 
IV. Experimental Study and Analysis 
In this section, we will study the results of the real experiments conducted in Carlos III University in 
September 2015. In these experiments, 10 individuals were invited and the set of experiments lasted 5 days. On each 
day, researchers took the reading of the wearable sensors for measuring reaction (in terms of heart beat rate (in bpm) 
and skin resistance (in μS)) of the experimental subjects towards two sets of images and music (negative and 
           
        Fig. 8. A photo taken during one of the experiments        Fig. 9.  Wearable sensors used in the experiments 
 
Fig. 10.  Example images used in the experiments 
 
positive). The images were different on each day. The two sets invoked two different types of emotions for each 
person and each session (day). Each session consisted of 4 sections and lasted for approximately 22 minutes, the 
main procedure of each experimental session as follows. 
Section 1: 600 seconds; 1 pink image; no background music. 
Section 2: 200 seconds; 40 positive images (5 seconds per image); background music: Kool and the gang 
- Celebration.  
Section 3: 300 seconds; 1 pink image; no background music. 
Section 4: 200 seconds; 40 negative images (5 seconds per image); background music: Slayer - Angel of 
Death.  
Two wearable sensors were used to measure the skin conductance and heart beat rate of each experimental 
subject during each session. The skin conductance sensor gave 2 measures per second. The heart beat rate sensor 
gave 1 measure per second. Researchers took the readings of the wearable sensors during section 2 and section 4 
only. In the duration of each positive/negative image (5 seconds), the sensors provided 10 skin conductance 
measures and 5 heart beat rate measures, and we only considered the average values of the 5 seconds’ measures for 
higher precision.  
A photo taken during one experiment is given in Fig. 8, and the wearable sensors used for the experiments are 
presented in Fig. 9. A video taken during one experiment session is downloadable from 
(https://www.dropbox.com/s/dvrazuu0rwkcrfu/videoExperiment_v3_21092015.avi?dl=0). By filtering out the 
obviously abnormal data points (i.e. no or very low ( 40bpm ) heart beat rate, no change in heart beat rate and skin 
conductance during the whole experiment) due to the failure of wearable sensors, we obtained the data that is 
downloadable from (https://www.dropbox.com/s/xepi1i7nwqnemxx/CYBERMIND_Data.rar?dl=0). The details of 
the data are given in Table 1.   
Based on the five days’ data, we can partition the experimental subjects’ wearable sensor data into data clouds 
autonomously and objectively [25] to gain a better understanding on how they react to two different sensory input 
(images and music). Figs. 11 and 12 illustrate the data clouds and the continuous global typicality based on the third 
and fourth subjects for all the five days during which the experiment took place. Due to the individual differences, 
the values of PVs measured were centred with the subtracted mean in advance.  
One can see that there are differences between the two individuals. On the other hand, the variability between 
the five days for these individuals is not as much as for the other eight volunteers, Fig. 13 as an example, in which 
this subject 5 and 6’s reactions (emotional states) towards the positive and negative images and music during the 
two days are inverse, and the value ranges are also different. 
Table 1. Amounts of valid PVs observed per person per day and overall 
 Number of valid data sample 
Individual # Day 1 Day 2 Day 3 Day 4 Day 5 Overall 
1 40/40 
a
 38/40 40/37 40/40 40/40 198/197 
2 40/40 40/40 40/40 38/31 40/40 198/191 
3 40/40 40/40 38/39 40/39 39/40 197/200 
4 39/40 36/40 38/40 39/36 37/40 191/196 
5 0/0 40/40 38/33 39/39 40/40 157/153 
6 40/40 0/0 32/40 40/40 40/40 152/160 
7 40/40 40/39 39/40 40/40 40/40 199/199 
8 40/37 39/40 39/40 40/40 40/40 198/197 
9 40/40 40/40 40/40 40/40 40/40 200/200 
10 40/27 39/40 39/40 40/40 40/38 199/175 
                                                                                                    
 a
 Amounts of readings in positive/negative sets 
 
Due to the complex influences of living environments, fatigue as well as other factors on human body, there 
are additional uncertainties. Nonetheless, we found out that, although each person reacted differently and even at 
each session the same person reacted differently, the data clouds being formed were quite compact and distinct 
between each other even if moved around or even swapped at some point for some rare cases (Figs. 7 and 13). 
Therefore, one can conclude that during a particular session of the experiment, a particular volunteer’s reactions 
towards the “positive” and “negative” images and music are highly separable. Moreover, there was no need to label 
the two emotional states. By forming data clouds (data partitioning) autonomously the classification was made by 
association with the previous observable PVs data. In this way, the classifier is really autonomous and reflects the 
sub-conscious nature of the learning taking place in humans.   
We conducted additional experiments to test and analyse the results in terms of “Did we achieved what we 
hoped to achieve – can we cluster the observable PVs into emotions automatically; can we predict what emotions 
new, unseen images are more likely to invoke”. As we stressed in the previous paragraph, by “positive” and 
“negative”, we can consider the two PV pairs that are clustered into different data cloud/cluster. For this purpose, we 
built a fully autonomous AnYa type self-learning fuzzy rule-based zero order classifier [26] per person per day, and 
learn to classify the individual’s perceptions. The actual human-intelligible labels (“positive” and “negative”) 
require cognitive feedback (see, Fig.1) and are part of the second stage of the 2 hierarchical structure/ architecture 
(see Fig. 2).  
We started by considering the first pair of observable PV data point that corresponds to an image and a piece 
of music from both categories (“positive” and “negative”) to be the sole training data samples. In this way, we 
consider per person per day a scenario whereby every data sample is given automatically by the classifier a label that 
is “1” or “2” and it corresponds to the two images and music pieces for which the emotional state (and respectively, 
the class label) is different, respectively “positive” and” negative”. Indeed, the labels are related to what we think 
about these groups, while grouping similar emotional reactions into clusters/groups and later stating "the current 
emotional reaction is similar to A or B” where A and B are concepts/data clouds/clusters-like groupings can be done 
subconsciously and, thus, autonomous.  Thus, the classifier predicts the class (or otherwise, the person’s reaction) to 
any future image into one of the two types that were at the very beginning fully autonomously The focal points of 
the data clouds are formed by self-learning as follows. Initially, the first pair/2D point of PVs data for each data 
cloud are used and then these are being updated automatically. The focal points are critically important and 
sufficient to form data clouds because they are formed like Voronoi tessellation by assigning each new coming data 
point to the nearest focal point [24], which means that the system is self-learning to reflect the sub-conscious nature 
of learning that takes place in humans. Notice, that we do not need to know exactly the label (“positive” or 
“negative”, “good” or “bad”, etc.). We simply need to know that they are different, not the same. So, the scenario is 
fully autonomous. It is per person and per day; that means, not universal “one size fit all”, but that is logical – 
humans react differently and also the same human comes next day to the experiment with a psychological baggage.  
 
The results (in the form of confusion matrix) of applying the autonomous data cloud formation method [1] and 
the AnYa type self-learning fuzzy rule-based zero order classifier are tabulated in Table 2. The corresponding 
classification accuracies are tabulated in Table 3.  The evolution of the fuzzy rules based on the data from 
individuals 7, 8, 9 and 10 measured on the last day are presented in Table 4, in which we can see that, the final fuzzy 
 
                          a) Data clouds                                                      b) Global typicality 
Fig. 11. Experimental results for the third individual 
 
                          a) Data clouds                                                           b) Global typicality 
                                             Fig. 12. Experimental results for the fourth individual 




 experimental subjects changed in comparison to their initial values based on the first  and the 
only training data pair per class.  
 
 
Fig. 13. Differences in reactions of the fifth and sixth individuals during different sessions (days) 








  Day 1 Day 2 Day 3 Day 4 Day 5 













































Positive 34 5 22 15 3 36 39 0 36 3 
Negative 27 12 2 37 32 4 0 39 9 30 
2 
Positive 39 0 39 0 39 0 16 21 39 0 
Negative 0 39 0 39 0 39 29 1 0 39 
3 
Positive 39 0 39 0 19 18 39 0 38 0 
Negative 0 39 0 39 19 19 0 38 1 38 
4 
Positive 33 5 35 0 24 13 38 0 36 0 
Negative 6 33 4 35 15 24 0 35 3 36 
5 
Positive   38 0 21 16 13 25 39 0 
Negative   0 35 0 32 0 38 0 39 
6 
Positive 33 6   6 25 39 0 39 0 
Negative 6 33   8 31 0 39 1 38 
7 
Positive 38 1 39 0 25 13 39 0 32 7 
Negative 33 6 0 38 22 17 0 39 29 10 
8 
Positive 27 12 7 31 32 6 27 12 39 0 
Negative 33 3 1 28 20 19 6 33 0 39 
9 
Positive 36 3 3 36 3 36 23 16 39 0 
Negative 0 39 36 3 24 15 31 8 0 39 
10 
Positive 39 0 25 13 32 6 39 0 34 5 
Negative 0 26 23 16 27 12 1 38 30 7 
 
The overall classification rate we achieved is around 75% with some people (individuals 2,3,4,5,7) being 
“predictable”, while some others (individuals 1,8,9) being more complex to predict, especially on some days.  
 
 
Firstly, all the predictions were conducted based on only two features (heart beat rate and skin conductance), 
but human body is very complex, two features are far from enough to properly describe the human reactions. As a 
result, we need to further study the human bodies and collect more related data.  
Table 3. Prediction Accuracy (per person per day and overall) 
Individual # 
Prediction Accuracy 
Day 1 Day 2 Day 3 Day 4 Day 5 Overall 
1 0.5897 0.7564 0.0933 1.0000 0.8462 0.6481 
2 1.0000 1.0000 1.0000 0.2537 1.0000 0.8458 
3 1.0000 1.0000 0.4935 1.0000 0.9870 0.8741 
4 0.8571 0.9459 0.6316 1.0000 0.9600 0.8501 
5  1.0000 0.7681 0.6711 1.0000 0.8226 
6 0.8462  0.5286 1.0000 0.9870 0.8269 
7 0.5641 1.0000 0.5455 1.0000 0.5385 0.7111 
8 0.4000 0.5224 0.6623 0.7692 1.0000 0.6430 
9 0.9615 0.0769 0.2308 0.3924 1.0000 0.5200 
10 1.0000 0.5325 0.5714 0.9872 0.5395 0.7166 
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 Secondly, in our experiments, the environments and other factors that may influence the results were neglected 
in order to simplify the modelling process. However, those factors are very important, for example, if someone 
washed his hands before experiments, his skin resistance could be largely changed.  
Moreover, in many cases, the wearable sensors as we used in the experiments failed to give very reliable 
readings. This problem can be solved by using more precise sensory devices.  
V. Conclusion 
In this paper we study and experiment in laboratory environment with real individuals about the learning of 
individual's perceptions to visual and auditory (and we extrapolate to the other three types of sensory) inputs. We 
argue that the perceptions and reactions are individual as well as context and time-dependent, however, are 
predictable and stable during a given session. Moreover, we propose a systematic mathematical and computational 
cybernetic model as well as a fully autonomous methodology to cluster and classify the emotional expression of the 
individual's perceptions by using the recently introduced empirical data analytics computational framework. We 
simplify the real experiments focusing on two observable/measurable physical variables (PVs): heart beat rate 
measured using a wearable low cost sensor and skin conductance (also measured by a wearable low cost sensor), 
and thus, we consider the similarity between PVs and, respectively, emotions. As a result, we form fully 
automatically, online and in real-time data clouds (cluster-like sets of data) that corresponds to the two emotional 
states (positive and negative feelings). Furthermore, without explicitly using any label, a set of IF ...THEN ... type 
self-evolving fuzzy rule-based classifiers of zero order is proposed and developed which is able to classify the 
emotional state for a given measurement of PVs (these correspond to images and audio signal/music). Due to the 
fact that, despite that each person reacted differently and even at each session differently, the data clouds formed 
empirically from the observed PVs were quite obviously compact and yet distinct between each other even if moved 
around or even swapped at some point for some rare cases, we were able to achieve very encouraging results: for 
this extremely complicated problem, around 75% correct classification results is obtained without any pre-training.  
Indeed, the proposed classifier is autonomously self-learning to reflect the sub-conscious nature of learning that 
takes place in humans. For each measurement pair of the PVs the most likely class is assigned based on similarity 
and proximity in the data space while the labels are not important (e.g. emotional reaction type "1" and "2" or same 
reaction as the first measurement or a different one and so on. Indeed, human-intelligible labels "positive" or 
"negative", "good" or "bad" assume conscious involvement of a decision, while it is well-known that humans can 
associate images, sounds, etc., to previously seen ones even if the labelling may be difficult, questionable or 
impossible. Such an autonomous classifier as the proposed one can also be used as a kind of a lie detector or 
identifier of emotional reactions even if the individual is not actively taking part by labelling them - the emotional 
reaction will actually speak for itself and provide the ground truth. The proposed classifier automatically groups 
similar emotional reactions into data clouds and associates the current emotional reaction with the concept identified 
previously by autonomous data partitioning (clustering-like procedure). The proposed methodology can also be used 
to build and evaluate quantitatively emotional and psychological profiles of people and professionals working in 
stressful or responsible situations, for medical and advertising purposes. Of course, this can only end in grouping the 
same types of reaction and will not ultimately place a human intelligible label. However, the result can be 
interpreted as "IF (the values of the observable PVs are similar) THEN (the images, audio/music invoke in this 
particular individual during this session the same type of reaction)". The labels that remain to be placed are the same 
across all individuals and all days of experimental sessions. In this way, the only input if necessary is to actually 
place the labels of "positive" and "negative" once. This type of a fully autonomous classifier is quite new (in fact, we 
recently published a method for fully autonomous FDI (fault detection and identification) which is based on similar 
principles) and we argue is quite suitable to represent the way people actually learn. That is, we argue that 
unsupervised learning is quite important form of mapping the world we live in into human perceptions, emotions 
and reactions (the sub-conscious aspect).   
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