Distributed Locally Non-interfering Connectivity via Linear Temporal
  Logic by Riess, Hans et al.
Distributed Locally Non-interfering Connectivity via Linear Temporal
Logic
Hans Riess1 Yiannis Kantaros2 George Pappas1 Robert Ghrist1,3
Abstract— In this paper, we consider networks of static
sensors with integrated sensing and communication capabili-
ties. The goal of the sensors is to propagate their collected
information to every other agent in the network and possibly a
human operator. Such a task requires constant communication
among all agents which may result in collisions and congestion
in wireless communication. To mitigate this issue, we impose
locally non-interfering communication constraints that must
be respected by every agent. We show that these constraints
along with the requirement of propagating information in the
network can be captured by a Linear Temporal Logic (LTL)
framework. Existing temporal logic control synthesis algorithms
can be used to design correct-by-construction communication
schedules that satisfy the considered LTL formula. Nevertheless,
such approaches are centralized and scale poorly with the
size of the network. We propose a distributed LTL-based
algorithm that designs communication schedules that determine
which agents should communicate while maximizing network
usage. We show that the proposed algorithm is complete and
demonstrate its efficiency and scalability through numerical
experiments.
I. INTRODUCTION
Current demands in the Internet of Things (IoT) [3]
implore the need for more adaptable, laissez-faire, and
efficient connectivity scheduling protocols as more wireless-
connected and increasingly mobile devices require transmit-
ting data to nearby devices more frequently than ever before,
with increased needs for privacy and security as well. The
market-ready 5G standard [1] offers drastic improvements in
latency, base-station capacity, and data rates, and moves away
from the base-station centered network topology in favor
of a more complex device-centered topology. In low-range
wireless or LIDAR (Light Detection and Ranging) networks,
especially sensor networks, the topology of both the network
and the coverage region can be uncertain or unknown to
command units. These considerations highlight the need for
more sophisticated scheduling protocols informed by topol-
ogy of the network. One such approach to optimize network
usage while avoiding collisions is to allow the presence of
simultaneous access to the network while satisfying a local
non-interference rule.
In particular, in this paper we consider networks of static
sensors with integrated sensing and communication capa-
bilities. The sensors collect information about the ambient
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environment which needs to be available to everyone in the
network and possibly a human operator. Such tasks require
constant communication among all agents which may result
in collisions and congestion in wireless communication. To
mitigate this issue, we propose a novel distributed algorithm
that designs communication schedules that determine which
agents should communicate (i.e., which communication links
should be activated) and when communication should happen
while optimizing network usage. The schedules are designed
by solving an optimal temporal logic control problem. In
particular, we define a Linear Temporal Logic formula [4]
that requires all available communication links among agents
to be activated infinitely often to ensure that information can
be propagated across the network while respecting local non-
interference constraints that require each agent to commu-
nicate to only one agent at a time. Schedules that satisfy
the considered temporal logic specification can be computed
by employing existing temporal logic control synthesis al-
gorithms [27], [19], [7], [4] or off-the-shelf model checkers
[13]. Nevertheless, such approaches are centralized and scale
poorly with the size of the network. To mitigate this issue,
we propose a distributed approach that relies on decomposing
the network into smaller networks via commanding agents
that compute plans for sensors in their range.
We show through simulation studies that the proposed
Locally Non-interfering Connectivity (LNC) method can be
used to design schedules for large static sensor networks. Our
key contribution to the literature is a distributed method for
satisfying linear temporal logic constraints distributed over
a network. As a secondary contribution, we open a new line
of research that studies information propagation over graphs
subject to semantic constraints (e.g. in linear temporal logic
or other modal logics).
Related Research: Several works have been proposed
to design controllers that ensure point-to-point or end-to-
end network connectivity of mobile robot networks for
all time. Such controllers either rely on graph theoretic
approaches [31], [15], [32], [26], [30] or employ more
realistic communication models that take into account path
loss, shadowing, and multi-path fading as well as optimal
routing decisions for desired information rates [33], [29],
[18], [28]. Intermittent connectivity methods that allow the
mobile agents to temporarily get disconnected to accomplish
their tasks and occasionally get back to connected config-
urations have also been proposed [12], [16]. Connectivity
scheduling problems for static networks, similar to the one
considered here, are addressed in [34], [6]. In particular, [34]
addresses the control of switching networks via Laplacian
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dynamics in which nodes can alternate between sleep and
active states while guaranteeing a multi-hop path to and
from a subset of boundary nodes. Note that [34] address
a point-to-point connectivity problem while here our goal is
to ensure that information collected by any sensor at any
time will eventually be propagated to any other sensor. A
connectivity scheduling problem is posed and solved via
mixed-integer programming in [6], although the goals of
the problem addressed there (i.e. providing communication
services to static nodes) are different from ours. As a novel
contribution of this paper, we furnish a distributed algorithm
to design communication schedules over wireless sensor
networks that maximize network usage and respect non-
interference constraints as specified by an LTL formula.
Outline: The rest of the paper is summarized as follows.
In Section II, we formally define the scheduling connectivity
problem with non-interference constraints that is solved
by a distributed algorithm presented in Section III-B. In
Section IV, we present simulation studies that validate the
efficiency of the proposed approach. In Section V, we discuss
a blueprint for a completely decentralized solution to our
scheduling problem, as well as posit a modification of our
main Algorithm to better suit networks whose links are not
determined by proximity.
II. PROBLEM FORMULATION
Consider a collection of N stationary agents located at
positions xi, i ∈ {1, . . . , N} with integrated sensing and
wireless communication capabilities that are placed in key
locations where continuous sensing and communication is
required. Assume X = {xi}Ni=1 is a subset of Z, a compact
(equivalently, closed and bounded) subset of Rd. Each agent
collects information that needs to be propagated to all other
agents and possibly a user. Specifically, we assume that each
agent is capable of communicating with any other agent that
is within range r > 0. This setup can be modeled as an
undirected graph G = (V, E) where V = {1, . . . , N} is the
set of nodes and E = {ij| ‖xi − xj‖ ≤ r} ⊆ V × V is a
set of edges, or links. For any node i ∈ V , let Ni be a set
that collects all neighbors of i, i.e., Ni = {j 6= i| ij ∈
E}. Similarly, define the k-hop neighborhood of a node,
Nk(i). Also, for any edge ij we define the neighborhood
of a link, Nij = {i′j′| (i′ = i, j′ ∈ Ni) ∨ (j′ = j, i′ ∈ Nj)}
that collects all edges associated with nodes i and j. For
convenience, let Br(x) = {y | ‖x− y‖ < r} denote the
open ball of radius r centered around x.
To ensure propagation of information, frequent inter-
mittent communication among all agents is required. This
may result in communication congestion, especially in large
and dense networks. Therefore, we impose locally non-
interfering communication constraints. In particular, we re-
quire that when communication between nodes i and j
happens, i.e., when the communication link ij is active, all
other communication links in the set Nij are deactivated. We
say that the network is locally non-interfering at link e ∈ E ,
when all links e′ ∈ Nij are deactivated. Also, the network
is globally non-interfering if it is locally non-interfering for
every edge e ∈ E . Our goal is to compute a schedule that
determines the order in which the links should be activated
so that (i) all links are activated infinitely often to ensure that
information collected by any sensor node will eventually be
transmitted to all other nodes while (ii) ensuring globally
non-interfering communication all the time.
To formally model requirements (i)-(ii), we employ Linear
Temporal Logic (LTL). The basic ingredients of LTL are a
set of atomic propositions AP , the boolean operators, i.e.,
conjunction ∧, and negation ¬, and two temporal operators,
next © and until U . LTL formulas over a set AP can
be constructed based on the following grammar: φ ::=
true | pi | φ1 ∧ φ2 | ¬φ | © φ | φ1 U φ2, where pi ∈
AP . For brevity we abstain from presenting the derivations
of other Boolean and temporal operators, e.g., always ,
eventually ♦, infinitely often ♦, at some point forever ♦,
disjunction ∨, and implication ⇒, which can be found in
[4]. Specifically, requirements (i)-(ii) can be captured by the
following LTL specification:
ϕ =
∧
ij∈E
ϕij , (1)
that requires the LTL sub-formula ϕij to be true for all links
ij ∈ E , where
ϕij = 
piij ⇒ ∧
i′j′∈Nij
¬pii′j′

︸ ︷︷ ︸
(a)
∧ ♦piij︸ ︷︷ ︸
(b)
, (2)
where piij is Boolean variable that is true whenever link
ij is activated. Note that formula (2) requires link ij to be
activated infinitely often while respecting the locally non-
interference constraints, i.e., that all other links e′ ∈ Nij are
deactivated, as captured by part (b) and (a), respectively.
Modeling Link Activations as Transition Systems
To design a schedule for all agents, i.e., infinite sequences
of activated links, that satisfy (1), we view the discrete-time
dynamical system of link activations as a transition system,
TS. First, we model a single link ij as a transition system.
Definition 1: Given a link ij ∈ E , we define the link
transition system, TSij = (Qij , qij0 ,Σ
ij ,→ij ,APij , oij),
where
• Qij = {q0, q1} is the set of states where the states
q0 and q1 encode that the link ij is activated and
deactivated, respectively
• qij0 is an initial state (i.e., initially ij is deactivated)
• Σij is the control input alphabet, switch or standby
• APij = {piij} are the atomic propositions
• qk
σ−→ij qk′ are state transitions where σij ∈ Σij
• oij is an observation map taking a state to oij(q) ∈ 2AP
Then, we define a transition system modeling the entire
network.
Definition 2: From a collection of TSij , define the prod-
uct transition system, TS = (Q,Q0,Σ,→,AP, o), where
• Q =
{
qI
}
E∈2E are states
• Q0 ⊆ Q are initial states
• → =
{
qE
σ∈Σ−−−→ qE′
}
are transitions
• AP = {piij}
ij∈E are the atomic propositions
• o : Q → 2AP given by qE 7→ {piij}
ij∈E is the
observation map
We enrich our transition system with an associated cost
to transition from any given state to another; we recommend
three possible distances on 2E (Fig. 1).
Transition costs can encourage goals manifold, including
but not limited to (i) fostering propagation of information, (ii)
reducing energy costs associated to link rerouting, connection
activation, or transmission power consumption, and (iii)
avoiding trivial or undesirable (inefficient) traces (i.e. activate
one edge at a time).
Definition 3: A (metric) weighted transition system with
cost function, c : Σ→ R+, is a pair, (TS, c), where
c :
(
qE
σ∈Σ−−−→ qE′
)
7→ d(E,E′) (3)
For a finite trace τ , define the cost to go,
Jˆ(τ) =
|τ |−1∑
t=1
c(τt−1, τt) (4)
Our goal is to compute a schedule τ = τ(1)τ(2) . . .
defined as an infinite sequence of states of TS that satisfies
ϕ. In other words, τ determines the order in which links
are activated and τ(k) ∈ Q collects the links that should
be active at the k-th discrete time instant. Given any LTL
formula ϕ, if there exists a schedule τ satisfying ϕ, then
it can be written in a finite representation, called prefix-
suffix structure, i.e., τ = τpre[τsuf]ω , where the prefix part
τpre = τ(0), τ(1), . . . , τ(K) is executed only once followed
by the indefinite execution of the suffix part τsuf = τ(K +
1), τ(K + 2), . . . , τ(K + S), where τ(K + S) = τ(K) and
ω denotes the indefinite execution of τsuf. Among all prefix-
suffix schedules that satisfy ϕ, we select one that incurs the
minimum cost defined as
J(τ) = Jˆ(τpre) + Jˆ(τsuf). (5)
The problem we address in this paper can be summarized
as follows.
Problem 1: Compute a schedule τ in a prefix-suffix form
that satisfies the communication task captured in (1) and
minimizes the cost function (5).
III. DESIGN OF NETWORK SCHEDULE
A. Centralized
Existing approaches can be employed to solve Problem 1
that rely on a coupling between the transition system, TS,
distance d(E,E′); E,E′ ⊆ E
Jaccard 1− |E∩E′||E∪E′| ; d(∅, ∅) = 0
optimal transport min
T :E→E′
∑
i∈vert(E) ‖xi − xT (i)‖
Hausdorff mini∈vert(E) maxi′∈vert(E′) ‖xi − xi′‖
Fig. 1. Three possible cost functions on the weighted transition system.
and what is called a Bu¨chi automaton.
Definition 4: A Non-Deterministic Bu¨chi Automaton
(NBA) is a tuple, B = (S,Σ, δ, S0, F ) where
• S is a finite set of states
• Σ is an input alphabet
• δ : S × Σ→ 2S
• S0 ⊆ S is a set of initial states
• F ⊆ S is a set of accepting states
The global transition system and NBA are coupled so
that Σ = 2AP . We say that B accepts an input word,
σ = σ0σ1σ2 · · · ∈
(
2AP
)ω
, if there is at least one (possibly
many since B is non-deterministic) sequence of states, τ =
s0s1s2 · · · ∈ Sω , such that s0 ∈ S0 and |{t : st ∈ F}| =∞.
We say an LTL sentence ϕ is translated into an NBA, Bϕ,
if a σ |= ϕ if and only if σ is accepted by Bϕ.
It is known that every LTL sentence can be translated into
an NBA (for a proof see [4][p. 278]). Once we have trans-
lated ϕ into Bϕ, we construct the Product Bu¨chi Automaton
(PBA), P = TS
⊗
Bϕ (see [4][p. 200] or [5][p. 42]). After
quotienting out the underlying digraph of P by strongly
connected components, we perform a graph search for paths
beginning at an initial state q0 that visit an accepting state
in Q×F infinitely often. Projecting this path in P onto TS
yields a trace τ |= ϕ. The corresponding output word, τo,
is an infinite sequence of subsets of activated edges solving
Problem 1.
B. Distributed
The centralized (optimal) solution to Problem 1 on G—
having exponential time complexity—is resource demand-
ing and computationally expensive, unmanageable even for
relatively small networks as confirmed by our experiments.
Even if larger networks are manageable with more powerful
computers, the centralized algorithm is not scalable: our goal
in this section is to solve Problem 1 in such a way that does
not depend much on |E|.
In the sequel we do not assume sensors are capable of
computing temporal logic plans; hence, we will employ
additional agents called commanding agents or command
nodes with this capability. Commanding agents form an
intermediate layer of schedulers who compute schedules for
sensors under their respective jurisdictions, then push theses
schedules down to the executing sensor nodes.
We offer a robust approach—in principle, improving
scalability—in which (additional) commanding agents (i)
solve the local LNC problem for all sensors in their coverage
region, and (ii) a global LNC problem is solved on the
network formed by these commanding agents (Fig. 2). As an
additional feature to the distributed approach, if new sensors
are deployed or existing sensors fail, new plans need only
be re-synthesized by commanding agents in range of these
sensors.
We assume commanding agents have computing capabil-
ities, and wireless communication capabilities, both among
themselves and with sensing nodes. We also assume com-
mand agents have geospatial awareness. (Recall, we do not
assume rank-and-file sensors have knowledge of their own
Fig. 2. Sensor network with two command nodes (grey). LNC plans
for G1 (yellow/black edges) and G2 (green/black edges) synthesized by
command nodes 1 and 2 respectively. Command nodes alternate executing
their respective traces.
positions or other sensors’ locations.) Command agents,
once deployed, remain at positions, cj , j ∈ {1, . . . ,K}.
Once activated, command agents have the ability to detect
unique identifiers of rank-and-file sensors within their range
R as well as control the activation of links between these
sensors. Additionally, each commanding agent (node) is
capable of communicating with peer commanding agents
whose coverage regions overlap (i.e. within a range of 2R),
forming their own network Gcmd = (Vcmd, Ecmd) where
Vcmd = {1, . . . ,K} is the set of commanding nodes and
Ecmd = {ij| ‖ci − cj‖ ≤ 2R} ⊂ Vcmd × Vcmd. Every
command node in a given connected component of Gcmd
is aware of the topology of that connected component (e.g.
via message passing of GPS coordinates).
Local plans are synthesized as follows: command nodes
first collect sensor nodes within their range, R. For each,
j ∈ Vcmd, let Gj = (Vj , Ej) be the subgraph of G generated
by sensor nodes,
{i ∈ V| ‖xi − cj‖ ≤ R}
We assume command nodes are made aware of the topology
of Gj by passing messages with sensor nodes Vj within
their jurisdiction. Then, commanding nodes compute a local
specification ϕj given by (1)–(2), restricted to Gj .
Proposition 1: If r < R and
∪j∈VcmdBR(cj) ⊃ X,
then every edge in E is contained in (at least one) Gj for some
j ∈ Vcmd. Furthermore, a given connected component of G
is controlled only by command nodes in a single connected
component of Gcmd.
Each command node j (likely offline) synthesizes an
optimal plan τj |= ϕj (Section III-A); explicitly, a feasible
prefix/suffix τj,pre, τj,suf that minimizes the cost-to-go J(·)
for a given choice of distance (Fig. 1). Command nodes,
once activated, execute this plan. Care must be taken to avoid
activating adjacent command nodes simultaneously, as their
coverage regions overlap, possibly leading to link-activation
collisions. We employ LTL planning (Section III-A) to
synthesize a (feasible) trace of command node activations;
such a trace σ = σpre [σsuf ]
ω is said to be feasible if σ |= ψ
where
ψ =
∧
j∈Vcmd

pij ⇒ ∧
k∈Nj
¬pik
 ∧♦pij
 (6)
ψ specifies that every command node is activated infinitely
often and it is always true that if a command node is
activated, every command node in it’s 1-hop neighborhood
is deactivated. Further details are described in Algorithm 1.
Algorithm 1 Distributed LNC (DLNC)
Input: G (sensor net.), xi (locations of sensors), cj , j ∈
{1, 2, · · · ,K} (locations of command agents), T (time
horizon), J with choice of transition cost d(·, ·) (Fig. 1)
Output: τ ∈ (2AP)ω (global schedule of link activations)
1: command graph Gcmd constructed by rule: jk ∈ Ecmd
if BR(cj) ∩ BR(ck) 6= ∅; command nodes in every
connected component of Gcmd aware of topology
2: for command nodes j = 1 to K do
3: (global) command node activation plan σ synthesized
by j according to ψ
4: Gj ← subgraph induced by {i ∈ V | ‖cj − xi‖ < R}
5: ϕj given by ϕ|Gi translated to Bu¨chi by j
6: command node j computes all (or sufficiently many)
τj |= ϕj ; chooses τj minimizes J(·)
7: end for
8: s← 0
9: loop
10: for t = 0 to T − 1 do
11: for all command nodes j ∈ σs do
12: τ(Ts+ t)← ∪jτj(t)
13: end for
14: end for
15: s← s+ 1
16: end loop
Theorem 1: Assume ∪j∈VcmdBR(cj) covers the sensors
X. (There always exist such a K by compactness of Z ⊃ X).
Then, Algorithm 1 is complete.
Caveat lector: While a feasible output is guaranteed,
the trace generated by Algorithm 1 is suboptimal because
minimizing the cost of each summand in
J(τ) =
∑
j∈Vcmd
J(τj)
is not equivalent to minimizing the sum. This implores the
need for future work in distributive temporal logic optimiza-
tion.
Remark: Our distributed algorithm avoids the trivial
feasible solution—activate every edge in the network one-
at-a-time—because command nodes control the activations
of multiple links in their domain, and multiple command
nodes are activated simultaneously. We call such a trace
τseq. It is true a priori τseq |= ϕ. However, τseq is highly
suboptimal, e.g. with respect to Jaccard distance (the cost of
every transition is maximal i.e. 1).
IV. SIMULATIONS
Software: We use the package P MAS TG [10] for
optimal temporal logic planning. The centralized component
of our code calculates a ϕ from an input graph G, then
proceeds to translate ϕ and find an optimal plan. P MAS TG
utilizes in the background the package ltl2ba [8] that
translates a given LTL sentence into a Bu¨chi automaton. The
decentralized component of our code implements Algorithm
1 and stores Gj , τj as networkx [11] attributes of command
nodes.
Finding an optimal trace: A sampling algorithm, such
as the one presented in [17], can find an feasible τ than
approximately minimizes J(·). We do not implement this
algorithm here as it is beyond the scope of this paper. Instead,
we use the out-of-the-box path distance minimizing feature
of P MAS TG. The package M MAS TG minimizes traveling
distance between given region coordinates (e.g. locations in
a warehouse for a robot to visit); we use a multi-dimensional
scaling [22] algorithm to approximately embed TS into the
unit square [0, 1]2 in such a way that preserves Jaccard
distance.
Command nodes: We select positions for K = 10
commanding agents. In order to ensure these command nodes
cover every sensor in the network, we chose cluster centers
cj of the positions of rank-and-file sensors xi via k-means
[21] (implemented in scikit-learn.cluster).
Data: We study a real-world sensor network N =
54 located inside the Berkeley National Laboratory [24].
We assume sensors communicate at a radius r = 6 and
commanding agents can control link connectivity within
R = 8. The resulting graphs G, Gcmd have 88 and 13 edges,
respectively.
Consensus: We use a simple Laplacian consensus rule
to quantify the propagation of information across the network
under DLNC. Let y ∈ RN be a column-vector of states held
by each node of G. For a trace τ let Gt denote the subgraph of
edges activated at time t. Let L (Gt) be the graph Laplacian
of this switching network [14]. Let t ∈ (0, 1) be the step-
size, possibly diminishing. Consider the Laplacian update,
yt+1 = yt− L (Gt) ·yt. Specifically, for node i, this is the
message-passing scheme,
yt+1i =
{
yti N ti ∩ Vt = ∅
(1− t)yti + tytj N ti ∩ Vt 6= ∅
(7)
Let y¯ = 1N
∑N
i=1 yi. We measure the degree of consensus
achieved at yt via Var(yt) = 1N
∑N
i=1(y
t
i − y¯0)2.
Discussion of results: We compare intermittent consen-
sus (t = 0.5) of the computed global trace τ (Algorithm 1)
with intermittent consensus of the one-at-a-time trace τseq.
Our simulation demonstrates that DLNC rapidly achieves
localized consensus (Fig. 3), locally converging faster than
τseq; however, τ (globally) falls behind τseq in the long
run (Fig. 4) and may converge to more than one point of
consensus (two, in our case). Perhaps the trade-off here
is that the efficiency (link activations per unit time) of τ
(≈ 4− 8%) is far greater than the efficiency (≈ 1%) of τseq
(Fig. 5).
Fig. 3. Intermittent consensus (7) of sensors following τ |= ϕ calculated
with our distributed algorithm (seeded at the same initial state).
Fig. 4. DLNC approaches consensus in decresingly rapid epochs. Activat-
ing links one-at-a-time achieves a lower variance in the long-run.
V. DISCUSSION
Semantic Propagation: It is perhaps a compelling ques-
tion whether there is a general framework for networked
temporal logic planning for a specification of the form
ϕ =
∧
i∈V
ϕi
studied both in this work and in [16].
A truly decentralized approach would be to compute LTL
plans on individual nodes of the network, rather than on
command nodes. Recent work develops a new theory of
Laplacian flow (i.e. a consensus algorithm) for lattice-valued
data (e.g. boolean data, LTL specifications and more) over a
network [9]. Avoiding the mathematical methods of [9], the
LTL Laplacian can be interpreted as the map
(Lϕ)i =
∧
j∈Ni∪i
ϕj
Fig. 5. We compare network efficiency of τ and τseq by taking a moving
average of the percent of links simultaneously activated over a window of
50 time-steps. (The periodic behavior there is a result of a repeating σsuf .)
taking the conjunction of ϕi with all formulae over the
neighborhood of i. Semantic propagation is the result of
iterating this Laplacian, eventually leading to locally constant
(i.e. consensus over connected components) semantics over
the entire network. Strict consensus may not be necessary for
the synthesis of local LTL plans that mostly avoid conflicts.
The authors suspect that a mixed-strategy of synthesizing
temporal logic plans while iterating L is the correct approach.
Non-geometric networks: Suppose G is not a sensor
network i.e. nodes are not given as coordinates and edges are
not defined by their proximity. Then, there is a modification
of Algorithm 1 to solve Problem 1 in this case.
Fix k > 0 (analogous to R). Choose command
nodes Vcmd ⊆ V . For each j in Vcmd, let Gj
be the subgraph generated by Nk(j). Then, Ecmd =
{ij ∈ Vcmd × Vcmd | Nk(i) ∩Nk(j) 6= ∅}. The rest of the
algorithm holds as above.
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