The recent technological progress in acquisition, modelling and processing of 3D data leads to the proliferation of a large number of 3D objects databases. Consequently, the techniques used for content based 3D retrieval has become necessary. In this paper, we introduce a solution to the problem of 3D objects recognition and retrieval by using shape representation of 3D objects views. We propose a 3D indexing and search approach based on the similarity between views. For the task of 2D views matching, we propose a first shape similarity comparison, based on the correspondence of visual contour parts. These parts are obtained by applying shape segmentation with the Curvature Scale Space (CSS) contour based descriptor, in order to solve scale and invariance problems. We propose to combine this partial search description with a second global region based description by Zernike moments. The results obtained shown the robustness and the efficiency of the proposed approach compared to the mutil-view method using only CSS descriptor, and also compared to three other 3D indexing approaches based on geometrical and shape features.
Introduction
Over the last decades, computer science has made incredible progress in computer-aided retrieval and analysis of multimedia data. Web search is common place for text, 2D and 3D images, and audio. The information revolution for 3D data is still in progress. However, as the number and variety of the 3D models continue to grow, there is an increasing interest in the applications allowing people to navigate through these large databases. The problem of developing robust and efficient tools for searching a shape in a database of 3D models has become a real challenge. The major effort of the research community has been devoted to the creation of efficient and accurate 3D objects search and retrieval algorithms.
Shape based recognition of 3D objects is a core problem in computer vision. There are many ways to organize the existing approaches [38, 4] . These methods can be classified into three broad categories: (1) the feature based approaches, where global or local descriptors are computed directly from the 3D object. The commonly utilized descriptors in this context described 3D shapes according to their statistical properties, global and local features, histograms, or combinations of the above, (2) the graph based approaches, where the object is mainly described using topological features [41] , and (3) geometry based approaches, where we can find deformation based and volumetric error based methods, in addition to the multi-view based 3D search approaches that use 3D object's views. Some very good surveys on this topic can be found in [38, 39, 4, 5] . Ankerst et al [2] achieved one of the first 3D shape similarity matching algorithms which targeted 3D molecular databases. They proposed shape histogram to parameterize the 3D space using concentric spherical shells, by decomposing shells and sectors around a model centroid. Some other works use the spherical harmonic analysis, which decomposes 3D shapes into irreducible sets of rotation independent components by sampling the three dimensional space with concentric shells, where the shells are defined by equal radial intervals. For example, Funkhouser, et al. [18] use the spherical harmonics descriptor that employs the concentric-shell parameterization of the 3D space, after normalizing the position and scale. They used the spherical harmonics descriptor to capture distribution of polygon for each shell in the frequency domain. The spherical harmonics shape feature is combined with the normalization of translation and uniform scaling to achieve invariance under scale, rotation, and all the 7 degrees of similarity freedom transformation. Kazhdan et al. [21] propose also a shape description based on a spherical harmonic representation. Their method is applicable to a shape descriptor which is defined as either a collection of spherical functions or as a function on a voxel grid. These methods that require pose normalization could be not efficient if pose normalization fails.
Osada et al [36] propose to describe the 3D shapes using the probability distributions of geometric properties computed for points randomly sampled on an object's surface. Often, these statistical methods are note discriminating enough to make subtle distinctions between classes of shapes. Croquette [8] and Osada [36] propose to use full 3D information to represent a 3D object as surfaces in the 3D space. A method for computing a shape distribution of 3D polygonal models was proposed. The results obtained show the limitation of the approach when the mesh is not regular. Threedimensional models come from different sources, so it is not always possible to control the mesh level.
Xinguo liu and Robin Sun [27] propose a novel shape representation called directional Histogram Model (DHM). It captures the shape variation of an object and is invariant to scaling and rigid transforms. The DHM is computed by extracting a directional distribution of thickness histogram signatures, which are translation invariant. Orientation invariance is achieved by computing the spherical harmonic transform of this distribution.
In Passalis et al. [35] , the authors proposed PTK, a novel depth buffer-based shape descriptor (called PTK) which uses parallel projections to capture the object's thickness and an alignment scheme that is based on symmetry.
Mademlis et al. [28] propose the 3D shape impact descriptor, which is based on the resulting gravitational phenomena in the surrounding area of every 3D object, using both Newton's and general relativity's laws. The authors have proven that this approach is invariant under object degeneracies. However this method can provides some irrelevant semantically results, since it is only based on geometrical features and do not take into account any high level information.
In [31] Miura et al. propose a graph comparison approach for a 3D CAD retrieval system based on matching assembly graphs. The similarity between two components was evaluated by computing the difference between their shapes features. In addition to this, four dissimilarity weights was manually added. This method presents some difficulties when the number of nodes in the two graphs is different. Generating some bachelor nodes allows to solve this problem.
Other works has proposed the use of multiple views, assioated to 2D image retrieval in 3D machine vision [9, 19] . Isaac Weiss [20] works on the use of invariant relations between 3D objects and 2D images for object recognition. This method is based on representing the models as points in an invariant space and representing images features as lines in the same space. Recognition is achieved when lines derived from the image intersect model points. Winston [45] used multiple views inputs to build structural models of bodies in a scene. He achieved this task by identifying classes of simple 76 objects and their interrelationships in each view to build a model. The system was, however, turned to a specific domain and was never generalized. Martin and Aggarwal [30, 9, 19] used multiple views to build a volumetric model of 3D objects. Their algorithm allowed learning and refinement, but required explicit knowledge about each viewpoint during learning and recognition.
In [6] , Chen et al. present a description of 3D models by ten silhouettes rendered from a set of views covering the extended sphere. Next, each silhouette is encoded by its Zernike moments and Fourier descriptors. The dissimilarity of two 3D models is defined as the minimum of the sum of the distances between features extracted over all rotations and all pairs of vertices on the corresponding dodecahedron. Filali Ansary et al. [17] propose an approach based on characteristic views selection using an adaptive views clustering context, and introduce a novel probabilistic Bayesian approach for 3D model retrieval from these views.
The method proposed by Ohbuchi et al [33] compares 3D shape by using a set of 2D images taken from multiple orientations. They propose a method which works on polygon soup 3D models. The models are made invariant to translation and scaling. Then they compute N = 42 depth buffer rendered images of the 3D model. These set of images discretely cover all possible view aspects of the model. Then for each image a Fourier transform based descriptor is computed. The set of these 42 descriptors comprises the multiple oriented shape descriptor for the 3D model.
In this paper, we propose a 3D indexing approach based on multi-view object representation using an automatic selection of 3D objects optimal views. We propose to represent a 3D model by a set of characteristic views, and to index each 3D model by using this set of views [10] . The approach's interest is the independence of the 3D model facetisation, since it is based on view matching. To identify an unknown object from a single viewpoint, its representation is matched with all 3D objects views of the database and the best matches are retrieved and displayed.
For the 2D matching problem, a great deal of research on shape similarity has been done using the boundaries of silhouette images. Since silhouettes do not have holes or internal markings, the associated boundaries are conveniently represented by a single-closed curve which can be parameterized bay arc-length. Rosh and al. [16] suggested that humans may be able to categorize objects when shown only by their silhouettes. A computational study developed by Ullman [42] employed a simple silhouette-based distance measure for the classification of cartoon-like images of common objects. The bounding object contours were represented as sets of elementary line segments characterized by two features, namely position and orientation. F Cutzu and J. Tarr [9] use also the similarity of the silhouettes for image classification.
Dengsheng Zhang and Guojun lu [48] compare several shape descriptor which have been widely adopted for CBIR. They note that the Curvature Scale Space (CSS) descriptor capture strong perceptual features.
A common problem for most contour based shape descriptors methods is that they have a common feature that limits their applicability. They require a presence of the whole contours to compute shape similarity. Although they are robust to some small distortions of contours, they will fail if a significant part of contour is missing or is different. The same critique applies to area and skeleton based shape descriptors that require the whole object area or the complete skeleton to be present.
Region based descriptor, such as moments are more suitable for shapes with complexes boundaries, because they are not based on only contours but also on all pixels constituting the shapes. That is why; in this paper we propose a new method, that we apply in order to compute shape similarity between 2D views. This method is based on a combination of a contour based method using Curvature scale space -CSS-, which presents a partial descriptor, and a region based descriptor by Zernike moments, which is considered as a global descriptor. The Zernike moments descriptor has many desirables properties such as rotation invariance, robustness to noise, expression efficiency, 77 fast computation and multi-level representation for describing the shapes of patterns.
The rest of this paper is organized in the following way. Section 2 describes the multi-view object representation used. This method is based on the selection of seven optimal views of each 3D object in the database. In section 3, we present the 2D indexing method based only on the Curvature Scale Space descriptor, and used first for views matching. In section 4, we present a new index shape based on the combination of CSS contour based descriptor and Zernike moments. Finally, we present the experimental results.
3D model indexing based on multi-view object representation
One of the problems to be solved in 3D modelling by views is the choice of the minimum number of the views that characterize each 3D object. In this method, we propose to consider the 3D model as a scatter plot. The principal axes of the model are calculated using eigenvalues of the covariance matrix of its scatter plot [10] . We choose the number of seven views according to the Core Experiment composed of 100 3D MPEG-model which are in the most cases symmetric and with no complexes internal shapes. That is why; these models can be efficiently described by 7 views [10] .
This method [15, 29] consists on the characterization of 3D objects by a set of 7 characteristic views including three principals, and four secondary. The primary, secondary and tertiary viewing directions are determined by the eigenvector analysis of the covariance matrix related to the 3D object, in which we associate to each eigenvector, a principal view. The secondary views are deduced from principal views. 
Partial shape indexing using CSS "Curvature Scale Space"
In order to compare 3D views, we describe each one by its contour, figure 4. For this task we used a well known descriptor which is curvature scale space. This descriptor is considered as one of the most well-researched closed-boundary shape representations and is included in MPEG-7 standardization [46] . It is based on a Gaussian kernel with increasing standard deviation σ which is used to gradually smooth the contour at different scale levels.
The CSS descriptor is based on the representation of image curves γ, which correspond to the contours of objects, as they appear in the image, this is useful for matching and recognition task.
To compute, the curve γ representing the contour is parameterized by the arc-length parameter. The normalized arc-length parameterization is generally used when the invariance under similarities of the descriptors is required. The smoothing curve γ, at multiple scales is done by using low-pass Gaussian filter, applied to the original boundary. Inflexion points of this curve at each scale are corresponding to the Curvature Scale Space (CSS) descriptor [13] .
The result of this process can be represented in (u, σ) plane as a binary image called CSS image of the curve. For every σ, we have a certain curve which in turn, has some curvature zero crossing points. As σ increases, the curve becomes smoother and the number of zeros crossings decreases.
The curvature extrema and zeros are often used as breakpoints for segmenting the curve into sections corresponding to shape primitives. The zeros of curvature are points of inflexion between positive and negative curvatures. Simply the breaking of every zero of curvature provides the simplest primitives, namely convex and concave sections. The curvature extrema characterize the shape of these sections.
Figure (2) shows the CSS image corresponding to the contour of an image corresponding to a fish. The X and Y axis respectively represent the normalized arc length (u) and the standard deviation (σ). The small peaks on CSS represent noise in the contour. For each σ, we represented the values of the various arc length corresponding to the various zero crossing. On the Figure ( 2)-b, we notice that for σ = 14 the curve has 4 zero-crossing. We can note here that the number of inflexion points decrease when non convex curve converges towards a convex curve. The CSS representation has some properties such as:
1. the CSS representation is invariant under the similarity group (the composition of a translation, a rotation, and a scale factor); 2. completeness: this property ensures that two contours will have the same shape if and only if all their CSS are equal;
3. stability: gives robustness under small distortions caused by sketch, quantization;
4. simplicity and real time computation: this property is very important in database applications.
Mokhtarian et al. [32] propose to use the maximum of CSS for shape indexing. However, by using only the maximum of CSS, the completeness of CSS, which is a very important property for shape retrieval has been lost. To improve results, the eccentricity and circularity were used. That is why we proposed in one of our previous work [11] to use all informations in the CSS descriptor and to use a distance proposed in the scale space defined by Eberley [14] .
In order to compare the index based on CSS, we used the geodesic distance defined in [14] . Given two points (u 1 , σ 1 ) and (u 2 , σ 2 ), with u 1 < u 2 , their distance D can be defined in the following way:
where,
L is the euclidean distance. Using CSS as index allow the search engine to retrieve local parts of forms, this is because CSS is a local representation of curves. Figure ( 2)-a shows an original boundary with segments, and Figure ( 2)-b shows its CSS, composed of a set of sub-curves called Peaks P i . Each peak (P i ) describes a corresponding region of the curve, figure (2), (the segments are indexed by numbers). Each Contour is decomposed into a set of segments t i called tokens, figure (2) , using CSS. Each token is delimited by two inflexion points. We notice that each token is corresponding to one peak on the CSS.
To calculate the distance between two tokens we calculate the distances between their relative Peaks. We propose to calculate the distance between two peaks belonging to two different CSS by using a set of points uniformly distributed on the two peaks, with a step of 10 fixed experimentally.
The distance between two peaks P i and P j is defined by the function d.
with p = (n * step) n = 0 . . . max i /step and q = (n * step) n = 0 . . . max j /step 3.1 Partial shape indexing using CSS and M-tree We structure the peaks corresponding to the CSS of each shape in a tree structure known as Mtree "Metric Tree" [3, 7] . The M-tree structure supposes the use of a metric distance between the components "tokens" of the tree. This tree structure stores the set of peaks of each CSS on the basis of their relative distances, and that in order to avoid the computation of some distances on the search process. In this method, we propose to index shape using all the information contained on the CSS, we define a similarity measure using trees [12] . Each shape is decomposed into a set of tokens using CSS, figure (2) . This set of Tokens is organized in a tree structure called M-tree, figure (3) . The tree structure M-tree organizes tokens as hierarchical set of clusters [7] , figure (3). T1  T5   T5   T5  T6  T3  T4  T1  T0  T2  T7 T3 T1 T2 Each node entry has the following format:
where t i is the feature vector of the indexed token if the node is a leaf, the Token identifier otherwise. Example: for a given Token t 0 :
If t 0 is in leaf node :
P tr(T (t i )) is a pointer to the root of the sub-tree T (t i ), which includes all t j such that their distance t i is less then the covering radius r(t i ):
In the leaf nodes, ptr(.) is replaced with the identifier of the shape to which the Token belongs, and d(t i , P (t i )): represents the distance between the node entry and its parent token P (t i ); Distances d(t i , P (t i )) and r(t i ) are precomputed so that the number of accessed nodes and the number of distances computations are reduced at search time. Given a query token t q and a range r, a range query selects all the database tokens t i , such that: d(t i , t q ) ≤ r. Triangle inequality is used to prune a sub-tree from a search path. In fact, we can easily prove these two properties: [7] Property -1-
Since traversing tree is from root to leaf nodes, for an entry t r at a given level:
d(P (t r ), t q ) : was already been computed in previous stages when traversing tree.
d(t r , P (t r )) : is stored in the node corresponding to t r .
Indeed, if condition of property 2 is verified, it is possible to prune the sub-tree T (t r ) without having to compute any new distance at all.
Combination with Zernike moments
In this section, we propose to combine the first distance obtained from partial comparison using CSS and M-tree, with a second distance based on a region description by Zernike moments, section 4.1, which is an efficient global and region based descriptor. This association add to the search engine the accuracy of the global description, figure 4.
Partial CSS based contour descriptor
Global zernike moments based descriptor -from binary imageCombined descriptor We propose this combination in order to use the advantages of the global region descriptor methods, and also because the partial search method described by using CSS and M-tree is sometimes rather local, and do not take into account the global shapes of compared contours.
Let: d 1 = CSS and M-tree peaks distances, and: d 2 = Zernike moments distance. The final distance is calculated as follow:
Zernike moments
The Zernike moments [22, 40] represent a kind of moment function. They describe the mapping of an image onto a set of complex Zernike polynomials. These Zernike polynomials are orthogonal to each other; that is why they can represent the properties of an image with no redundancy or overlap of information between the moments. The Zernike moments have been utilized as feature characteristics in a large set of applications, such as pattern recognition [22, 25] , content-based image retrieval [26] , and other image analysis systems [44, 24] . Zernike moments are used as descriptor for complex shapes, such as trademarks that are difficult to be defined with a single contour for similarity-based image retrieval applications. Zernike moments of a given shape are calculated as correlation values of the shape with Zernike basis functions, in that all the pixels of the shape regardless of their positions contribute with the same weight to the Zernike moments. Generally the entry construction step of Zernike moments is a binary image. That is why; we will create for each contour a binary image corresponding to a fish or a 3D object view in our experiments.
Zernike moments are defined inside the unit circle, and the orthogonal radial polynomial ℜ mn (P ) is defined as:
where n is a non-negative integer, and m is a non-zero integer subject to the following constraints: n − |m| is even and |m| ≤ n. The Zernike basis function V nm (ρ, φ) defined over the unit disk is:
The Zernike moments of an image is defined as:
where V nm is a complex conjugate of V nm . Zernike moments have the following properties:
The magnitude of Zernike moments is rotational invariant; they are robust to noise and minor variations in shape; there is no information redundancy because the bases are orthogonal.
An image can be better described by a small set of its Zernike moments than any other type of moments such as geometric moments, Legendre moments, rotational moments, and complex moments in terms of mean-square error. A relatively small set of Zernike moments can characterize the global shape of a pattern effectively, lower order moments represent the global shape of a pattern and higher order moments represent the detail.
The defined features on the Zernike moments are only rotation invariant. To obtain scale and translation invariance, a normalization process is applied to the image.
The rotation invariant Zernike features are then extracted from the scale and translation normalized image. Scale invariance is accomplished by enlarging or reducing each shape such that its zero order moment m 00 is set to be equal to a pre-determinate value β. Translation invariance is achieved by moving the origin to the centroid before moment calculation. In summary, an image function f (x, y) can be normalized with respect to scale and translation by transforming it into g(x, y) where:
g(x, y) = f (x/a + x, y/a + y)
With (x, y) being the centroid of f (x, y) and a = β/m 00 . Note that in the case of binary image m 00 is the total number of shape pixels in the image.
To obtain translation invariance, it is necessary to know the centroid of the object in the image. In our system it is easy to achieve translation invariance, because we use binary images, the object in each image is assumed to be composed by black pixels and the background pixels are white. In our current system, we extracted Zernike features starting from the second order moments. We extract up to twelfth order Zernike moments corresponding to 47 features. More details about Zernike moments can be found in [23] , [1] .
Experiments and results
In a First stage, we have tested the 2D matching approach that we proposed by using the Vision, Speech, and Signal Processing Surrey University database, which contain about 1000 images of marine creatures [32] . Each image shows one distinct species on uniform background. Each image is processed in order to recover the boundary contour. An index based on the curvature scale space descriptor is associated to each contour. This index is composed of a set of couples, uniformly distributed on each peak of the CSS related to the image. A second index based on Zernike moments descriptor was associated to each form. An example of the search results of the 2D indexing proposed method is presented in figures (5) and (6) . We notice by analyzing these search results -figures (5) and (6)-that the method based on combining the partial CSS contour based descriptor with Zernike moments gives better results and more accurate precision search. We propose to use the well known recall/precision curves in order to evaluate the efficiency of the proposed search engine. These curves -given by the figure (7) -present the average results of three different queries. By using these recall/precision curves, we can notice that the first shapes retrieved are the most relevant. We can also observe that the search accuracy of the proposed approach combining Zernike moments and CSS descriptor is better compared to the CSS only based descriptor and this in a 2D shape indexing context.
In a second stage, for our 3D indexing experiments, we tested the multi-view 3D search method proposed by using an MPEG-7 database containing the characteristic views of 100 vrml 3D models. These 3D objects have been collected from the MPEG-7 3D shape Core Experiments [47] , and we arranged them into seven classes. This manual classification has only been done for the purposes of our experiments. These classes are the following: Airplanes, Chess pieces, Humans, Fishes, Quadrupeds, Cars and Miscellaneous classes. On the indexing phase, for each model, seven characteristic views were extracted. An index is associated to each view. This index is composed of a set of couples uniformly distributed on the CSS peaks related to each view, combined with the second descriptor based on Zernike moments.
Figures 8, 9, 10 and 11 present the results of the proposed 3D search engine with and without using the association with Zernike moments based descriptor. These results prove that the search accuracy increases by using Zernike moments, and also that the search engine is still giving good partial search results. On the other hand, we used the recall/precision curves in order to evaluate the search engines related to our proposed methods, and this with and without using Zernike moments. These curves are traced for each class in the 3D case, and correspond to the average recall/precision for 3 requests, figure 12. The observation noticed using the recall/precision curves is that the search process provides accurate and very good results. We remark that for all classes, the proposed search engine can retrieve the most similar 3D object to each query. The method using Zernike moments increase the search accuracy, since for this approach more first results are similar to the request. We can also observe by analyzing the recall/precision curves, figure 12 , that for all the classes, the first 3D models retrieved are the most relevant; we can notice here the accuracy of the approach using Zernike moments. The recall related to the method using Zernike moments is better given that it can retrieve all relevant 3D models in the database. This propriety is not satisfied by the first method only based on the CSS contour based description. We can deduce that the best retrieval results are obtained by using the 3D search engine based on the combination of CSS descriptor and Zernike moments. In the final stage of our experiments, we proposed to evaluate the performances of our multi-view search approach by comparing it with a set of three 3D shape based indexing methods [43, 37, 36] . The main difficulty when comparing the multi-view approaches with those based on 3D shape descriptors is that the queries are different. On one side, the queries are just some views or 2D shapes, and on other side, the queries are presented by the whole 3D objects. We solve this problem by considering the average results of 10 arbitrary queries for the multi view search engine.
Query
The principle of these 3D shape indexing approaches is that object shapes are described by the probability distribution of some shape functions that measures geometric properties of the 3D object. So, in the first method, the three-dimensional models are described by a descriptor composed of a histogram of the principal curvature belonging to each face of the mesh [47, 34] . In the following of this paper, we name this method M 1 .
In the second method, the shape function measures the Euclidean distance between pairs of vertices of the 3D object mesh, and the resulting descriptor is composed of a histogram of Euclidean distance between the 3D models faces [36] . This method is named M 2 in the following. Finally, for the third approach, that we named M 3 , the first two descriptors (M 1 and M 2 ) are combined to define a unique distance between 3D objects. In the following, we name also our multi-view proposed method with CSS and Zernike Moments: V 1 .
For each 3D query, we evaluate the results given by these three approaches: M 1 , M 2 and M 3 . We calculate the average results of ten queries representing random views of the 3D query, using the multi view search engine of our method V 1 . Then, we compare these results with those provided by the three methods based on 3D shape descriptors: M 1, M 2 and M 3 .
In addition to the recall/precision curves, we used also the classification matrices in order to compare the two approaches (1) They allow evaluating the search accuracy for each class of 3D objects in the database. The columns of the classification matrix, figure 13 , represent the objects classes of the database (column 1 corresponds to classe1, etc.) used as a request for the search engine. The matrix cells, which are represented by small squares, show how the object of the given row was ranked. Plus the cell is darker, plus the rank is better. For example, if the object number 10 was ranked last when the object 30 was requested, the square at the intersection of column 30 and line 10 will be in white color. Intuitively, we can deduce that the diagonal is entirely black, since each object is always the first result of its own request.
We first present the two classification matrices corresponding to the multi-view search engine proposed, with and without using the Zernike Moments. By analyzing theses two matrices, figure  13 , it is clear that the second matrix belonging to the multi-view search engine using CSS and Zernike moments gives better results, and this for all the classes.
The classification matrices related to the 3D shape indexing methods are shown in figure 14 . The three classification matrices corresponding to the curvature index, distance index and the combination of them are represented on this figure.
The main observation is that the curvature (M 1 ) and distance (M 2 ) histograms of these two 3D indexing based methods have difficulties in retrieving some classes, particularly the curvature index. For example, the curvature index has no difficulty to classify the airplanes, but has many problems with the car class. The results corresponding to the mixture method M 3 present a little more ac-
The multi-view method V 1 without Zernike Moments with Zernike Moments curacy, but still have some problems with Chess pieces and Miscellaneous classes. The method V 1 that we propose is the only one giving good search accuracy for all the classes. The search accuracy enhancement using method V 1 is also verified by the curves recall/precision in figure 15 . So, the comparison results presented in this figure show that the two methods (V 1 : Multi-view with CSS/Zernike descriptor and the 3D indexing method M 3 ) give rather comparable results. Indeed, for all the classes except airplanes and fish classes, where these results are almost similar, the multi-view method gives higher relevance ratios compared with the 3D shape method (profit from 20% to 25%). This is explained by the fact that the multi-view search engine supports very well objects with strong symmetry and also by the use of combined descriptor contaninig the local CSS index and the global region description by Zernike moments.
An other remark is that the better recall of our approach means that the search engine using the CSS descriptor with Zernike Moments can retrieve all relevant images in the database. This propriety is not satisfied by using the methods M 1 , M 2 , M 3 and also the second multi-view method without using Zernike moments.
These results present more satisfactory for the multi-view search approach compared to the 3D shape methods. This is explained by the ability of the multi-view search approach to allow not only partial but also global views matching by Zernike moments. We can conclude that the 3D model search engine that we propose gives more accurate results.
Conclusion
In this paper, we proposed a multi-view based method applied to 3D objects indexing and retrieval. This multi-view search approach is based on the extraction of view's contours. For the view matching task, we proposed retrieval by shape similarity using a contour based partial descriptor, composed of Curvature Scale Space and an effective indexing method using metric trees, combined with the global Zernike moments region based descriptor.
This combination allows increasing the accuracy of the proposed multi-view search engine. It also allowed us to overcome the limits of the CSS contour based approach. The experimental results, obtained by combining the partial contour based CSS descriptor with the region global descriptor based on Zernike moments, show the retrieval effectiveness and indexing efficiency using this index based on a mixture of global and local descriptors.
Test results show that the use of Zernike moments combined with CSS descriptor gives the best retrieval results, and outperform the traditional indexing method. The results prove that our technique still gives very good partial search results when applied to 3D and 2D objects recognition. In our future works we are aiming to extend this approach to other descriptors not based on contours in order to support complex forms. 
