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Feedback stabilization of a linear hyperbolic boundary value control system 
is implemented. Consistent with finite dimensional control theory, the property 
of controllability of the control system yields the asymptotic stability of the 
feedback system. 
INTRODUCTION 
The problem of feedback stabilization of infinite dimensional systems 
has been considered recently by several authors [lA]. However, in each 
of these papers the emphasis has been on problems where the stabilizers 
are of a distributed nature. In this paper we follow an approach suggested 
by Wang [5] and use stabilizers of a boundary control type nature. We shall 
then show that under reasonable assumptions controllability of the boundary 
control system implies existence of a stabilizing feedback control. The 
paper is divided into four sections. Section 1 formulates the basic boundary 
control problem. Section 2 recalls some results of Fattorini [S] on boundary 
control systems. Section 3 studies the stabilization problem itself and Section 4 
provides an application to a generalized wave equation boundary value 
problem. 
Notation. 9(X, Y) will denote the space of bounded linear operators 
from a Banach space X to a Banach space Y. P(Q), H,,‘(Q), P(r), s real, 
will denote the standard Sobolev spaces (see [7]). 
1. THE CONTROL SYSTEM 
Let E, IV, H, be Hilbert spaces. Let 0 be a closed linear operator with 
D(a) _C E and R(a) G E and let r be a linear operator with D(T) C E, R(T) C W, 
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and D(u) C D(T). Let B, E 9 (Hs , W). Our boundary control system is 
then given by 
ti(t) = au(t), 
44 = Bs.M~)~ (1.1) 
u(O) = u,, E E. 
In applications E will usually be a space of (ordinary or generalized) 
functions defined on a domain Q of R”, u will be a linear partial differential 
operator on E, 7 a differential operator acting on r (the boundary of Q), 
iY, will be the boundary control space. The function fs(t) E HS , t > 0, is 
the boundary control. 
We now make the following assumptions. 
ASSUMPTION 1. Let D(A) = (24 E D(o); 724 = 0}, Au = uu for u ED(A). 
We assume A is the infinitesimal generator of a C,, group T(t) on E. Further- 
more we assume A = -A* and R(h; A) (the resolvent of A) is compact 
for h E p(A) (the resolvent set of A). 
ASSUMPTION 2. There exists a bounded linear operator B E Y(H, , E) 
so that if g E H, we have Bg E D(o) and T(Bg) = B,g. We also assume B is 
compact and B*(uB)g = 0 for all g E H, . 
Remark 1.1. By the closed graph theorem we know UB E pEp(H, , E). 
ASSUMPTION 3. There exists a Hilbert space i?S 2 H, and a linear 
operator P: D(u) + H, so that 11 Pu llHS < const (11 uu IIE + 11 ZJ IL) and for 
all u E D(A), la E H, we have (h, ((uB)* + B*A)u),~ = (h, Pu)as. 
Remark 1.2. Clearly Assumption 3 is always satisfied since we could 
choose fiS = H, and P = (uB)* + B*u. However, in examples we shall 
not always make this choice for P and fiS . 
If u(t) is a solution of (1.1) we can define a function v(t) = u(t) - Bf,(t). 
From Assumption 2 we know v(t) E D(A) so we may rewrite (I .I) as 
W = Ao(t) + uBfs(t>, 
u(t) = W + W&h (1.2) 
u(O) = u,, E E. 
Motivated by the above reasoning we shall view (1.2) as our fundamental 
boundary control system. 
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2. SOME RESULTS FROM CONTROL THEORY 
We shall now recall some results of Fattorini [8] relating to our control 
system (1.2). (Actually Fattorini’s results apply to control systems more 
general than the one considered here.) 
Let sU, denote the space of functions on (0, co) taking values in H, so 
that iff E .9& then (i) f(0) = q, and (ii) the boundary control problem (1.2) 
is well posed. 
Let Kt, be the subspace of F consisting of the values at t = to of all 
solutions u(t) of (1.2) with u(O) = 0, f E f10 . Let K (the attainuble set of (1.2)) 
be defined as the union of all Kt for t > 0. 
DEFINITION 2.1. We say (1.2) is approximately controllable if and only 
if Cl K = E, where Cl denotes closure in the E topology. 
LEMMA 2.1 [8]. System (1.2) is approximately controllable ;f and only af 
(B*(T*(s) - I) - (&I)* lo’ T*(r) dr)u = 0 
for 0 < s implies u = 0. 
Now let us consider a related problem. Since A is the infinitesimal generator 
of a group of bounded linear operators T(t) on E we may consider the back- 
wards control problem. More specifically we let gU, denote the space of 
functions on (-co, 0) taking values in II, so that if ,f E 3$, then (i) f (0) = m. 
and (ii) the boundary control problem (1.2) is well posed for t < 0. Define 
K”, as before with go replaced by 3$, . Now let I? (the backwards attainable 
set of (1.2)) be defined as the union of all Kt for t < 0. 
DEFINITION 2.2. We say (1.2) is backwards approximately controllable 
if and only if Cl R = E, 
The same argument as used to derive Lemma 2.1 will now yield 
LEMMA 2.2. System (1.2) is backwards approximately controllable if and 
only if 
(B*(T*(s) - I) - (a@* ss T*(r) dr)u = 0 
0 
for 0 > s implies u = 0. 
Now let us make one further assumption which is natural in applications. 
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ASSUMPTION 4. E = E1 @ E, , EL, E2 Hilbert spaces and 
0 1 
CJ= L 1 0’ 
where L is closed linear operator. 
Under Assumption 4 we see system (1.1) is invariant under the transforma- 
tion t -+ --t. Thus (1.2) is backwards approximately controllable if and 
only if it is approximately controllable. Also since A = --A* it follows that 
T(s) = T*(--s). Thus Lemma 2.2 yields 
LEMMA 2.3. System (1.2) is approximately controllable ;f and only if 
(B*(T(s) - I) + (uB)* jos T(r) dr)u = 0 
for s > 0 implies u = 0. 
3. THE STABILIZATION PROBLEM 
In this section we will show how approximate controllability of (1.2) 
implies the existence of a stabilizing feedback control f (t). The main tool in 
our analysis will be Hale’s generalization [9] of the well-known invariance 
principle of LaSalle [lo]. For completeness we will state a simplified linear 
version of the invariance principle. For the general nonlinear theory the 
reader is referred to [9, 111. 
Let R = (-00, co), R+ = (0, CD) and B be a Banach space with norm 
IICII for+Eg. 
DEFINITION 3.1. Let U: Rf x g -+ aB be a C,, semigroup of bounded 
linear operators. The positive orbit O+(#) through 4 E g is defined as 
DEFINITION 3.2. A set M+ in SY is a positively invariant set for the semi- 
group U if for each 4 E M+, O+(4) C M+. 
DEFINITION 3.3. If V is a continuous scalar functional on 8, define 
:he functional 
DEFINITION 3.4. E a-j R is said to be a Liapunov functional on a set G 
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in g if Y is continuous on Cl G, the closure of G, and if v(+) < 0 for $ in G. 
Furthermore denote 
S = (4 in G; r(4) = O}. 
With these definitions it is possible to prove the following theorem. 
THEOREM 3.1. Let U be a C, semigroup on .%?. If V is a Liapunov functional 
on G and a positive orbit O+(4) belongs to G and is in a compact set of 8, then 
U(t)+ -+ M+ as t -+ co, where M+ is the largest positive invariant set in S. 
Let us now choose our stabilizing feedback to be 
f(t) = -d%(t), 
where P is as given in Assumption 3 and E > 0 is chosen sufficiently small. 
System (1.2) now becomes 
a(t) = Av(t) - tuBPv(t), (3.la) 
u(t) = v(t) - cBPv(t), (3.lb) 
u(0) = ug . 
Our goal is to uncouple (3.1) and find an equation for the state u(t). First 
we subtract (3.la) from (3.lb). This yields 
u(t) - zqt) = v(t) - Av(t) - ,BPv(t) + ,uBPv(t). (3.2) 
Let us denote 
J=I-A - l BP + wBP, 
where D(J) = D(A). 
LEMMA 3.1. For E > 0 su$iciently small J-l exists as an element of 2’(E, E) 
and is compact. 
Proof. Clearly (I - A)-l E =!?(I& E) and is compact. The result then 
follows from a standard perturbation theorem [12, p. 1961. 
Using Lemma 3.1 we see (3.2) can be rewritten as 
J-+(t) - zi(t)) = v(t). 
Substituting (3.3) into (3.lb) yields 
u(t) = (I - <BP) J-’ (u(t) - a(t)) 
(3.3) 
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or 
u(t) - (I - ,BP)J-1 u(t) = -(I - eBP)J-1 zi(t). 
Let us define 
(3.4) 
We now need 
A = (I - cBP)J-1. 
LEMMA 3.2. A E 9(E, E) and N(A) = (0). 
Proof. By the closed graph theorem Aj-l E Li?(E, E) and thus 
1) PJ-%J ljHS < const 11 w jjE and A E S?(E, E). Now let x E N(A). 
Setting J-h = y we have 
(I-cBP)y =o. (3.5) 
This yields q - ePy = 0. Since y E D(A) we have my = 0 and thus Py = 0. 
From (3.5) we see y = 0 and thus x = 0. 
We now know that A has an inverse on R(A) (the range of A). We can 
now also show 
LEMMA 3.3. R(A) = {z E D(a); TZ + EPZ - EPBTZ = O}. 
Proof. Let z E R(A). Then we know there exists x E E so that 
(I - <BP) J-‘x = z. 
Let y = J-k Then 
y - cBPy = z. 
Clearly z E D(u). Also 
(3.6) 
ry - ePy = 72. 
Since y E D(A), ry = 0 and --EP~ = rz. But by (3.6) we know -cPy + 
GPBPy = --EPz and hence rz - EPBTZ + EPZ = 0. 
Now let z be such that x E D(U) and 7.z + EPZ - ~PBTz = 0. Let us 
attempt to solve 
(I - EBP) y = z. 
Let us try y = z - BTZ. Clearly y E D(A) and substitution yields 
z - BTZ - EBPZ f EBPBTZ = z 
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since TX + EPZ - EPBTZ = 0. Thus setting x = Jy we see 
(I - <BP) J-kc = z and x E R(A). 
The lemma is thus proven. 
Let us now make another assumption. 
ASSUMPTION 5. R(A) is dense in E. 
LEMMA 3.4. A is compact. 
Proof. Since J-l is compact and B is compact the lemma immediately 
follows. 
Let us now return to (3.4). By the definition of n we have 
u(t) - Au(t) = -AC(t). 
Assuming u(t) E R(A) this yields 
-A-k(t) + u(t) = zi(t). 
We now denote -A-l + I = Q, D(Q) = R(A). 
(3.7) 
DEFINITION 3.5. We shall say a linear operator GE D(a) -+ X, X a real 
Hilbert space, is dissipative if (67x, x) < 0 for x E D(a). 
LEMMA 3.5. Q is dissipative on D(Q) (= R(A)) and specijically (Qx, x)~ = 
--E 11 P J-” A-lx 11;s .
Proof. A straightforward computation shows (Qx, x)~ = -c(Pz, ((uB)* + 
B*A)z)ass, where z = J-lA-lx. Using Assumption 3 we see (Qx, x)E = 
--E 11 Pz llfis = --E 11 PJ-l A-kc II;, . 
THEOREM 3.2. Q is the generator of a C,, semigroup of contractions S(t) on E. 
Proof. By Assumption 5 and Lemma 3.5 Q is densely defined and dissipa- 
tive. Since I - Q = A-l, R(I - Q) = E and the theorem of Lumer and 
Phillips [13, 141 may be applied to yield the theorem. 
Theorem 3.2 shows that zi(t) = Qu(t) possesses strong solutions for 
us E D(Q). Retracing our steps we easily verify that the feedback system (3.1) 
possesses a unique solution for us E D(Q) and v(0) satisfying the consistency 
conditions J-l(uO - Qu,,) = v(0). Our task is now to study the asymptotic 
behavior of S(t) on E. 
LEMMA 3.6. For all u,, E E, S(t)u,, lies in a compact set of E for t > 0. 
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Proof. Since I - Q = A-l and A is compact we see R( 1; Q) is compact. 
Applying Theorem 3 of [15] the lemma immediately follows. 
We can now state our main result. 
THEOREM 3.3. If system (1.2) is approximately controllable, then for 
all u0 E E, 
u(t) = S(t)u, + 0 as t -+ co. 
Proof. Let u,, E D(Q) be given. Then by Lemma 3.6 S(t)u, belongs to a 
compact set of E for t 2 0 and in addition S(t)+, E O(Q) for t > 0. Now 
consider the functional on E given by V(u) = + I/ u 11; . Using Lemma 3.5 
we see r(y) = --E /I PJ-’ A-‘y IIgs for all y E O(Q). 
Now we are ready to apply Theorem 3.1. We identify the semigroup U of 
Definition 3.1 as S(t) and set G in Definition 3.4 as D(Q). V as defined above 
is then a Liapunov functional on G. Since we know S(t)u, belongs to a 
compact set of E, Theorem 3.1 implies S(t)u, + M+ as t + 03, where M+ 
is the largest positive invariant set in ( y E O(Q); u(y) = O}. 
Our task now is to show M+ = (0). Let m EM+, then S(t)m EM+ for 
all t > 0 and thus 
PJ-l/l-W(t)m = 0 (3.7) 
for all t > 0. Applying B to (3.7) and remembering d = (I - EBP) J-l 
we get 
S(t)m - J-‘A-l S(t)m = 0. (3.8) 
Applying P to (3.8) and using (3.7) we have 
PS(t)m = 0 P-9) 
for all t > 0. Since (d/h) S(t)m = QS(t)m for t > 0 we can use the relation- 
ship Q = I - A-l to obtain 
-(d/dt)A S(t)m + A S(t)m = S(t)m 
for all t > 0. Substituting (I - .sBP) J-l = A in (3.10) we get 
(3.10) 
- (d/dt) J%S(t)m + l BPJ-l(d/dt) S(t)m 
+ J-lS(t)m - EBPJ-~ S(t)m = S(t)m. 
for all t > 0. Substituting /l-l = I - Q into (3.7) shows 
PJ-W(t)m - PJ-l(d/dt) S(t)m = 0 
(3.11) 
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so (3.10) becomes 
-(d/dt)J-1 S(t)m + J-W(t)m = S(t)m (3.12) 
for all t > 0. Operating on (3.12) with J and using the definition of J and 
(3.9) yield 
(d/dt) S(t)m = AS(t)m (3.13) 
for t > 0. Hence for m E M+, T(t)m = S(t)m, t > 0, and using (3.9) we have 
PT(t)m = 0 (3.14) 
for all t 3 0. Now applying Assumption 3, we see 
((CA?)* + B*A) T(t)m = 0 (3.15) 
for all t 3 0. Integrating (3.15) yields 
(B*(T(s) -I) +(a@* Jo' T(r)dr)m = 0 
for all s > 0. But by Lemma 2.3 we see m = 0. Thus S(t)u, + 0 as t -+ 00 
for all u,, ED(Q). Since I( S(t)ll(E,E) < 1 and D(Q) is dense in E it follows 
from the triangle inequality that S(t)u, -+ 0 as t + 00 for all u,, E E. This 
proves the theorem. 
4. AN APPLICATION 
Let G be a bounded, open, connected domain in R" whose boundary, r, 
is an analytic (or Cm and piecewise analytic) (n - I)-dimensional surface 
of Rn. We parametrize r with an (n - 1)-dimensional vector variable s and 
indicate points on r by x(s). W e will consider the linear hyperbolic mixed 
initial boundary value problem 
W tt - ,g, (&h)f = 0 in ~2 0 LO, Tl, (4.1) 
w&(4 t) AWN 4W = f(s, t) on r 0 P, Tl, (4.2) 
4x9 0) = w”(x), wt(x, 0) = WYX), XEQ. (4.3) 
The subscripts t and i denote partial differentiation with respect to t and xi 
(the ith component of x E RQ), respectively. The subscript x indicates the 
gradient vector of the function to which it is applied. The vector 7(x(s)) is 
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the outward unit normal to r at x(s) E r. The real analytic functions ol;i(x), 
i,j = 1, 2 )...) n, are such that 
. 
%i(X> = %t(X), 
~‘44~ > so II v II’, 6, > 0 
in some open set which includes Sz u r. Here A(x) is the n x n symmetric 
matrix whose entries are c+(x). 
Finally let us denote our state space E as the space of equivalence classes 
of HI(Q) @ HO(Q) module the zero energy states {(or , us) E P(Q) @ HO(Q); 
ur = const, u2 = O}. We endow E with the “energy” inner product 
@l Y u2), (Vl 3 V2NE 
= R h,(x> 44v&) + GM4~ dx s 
(here ’ denotes the transpose of a vector) and E is a Hilbert space. 
We now wish to reformulate (4.1) to (4.3) within the control theoretical 
formulation of Section 1. First define 
Lw = i (fxij(X)Wi)j, 
id=1 
where D(L) (domain of L) = Hz(Q). Then we may define 
where D(a) = H2(52) @ I?(Q) C E. We shall let T be the boundary operator 
with D(7) = D(o) and (TU) (x(s)) = ur,(x(s)) A@(s)) 7(x(s)) on r for u = 
(u, , u2) E D(T). By the standard t race theorem we see R(T) C ZP2(r) ([7, 
Chap. 1, Theorem 8.31). We set H, = ZY112(r) (= W). 
Letting u = (w, wt) we see system (4.1) to (4.3) may be rewritten as 
ti(t) = au(t), (4.4) 
T@) = f(t), (4.5) 
40) = uo , (4.6) 
where u. = (w”, wr). We assume f(t) E H’l”(P) for all t > 0. 
Now let us define II(A) = ((ul, u2) E H2(Q) @ E&Q); TU = 0} and 
Au = c~tl for u E D(A). A is then infinitesimal generator of a Co group T(t) 
on E. The equation ti = Au represents the linear hyperbolic boundary 
value problem (4.1) with homogeneous boundary conditions (4.2). 
505/22/2-12 
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We easily see that A = -A*. Also denoting A, = hl - A we see for 
X # 0, A, is invertible with compact inverse. This is seen by letting f = 
(fi , fi) E E and solving A,u = f. This equivalent to solving 
Au,--2 =f1, 
hu,-Lu, =fz, (4.7) 
ru = 0. 
Thus we see ua = /\u, - fi , P-U, - Lu, = fi + Afi . By standard elliptic 
theory [7, Chap. 2, Theorem 5.31 this defines ua E Hl(SZ), ur E P(Q) uniquely. 
Also if f n is in a bounded set of E then (uln, ~a*) is in a bounded set of 
H2(Q) @ P(Q). By standard imbedding results [7, Chap. 1, Theorem 16.11 
it follows that (u In, uZn) has a convergent subsequence in E. 
Now let g E EP(r). By the generalized trace theorem [7, Chap. 2, 
Theorem 6.11 there exists 4, E H2(Q) so that 
where the map g + 4, , H112(r) -+ ZP(52) is continuous. For g E H’/“(r) 
define Bg = (9,) 0). Thus B E 9(EP2(r), E) and since the imbedding 
of H2(Q) into H1(52) is compact, B is compact. Also we see for g E H1/2(.ZJ, 
Bg E D(a) and T(Bg) = g. Since a is closed, uB E Z(H1/z(IJ, E) by the 
closed graph theorem. Finally note that for h E H’/“(r) 
Thus we see that 
B*(uB)g = 0 (4.8) 
for all g E H1’2(r). 
In the notation of Section 1 we have shown that Assumptions 1, 2, and 4 
are satisfied. We now construct our operator P. 
First from the standard trace theorem [7, Chap. 1, Theorem 8.31 we 
know the injection P: D(a) + H1i2(T) given by Per = w2 for o = (or , v2) E 
D(u) is continuous, i.e., II Pw IIHw-) = II v2 llH~~~(r) < cona II w2 IIHw < 
const (I/h IIWW + II w2 IIHw) -=c ona (II m /IE + II w llE>. 
Secondly we set fis = H,,(r) and note 
LEMMA 4.1. For all h E H1i2(lJ and y E D(A) we hawe 
(h, W)* + B*~Y),.w~~, = (h, Py)Ho(r) . 
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Proof. For Ir E H1/2(r) and y E D(A) we have 
(h, w9* + B*A)Y),l/qJ-, 
by applying Green’s theorem. So we have (h, ((uB)* + B*A)Y),,~,~(~) = 
(h, PY),~(~) (by the definition of &, and P). 
Thus Pv = v2 jr, v = (vu1 , v2) E D(u), satisfies Assumption 3. With 
respect to Assumption 5 it is a simple matter to see R(A) = (( yI , y2) E 
H2(R) @ W(R); T( y1 , y2) + cy2 = 0 on I’) is dense in E. So all our 
assumptions are satisfied. 
Now we quote the fundamental controllability result of Russell. 
THEOREM 4.1 [6, Theorem 4a]. System (4.1) to (4.3) is approximately 
controllable. 
We make one more definition and we then state our stabilization results. 
DEFINITION 4.1. Let F denote the Banach space obtained by endowing 
D(Q) with the graph norm given by 
F is then a Hilbert space. 
THEOREM 4.2. Let E > 0 be given st@ciently small. For (woo, wl) E E 
(resp. (w”, w’) EF) and f (s, t) = -cw,(x(s), t), system (4.1) to (4.3) possesses 
a unique weak solution (w(t), k%(t)) in E (resp. in F). For all T > 0 the map 
(w”, wl) + (w, ti) is continuousfiom E (resp. F) into C([O, T]; E) (resp. C([O, T]; 
F) and f (*, t) E H-1/2(r) (resp. f (e, t) E EW2(r)). For all initial data in E, the 
sohtion approaches the zero energy state as t -+ CO, i.e., 1) w(t), zi(t))ll, -+ 0 
ast+co. 
COROLLARY 4.1. Let E > 0 be given suji&ntZy small. For (~0, wl) E 
EP(J2) @ Ho(Q) (resp. (w”, w’) E H2(12) @ H1(sZ), 7(w”, wl) = -ewl on r) 
and f (S, t) = -Eeo,(X(S), t), syste9n (4.1) to (4.3), possesses a unique weah 
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solution (w(t), C(t)) in W(Q) @ Ho(Q) (resp. in H2(S2) @ W(Q)). The solution 
is such that 
(f4 q E qo, 03); Hv-9 0 ffO(Q)) 
(resp. (w, ti) E C([O, co); H2(Q) 0 fP(S))). 
The proofs of Theorem 4.2 and Corollary 4.1 are completely standard 
and follow immediately from properties of the semigroup S(t). 
Remark 4.1. It should be noted that the results obtained in Theorem 4.1 
may be gotten in other ways. A direct analysis of (4.1). (4.2), (4.3) with 
f(~, t) == -EX+(X(S), t) will yield asymptotic stability via an application of 
Theorem 3.1. We only present system (4.1) to (4.3) as an example and make 
no claim that a controllability type of argument is the only way to prove 
asymptotic stability. 
Remark 4.2. While a direct analysis of system (4.1) to (4.3) will show 
the smallness assumption on E may be removed, it would be interesting to 
know if this restriction on E may be removed in the general case considered 
in Section 3. 
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