Abstract. We consider a cyclic analogue of multiple zeta values (CMZVs), which has two kinds of expressions; series and integral expression. We prove an 'integral=series' type identity for CMZVs. By using this identity, we construct two classes of Q-linear relations among CMZVs. One of them is a generalization of the cyclic sum formula for multiple zeta-star values. We also give an alternative proof of the derivation relation for multiple zeta values.
Introduction
For k 1 , . . . , k r ∈ Z ≥1 with k r ≥ 2, the multiple zeta values (MZVs) and the multiple zeta-star values (MZSVs) are defined by ζ(k 1 , . . . , k r ) := We say that an index (k 1 , . . . , k r ) ∈ Z r ≥1 is admissible if k r ≥ 2. In [5] , Nakasuji-Phuksuwan-Yamasaki gave an integral expression of ribbon type Schur multiple zeta values, which is a generalization of the 'integral=series' identity established by Kaneko-Yamamoto [3] . The first main result of this paper is a cyclic analogue of their results. Let s ∈ Z ≥1 , r 1 , . . . , r s ∈ Z ≥1 , and k 1,1 , . . . , k 1,r1 , . . . , k s,1 , . . . , k s,rs ∈ Z ≥1 . A multi-index [(k 1,1 , . . . , k 1,r1 ), . . . , (k s,1 , . . . , k s,rs )] is called an admissible cyclic index if
• for all 1 ≤ i ≤ s, the index (k i,1 , . . . , k i,ri ) is admissible or equal to (1), • there exists 1 ≤ i ≤ s such that (k i,1 , . . . , k i,ri ) = (1).
For an admissible cyclic index k = [(k 1,1 , . . . , k 1,r1 ), . . . , (k s,1 , . . . , k s,rs )], we define the cyclic multiple zeta value (CMZV) by | n 1,1 < · · · < n 1,r1 ≥ n 2,1 < · · · < n 2,r2 ≥ · · · ≥ n s,1 < · · · < n s,rs ≥ n 1,1 }.
Theorem 1 (Cyclic integral-series identity). Let k = [(k 1,1 , . . . , k 1,r1 ), . . . , (k s,1 , . . . , k s,rs )] be an admissible cyclic index. Put k i = ri j=1 k i,j . Then we have
where
We call (1.1) (resp. (1.2)) as series (resp. integral) expression of ζ cyc (k). The second and third main theorems (Theorems 2 and 3) are two classes of Q-linear relations among CMZVs. Theorem 2 is a generalization of the cyclic sum formula for MZSVs which was proved by Ohno-Wakabayashi [6] . We recall Hoffman's algebraic setup with a slightly different convention (see [1] ). We put h := Q x, y . We define
C ∪ {y} and there exists j such that u j = y}.
We define a Q-linear map Z cyc : h cyc → R by
where y ¡ u i = y ¡ u i − yu i − u i y (see Section 3.1 for the general definition of ¡).
This paper is organized as follows. In Sections 2, 3 and 4, we give proofs of Theorems 1, 2 and 3, respectively. In Section 5, we give an alternative proof of the cyclic sum formula for MZSVs (see [6] ), the derivation relation for MZVs (see [2] ) and the sum formula for MZVs as applications of Theorems 1 and 2.
2. Proof of cyclic integral-series identity 2.1. Nakasuji-Phuksuwan-Yamasaki's integral-series identity for ribbon type Schur MZVs. For the proof of the cyclic integral-series identity, let us introduce the notion of ribbon type Schur MZVs. Let
be an admissible cyclic index with (k 1,1 , . . . , k 1,r1 ) = (1).
In [5, Section 6.1], Nakasuji-Phuksuwan-Yamasaki gave a following integral expression:
Proof of cyclic integral-series identity.
In this section, we prove Theorem 1. Let
be an admissible cyclic index. Put
We denote by ζ cycint (k) the integral expression appeared in Theorem 1. We prove ζ cyc (k) = ζ cycint (k) by induction on s. Without loss of generality we can assume k 1 = (1). The case s = 1 is just a usual integral expression of a multiple zeta value. Note that we have
Thus from (2.1),
Here we denote by k s k 1 the concatenation of k s and
we have
From the induction hypothesis, we have
Thus Theorem 1 is proved.
Proof of Theorem 2
3.1. Inner shuffle product. We define the shuffle product ¡ :
where u, u ′ ∈ {x, y} and w, w ′ ∈ h. We define the inner shuffle product
where u, u ′ ∈ {x, y} and w, w ′ ∈ h. Note that we have y ¡ w = y ¡ w − yw − wy for w ∈ h C . The following lemma is a key property of ¡.
for k > 1, where u 1 , . . . , u k ∈ {x, y} and
Then we have
where u 1 , . . . , u k ∈ {x, y} and
3.2. Proof of Theorem 2. For s ≤ s ′ , we put
By Lemma 4, we have
and
where 0, 1) ).
Proof of Theorem 3
4.1. Inner harmonic product. We define the harmonic product * : 
Similarly, we define an inner harmonic product * :
where the definition of m i is same as the one in the previous definition. Note that we have z k * w = z k * w−z k w−wz k for w ∈ h 1 C , and u 1 * (u 2 * u 3 ) = (u 1 * u 2 ) * u 3 for u 1 ∈ h 1 and u 2 , u 3 ∈ h 1 C . The following lemma is a key property of * .
Example 7. When r = 1 and w = z l1 z l2 , we have
Proof of Theorem 3.
For p ≤ q, we put
By Lemma 6, we have
where (i + 1 mod s) means i + 1 for 1 ≤ i < s and 1 for i = s. Thus Theorem 3 follows from
Applications of Theorems 1 and 2
5.1. Proof of cyclic sum formula for MZSVs. In this section, we give an alternative proof of the cyclic sum formula for MZSVs in [6] as an a application of Theorem 2.
Proof. This is an immediate consequence of the series expression of ζ cyc .
By the previous lemma, we have .2) and (5.3), we have
This is the cyclic sum formula for MZSVs. Lemma 9. For m ≥ 1, we have
Proof. Put z = x + y. we define a derivation s : h → h by
Then we can easily check that
We prove the lemma by induction on m. We can check the case m ≤ 2 by direct calculation. Take m ≥ 3 and assume that
From Jacobi identity, we have
Since m > 2, we obtain
Thus the claim is proved.
5.3.
Proof of derivation relation. In this subsection, we give an alternative proof of the derivation relation in [2] . We put {1} m := y m and
Lemma
Proof. We prove (5.5), first.
Here we have
The first term of (5.
The second term of (5.
Then we get (5.5).
We prove (5.6), next. We note that We define a Q-linear map Z :
By Lemma 6 and the series expression of ζ cyc , we have
Thus, we get the following corollary of Theorem 2. In fact, Corollary 11 is essentially derivation relation. More precisely, the following theorem holds.
Theorem 12. For w ∈ h 0 C and m ≥ 1, we have
We prove this theorem in the rest of this section. We prepare some lemmas.
Lemma 13. For m ≥ 1, we have
Proof. By Lemma 9, we have
Lemma 14. For m ≥ 1, we have
Proof. It follows from the following calculation:
Proof of Theorem 12. Put
By the definition, we have
Here the last equality follows from Lemma 14. Thus we have
Now we prove G m (w) = ∂ m (w) by induction on m. The case m = 1 is obvious. For m ≥ 2, we assume that G m−j (w) = ∂ m−j (w) for all 1 ≤ j ≤ m − 1. By Lemma 9, we have
Here the last equality follows from (5.4). Now we have ζ(k 1 , . . . , k r ).
Then we get the sum formula: k1+···+kr =k k1,...,kr−1≥1,kr≥2.
ζ(k 1 , . . . , k r ) = ζ(k).
