In this paper, theoretical properties of deinterlacer banks are analyzed. Deinterlacer banks are novel filter banks in the sense that a progressive video sequence is separated into two progressive video sequences of a half frame rate and, furthermore, interlaced sequences are produced as intermediate data. Unlike the conventional filter banks, our deinterlacer banks are constructed in a way unique to multidimensional systems by using invertible deinterlacers, which the authors have proposed before. The system is a kind of shift-varying filter banks and it was impossible to derive the optimal bit-allocation control without any equivalent parallel filter banks. This paper derives an equivalent polyphase matrix representation of the whole system and its equivalent parallel structure, and then shows the optimal rate allocation for the deinterlacer banks. Some experimental results justify the effectiveness of the optimal rate allocation through our theoretical analysis. key words: 3-D filter banks, scalable video coding, rate-distortion control, interlace video
Introduction
The ideal goal of scalable video compression is to encode a video once and then partially decode the bit-stream through truncation at a lower bit-rate, spatial resolution and/or frame rate in the best possible quality as if it had been optimized to each decoding condition. Network video applications such as interactive video library and Internet video streaming require rate control over a wide range of bit-rates because there must be various kinds of terminals, and channel bandwidth for each terminal changes largely moment by moment. Scalable video coding achieves this control simply by truncating the bit-streams after the source has been compressed.
Recent developments in such video coding aim at providing fine granular control of quality, frame-rate and resolution to meet the requirements of end users. Most of them employ 3-D wavelet-based techniques with motion compensation, in which motion compensated temporal filtering (MCTF) is performed. For the spatio-temporal scalability, filter banks and discrete wavelet transforms (DWT) play an important role in scalable video coding [1] - [3] . In the ar- † † The author is with Product Development Department, NET-CLEUS Systems Corporation, Fujisawa-shi, 251-0052 Japan.
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ticle [1] , the use of a separable 3-D DWT for video compression was first proposed. In the articles [2], [3], a 3-D lifting DWT scheme with MCTF is introduced, in which a spatio-temporal transform precedes embedded quantization and bit-plane coding as done in the current state-of-the-art scalable codec for still pictures, namely JPEG2000 [4] . So far, there have been only two choices of the spatiotemporal resolution control with respect to video formats. One is to handle a video only in the progressive scanning manner [2] , and the other is to divide a video into an interlaced or non-rectangular sampled field sequence and its residual [5] . The former can achieve a finer scalability through multi-stage tree-structured filter banks. In contrast, the latter is not suitable for such frameworks since the subband signals are not in the same progressive manner as the input. However, the interlaced subband signals have an advantage of the preservation of update temporal interval with reduced frame rate.
As previous works, we constructed perfect reconstruction (PR) deinterlacer banks by using invertible deinterlacers as new tools for spatio-temporal scalable video codec [6] - [11] . Our deinterlacer banks also belong to the MCTF category. The deinterlacer banks, however, enjoy a definitely different function from others with respect to handling of video formats, where the vertical-temporal (VT) quincunx and face-centered orthorhombic (FCO) format are dealt with. Furthermore, the reconstruction of the original full frame-rate progressive video is guaranteed by the PR property. The deinterlacer banks provides an interlaced sequence as intermediate data, a half-rate progressive sequence, as well as the original rate video sequence. That is, the deinterlacer banks give a new spatio-temporal scalable function, which we refer to as Field Scalability. In the article [8] , as a primal application of the single stage motion-compensated deinterlacer banks, a simple two-layer field scalable video codec system using JPEG2000 was experimented. In the articles [10] , [11] , the multi-stage deinterlacer banks are developed for fine spatio-temporal multiresolution control. However, in those works, gain compensation for optimal bit-rate allocation through theoretical analysis of deinterlacer banks was not taken into account. This is become the deinterlacer banks are shift-varying and it was impossible to derive optimal bit-rate allocation without knowing coefficients of analysis and synthesis filters in the equivalent parallel structure.
In this paper, to make the optimal bit-rate allocation 
Review of PR Deinterlacer Banks
As a preliminary, deinterlacer banks are reviewed, and two types of interlaced sampling formats are introduced in this section.
Deinterlacer Banks [8]
The deinterlacer banks decompose a progressive video into two subband sequences of a half frame-rate in the progressive scanning manner. Even though the system handles interlaced videos as intermediate data, introducing a multistage decomposition is simply achieved because the output sequences have also the progressive format as like the input. Unlike other filter banks [1] , [2], [12] , our deinterlacer banks are constructed in a way unique to multi-dimensional systems by using invertible deinterlacers, which are regarded as 1-ch filter banks [6] . Figure 1 shows a single stage structure of a pair of deinterlacer and reinterlacer bank. The deinterlacer bank shown in Fig. 1 (a) is composed of a field splitter, two invertible deinterlacers, and a frame predictor. The deinterlacer bank separates an input frame sequence x(n) into two different frames y 0 (k) and y 1 (k) of a half frame rate, where disagreeable artifacts such as comb-tooth and dot-pattern artifacts, which cause in the field split process, are suppressed beforehand by the invertible deinterlacers. Frame sequence y 1 (k) is given as prediction errors so as to exploit the temporal redundancy. The frame predictor is exactly the same operation as the prediction step of lifting wavelet. Existing lifting-based MCTF schemes consist of a frame split, prediction and update step with motion compensation for the temporal decomposition. In our deinterlacer banks, the field split process takes the place of the frame split process. Additionally, our structure removes the update operation to avoid complex calculation and ghosting artifacts in subband y 0 (k). Indeed, the main reason is that recovering field sequence q(k) becomes possible only from the temporal-low subband sequence. The inverse transform is shown in Fig. 1(b) , namely reinterlacer bank, where 'Field Mer.' denotes field merge process, which is the inverse process of the field split process. Note that the structure shown in Fig. 1 resembles to the 1/3 transform presented in the LIMAT framework [2], and any motion compensation technique can be applied to the frame prediction.
The sampling lattice alteration with sampling density preservation is meaningless in one dimension. Thus, the problem to be considered is worth discussing only in the multidimensional case. Invertible deinterlacers are multidimensional shift-varying systems, and regarded as 1-ch filter banks. Deinterlacer banks composed of invertible deinterlacers, therefore, had a problem in allocating bits to subbands. In the next section, equivalent parallel structure of deinterlacer banks will be derived to make the conventional optimal bit-rate allocation available.
Sub-Sampling Format
In this paper, two types of field sequences are used: the popular VT-quincunx and FCO format. Figure 2 summarizes both of the video formats. This paper refers to the sequence as shown in Fig. 2(a) as line-based field sequence and (b) as point-based field sequence for the sake of consistent presentation. It can be seen that the FCO sampling fairly handles the vertical and horizontal direction, and it is preferable for the human visual perception when compared with the VTquincunx sampling.
Field Split Process
Figure 3(a) shows the field split process for the line-based case. In the same way, the point-based field split process can be defined as shown in Fig. 3(b) [9] . In this process, input frame sequence x(n) is divided into two field sequences q(k) and r(k), where subscripts n and k denote the frame numbers in the full and half frame rate, respectively. In the figure, x T (n) and x B (n) are top and bottom fields of x(n), and are associated with q(k) and r(k) as q(k) = {x T (2k), x B (2k + 1)} and r(k) = {x T (2k − 1), x B (2k)}, respectively.
Equivalent Parallel Structure
The deinterlacer banks with invertible deinterlacers are shift-variant as will be shown and it was impossible to derive optimal bit-rate allocation without knowing coefficients of analysis and synthesis filters in the equivalent parallel structure. In this section, we newly drives the polyphase representation and equivalent parallel structure of a deinterlacer and reinterlacer bank. Optimal bit-rates can be calculated from the filter coefficients of the parallel structure. , and the circles including ↑ Q, ↓ R , ↓ Q denote the downsampler with a factor Q, the downsampler with a factor R , and the upsampler with a factor Q [13] - [15] . In this work, it is assumed that the input array X(z) is sampled on the lattice L(V) generated by the following matrix:
where P T is the temporal period between successive frames, and P V and P H are the vertical and horizontal sampling periods in a frame, respectively. The downsampler with factor Q converts the progressive scanning video X(z) into an interlaced one. H(z) is a 3-D polyphase matrix of the invertible deinterlacer [6] , [9] . P(z) is a prediction filter. The deinterlacer bank can be expressed by the polyphase matrix from the property of multirate systems [13] . The polyphase representation is shown in Fig. 5 , where S = QR , m i ∈ N(S), and g 1 (2) = −1 0 0
. P(z) is a circulant matrix composed of P(z) [13] . The whole polyphase matrix is represented as
where
. Ø, I, and J are the zero, identity, and counter identity matrix, respectively. By using the following equation, this polyphase representation can be rewritten by the parallel structure shown in Fig. 6 , and all of the filters are obtained as follows:
Examples in the case of VT-quincunx and FCO subsampling lattice are shown in the bellow.
VT-Quincunx Sub-Sampling
In the case of VT-quincunx sub-sampling, Q = [6] . H m i (z) is obtained as shown in the article [6, APPENDIX] , and P k i (z) is given as follows:
Therefore, we obtain the following filters: 
Fig . 7 Amplitude responses of filters G i (z).
The amplitude responses are given in Fig. 7 .
FCO Sub-Sampling
The similar argument holds for the case of handling the FCO sub-sampling [9] . For the FCO sampling lattice, Q = H m i (z) is obtained as shown in Appendix B. P k i (z) is similar to the case of VT-quincunx sampling lattice. Then, the following filters are derived:
Since these filters are 3-D, we omit to show their amplitude responses.
Reinterlacer Banks
The polyphase representation of the reinterlacer bank can be obtained in the similar way to the deinterlacer bank. The polyphase matrix of reinterlacer bank is represented as where F(z) is a polyphase matrix of a reinterlacing filter:
where d F is delay vector and
The following filters represent the parallel structure of the reinterlacer bank.
From these filters, optimal bit-rates can be calculated. Examples of parallel filters in the both cases of VT-quincunx and FCO sampling lattice are shown below with K = 2,
, and r = 0 [6] .
VT-Quincunx Sub-Sampling
In the case of the VT-Quincunx sampling lattice, the following filters are obtained:
The amplitude responses are given in Fig. 8 .
FCO Sub-Sampling
In the case of the FCO sampling lattice, the following filters are obtained:G
Performance Evaluation
In this section, we investigate the optimal bit-rate allocation by using the filter coefficients derived in Sect. 3, and then show some experimental results for evaluating the significance of the parallel representation. In this experiment, we use 450 frames of four ITE (The Institute of Image Information and Television Engineers of Japan) standard SIF video sequences; Yachting, Whale Show, Soccer Action, and Crowded Cross walk. These original sequences have a frame rate of 30 fps and a spatial resolution of 352 × 240. For optimal bit-allocation, we assume to apply the entropy coded scalar quantization (ECSQ) [4, Chapter 3] to subband sequence of deinterlacer banks in the both cases of the line based and point-based system. In the followings, we compare the performance among
• Average bit allocation (no optimization), • Frame-by-frame bit allocation through ECSQ and • Field-by-field bit allocation through ECSQ.
The average bit allocation assigns the same average bits to every subband. Thus, it ignores the quality control. The frame-by-frame bit allocation is done by regarding the deinterlacer banks as two-channel filter banks, whereG 0 (z) and G 1 (z) are considered as one filter and soG 2 (z) andG 3 (z) are. The field-by-field bit allocation is done by regarding the deinterlacer banks as four-channel filter banks. Note that in this experiment, the motion-compensation process is made inactive because the purpose is to evaluate the significance of the equivalent parallel structure. 
Entropy Coded Scalar Quantization (ECSQ)
Let us explain the method of the quantization applied to the optimal bit allocation in this experiment. The optimal rates R b for each subband can be obtained from the following expression: Tables 1, 2 , and 3. Quantization steps of each subband is derived as follows:
where c b = 1/12 for ECSQ [4, Chapter 3] . The procedure of ECSQ is defined as:
where sign(x) is a function returns the sign of x. The reconstruction procedure is defined asx
In this paper, we select ξ = 0, and δ = 1/2 [4, Chapter3].
Discussion
The average PSNR results for the line-and point-based system are shown in Figs. 9 and 10, respectively. Let us summarize the results below.
• It is seen that the optimization techniques improve the PSNR from 2.0 dB to 10.0 dB from about the average bit-rate allocation with no-optimization.
• The field-based optimization roughly shows a superior performance to the frame-based one. This is because the field-based procedure more finely derives the optimal rate than the frame-based one through the theoretical analysis of deinterlacer banks.
• The FCO sub-sampling system numerically shows better performance than the VT-quincunx system in terms of PSNR, where the differences range from 0.2 dB to 0.5 dB and are too small to see from the graphs.
From the first and second points, it is verified that our analysis of the deinterlacer banks are very useful for further investigation of rate-distortion control techniques and the above results are very incentive to proceed the analysis when some motion-compensation technique is applied. Note that the frame-based procedure is simpler than, but well approximates the field-based one. This paper showed that deinterlacer banks can be represented by shift-varying systems and newly derived the equivalent parallel structure. Finally, it was shown that the optimal bit-rate allocation become possible.
Conclusions
In this paper, we derived an equivalent parallel structure of deinterlacer bank and reinterlacer banks. Then, we applied the equivalent structure to optimal bit-rate allocation by using the synthesis filter coefficients of the reinterlacer bank. Some experimental results showed the effectiveness of the optimal bit-rate allocation through our analysis, and the significance of the analysis was verified. 
