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Abstract
Coincident D2-branes in open N=2 fermionic string theory with a B-field background yield an
integrable modified U(n) sigma model on noncommutative R2,1. This model provides a show-
case for an established method (the ‘dressing approach’) to generate solutions for integrable field
equations, even in the noncommutative case. We demonstrate the technique by constructing
moving U(1) and U(2) solitons and by computing their energies. It is outlined how to de-
rive multi-soliton configurations with arbitrary relative motion; they correspond to D0-branes
moving inside the D2-branes.
∗ On leave from Bogoliubov Laboratory of Theoretical Physics, JINR, Dubna, Russia
1 Introduction and results
Solitonic solutions of field equations of motion play an essential role in our understanding of field
and string theories beyond perturbation theory. This persists for the noncommutative extension of
scalar and gauge field theories which have lately come under intense scrutiny because they appear
naturally in string theory [1, 2, 3, 4, 5]. Indeed, many quantum field theories on a noncommutative
space-time are obtained in a certain zero-slope limit from effective field theories of open-string
modes in a particular NS-NS two-form (‘B-field’) background [6]. In modern parlance, open-string
dynamics takes place inside the world volume of D-branes where a constant B-field gets traded for
effective noncommutativity and a deformed metric. Hence, string theories provide a higher-level
(commutative) arena for the study of noncommutative field theories.
A case in point is the open N=2 fermionic string [7, 8, 9] which at tree-level1 proved to be
identical to self-dual Yang-Mills theory in 2+2 dimensions, possibly in the background of a self-
dual metric and a Ka¨hler B-field [11]. Turning on the latter in the world volume of n coincident
(Kleinian) D3-branes was recently shown to yield noncommutative self-dual U(n) gauge theory [12].
Starting from D3-branes whose world volumes fill the flat (Kleinian) target space R2,2, it is
interesting to consider lower-dimensional D-branes and describe the effective field theories appear-
ing on their world volumes in a zero-slope limit. In this paper we show that open N=2 strings
in a B-field background induce on the world volume of n coincident D2-branes a noncommutative
generalization of a modified U(n) sigma model (with a Wess-Zumino-type term) [13]. The latter
is equivalent to non-relativistic Chern-Simons theory coupled to Higgs fields [14]. For n coincident
D1-branes we obtain the standard U(n) sigma model in 1+1 dimensions and its Euclidean version.
By now a lot of solitonic solutions for noncommutative Yang-Mills and Yang-Mills-Higgs theories
have been constructed [15–37], many of them with the help of the solution-generating technique
proposed in [28]. In the present paper we demonstrate that one can do better for ‘integrable’
noncommutative field theories. Whenever equations of motion can be written as compatibility
conditions of some linear equations, then there exists a more general technique to construct a new
solution from an old one, known as the ‘dressing ’ approach [38, 39, 40].
We adapt this dressing method to the noncommutative case and apply it to the noncommutative
modified sigma model in 2+1 dimensions (mentioned above). It is outlined how to construct multi -
soliton configurations with arbitrary relative motion of the individual lumps. To be explicit we
illustrate the general scheme by giving examples of one-soliton solutions for the gauge groups
U(1) and U(2), including their energies. Since the model has neither relativistic nor rotational
invariance, the energy of a noncommutative soliton depends on the direction of its motion. For
some directions it even falls below the rest energy. If all velocities are put to zero one simply
obtains static configurations which are the instantons of the noncommutative two-dimensional
sigma model. In general, though, our solitons correspond on the string level to D0-branes moving
inside D2-branes.
2 Open N=2 strings in a B-field background
We begin by recapitulating some basic facts about the open N=2 string and how to properly
couple it to a B-field background. The critical N=2 string lives in 2+2 (real) dimensions, i.e. the
string world sheet Σ is embedded into a four-dimensional target space with (Kleinian) signature
(2,2). Its propagating world-sheet degrees of freedom consist of the embedding coordinates Xµ
1 For a one-loop analysis see [10].
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(with center-of-mass xµ) plus a set of NSR Majorana spinors ψµ, with µ = 1, 2, 3, 4. The N=2
string admits couplings to a self-dual metric g = gµν(x)dx
µdxν and a Ka¨hler NS-NS two-form B =
Bµν(x)dx
µ∧dxν . We specialize to flat Kleinian space R2,2 with a metric
(gµν) = diag (ξ1, ξ1,−ξ2,−ξ2) where ξ1, ξ2 ∈ R+ (1)
are scaling parameters. In addition, we shall consider n coincident Dp-branes for p = 1, 2, 3
and gauge to zero all B-field components orthogonal to the D-brane world volumes. Concrete
expressions for the remaining B-field components shall be given in the next section.
It has been shown [41, 12] that the standard superfield action in superconformal gauge has to be
improved by two B-dependent boundary terms, in order to achieve consistency of the open-string
boundary conditions with the two residual rigid supersymmetries [42, 43] 2
δXµ = ε1ψ
µ + Jµν ε2ψ
ν ,
δψµ = −iρα∂αXµε1 + iJµν ρα∂αXνε2 . (2)
Here (Jµν ) is a constant complex structure compatible with our metric and B-field, i.e.
gµνJ
ν
λ + J
ν
µgλν = 0 and BµνJ
ν
λ − JνµBλν = 0 . (3)
Its nonzero components are the following: J12 = −J21 = J34 = −J43 = 1. The consistent gauge-fixed
N=2 string action reads [12]
S = − 1
4πα′
∫
Σ
d2σ
[
(ηαβgµν + ε
αβ2πα′Bµν) ∂αXµ∂βXν + (gµν + 2πα′Bµν) iψ
µ
ρα∂αψ
ν
]
. (4)
It is important to note that the action functional (4) cannot be written in terms of superfields.
3 Branes and Seiberg-Witten limits
General formulae. We now investigate how open N=2 strings are affected by a background
B-field on D-brane world volumes. Without loss of generality, we only turn on B-field compo-
nents parallel to the D-brane world volumes. Furthermore, we switch on only their ‘magnetic’
components, in order to allow for the Seiberg-Witten limit to yield noncommutative gauge theory.
The starting point is the form of the open-string correlators [4, 6],
〈Xµ(τ)Xν(τ ′)〉 = −α′Gµν ln(τ − τ ′)2 + i2θµν ε(τ − τ ′) , (5)
〈ψµ(τ) ψν(τ ′)〉 = G
µν
τ − τ ′ , (6)
for τ, τ ′ ∈ ∂Σ. Here,
[(g + 2πα′B)−1]µν = Gµν +
θµν
2πα′
(7)
2 We use ρ0 =
(
0 −1
1 0
)
, ρ
1 =
(
0 1
1 0
)
, {ρα, ρβ} = 2ηαβ , (ηαβ) =
(
−1 0
0 1
)
, σ
0 = τ, σ1 = σ.
Recall that a Majorana spinor ϕ (in 1+1 dimensions) has two components, and ϕ = ϕ†ρ0.
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yields the effective metric G = (Gµν) seen by the open string and gives rise to the noncommutativity
matrix θ = (θµν) appearing in [Xµ(τ),Xν(τ)] = iθµν [4]. The most general nontrivial ‘magnetic’
field B = (Bµν) has components
B12 = −B21 =: B1, B34 = −B43 =: B2 , (8)
but depending on the dimension and orientation of the D-branes one or both parameters may be
equal to zero. The inverse open-string metric and the noncommutativity parameters read
(Gµν) = diag
( ξ1
ξ21 + (2πα
′B1)2
,
ξ1
ξ21 + (2πα
′B1)2
,
−ξ2
ξ22 + (2πα
′B2)2
,
−ξ2
ξ22 + (2πα
′B2)2
)
,
θ12 = −θ21 = − (2πα
′)2B1
ξ21 + (2πα
′B1)2
, θ34 = −θ43 = − (2πα
′)2B2
ξ22 + (2πα
′B2)2
. (9)
Notice that for B2=−B1 the background will be self-dual, and the action (4) will have N=4
supersymmetry [43].
Finally, for the effective open-string coupling Gs, which is related to the closed-string coupling
gs via Gs = gs[detG/det(g + 2πα
′B)]1/2, we obtain
Gs = gs
[(
1 + (2π
α′
ξ1
B1)
2
)(
1 + (2π
α′
ξ2
B2)
2
)]1/2
= (2π)2−p (α′)
3−p
2 g2YM , (10)
including the relation to the Yang-Mills coupling gYM on the Dp-brane [6].
D3-branes. Consider n coincident (Kleinian) D3-branes with world-volume signature (+ +−−).
Then the Seiberg-Witten limit consists of taking α′→0 while sending ξ1 = ξ2 = (α′)2 → 0 (and
therefore gµν → 0) so that G, G−1, and θ remain finite. Let us now rescale coordinates,
x1 → 2πB1x1 , x2 → 2πB1x2 , x3 → 2πB2x3 , x4 → 2πB2x4 , (11)
and denote them by the same letter xµ. Then, the components of G and θ must be transformed as
befits rank-two tensors. Explicitly, we have
(Gµν) → (ηµν) = diag (+1,+1,−1,−1) ,
θ12 = −θ21 → −4π2B1 , θ34 = −θ43 → −4π2B2 . (12)
Thus, in these coordinates the commutative limit θ → 0 corresponds to B → 0.
D2-branes. Next we have a look at n coincident (Minkowskian) D2-branes with world volumes
extending along x1, x2, x4. In this case we take ξ1 = (α
′)2 but ξ2 = 1 and in the Seiberg-Witten
limit send α′ → 0. Our subsequent rescaling for this case,
x1 → 2πB1x1 , x2 → 2πB1x2 , x3 → x3 , x4 → x4 , (13)
sends the inverse open-string metric and the noncommutativity parameter to
(Gµν) → (ηµν) = diag (+1,+1,−1,−1) , θ12 = −θ21 → −4π2B1 =: θ (14)
(remembering that θ34=0 in this case). It is obvious that the D2-brane results can be obtained from
the D3-brane equations by simply setting B2 = 0. Note that by considering Euclidean D1-branes
we arrive at the same formulae (14).
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4 Effective field theories on D-brane world volumes
Eleven years ago it was discovered [11] that the open N=2 fermionic string at tree level is identical
to self-dual Yang-Mills field theory in 2+2 dimensions. The complete absence of a massive physical
spectrum ties in with the vanishing of all string amplitudes beyond three-point. In [12] it was
shown that turning on a non-vanishing constant B-field background yields noncommutative self-
dual Yang-Mills as the effective field theory in the target. We shall now extend our analysis to the
case where the B-field is restricted to the world volume of lower-dimensional D-branes.
Apart from replacing g → G in the propagators (5) and (6), turning on a B-field merely
multiplies each primitive open-string amplitude, obtained at θ=0 from a disk diagram with a fixed
leg ordering (1, 2, . . . ,M), by a factor of∏
1≤j<ℓ≤M
exp
{− i
2
kjµ θ
µν kℓν
}
, (15)
where kj denotes the momentum of the jth external leg. As delineated in [6] the effect of the
phase (15) is subsumed in the effective world-volume field theory by replacing the ordinary product
of fields with the Moyal (star) product.
The N=2 string is no exception to this rule [12]: Its tree-level amplitudes on the space-time
filling brane are reproduced by the noncommutative extension of the scalar field theory for a
prepotential of self-dual U(n) gauge theory. The choice of prepotential is a matter of gauge. In
fact, by choosing a suitable Lorentz frame we can always arrive at Leznov’s gauge [44] or at Yang’s
gauge [45] and even scale the Yang-Mills coupling gYM to unity [46]. Since the Leznov as well as
the Yang gauge break SO(2, 2) invariance, the resulting scalar field theories and equations have
a reduced global symmetry. In the following we shall employ both gauges and restrict to lower-
dimensional D-branes by setting appropriate B-field components and coordinate dependencies to
zero.
D3-branes. This is the maximal case already discussed in [12]. The cubic Lagrangian for the
u(n)-valued Leznov prepotential φ reads
L = 12η
µνtr ∂µφ ⋆ ∂νφ+
1
3tr φ ⋆
[
(∂2 + ∂4)φ ⋆ (∂1 − ∂3)φ− (∂1 − ∂3)φ ⋆ (∂2 + ∂4)φ
]
, (16)
where ‘tr’ traces over the u(n) algebra and fields are multiplied by means of the noncommutative
star product
(f ⋆ g)(x) = f(x) exp
{ i
2
←
∂ µ θ
µν
→
∂ ν
}
g(x) . (17)
D2-branes. For the case of coincident D2-branes our reasoning leads to the Lagrangian
L = 12η
abtr ∂aφ ⋆ ∂bφ+
1
3tr φ ⋆
[
(∂2 + ∂4)φ ⋆ ∂1φ− ∂1φ ⋆ (∂2 + ∂4)φ
]
, (18)
where a, b, . . . = 1, 2, 4. We see that in accordance with the discussion above the Lagrangian
(18) can be obtained from (16) upon reducing from the D3-brane world volume to a D2-brane
world volume by imposing ∂3φ = 0. Our choice of B-field then implies (see (14)) that the time
coordinate x4 becomes commutative. From now on, we shall relabel our coordinates as follows,
x = x1 , y = x2 , t = −x4 . (19)
The Lagrangian (18) produces a Leznov-type equation of motion,
∂2xφ− ∂u∂vφ+ ∂vφ ⋆ ∂xφ− ∂xφ ⋆ ∂vφ = 0 , (20)
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where we defined
u := 12 (t+ y) , v :=
1
2(t− y) , ∂u = ∂t + ∂y , ∂v = ∂t − ∂y . (21)
D1-branes. By considering open N=2 strings interacting with n coincident D1-branes extending
in the x-direction we obtain in the Seiberg-Witten limit (see section 3) an effective field theory on
the D1-brane world volume R1,1, with the following equation of motion:
∂2xφ− ∂2tφ+ ∂tφ ⋆ ∂xφ− ∂xφ ⋆ ∂tφ = 0 . (22)
Alternatively, for Euclidean D1-branes the effective scalar field on R2,0 obeys
∂2xφ+ ∂
2
yφ+ ∂xφ ⋆ ∂yφ− ∂yφ ⋆ ∂xφ = 0 . (23)
It is easy to see that equations (22) and (23) can be obtained from equation (20) by imposing the
conditions ∂yφ = 0 and ∂tφ = 0, respectively.
Operator formalism. In the remainder of this paper we concentrate on the noncommutative field
theory (18) in 2+1 dimensions, which can be obtained in a Seiberg-Witten limit of the open N=2
string with n coincident D2-branes and a constant B-field background. It is well known that the
star product, e.g. in (18), can be dropped by passing to noncommutative coordinates, xµ → xˆµ,
satisfying [xˆµ, xˆν ] = iθµν . In our D2-brane context we have (t, x, y)→ (t, xˆ, yˆ) where
[t, xˆ] = [t, yˆ] = 0 , [xˆ, yˆ] = iθ with θ = −4π2B1 > 0 . (24)
The metric (ηab) = diag(+1,+1,−1) and the parameter θ are extracted from equation (14).
Using complex noncommutative coordinates zˆ = xˆ + iyˆ and ˆ¯z = xˆ − iyˆ we introduce creation
and annihilation operators
a =
1√
2θ
zˆ and a† =
1√
2θ
ˆ¯z so that [a, a†] = 1 . (25)
They act on the Fock space H with an orthonormal basis {|n〉, n = 0, 1, 2, . . . } such that
a |0〉 = 0 , a |n〉 = √n |n−1〉 , a†|n〉 = √n+1 |n+1〉 . (26)
Then, any function f(t, z, z¯) can be related to an operator-valued function fˆ(t) acting in H, with
the help of the Moyal-Weyl map (see e.g. [47, 48])
f(t, z, z¯) −→ fˆ(t) =
∫
2idp dp¯
(2π)2
f˜(t, p, p¯) e−i
√
2θ(p¯a+pa†) , (27)
where f˜(t, p, p¯) is the Fourier transform of f(t, z, z¯) with respect to (z, z¯). Under this map, we have
f⋆g → fˆ gˆ and ∫
dxdy f −→ 2πθTr fˆ = 2πθ
∑
n≥0
〈n|fˆ |n〉 , (28)
where ‘Tr’ signifies the trace over the Fock space H. The operator formulation turns spatial
derivatives into commutators,
∂xf −→ i
θ
[yˆ, fˆ ] =: ∂ˆxfˆ and ∂yf −→ − i
θ
[xˆ, fˆ ] =: ∂ˆyfˆ . (29)
For notational simplicity we will from now on omit the hats over the operators.
In the operator language, the Leznov-type equation (20) may be rewritten as follows,
∂2xφ− ∂u∂vφ+ [∂vφ , ∂xφ] = 0 , (30)
where the elements of the u(n) matrices φ are t-dependent operators in the Fock space H, and
derivatives ∂x, ∂u = ∂t + ∂y and ∂v = ∂t − ∂y are understood as in (29).
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5 Noncommutative solitons in 2+1 dimensions
In the previous sections we have laid the groundwork for the main part of this paper, which sets
out to construct solitonic classical configurations for the integrable effective field theory of open
N=2 strings on coincident noncommutative D2-branes. The crucial ingredient for solving the
noncommutative field equations is the ‘dressing method’, which was invented to generate solutions
for commutative integrable systems [38, 39, 40] and is easily extended to the noncommutative
setup. The purpose of this section is, firstly, to present this important technique in its generality
and adapt it to the noncommutative situation before, secondly, demonstrating its power by deriving
one-soliton configurations for the U(1) and U(2) gauge groups and calculating their energies.
Linear system. Let us consider the two linear equations
(ζ∂x − ∂u)ψ = Aψ and (ζ∂v − ∂x)ψ = B ψ , (31)
which can be obtained from the Lax pair for the self-dual Yang-Mills equations in R2,2 [49] by
gauge-fixing and imposing the condition ∂3ψ = 0. Here, ψ depends on (t, x, y, ζ) or, equivalently,
on (x, u, v, ζ) and is an n×n matrix whose elements act as operators in the Fock space H. The
matrices A and B are of the same type as ψ but do not depend on ζ. The spectral parameter ζ
lies in the extended complex plane. The matrix ψ is subject to the following reality condition [13]:
ψ(t, x, y, ζ) [ψ(t, x, y, ζ¯)]† = 1 , (32)
where ‘†’ is hermitian conjugation. We also impose on ψ the standard asymptotic conditions [49]
ψ(t, x, y, ζ →∞) = 1 + ζ−1φ(t, x, y) + O(ζ−2) , (33)
ψ(t, x, y, ζ → 0) = Φ−1(t, x, y) + O(ζ) . (34)
As we shall see in a moment, it is no coincidence that the letter φ in (33) is also used to denote
the (operator-valued) Leznov field in (30).
Compatibility conditions. The compatibility conditions for the linear system of differential
equations (31) are
∂xB − ∂vA = 0 , (35)
∂xA− ∂uB − [A,B] = 0 . (36)
The solution of (35) is
A = ∂xφ and B = ∂vφ , (37)
where φ is the same matrix as in (33). By substituting (37) into (36) we reproduce the second-order
equation (30), which identifies φ as the Leznov field.
Alternatively, one can first solve (36) via
A = Φ−1∂uΦ and B = Φ−1∂xΦ , (38)
where Φ−1 is the matrix in (34). By inserting (38) into the remaining condition (35) we gain an
equivalent (Yang-type) form of our field equation (30), namely
∂x(Φ
−1∂xΦ)− ∂v(Φ−1∂uΦ) = 0 . (39)
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Returning to the original coordinates,
∂x(Φ
−1∂xΦ) + ∂y(Φ−1∂yΦ)− ∂t(Φ−1∂tΦ) + ∂y(Φ−1∂tΦ)− ∂t(Φ−1∂yΦ) = 0 , (40)
one notices that this equation is not SO(2, 1) Lorentz invariant. However, it is the integrable
equation of motion for a modified sigma model in 2+1 dimensions [13]. Finally we remark that
(37) and (38) also follow directly from (31) and the asymptotic forms (33) and (34).
Solutions. In order to generate solutions of the equations (30) and (39) we employ the so-called
‘dressing method’ [38, 39, 40, 13]. More concretely, we look for solutions to the system (31) with
(32) of the form
ψ(t, x, y, ζ) = 1 +
m∑
k=1
µk − µ¯k
ζ − µk Pk(t, x, y) , (41)
where the µk are complex constants (usually Im µk < 0 for all k) and the matrices Pk are inde-
pendent of ζ. In the commutative case such ψ describe m moving solitons which scatter trivially
and whose velocities are determined by the constants µk. Subjecting the ansatz (41) to the reality
condition (32) we find that the Pk have to satisfy certain algebraic equations. An obvious solution
to the latter is found by taking the Pk to be mutually orthogonal hermitian projectors:
P †k = Pk , P
2
k = Pk , Pk1Pk2 = 0 for k1 6= k2 . (42)
From (31) and (32) we learn that
A(t, x, y) = (ζ∂xψ − ∂uψ)(t, x, y, ζ) [ψ(t, x, y, ζ¯)]† , (43)
B(t, x, y) = (ζ∂vψ − ∂xψ)(t, x, y, ζ) [ψ(t, x, y, ζ¯)]† . (44)
The matrices A and B do not depend on ζ; therefore the poles at ζ = µk on the r.h.s. of (43) and
(44) have to be removable. This leads to the following differential equations for the projectors Pk:
(µk∂xPk − ∂uPk)
(
1−
m∑
ℓ=1
µℓ−µ¯ℓ
µk−µ¯ℓPℓ
)
= 0 = (µk∂vPk − ∂xPk)
(
1−
m∑
ℓ=1
µℓ−µ¯ℓ
µk−µ¯ℓPℓ
)
. (45)
If rk is the matrix rank of Pk and n≥2 we can always take Pk to be of the form
Pk = Tk (T
†
kTk)
−1 T †k for k = 1, . . . ,m , (46)
where the Tk are arbitrary n× rk matrices subject to T †kTℓ = 0 for k 6= ℓ. As before, the elements
of Tk, T
†
k and Pk are Fock-space operators. Substituting (46) into (45) we find that the equations
(45) hold if the T †k satisfy
µk∂xT
†
k − ∂uT †k = 0 and µk∂vT †k − ∂xT †k = 0 . (47)
The general solution of these equations is T †k = T
†
k (w¯k), meaning the Tk are arbitrary functions of
wk := x+ µ¯ku+ µ¯
−1
k v = x+
1
2 (µ¯k − µ¯−1k ) y + 12(µ¯k + µ¯−1k ) t . (48)
Hence, if the matrix elements of Tk are arbitrary holomorphic functions of the complex linear com-
bination wk of the coordinates t, x, y, then the projectors (46) satisfy the differential equations (45).
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The sub-ansatz (42) is rather restrictive for describing multi -soliton configurations. Those are
captured better by putting (cf. [40, 13])
Pk =
m∑
ℓ=1
Tℓ
Γℓk
µk−µ¯k T
†
k for k = 1, . . . ,m , (49)
where the Tk(t, x, y) are n× r matrices, now unconstrained, and Γℓk(t, x, y) are r× r matrices with
r ≥ 1, so that
ψ(t, x, y, ζ) = 1 +
m∑
k,ℓ=1
1
ζ − µk
Tℓ Γ
ℓk T †k . (50)
Substituting (50) into (32) we learn that the Γℓk must invert the r × r matrices
Γ˜kp =
1
µk−µ¯p T
†
k Tp , i.e.
m∑
k=1
Γℓk Γ˜kp = δ
ℓ
p . (51)
Demanding again vanishing residues for the poles at ζ = µk on the r.h.s. of (43) and (44) we obtain
the same differential equations as before, namely (47), but now for the T †k in the ansatz (50). Thus,
again every collection of holomorphic matrix functions Tk(wk) provides a solution.
We observe that plugging the ansatz (41) into the formulae (33) and (34) reveals the solutions
φ =
m∑
k=1
(µk − µ¯k)Pk and Φ−1 = Φ† = 1 −
m∑
k=1
µk − µ¯k
µk
Pk (52)
of equations (30) and (39) in terms of projectors. In the case of (49) the solutions take the form
φ =
m∑
k,ℓ=1
Tℓ Γ
ℓk T †k and Φ
−1 = Φ† = 1 −
m∑
k,ℓ=1
1
µk
Tℓ Γ
ℓk T †k . (53)
Note that formally the noncommutativity never entered our considerations.
Solitons. Formulae (52) and (53) represent two rather general classes of explicit solutions to our
Leznov- and Yang-type field equations (30) and (39). As solutions of the reduced noncommutative
self-dual Yang-Mills equations they are of BPS character. If we want to specialize to solitons (i.e.
moving lumps of energy), we should impose the condition that the energy of such field configurations
is finite. For this consideration we find it convenient to switch from the Leznov- to the Yang-type
description, which makes use of the U(n)-valued field Φ(t, x, y). The computation of the energy
gets quite involved already in the commutative limit when the soliton configuration Φ is time-
dependent [13, 50, 51, 52], and even more so for multi -soliton configurations. To keep the algebra
manageable we concentrate on one-soliton solutions for the gauge groups U(1) and U(2).
Putting m=1 and dropping the index we get Γ = µ−µ¯
T †T
, and the solutions (52) and (53) simplify
to
φ = (µ − µ¯)P and Φ = 1 + µ− µ¯
µ¯
P . (54)
It is assumed that µ is not real. Furthermore, we have ∂x = ∂w + ∂w¯ and
∂t =
1
2 (µ¯+ µ¯
−1)∂w + 12(µ + µ
−1)∂w¯ ,
∂y =
1
2 (µ¯− µ¯−1)∂w + 12(µ − µ−1)∂w¯ , (55)
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so that (45) reduces to
(∂wP ) (1 − P ) = 0 =⇒ (1− P ) ∂w¯P = 0 . (56)
Recall that our solutions Φ depend on t, x, y only through w and w¯. It is therefore convenient
to switch from z, z¯ (as used in section 4) to the ‘co-moving’ coordinates w, w¯. For the latter we
have (in the operator formalism)
[w, w¯] = i2θ (µ− µ¯− µ−1 + µ¯−1) =: 2β > 0 for Imµ < 0 . (57)
Notice that w ≡ z and β = θ when µ = −i (static case). We introduce creation and annihilation
operators c† and c together with a Fock space Ht related to the ‘co-moving’ coordinates w, w¯ via
c =
1√
2β
w , c† =
1√
2β
w¯ , |n〉t := (c
†)n√
n!
|0〉t ,
c |0〉t = 0 , c |n〉t =
√
n |n−1〉t , c† |n〉t =
√
n+1 |n+1〉t . (58)
Coordinate derivatives are then represented in the standard fashion as [47, 48]√
2β ∂w −→ −[c†, . ] ,
√
2β ∂w¯ −→ [c, . ] . (59)
In the case of commutative space-time coordinates there are no smooth soliton solutions with
fields taking values in the abelian U(1) group or its Lie algebra since then equations (30) and
(39) will be linear. For a noncommutative space, though, this is not the case, as has been widely
observed in the literature. In order to solve (56) for the U(1) case, one may take as P simply the
projector
P0 = |0〉t〈0|t (60)
onto a one-dimensional subspace of the Fock space Ht. It is not difficult to see that P0 satisfies the
condition (56). Thus, configurations (54) with P=P0 fulfil equations (30) and (39), respectively.
Let us advance to a one-soliton solution for the group U(2). In this situation, we have n = 2,
and our r=1 projector P is constructed from a 2×1 matrix T . As a simple case we take
T =
(
λ
c
)
with λ ∈ C \ {0} (61)
and create the projector
P = T
1
T †T
T † =

 λλN+λλ λN+λλ c†
c λ
N+λλ
c 1
N+λλ
c†

 where N := c†c , (62)
which satisfies (56). Formulae (54) now provide solutions of the field equations (30) and (39).
Energies. As in the commutative case [13], the model (18) has a conserved energy-momentum
density,
Pa = (δbaδc0 − 12ηa0ηbc) tr ∂bΦ† ⋆ ∂cΦ , (63)
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which yields the energy functional
E =
∫
dxdy P0 = 1
2
∫
dxdy tr
(
∂tΦ
† ⋆ ∂tΦ + ∂xΦ† ⋆ ∂xΦ + ∂yΦ† ⋆ ∂yΦ
)
=
1
4
∫
dxdy tr
[
(µ¯+ µ¯−1)2 ∂wΦ† ⋆ ∂wΦ + (µ+ µ−1)2 ∂w¯Φ† ⋆ ∂w¯Φ
+ (2 + µµ¯+ µ−1µ¯−1) (∂wΦ† ⋆ ∂w¯Φ + ∂w¯Φ† ⋆ ∂wΦ)
]
, (64)
where the last expression is valid only for the one-soliton case. The integral is taken over the
space-like plane t = const and does not depend on t.
Using (58) and (59) and replacing
∫
dxdy tr→ 2πθTr ≡ 2πθTrHt , we can calculate the energy
(64) of the abelian soliton Φ = 1 + µ−µ¯µ¯ P0:
E(µ)|U(1) = 1
4
(µ−µ¯)(µ¯−µ)(1+µµ¯)2
(µµ¯)2
· 4
i(µ−µ¯−µ−1+µ¯−1) · 2πβ Tr (∂wP0 ∂w¯P0 + ∂w¯P0 ∂wP0)
=
2π(µ¯− µ)(1 + µµ¯)
i µµ¯
· Tr [c , P0] [P0 , c†]︸ ︷︷ ︸
=1
= 8πγ sin2 ϕ . (65)
To arrive at the last expression, we have performed the polar decomposition
µ = α e−iϕ and defined γ =
1 + α2
2α sinϕ
. (66)
The velocity of the soliton in the xy plane is (cf. [13])
(vx, vy) = −
(2α cosϕ
α2 + 1
,
α2 − 1
α2 + 1
)
, so that γ−1 =
√
1− v2x − v2y . (67)
We repeat the computation for the U(2) soliton built with (62). To this end we differentiate
Φ = 1 + µ−µ¯µ¯ P with the help of (59) and make repeated use of the identities f(N) c = c f(N−1)
and c†f(N) = f(N−1) c†. Substituting into (64), we obtain
E(µ)|U(2) = 2π(µ¯ − µ)(1 + µµ¯)
i µµ¯
· Tr [c , P ] [P , c†]
= 8πγ sin2 ϕ Tr
∣∣∣∣∣

 c −λλ(N−1+λλ)(N+λλ) λλλ(N+λλ)(N+1+λλ)
c c −λ
(N−1+λλ)(N+λλ) c
λλ
(N+λλ)(N+1+λλ)

∣∣∣∣∣
2
= 8πγ sin2 ϕ Tr
{
(λλ)2
(N+λλ)(N+1+λλ)2
+
λλ N
(N−1+λλ)(N+λλ)2
}
= 8πγ sin2 ϕ
∞∑
n=0
λλ
(n+λλ)(n+1+λλ)
= 8πγ sin2 ϕ , (68)
where some care must be taken for |λ| = 1. We see that the energies of the one-soliton solutions
for the groups U(1) and U(2) are finite and depend on the velocity (67) of the solitons. Notice that
the energies do not depend on θ and are identical to the commutative result for SU(2) [13].
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In order to obtain a solution describing m solitons moving with the same velocity one should
use in (61) two polynomials in c of degree m. More general multi-soliton solutions featuring relative
motion of the individual lumps can be constructed by using m different matrices Tk and applying
formulae (50)-(53) with (48). All these moving solitons have a brane-world interpretation: Since
m-soliton solutions of an effective U(n) Yang-Mills-Higgs theory in 2+1 dimensions correspond to
m D0-branes inside n coincident D2-branes, we see that our solitons describe D0-branes moving
inside the D2-branes.
6 Solitons in 1+1 and instantons in 2+0 dimensions
Consider the effective field theory on the D1-brane world volume briefly discussed in section 4.
After changing field variables via ∂xφ = Φ
−1∂tΦ and ∂tφ = Φ−1∂xΦ its equation of motion takes
the form
∂x(Φ
−1∂xΦ) − ∂t(Φ−1∂tΦ) = 0 . (69)
This is the field equation of the standard sigma model in 1+1 dimensions with the field Φ taking
values in the group U(n).
Obviously our choice (8) of the B-field leads to commutative R1,1, where f⋆g = f g, and there
appears no star product in (69) (nor in (22)). In principle one can turn on a more general B-
field background with nonzero ‘electric’ components B14 = −B41. In [53] this type of field has
been considered in much detail, and it was shown that it does not admit a zero-slope limit which
produces a field theory on a noncommutative space-time. Thus, open N=2 strings only yield the
sigma model on commutative R1,1. In order to derive solitonic solutions of its equations (22) and
(69) one should simply drop the y dependence from all formulae of section 5 (i.e. impose ∂y = 0
on all fields). No additional work is necessary here.
Let us finally have a look at the effective field theory on the Euclidean D1-brane world volume.
It is easy to see that after the field redefinition ∂xφ = Φ
−1∂yΦ and ∂yφ = −Φ−1∂xΦ its equation
of motion becomes
∂x(Φ
−1 ⋆ ∂xΦ) + ∂y(Φ−1 ⋆ ∂yΦ) = 0 . (70)
This equation describes the U(n) sigma model on the noncommutative Euclidean space R2,0. It is
interesting to note that these equations can be derived by reduction of the noncommutative self-
dual Yang-Mills equations on R2,2 but not from their Euclidean variant on R4,0 (cf. [54]). Solutions
of (70) are easily obtained from the solutions in 2+1 dimensions formulated in section 5. One
should simply put µk = −i ∀k in all formulae. Then wk = x+iy = z and w¯k = x−iy = z¯, i.e.
instanton solutions of noncommutative two-dimensional sigma models arise as static solutions of
the modified sigma model in 2+1 dimensions. If in (54) we consider projectors of rank one, we
get the CPn chiral model on a noncommutative plane. Solutions of its field equation were studied
in [24].
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