Background: To assess the volumetric measurement of small (≤1 cm) nonsolid nodules with computed tomography (CT), focusing on the interaction of state of the art iterative reconstruction (IR) methods and dose with nodule densities, sizes, and shapes.
Introduction
Significant research has been conducted over the last 15 years on the use of volumetric measurements extracted from computed tomography (CT) scans as an improved measure of nodule size and as a quantitative imaging biomarker for lung cancer detection and therapeutic response. Volume has been examined for its potential for earlier determination of change in nodule size compared to a measurement of maximum diameter from a single slice (1) typically used in clinical practice. Numerous studies have been conducted to examine and quantify the interrelated effects of imaging protocols, nodule characteristics, and estimation methods on the measurement error of lung nodule volume, as summarized in two reviews on the subject published in 2009 (2) and 2014 (3) and presented in subsequent publications (4) (5) (6) (7) (8) (9) (10) (11) . However, most of the aforementioned studies have focused on the measurement of solid pulmonary nodules, defined as those that completely obscure the lung parenchyma (12) . The volumetric assessment of subsolid nodules, defined as those that incompletely obscure the lung parenchyma (12) , is a relatively under-examined area of research. Subsolid nodules can be subdivided according to their composition: nonsolid lesions that consist of ground-glass opacity (GGO) only; and partsolid lesions that contain both ground-glass and soft tissue elements (13) . The volumetry of nonsolid nodules, otherwise known as pure ground glass, is the focus of this study.
Nonsolid nodules can be the first imaging finding in a patient with a neoplasia. Small persistent nonsolid nodules are often atypical adenomatous hyperplasia (AAH) and focal fibrosis, whereas nonsolid and part-solid nodules that increase in size typically indicate malignancy, which can include adenocarcinoma in situ (AIS), minimally invasive adenocarcinoma (MIA), and invasive adenocarcinoma, as well as lympho-proliferative disease (13) . Nonsolid nodules are often slow-growing nodules with higher volume doubling times than are seen in solid nodules. Hasegawa et al. (14) reported mean volume doubling times of 813, 457, and 149 days, respectively, for ground-glass opacities, GGO with a solid component, and solid nodules respectively, all of which were significantly different.
The surveillance of nonsolid nodules with CT is the modality of choice for the identification of malignant lesions, with recently published guidelines from the Fleischner Society (15) calling for newly detected nonsolid lesions with diameter ≥6 mm to be followed up with CT for 6-10 months to confirm persistence, followed by CT scans every 2 years for 5 years to assess stability. The Fleischner guidelines also suggest considering follow-up at 2 and 4 years for certain suspicious nodules <6 mm in diameter (15) . If an error of observation or measurement of the longest diameter is made by the radiologist, for example a 6.5-mm diameter measured as 5 mm then an inappropriate classification into "no further follow-up indicated" would be rendered. Ultimately this could result in a failure to diagnose a growing lung cancer. It is therefore important to examine imaging and lesion factors affecting the measurement of nonsolid nodules at these size levels, so that clinicians are better informed to determine whether a measured change in nodule size is likely to be associated with a true change in size and not just a random variation in the estimate that falls within the bounds of measurement error.
In addition to nodule size, another important factor to examine is nodule density, a measure of X-ray attenuation quantified using Hounsfield units (HU). Solid nodules were reported to have densities within about −195 to 190 HU (16) , whereas nonsolid nodules were reported to have much lower densities with range of values depending on histological subtype; in a study by Kim et al. (17) nodules with atypical adenomatous hyperplasia ranged within −736 to −615 HU, nonspecific organizing pneumonia/fibrosis ranged between −792 to −258 HU, and adenocarcinomas or bronchioloalveolar cell carcinomas had densities ranging widely between −775 to −100 HU. In a phantom study by Scholten et al. (18) substantial differences in absolute percent error were observed between −800 and −630 HU densities for 5 and 10 mm in diameter spherical nodules, based on CT scans reconstructed with filtered back projection (FBP). It is not clear what the effect on measurement error would be for non-spherical nodules at these sizes and densities, or for CT scans reconstructed using iterative reconstruction (IR) algorithms, which have re-emerged in clinical scanners as part of the ongoing effort to reduce patient radiation exposure while maintaining image quality (19, 20) . Different types of IR include adaptive (or statistical as they are sometimes referred to) algorithms, which use predictor models of statistical noise in iterative procedures to reduce noise on FBP reconstructed scans, and model-based algorithms which incorporate more complex system models of data statistics, X-ray physics, and system optics in the image reconstruction process (21) . Additionally, it would be beneficial to quantify the interrelated effects of nonsolid nodule characteristics (size, shape, density) and reconstruction algorithm with a wide range of dose levels to determine any reductions in exposure that can be achieved while still maintaining measurement consistency.
A number of studies have focused on the volumetry of nonsolid nodules and the effect of the factors mentioned above. We limited our review of related work to phantom studies, which enable the analysis of both accuracy and precision due to the availability of a reference standard regarding nodule size and allow the acquisition of multiple repeated scans without concern to patient exposure. The focus of our work was to determine the properties of nonsolid nodules and related imaging protocols under which reliable volumetric measurements can be extracted. Toward that goal, we conducted a comprehensive phantom CT study that addressed the limitations of related work mentioned above by: (I) including a combination of nodule characteristics (densities as low as −800 HU, sizes of 10-and 5-mm in diameter, and spherical and spiculated shapes) and imaging protocols (radiation dose ranging from standard dose of 4.1 mGy to as low as 0.3 mGy and different state-ofthe-art reconstruction methods) with a range of parameters that test the boundaries of reliable measurement; (II) extracting fifteen repeat acquisitions per each protocol to allow for analysis of precision with improved statistical power; (III) conducting analyses based on metrics of accuracy and precision recommended by the Quantitative Imaging Biomarkers Alliance (QIBA) consortium metrology group (26, 27) in an effort to standardize such analyses and enable comparisons with other studies.
Methods

Anthropomorphic phantom and synthetic nodules
Twelve synthetic nodules manufactured by CIRS (Norfolk, Virginia, USA) were placed within the vasculature of an anthropomorphic phantom (Lungman N1, Kyotokagaku, Japan) shown in Figure 1 . The nodules were combinations of two sizes (5, 10 mm in nominal diameter), two shapes (spherical, spiculated), and three densities (−800, −630, −10 HU). The −800 and −630 HU densities represented the low end to middle of the range of the range of nonsolid nodules in clinical practice whereas −10HU was within the typical density range of solid nodules. Spiculated nodules were included since clinically they were shown to have increased probability of malignancy (15) and in terms of measurement they could be a factor contributing to measurement error (6, 28) . All nodules were placed within foam inserts to avoid any vessel attachment and provide an approximation to the density of the lung parenchyma. Nodules were placed in the periphery of the lung cavity within the phantom. A reference standard on the true volume of each nodule was established using highresolution micro CT imaging (Scanco100 Medical µCT, Scanco USA, Wayne, PA, USA) as described in Li et al. (29) .
Imaging protocols
The phantom was scanned with a Toshiba Aquilion ONE Vision (Toshiba Medical Systems Corporation, Otawara, Japan) multi-detector row CT (MDCT) system. Imaging protocols had kVp and tube current time product (mAs) combinations designed to produce CTDI vol ranging within (0.2-0.3 mGy), (0.6-0.7 mGy), (0.9-1.1 mGy), (1.7-1.8 mGy), and (4.0-4.1 mGy). Reconstruction method in the context of this study refers to the combination of reconstruction algorithm (FBP or IR) and any associated reconstruction kernels. Data was reconstructed with 0.5 mm image thickness and no overlap, using three reconstruction methods: a traditional FBP with a FC13 kernel, an adaptive IR algorithm [adaptive iterative dose reduction 3D (AIDR 3D)] employing the FC13 kernel, and a model-based IR algorithm [Forward projected model-based Iterative Reconstruction SoluTion (FIRST)]. AIDR 3D and FIRST were operated using default settings; AIDR 3D was operated with "AIDR 3D STD" and FIRST with the "IR MILD" setting for 120 kVp scans and the "IR STD" setting for 80, and 100 kVp scans, based on manufacturer recommendations. AIDR 3D is described elsewhere (30) and is available commercially. FIRST IR was made available at the time of this study though a collaboration of one of the authors (J Siegelman) with the manufacturer. It has recently been made commercially available. No within scan tube current modulation was employed in this study as control of the exposure level per
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nodule was one of the primary factors being tested. Using the image protocols and repeat scans described above, a dataset of 675 reconstructed CT series was created (3 kVp settings ×5 mAs settings ×3 reconstruction algorithms ×15 repeats). Due to 10 series having missing or corrupt data, 665 CT series were available for sizing 12 nodules. Analysis was performed on a total of 7,980 volume estimates from the 665 reconstructed CT series. Regions of interest around an example nodule, extracted from different reconstructed scans are shown in Figure 2 .
Volume estimation
Nodule volume measurements were derived from the reconstructed CT data using a previously validated matched filter-based estimator (31) . The specific volumetric method was chosen because the focus of the study was to examine the effect of imaging protocols and nodule characteristics without additional sources of error from segmentationbased method or from inter-operator variability. The matched-filter based method used in the study is a low-bias estimator since it is informed of the nodule's object. Briefly, the estimator was informed of the nodule's approximate centroid and shape, by using simulated nodule templates which propagated through a model of the MDCT system. This matched-filter approach has the advantage of incorporating both knowledge of the nodule properties and the imaging process into the volume estimation process allowing for improved volume estimates. Templates were generated within ±50% of nominal diameter and 1% step size, and had initial intensity profiles determined by the average pixel value of two ROIs, one within the nodule and one within the background. The angles of rotation for the spiculated nodules were estimated prior to matching using an automated normalized crosscorrelation method (32) . During the matching procedure, templates were moved around a centroid-offset (±1 pixel, 0.5 step size), and their intensity profile was varied around the estimated nodule intensities (±50 HU, 5 HU step size) and background intensities (±50 HU, 10 HU step size). Across each combination of these variables, a squared absolute difference cost function between the template and the nodule volume of interest (VOI) was minimized to determine the best match. Powell's method of coordinate descent (33) was used to iterate toward the best-matched template. In comparison to the original approach (31), which employed an exhaustive search, Powell's iterative search method led to improved computational efficiency and allowed for the use of smaller increments over wider ranges for the estimation parameters (size, HU, and nodule center).
Statistical analysis
Prior to statistical analysis, all volume estimates were log-transformed (natural log) to make the data better suited for subsequent analyses such as ANOVA which assumes homoscedasticity (26, 34) . Analyses included the extraction of metrics to describe bias and repeatability, as recommended by the QIBA metrology group (27, 34) . Linearity analysis was not performed due to inclusion of only two nodules sizes (5 and 10 mm).
Bias was defined as the difference between the expected value of the measurements and the reference standard. For easier interpretation, bias was converted into percent bias (PB). PB, as well as the standard deviation of percent error (SPE), were measured across subgroups of volume estimates. Subgroups were selected based on n-way ANOVA with two-way interaction analysis of the estimation error.
Factors in this analysis included nodule size, nodule shape, nodule density, reconstruction method, CTDI vol , kVp, and the interaction of these factors. The implemented model treated variables as fixed factors. Eta-squared (35) was used for ranking substantial contribution to overall error. The eta-squared, interpreted as the proportion of the total variance that is attributed to an explanatory variable, was calculated as the ratio of the between-group sum of squares to the total sum of squares. PB and SPE were calculated across factors with eta-squared >0.05.
Repeatability represents the measurement precision under near identical imaging conditions. The repeatability coefficient (RC) is defined as the least significant difference between two repeated measurements at a two-sided significance of α=0.05. Under certain assumptions presented in Li et al. (6) , the RC was estimated as 1.96
is the estimate of the within-subject variance (6) . The 95% CI of RC was calculated based on chi-square statistics as defined in Raunig et al. (34) . Values for RC were converted to percentage (RC%) for easier interpretation. Note that RC% is a measure of error with lower values indicating better repeatability. Table 1 indicate that density was the largest contributor to overall measurement error. Nodule size was not found to be significant; however, the interaction of nodule size and density was a large contributor. The interaction of nodule size and nodule shape was also found to be significant. The effect of nodule size as an individual factor was probably reduced due to the use of thin reconstructed image thickness (0.5 mm) protocols. Previous studies have shown that the effect of nodule size is more pronounced for thicker slice protocols (6) . CTDI vol was not shown to be a significant factor (eta-squared close to zero), despite the wide range in dose values and inclusion of 0.3 mGy scans. Reconstruction algorithm and kVp were also not significant. It has to be noted that this analysis ranks the most significant factors in terms of their influence on measurement accuracy, since the input to ANOVA consisted of the difference between log-transformed volume measurements and reference standard.
Results
Results shown in
PB and SPE values across reconstruction method are tabulated in Table 2 . Analysis was done per density, nodule size and shape, and across reconstruction methods based on the ANOVA analysis above. Results show that reconstruction method had a minor impact on PB for 10-mm nodules regardless of density, with differences of ±2.5% or less across algorithms. For the 5-mm nominal diameter nodules, the differences in PB among reconstruction methods were on the order of ±2.8% or less for the solid nodules an on the order of ±7% for the nonsolid nodules. Across densities, the −800 HU nodules showed higher error compared to higher density nodules for all reconstruction methods, with differences in PB on the order of 20% or more for the 5-mm nodules and 6% or so for the 10-mm nodules. The model-based FIRST IR algorithm showed smaller PB by 3-5% compared to the other two algorithms for the 5-mm, low density (−800 and −630 HU) nodules, but for the rest of 5-mm and all 10-mm nodules, differences were less than 1.8%. Across shapes, PB was generally higher for the spiculated nodules compared to spherical (differences ranging from 0.4 to ~14%) except for the −800 HU, 10 mm nodules where PB on spherical was slightly higher.
Overall, the volume estimates of the 10-mm nodules with −630 and −10 HU densities were highly accurate across reconstruction methods, with PB within ±3.6%. However, for the −800 HU nodules with 10 mm in diameter, the maximum PB increased to 11.3%. Looking at the same breakdown for the 5-mm nodules, PB for the −630 and −10 HU densities the maximum was 11.2% whereas for the −800 HU nodules, maximum PB increased to 34%. Figures 3,4 show repeatability results for each nodule size and density combination across CTDI vol and reconstruction methods. We examined CTDI vol and reconstruction methods based on findings from a recent study on the volumetry of low contrast objects (liver lesions) which showed that both of these factors had a significant effect on precision (36) . It can be seen that for the 10-mm in diameter nodules that RC% was on the order of 5% or less and varied slightly (±3%) across CTDI vol , reconstruction methods, or densities. For the 5-mm in diameter nodules, RC% was overall higher than for the 10-mm, ranging from about 4% to 20% depending on density and CTDI vol , and to a lesser degree on reconstruction method. More specifically, excluding the 0.3 mGy dose which produced the highest error, the RC% range across all reconstruction methods for a given CTDI vol setting was in the order of 4% or less. The effect of dose was relatively small, with RC% for the −800, −630 and −10 HU nodules decreasing by about 5%, 3% and 2% or less respectively, as CTDI vol increased from 0.6 to 4.1 mGy for a given reconstruction method. Across reconstruction methods, differences in RC% were small (3% or less for a given CTDI vol ) with the exception of 0.3 mGy were larger differences were observed.
Discussion
The focus of the study was on the assessment of volumetric CT for nodules with densities spanning the range of solid and nonsolid nodules across different dose protocols and state-of-the-art reconstruction methods. We were particularly interested to quantify the impact of IR algorithms for measuring volume for low contrast tasks in the presence of high amounts of noise. At the same time, we wanted to provide some insight into any potential limit in the "measurability" of lung nodules, by stretching the range of dose protocols to as low as 0.3 mGy, the range of nodule sizes to 5 mm, and densities as low as −800 HU. Assessment was performed to quantify the accuracy and precision of volume estimates; both of these properties need to be within acceptable boundaries for a clinically useful biomarker (23) .
Our findings show that the volume of the 10 mm nodules of all densities was measured with both high accuracy (PB within 11%) and high precision (RC% within 5%). Clinically, 11% PB or less in measuring volume would translate to a 3.5% PB or less in measuring the longest nodule diameter from baseline, with the ability to distinguish between a 10.00-mm and a larger than 10.35 mm diameter nodule. Excluding the −800 HU nodules, accuracy within 5% was achievable. In fact, density was the factor found to contribute the most to overall error in our analysis of significant factors. The impact of density on accuracy was also observed in the study by Scholten et al. (18) where substantial differences in absolute percent error were observed between −800 and −630 HU densities for 10 mm nodules. Precision for the 10-mm nodules was unaffected by CTDI vol or reconstruction methods in the scanner examined in our study. This result is consistent with the findings reported by Kim et al. (11) on volumetry of nonsolid nodules using a Philips iCT scanner with low dose protocols and three different reconstruction methods (FBP, iDose, IMR). Our findings can be used to inform possible amendments to the QIBA profile for lung nodule volume assessment and monitoring in low-dose CT screening (current draft includes 6-12 mm nodules in diameter) and suggest the inclusion of nonsolid nodules in the target population. This document includes performance claims mainly based on studies of solid nodules. Our findings support the inclusion of the 10-mm nonsolid nodules in the category of "measurable" nodules for which the profile is applicable.
The study findings for the 5-mm diameter nodules show a substantial effect of density. The volume estimates for the −630 and −10 HU nodules showed relatively low bias (PB within 11%), but PB within 20-30% for the −800 HU nodules. Similarly, precision for the −630 and −10 HU nodules was relatively high (RC% less than 12%) for CTDI vol ≥0.6 mGy and was not affected substantially by the choice of reconstruction method, whereas for the −800 HU, 5 mm nodules RC% varied more widely across dose and/or reconstruction method. These findings suggest that reliable surveillance of 5 mm in diameter nodules with densities of −630 HU and larger is possible using low-dose volumetric CT and the protocols used in this study. It has to be noted that these findings are based on thin slice protocols (slice thickness was 0.5 mm). Based on the importance of slice thickness on nodule volumetry, particularly for subcentimeter nodules, it would be expected that findings could be different for protocols using thicker slices.
Dose did not have a significant effect on volumetric accuracy in our study, despite the inclusion of CTDI vol as low as 0.3 mGy. Furthermore, the interaction of dose with reconstruction method was not significant in terms of accuracy. This differs from the work of Doo et al. (22) which reported on volume measurements of −630 and 100 HU spherical nodules using the same FBP and AIDR 3D reconstruction algorithms as in our study, significant improvement in average percent error was reported when using AIDR 3D in low-dose CT acquisitions, particularly for the 5-mm nodules. Other than the use of only spherical nodules and a different measurement method (commercially available semi-automated segmentation algorithm) in that study, this discrepancy can possibly be due to their use of a different reconstruction filter compared to those in our study (FC05 vs. FC13 in our study); FC05 is sharper than FC13 and has a beam hardening correction algorithm employed; for data reconstructed with a filter having these properties, the benefit of IR on measurement accuracy could be more pronounced. In terms of precision, dose, across the range investigated in our study, did not have any effect on the 10-mm in diameter nodules, but did have an effect on the 5-mm nodules in a limited way. RC% increased substantially at 0.3 mGy and varied across CTDI vol values for the 800 HU, 5 mm in diameter nodules. Variability across CTDI vol for these nodules was reduced for the higher densities. In terms of the effect of dose and its interaction with reconstruction methods on precision for the 5-mm nodules, our findings showed that repeatability was generally consistent from 0.6 to 4.1 mGy for the −630 and −10 HU densities, regardless of IR, and was only affected substantially when CTDI vol fell to 0.3 mGy. For the −800 HU, 5 mm nodules, repeatability varied more widely across both CTDI vol and reconstruction methods.
Reconstruction algorithm had a density-dependent effect on volumetric accuracy. Findings showed that for the −800 and −630 HU nodules, the model-based FIRST IR algorithm reduced bias compared to the other reconstruction methods for these low-density 5-mm nodules. These findings, combined with the discussion on dose above, suggest that low contrast nodules of small size and with locally uniform background (non-attached nodules in this study), may benefit from the use of model-based IR methods. Such reconstruction methods are usually designed to adaptively reduce noise while preserving edges in the image. It has been shown that IR algorithms can improve the detection of lowcontrast lesions compared to FBP (37) . However, further study is needed to quantify any specific benefits on volumetric estimation across a wider range of nodule properties such as the contrast, size and especially local background.
It has to be pointed out that the results reported above are from a phantom study using a matched filterbased volume estimator that is informed of nodule shape; measurement error in a clinical study with potentially more complex shapes and backgrounds would be expected to be higher. In general, it is assumed that this estimator provides an estimate of the lower-bound of measurement error. However, this method is not ideal; measurement error would in principle be lower if the estimator could match the exact properties of the different reconstruction method, which were not available in the context of this study. In terms of comparisons with a segmentation-based method, we recently reported results of a study (38) where nodules measurements from a subset of the scans investigated in this study, were segmented using a publicly available 3D segmentation tool. Results show that the measurement method did not substantially affect the accuracy of measurements for the 10-mm nodules with CTDI vol ≥0.6 mGy, but it did affect the accuracy of the 5-mm nodule measurements. Segmentationbased volume estimation had lower PB than the matchedfilter based estimator for −800 HU nodules but larger PB for −630 and −10 HU nodules. Direct comparisons between measurements methods regarding precision for different densities could not be made since the reported RC% was calculated from pooled nodule measurements and not per density or size. Overall, the segmentation method showed reduced repeatability with RC% differences between the methods being dependent on dose and reconstruction algorithm. For 0.6 mGy, RC% differences between methods were on the order of 14% for FBP and fell to ~4% with the model-based FIRST IR method. The effect of reconstruction method was smaller for 1.7 mGy scans, with differences in RC% 5% for FBP and 2% for FIRST IR. The above comparisons involve a specific segmentationbased volume estimation method and may not apply to other segmentation-based methods.
This work could inform the developers of guidelines and protocols such as the QIBA, organized by the Radiological Society of North America. The volumetric CT committee of QIBA is currently preparing a set of documents (called QIBA Profiles) specifying protocols and conditions for achieving volume measurements and determining change in volume within defined error bounds. However, most of the supporting data used to develop Profiles has been derived from studies focusing primarily on solid nodules. In fact, the QIBA profile for lung nodule volume assessment and monitoring in low dose CT screening which focuses on small nodules (6 to 12 mm in diameter) applies specifically to solid nodules. Similarly, the QIBA profile for CT tumor volume change for advanced disease (which focuses on nodules larger than 10 mm in diameter) applies to "tumors with sufficiently conspicuous margins", a criterion that often does not apply to human visual assessment of nonsolid nodules. Our findings could help amend such guidelines to include protocols for improved and more consistent measurement of nonsolid nodules.
Conclusions
In summary, the findings of this comprehensive phantom study show that the density of lung nodules can substantially affect volumetry from CT, with the effect being more pronounced for smaller size. Overall, reasonable values of both accuracy and precision were achieved for volumetric measurements of all 10-mm nodules and for the 5-mm nodules with −630 HU or higher density, when derived from scans acquired at 0.6 mGy or higher. Model-based IR algorithm resulted in a more accurate measurement for the 5-mm, low-density (−800, −630 HU) nodules. Dose did not affect volumetric accuracy and only affected slightly the precision of 5-mm low-density nodules. These findings can be informative toward the creation of standardized guidelines for the volumetry of nonsolid nodules and
