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a b s t r a c t
It is natural to assume that a missing-data mechanism depends on latent variables in
the analysis of incomplete data in latent variate modeling because latent variables are
error-free and represent key notions investigated by applied researchers. Unfortunately,
the missing-data mechanism is then not missing at random (NMAR). In this article, a
new estimation method is proposed, which leads to consistent and asymptotically normal
estimators for all parameters in a linear latent variatemodel,where themissingmechanism
depends on the latent variables and no concrete functional form for the missing-data
mechanism is used in estimation. The method to be proposed is a type of multi-sample
analysis with or without mean structures, and hence, it is easy to implement. Complete-
case analysis is shown to produce consistent estimators for some important parameters in
the model.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Suppose that the distribution of an observable random p-vector Y = [Y1, . . . , Yp]′ permits a probability density function
f (y|θ), where θ is a parameter (q-vector) in some parameter space in Rq. Data which involve missing values are said to be
incomplete. Let R = [R1, . . . , Rp]′ be a vector of missing indicators taking Ri = 0 (or 1) if Yi is missing (or observed). Two
models have been developed to analyze incomplete data, namely the selectionmodel and the pattern-mixturemodel. These
models decompose the joint distribution of (Y ,R), respectively, as P(R|Y ; τ)f (Y |θ) and f (Y |R; θ)P(R|τ). Here f (y|r; θ) is
the conditional density function of Y given R, where τ is a parameter vector which postulates the distribution of R. In many
cases, θ is a parameter of interestwhereas τ is a nuisance. There are situationswhere θ and τ cannot be clearly separated. The
conditional probability P(R|Y ; τ) is called (the distribution of) a missing-data mechanism. We shall describe missing-data
mechanisms for models with latent variables in Section 2.
Denote by L (≤2p) the number of missing patterns in Y and by r(ℓ) any value that R can take, where ℓ = 1, . . . , L. Here
r(1) = [1, . . . , 1]′ represents the event that all elements of Y are observed. We write by p(ℓ) the number of elements equal
to one in r(ℓ). In practice, the number of missing patterns in a real data set may be smaller than L, in which case, L may be
set at the actual number of missing patterns in the data set.
Let Dr(ℓ) be the selection matrix of order p
(ℓ) × p. The matrix chooses observed variables from Y and operates as Dr(ℓ)Y
according to the missing pattern R = r(ℓ). Typically D r(1) = Ip. The actually observed vector DRY is often written as Yobs.
Let fr(ℓ)(Dr(ℓ)y|θ) denote the density function of Dr(ℓ)Y , which is a marginal distribution of f (y|θ).
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A missing-data mechanism P(R|Y ; τ) is said to be missing at random (MAR) if
P

R = r(ℓ)
Y ; τ = PR = r(ℓ)Dr(ℓ)Y ; τ(ℓ) (ℓ = 1, . . . , L) (1)
for any possible values of Y . The likelihood inference based on the density function fR(DRY |θ) of Yobs is often said to be
the method of direct maximum likelihood or full-information maximum likelihood. The likelihood inference based on Yobs
has been shown to create a consistent estimator for θ if a missing-data mechanism is MAR. It should be noted that the
missing-datamechanismneeds not to be used to obtain the consistent estimator. If amissing-datamechanism is notmissing
at random (NMAR), the likelihood inference based on Yobs does not necessarily produce consistent estimators. The useful
notion and results have been well-known since [52]. For details, see [40,53,57,39], among others.
In latent variate models, an alternative approach has been developed recently to analyze incomplete data, namely, the
shared-parameter model, in addition to the selection and pattern-mixture models. Let z be a vector of continuous latent
variables and let c be a discrete latent variable that denotes a latent class, as in latent class model. The shared-parameter
model is expressible in the form:
P(Y ,R) =
∫
P(R|z)f (Y |z)g(z)dz, or P(Y ,R) =
−
c
P(R|c)f (Y |c)P(c),
where the parameters are suppressed. The key concept of themodeling is conditional independence between Y and R given
z or c. Albert and Follman [1] developed the continuous shared-parameter model in linear mixed models, and [17,47] have
used latent class shared-parameter models in structural equation modeling. In their studies, the missing-data mechanisms
are explicitly specified in estimation, and hence, it is useful only if an appropriatemissing-datamechanism and its functional
form can be found. In this article, we assume the shared-parameter model as a missing-data mechanism and take the idea
of the pattern-mixture model to estimate parameters where no explicit form of the missing-data mechanism is utilized in
the estimation. The concept of conditional independence has been often used in the analysis of incomplete data. See [3,60]
for instance. This will be taken up in some detail in Section 6.
In this article, we first note in Section 2 that a missing-data mechanism which depends on latent variables is NMAR
in a typical latent variate model. For this situation, rather than specifying the missing-data mechanism, a new easy-to-
implement methodology using the likelihood of the normal distribution is proposed in Section 3, which can produce
consistent estimators for all parameters in a linear latent variatemodel. Themethodology is similar to, but different from, the
directmaximum likelihood based on the normal distribution underMAR. Further, we shall show that complete-case analysis
after listwise deletion based on the normal-distribution-based likelihood, although an old-fashionedmethodology, gives rise
to consistent estimators for important parameters in the same model. In Section 4, we study asymptotic properties of the
estimators developed here. Particular attention is given to robustness properties of CCA against nonnormal populationswith
NMAR missingness. Section 5 provides numerical examples, and the final section gives a discussion, literature review and
conclusions.
2. Missing mechanism depending on latent variables
We shall consider a simple confirmatory factor analysis model with k common factors for a p-dimensional observable
vector Y :
Y = µ+Λ(λ)z + e, (2)
E(z) = 0, E(e) = 0,
V (z) = Φ, V (e) = Ψ , Cov(z, e) = O,
where z and e are, respectively, random vectors of common and unique (error) factors. Here µ is a general mean vector, Ψ
being a diagonal matrix with diagonal elements ψ11, . . . , ψpp, and λ, a structural vector in the factor loading matrix Λ(λ).
The so-called fundamental equation of factor analysis is then obtained as
V (Y ) = Λ(λ)ΦΛ(λ)′ + Ψ = Σ(θ),
θ = [λ′, ψ11, . . . , ψpp, v(Φ)′]′.
See Appendix A for the definition of v(A).
Let R be a vector of missing indicators as defined in Section 1. The distribution of R may depend on Y and z . We make
the following assumption:
A1. Y and R are conditionally independent given z .
The assumption is equivalent to that of e and R being conditionally independent given z under the model in (2). Under the
assumption, we have that
P(R = r|Y , z) = P(R = r|z)

= h(r|z; τ), say

(Y ∈ Rp, z ∈ Rk), (3)
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where the elements of r take a value of 1 or 0. Here τ is a parameter vector of the conditional distribution. If h(r|z; τ)would
be unrelated to z , Y and R would be mutually independent. The data are then said to be missing completely at random
(MCAR), a special case of MAR. This example considers the case where h(r|z; τ) does depend on z .
Under the specification, we shall show that themissing-data mechanism is NMAR. Tomake discussion simple, normality
assumption on [z ′, e′]′ is made. Let Np(y|µ,Σ) denote the density function of the p-variate normal distribution with mean
vector µ and variance matrixΣ . The conditional probability under A1 is expressible in the form:
P(R = r(ℓ)|Y ) =
∫
P(R = r|z)Np

Y |µ+Λ(λ)z,Ψ Nk(z|0,Φ)
Np(Y |µ,Σ(θ)) dz
=
∫
h(r(ℓ)|z; τ)g(z|Y ;µ, θ)dz,
and similarly we have
P(R = r(ℓ)|Dr(ℓ)Y ) =
∫
h(r(ℓ)|z; τ)g
(ℓ)
(z|Dr(ℓ)Y ;µ, θ)dz,
where g(z|Y ;µ, θ) and g
(ℓ)
(z|Dr(ℓ)Y ;µ, θ) are the conditional normal density functions of z givenY andDr(ℓ)Y , respectively.
In the factor analysis model in (2), g(z|Y ;µ, θ) does depend on all elements of Y , so they are different. Thus, the MAR
condition will not hold, i.e., P(R = r(ℓ)|Y ) ≠ P(R = r(ℓ)|Dr(ℓ)Y ). An exception is given when R and z are mutually
independent (MCAR). The proof is an adaptation of Example 6.24 in [40], where a simple random-effect model in ANOVA is
discussed.
3. Analysis of incomplete data in SEM
Structural equation modeling (SEM) is one of major fields in statistics and is often applied in empirical research in social
and medical sciences, among others. See [10] as a standard text book and [35] for recent developments on SEM. Incomplete
data analysis is important particularly in observational studies (e.g., [3]). Many commercial programs of SEM employ the
direct likelihood approach to analyze incomplete data under MAR condition, which include LISREL, EQS, AMOS and M-Plus
[31,8,6,49].
Linear latent variate models suggested by Anderson [4,5], and Browne and Shapiro [12] cover large part of structural
equation models (SEM), which are defined as
Y = µ+
G−
g=1
Λg(λ)zg + e, (4)
whereµ is a general mean vector andΛg(λ)’s are factor loadingmatrices with a structural parameter vector λ. Here zg ’s and
e are exogenous random vectors of size kg and p, which are mutually uncorrelated, with zero mean vectors and V (zg) = Φg ,
V (e) = Ψ . Typically e denotes an error term, andΨ = diag(ψ11, . . . , ψpp) is nonnegative definite. Inmany cases, important
steps of SEM are model-fit examination and statistical inference concerning the structural parameter λ in Λg(λ) whereas
there are situations where inference concerning factor covariances and/or means are of real interest. In the model, we
have
E(Y ) = µ,
V (Y ) =
G−
g=1
Λg(λ)ΦgΛg(λ)
′ + Ψ (=Σ(θ), say),
θ = [λ′, ψ11, . . . , ψpp, v(Φ1)′, . . . , v(ΦG)′]′.
The parameter vector θ is assumed to be identified in the covariance structure modelΣ(θ).
Obviously, the model becomes a conventional confirmatory factor analysis model when G = 1. Then z1 is a vector of
common factors. Themodel can represent LISRELmodels [12]. In some situations, themeans of latent vectors are introduced,
i.e., νg = E(zg). Typically, the latent means of zg ’s can be estimated in multi-sample analysis under appropriate equality
constraints. See e.g., [11].
Let R be a missing indicator of Y as defined in Section 1. The direct likelihood in the model under normality assumption
is expressible in the form:
LMAR(θ,µ|Y ,R) = N

DRY | DRµ,DRΣ(θ)DR ′

(5)
=
L−
ℓ=1
1 {R=r(ℓ)}Np(ℓ)

Dr(ℓ)Y | Dr(ℓ)µ,Dr(ℓ)Σ(θ)Dr(ℓ) ′

, (6)
where 1A is an indicator function taking a value of one if A is true and a value of zero otherwise.
It should be noted that the parameters θ andµ are common over the Lmissing patterns. Use of likelihood analysis in (5)
or (6) is not validated in our situation because the missing-data mechanism under consideration is NMAR.
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We shall make the following assumptions:
A2. z1, . . . , zG, e are independent; R and Y (or e) are conditionally independent given (z1, . . . , zG).
A3. P(R = r|Y , z1, . . . , zG) = P(R = r|z1, . . . , zG) =∏Gg=1 hg(r|zg; τ, θ).
The first equality in A3 is nothing but a consequence of A2. Assumption A3 does not imply that the missing-data
mechanism is unrelated to the observable vector Y . The mechanism depends on Y through zg ’s; in other words, zg ’s are
confounders between R and Y . Note that if (R, z1, . . . , zG) and e are independent, the latter statement in A2 holds. The
multiplicative structure for the missing-data mechanism in A3 is not a real assumption when G = 1, i.e., a confirmatory
factor analysis model but might be a restrictive assumption. Some discussion on A3 in a particular latent variate model is
given in Section 6.
Under these assumptions, we can derive the conditional distribution of (z1, . . . , zG) given R = r(ℓ) in the form:
(z1, . . . , zG)|R = r(ℓ) ∼
G∏
g=1
hg(r(ℓ)|zg; τ, θ)fg(zg)
Rkg hg(r
(ℓ)|zg; τ, θ)fg(zg)dzg , (7)
where fg(zg) is the density function of the distribution of zg that may have parameters other than Φg . The key relation in
(7) shows that the independence property of zg ’s remains true even conditioned on R = r(ℓ). Let ν(ℓ)g = E(zg |R = r(ℓ)) and
Φ
(ℓ)
g = V (zg |R = r(ℓ)). The conditional distribution of Y given R and the conditional moments are then given as
Y | R=r(ℓ) = µ+
G−
g=1
Λg(λ)zg | R=r(ℓ) + e,
E(Y |R = r(ℓ)) = µ+
G−
g=1
Λg(λ)ν
(ℓ)
g

=µ(ℓ), say

,
V (Y |R = r(ℓ)) =
G−
g=1
Λg(λ)Φ
(ℓ)
g Λg(λ)
′ + Ψ

=Σ(θ(ℓ)), say

,
θ(ℓ) = [λ′, ψ11, . . . , ψpp, v(Φ(ℓ)1 )′, . . . , v(Φ(ℓ)G )′]′
(8)
(ℓ = 1, . . . , L). Since the general mean vector µ consists of free parameters, all the elements of µ(ℓ) = E(Y |R = r(ℓ))
can be regarded as free parameters as well for each ℓ. The variance matrix Φ(ℓ)g will be a complicated function of Φg and
τ (and other parameters). Since Φg does not have any structure, it is not unreasonable to assume that Φ
(ℓ)
g consists of free
parameters, that is, it has no structure. Each of Φ(ℓ)g (g = 1, . . . ,G) has the individual parameter matrix Φg that does not
have functional relationswith any otherΦg ’s while they have the same parameter τ in common. Thus, it is not unreasonable
to assume thatΦ(ℓ)g (g = 1, . . . ,G) are distinct parameters. As a result, the random vector Y given any missing pattern still
follows according to a linear latent variate model with no mean structure and the same factor loading matrices Λg(λ) and
the same error variance matrix Ψ as in the original unconditional model (no missing observations) in (4). Notice that the
variance matrix of latent variables will be different from that in the original model, that is,Φ(ℓ)g ≠ Φg .
The reproductive property of the linear latent variate model after conditioning on R will not hold when the missing
mechanism P(R = r|Y ) depends directly on observable variables, the missing mechanisms most often discussed in the
literature.
Before a new estimation method is proposed, we shall make a brief discussion on complete-case analysis (CCA), which is
an analysis for the cases with R = r(1) =[1, . . . , 1]′. The result in (8), along with the subsequent discussions, shows that
complete-case analysis can be applied in a linear latent variate model when the sample size of the complete cases is large
enough and the main interest of the analysis is not placed on factor covariances and means. The complete-case analysis
using the normal-distribution-based likelihood is implemented on the basis of
LCCA(θ(1),µ(1)) = Np

Y | µ(1),Σ(θ(1))

(9)
(the superscript (1) is not necessary here). It should be noted that the normality assumption for the distribution of Y is not
necessarily met to make consistent estimation and that the above likelihood is used only as a tool for making inferences
based on the moment method. Obviously, the conditional distribution of Y given R = r(ℓ) would not be normal even if the
unconditional distribution were normal. Since the likelihood based on the above is a function of the sample mean vector
and sample variance matrix and they are consistent for the population counterparts E(Y |R = r(1)) and V (Y |R = r(1))
respectively, the estimators λˆ and Ψˆ based on (9) are consistent.
Now we shall consider a new estimation method based on the formula in (8), where all cases in a data set are used.
The above statement on complete-case analysis holds for any other missing-data patterns, i.e. R = r(ℓ)(ℓ = 2, . . . , L), as
well. Notice that the conditional latent mean vectors ν(ℓ)g and variance matrices Φ
(ℓ)
g (g = 1, . . . ,G; ℓ = 1, . . . , L) may be
functionally related. Here we shall ignore the relations and regard them as distinct free parameters. It is permitted as far as
these parameters are identified.
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The likelihood and the parameters of the model are expressible in the form:
LPTM(θ, ν|Y ) = N

DRY
DRµ+ G−
g=1
Λg(λ)ν
(R)
g

,DRΣ(θ(ℓ))DR ′

=
L−
ℓ=1
1 {R=r(ℓ)}Np(ℓ)

Dr(ℓ)Y
Dr(ℓ)µ+ G−
g=1
Λg(λ)ν
(ℓ)
g

,Dr(ℓ)Σ(θ
(ℓ))Dr(ℓ)
′

, (10)
ν = [µ′, ν(1)′1 , . . . , ν(1)′G , . . . , ν(L)′1 , . . . , ν(L)′G ]′, (11)
θ = [λ′, ψ11, . . . , ψpp, v(Φ(1)1 )′, . . . , v(Φ(1)G )′, . . . , v(Φ(L)1 )′, . . . , v(Φ(L)G )′]′, (12)
where ν(R)g = ν(ℓ)g if R = r(ℓ).
The likelihood is similar to pattern-mixture modeling because each component is based on the conditional distribution
of Y given R. Use of the likelihood of the normal distributionmeans application of themomentmethod in estimation, where
conditional population and sample moments are compared. In this respect, maybe we should call the estimation method
the quasi- or pseudo-ML, as in [7].
The model specification in (10) is quite similar to multi-sample analysis (MSA) of SEM with mean structures. The model
with a common Λ(λ) and Ψ and possibly different Φ ’s across subpopulations (missing patterns) is a typical MSA of SEM
and represents a model of factorial invariance (e.g., [45]). Notice that the sample size in each subpopulation is random. It
must be verified that statistics in subpopulations are mutually independent to conduct MSA. These issues will be discussed
in some detail in Section 4.
It is known that latent means and general means have indeterminacy and are not identified in a linear latent variate
model. In fact, we have for arbitrary cg ’s
E(Y |R = r(ℓ)) = µ+
G−
g=1
Λg(λ)ν
(ℓ)
g
=

µ−
G−
g=1
Λg(λ)cg

+
G−
g=1
Λg(λ)

ν(ℓ)g + cg

= µ∗ +
G−
g=1
Λg(λ)ν
(ℓ)∗
g , say.
We can naturally find the constraints:
L−
ℓ=1
P(R = r(ℓ))ν(ℓ)g = E(zg) = 0 (g = 1, . . . ,G). (13)
This can eliminate the indeterminacy above. In MSA with mean structures, typical treatment for identification is
ν
(1)
1 = 0, . . . , ν(1)G = 0. (14)
This treatment is simpler although ν(ℓ)g no longer represents E(zg |R = r(ℓ)). Under either of the two linear constraints, the
latent means are identified and estimable, provided that for each ℓ,
A4. Dr(ℓ)
G−
g=1
Λg(λ)ν
(ℓ)
g = Dr(ℓ)
G−
g=1
Λg(λ)ν˜
(ℓ)
g H⇒ ν(ℓ)g = ν˜(ℓ)g .
A necessary condition for estimation to be possible in the model in (10) is that the number of actual parameters in
(ν
(ℓ)
1 , . . . , ν
(ℓ)
G ) be not more than p
(ℓ) for each ℓ.
It is useful to obtain estimators for the latent conditional mean vectors ν(ℓ)g because they may give useful information
concerning the missing patterns. More importantly, one can create an estimator for the variance matrix Φg of zg in the
original model. The following formula is well known:
Φg = V (zg) = E[V (zg |R)] + V [E(zg |R)]
=
L−
ℓ=1
P(R = r(ℓ))Φ(ℓ)g +
L−
ℓ=1
P(R = r(ℓ))(ν(ℓ)g − ν¯g)(ν(ℓ)g − ν¯g)′, (15)
where ν¯g = ∑Lℓ=1 P(R = r(ℓ))ν(ℓ)g . When the identification constraint in (13) is employed, we have ν¯g = 0; they may not
be zero when ν(1)1 = 0, . . . , ν(1)G = 0. For either case, the formula in (15) holds true.
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It is interesting to compare the likelihoods in (6) and (10). The LMAR in (6) becomes equivalent to LPTM in (10) if the
following equality constraints are imposed:
µ(1) = · · · = µ(L) (or equivalently ν(ℓ)g ≡ 0),
Φ(1)g = · · · = Φ(L)g (g = 1, . . . ,G),
(16)
so that all parameters are constrained to equal across the L subpopulations. Thus, LPTM in (10)makesMSAwith partial equality
constraints on some parameters across the L subpopulations, while the direct likelihood LMAR in (6)makesMSAwith equality
constraints on all parameters.
It should be noted that the new method in (10) contains many parameters to be estimated and that the sample size for
each missing pattern r(ℓ) will have to be large enough to estimate µ(ℓ)’s (or ν(ℓ)g ’s) andΦ
(ℓ)
g ’s stably. When the sample sizes
for some patterns are small, it would be better to remove the cases (listwise deletion) with these patterns in the analysis.
The likelihood in (10) can be applied when sample covariances are available but sample means have been lost. Estimation
can be made by putting all mean vectors E(Y |R = r(ℓ)) (ℓ = 1, . . . , L) to be free parameters, as it is done in covariance
structure analysis. One can then obtain consistent estimators for λ and Ψ . See the likelihood in (20).
A final remark in this section is concerned with the likelihood ratio test statistic using the likelihoods in (6) and
(10). The missing-data mechanism defined in (A3) becomes MCAR when hg(r|z; τ)’s do not depend on zg ’s, and thus the
mechanism in (A3) includes MCAR as a special case. The difference statistic between (6) and (10) can statistically test
MCAR against the NMAR defined in (A3), in other words, testing whether the missing-data mechanism depends on latent
variables.
4. Asymptotic properties of estimators
The population distribution we consider here is quite arbitrary, that is,
(Y ,R) ∼ P(R = r(ℓ)|y)f (y), (y ∈ Rp; ℓ = 1, . . . , L),
where the parameters are suppressed for simplicity. Suppose that the fourth-order moments of Y given R are finite.
Define
µℓ = E(Dr(ℓ)Y |R = r(ℓ)),
Ξℓ =
[
Σℓ C ′ℓ
Cℓ Γℓ
]
= V
[
Dr(ℓ)Y
vec

(Dr(ℓ)Y − µ(ℓ))(Dr(ℓ)Y − µ(ℓ))′
]R = r(ℓ) (ℓ = 1, . . . , L). (17)
Consult Appendix A for vec operators.
Consider a random sample (i.i.d.) of size n from a population whose distribution is given above: (Y1,R1), . . . , (Yn,Rn).
The available sample we have in hand is
(DR1Y1,R1), . . . , (DRnYn,Rn). (18)
Let Iℓ = {1 ≤ i ≤ n|Ri = r(ℓ)} and let nℓ be the number of elements in Iℓ. ThenLℓ=1 Iℓ = {1 ≤ i ≤ n} and∑Lℓ=1 nℓ = n.
The log-likelihood corresponding to (6) is
log LMAR =
L−
ℓ=1
−
i∈Iℓ
logNp(ℓ)

Dr(ℓ)Yi | µℓ,Σℓ

.
Let M(ℓ)i = 1 if Ri = r(ℓ) and M(ℓ)i = 0 otherwise. Then nℓ =
∑n
i=1 M
(ℓ)
i . Notice that the sample sizes nℓ’s in the L
subpopulations are random variables. The subscript i of Yi orM
(ℓ)
i drops if it is unnecessary.
Define
Y¯ℓ = 1nℓ
−
i∈Iℓ
Dr(ℓ)Yi =
1
n∑
i=1
M(ℓ)i
n−
i=1
M(ℓ)i Dr(ℓ)Yi,
Sℓ = 1nℓ
−
i∈Iℓ
(Dr(ℓ)Yi − Y¯ℓ)(Dr(ℓ)Yi − Y¯ℓ)′
= 1n∑
i=1
M(ℓ)i
n−
i=1
M(ℓ)i (Dr(ℓ)Yi − Y¯ℓ)(Dr(ℓ)Yi − Y¯ℓ)′.
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It is easily seen that Y¯ℓ and Sℓ are consistent for µℓ and Σℓ, respectively, even though the sample size nℓ is random. The
asymptotic distributions of Y¯ℓ and Sℓ can be evaluated simply as
√
nℓ(Y¯ℓ − µℓ) = 1
n∑
i=1
M(ℓ)i
n−
i=1
M(ℓ)i (Dr(ℓ)Yi − µℓ)
= 1
nP(M(ℓ) = 1)
n−
i=1
M(ℓ)i (Dr(ℓ)Yi − µℓ)+ op(1),
√
nℓvec(Sℓ −Σℓ) = 1
n∑
i=1
M(ℓ)i
n−
i=1
M(ℓ)i vec

(Dr(ℓ)Yi − Y¯ℓ)(Dr(ℓ)Yi − Y¯ℓ)′ −Σℓ

= 1
nP(M(ℓ) = 1)
n−
i=1
M(ℓ)i vec

(Dr(ℓ)Yi − µℓ)(Dr(ℓ)Yi − µℓ)′ −Σℓ

+ op(1),
both of which are basically the average of i.i.d. random vectors. The central limit theorem can apply, and the asymptotic
mean vectors and variance matrices of
√
nℓ(Y¯ℓ − µℓ) and√nℓvec(Sℓ −Σℓ) are given respectively as the zero vectors and
1
P(R = r(ℓ))V

M(ℓ)Dr(ℓ)Y
 = V Dr(ℓ)Y R = r(ℓ) = Σℓ,
1
P(R = r(ℓ))V

M(ℓ)vec

(Dr(ℓ)Y − µℓ)(Dr(ℓ)Y − µℓ)′ −Σℓ

= V

vec

(Dr(ℓ)Y − µℓ)(Dr(ℓ)Y − µℓ)′
R = r(ℓ) = Γℓ
with Σℓ and Γℓ given in (17). The asymptotic covariance matrix between the sample mean and variance matrix given
R = r(ℓ) is given as Cℓ in (17) in a similar derivation. Let gℓ(y) be any measurable function with E

M(ℓ)gℓ(Y )
 = 0 for
each ℓ. SinceM(ℓ)M(ℓ
′) = 0 for ℓ ≠ ℓ′ with probability one, we have
Cov

M(ℓ)gℓ(Y ),M(ℓ
′)gℓ′(Y )

= 0 for ℓ ≠ ℓ′,
from which it follows that [√nℓ(Y¯ℓ − µℓ)′,√nℓ(vec(Sℓ − Σℓ)′)]′ (ℓ = 1, . . . , L) are asymptotically independent of each
other. In sum, we have
√
nℓ
[
Y¯ℓ − µℓ
vec(Sℓ −Σℓ)
]
L−→N(0,Ξℓ) (ℓ = 1, . . . , L)
with Ξℓ in (17), and those quantities are asymptotically independent. Thus, even though the sample sizes are random, the
asymptotic theory of incomplete data analysiswith SEM in a single sample is equivalent to that of conventionalmulti-sample
analysis (MSA) with mean structures with SEM (see e.g., [54]).
Consider the linear latent variate model defined in (4) and suppose Assumptions A2 and A3. Recall that
µℓ = Dr(ℓ)

µ+
G−
g=1
Λg(λ)ν
(ℓ)
g

, Σℓ = Dr(ℓ)Σ(θ(ℓ))Dr(ℓ) ′.
The normal distribution theory likelihood in (10) based on the sample in (18) is given as
log LPTM(ν, θ) ∝
L−
ℓ=1
nℓ

(Y¯ℓ − µℓ)′Σ−1ℓ (Y¯ℓ − µℓ)+ log |Σℓ| + tr

Σ−1ℓ Sℓ

, (19)
where ν and θ are given in (11) and (12).
When the sample mean vectors Y¯ℓ’s are not available, one can use
logLPTM(ν, θ) ∝ L−
ℓ=1
nℓ

log |Σℓ| + tr

Σ−1ℓ Sℓ

, (20)
which can produce consistent estimators for λ and Ψ only.
In this article, we shall call the estimation methods in (19) and (20) the MSA with partial equality constraints with and
withoutmean structures, respectively. Themethod of estimation in (19)with the constraints in (16) is the directML analysis.
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Write
∆
(ℓ)
1ν =
∂µℓ
∂ν′
, ∆
(ℓ)
1θ =
∂µℓ
∂θ′
, ∆
(ℓ)
2θ =
∂vec(Σℓ)
∂θ′
,
V =
L−
ℓ=1
P(R = r(ℓ))

∆
(ℓ)′
1ν Σ
−1
ℓ O
∆
(ℓ)′
1θ Σ
−1
ℓ ∆
(ℓ)′
2θ (Σ
−1
ℓ ⊗Σ−1ℓ )

Ξℓ

∆
(ℓ)′
1ν Σ
−1
ℓ O
∆
(ℓ)′
1θ Σ
−1
ℓ ∆
(ℓ)′
2θ (Σ
−1
ℓ ⊗Σ−1ℓ )
′
U =
L−
ℓ=1
P(R = r(ℓ))

∆
(ℓ)′
1ν Σ
−1
ℓ ∆
(ℓ)
1ν ∆
(ℓ)′
1ν Σ
−1
ℓ ∆
(ℓ)
1θ
∆
(ℓ)′
1θ Σ
−1
ℓ ∆
(ℓ)
1ν ∆
(ℓ)′
2θ (Σ
−1
ℓ ⊗Σ−1ℓ )∆(ℓ)2θ

.
Suppose that U is nonsingular.
Let [ν′,θ′]′ be the ML estimator obtained by maximizing the likelihood in (19). General theory of estimating equations
or M-estimators [23,62,65,63] or MSA with SEM (e.g., [54]) show that the ML estimator is asymptotically normal with the
asymptotic variance matrix given as
A-V
[νθ
]
= 1
n
U−1VU−1. (21)
Those results are parallel to [7,65,63]. See also [59].
Next, we shall consider analysis of the cases with R = r(ℓ) for a given ℓ. In the situation, the mean structure is saturated
and one cannot estimate ν. Thus, we assume no structure or saturated structure for the mean vector and employ the
likelihood with saturated means. Then, the saturated mean vector is estimated by Y¯ℓ, and the log-likelihood can then be
expressed as
log Lℓ(θ(ℓ)) ∝ nℓ(log |Dr(ℓ)Σ(θ(ℓ))Dr(ℓ) ′| + tr[(Dr(ℓ)Σ(θ(ℓ))Dr(ℓ) ′)−1Sℓ]). (22)
The parameters to be estimated are
θ(ℓ) = [λ′, ψ11, . . . , ψpp, v(Φ(ℓ)1 )′, . . . , v(Φ(ℓ)G )′]′.
It should be noted that when ℓ = 1, the analysis becomes CCA.
In a similar manner to the derivation from (19) to (21), the asymptotic variance matrix of the estimator for θ(ℓ) based on
a conditional random sample is then expressible as
A-V(θ(ℓ)) = 1
nP(R = r(ℓ)) [(∆
(ℓ)′
2θ (Σ
−1
ℓ ⊗Σ−1ℓ )∆(ℓ)2θ )−1
×{∆(ℓ)′2θ (Σ−1ℓ ⊗Σ−1ℓ )Γℓ(Σ−1ℓ ⊗Σ−1ℓ )∆(ℓ)′2θ }(∆(ℓ)′2θ (Σ−1ℓ ⊗Σ−1ℓ )∆(ℓ)2θ )−1].
If Dr(ℓ)Y given R = r(ℓ) would follow the normal distribution with the variance matrixΣℓ, we could have that
Γℓ = 2Np(ℓ)(Σℓ ⊗Σℓ)Np(ℓ) .
See Appendix for the definition of Np(ℓ) . In the case, the asymptotic variance matrix could simplify to
A-V(θ(ℓ)) = 2
nP(R = r(ℓ))

∆
(ℓ)′
2θ (Σ
−1
ℓ ⊗Σ−1ℓ )∆(ℓ)2θ
−1
. (23)
It should be noted that nP(R = r(ℓ)) is the expected sample size for the pattern R = r(ℓ). The independence property
among zg ’s (even) given R = r(ℓ) and no structure for the Φ(ℓ)g and normality assumption for e in the linear latent variate
model guarantee that the asymptotic robustness conditions are met (see [12]). As a result, the asymptotic variance matrix
of λˆ and Ψˆ in (23) remains true, and the normal distribution goodness-of-fit test statistic converges in distribution to a
chi-squared variate, even when cases are selected by missing patterns. The normality assumption on e can be replaced with
independence of Ei’s and existence of the fourth-order moments of e, in which case the asymptotic variance matrix of Ψˆ
depends on the cumulants of e. See Propositions 3.1 and 3.3 in [12] for proofs.
5. Numerical example
Several methods in estimation have been proposed for incomplete data analysis with NMAR missingness, namely,
complete-case analysis (CCA) defined in (22) with ℓ = 1 and multi-sample analysis (MSA) with partial equality constraints
with or without mean structures in (19) or in (20). For a comparative purpose, we study direct ML analysis under MAR
missingness in (19) with the constraints in (16) and complete data analysis where no missing values are involved.
We shall analyze an artificial data set to see how well these methods work. One purpose of the artificial data analysis
is to see how diverse the conditional means and covariances are and how our method can integrate them to estimate the
Y. Kano, K. Takai / Journal of Multivariate Analysis 102 (2011) 1241–1255 1249
Table 1
Population conditional factor means ν(ℓ) = E(z|R = r(ℓ)) and variance matricesΦ(ℓ) = V (z|R = r(ℓ)).
Subpopulation R2 R5 R8 Probability Parameter/true value (unconditional model)
ν
(ℓ)
1 ν
(ℓ)
2 ν
(ℓ)
3 φ
(ℓ)
11 φ
(ℓ)
22 φ
(ℓ)
33 φ
(ℓ)
21 φ
(ℓ)
31 φ
(ℓ)
32
.000 .000 .000 .500 .500 .500 .200 .200 .200
ℓ = 1 1 1 1 .588 −.377 −.315 .274 .265 .311 .351 .073 .081 .092
ℓ = 2 1 1 0 .038 −.120 −.021 1.119 .160 .197 .061 .025 .007 .010
ℓ = 3 1 0 1 .078 −.134 .950 .041 .166 .077 .248 .011 .034 .015
ℓ = 4 0 1 1 .154 .793 −.046 .029 .097 .212 .254 .017 .020 .042
ℓ = 5 1 0 0 .017 −.012 1.037 1.178 .116 .109 .082 .010 .007 .007
ℓ = 6 0 1 0 .032 .900 .116 1.180 .138 .148 .083 .015 .009 .010
ℓ = 7 0 0 1 .060 .894 1.031 .216 .137 .108 .190 .013 .020 .016
ℓ = 8 0 0 0 .031 1.034 1.138 1.264 .189 .150 .118 .024 .019 .016
variancematricesΦg of the latent variables. Another purpose of the analysis is to numericallymake sure that ourmethod can
create consistent estimators, particularly, they are Fisher-consistent, and that the ML analysis under MAR cannot produce
Fisher-consistent estimators for NMAR data. We shall compare a root mean squared error (RMSE) of the estimates from the
population values to see how precise these estimates are. It is, however, necessary to conduct an extensive simulation study
to properly compare among these estimation methods, which we leave as a future issue.
Consider a confirmatory factor analysis model with p (= 9) observable variables and k (= 3) latent common factors:
Y = µ+Λ(λ)z + e, with G = 1 in (4). The true values that we employed are given as
µ := 0, Φ :=

.5 .2 .2
.2 .5 .2
.2 .2 .5

, Λ = (λij) :=
1∗ .9 .8 0 0 0 0 0 0
0 0 0 1∗ .9 .8 0 0 0
0 0 0 0 0 0 1∗ .9 .8
′
Ψ := I9 − diag(ΛΦΛ′) = diag(.500, .595, .680, .500, .595, .680, .500, .595, .680).
Here 0’s and 1∗’s inΛ(λ) are known and fixed at their own values during the estimating process. All elements inµ,Φ and the
diagonals ofΨ are free parameters (except for symmetricity) to be estimated. Throughout this section, the distributions of z
and e are assumed to be normal, so that the (unconditional) distribution of Y is also normal. We used R [51] to generate data
sets and EQS6.1 [8] to conduct all analyses with SEM in this section. Missing can occur at three variables, namely Y2, Y5, Y8,
so that we have eight missing patterns, i.e., L = 8. The missing-data mechanism we employed here is as follows:
R2 = 0 if and only if z1 > c2, (P(z1 > c2) ≈ .28)
R5 = 0 if and only if z2 > c5, (P(z2 > c5) ≈ .19)
R8 = 0 if and only if z3 > c8, (P(z3 > c8) ≈ .12)
Ri = 1 with probability one (i = 1, 3, 4, 6, 7, 9)
with c2 = .50
√
.5, c5 = .75
√
.5, c8 = 1.00
√
.5. The missing probability for each observable variable is also shown in the
parentheses. The missing-data mechanism is expressible in the form:
P(R = r|Y , z) =

P(R2 = r2|z1)P(R5 = r5|z2)P(R8 = r8|z3), if ri = 1 (i = 1, 3, 4, 6, 7, 9)
0, otherwise.
The mechanism meets Assumption A3.
We shall first see how conditioning on R influences the mean vector and the variance matrix of the latent random vector
z . Table 1 shows the population conditional mean vector ν(ℓ) and conditional variance matrixΦ(ℓ) of z given R = r(ℓ), along
with the true unconditional values. It is seen how heterogeneous these mean vectors and variance matrices are. All Φ(ℓ)’s
underestimateΦ verymuch.We easily verify that the equalities in (13) and (15) hold. The third column of the table indicates
the probability for any pattern r(ℓ) to take place. The total of the probabilities is naturally one. The probability that all Yi’s be
observed is approximately .6, and hence, about 40% of the cases in the sample will be discarded if complete-case analysis is
made.
Next we shall study performance of the several estimators. We took the sample size to be n = 1000. Table 2 shows the
factor loading estimates by the various methods and also shows the root mean squared error (RMSE) of estimates to the
true values. Complete data analysis at the bottom of the table gives estimates by analysis of 1000 complete cases, which will
be used as references. The RMSE of the complete data analysis is .046. The factor loading estimates with MSA with mean
structures are best (.119) and the direct ML estimates (.156) follows, where the RMSEs are given in parentheses. CCA (.221)
and MSA (.208) without means are not very attractive for the sample. The analyses of the subsamples with (ℓ = 2, . . . , 8)
do not produce good estimates because of the small sample sizes. The direct ML analysis under MAR assumption works
rather nicely for the artificial NMAR missing data, which is better than we had expected. The missing-data mechanism that
we employed here may even almost meet the MAR assumption.
We shall study whether the estimators with direct ML analysis are Fisher-consistent in the NMAR situation. For this
purpose,we analyzed thepopulation conditionalmeanvectors and variancematrices given in Table 1, that is, in the likelihood
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Table 2
Comparison among several estimates for factor loadings (n = 1000).
Subpopulation estimation method Missing indicator Sample size Parameters with true values (unconditional model) RMSE
R2 R5 R8 λ21 λ31 λ52 λ62 λ83 λ93
.900 .800 .900 .800 .900 .800
ℓ = 1 (Complete-case analysis) 1 1 1 576 1.114 .959 1.034 1.234 1.006 .874 .221
ℓ = 2 1 1 0 33 .780 2.204 −.076 −1.393 – .748 1.245
ℓ = 3 1 0 1 74 7.957 .585 – −.041 .238 5.523 3.829
ℓ = 4 0 1 1 161 – .748 .130 .302 1.322 .880 .453
ℓ = 5 1 0 0 13 .300 .037 – .655 – .299 .551
ℓ = 6 0 1 0 34 – 1.411 .606 .481 – 3.922 1.605
ℓ = 7 0 0 1 78 – .573 – .911 .910 1.460 .353
ℓ = 8 0 0 0 31 – 5.522 – .890 – 10.527 6.243
Multi-sample analysis with partial equality constraints 1000 1.116 .807 .710 .826 .942 .819 .119
with mean structures in (19)
Multi-sample analysis with partial equality constraints 1000 1.224 .997 .883 1.039 1.088 .954 .208
without mean structures in (20)
Direct ML analysis under MAR in (19) with (16) 1000 .810 .898 .576 .906 .824 .878 .156
Direct ML analysis under MAR in (19) with (16) ∞ .640 .806 .692 .805 .756 .804 .148
for population conditional means and covariances
Complete data analysis 1000 .902 .825 .849 .890 .928 .827 .046
MSA with or without mean structures in (19) or (20) reproduces the true values of population conditional means and covariances, and thus the RMSEs are
zero.
Table 3
Estimates for conditional factor means ν(ℓ) = E(z|R = r(ℓ)) and variance matricesΦ(ℓ) = V (z|R = r(ℓ)).
Subpopulation R2 R5 R8 Sample size Parameters with true values (unconditional model)
ν
(ℓ)
1 ν
(ℓ)
2 ν
(ℓ)
3 φ
(ℓ)
11 φ
(ℓ)
22 φ
(ℓ)
33 φ
(ℓ)
21 φ
(ℓ)
31 φ
(ℓ)
32
.000 .000 .000 .500 .500 .500 .200 .200 .200
ℓ = 1 1 1 1 576 .000 .000 .000 .230 .193 .338 .049 .050 .069
ℓ = 2 1 1 0 33 .372 .444 1.340 .102 .061 .000 .039 −.007 .143
ℓ = 3 1 0 1 74 .286 1.290 .299 .010 .494 .026 .022 .001 −.006
ℓ = 4 0 1 1 161 1.088 .331 .243 .086 .660 .235 .071 .051 .056
ℓ = 5 1 0 0 13 .412 1.331 1.785 .535 .000 .000 .132 −.139 .134
ℓ = 6 0 1 0 34 1.446 .274 1.485 .083 .264 .057 .057 .062 −.004
ℓ = 7 0 0 1 78 1.260 1.288 .443 .246 .154 .174 .104 .104 .049
ℓ = 8 0 0 0 31 1.345 1.309 1.582 .040 .273 .007 .029 .004 .004
in (19) we substituted E(Dr(ℓ)Y |R = r(ℓ)) and V (Dr(ℓ)Y |R = r(ℓ)) for Y¯ (ℓ) and Sℓ, and analyzed them under the condition in
(16). Results are shown in the second row from the bottom in Table 2, where the RMSE is .148. This fact shows that direct
ML analysis does not necessarily produce Fisher-consistent estimators, which conforms to the theory that the direct ML
analysis should not work for NMAR missingness and agrees with Yuan [63] who derived asymptotic bias of the MLE with
direct ML when the true missing-data mechanism is NMAR. We have confirmed that the methods in CCA in (22) and MSA
with or without mean structures in (19) or (20) can create Fisher-consistent estimators for λ and Ψ .
Next consider estimation of the factor variance matrix Φ using the formula in (15). This is possible when MSA with
partial equality constraints withmean structures is employed. Table 3 shows estimates for the conditionalmean vectors and
variance matrices. Since the means for ℓ = 1 are fixed at zero for identification, the mean estimates look rather different
from the true conditional means given in Table 1. As noted, the distinction does not matter when estimating the factor
variance matrix. Application of the formula in (15) results in the estimates of factor covariances in Table 4, which includes
estimates by other methods as well. CCA cannot create good estimates for Φ , as noted already. Direct ML analysis gives as
good estimates as our proposal. Again, it is seen in the second row from the bottom in Table 4 that Φˆ with direct ML is not
Fisher-consistent while the estimates are close to the population values for the sample.
In sum, the MSA with mean structures performs well to estimate the factor loadings and factor variance matrix for
the artificial data. Direct ML appears to work empirically for the data whereas it does not produce consistent estimators.
Clearly, more studies are needed to claim any definite conclusions on the properties of MSA and direct ML. Nevertheless, our
experiments will be informative in that the numerical examples reported here are consistent with the theory we developed
in this article.
6. Discussion and conclusion
Observed variables include measurement errors, which are substantial, particularly in social sciences, whereas latent
variables are free from the errors. It will be reasonable to assume thatmissing-datamechanism is postulated as a function of
error-free latent variables in many situations. Themissingness and observable variables then depend on each other through
latent variables. Another advantage of this specification is that the modeling for missingness with latent variables may
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Table 4
Estimates for factor variance matrixΦ = V (z).
Estimation method Sample size Parameter/true value (unconditional model) RMSE
φ11 φ22 φ33 φ21 φ31 φ32
.500 .500 .500 .200 .200 .200
Complete-case analysis in (22) with ℓ = 1 576 .230 .193 .338 .049 .050 .069 .207
Multi-sample analysis with partial equality constraints 1000 .473 .531 .466 .214 .197 .186 .023
with mean structures in (19)
Direct ML analysis under MAR (19) with (16) 1000 .450 .433 .475 .202 .187 .178 .037
Direct ML analysis under MAR (19) with (16) ∞ .528 .535 .495 .167 .165 .154 .033
for population conditional means and covariances
Complete data analysis 1000 .490 .446 .508 .207 .194 .182 .024
MSA with mean structures in (19) reproduces the true values of population conditional means and covariances, and thus the RMSE is zero.
be simpler than that with observable variables because latent variables (except errors) are usually fewer than observable
variables. Although the specification is reasonable and simpler, it presents the problem that themissingness is NMAR,which
usually requires an explicit modeling for a missing-data mechanism. It is usually difficult to identify a true missing-data
mechanism, however.
For that situation, we have studied four methodologies for parameter estimation, namely, complete-case analysis (CCA),
multi-sample analysis (MSA)with partial equality constraints with orwithoutmean structures and directML analysis under
MAR assumption, any of which need not to specify missing-data mechanisms in estimation. In this article, we have shown
theoretically and empirically that in a linear latent variate model, the MSA with mean structures can produce reasonable
consistent estimators for all parameters under (A2)–(A4). Anyone can easily execute the MSA methodology with SEM
programs because it is a typical MSA in SEM. The estimation via the full likelihood P(Y ,R), the likelihood with a model
for a missing-data mechanism, often requires Monte Carlo simulations with heavy computation even though the missing-
data mechanism can be correctly specified. In this respect, the easy-to-use property of the MSA approach is advantageous.
TheMSAmethod is similar to the directML approach underMAR. In ourmethod no constraints on factormeans and factor
variance matrices across subpopulations due to missing patterns are imposed. Notice that the new methodology involves
more parameters than does direct ML analysis. The MSA method would not work for MAR (but not MCAR) missingness.
It is not known how the MSA estimators for λ and Ψ are biased for data sets with MAR missing values. Maybe we should
develop how to empirically distinguish between MAR and the NMAR missingness in A3, or create a hybrid procedure that
can be applied to the both missingness.
Drawbacks of the methodology are that the Assumption A4 may not be satisfied and that the factor means in certain
missing patterns cannot be estimated when many observable variables are missing. In particular, no one can estimate the
factormeans (and covariances) in themissing patternR = [0, . . . , 0]′; that is, all variables aremissing. Then one cannot help
ignoring such cases. Similarly, it is a problemwhen all indicator variables of a latent variable are missing simultaneously. In
the case, one cannot estimate the means and covariances related to the latent variable in the missing pattern.
In theory, computation in estimation is possible and the MLE can be obtained for any sample size (larger than or equal
to one) in each missing pattern. Many commercial SEM programs, however, examine positive definiteness of the sample
variance matrix in each missing pattern before multi-sample analysis is executed, although the examination is actually
unnecessary for our MSA. Thus, the sample size has to be larger than the number of actually observed variables in each
missing pattern to execute MSA with such programs.
Here we shall make a brief discussion on the multiplicative structure in A3 for a missing-data mechanism in a particular
latent variate model, namely a hierarchical factor analysis model (e.g., [66]):
Y = µ+

1
λ23
λ33
λ43
λ53
λ63
 z3 +

1 0
λ21 0
λ31 0
0 1
0 λ52
0 λ62

[
z1
z2
]
+ e,
where λij’s are all parameters to be estimated and z3 and (z1, z2) are independently distributed. The latent variable z3 is a
general factor in the layer 2, whereas the latent variables z1 and z2 are group factors in the layer 1. One specification of the
model is that z1 and z2 are freely covariated to each other and z3 is independent of (z1, z2). We then take G = 2 in a general
linear latent variate model defined in (4).
A hierarchical factor analysis model typically assumes independence among all zj’s. In the case, we take G = 3, and the
parameters of interest, represented by θ, are λij’s, V (zj)’s and V (Ej)’s. A missing-data mechanism under A3 is then written
as
P(R = r(ℓ)|Y , z) =
3∏
g=1
hg(r(ℓ)|zg; τ, θ) (ℓ = 1, . . . , L),
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where τ is the parameter vector that postulates the distribution of the missing-data mechanism. When the mechanism
depends only on the general factor z3, we take hg(r(ℓ)|zg; τ, θ) ≡ 1 for g = 1, 2, and the mechanism simplifies to
P(R = r(ℓ)|Y , z) = h3(r(ℓ)|z3; τ, θ).
One might assume the logit type model of the multinomial distribution for h3(r(ℓ)|z3, τ, θ).
Alternatively, one can consider that missingness in (Y1, Y2, Y3) and (Y4, Y5, Y6) depends respectively on z1 and z2. We
can then take
P(R = r(ℓ)|Y , z) =
2∏
g=1
hg(r(ℓ)|zg; τ, θ) (ℓ = 1, . . . , L),
for example, with
h1(r(ℓ)|z1; τ, θ) =

p1 if (r1, r2, r3) = (1, 1, 1)
h10(r(ℓ)|z1; τ, θ) otherwise ,
h2(r(ℓ)|z2, τ, θ) =

p2 if (r4, r5, r6) = (1, 1, 1)
h20(r(ℓ)|z2; τ, θ) otherwise .
In the model, the complete case takes place at the probability p1p2. We have for r(1) = (0, 1, 1, 1, 1, 1)
P(R = r(1)|Y , z) = p2h10(r(1)|z1; τ, θ),
depending only on z1. Similarly we have for r(2) = (0, 1, 1, 0, 1, 1)
P(R = r(2)|Y , z) = h10(r(2)|z1; τ, θ)h20(r(2)|z2; τ, θ),
which depends on z1 and z2. These examples show that themultiplicative structure in A3 can represent a variety of missing-
data mechanisms. Our estimation method works for any missing-data pattern with the multiplicative structure but no
knowing the functional form hg(r(ℓ)|zg; τ, θ).
We end by making literature review and clarifying the relationship and relative advantages between our proposals and
preceding work. Before this we shall simply review ignorability. Parameter distinctness (separability) is said to hold if the
parameter space of (θ, τ) is the direct product of that of θ and that of τ in the selection model P(R|Y ; τ)f (Y |θ). A missing-
data mechanism is said to be ignorable for likelihood inference if data are MAR (see (1)) and parameter distinctness holds
(e.g., [40, p. 119]). When the ignorability condition holds, the MLEs for θ based on (Yobs,R) and on Yobs coincide and they are
consistent for θ.
There has been much work on incomplete data analysis in latent variate models, most of which assumes MAR
missingness. As noted, a typical approach under MAR assumption is the method of direct ML analysis described in (6) or
in (19) with (16). Arbuckle [6] assumed the MAR missingness in SEM to develop his SEM program. The direct ML inference
is equivalent to multi-sample analysis (MSA) with identical parameters including means over subpopulations defined by
missing patterns. The MSA approach works nicely when missing patterns are small in number [2,48,30]. Planned missing-
data designs create incomplete data sets in which some cases in a sample are randomly chosen and part of observable
variables for the cases are intentionally not observed [61,22]. In the design, the data are MCAR and the number of missing
patterns is small. MSA can be typically applied.
The current research is related to the study of factorial invariance. A similar property to (8) has been derived within the
framework of the traditional factor analysis model by Meredith [44,45] using the Lawley–Pearson selection theorem. See
also [28]. Our result is an extension of factorial invariance study in that the invariance property was proved formore general
models. In addition, we have discussed consistent estimation of factor variance matrices and statistical inference including
the asymptotic robustness property of the standard errors of the MLE in CCA.
Muthén andAsparouhov [47] recommend introduction of another latent variable, which explains variation of themissing
indicatorsR in a latent variatemodel to analyze antidepressant clinical trial data.While they introduce a latent class variable,
we shall discuss here continuous latent variables. Suppose that the additional continuous latent vector zG+1 is correlated
only with zG, say, and that z1, . . . , zG−1, (zG, zG+1) are mutually independent. Their model can then be expressed as
Y = µ+
G−1
g=1
Λg(λ)zg +

Λg(λ) O
 [ zG
zG+1
]
+ e,
P(R = r|Y , z1, . . . , zG+1) = h(r|zG+1).
There is literature which suggests alternative estimation methods in unknown NMAR missing-data mechanisms. Tang
et al. [60] discussed pseudo-ML estimation ofmultivariate regressionmodels for datawith nonignorable nonresponse under
the condition that R and X are conditionally independent given Y , where no knowledge about the missing-data mechanism
is used. Little [37,38] and Little and Wang [41] have shown that inferences on the conditional distribution of Y given X can
be obtained for multivariate monotone missing data with two patterns. The response-biased sampling assumes that the
sampling probability depends on a univariate outcome variable Y [14,36]. The method proposed in this article is similar in
spirit to those approaches.
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Occasionally complete-case analysis (CCA) is recommended for analysis of NMARmissing data, particularly in regression
and related models. CCA is related to pattern-mixture modeling. Allison [3, p. 87], mentioned that the partial regression
coefficients can be appropriately estimated with CCA. See also [43, p. 411], and [32] for instance. In practice, CCA is still a
default option in many commercial programs of statistical analysis (e.g., [29]) and has been applied in empirical research
(e.g., [20, p. 16], [9, Chap. 3]). The basic assumption for CCA to work is that
Y |X,R = Y |X , (24)
where X and Y are exogenous and endogenous variables, respectively and missing takes place at any variables in X
and Y . The equality shows that regression parameters remain the same across all missing patterns R, which gives a
theoretical background of applying CCA. Our approach takes a similar idea. Indeed, Assumption A2, RyY |zg ’s, is equivalent
to Y |(zg ’s,R) = Y |zg ’s, implying that the regression parametersΛ(λ) of Y on z are unchanged across all missing patterns.
The situation differs from the one in (24) in that the z ’s are latent, i.e., all elements of zg ’s are missing. To make estimation
possible, we have proved that the conditional distribution of Y given R still follows a linear latent variate model under A2
and A3. Introducing mean structures in the model makes it possible to estimate the factor variance matrix V (zg). It should
be noted that CCA cannot estimate means and covariances of exogenous variables X .
Our results cover the CCA argument above as far as linear regression is concerned. In fact, consider the model
Y =
[
Y
X
]
=
[
β′
I
]
z +
[
e
0
]
and suppose (3) and A1. Our results show that the β and V (e) can be estimated in an unbiased way, even when conditioned
on R. Although it is limited to linear regression, our formulation can treat latent variate models.
We have pointed out that CCA works for data with a NMAR missing-data mechanism in A2 and A3 and that CCA
enjoys beautiful mathematical properties in Section 4. We cannot, however, recommend use of CCA unless there are a few
incomplete cases in a data set because one cannot estimate variance matrices of latent variables and CCA loses information.
Jamshidian and Bentler [30] proposed the EM algorithm [18] with gradient methods for ML estimation of mean and
covariance structures with missing data. Logistic approach has been suggested for nonignorable missing data by Diggle and
Kenward [19] in longitudinal data analysis, and [26,27,25] for analyses with generalized linear (mixed) models, where the
missing-data mechanism is modeled as a function of all observable variables. Lee and Tang [33,34], Song and Lee [58] and
Cai et al. [13] have taken the logistic approach as a missing-data mechanism in SEM with Bayesian framework. See also
[50]. In particular, [24,33,34] have proposed models for nonignorable missing-data mechanism in which the logit of the
missing probability is a linear function of all observable and latent variables. While their framework is more general than
ours in that they allow the missing probability to depend on observable variables as well, it is rather limited in that they
only consider logit-linear type functions as missing-data mechanisms. None of them, however, have stressed advantages
of missing-data mechanisms depending only on latent variables, nor have they provided the general framework for such
models as a missing-data mechanism.
Another approach to analysis of incomplete data is to introduce auxiliary observable variables to explain missing-data
mechanisms and reduce the dependence of missingness on missing variables [15,21,65,56]. Direct ML will work for cases
where the MAR condition is almost satisfied.
Robustness of normal-theory direct ML analysis against nonnormal populations has been studied in the analysis of
incomplete data in SEM and related models [7,64,65,63]. All of them have treated the case of ignorable or MARmissingness,
and no research has commented on a robustness property against nonnormal populations under NMAR conditions, except
for [63], where he studied it in a very simplemodel. Our derivation to show the asymptotic robustness of the normal-theory
inference by CCA is an adaptation of those provided by Browne and Shapiro [12], Anderson [4,5], Satorra and Bentler [55]
andMooijaart and Bentler [46]. What we have added here is that it is still true for samples selected by the indicator variable
R, which includes CCA.
Nonlinear SEMmodels are recent developments. Arminger and Sobel [7] and Lee and Tang [33,34] have studied analyses
of incomplete data with nonlinear SEM. This topic is not discussed in our present research. Throughout this article, the
statistical model for Y is assumed to be true. In reality, we have model uncertainty and incomplete data, and we should
study their effects on analysis simultaneously [16]. This will be a future problem.
Conclusions on incomplete data analysis with NMAR missingness in a latent variate model is made. If an appropriate
missing-datamechanism P(R|Y ) or P(R|z) can be found and amodel for (Y ,R) is identified and estimable, thenML analysis
with the selectionmodel can be performed. If not, as inmany situations, one canmakeMSAwith partial equality constraints
with mean structures. When almost all cases are complete, complete-case analysis could be made, with careful attention to
the bias of covariance estimators for latent variables. Direct ML under MAR could also be applied to the NMAR case treated
here. However, more study is needed to unreservedly recommend it.
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Appendix. Vec operators
Here we make a brief review of matrix algebra, namely vec operators, duplication matrices and Kronecker products,
which have been used in the body of this article. We denote by vec(A) a p2-vector obtained by stacking all column vectors
of A in order; and v(A) denotes a p∗-vector formed from the distinct elements of a p × p symmetric matrix A, where
p∗ = p(p + 1)/2 (see [42, page 49 (2)]). The duplication matrix Dp of p2 × p∗ is defined as a linear operator such that
Dpv(A) = vec(A) for any symmetric matrix A, and then we have D+p vec(A) = v(A) with D+p = (D′pDp)−1D′p. Let Kpq be a
linear operator such that Kpqvec(A) = vec(A′) for any A of order p× q. Define Np = (Ip2 + Kpp)/2 = DpD+p . For a symmetric
matrix A of order p, we have Npvec(A) = vec(A). Let A⊗ B = [aijB] denote the right Kronecker product of matrices A and B
of any order.
Let a random p-vector X be distributed according to Np(0,Σ). We have that V (vec(XX ′)) = 2Np(Σ ⊗ Σ) = 2(Σ ⊗
Σ)Np = 2Np(Σ ⊗Σ)Np.
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