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Abstract
In this work we propose a machine learning model for de-
pression detection from transcribed clinical interviews. Depres-
sion is a mental disorder that impacts not only the subjects mood
but also the use of language. To this end we use a Hierarchi-
cal Attention Network to classify interviews of depressed sub-
jects. We augment the attention layer of our model with a condi-
tioning mechanism on linguistic features, extracted from affec-
tive lexica. Our analysis shows that individuals diagnosed with
depression use affective language to a greater extent than not-
depressed. Our experiments show that external affective infor-
mation improves the performance of the proposed architecture
in the General Psychotherapy Corpus and the DAIC-WoZ 2017
depression datasets, achieving state-of-the-art 71.6 and 68, 6 F1
scores respectively.
Index Terms: depression detection, clinical interviews, recur-
rent neural networks, hierarchical attention networks, affective
lexica
1. Introduction
Depression is a serious mood disorder that affects the way peo-
ple think and behave. According to WHO [1], it is estimated
that over 300 million people suffer from depression, which cor-
responds to the 4.4% of the worlds population. Indicative symp-
toms of depression can be the loss of interest in everyday activ-
ities, sleeping and eating disorders, feelings of worthlessness,
sadness and exhaustion, or even thoughts of suicide [2]. WHO
also states that over 800,000 suicide deaths are reported each
year due to depression, while for 15-29-year-old people, it is
the leading factor of death. The growing amount of available
online data opens opportunities to perform data driven analy-
ses and develop computational algorithms to assist specialists
in the field of psychology, study depression and refine clinical
methods and protocols.
Depression detection is the problem of identifying signs of
depression in individuals. These signs might be identified in
peoples’ speech, facial expressions and in the use of language.
In our task, we consider the binary classification task of detect-
ing depression in transcribed clinical sessions between a thera-
pist and a client. These sessions provide valuable insights of the
cognitive and behavioral functioning of clients. Therefore, we
leverage behavioral and psycholinguistic cues of the client and
therapist language to enhance our models.
Previous studies have shown that depression affects the lan-
guage use of depressed individuals. They tend to use more
absolutist words [3], negatively valenced-words and the pro-
noun “I” [4] and mention pharmaceutical treatment for de-
pressive disorder [5, 6]. People in distress also make less
use of first person plural pronouns [7] and become more self-
focused [8]. In [9], linguistic metadata features are employed
across with external knowledge including domain-adapted lex-
ica while in [10], Losada et al. propose evaluation methods of
existing depression lexica and create sub-lexica based on part-
of-speech tagging. Moreover, for the General Psychotherapy
Corpus 1, Malandrakis et al. [11] have explored differences in
language between therapist and client using psycholinguistic
norms and Imel et al. [12] have identified semantic topics dis-
cussed in therapy sessions. Other studies based on therapy ses-
sions have also predicted empathy through motivational inter-
views [13] and have explored behavioral coding learning mod-
els for different psychotherapy approaches [14].
Hierarchical models have been proposed for document
classification tasks, in order to leverage the hierarchies exist-
ing in the document structure and construct a document-level
representation based on turn-level and word-level representa-
tions [15]. These models have been augmented with attention
mechanisms [16, 17] to identify salient words and sentences in
the document [18]. In addition, affective lexica have been pub-
lished [19, 20, 21, 22, 23, 24] which can effectively contribute in
sentiment analysis. As a useful external linguistic knowledge,
they can be incorporated into neural architectures [25]. In [26],
attentional conditioning methods were proven to enhance model
performance for sentiment classification tasks.
In this work we focus on the problem of depression detec-
tion in psychotherapy sessions. We employ a two-staged hi-
erarchical network functioning at word and turn-level. Each
level is equipped with an attention mechanism to extract im-
portant content from different parts of the session. To leverage
the affective context of depressive language we employ a con-
ditioning method [26] using affective lexica and fuse them in
the word-level attention network. We also incorporate the sum-
mary attributed to each session into the proposed architectures.
Our key contribution is that we integrate existing affective in-
formation which improves the results of our hierarchical neural
network for depression detection, especially in the case we have
small amount of data. This fact results in high performing mod-
els and improved robustness across two corpora.
2. Methodology
Our task is a document classification task, where the input to the
model is the transcription of the therapy session and the output
is a prediction of the subjects depression status. Hierarchical
Neural Networks are a natural fit for document classification,
1http://alexanderstreet.com
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since sessions are composed of turns, which consist of words,
forming a hierarchical textual structure.
2.1. Hierarchical Model
The input sequence of words are embedded into a low-
dimensional vector space. In document classification, we want
to extract the hierarchies existing in documents in a bottom-
up manner. To this end, we use a two-stage hierarchical net-
work that operates at word and turn-level, as we can see in
Fig. 1. Both the word-level and the turn-level encoders are im-
plemented using Recurrent Neural Networks (RNN). Since not
all words or turns contribute equally to the final session rep-
resentation, we augment both encoders with an attetion mech-
anism [16]. At the first level of the hierarchy, a word-level
encoder produces turn-level reprepresentations. We feed the
words of each turn to the encoder and then combine them to a
single representation using an attention mechanism. Let hki be
the annotation of the i-th word in the k-th turn obtained through
the word-level encoder. The k-th turn representation results as
follows:
γki = g(hki),
αki =
eγki∑
i e
γki
,
tk =
∑
i
αki · hki
(1)
where g is a learnable mapping, aki are the attention
weights for each word and tk is the k-th turn representation.
The session representations are extracted in a similar man-
ner. The turn representations tk are fed into the turn-level en-
coder and then the attention weights are calculated. The final
representations are the weighted sum of the turn-level encoder
hidden states with the attention weights.
βk = f(tk),
τk =
eβk∑
i e
βk
,
r =
∑
k
τk · βk
(2)
where f is a learnable mapping, τk are the attention weights
and r is the session-level representation.
2.2. External knowledge conditioning
According to [4, 10], the affective content can be a distin-
guishing factor between depressed and not-depressed language.
Based on this observation, we employ external linguistic knowl-
edge about the affective content of words. These features can
be obtained by sources created by human experts. We consider
emotion, sentiment, valence and psycho-linguistic annotations
for words. Specifically, we construct a context vector cki for
each word i in turn k, where each dimension corresponds to
an annotation from existing affective lexica. We set missing
dimensions to zero and we integrate the context vector in the at-
tention mechanism of the word-level encoder. Specifically, we
concatentate, ||, the context vector to the hidden representation
of each word hki, modifying Eq. 1:
Figure 1: Hierarchical Model with Attentional Conditioning
γki = g(hki||cki),
αki =
eγki∑
i e
γki
,
tk =
∑
i
αki · (hki||cki)
(3)
Eq. 3 shows that we compute the intermediate representations
γki using both the word hidden states and the context vector.
The softmax function is then applied to γki to create the at-
tention weights distribution αki. The incorporation of external
information at this level can force higher values for attention
weights corresponding to salient affective words. We also use
the concatenated hki||cki to create the turn representations tk
to propagate the affective features to the turn-level encoder.
2.3. Integrating Session Summary
In the General Psychotherapy Corpus, sessions are accompa-
nied with a summary given by an expert. This summary can
be seen as a high-level overview of the topics discussed dur-
ing the session and is denoted as “title” in the dataset. Similar
to [27], we extract the summarys vector representation through
the word-level encoder and concatenate it directly with the final
session representation, before feeding it to the classifier. Let ot
be the summary representation obtained through the word-level
encoder. Concatenating it with the session representation ( 2)
produces the final vector (ot||r) that is fed to the classifier.
Figure 2: Example of sessions for (a) a depressed client and (b) a not-depressed client. Blue: positive words, Red: negative words, as
found in LIWC, AFINN and Bing Liu Opinion Lexicon.
3. Data Overview and Analysis
General Psychotherapy Corpus: We use the General Psy-
chotherapy Corpus (GPC) by the “Alexander Street Press”.
This dataset contains over 1,300 transcribed therapy sessions,
which cover a variety of clinical approaches. Metadata are also
provided at session level and include demographic information
for both therapist and client, the symptoms that the clients are
experiencing and a summary attributed to each session, labeled
as “title”. As some of the sessions are conducted with more than
two speakers, we extract a subset of 1,262 sessions which con-
sist of one therapist and one client. Each session is comprised of
consecutive dialogue turns, annotated as therapist-side or client-
side turns. Among the total of 1,262 sessions, 881 of them are
annotated as “not-depressed” samples whereas the rest 381 are
annotated as “depressed”.
DAIC-WoZ: The DAIC-WoZ dataset is part of the DAIC cor-
pus [28]. It contains a set of clinical interviews which were car-
ried out so as to assist the task of detecting distress disorders.
The interview is conducted between a client and a virtual agent
serving as the therapist, called Ellie, which is controlled by a
human interviewer placed in another location [29]. The dataset
contains audio and video recordings as well as the transcripts of
clinical interviews. Data are split into train, development and
test set, consisting of 107, 35, 47 samples respectively and de-
pression is evaluated on the PHQ-8 depression scale.
3.1. Data Analysis on the General Psychotherapy Corpus
In this section, we explore statistics regarding the language used
by depressed and not-depressed individuals in the GPC corpus.
As mentioned in Section 2, sessions are provided as consecutive
turns, as shown in Fig. 2. We see that the depressed client’s
language contains more negative affective content. In Table 1,
we present the average number of tokens in turns of clients and
therapists. We notice that the clients speak twice as much as the
therapists on average.
Table 1: Dialogue turns statistics for therapists and clients
Features Sum
Average number of turns/session 196
Average number of tokens in turns 32.3
Average number of tokens in client turns 42.9
Average number of tokens in therapist turns 20.7
Next, we compare the use of language between depressed
and not-depressed clients. In particular, we are interested in
the use of words that express positive and negative sentiment,
sadness and anxiety. To this end, we employ the LIWC lex-
icon [19], which provides psycho-linguistic annotations for
18,504 words, for 73 different word categories. In Table 2, we
compare the vocabularies of depressed and not-depressed peo-
ple and specifically show the vocabulary sizes and the percent-
age of their words which are associated with these four affective
word categories, in LIWC. We see that depressed subjects use a
more consice vocabulary, but include a higher percentage of af-
fective words in it. This hints to the importance of incorporating
knowledge about affective language in depression detection.
Table 2: Vocabulary use statistics between the two classes
Features Depressed Not-depressed
Samples 381 881
Total turns 41589 88191
Vocabulary size 16166 23201
Number of affective words 1672 2036
Percentage of affective words 10.34% 8.77%
Moreover, in Table 3, we present the percentages of the four
word categories in the language of clients. Specifically, we split
the dataset into the samples of depressed and not-depressed peo-
ple. Subsequently, we use the LIWC lexicon and count the num-
ber of occurences of words that belong to each of these affective
categories. Finally, we compute their percentages, in the total
words of the samples of depressed and not-depressed people.
The results indicate that depressed individuals tend to use more
negatively-valenced words, which stands in agreement with the
related literature [4].
Table 3: Percentage of occurences of affective word categories
in client language across the two classes
Categories Depressed Not-depressed
Positive sentiment 2.17% 2.26%
Negative sentiment 1.38% 1.30%
Sadness 0.32% 0.32%
Anxiety 0.30% 0.22%
4. Experimental Setup
We employ five network architectures. As a weak baseline
model we employ Tf-Idf for feature extraction and an SVM
classifier with linear kernel (SVM). Moreover, we develop a
Hierarchical Attention-based Network with no external knowl-
edge, which is referred to as HAN. Subsequently, we augment
this model with affective conditioning at the attention mech-
anism, where lexicon annotations are concatenated with word
hidden states before the word-level attention layer (HAN+L).
We also utilize the session summaries that are provided with
the GPC dataset and extend the HAN model with the integration
of the summary’s representation before the classification layer
(HAN+S). Our last model results from the combination of the
two previous network architectures (HAN+L+S). As there is no
summary assigned to the sessions of the DAIC-WoZ corpus, we
evaluate the HAN and HAN+L models on this dataset. For our
experiments on GPC we report macro-averaged F1 score due to
the class imbalance present in the datasets. This score is cal-
culated using 5-fold cross-validation, where each fold contains
an 80%− 20% train-validation split of the original data. In the
case of DAIC-WoZ we also measure Unweighted Average Re-
call (UAR) as in [30] and present results on the development
set.
Lexical features: Lexical representations for words are ex-
tracted from six affective lexica, namely LIWC [19], Bing
Liu Opinion Lexicon [20], AFINN [21], Subjectivity Lexi-
con (MPQA) [24], SemEval 2015 English Twitter Lexicon
(Semeval15) [23] and NRC Emotion Lexicon (Emolex) [22].
AFINN, Semeval15 and Bing Liu provide 1D positive/negative
sentiment annotations for 6,786, 1,515 and 2,477 words re-
spectively. MPQA provides 4D sentiment ratings for 6,886
words. Emolex provides 19D emotion ratings for 14,182
words. LIWC provides 73D psycholinguistic annotations for
18,504 words. The combined six lexica provide a vocabulary
coverage of 25,534 words. These features are concatenated into
a 99-dimensional context vector.
Data preprocessing: To preprocess the data of the GPC, we
keep only the dialogue turns of the therapist and the client by
removing speaker tags and any extra information provided as
notes in the transcript. Next, for both corpora we tokenize
the speaker turns by splitting them into words. We use 300D
GloVe [31] pretrained word embeddings, trained on the Com-
mon Crawl corpus, to extract word representations.
Implementation details: Our models consist of two encoder
layers, where a Bi-directional Gated Recurrent Unit (GRU) is
implemented on each stage. All encoders use 300 hidden size
and 0.2 dropout rate. Model parameters are optimized using
Adam with 10−3 learning rate. Models are trained for a maxi-
mum of 40 epochs and we use early stopping to select the model
with the lowest validation loss. Models are implemented using
Pytorch framework [32].
5. Results and Discussion
We compare the performance of the proposed models when
given as input the client turns (Client), the therapist turns (Ther-
apist) or the whole dialogue (Client+Therapist). In Table 4 we
present the results for the GPC dataset. We see that the inte-
gration of external affective and psycholinguistic features im-
proves model performance for all model configurations over the
HAN and SVM baselines. Furthermore, we notice that when
we add the summary information we also gain a performance
boost, sometimes greater that the external affective information.
Summary and lexica integration leads to a performance increase
when we provide only the client data. In addition, we see that
the client turns are more important for depression detection, as
expected, and incorporation of the therapist turns contributes
little to the overall model performance. Based on our results,
the best performance can be achieved by the HAN+L+S model,
while HAN+L model performs best if such annotation is not
available.
Table 4: Results of different architectures on the GPC
Experiment Client Therapist Client+Therapist
SVM 0.478 0.464 0.484
HAN 0.681 0.647 0.695
HAN+S 0.698 0.641 0.718
HAN+L 0.693 0.659 0.706
HAN+L+S 0.715 0.640 0.716
In Table 5 we present results for the DAIC-WoZ dataset.
We observe that affective conditioning significantly improves
the performance over the baseline model (HAN). Our HAN+L
model also leads to improved F1 and AUR scores over the mod-
els proposed in [30]. Overall, we see that conditioning of exter-
nal psycholinguistic knowledge in this small dataset (189 sam-
ples) enhances the performance and the results are comparable
to these of the GPC dataset.
Table 5: Results of the DAIC-WoZ corpus development set
Method F1-macro UAR
[30] HCAN 0.51 0.54
[30] HLGAN 0.60 0.60
HAN 0.47 0.54
HAN+L 0.69 0.72
6. Conclusions and Future Work
We propose a novel model for depression detection with inte-
grated external affective and psycholinguistic information. Our
model is a Hierarchical Attention Network that encodes words
and dialogue turns in different levels of the architecture. The
external features are integrated into the attention mechanism,
forcing the attention weights to focus on salient affective in-
formation. The external knowledge integration leads to high
performing models and improved robustness for both the small
datasets (1,262 and 189 samples respectively) we explore. In
the future, we plan to extend our architecture to model the dia-
logue interaction of the therapist and the client. Finally, we plan
to incorporate more elaborate information sources, e.g. expert
knowledge bases from psychologists.
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