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ABSTRACT 
We establish a minimax characterization for extreme real eigenvalues of a general 
hermitian pencil AA - B. The matrix A is allowed to be singular, so infinity may be 
an eigenvalue. It is also proved that the extremum can be taken over real subspaces if 
A and B are real. 
1. INTRODUCTION 
A matrix pencil hA - B is said to be regular if there is a nonsingular 
linear combination of A and B; to be nonsingular if A is nonsingular; to be 
hermitian if both A and B are hermitian; and to be real symmetric if both A 
and B are real and symmetric. Recently a minimax characterization has been 
established for some extreme real eigenvalues of nonsingular hermitian 
*Supported by Fond za znanstveni rad Hrvatske 
LlNEAR ALGEBRA AND ITS APPLlCATIONS 191: 183-197 (1993) 183 
0 Elsevier Science Publishing Co., Inc., 1993 
655 Avenue of the Americas, New York, NY 10010 0024-3795/93/$6.00 
184 B. NAJMAN AND Q. YE 
pencils; see [2, 4, 51 (and [l] and [2] f or infinite-dimensional extensions). In 
this paper, we continue the work in [5]; specifically, we shall prove 
(1) that the minimax formulas for nonsingular hermitian pencils (Theorem 
3.1 of [5]) are valid for general regular hermitian pencils; 
(2) that the formulas are true with the subspaces in R" for regular real 
symmetric pencils. 
If a pencil is irregular, any number is an eigenvalue. Therefore such a 
pencil is not very interesting; we shall confine ourselves to the regular 
pencils. If a pencil is regular but singular (i.e., det A = 0), then besides some 
finite eigenvalues it has some infinite eigenvalues. In principle a regular 
pencil can be transformed into a nonsingular one, and then available results 
apply. However, it does cause a certain inconvenience to perform such a 
transformation, and the formulas may become more complicated. The pur- 
pose of (1) is to avoid doing such a transformation and demonstrate that the 
presence of infinite eigenvalues does not affect the minimax formulas. A real 
symmetric pencil can be regarded as a hermitian pencil, and then we have 
the minimax formulas, which use complex subspaces. It is always desirable in 
linear algebra to use the real field if the matrices are real. 
Our second result shows that in the real case we can indeed take the 
extremum over real subspaces only. This is clearly a theoretical improvement 
and is also beneficial for numerical application. 
In Section 2 we recall canonical forms for regular hermitian and real and 
symmetric pencils. We also introduce notation, following [5] as closely as 
possible. The results are also stated in Section 2. The proofs are given in 
Section 3. 
2. STATEMENT OF THE RESULTS 
We recall the fundamental results concerning the canonical forms of 
regular hermitian matrix pencils. For a positive integer m, E E {- 1, l}, and 
h E C we define the m X rn matrices J(h, E, m), K(E, m) and integers 
K&L, E) as follows: 
J( A, E, 1) = &A, K( E, 1) = & if m=l, 
J(&E,rn) = E [* ; : : : ?j> 
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1 
K(&,rn) = E 
[ -1 ** if m>l, 1 
and 
i 
+rn if m is even, 
K*(? &) = 
+(m + c) if m is odd. 
For a, b E R, we define the 2m X 2m matrix JI<a, b, m): 
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The following results are proved in [6] (see also [3] and [7]): 
(a) Let AA - B be a regular hermitian pencil. Then there exists a 
nonsingular matrix X such that 
X*AX = diag[ A_,, . . , A-,, A,, . . , A,, 
A r+l>“‘> A A r+s, r+s+l, “. ) A?+Y+J 7 
(1) 
X*BX = diag[ B_,, . . ., B-,, B,, . . ., B,, 
where r = T+ + r_, and for some cj E { - 1, l}, mj E N, p, r, s, t > 0, 
Aj = K(1, l), 
Aj = K(-l,l), 
Aj = K( cj, mj), 
Aj = K(1, 2mj), 
Bj = K( Ej, Tnj), 
Bj =J($?lJ), 
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j = -l,..., -p, 
j = l,...,?“,, 
Bj =](A,-, -l,l), j = r++ 1,. 
Bj =J(hj> Ej> mj), mj > 1, 
j=r+1 > . 
. . 2 
. > r 
[ 
0 
Bj= ](h,,l,mj) 
J( hj> 1, mj) ’ 0 1 
Im hj > 0 j=r+s+1 
f-, 
. + s, 
.,r+s+t. 
2 . . 
(b) If additionally A and B are real (hence symmetric), then we can find 
a real nonsingular matrix X such that (1) holds and that Aj, Bj are as in (a) 
exceptforj=r+s+l,...,r+s+t,when 
Aj = K(1, 2mj), Bj =f(aj, bja mj), bj > 0. 
Note that all the matrices in (1) are real in this case. 
Clearly, the blocks j = - 1, , -p correspond to the eigenvalue infin- 
ity, which has the signs E_ r , . , E_ p and (possibly) J or d an chains associated 
with it. The blocks 
j = l,...,r+ 
correspond to the (real) eigenvalues of positive type, 
j = r++ 1,. .) r 
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correspond to the (real) eigenvalues of negative type, 
j=rfl,...,?-+s 
correspond to the real nonsemisimple eigenvalues, and 
j=r+s+l,...,r+s+t 
correspond to the nonreal eigenvalues. 
In both cases (a) and (b) define 
d’= 5 KT(m_j, Ej) + rz K&TLj,Ej) + r+s+t c mj. 
j=l j=r+l j=r+s+l 
By the uniqueness of the canonical forms, d+ and d- are uniquely deter- 
mined by A and B. It is easy to see that the definition of d * here is 
consistent with the one given in [5] for nonsingular hermitian pencils. 
We remark that a regular real symmetric pencil has two canonical forms 
(I) according to cases (a) and (b), and hence two definitions of df 
are produced. It is easy to see that, however, both canonical forms yield the 
same d’. 
Finally, we recall the following: 
a,:, = &( A, B) = min{ 5 : mj > 2 or cj = 1, for j = r + 1, . . , r + s}, 
ff- Tl,” = o,,( A, B) = min{Aj:mJ>20rEj= -1, 
for j = r + 1,. . , r- + s}, 
a,., = u,,~~( A, B) = max{Aj : mj>20r&j=l,forj=r+1 ,..., r+s}, 
Gx = u,,,( A, B) = mCax{hj:mj>20rEj= -1, 
for j = r + 1,. . , ?” + S}. 
We state our results in two theorems. We define the infimum (or 
supremum, respectively) over the empty set to be --OO (or +a). 
THEOREM A. Let h A - B be a regular hermitian matrix pencil, h: < 
... < h:+ be th e eigenvalues of positive type, and h;_ < ..* < h,- be the 
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eigenvalues of negative type. 
(a> Zf hi+ > maxi&, a,+,,], then 
X*BX 
A+= max inf - 
dimY=n-(d++i)+l rt~ x*Ax’ 
x*Ax>O 
(b) Zf A+ < min{h,, a,,,,}, then 
X*BX 
A+ = min 
dim 9= d + r-f i 
sup - 
xE9 x*Ax ’ 
x*Ax>O 
(c) Zf A\i < mini A:, a$,], then 
x *Bx 
A; = min 
tlimP=n-Cd-+i)+l 
sup - 
x&Y x*Ax’ 
x*Ax<O 
(d) Zf Ai > max{ A,+_, a&}, then 
x*Bx 
AL7 = max inf - 
dim9=d++r++i XEP x*Ax’ 
r*Ax<O 
This theorem has exactly the same form as Theorem 3.1 of [5]. The 
novelty here is that A can be singular, so that the pencil may have infinite 
eigenvalues. The presence of infinite eigenvalues causes a change in the index 
shift d +. 
Next we state the result for the real case. If A and B are real, the 
subspaces Y in Theorem A are complex, which is inconvenient and unnatu- 
ral. However, the above results hold also in real spaces: 
THEOREM B. Zf the pencil AA - B in Theorem A is real symmetric, 
then the formulas there hold with real subspaces 9. 
3. PROOFS 
We prove parts (a) of Theorems A and B. The other parts can be proved 
either similarly or by applying (a> to a transformed pencil, as in [5]. Without 
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loss of generality we assume that A and B are in their canonical forms [the 
right-hand side of(l)] a?d A+ = 0; if h+ z 0, we consider the pencil PA - a 
with /_~==--h’, B = I? - AT A, noting that the numbers p, rj, 
s, t, mi, cl, d + are the same for the new pencil. 
We start with three lemmas. 
LEMMA 1. Let A, = J(0, F, VZ), B, = K(E, m), and t > 0. Then there 
exists n K- (m, E )-dimensional subspace x such that 
x*A,,x > tx*B,x and x*B(,r < 0 (2) 
whenever x E 7 \ (0). 
Moreover, z f? R” is u real K_( m, &)-dimensional suhspace of R'" 
Proof. First consider m = 1. If F = 1, the statement is void. If E = - 1 
and z = span(l) ( = C), we find for x E z \ (0) 
x*Bo” = -IxlP < 0, x*A,,r - tx*B"x = tlxl" > 0. 
If m > 2, we apply Lemma 3.3 of [5] to find a subspace q of dimension 
K+(m, - .z) = ~_(m, E) such that for x E z\ (0) we have 
r*K(-E,m)x > O and x*[J(O, --F, m) - tK( --E, m)]x < 0 
Noting that K( - E, m) = - K(E, m), J(0, - 6, m> = -J(O, E, m>, we con- 
clude that z has the required properties. The last statement follows from the 
fact that the matrix W in Lemma 3.3 of [5] is real. n 
We denote the Rayleigh quotient by 
X*BX 
r(x) = - 
x*Ax 
whenever the denominator is nonzero. 
LEMMA 2. Let u and v be vectors such that 
(i) u*Au > 0, 
(ii) u*Bu < 0, 
(iii) v*Bv < r(u)v*Au. 
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Then there exists x E spanIu, u} such that 
x*Ax > 0 and r(x) < 0. (3) 
Zf A, B, u, and v are real, then x can be chosen real. 
Proof. If T(U) < 0 then set x = u. It remains to consider r(u) > 0. 
Set x, = u + (YU, b(a) = xz Bx,, U(Q) = x:Ax, (a E R). If u*Au > 0, 
then a(a) = 02u*Au + 2a Re(u*, Au) + u*Au is positive and b(a) = 
CX~U*BU + 2a Re(u*Bu) + u*Bu is negative for 1 aI sufficiently large; hence 
4x,) = b(a)/ ( ) 1 a a is a so negative for such CY, and consequently x = x, 
satisfies (3). If u*Au = 0, we choose (Y so that (Y Re(u*Au) > 0. Then 
a(a) = 2a Re(u*Au) + U*AU > u*Au > 0, and b(a) [and consequently 
also r(x,)] is negative if ]o( is sufficiently large. In the remaining case, 
u*Au < 0, it follows from hypotheses (ii) and (iii) that 0 < +(u) < r(u). 
From (i) it follows that the equation a(cu> = 0 has two real roots such that 
a1 < 0 < CY~. A straightforward calculation gives, for i = 1,2, 
lim b(a) =u*Au[r(u) -r(u)] + 2c~~ Reu*[B - r(u)A]u. 
QI* (I, 
Choose i such that (Y~ Re u*[ B - t-(u) A]u < 0. From (i) we conclude that 
there exists h > 0 such that b(a) < 0 for (Y E (ai - h, cq + h). Noting that 
a(.) changes sign at CY = cq, it follows (after decreasing h if necessary) 
that a( (Y) is positive either for (Y E ( (Y~ - h, (ui) or for (Y E (LYE, oi + h). In 
all cases x = x, satisfies (3). n 
LEMMA 3. Let P’be a subspace of dimension n - (d++ i) + 1. 
(a) Zf 9 n {x : x*~x > O} is nonempty, then there exists x E Y such 
that 
x*Ax > 0 and x*Bx ~0. (4) 
(b) Zf 9 n {x : x*Ax > 0) is empty, then for every t > 0 there exists 
xt E 9 such that 
x;Ax, > tx;Bx, and rrBxt < 0. (5) 
The vectors x in (a) and xt in (b) can be chosen real if A and B are real and 
9n R" is a real subspace of R" of dimension n - (d++ i) + 1. 
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Proof. We assume that A and B are in their canonical forms. If p = 0, 
that is, if A is nonsingular, then we can apply Theorem 3.1 from [5]. From its 
proof it follows that only case (a) is possible and the existence of x satisfying 
(3) is given in step 2 of that proof. 
For general A and B we use induction. Assume 
where A, = J(0, E, m), B, = K(E, m>, and A, B’ are (n - m) X (n - m> 
matrices for which the conclusion of the lemma holds. Note that r > 0 in the 
canonical form (1) (since there exists a real eigenvalue of positive type); 
he_nce we always have nonsingular A to start from. The pencils AA - B and 
h A - B have the same finite eigenvalues, and 
J+= d+(& 6) = d+- K_, 
where K_= K_(E, m). 
Let 9 be a subspace of C”-” such that dim 9 = n - m - (c?+ + i) + 
I = n - (d+-t i) + 1 - K,, where K+= K+_(E, m). Accord$g to the 
induction hypothesb, either there exists-x, E._? such that r,*Ax,, > 0 and _ 
x~Bx,_< 0, or x*Ax G 0 for all x ~9 and for every t > 0 there exists 
xt ~9 such that XT Bx, < 0 and x$ix, > tx:&,. 
Let 3’ be a subspace of C” of dimension n - (df + i) + 1. Then 
where 
Y= 
YO 
[ 1 y’ 
isannX(n-d+-i+1)matrixoffullrank,Y0isanmX(n-d+-i+ 
1) matrix, and r’ is an (n - m)X(n-d+-i+l)matrix. 
Let t > 0; from Lemma 1 we find a subspace S; such that dim q = K_ 
and that (2) holds for 0 z x E q. Define 
_q = {z E Cn-d+-i+l:YoZ q}, Li+= f(2g) = {C : z ELg}. 
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Then dim~~dim~++mkerY,~~_+n.-(d++i)+1-m=n- 
d+ - i + 1 - K+. There are two possibilities for Zf: 
1. ker r’ nPt is nontrivial; 
2. ker r’ nPt = {O}. 
In case 1 let 
z E kerfnPt, z # 0, ?J=Yz= yclz 
[ 1 0 . 
Since Y is of full rank, Y0 z is nonzero. By definition Yaz E q; from (2) it 
follows that 
u*Bu = (Y,Z)*B,(Y,z) < 0, 
(6) 
u*Au = (YY,z)*A,(Yoz) > t(Y,z)*B,(Y,z) = tu*Bu. 
Incase2wefinddim*=dim3t>n-d+-i+l-~+.Accordingto 
the induction hypothesis one of the two alternatives holds: 
(cu) There exists a0 EZ such that 
(%~,)*A(Yz.~) > 0 and (Yz,)*I?(Yz,) G 0. (7) 
(p) (~z)*A(Yz) < 0 for all z ~3~ and for every t > 0, there exists 
z, l 3 such that 
After these preparations we proceed with the induction step. We have to 
consider cases (9) and (b) for P separately. 
(a): Let u EP be such that u*Au > 0. If 
finished. If U*BU > 0, then fix t such that 
u*Bu < 0, then we are 
1 u*Au 
o<t<-=- 
f-(u) u*Bu (9) 
and construct the associated space z. 
If alternative 1 holds for Pt, then for every u = Yz, 0 z z E ker Y’ n -rtt 
we find from (6) and (9) u*Bu < 0 and u*Au > tu*Bu > [l/r(u>]u*Bu, SO 
the existence of x follows from Lemma 2. 
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If alternative 2 holds for _E:, then we have to distinguish between (2 cr ) 
and (2 p > below: 
(2 a) Let q, E_E: satisfy (7). Again there are two possibilities: if 
(Yz,)*A(Yz,) > 0 then 
(Yz,)*B(Yz,) = (YoZo)*B,(Yoz,) + (fzo)*i(fzz,)* < (Y,z,)*B,(Y,z,). 
Since Y,z, E q satisfies (2), it follows that x = Yz, satisfies (4). If 
(Yz,)*A(Yz,) < 0, then (7) implies Y,z, # 0 and 
From (9) and (10) we find (Yz,)*B(Yz,) < r(u)(Yz,)*A(Yz,); therefore an 
application of Lemma 2 to u and u = Yz, yields x satisfying (4). 
(2p) Let zJ E% be as in (8). From Yaz, E% we deduce (Yz,)*B 
(Yz,) < (~z~)*B(~z~) < 0 and (Y,,z,)*A,(Y,z,) > t(Y,z,)*B,(Y,z,); hence 
(8) implies 
(Yz,)*A(Yz,) = (Y,z,)*A,(Y,z,) + (fzt)*ii(Yz,) 
> t(Y,z,)*B,(Y,z*) + t(Jz,)*lqYz,) = t(Yz,)*B(Yz,). 
Thus Yz, satisfies 
(Yz,)*B(Yz,) < 0 and (Yq)*A(Yz,) > t(Yz,)*B(Yz,). (11) 
Recalling (91, we can apply Lemma 2 to u and u = Yz, to find x satisfying 
(4). 
(b): In this case x*Ax < 0 for all x E 5? Let t > 0. We have to find 
xt E 9 such that (5) holds. 
Let Pt be the space associated with t as above. We consider separately 
cases 1 and 2 for Y;. 
In case 1 it follows from (6) that any u of the form v = Yz with 
0 # z E ker Y’ nz satisfies (5). 
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In case 2, again we have to consider (2 (Y) and (2 P >: 
(2a) Since (Yz,)*A(Yz,) < 0 (this is the property of 9), it follows from 
zt be from (8). Then it follows from (11) that xt = Yz, 
If A, B and 9 are real, then Lemmas 1 and 2 and the above proof show 
that x and xt are real. W 
Proof of Theorem A. As noted earlier, we assume h+ = 0 and A, B are 
in their canonical form (1). Denote 
q = sup inf r(x). 
dimY=n-(d++i)+l XG9 x*Ax>O 
Let 9 be a subspace with dim 9’= n - (d++ i) + 1. From Lemma 3(a) it 
follows that inf(r(x>: x ~9, x*Ax > 0) G h: = 0; hence 
Denote 
a, < h,?. (12) 
r+s r+s+t 
ii=r+ C mj+2 C mj, 
j=r+ 1 j=r+s+1 
r+s r+s+t 
J+= C K+(mj,ej) + C mj, 
j=r+1 j=r+s+1 
A 
and let A, I? be the 6 X h matrices [the “nonsingular part” of the pair 
(A, B)J 
A = diag[ A,, . . . , A,+,+t]l I? = diag[ B,, . . , B,,,,,]. 
Note that A = diag[A_p,. . . , A_,, 21, B = diagJB_,, . . . , B_,, 61, and 
d”+= ci+L‘i, 3. 
In Theorem 3.1 (step 1) of [5] we have constructed an C - (d^+ + i> + 
I-dimensional subspace 5 such that 
min{r(x) : x E9, x*Ax > 0) = h,:. 
Forj = -I..., - p let K~* = K + (mj, cj) and define the mj X mj matrix _ 
1 0 K; yj= 0 0 K; [ _I ?+ 4
MINIMAX CHARACTERIZATION 195 
Then $*Ajyj = 0 and Yj*Bj$ > 0. Let 
Then dimPo = CJ~E1_p I$+ A - (8++ i) + 1 = n - cd++ i) + 1 and 
min(r( x) : x EPO, r*Ax > 0) = min{r( x) : x E@, x*Ax > 0) = Ai, 
implying q > h,:. Together with (12) this proves Theorem A. 
In the proof of Theorem B we need another lemma. 
n 
LEMMA 4. Let m be a positive integer, a and CY real numbers, b a 
positive number. Then there exists a 2m x m real matrix W such that 
W *K(l, 2m)W is positive definite and W *[J?a, b, m> - c&(1,2m)lW is 
negative definite. 
Proof. If m = 1 and w = [l .$I*, then w*K(1,2)w = 25, w*[fia, b, 
1) - aK(1,2)]w = b + 25(a - cx) - bt2. Hence w is the desired matrix if 
5 is large enough. 
The case m > 1 is reduced to m = 1 by perturbation. Let SR2” denote 
the space of all 2m X 2m real symmetric matrices. The set (H E SR2” : 
H - hK(1,2m) has distinct eigenvalues} is dense in SR”“; this follows easily 
from analytic perturbation theory. The set {J(a, b, m) + E : E E SR’“, 0 < 
E < ~1) is open in SR’” for E > 0. Therefore we can find a positive definite 
E such that the pencil f(a, b, m> + E - AK(1,2m) has 2m distinct 
eigenvalues a{ + ibj, bj > 0, for j = 1, . . . , m. The canonical form from 
Section 2 imp ies the existence of a real nonsingular 2m X 2m matrix X such 
that 
X*K(1,2m)X=diag[K(1,2) ,..., K(1,2)], 
X*(f(a,b,m) + E)X= diag[f(a,,bl,l),...,f(a,,bm,l)] 
From the m = 1 result we find ei, . , $ > 0 such that wj = [l tjl satisfies 
aj = wj*K(l, 2>wj > 0 and pj = wf[J(aj, b,, 1) - aK(l, 2)IWj < 0, j = 
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iI 0 
0 1 
6 52 
W,= . . 
. . 
0 0 
0 0 
. . . 0 \ 
. . . 0 
. . . 0 
. . . 0 ) 
2m 
. . . 
. . . 
ln , 
m 
and W=XW,, we obtain W *K(l, 2m)W = diag(a,, . . . , a,>, 
W *[~(cz, b, m) + E - aK(l,2m)]W = diag( Pi,. . . , &). Since E is positive 
definite, it follows that W*[J(a, b, m) - cuK(1,2m)lW is negative definite. 
n 
Proof of Theorem B. Noting that the matrices Y. in (13) and Aj, Bj, 
j = -1,. ..1 P, are real, and that Lemmas l-3 hold do in R", the proof of 
Theorem A shows that it is sufficient to prove the theorem in the nonsingular 
case (i.e. p = 0). To do this, we repeat the two-step construction from 
Theorem 3.1 in [S]. The construction from step 1 can be used in the real case 
too, since the matrix Y on p. 226 of 151 is real and henceAthe real space 
3 = 9(Y ) has all the required properties; the matrices Yj, j = r + s + 
1 ..> r + s + t, can still be used, although the canonical form for Aj and Bj 
hHs been changed. The construction of the subspace z in step 2 must be 
slightly modified. It is constructed block by block, and there is no difference 
in the blocks j = 1,. , r + s, as Aj and Bj have not been changed and the 
matrix Wj is real if j < r + s. A modification is needed in the “nonreal” 
blocks j = r + s + 1, . . . , r + s + t. Instead of Lemma 3.5 in [S], which 
starts from the nonreal matrix Jj and yields a nonreal Wj, we apply Lemma 4, 
which uses the matrices from the real canonical form and yields a real matrix 
Wj. If we use this real Wj in the definition of W (p. 228 of [S]), then the 
resulting space q = 9(W) is real and has all the properties needed in step 2. 
n 
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