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Abstract
Grassmann angles between real or complex subspaces measure the
contraction of volumes in orthogonal projections. Their relations with
contractions, inner and exterior products of simple multivectors are used
to obtain formulas for computing Grassmann and complementary Grass-
mann angles in terms of arbitrary bases of the subspaces. We also obtain
several identities for Grassmann angles with certain families of subspaces,
including generalizations of the Pythagorean identity cos2 θ + sin2 θ = 1
for higher dimensions and for complex spaces, which can be used to get
generalized Pythagorean theorems. These identities have interesting con-
nections with quantum theory and Clifford’s geometric algebra.
Keywords: Grassmann algebra, exterior algebra, Grassmann angle, an-
gle between subspaces.
MSC: 15A75, 51M05
1 Introduction
The Grassmann angle between subspaces was introduced in [14] to unify
similar angles found in the literature [6, 8, 9, 10, 12, 17], and extend
them for arbitrary dimensions and complex spaces. It has many useful
properties which these other angles do not, like, for example, a triangle
inequality which holds for subspaces of different dimensions. This angle
helps describe how volumes (more generally, Lebesgue measures) in one
subspace contract when orthogonally projected on another. It can be
expressed in terms of several concepts, connecting them: principal angles,
angles in the Grassmann algebra, Fubini-Study distance, projections of
multivectors, etc.
In [13] we gave formulas relating contractions, inner, exterior and ge-
ometric products of simple multivectors (blades) to Grassmann angles.
In this article we use them to obtain formulas for computing Grassmann
angles, and complementary Grassmann angles (with orthogonal comple-
ments), in terms of arbitrary bases of the subspaces. We also get sev-
eral identities for Grassmann angles with subspaces of orthogonal parti-
tions, coordinate subspaces of orthogonal bases, and others. Some of them
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generalize the Pythagorean trigonometric identity cos2 θ + sin2 θ = 1 for
higher dimensions and complex spaces, and are related to the generalized
Pythagorean theorems of [15], quantum probabilities, and the geometric
product of Clifford algebra.
Section 2 presents concepts and results which will be needed. We
obtain formulas for computing Grassmann angles in section 3, generalized
Pythagorean identities in section 4, and other useful identities in section 5.
2 Preliminaries
Here we review various results which we will use later. Proofs and more
details can be found in [13, 14].
In this article, X is a n-dimensional vector space over R (real case) or
C (complex case), with inner product 〈·, ·〉 (Hermitian product in the com-
plex case, with conjugate-linearity in the first argument). Given subspaces
V,W ⊂ X, we denote by ProjW and ProjVW the orthogonal projections
X → W and V → W , respectively. A line is a 1-dimensional subspace
L ⊂ X. Given v ∈ X, Rv = {cv : c ∈ R} and, in the complex case,
Cv = {cv : c ∈ C}.
2.1 Principal angles and vectors
Definition. The (Euclidean) angle θv,w ∈ [0, pi] between nonzero vectors
v, w ∈ X is given by cos θv,w = Re〈v,w〉‖v‖‖w‖ . In the complex case, we also have
a Hermitian angle γv,w ∈ [0, pi2 ] defined by
cos γv,w =
|〈v, w〉|
‖v‖‖w‖ . (1)
The Hermitian angle is the angle between v and the plane Cw.
Definition. Let V,W ⊂ X be nonzero subspaces, p = dimV , q = dimW
and m = min{p, q}. Orthonormal bases (e1, . . . , ep) of V and (f1, . . . , fq)
of W are corresponding principal bases, with principal angles 0 ≤ θ1 ≤
. . . ≤ θm ≤ pi2 , if
〈ei, fj〉 = δij cos θi. (2)
Such bases can be obtained via a singular value decomposition [5, 7]:
for P = ProjVW , the ei’s and fi’s are orthonormal eigenvectors of P
∗P and
PP ∗, respectively, and the cos θi’s are the square roots of the eigenvalues
of P ∗P , if p ≤ q, or PP ∗ otherwise. The θi’s are uniquely defined, but
the ei’s and fi’s are not.
If P = ProjVW then
Pei =
{
fi · cos θi if 1 ≤ i ≤ m,
0 if i > m,
(3)
so that P is represented in principal bases by a q × p diagonal matrix,
with the cos θi’s in the diagonal.
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2.2 Grassmann algebra and partial orthogonality
In the Grassmann or exterior algebra ΛX [16, 20, 21], an element of the
form ν = v1 ∧ . . . ∧ vp, where v1, . . . , vp ∈ X, is called a p-blade, or blade
of grade p. If ν 6= 0, it represents the subspace V = span(v1, . . . , vp), and
ΛpV = span(ν). A scalar ν ∈ Λ0X is a 0-blade, representing {0}.
The inner product of p-blades ν = v1 ∧ . . . ∧ vp and ω = w1 ∧ . . . ∧wp
is given by
〈ν, ω〉 = det(〈vi, wj〉) =
∣∣∣∣∣∣∣
〈v1, w1〉 · · · 〈v1, wp〉
...
. . .
...
〈vp, w1〉 · · · 〈vp, wp〉
∣∣∣∣∣∣∣ ,
being extended linearly (sesquilinearly, in the complex case), with blades
of distinct grades being orthogonal, and 〈ν, ω〉 = ν¯ · ω for ν, ω ∈ Λ0X.
Given a subspace W ⊂ X, let P = ProjW . The orthogonal projection
of a blade ν = v1 ∧ . . .∧ vp ∈ ΛX on ΛW ⊂ ΛX is Pν = Pv1 ∧ . . .∧ Pvp.
In [14] we defined a weaker concept of orthogonality between subspaces
of X, and related it to the usual orthogonality between corresponding
subspaces in ΛX.
Definition. Given subspaces V,W ⊂ X, V is partially orthogonal to W
if there is a nonzero v ∈ V such that 〈v, w〉 = 0 for all w ∈ W . In such
case we write V ⊥/ W , otherwise V 6⊥/ W .
Proposition 2.1. Let V,W ⊂ X be subspaces, with V represented by ν,
and P = ProjW .
i) V ⊥/ W if, and only if, dimP (V ) < dimV .
ii) If V ⊥/ W then Pν = 0, otherwise Pν represents P (V ).
Proposition 2.2. Let V,W ⊂ X be nonzero subspaces, and p = dimV .
Then V ⊥/ W ⇔ ΛpV ⊥ ΛpW .
2.3 Coordinate decomposition
Definition. For any integers 1 ≤ p ≤ q, let
Iqp = {(i1, . . . , ip) ∈ Np : 1 ≤ i1 < . . . < ip ≤ q}.
For any multi-index I = (i1, . . . , ip) ∈ Iqp , we write |I| = i1 + . . .+ ip and,
if p < q, Iˆ = (1, . . . , iˆ1, . . . , iˆp, . . . , q) ∈ Iqq−p, where each iˆk indicates that
index has been removed.
Also, let Iq0 = {0}, and for I ∈ Iq0 let |I| = 0 and Iˆ = (1, . . . , q) ∈ Iqq .
For I ∈ Iqq let Iˆ = 0 ∈ Iq0 .
Definition. Given a basis β = (w1, . . . , wq) of a subspace W ⊂ X, and
an integer 1 ≤ p ≤ q, the p-dimensional coordinate subspaces for β are the(
q
p
)
subspaces given, for each multi-index I = (i1, . . . , ip) ∈ Iqp , by
WI = span(wi1 , . . . , wip). (4)
They are represented by the coordinate p-blades of β,
ωI = wi1 ∧ . . . ∧ wip ∈ ΛpWI . (5)
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For I ∈ Iq0 we also have the 0-dimensional coordinate subspace WI = {0}
and ωI = 1 ∈ Λ0WI .
When β is orthonormal, {ωI}I∈Iqp is an orthonormal basis of ΛpW .
Definition. Given a decomposed nonzero blade ω = w1∧ . . .∧wq ∈ ΛqX,
consider the basis β = (w1, . . . , wq) of W = Ann(ω). For any integer
0 ≤ p ≤ q and any multi-index I ∈ Iqp , the coordinate decomposition of ω
(w.r.t. I and β) is
ω = σI · ωI ∧ ωIˆ , (6)
with ωI and ωIˆ as in (5), and
σI = σωI∧ωIˆ ,ω = (−1)
|I|− p(p+1)
2 .
The exponent is due to the (i1−1)+. . .+(ip−p) transpositions needed
to move wi1 ∧ . . . ∧ wip to the begining of ω.
The following results will be useful later on.
Lemma 2.3. Let U and U ′ be coordinate subspaces of an orthogonal basis
β of a subspace V ⊂ X. Then:
i) U⊥ ∩ V is a coordinate subspace of β.
ii) If U and U ′ are disjoint then U ⊥ U ′.
Theorem 2.4 (Laplace’s Expansion [19, p.80]). Given a q× q matrix M
and a multi-index J ∈ Iqp , with 1 ≤ p < q,
detM =
∑
I∈Iqp
(−1)|I|+|J| detMI,J · detMIˆ,Jˆ ,
where MI,J is the p × p submatrix formed by entries with row indices in
I and column indices in J , and MIˆ,Jˆ is the (q − p) × (q − p) submatrix
formed by entries with row indices not in I and column indices not in J .
2.4 Grassmann angles and blade products
The Grassmann angle ΘV,W between subspaces V,W ⊂ X was introduced
in [14], and codifies information about how volumes in V contract when
orthogonally projected on W .
Definition. Let V,W ⊂ X be subspaces, ν be a blade representing V ,
and P = ProjW . If V = {0} then ΘV,W = 0, otherwise
cos ΘV,W =
‖Pν‖
‖ν‖ . (7)
In general, this angle is asymmetric, ΘV,W 6= ΘW,V , if V and W have
different dimensions. It satisfies the following properties.
Proposition 2.5. Let V,W ⊂ X be subspaces, p = dimV , q = dimW ,
m = min{p, q} and P = ProjVW . Then:
i) ΘV,W = 0 ⇔ V ⊂W .
ii) ΘV,W = pi2 ⇔ V ⊥/ W .
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iii) For nonzero v, w ∈ X, ΘRv,Rw = min{θv,w, pi − θv,w}, and in the
complex case ΘCv,Cw = γv,w.
iv) If V is a line and v ∈ V then ‖Pv‖ = ‖v‖ · cos ΘV,W .
v) If p = q then ΘV,W = ΘW,V .
vi) ΘV,W = ΘW⊥,V⊥ .
vii) For any measurable set S ⊂ V , |P (S)| = |S| · cos ΘV,W (in the
complex case, cos2 ΘV,W ), where | · | is the p-dimensional Lebesgue
measure (2p in the complex case).
viii) cos2 ΘV,W = det(P¯TP), where P is a matrix for P in orthonormal
bases of V and W .
ix) If p > q then ΘV,W = pi2 , otherwise ΘV,W = arccos
(∏m
i=1 cos θi
)
,
where θ1, . . . , θm are the principal angles of V and W .
x) ΘV,W is the angle in ΛpX between the line ΛpV and the subspace
ΛpW (if p > q then ΛpW = {0}, and the angle is defined to be pi
2
).
xi) ΘT (V ),T (W ) = ΘV,W for any orthogonal (unitary, in the complex
case) transformation T : X → X.
The Grassmann angle with an orthogonal complement has some extra
properties which earn it a special name and notation.
Definition. The complementary Grassmann angle Θ⊥V,W ∈ [0, pi2 ] of sub-
spaces V,W ⊂ X is Θ⊥V,W = ΘV,W⊥ .
In general, Θ⊥V,W is not the usual complement, i.e. Θ⊥V,W 6= pi2 −ΘV,W .
Proposition 2.6. Let V,W ⊂ X be subspaces.
i) Θ⊥V,W = 0 ⇔ V ⊥W .
ii) Θ⊥V,W = pi2 ⇔ V ∩W 6= {0}.
iii) Θ⊥V,W = Θ⊥W,V .
iv) Θ⊥V,W = arccos
(∏m
i=1 sin θi
)
, if θ1, . . . , θm are the principal angles
of V and W .
The proof given in [14] for this last property was somewhat laborious.
In section 3 we obtain a formula which makes it trivial.
In [13] we have shown that Grassmann angles are related to the con-
traction, inner and exterior products of blades (and also to their geometric
product), as follows.
Proposition 2.7. If ν, ω ∈ ΛX are blades representing subspaces V,W ⊂
X, respectively, then:
i) |〈ν, ω〉| = ‖ν‖‖ω‖ cos ΘV,W , if they have equal grades.
ii) ‖νyω‖ = ‖ν‖‖ω‖ cos ΘV,W .
iii) ‖ν ∧ ω‖ = ‖ν‖‖ω‖ cos Θ⊥V,W .
The contraction y in ii is similar to that of [4], except for a reversion,
being defined as follows.
Definition. The (left) contraction νyω ∈ Λq−pX of ν ∈ ΛpX on ω ∈
ΛqX is defined by 〈µ, νyω〉 = 〈ν ∧ µ, ω〉 for all µ ∈ Λq−pX.
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It coincides with the inner product when p = q, and satisfies the
following property.
Proposition 2.8. For ν ∈ ΛpX and any blade ω ∈ ΛqX, with p ≤ q,
νyω =
∑
I∈Iqp
σI · 〈ν, ωI〉 · ωIˆ , (8)
where σI , ωI and ωIˆ are as in (6) for any decomposition ω = w1∧ . . .∧wq.
3 Formulas for Grassmann angles
Proposition 2.5viii gives a practical way to compute Grassmann angles,
but it requires orthonormal bases of the subspaces. In this section we gen-
eralize it for arbitrary bases, and obtain formulas for the complementary
Grassmann angle.
The first formula works for subspaces of equal dimensions. A similar
result, for the real case, appears in [6].
Theorem 3.1. Given p-dimensional subspaces V,W ⊂ X, and any bases
(v1, . . . , vp) of V and (w1, . . . , wp) of W ,
cos2 ΘV,W =
| detB |2
detA · detD,
where A =
(〈wi, wj〉), B = (〈wi, vj〉) and D = (〈vi, vj〉).
Proof. Immediate from Proposition 2.7i.
Example 3.2. In C3, let V = span(v1, v2) and W = span(w1, w2) with
v1 = (1,−ξ, 0), v2 = (0, ξ,−ξ2), w1 = (1, 0, 0) and w2 = (0, ξ, 0), where
ξ = ei
2pi
3 . The formula above gives cos ΘV,W =
√
3
3
, so ΘV,W ∼= 54.7◦.
Since v = (ξ, ξ2,−2) ∈ V and w = (1, ξ, 0) ∈W are orthogonal to V ∩W =
span(v1), we have ΘV,W = ΘCv,Cw = γv,w, and (1) confirms the result.
With the following lemma, we get a formula for different dimensions.
Lemma 3.3 (Schur’s determinant identity [2]). Let M = (A BC D ) be a
(q+p)× (q+p) real or complex matrix, partitioned into q× q, q×p, p× q
and p× p matrices A,B,C and D, respectively. If A is invertible then
detM = detA · det(D − CA−1B). (9)
Likewise, if D is invertible then
detM = det(D) · det(A−BD−1C). (10)
Proof. Follows by decomposingM into block triangular matrices, asM =(
A 0q×p
C 1p×p
)(
1q×q A−1B
0p×q D−CA−1B
)
or M =
(
A−BD−1C BD−1
0q×p 1q×q
)(
1p×p 0p×q
C D
)
.
Theorem 3.4. Given bases (v1, . . . , vp) of V and (w1, . . . , wq) of W , let
A =
(〈wi, wj〉), B = (〈wi, vj〉), and D = (〈vi, vj〉). Then
cos2 ΘV,W =
det(B¯TA−1B)
detD
.
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Proof. If p > q then ΘV,W = pi2 , and the determinant of B¯
TA−1B vanishes
as it is a p× p matrix with rank at most q.
If p ≤ q, applying theorem 2.4, with J = (q + 1, . . . , q + p), to the
(q + p)× (q + p) block matrix M =
(
A B
B¯T 0p×p
)
, we obtain
detM =
∑
I∈Iqp
(−1)|I|+pq+ p(p+1)2 · detBI · detNIˆ ,
where BI is the p × p submatrix of M formed by lines of B with indices
in I, and NIˆ =
(
A
Iˆ
B¯T
)
is its q × q complementary submatrix, formed by
lines of A with indices not in I and all of B¯T .
For ν = v1 ∧ . . . ∧ vp and ω = w1 ∧ . . . ∧ wq we have, by (8),
‖νyω‖2 = 〈ν ∧ (νyω), ω〉 =
∑
I∈Iqp
σI · 〈ωI , ν〉 · 〈ν ∧ ωIˆ , ω〉.
Since detBI = 〈ωI , ν〉, detNIˆ = 〈ωIˆ ∧ ν, ω〉 = (−1)pq+p〈ν ∧ ωIˆ , ω〉, and
σI = (−1)|I|+
p(p+1)
2 , we get ‖νyω‖2 = (−1)p detM . By proposition 2.7ii,
cos2 ΘV,W =
(−1)p detM
detD detA
, and the result follows from (9).
We now get formulas for the complementary Grassmann angle.
Theorem 3.5. Given bases (v1, . . . , vp) of V and (w1, . . . , wq) of W , let
A =
(〈wi, wj〉), B = (〈wi, vj〉), and D = (〈vi, vj〉). Then
cos2 Θ⊥V,W =
det(A−BD−1B¯T )
detA
, (11)
Proof. Let ν = v1∧ . . .∧vp and ω = w1∧ . . .∧wq. The result follows from
applying proposition 2.7iii to ω∧ν, and using (10) withM = ( A B
B¯T D
)
.
When dimensions are equal, this simplifies to a formula which is the
equivalent of proposition 2.5viii for complementary Grassmann angles.
Corollary 3.6. If P is a matrix representing ProjVW in orthonormal bases
of V and W then
cos2 Θ⊥V,W = det(1q×q −PP¯T ). (12)
This gives an easy way to prove proposition 2.6iv, since, by (3), in
principal bases P is a diagonal matrix with the cos θi’s.
Example 3.7. In example 3.2, using (11) with the bases (v1, v2) and
(w1, w2), or (12) with the orthonormal bases ( v1√2 ,
v√
6
) and ( v1√
2
, w√
2
), we
get Θ⊥V,W = 90◦, as expected by proposition 2.6ii, since V ∩W 6= {0}.
4 Generalized Pythagorean identities
The Pythagorean trigonometric identity cos2 θ + sin2 θ = 1 can be ex-
pressed as cos2 θx + cos2 θy = 1, where θx and θy are the angles a line
in R2 makes with the x and y axes. Here we obtain generalizations of
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this formula for Grassmann angles. With proposition 2.5vii, they give an
alternative way to get the generalized Pythagorean theorems of [15].
The first identity relates the Grassmann angles of a (real or complex)
line with the subspaces of an orthogonal partition of X.
Theorem 4.1. Given an orthogonal partition X = W1 ⊕ · · · ⊕Wk, for
any line L ⊂ X we have
k∑
i=1
cos2 ΘL,Wi = 1. (13)
Proof. Given a nonzero v ∈ L, as ‖v‖2 = ∑i ∥∥ProjWiv∥∥2 the result follows
from proposition 2.5iv.
Example 4.2. If θx, θy and θz are the angles between a line in R3 and
the x, y and z axes (fig. 1), then cos2 θx + cos2 θy + cos2 θz = 1, a known
identity for direction cosines.
Figure 1: cos2 θx + cos2 θy + cos2 θz = 1
Example 4.3. Let X be the complex Hilbert space of a quantum sys-
tem, L be the complex line of a quantum state vector ψ, and the Wi’s
be the eigenspaces of some quantum observable, which for simplicity we
assume are also complex lines. The probability of obtaining result i when
measuring ψ can be expressed [1] as pi = cos2 DiFS , where DiFS is the
Fubini-Study geodesic distance between L and Wi in the projective space
P(X). In [14] we have shown that DiFS = ΘL,Wi , so (13) simply reflects
the fact that the total probability is 1.
The next identities relate the Grassmann angles of a (real or complex)
subspace with coordinate subspaces of some orthogonal basis of X.
Theorem 4.4. For any p-dimensional subspace V ⊂ X,∑
I∈Inp
cos2 ΘV,WI = 1,
where the WI ’s are the p-dimensional coordinate subspaces (4) of an or-
thogonal basis of X (n = dimX).
Proof. Without loss of generality, assume the basis is orthonormal, so its
coordinate p-blades ωI (5) form an orthonormal basis of ΛpX. For an
unit blade ν ∈ ΛpV we have∑I |〈ν, ωI〉|2 = 1, and the result follows from
proposition 2.7i.
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A similar result, for the real case, appears in [17]. The theorem extends
in the obvious way to affine subspaces, as in the next example.
Example 4.5. If θxy, θxz and θyz are the angles a plane in R3 makes
with the coordinate planes (fig. 2), then cos2 θxy + cos2 θxz + cos2 θyz = 1.
Another way to express this result is that the sum of the squared cosines
of all angles between the faces of a trirectangular tetrahedron equals 1.
By theorem 4.4, this generalizes for simplices of any dimension, as has
also been proven in [3].
Figure 2: cos2 θxy + cos2 θxz + cos2 θyz = 1
Example 4.6. Let ξ, w1, w2 and V be as in example 3.2, w3 = (0, 0, ξ2)
and Wij = span(wi, wj). Proposition 2.5xi gives ΘV,W12 = ΘV,W23 =
ΘV,W13 , as the unitary transformation given by T =
(
0 0 ξ
ξ 0 0
0 ξ 0
)
preserves V
and maps W12 7→W23 and W23 7→W13. So, as W12, W13 and W23 are the
2-dimensional coordinate subspaces of the orthogonal basis (w1, w2, w3)
of C3, theorem 4.4 gives cos ΘV,Wij =
√
3
3
, in agreement with the result
obtained in that example.
In [13] we show that the geometric product of Clifford’s geometric
algebra [4, 9, 11] satisfies
‖AB‖2 = ‖A‖2‖B‖2 ·
∑
J
cos2 ΘV,YJ ,
where A and B are blades representing subspaces V and W , respectively,
and the YJ ’s are all p-dimensional coordinate subspaces of an orthogonal
basis of Y = V + W , where p = dimV . With theorem 4.4, this provides
a nice geometric interpretation for the property that ‖AB‖ = ‖A‖‖B‖.
The algebraic proof is quite simple, but does not explain why only the
geometric product satisfies this, while other blade products are submulti-
plicative. Comparing with proposition 2.7, we see that the reason is that
each of those products corresponds to a projection on only one subspace,
while AB involves all YJ ’s.
Extending a result of [18], there is also an identity for coordinate sub-
spaces of a dimension different than V .
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Theorem 4.7. Given a p-dimensional subspace V ⊂ X and any integer
0 ≤ q ≤ n = dimX, we have:
i) If p ≤ q then
∑
I∈Inq
cos2 ΘV,WI =
(
n− p
n− q
)
.
ii) If p > q then
∑
I∈Inq
cos2 ΘWI ,V =
(
p
q
)
.
Here the WI ’s are the q-dimensional coordinate subspaces (4) of any or-
thogonal basis of X.
Proof. We can assume the basis is orthonormal, so, for any 0 ≤ r ≤ n
and with the ωI ’s as in (5), {ωI}I∈Inr is an orthonormal basis of ΛrX,
and {ωIˆ}I∈Inr is an orthonormal basis of Λn−rX. Also, assume p, q 6= 0,
otherwise the result is trivial.
(i) For a unit blade ν ∈ ΛpV and I = (i1, . . . , iq) ∈ Inq we have, by (8),
νyωI =
∑
J∈Iqp
σJ · 〈ν, (ωI)J〉 · (ωI)Jˆ ,
where (ωI)J = wij1 ∧ . . . ∧ wijp for J = (j1, . . . , jp). As the (ωI)Jˆ ’s
are orthonormal,
‖νyωI‖2 =
∑
J∈Iqp
|〈ν, (ωI)J〉|2 .
Thus, by proposition 2.7ii,∑
I∈Inq
cos2 ΘV,WI =
∑
I∈Inq
∑
J∈Iqp
|〈ν, (ωI)J〉|2
=
(
n
q
)(
q
p
)(
n
p
) ∑
K∈Inp
|〈ν, ωK〉|2 =
(
n− p
n− q
)
‖ν‖2,
where the binomial coefficients account for the number of times each
ωK appears as a (ωI)J in the double summation.
(ii) For each I ∈ Inq , proposition 2.5vi gives ΘWI ,V = ΘV⊥,WI⊥ . As
WI
⊥ = WJ for J = Iˆ ∈ Inn−q, and dimV ⊥ = n − p < n − q =
dimWI
⊥, the result follows from the previous case.
Example 4.8. If θxy, θxz and θyz are the angles a line L in R3 makes
with the coordinate planes (fig. 3), then cos2 θxy + cos2 θxz + cos2 θyz = 2.
Example 4.9. If θx, θy and θz are the angles between the axes and a
plane in R3 (fig. 4), then cos2 θx + cos2 θy + cos2 θz = 2.
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Figure 3: cos2 θxy + cos2 θxz + cos2 θyz = 2
Figure 4: cos2 θx + cos2 θy + cos2 θz = 2
5 Identities for principal subspaces
Before we get the last identities, we need some results about subspaces
spanned by some of the elements of a principal basis.
Definition. A coordinate subspace of a principal basis β of V w.r.t. W
is a principal subspace (of V w.r.t. W , for β). Two or more subspaces of
V are coprincipal (w.r.t. W ) if they are principal for the same β.
Note that a subspace being principal depends on both V and W , even
if they are left implicit in the context. Also, {0} is always principal.
Lemma 5.1. Let V,W ⊂ X be nonzero subspaces and U ⊂ V be any
subspace. If U ⊥W or U ⊂ V ∩W then U is principal w.r.t. W .
Proof. By (2) the union of a principal basis of U⊥ ∩ V w.r.t. W and an
orthonormal basis of U gives a principal basis of V w.r.t. W .
Lemma 5.2. Let V,W ⊂ X be nonzero subspaces, with associated prin-
cipal bases βV and βW , and U ⊂ V be any subspace. Then:
i) U is principal for βV ⇔ U⊥ ∩ V is principal for βV .
ii) U is principal for βV ⇒ P (U) is principal for βW , where P = ProjW .
The converse holds if V 6⊥/ W .
Proof. (i) Follows from lemma 2.3i. (ii) Follows from (3), and proposi-
tion 2.1i for the converse.
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Proposition 5.3. Let V,W ⊂ X be nonzero subspaces, P = ProjW , and
U ⊂ V be any subspace. Then U is principal ⇔ P (U) ⊥ P (U⊥ ∩ V ).
Proof. (⇒) Follows from (3). (⇐) By lemmas 5.1 and 5.2i, if U , U⊥ ∩ V ,
P (U) or P (U⊥∩V ) are {0} then U is principal. Otherwise, since P (U) ⊥
P (U⊥ ∩ V ) implies U ⊥ P (U⊥ ∩ V ) and P (U) ⊥ U⊥ ∩ V , given principal
bases of U and P (U), and of U⊥ ∩ V and P (U⊥ ∩ V ), by (2) their unions
give principal bases of V and P (V ).
Proposition 5.4. Let V,W ⊂ X be nonzero subspaces, P = ProjW ,
and V1, V2 ⊂ V be distinct r-dimensional coprincipal subspaces w.r.t. W .
Then:
i) V1 ⊥/ V2.
ii) If V1 6⊥/ W then P (V1) ⊥/ P (V2).
iii) 〈ν1, ν2〉 = 0 and 〈Pν1, Pν2〉 = 0 for any ν1 ∈ ΛrV1, ν2 ∈ ΛrV2.
Proof. (i) V1 has an element e of the principal basis which V2 does not.
(ii) If V1 6⊥/ W then Pe 6= 0, and by proposition 5.3 P (span(e)) ⊥ P (V2).
(iii) By proposition 2.2, ΛrV1 ⊥ ΛrV2 and ΛrP (V1) ⊥ ΛrP (V2). Note
that if V1 ⊥/ W then ΛrP (V1) = {0} since dimP (V1) < r.
Theorem 5.5. Given nonzero subspaces V,W ⊂ X and U ⊂ V , let
r = dimU and p = dimV . Then
cos2 ΘU,W =
∑
I∈Ipr
cos2 ΘU,VI · cos2 ΘVI ,W ,
where the VI ’s are the r-dimensional coordinate subspaces of a principal
basis β of V with respect to W .
Proof. The coordinate r-blades νI ∈ ΛrVI of β form an orthonormal basis
of ΛrV . So given an unit µ ∈ ΛrU we have Pµ = ∑I〈νI , µ〉PνI , where
P = ProjW . By proposition 5.4 the PνI ’s are mutually orthogonal, so
‖Pµ‖2 = ∑I |〈µ, νI〉|2‖PνI‖2. The result follows from proposition 2.7i
and (7).
As, by theorem 4.4,
∑
I∈Ipr cos
2 ΘU,VI = 1, another way to express this
result is that cos2 ΘU,W is a weighted average of the cos2 ΘVI ,W ’s, with
weights given by the cos2 ΘU,VI ’s.
Example 5.6. Given planes V,W ⊂ R3 and a line U ⊂ V , let α =
θU,V ∩W , β = θU,W and θ = θV,W . Then cos2 β = cos2 α + sin2 α · cos2 θ
(fig. 5).
Definition. A partition V =
⊕
i Vi is principal w.r.t. W if the Vi’s are
coprincipal subspaces of V w.r.t. W .
By lemma 2.3ii, any principal partition is an orthogonal partition.
Note that some of the subspaces of a partition can be {0}.
Proposition 5.7. Let V,W ⊂ X be nonzero subspaces, P = ProjW , and
V =
⊕
i Vi be an orthogonal partition. The following are equivalent:
i) V =
⊕
i Vi is a principal partition w.r.t. W .
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Figure 5: cos2 β = cos2 α+ sin2 α · cos2 θ
ii) The P (Vi)’s are disjoint and P (V ) =
⊕
i P (Vi) is a principal parti-
tion w.r.t. V .
iii) The P (Vi)’s are disjoint and P (V ) =
⊕
i P (Vi) is an orthogonal
partition.
Proof. (i⇒ii) The P (Vi)’s are disjoint by proposition 5.3, and coprincipal
by lemma 5.2ii. (ii⇒iii) Immediate. (iii⇒i) The P (Vi)’s being mutually
orthogonal implies Vi ⊥ P (Vj) if i 6= j. As the Vi’s are also mutually
orthogonal, by (2) the union of principal bases of them w.r.t. W gives a
principal basis of V .
In [14] we presented the following result, which is immediate from the
definitions of Grassmann angles and principal partitions.
Proposition 5.8. If V =
⊕
i Vi is a principal partition with respect to
W then cos ΘV,W =
∏
i cos ΘVi,W .
We now generalize it for other partitions.
Theorem 5.9. Let U, V,W ⊂ X be subspaces, with U ⊥ V , and P =
ProjW . Then
cos ΘU⊕V,W = cos ΘU,W · cos ΘV,W · cos Θ⊥P (U),P (V ).
Proof. We can assume U 6⊥/ W and V 6⊥/ W . As U ⊥ V , if µ and ν are
unit blades representing U and V then µ ∧ ν is a unit blade representing
U⊕V . By (7), cos ΘU⊕V,W = ‖P (µ∧ν)‖ = ‖(Pµ)∧(Pν)‖, and the result
follows from proposition 2.7iii and proposition 2.1ii.
Corollary 5.10. Let V,W ⊂ X be subspaces, and P = ProjW . For any
orthogonal partition V =
⊕k
i=1 Vi,
cos ΘV,W =
k∏
i=1
cos ΘVi,W ·
k−1∏
i=1
cos Θ⊥P (Vi),P (Vi+1⊕...⊕Vk).
We also obtain a partial converse for proposition 5.8.
Proposition 5.11. Let V,W ⊂ X be nonzero subspaces, with V 6⊥/ W .
An orthogonal partition V =
⊕
i Vi is principal with respect to W if, and
only if, cos ΘV,W =
∏
i cos ΘVi,W .
Proof. The converse follows from the previous corollary, proposition 2.6i
and proposition 5.7.
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