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Abstract. Time-dependent, two layer hydraulic exchange
flow is studied using an idealised shallow water model. It
is found that barotropic time-dependent perturbations, repre-
senting tidal forcing, increase the baroclinic exchange flux
above the steady hydraulic limit, with flux increasing mono-
tonically with tidal amplitude (measured either by height or
flux amplitude over a tidal period). Exchange flux also de-
pends on the non-dimensional tidal period, γ , which was in-
troduced by Helfrich (1995). When tidal amplitude is char-
acterised by the barotropic flux amplitude, exchange flux is
a monotonic function of γ as predicted by Helfrich (1995).
However, the relationship between the (imposed) free sur-
face amplitude and flux amplitude is complicated by reflec-
tions within the channel and by the baroclinic response of
the two layer system, leading to a non-monotonic relation-
ship between the height amplitude and γ .
1 Introduction
Flow of stratified water through ocean straits makes an im-
portant contribution to the evolution of ocean stratification,
affecting global circulation and the local dynamics of estu-
aries and semi-enclosed basins. For example, exchange flow
through the Strait of Gibraltar at the mouth of the Mediter-
ranean Sea controls the salinity budget of the evaporative
Mediterranean basin (Bray et al., 1995). Furthermore, the
dense, saline outflow of water from Gibraltar can be detected
as a distinct water mass across the North Atlantic (Sy, 1988;
Harvey and Arhan, 1988). It follows that characterisation of
flow through straits is an important problem, especially con-
sidering the difficulty most ocean and climate models face in
resolving strait dynamics.
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Internal hydraulic theory can give a useful estimate of
density-driven flow through straits in particular cases (Wood,
1970; Armi, 1986). This theory can be used to predict an
upper bound for exchange flow through a strait (Armi and
Farmer, 1987). However, this upper bound can be exceeded
in cases where a time-dependent forcing, such as tidal flow,
exists (Armi and Farmer, 1986).
Stigebrandt (1977) proposed a time-dependent solution
for flow through straits which showed reasonable agreement
with laboratory experiments. This theory was superseded
by Armi and Farmer (1986), who formulated a quasi-steady
solution based on hydraulically controlled solutions with a
barotropic throughflow. The quasi-steady solution assumed
that tidal variations were sufficiently slow so that hydraulic
control was continually established; however, hydraulic con-
trol itself is not well defined in a time-dependent flow. Fur-
thermore, Helfrich (1995) showed that tidal variations may
exceed the frequency over which the quasi-steady solution is
valid and introduced a nondimensional parameter, γ , the ra-
tio of tidal period to the time taken for a baroclinic wave to
traverse the strait. It is defined as
γ ≡
T
√
g′H
l
(1)
where T is the period of the wave, g′=g1ρ/ρ is reduced
gravity, H is the total fluid height and l is the length scale of
the channel, i.e. the distance between the narrowest part of
the channel (where channel width is b0) and the point where
channel width is 2b0. Helfrich (1995) predicted that flux
would depend upon both the dynamic strait length γ , and the
amplitude of the tide, because higher frequency waves vary
faster than the baroclinic flow can adjust. This prediction was
consistent with simulations from a simple numerical model
with a rigid lid. Helfrich also conducted laboratory experi-
ments which showed that flux depends on γ , but that mixing
and other effects act to reduce the flux.
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(a)
(b)
Fig. 1. Schematic showing (a) plan and (b) elevation view of the
flow. Velocity in the lower layer (u1) is negative.
Additional experiments were conducted by Phu (2001)
(reported by Ivey, 2004), in which both tidal amplitude and
frequency were varied. It was found that exchange flux was
strongly dependent on tidal amplitude, but that there was no
systematic dependence upon tidal period, over a wide range
of 2<γ<70 (Ivey, 2004). This finding is inconsistent with
the analytical predictions, numerical simulations and experi-
ments of Helfrich (1995).
In this paper we take a different, numerical, approach with
the goal of establishing the role of tidal period in exchange
flows. We use a simple two-layer model of the shallow wa-
ter equations to calculate the response of hydraulic exchange
flows to time-dependent forcing. Barotropic forcing is in-
duced at the boundaries and propagates into the domain as
a free surface wave (unlike Helfrich’s baroclinic numeri-
cal model which used a rigid lid). The waves modify the
flux, which can be accurately measured, and the results are
compared to the quasi-steady solution of Armi and Farmer
(1986), the predictions of Helfrich (1995) and the experimen-
tal results of Phu (2001).
We begin the paper by outlining the model and bound-
ary conditions in Sect. 2. Section 3 shows the results of the
model, which are developed to span a wide parameter space
in both the frequency and amplitude of time-dependent forc-
ing. These results are discussed in Sect. 4, and application to
geophysical flows is considered.
2 The model
2.1 Shallow water equations
The model used here is formulated to include the physics
of time-dependent exchange flows with the minimum possi-
ble alterations to the steady hydraulic equations. We there-
fore solve the one-dimensional, hydrostatic, nonlinear shal-
low water equations for flow along a rectangular channel.
The channel has length 2L and variable width b(x). We as-
sume that flow occurs within two distinct immiscible fluid
layers. The thickness of each layer is hi(x, t) – as shown in
Fig. 1. The layers are assumed to have constant density ρi ,
and velocity ui(x, t) which depends upon horizontal, but not
vertical, position.
The conservation of mass (or continuity) equation for each
layer is given by
∂hi
∂t
= −
1
b
∂
∂x
(buihi) . (2)
The conservation of momentum equations are
∂u1
∂t
+ u1
∂u1
∂x
= −
g
g′
∂
∂x
(h2 + h1)+
∂h2
∂x
+
1
Re
∂2u1
∂x2
(3)
and
∂u2
∂t
+ u2
∂u2
∂x
= −
g
g′
∂
∂x
(h2 + h1)+
1
Re
∂2u2
∂x2
, (4)
where the reduced gravity, g′, is defined as follows:
g′ ≡
g(ρ1 − ρ2)
ρ1
.
These equations have been written in non-dimensional form,
where hi has been scaled by total fluid height H , x by ℓ and
ui by the baroclinic long wave speed
√
g′H (following Hel-
frich, 1995). Note that we have included a horizontal vis-
cosity with a constant coefficient Ah, leading to a Reynolds
number defined by Re=ℓ
√
g′H/Ah. Viscosity is required
for numerical stability but is minimised in the simulations.
The solution of (2)–(4) under the assumption of a steady
flow and small aspect ratio (i.e. H≪ℓ) may yield hydrauli-
cally controlled flow solutions (depending upon the bound-
ary conditions at either end of the channel). The full time-
dependent equations may be solved numerically in a straight-
forward manner; but results are again dependent upon the
correct boundary conditions.
2.2 Boundary conditions
The boundary conditions used for this model are the char-
acteristic open boundary conditions based on the time-
integrating conditions proposed by Nycander and Do¨o¨s
(2003) and further developed for inertial flows by Nycander
Ocean Sci., 3, 179–188, 2007 www.ocean-sci.net/3/179/2007/
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et al. (2006)1. These conditions require us to specify charac-
teristic variables a±E and a
±
I at each of the open boundaries.
The variables are defined as
a±E =
1
2
[
h1 + h2 ± (H1u1 +H2u2)
√
g′/g
]
, (5)
a±I =
1
2
[
(H1h2 −H2h1)±
√
H1H2
1−1U2
(u2 − u1)
]
. (6)
These equations are formulated by linearising the equa-
tions about a state with layer heights H1 and H2 (where
H=H1+H2), and velocity difference 1U between the lay-
ers.
The conditions are implemented as follows. Assume, for
example, that the boundary is an h-point of a staggered grid.
Then we must specify the inward travelling characteristic
variables a±E and a
±
I . Having done that, the values of h1
and h2 at the boundary can be expressed in terms of a±E , a
±
I
and the values of u1 and u2 at the point just inside:
h1(∓L) = 2H1a±E − 2a
±
I ∓H1 (H1u1 +H2u2)
√
g′/g
±
√
H1H2
1−1U2
(u1 − u2), (7)
h2(∓L) = 2H2a±E + 2a
±
I ∓H2 (H1u1 +H2u2)
√
g′/g
∓
√
H1H2
1−1U2
(u1 − u2). (8)
The above conditions are suitable for sub-critical flow, but
this model also needs to be able to simulate supercritical two-
layer flow. The model is designed to switch to supercritical
flow boundary conditions subject to a test on the criticality of
the flow. There are two modes of supercritical flow (i.e. su-
percritical with respect to barotropic and baroclinic modes)
and therefore two tests. The test for supercritical barotropic
flow is based on the linear phase speed of a barotropic wave.
When
h1u1 + h2u2
h1 + h2
>
√
(h1 + h2)g/g′, (9)
at the right hand end of the channel, flow is adjudged super-
critical. There is an analogous condition at the left hand end
of the channel. When this test is satisfied, the supercritical
open boundary conditions are simply
∂h1
∂x
=
∂h2
∂x
= 0, (10)
which replaces (7)-(8).
1Nycander, J., Hogg, A. M., and Frankcombe, L. M.: Open
boundary conditions for nonlinear shallow water models, Ocean
Modell., under review, 2006.
Internally supercritical flow is more complicated. Firstly,
using linear internal wavespeeds to test for internal criticality,
we obtain
h2u1 + h1u2
h1 + h2
>
√
h1h2
(h1 + h2)2
(
(h1 + h2)− (u1 − u2)2
)
, (11)
at the right hand end of the channel (and an analogous con-
dition for the left hand end). It should be noted that the RHS
of this condition becomes imaginary when shear is strong,
in which case the wavespeeds coalesce and waves are unsta-
ble. Therefore, we propose that a suitable test for criticality
is simply
h2u1 + h1u2
h1 + h2
>
√
h1h2
(h1 + h2)2
2, (12)
where
2 ≡ max
(
0,
(
(h1 + h2)− (u1 − u2)
2
))
. (13)
The boundary conditions for internally supercritical flow
are found by assuming that the internal mode is captured pri-
marily by interfacial height, and so we set
∂h1
∂x
= 0, (14)
with h2 calculated using the addition of (7) and (8).
2.3 Numerical implementation
The domain is spatially discretised on a staggered grid. Ve-
locity is calculated at the faces of the cells, while layer height
is calculated at the centre of the cell. The equations may then
be integrated in time using centred differences. The stag-
gered grid is defined so that the near-boundary values of ve-
locity can be explicitly calculated from (3,4).
The temporal discretisation employs a leapfrog timestep
scheme. Leapfrog timestepping routines can produce two di-
verging solutions. To eliminate this potential problem, data
from different time levels are mixed every 1000 timesteps.
The standard parameter set for the simulations is shown in
Table 1.
3 Results
3.1 Exchange flows
The model is initialised with two constant depth, zero ve-
locity layers. Layer depth variations, and hence velocity,
are induced by specifying the characteristic boundary con-
ditions, as seen in the series of snapshots in Fig. 2, which
shows the development of the exchange flow. Internal waves
propagate from either side of the domain, reaching the cen-
tre of the constriction after a nondimensional time of about
0.4. By time 0.8, hydraulic control is established at the centre
www.ocean-sci.net/3/179/2007/ Ocean Sci., 3, 179–188, 2007
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Fig. 2. Development of two layer flow (for a channel with bmax=3b0). The colour scale shows dimensionless velocity.
Table 1. Standard physical and computational parameters for sim-
ulations. See Nycander et al. (2006)1 for an explanation for the
values of the internal and external characteristics.
Parameter Value Description
Re 13 Reynolds number
bmax 2 Maximum channel width (at x = ±L)
g′/g 0.01 Reduced gravity
L 1 Channel length
1t 1.2×10−6 s Timestep
n 201 Number of gridpoints
1x 0.01 Gridlength
a+e 0.017 External BC coefficient at LHS
a−e 0.0 External BC coefficient at RHS
a+i 0.07028 Internal BC coefficient at LHS
a−i –0.07028 Internal BC coefficient at RHS
of the channel, and features resembling hydraulic jumps are
formed. It should be noted that the model equations are not
designed to simulate the nonhydrostatic or dispersive dynam-
ics of these jumps, and we are therefore unable to accurately
model flows in which shocks are present in the steady state.
However, these features propagate out of the domain, leaving
a final steady state matching the two-layer maximal hydraulic
exchange flow solution, in which flow is internally supercrit-
ical at both ends of the channel. It is notable that there are
no significant reflections from the characteristic open bound-
ary conditions during this adjustment process – this issue is
examined more closely by Nycander et al. (2006)1.
Time dependence is introduced to this flow by sinusoidally
varying the left boundary condition coefficient, a+e , with a
period of γ=0.2. This simulates a barotropic wave enter-
ing from the left, as seen in Fig. 3. The incoming wave
travels towards the centre of the channel where it inter-
acts with the contraction, causing reflections (both baroclinic
and barotropic) to travel back to the left, while the original
barotropic wave, which now includes a small baroclinic com-
ponent, continues to the right.
Barotropic flux as a function of time at the left-hand
boundary is shown in Fig. 4 (flux is not completely symmet-
ric around zero because of a small barotropic contribution
to the mean flow). The system takes several periods for the
oscillations to become regular, as instantaneous flux is mod-
ulated by waves reflected off the contraction. For this reason,
all results in the following sections were calculated after the
initial adjustment had occurred.
Ocean Sci., 3, 179–188, 2007 www.ocean-sci.net/3/179/2007/
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Fig. 3. Propagation of a wave through the channel. The colour scale shows dimensionless velocity.
Fig. 4. Barotropic flux, qb, measured at the left hand boundary.
3.2 Exchange flux in time-dependent systems
The quantity of primary interest in these simulations is the
baroclinic flux of volume (or mass) exchanged, qc. We quan-
tify qc by calculating the total volume flux in each layer as a
function of time, integrating over a tidal period and averaging
the (absolute value of the) two layer fluxes. The baroclinic
exchange flux is then proportional to the net exchange of
mass (or passive tracer) through the channel. Figure 5 shows
the exchange flux anomaly as a function of nondimensional
period γ , for three cases with the same imposed amplitude
but differing reduced gravity and channel length. The baro-
clinic flux anomaly, q ′c=qc−qc (where qc is the flux for the
steady solution) has been scaled by the quasi-steady flux, cal-
(a)
Fig. 5. Baroclinic exchange flux anomaly, q ′c, for three simulations
with different values of g′ and L, scaled by the quasi-steady flux.
culated numerically from a series of steady simulations and
sets a theoretical upper limit for the flux.
In the small period (small γ ) limit the flux anomaly ap-
proaches zero (the steady hydraulic limit), and in the large
γ limit it approaches the quasi-steady solution in each of the
three cases shown. These limits are consistent with the pre-
dictions of Helfrich (1995); however here the flux is not a
monotonically increasing function of γ . Instead, there are
additional local maxima (the largest being at γ≈3) which
sometimes exceed the quasi-steady limit. These peaks are
greatest when g′ is large, and when the domain length L is
increased (dashed line in Fig. 5).
www.ocean-sci.net/3/179/2007/ Ocean Sci., 3, 179–188, 2007
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(a)
(b)
Fig. 6. (a) Height amplitude and (b) flux amplitude as a function of
γ for three different cases.
The peaks in baroclinic flux anomaly may be due to either
resonance in the channel between the open boundary and the
contraction, or to the internal dynamics of the two-layer flow.
We test for both of these effects by calculating the amplitude
of the barotropic response at the centre of the channel in two
ways. Firstly, a represents the peak-to-trough amplitude of
fluid height over the tidal cycle (normalised by mean fluid
height H ). We refer to this as the height amplitude and it is
analogous to the method used by Phu (2001) to characterise
tidal amplitude. Variations in height amplitude with γ (when
imposed amplitude is constant) indicate that resonant reflec-
tions between the contraction and the open boundary may be
acting to enhance the amplitude of waves.
The second measure of amplitude is the barotropic flux
amplitude, similar to Helfrich’s qb0 parameter, which we de-
fine as the peak-to-trough amplitude of the barotropic flux,
qb,
qb ≡ b(h1u1 + h2u2), (15)
where flow variables have been non-dimensionalised as in
Sect. 2. Variations in qb0 will also occur in response to res-
onant reflections. In addition we note the possibility that the
internal dynamic response of the two-layer flow may alter
this measure of amplitude.
The measurements of height and flux amplitude as a func-
tion of γ (for constant imposed amplitude) are plotted in
Fig. 6. These measurements help to clarify the source of
peaks in the baroclinic flux curves. The peak in the green
(a)
(b)
Fig. 7. Observed (a) height and (b) flux amplitudes are plotted
against γ for different imposed a+e amplitudes.
curve (long channel case) at γ=3 is seen in both height
and flux amplitude, indicating that this is a resonant effect.
This occurs in the long channel case because wave steep-
ening leads to bores which enhance wave reflection off the
open boundary. The resonant frequency, γ=3, is consistent
with a baroclinic wave with half wavelength equal to the dis-
tance between the open boundary and the maximum rate of
change of the channel width (at x≈−0.5). This implies that
resonance is due to the baroclinic wave reflected from the
contraction, which steepens and interacts with the numerical
condition at the open boundary. Similarly the second peak
(at γ≈1.5) is consistent with a baroclinic wave with wave-
length equal to the distance between the open boundary and
the maximum rate of change of the channel width. Small de-
viations in the green curve in Fig. 6 at γ≈1.5 also indicate
that resonance may be having an effect here. Note that exact
prediction of the resonant period is complicated by the role
of the mean flow in governing wavespeeds.
At higher frequencies (γ<1), the height amplitude in-
creases slightly in all three cases. This is due to nonlinear
steepening of the high frequency waves, rather than reflec-
tions.
The response of the flux amplitude as a function of wave
period shows a consistent peak at γ≈1.5 for all three cases
shown here. This peak is not present in the height amplitude
signal for the cases with L=1, indicating that although res-
onance may still be occuring in these cases, it may not be
the main cause of the peaks. Thus, we infer that this peak
describes a maximum in the barotropic forcing which is in-
stead due to the internal dynamic response of the critical flow
Ocean Sci., 3, 179–188, 2007 www.ocean-sci.net/3/179/2007/
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Fig. 8. (a) Free surface height; (b) Interfacial height and (c) barotropic velocity ub and (d) barotropic flux anomaly for four simulations with
the same imposed amplitude but differing values of γ . Note that the time axis has been scaled by γ and time-shifted so that free surface
height perturbations are in phase.
in the contraction region, and investigate more closely using
a particular case.
3.3 Internal response of the flow
We have conducted a large number of additional simulations
in which the amplitude and period of imposed tidal forcing
is varied using the parameters g′/g=0.01; L=1. This case
is chosen because resonant effects are weak, allowing us to
focus on the internal dynamics of the flow. Figure 7a shows
the height amplitude measured at the centre of the channel for
different values of amplitude imposed at the boundary. The
response of height amplitude for a wide range of imposed
amplitude is consistent with Fig. 6a. For γ≥1 the lines of
constant imposed amplitude are flat, while there is a weak
dependence of height amplitude on tidal period for γ<1, in-
dicating the role of nonlinear wave steepening at these higher
frequencies. However, resonance, which is observed clearly
for the long channel case, is not obvious here.
Figure 7b shows that the frequency dependence of the flux
amplitude response occurs regardless of the value of imposed
amplitude (note the logarithmic scale on the y-axis). This ef-
fect peaks at γ≈1.5, with an additional trend in flux ampli-
tude with period. Thus, flux amplitude is not simply related
to imposed amplitude or observed height amplitude. This
result is particularly significant given that Helfrich’s (1995)
results are couched in terms of flux amplitude rather than the
(more commonly measured) height amplitude.
The frequency dependence of the barotropic flux ampli-
tude is analysed to greater depth using four particular ex-
amples in Fig. 8. Figure 8a shows the evolution of the free
surface at the centre of the channel, where the time axis
on this figure has been scaled by γ , and a time-shift ap-
plied so that each example is in phase. The free surface
heights change very little for the different values of γ , con-
sistent with Fig. 7a. However, the interfacial height evolution
(Fig. 8b) does change with tidal period. The black line shows
a large γ case (close to the quasi-steady limit) for which in-
terface height anomalies are 180◦ out of phase from the the
free surface height and nearly 10 times the magnitude. This
indicates that the period is sufficiently long that the internal
interface can respond to the free surface. For the shortest pe-
riod case (γ=0.32) the interfacial response is weak in magni-
tude and almost in phase with the surface forcing, indicating
that the interface barely has time to respond to the tide. The
two cases with intermediate values of γ produce an interfa-
cial response 90◦ out of phase with surface height.
We show a measure of barotropic velocity, defined simply
as
ub =
1
2
(u1 + u2)
in Fig. 8c. The velocity is generally in phase with surface
height, however a slight phase lag and reduction in amplitude
occurs at γ=0.32 and 2.8 (but not for the γ=1.2 case).
The barotopic flux anomaly (Fig. 8d) shows how surface
height, interfacial response and barotropic velocity conspire
www.ocean-sci.net/3/179/2007/ Ocean Sci., 3, 179–188, 2007
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(a)
(b)
Fig. 9. Baroclinic flux, qc (normalised by the steady flux), plotted
against γ with (a) measured height amplitude and (b) measured flux
amplitude in colour.
to produce larger flux amplitude at large γ , and the local
maxima which occurs at γ≈1.5. We clarify the relative roles
of these processes by writing layer velocity as
u1 ≈ −u+ ub,
u2 ≈ u+ ub,
where u is the (known) steady velocity. Also write layer
depths as a mean perturbation
hi = hi + h
′
i
allowing Eq. (15) to be written
qb ≈ b(u(h2 − h1)+ u(h
′
2 − h
′
1)+ ub(h2 + h1)+ ub(h
′
2 + h
′
1)).
(16)
We simplify this equation by assuming h1=h2=0.5, b=0.5
and u=0.5 from the hydraulic solution, and that the last term,
which is the product of two small quantities, can be ignored,
qb ≈ 0.25(h′2 − h
′
1)+ 0.5ub. (17)
The layer depth variations can be divided into surface,
h′t=h
′
1+h
′
2, and interfacial height variations, h
′
i=h
′
1, and the
barotropic velocity modelled as being a direct response to
surface height perturbations, i.e.
∂ub
∂t
= −
g
g′
∂h′t
∂x
.
Assuming sinusoidal waves we find
ub ≈ 10h′t . (18)
(a)
(b)
Fig. 10. Baroclinic flux, qc (normalised by the steady flux), plotted
against (a) measured height amplitude and (b) measured flux ampli-
tude, with γ in colour. Solid circles show the original points from
which the other points have been interpolated.
This we write
qb ≈ −0.5h′i + 5.25h′t . (19)
Equation (19) explains the major features observed in Fig. 8.
At large γ , interfacial height is out of phase with sur-
face height, and larger in magnitude, producing enhanced
barotropic flux. At γ=2.8, barotropic velocity is smaller than
predicted by Eq. (18) causing a local minima in flux ampli-
tude. These two different processes combine to produce the
the observed flux amplitude variation.
3.4 Flux as a function of observed amplitudes
For each of the simulations across a large range in tidal pe-
riod and amplitude, measurements of baroclinic flux have
been interpolated onto lines of (a) constant height amplitude,
and (b) constant flux amplitude. These results are plotted
as a function of γ in Fig. 9 (normalised by the steady hy-
draulic flux). Figure 9a shows a peak at γ=1.5, indicating
that height amplitude is not a good predictor of the tidal ef-
fect on exchange flows in this model, since it does not take
the effect of resonance or the internal dynamics into account.
For cases with greater amplitude and stronger stratification,
such as the dashed lines in Fig. 5, the height amplitude is a
very poor descriptor of the tidal effects. Figure 9b, on the
other hand, clearly shows a smooth monotonic transition of
flux with γ when flux amplitude is used as the metric. These
results are consistent with predictions of Helfrich (1995), and
Ocean Sci., 3, 179–188, 2007 www.ocean-sci.net/3/179/2007/
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demonstrate that the internal response of the flow to free sur-
face variations described in the previous section is additional
to the phenomena documented by Helfrich. Thus, flux am-
plitude is a more useful predictor of the baroclinic response
to tidal forcing than height amplitude in this model, because
the resonance and internal dynamics are included.
The results are re-plotted in Fig. 10, showing amplitude
vs flux for each of the above cases. The panels, showing
baroclinic flux as a function of height and flux amplitude re-
spectively, both show a tendency for flux to increase with
amplitude.
4 Discussion and conclusions
The results of these simulations confirm that time-dependent
forcing leads to an increase in exchange flux compared with
the steady state case. Tidal amplitude, as measured by either
height or flux amplitude, has a strong effect on flux, with flux
increasing monotonically with amplitude for a fixed value of
γ .
Flux also depends on the nondimensional tidal period γ .
When γ is very small, the system doesn’t have time to re-
spond to changes in forcing and the interfacial height varia-
tions is in phase with the variations of the surface height. The
baroclinic flux is then equal to the hydrostatic limit. When γ
is large the system approaches the quasi-steady limit of Armi
and Farmer (1986), where the flow is always controlled but
the quadratic correlation between layer depth and velocity,
coupled with the control condition, result in increased flux.
In this case the interfacial height variations are 180◦ out of
phase with the variations in surface height. These limits are
entirely consistent with those of Helfrich (1995).
Helfrich also predicts a smooth transition between these
two limits when the barotropic flux amplitude, qb0 is held
constant. Our results confirm this prediction, however we
find that there is not a simple relationship between the
barotropic flux amplitude and a tidal amplitude based on free
surface height variations. Instead, the resonance and internal
dynamics of the interfacial response and barotropic velocity
modulate the flux. The result is that, for a given imposed am-
plitude, the barotropic (and hence baroclinic) flux depends
strongly upon tidal period, upon the density difference be-
tween the two layers, and upon channel geometry.
For some parameter regimes we observed strong reso-
nance caused by reflection of baroclinic bores at the open
boundary. The resonant problem is a numerical artefact, but
does indicate the difficulty involved in constructing numeri-
cal models of hydraulic flows.
These observations may explain some outstanding dis-
crepancies between previous studies on this topic. Phu
(2001) (reported by Ivey, 2004) used the height amplitude
to characterise tidal strength and found no systematic depen-
dence upon γ over a wide range in parameter space, while
Helfrich (1995) found a strong dependence of flux amplitude
on γ . The height amplitude formalism used by Phu (2001)
to characterise tidal strength may have been distorted by the
baroclinic response, particularly for large amplitude waves.
In addition, the solid wall at the end of Phu’s experimental
tank is likely to have amplified reflections within the reser-
voirs, further complicating measurements.
These results are likely to be relevant to the effect of
tides in straits which border marginal seas. Such straits
are listed by Helfrich (1995), and include the Bosphorus
(g′/g=0.012, γ=3.1, qb0=0.25), Gibraltar (g′/g=0.002,
γ=5.3, qb0=0.6) and Bab al Mandab (g′/g=0.0015, γ=0.5,
qb0=0.3). Each of these straits is in a parameter regime in
between the steady and quasi-steady limits, and close to the
regime in which internal dynamics may modulate the flux.
It follows from this analysis that the best metric to describe
geophysical time-dependent strait flows is the barotropic flux
amplitude. However, measurements of tidal range are easi-
est to quantify in terms of height amplitude, rather than flux.
Moreover, since we have shown that the internal response
can modulate the barotropic flux, it would appear that an un-
derstanding of the time-dependent internal dynamics of the
flow is required to exactly predict the time-dependent com-
ponent of the flux. The need for such detailed knowledge of
the flow eliminates the major advantages obtained by apply-
ing the hydraulically controlled solution to estimates of flux
through a strait.
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