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This paper is composed of two parts. In the ﬁrst part, an improved algorithm is presented
for the problem of ﬁnding length-bounded two vertex-disjoint paths in an undirected pla-
nar graph. The presented algorithm requires O (n3bmin) time and O (n2bmin) space, where
bmin is the smaller of the two given length bounds. In the second part of this paper,
we consider the minmax k vertex-disjoint paths problem on a directed acyclic graph,
where k  2 is a constant. An improved algorithm and a faster approximation scheme
are presented. The presented algorithm requires O (nk+1Mk−1) time and O (nkMk−1) space,
and the presented approximation scheme requires O ((1/)k−1n2k logk−1 M) time and
O ((1/)k−1n2k−1 logk−1 M) space, where  is the given approximation parameter and M
is the length of the longest path in an optimal solution.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Finding disjoint paths in a graph is a fundamental and well-studied problem in graph theory. Given a graph and k
pairs of vertices (s0, t0), (s1, t1), . . . , (sk−1, tk−1), the k vertex-disjoint paths problem is to ﬁnd k pairwise vertex-disjoint paths
connecting the pairs (si, ti), i = 0,1,2, . . . ,k − 1. The problem is of particular interest in VLSI design, especially during the
routing phase in the design process [12]. For general undirected graphs, the vertex-disjoint paths problem is polynomial-
time solvable for any ﬁxed k [15] and is NP-complete if k is part of the input [9,13]. For general directed graphs, the
problem is NP-complete even when k = 2 [3]. Eﬃcient polynomial and pseudo-polynomial time algorithms for many special
cases of this problem had been proposed in the literature [4–6,10,16]. The vertex-disjoint paths problem is closely related
to a problem called the edge-disjoint paths problem. Given a graph and k pairs of vertices (s0, t0), (s1, t1), . . . , (sk−1, tk−1),
the k edge-disjoint paths problem is to ﬁnd k pairwise edge-disjoint paths connecting the pairs (si, ti), i = 0,1,2, . . . ,k − 1.
A survey on the previous results of this problem can be found in [11,19].
By imposing length constraints on the output paths, several variants of the vertex-disjoint paths problem have been
deﬁned and studied [8,12,18]. Imposing length constraints on the output paths is quite natural in real world applications,
such as VLSI design and network routing [12]. One important variant is the length-bounded k vertex-disjoint paths prob-
lem. In this variant, we are given a graph G in which each edge has a non-negative integer length, k pairs of vertices
(s0, t0), (s1, t1), . . . , (sk−1, tk−1), and k length upper bounds b0,b1, . . . ,bk−1. The target is to ﬁnd k pairwise vertex-disjoint
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698 C.-C. Yu et al. / Journal of Computer and System Sciences 76 (2010) 697–708paths P0, P1, . . . , Pk−1 such that for each i, 0  i  k − 1, Pi is a path from si to ti and the length of Pi is at most bi .
For directed graphs, Itai et al. [8] proved that this problem is NP-complete even when k = 2 and G is a dag (directed
acyclic graph). For undirected graphs, Li et al. [12] proved that the problem is NP-complete even when k = 2. Due to some
practical considerations, Holst and Pina [18] studied the problem on an undirected planar graph. They showed that the
problem is strongly NP-hard for non-ﬁxed k and is NP-hard for k = 2. Moreover, they gave an eﬃcient pseudo-polynomial
time algorithm for the case k = 2 and s0, t0, s1, t1 are adjacent to the unbounded face.
Another important variant is the minmax k vertex-disjoint paths problem. In this variant, the input is a graph G in which
each edge has a non-negative integer length and k pairs of vertices (s0, t0), (s1, t1), . . . , (sk−1, tk−1), and the goal is to ﬁnd k
pairwise vertex-disjoint paths P0, P1, . . . , Pk−1 such that for each i, 0 i  k−1, Pi is a path from si to ti and the maximum
length of these k paths is minimized. Li et al. [12] proved that this problem is strongly NP-complete for both directed and
undirected graphs even when k = 2. Itai et al. [8] proved that the problem is still NP-complete even when k = 2 and G is a
dag. When G is a dag and k is a constant, Li et al. [12] had two eﬃcient pseudo-polynomial time algorithms and Fleischer
et al. [2] had an eﬃcient fully polynomial-time approximation scheme.
This paper is composed of two parts. In the ﬁrst part, we consider the problem of ﬁnding length-bounded two vertex-
disjoint paths in an undirected planar graph G . Assuming that s0, t0, s1, t1 are adjacent to the unbounded face, Holst and
Pina [18] had an eﬃcient algorithm that requires O (n4b0b1) time and O (n2b0b1) space, where n is the number of vertices
in G . Then, Wang [20] proposed an O (n3b0b1)-time algorithm for the problem using O (n2b0b1) space. In this paper, we
present an improved algorithm that requires O (n3bmin) time and O (n2bmin) space, where bmin =min{b0,b1}. In the second
part of this paper, we consider the minmax k vertex-disjoint paths problem on a dag G , where k  2 is a constant. Let
L be the length of a longest path in G . Li et al.’s two algorithms in [12] require, respectively, O (nk+1L2k−2) time and
O (nkLk−1) space, and O (nk+1Lk) time and O (nkLk) space. In this paper, we present an improved algorithm that requires
O (nk+1Mk−1) time and O (nkMk−1) space, where M  L is the length of the longest path in an optimal solution. For any
given constant  , where 0 <  < 1, Fleischer et al.’s approximation scheme in [2] ﬁnds a solution with approximation ratio
1 +  in O ((1/)kn2k+1 logk L) time and O ((1/)kn2k logk L) space. In this paper, we present a modiﬁed version of their
algorithm. The presented algorithm requires O ((1/)k−1n2k logk−1 M) time and O ((1/)k−1n2k−1 logk−1 M) space.
The rest of this paper is organized as follows. In Section 2, we propose an eﬃcient algorithm for a problem, called the
multi-bounded path problem. In Section 3, by using the algorithm in Section 2 as a key procedure, an improved algorithm
is presented for ﬁnding length-bounded two vertex-disjoint paths in a planar graph. Then, in Section 4, an improved algo-
rithm and a faster approximation scheme are presented for the minmax k vertex-disjoint paths problem on a dag. Finally,
concluding remarks are given in Section 5.
2. The multi-bounded path problem
Let D = (W , A) be a dag (directed acyclic graph), where W is the vertex set and A is the edge set. Each edge
(u, v) ∈ A is associated with k non-negative integer lengths l0(u, v), l1(u, v), . . . , lk−1(u, v), where k  2 is a constant.
A path from a vertex u to a vertex v is called a (u, v)-path, where u, v ∈ W . For any path P = (v0, v1, . . . , vm) in D ,
let li(P ) = ∑0i<m li(vi, vi+1) be the length of P under the length function li . Given D , two vertices s∗, t∗ ∈ W , and k in-
teger bounds b0,b1, . . . ,bk−1, the multi-bounded path problem is to ﬁnd an (s∗, t∗)-path P in D such that li(P )  bi for
0 i  k − 1. Holst and Pina [18] had an eﬃcient algorithm that solves the multi-bounded path problem in O (|A|Lk) time
and O (|W |Lk) space, where L = max{b0,b1, . . . ,bk−1}. In this section, we present an algorithm that solves the problem in
O (|A|L′k−1) time and O (|W |L′k−1) space, where L′ is the second largest integer in {b0,b1, . . . ,bk−1}.
We say that D is feasible if there exists an (s∗, t∗)-path P in D with li(P ) bi for 0 i  k−1. For the ease of discussion,
we only describe how to determine the feasibility of D . Without loss of generality, assume that b0 = max{b0,b1, . . . ,bk−1}.
For each vertex v ∈ W , deﬁne a (k − 1)-dimensional (b1 + 1) × (b2 + 1) × · · · × (bk−1 + 1) table Tv as follows: for each
(d1,d2, . . . ,dk−1) ∈ [0,b1]×[0,b2]×· · ·×[0,bk−1], if there does not exist any (s∗, v)-path P with li(P ) = di for 1 i  k−1,
then Tv [d1,d2, . . . ,dk−1] = ∞; otherwise, Tv [d1,d2, . . . ,dk−1] is equal to the smallest y such that there exists an (s∗, v)-
path P with li(P ) = di for 1  i  k − 1 and l0(P ) = y. Clearly, if all entries of Tt∗ are computed, we can determine the
feasibility of D by simply checking whether Tt∗ contains any entry with value not larger than b0.
In the following, we show that all Tv can be computed eﬃciently by dynamic programming. Consider the computation of
an entry Tv [d1,d2, . . . ,dk−1] for a ﬁxed vertex v ∈ W . Let y be the smallest integer such that there exists an (s∗, v)-path P
with li(P ) = di for 1  i  k − 1 and l0(P ) = y. Let u be the second last vertex on P and P (s∗,u) be the subpath of P
from s∗ to u. Then, P (s∗,u) is an (s∗,u)-path with li(P (s∗,u)) = di − li(u, v) for 1 i  k− 1 and l0(P (s∗,u)) = y− l0(u, v).
Moreover, y − l0(u, v) is equal to the smallest length y′ such that there exists an (s∗,u)-path P ′ with li(P ′) = di − li(u, v)
for 1 i  k − 1 and l0(P ′) = y′; otherwise, Tv [d1,d2, . . . ,dk−1] y′ + l0(u, v) < y. Therefore, we conclude the following:
Tv [d1,d2, . . . ,dk−1] = min
(u,v)∈A
{
Tu
[
d1 − l1(u, v),d2 − l2(u, v), . . . ,dk−1 − lk−1(u, v)
]+ l0(u, v)
}
, (1)
where Tu[d1 − l1(u, v),d2 − l2(u, v), . . . ,dk−1 − lk−1(u, v)] = ∞ if di − li(u, v) < 0 for any i ∈ [1,k − 1]. Consequently, the
feasibility of D can be determined as described in Algorithm 1.
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Input: a dag D = (W , A), two vertices s∗, t∗ ∈ W , k length functions l0, l1, . . . , lk−1, and k integer bounds b0,b1, . . . ,bk−1
Output: whether D is feasible or not
begin
1: order the vertices in W into (w(0),w(1), . . . ,w(|W | − 1)) such that (w(i),w( j)) ∈ A only if i < j
2: r ← the index with w(r) = s∗
3: for i ← 0 to (r − 1) do
4: set all entries of Tw(i) as ∞ // no (s∗,w(i))-path exists
5: end for
6: set Ts∗ [0,0, . . . ,0] as 0, and set all the other entries of Ts∗ as ∞
7: for i ← r + 1 to |W | − 1 do
8: for each entry Tw(i)[d1,d2, . . . ,dk−1] do
9: compute Tw(i)[d1,d2, . . . ,dk−1] according to (1) with v = w(i)
10: end for
11: end for
12: if Tt∗ contains an entry with value not larger than b0 then
13: return (feasible)
14: else
15: return (infeasible)
16: end if
end
By using a linear-time topological sort [1], Line 1 is implemented in O (|W | + |A|) time. Lines 2–6 require O ((r + 1) ×
L′k−1) = O (|W |L′k−1) time. For a ﬁxed vertex w(i), Lines 8–10 take O (g(i) × L′k−1) time, where g(i) = |{u | (u,w(i)) ∈ A}|
is the in-degree of w(i). Thus, the overall running time of Lines 7–11 is O (
∑
g(i) × L′k−1) = O (|A|L′k−1). Lines 12–16 take
O (L′k−1) time. Therefore, we have the following.
Theorem 1. The multi-bounded path problem on a dag can be solved in O (|A|L′k−1) time and O (|W |L′k−1) space, where L′ is the
second largest integer in {b0,b1, . . . ,bk−1}.
3. The length-bounded two vertex-disjoint paths problem on a planar graph
In Section 3.1, notation and deﬁnitions that are used throughout this section are introduced. In Section 3.2, some useful
properties given by Holst and Pina [18] are described. Then, in Section 3.3, an improved algorithm is presented.
3.1. Notation and deﬁnitions
Let G = (V , E) be an undirected planar graph embedded in the plane, where V is the vertex set and E is the edge set.
Let n = |V |. Since G is a planar graph, we have |E| 3n − 6 for n 3 [21]. Each edge (u, v) ∈ E has a non-negative integer
length l(u, v). For any path P = (v0, v1, . . . , vm) in G , its length, denoted by |P |, is ∑0i<m l(vi, vi+1). For any two vertices
u, v on a path P , let P (u, v) be the subpath of P from u to v . For any subgraph H of G , let V (H) be its vertex set.
The length-bounded two vertex-disjoint paths problem on a planar graph is deﬁned as follows. The input is an undirected
planar graph G , two integer bounds b0 and b1, and two pairs (s0, t0) and (s1, t1) of vertices adjacent to the unbounded
face. The goal is to ﬁnd two vertex-disjoint paths P0 and P1 such that P0 is an (s0, t0)-path with |P0|  b0 and P1 is an
(s1, t1)-path with |P1| b1. Throughout this section, we assume that s0, t0, t1, s1 occur in this order in a clockwise traversal
of the boundary of G , starting at s0. (See Fig. 1(a).) In case it is not true, it is easy to see that either there does not exist
a pair of (s0, t0)-path and (s1, t1)-path that are vertex-disjoint (see Fig. 1(b), (e)), or we can simply rename the vertices to
satisfy the assumption (see Fig. 1(c), (d), (f)).
3.2. Properties
For the ease of discussion, two new vertices s and t are added on the unbounded face of G . In addition, four edges
(s, s0), (s, s1), (t, t0), and (t, t1) with zero length are added. (See Fig. 2(a).) Clearly, after the adding of the vertices and
edges, the graph G remains planar. For convenience, we say that two paths P0 and P1 are internally vertex-disjoint if they
do not have any vertex in common, except for the end vertices. Then, our problem becomes to determine a pair of two
internally vertex-disjoint (s, t)-paths (P0, P1) in G with |P0|  b0 and |P1|  b1. We say that a pair of two (s, t)-paths
(P0, P1) is feasible if |P0| b0, |P1| b1, and they are internally vertex-disjoint; and we say that G is feasible if there exists
such a feasible pair of (s, t)-paths.
Let Q = (q0 = s,q1,q2, . . . ,qm = t) be a shortest path from s to t in G . We denote by R0 the subgraph of G induced by
the vertices in the closed region bounded by the path Q and the path on the boundary of G clockwise from s to t; and
we denote by R1 the subgraph induced by the vertices in the closed region bounded by the path Q and the path on the
boundary of G counterclockwise from s to t . An illustration of Q , R0, and R1 is given in Fig. 2. For any x, y ∈ V (Q ), let
Φ0(x, y) be a shortest path from x to y in the subgraph induced by the vertices in (V (R0) − V (Q )) ∪ {x, y}, if it exists.
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Fig. 2. Q , R0, and R1.
Similarly, let Φ1(x, y) be a shortest path from x to y in the subgraph induced by the vertices in (V (R1) − V (Q )) ∪ {x, y}, if
it exists.
Assume that G is feasible. Let (P0, P1) be a feasible pair of (s, t)-paths. Suppose that P0 is not totally contained in R0.
Then, there exist two vertices x, y ∈ V (Q ) such that P0(x, y) is totally contained in R1. Since Q (x, y) is a shortest path
from x to y, by replacing P0(x, y) with Q (x, y), we can obtain from P0 another path P ′0 such that (P ′0, P1) is feasible.
(See Fig. 3.) By repeatedly applying the above argument, we conclude that P0 can be modiﬁed into a path that is totally
contained in R0 without invalidating the feasibility. Similarly, P1 can be modiﬁed into a path that is totally contained in R1
without invalidating the feasibility. Therefore, we have the following.
Lemma 1. (See [18].) If G is feasible, there exists a feasible pair of paths (P0, P1) such that P0 is totally contained in R0 and P1 is
totally contained in R1 .
Let (P0, P1) be a feasible pair of paths such that P0 is totally contained in R0 and P1 is totally contained in R1. Consider
the path P0. We assume that P0 is a simple path. In case this is not true, we make P0 simple by removing some cycles.
For any path P in G , let X(P ) be the sequence of vertices, in their order along P , at which P intersects Q . Let qα , qβ be
two consecutive vertices in X(P0). Since R0 is a planar graph and P0 is simple, we have α < β; otherwise, there exists a
vertex c at which P0 crosses itself. (See Fig. 4.) If V (Q (qα,qβ)) ∩ V (P1) = ∅, we can replace P0(qα,qβ) with Q (qα,qβ),
without invaliding the feasibility; and if V (Q (qα,qβ)) ∩ V (P1) 
= ∅, we can replace P0(qα,qβ) with Φ0(qα,qβ) without
invaliding the feasibility. (See Fig. 5.) Therefore, we conclude the following.
Theorem 2. If G is feasible, there exists a feasible pair of paths (P0, P1) such that the following condition holds for i = 0,1: for
any two consecutive vertices qα,qβ in X(Pi), we have (1) α < β and (2) either β = α + 1, or V (Q (qα,qβ)) ∩ V (P1−i) 
= ∅ and
Pi(qα,qβ) = Φi(qα,qβ).
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Fig. 4. A non-simple (s, t)-path in R0.
Fig. 5. Replacing P0(qα,qβ ) with Q (qα,qβ ) or Φ0(qα,qβ).
3.3. An O (n3bmin)-time algorithm
Based upon Theorem 2, Holst and Pina [18] solved the problem of ﬁnding length-bounded two vertex-disjoint paths
in a planar graph by a reduction to the multi-bounded path problem with |W | = O (n2), |A| = O (n4), and k = 2. Using
our algorithm in Section 2, the running time of their algorithm can be reduced from O (n4b0b1) to O (n4bmin), where
bmin = min{b0,b1}. In this section, we further show that the problem can be solved in O (n3bmin) time. More speciﬁcally,
we give a new reduction to the multi-bounded path problem with k = 2. In our reduction, |W | = O (n2) and |A| = O (n3).
For the ease of presentation, we only describe how to determine the feasibility of G .
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Our reduction is based upon the following, which is obtained immediately by slightly relaxing the condition in Theo-
rem 2.
Corollary 1. If G is feasible, there exists a feasible pair of paths (P0, P1) such that the following condition holds for i = 0,1: for any
two consecutive vertices qα,qβ in X(Pi), we have (1) α < β and (2) either β = α + 1, or P i(qα,qβ) = Φi(qα,qβ).
Let F be the set of feasible pairs that satisfy the condition in Theorem 2, and let F ′ be the set of feasible pairs that
satisfy the condition in Corollary 1. Clearly, F ⊆ F ′ . Let (P0, P1) ∈ F ′ \ F be a feasible pair. Then, there are two consecutive
vertices qα,qβ in X(Pi), i = 0 or 1, such that β 
= α + 1 and V (Q (qα,qβ)) ∩ V (P1−i) = ∅. According to Theorem 2, Holst
and Pina’s algorithm does not take (P0, P1) into consideration. Their algorithm considers only the pairs in F . However, our
algorithm considers all the pairs in F ′ . The condition in Corollary 1 is simpler to check than that in Theorem 2. This is the
reason that our algorithm is more eﬃcient.
Let P be a path from s to a vertex x ∈ V (Q ). For convenience, we call P a detouring path from s to x in Ri , where
i = 0 or 1, if for any two consecutive vertices qα , qβ in X(P ), we have (1) α < β and (2) either β = α + 1, or P (qα,qβ) =
Φi(qα,qβ). (See Fig. 6.) And, we say that a pair of internally vertex-disjoint paths (P0, P1) is a feasible (qi,q j,d0,d1)-route if
it satisﬁes the following:
1. P0 is a detouring (s,qi)-path with length d0 in R0; and
2. P1 is a detouring (s,q j)-path with length d1 in R1.
Then, Corollary 1 can be restated as follows: If G is feasible, there exists a (qm,qm,d0,d1)-route in G with d0  b0 and
d1  b1.
Consider two vertices qi and q j with i > j  0. Let (P0, P1) be a feasible (qi,q j,d0,d1)-route. By deﬁnition, the
last vertex in X(P0) is qi . Let qα be the second last vertex in X(P0). If α = i − 1, (P0(s,qi−1), P1) is a feasi-
ble (qi−1,q j,d0 − l(qi−1,qi),d1)-route; otherwise, by deﬁnition, P0(qα,qi) = Φ0(qα,qi) and (P0(s,qα), P1) is a feasible
(qα,q j,d0 − |Φ0(qα,qi)|,d1)-route. (See Fig. 7.) Therefore, we obtain the following.
Lemma 2. Let qi and q j be two vertices with i > j  0. Then, there is a feasible (qi,q j,d0,d1)-route (P0, P1) such that P0 passes
through qi−1 if and only if there is a feasible (qi−1,q j,d0 − l(qi−1,qi),d1)-route. And, there is a feasible (qi,q j,d0,d1)-route
(P0, P1) such that P0 does not pass through qi−1 if and only if there is a feasible (qα,q j,d0 − |Φ0(qα,qi)|,d1)-route for some
α ∈ {0,1,2, . . . , i − 2}.
Note that in Lemma 2, since P0 and P1 are internally vertex-disjoint, qα cannot be the vertex q j , unless q j = s. Lemma 2
describes the recursive structure of a feasible (qi,q j,d0,d1)-route for i > j  0. A similar result can be obtained for j > i  0.
For i = j =m, since l(t0, t) = l(t1, t) = 0, it is easy to observe the following.
Lemma 3. If qm−1 = t0 , there is a feasible (qm,qm,d0,d1)-route in G if and only if there is a feasible (qm−1,qm,d0,d1)-route in G;
otherwise, there is a feasible (qm,qm,d0,d1)-route in G if and only if there is a feasible (qm,qm−1,d0,d1)-route in G.
Our reduction to the multi-bounded path problem with k = 2 is as follows. We construct a dag D with vertex set
W = {s∗ = w0,0, t∗ = wm,m} ∪ {wi, j | 0  i 
= j m}. The vertices s∗ and t∗ represent s and t , respectively. And, each wi, j
represents the vertex pair (qi,q j). The edge set A as well as the two length functions l0 and l1, which will be described
later, connect the vertices in W such that the following property is satisﬁed.
Property 1. For each vertex wi, j ∈ W , there is an (s∗,wi, j)-path P in D with l0(P ) = d0 and l1(P ) = d1 if and only if there is a
(qi,q j,d0,d1)-route in G.
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Fig. 8. An illustration.
By Property 1, there is an (s∗, t∗)-path P in D with l0(P ) = d0 and l1(P ) = d1 if and only if there is a feasible
(qm,qm,d0,d1)-route in G . Thus, the feasibility of G can be determined by checking whether there is an (s∗, t∗)-path P
in D with l0(P ) b0 and l1(P ) b1. We proceed to describe the edge set A and the two length functions l0, l1. Consider a
ﬁxed vertex wi, j ∈ W \ {s∗}. The set of vertices that have directed edges connected to wi, j , denoted by Ki, j , is deﬁned as
follows.
Case 1: i > j  0.
According to Lemma 2, if j 
= 0, we deﬁne Ki, j = {w0, j,w1, j, . . . ,wi−1, j} \ {w j, j}; otherwise, we deﬁne Ki, j =
{w0,0,w1,0, . . . ,wi−1,0}. For each edge e = (wα, j,wi, j), where wα, j ∈ Ki, j , we set (l0(e), l1(e)) as (l(qi−1,qi),0) if
α = i−1, and we set (l0(e), l1(e)) as (|Φ0(qα,qi)|,0) otherwise, where |Φ0(qα,qi)| = ∞ if Φ0(qα,qi) does not exist.
(See Fig. 8(a).)
Case 2: j > i  0.
This case is symmetric to Case 1. If i 
= 0, we deﬁne Ki, j = {wi,0,wi,1, . . . ,wi, j−1} \ {wi,i}; otherwise, we de-
ﬁne Ki, j = {w0,0,w0,1, . . . ,w0, j−1}. For each edge e = (wi,α,wi, j), where wi,α ∈ Ki, j , we set (l0(e), l1(e)) as
(0, l(q j−1,q j)) if α = j − 1, and we set (l0(e), l1(e)) as (0, |Φ1(qα,q j)|) otherwise, where |Φ1(qα,q j)| = ∞ if
Φ1(qα,q j) does not exist.
Case 3: i = j =m.
According to Lemma 3, if qm−1 = t0, we deﬁne Km,m = {wm−1,m}; otherwise, we deﬁne Ki, j = {wm,m−1}. For the
edge e that connects the vertex in Km,m and wm,m , we set (l0(e), l1(e)) = (0,0). (See Fig. 8(b).)
It is easy to check that the graph D constructed above satisﬁes Property 1. As indicated in [18], by using a modiﬁed
all-pairs shortest paths algorithm [1], |Φ0(x, y)| and |Φ1(x, y)| can be computed in O (n3) time for all x, y ∈ V (Q ). There
are less than m2 = O (n2) vertices in W . Since |Ki, j| m for each vertex wi, j ∈ W , we have |A| m3 = O (n3). Thus, the
construction of D takes O (n3) time. By Theorem 1, whether there is an (s∗, t∗)-path P in D with l0(P ) b0 and l1(P ) b1
can be determined in O (n3bmin) time and O (n2bmin) space. Therefore, we have the following.
Theorem 3. Assuming that s0 , t0 , s1 , t1 are adjacent to the unbounded face, the problem of ﬁnding length-bounded two vertex-disjoint
paths in a planar graph can be solved in O (n3bmin) time and O (n2bmin) space, where bmin = min{b0,b1}.
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Let G = (V , E) be a dag in which each edge e ∈ E has a non-negative integer length l(e) and (s0, t0), (s1, t1), . . . ,
(sk−1, tk−1) be k pairs of vertices in G , where k  2 is a constant. In this section, we consider the problem of ﬁnding k
pairwise vertex-disjoint paths P0, P1, . . . , Pk−1 in G such that for each i, 0  i  k − 1, Pi is a path from si to ti and the
maximum length of these k paths is minimized. An improved algorithm and a faster approximation scheme are presented,
respectively, in Sections 4.1 and 4.2.
4.1. An improved algorithm
For the ease of discussion, we add a new vertex s and an edge with zero length from s to each si , 0 i  k− 1. We also
add a new vertex t and an edge with zero length from each ti , 0 i  k− 1, to t . Then, our problem becomes to determine
k internally vertex-disjoint (s, t)-paths such that the maximum length of these k disjoint paths is minimized. Throughout
this section, the length of a path P in G is denoted by l(P ). For convenience, deﬁne a problem, called the minmax multi-
weighted path problem, as follows. Let D = (W , A) be deﬁned the same as in Section 2. For each path P in D , let the cost
of P , denoted by cost(P ), be max{li(P ) | 0  i  k − 1}. Given D and two vertices s∗, t∗ ∈ W , the minmax multi-weighted
path problem is to ﬁnd an (s∗, t∗)-path P in D that minimizes cost(P ). By extending a result of Perl and Shiloach in [14],
Li et al. [12] gave the following nice property, which shows that the minmax k vertex-disjoint paths problem can be reduced
to the minmax multi-weighted path problem.
Lemma 4. (See [12].) In O (nk+1) time, we can construct a dag D = (W , A) that satisﬁes the following.
(1) |W | = O (nk), |A| = O (nk+1), and there are two vertices s∗, t∗ ∈ W .
(2) Each edge e ∈ A has k non-negative integer lengths l0(e), l1(e), . . . , lk−1(e).
(3) There exist k internally vertex-disjoint (s, t)-paths P0, P1, . . . , Pk−1 in G if and only if there exists an (s∗, t∗)-path P in D with
li(P ) = l(Pi) for 0 i  k − 1.
Proof. A dag D is constructed as follows. For the ease of description, assume that the vertices in G are numbered from 0
to |V | − 1 in a topological order, so that (i, j) ∈ E only if i < j. Then, deﬁne
W = {〈i0, i1, . . . , ik−1〉
∣∣ i0i1 . . . ik−1 is a permutation of the vertices in V
}
∪ {s∗ = 〈s, s, . . . , s〉, t∗ = 〈t, t, . . . , t〉} and
A = {(w1 = 〈i0, i1, . . . , i y, . . . , ik−1〉, w2 =
〈
i0, i1, . . . , i
′
y, . . . , ik−1
〉) ∣∣ w1,w2 ∈ W ,
(
i y, i
′
y
) ∈ E,
i y =min{ix | 0 x k − 1}
}
.
For each edge e = (〈i0, i1, . . . , i y, . . . , ik−1〉, 〈i0, i1, . . . , i′y, . . . , ik−1〉) ∈ A, its lengths are deﬁned as l y(e) = l(i y, i′y) and
lx(e) = 0 for 0 x 
= y  k − 1. By induction, it can be proved that D satisﬁes the required properties. 
Consider the minmax multi-weighted path problem. Since D is a dag, it is easy to check whether there exists an (s∗, t∗)-
path in D . In the remainder of this section, we assume that there exists an (s∗, t∗)-path in D . Let L be the maximum cost
of an (s∗, t∗)-path in D , which can be easily determined in O (|W | + |A|) time by dynamic programming. Li et al. had two
eﬃcient algorithms for the minmax multi-weighted path problem. The ﬁrst takes O (|A|L2k−2) time and O (|W |Lk−1) space,
and the second takes O (|A|Lk) time and O (|W |Lk) space. For the dag D constructed in the proof of Lemma 4, L is not
larger than the length of a longest path in G . Consequently, the following is obtained.
Theorem 4. (See [12].) The minmax k vertex-disjoint paths problem can be solved in O (nk+1L2k−2) time and O (nkLk−1) space, or in
O (nk+1Lk) time and O (nkLk) space, where L is the length of a longest path in G.
In the following, we show that with a slight modiﬁcation, Algorithm 1 solves the minmax multi-weighted path problem
in O (|A|Lk−1) time and O (|W |Lk−1) space. Let M be the minimum cost of an (s∗, t∗)-path in D . For simplicity, we only de-
scribe the computation of M . For each v ∈ W and (d1,d2, . . . ,dk−1) ∈ [0, L]k−1, let Tv [d1,d2, . . . ,dk−1] be deﬁned the same
as in Section 2. And, for each (d1,d2, . . . ,dk−1) ∈ [0, L]k−1, let m[d1,d2, . . . ,dk−1] = max{Tt∗ [d1,d2, . . . ,dk−1],d1,d2, . . . ,
dk−1}. Then, it is easy to see that M = min{m[d1,d2, . . . ,dk−1] | (d1,d2, . . . ,dk−1) ∈ [0, L]k−1}. Therefore, M can be de-
termined as follows. First, we compute the tables Tv for all v ∈ W . As shown in Section 2, this step takes O (|A|Lk−1)
time. Next, we compute m[d1,d2, . . . ,dk−1] for each (d1,d2, . . . ,dk−1) ∈ [0, L]k−1. Finally, we compute M as the small-
est m[d1,d2, . . . ,dk−1]. The above computation requires O (|A|Lk−1) time and O (|W |Lk−1) space, which leads to an
O (nk+1Lk−1)-time and O (nkLk−1)-space solution to the minmax k vertex-disjoint paths problem immediately.
In what follows, we further show that the minmax multi-weighted path problem can be solved in O (|A|Mk−1) time
and O (|W |Mk−1) space. For convenience, we say that D is λ-feasible if there exists an (s, t)-path P in D with cost(P ) λ,
C.-C. Yu et al. / Journal of Computer and System Sciences 76 (2010) 697–708 705where λ  0 is an integer. Clearly, D is λ-feasible if and only if there exists a (k − 1)-tuple (d1,d2, . . . ,dk−1) ∈ [0, λ]k−1
such that Tt∗ [d1,d2, . . . ,dk−1] λ. Therefore, for any given λ 0, we can determine whether D is λ-feasible in O (|A|λk−1)
time and O (|W |λk−1) space as follows. For each v ∈ W , let T (λ)v be a (k − 1)-dimensional (λ + 1) × (λ + 1) × · · · × (λ + 1)
table in which T (λ)v [d1,d2, . . . ,dk−1] is deﬁned the same as Tv [d1,d2, . . . ,dk−1] for each (d1,d2, . . . ,dk−1) ∈ [0, λ]k−1. First,
compute the tables T (λ)v for all v ∈ W . Then, determine whether there exists a (k−1)-tuple (d1,d2, . . . ,dk−1) ∈ [0, λ]k−1 such
that T (λ)t∗ [d1,d2, . . . ,dk−1] λ. Clearly, if D is λ-feasible, we can compute M as min{m[d1,d2, . . . ,dk−1] | (d1,d2, . . . ,dk−1) ∈
[0, λ]k−1}. Therefore, we have the following.
Lemma 5. Whether D is λ-feasible can be determined in O (|A|λk−1) time and O (|W |λk−1) space. In addition, if D is λ-feasible, the
value of M can be determined in the same time and space.
Based upon Lemma 5, we determine the value of M as follows. Initially, set λ = 1. Then, iteratively, we do the following.
First, we check whether D is λ-feasible. Then, if it is λ-feasible, we determine the value of M; otherwise, we set λ = 2λ and
then proceed to the next iteration.
Let q be the smallest integer such that D is 2q-feasible. Then, the above algorithm consists of q + 1 iterations.
At the (i + 1)th iteration, 0  i  q, by Lemma 5, O (|A|2i(k−1)) time is required. Therefore, the running time is
O (
∑
0iq |A|2i(k−1)) = O (|A|2q(k−1)). Since 2q−1 < M , we have 2q < 2M . Thus, O (|A|2q(k−1)) = O (|A|Mk−1). The storage is
O (|W |2q(k−1)) = O (|W |Mk−1). Therefore, we obtain the following.
Theorem 5. The minmax k vertex-disjoint paths problem on a dag can be solved in O (nk+1Mk−1) time and O (nkMk−1) space,
where M is the length of the longest path in an optimal solution.
Remark 1. By using the idea in Theorem 5, the running time and space in Theorem 3 can be reduced, respectively, to
O (n3b∗) and O (n2b∗), where b∗ = bmin if there is no feasible solution, and otherwise b∗ is the smallest integer such that
there exists a feasible solution (P0, P1) with l(P0) = b∗ or l(P1) = b∗ .
4.2. A faster approximation scheme
According to Lemma 4, any approximation algorithm for the minmax multi-weighted path problem leads to an approxi-
mation algorithm for the minmax k vertex-disjoint paths problem with the same approximation ratio. Let L be the maximum
cost of an (s∗, t∗)-path in D and g be the maximum number of edges contained in an (s∗, t∗)-path in D . By exploiting the
weight scaling technique [7], Fleischer et al. [2] successfully proposed a fully polynomial-time approximation scheme for
the minmax multi-weighted path problem. For any given constant  , where 0<  < 1, their algorithm ﬁnds a solution with
approximation ratio 1+  in O ((1/)k|A|gk logk L) time and O ((1/)k|W |gk logk L) space. For the dag D constructed in the
proof of Lemma 4, g  2(n − 1). Therefore, their algorithm induces an approximation scheme for the minmax k vertex-
disjoint paths problem that requires O ((1/)kn2k+1 logk L) time and O ((1/)kn2k logk L) space, where L is the length of a
longest (s, t)-path in G . In this section, we present a faster approximation scheme for the minmax multi-weighted path
problem. The presented algorithm requires O ((1/)k−1|A|gk−1 logk−1 L) time and O ((1/)k−1|W |gk−1 logk−1 L) space.
Let δ = (1+ )1/g . Note that 1< δ < 2. Fleischer et al.’s algorithm maintains for each vertex v ∈ W a set of O ((logδ L)k)
paths that have the potential to be the preﬁx of a near optimal path. In our algorithm, only O ((logδ L)
k−1) paths are
maintained for each vertex v ∈ W . We proceed to describe the details. For the ease of description, we focus on the case
k = 2. A δ-approximation of an (s∗, v)-path P is deﬁned to be an (s∗, v)-path P ′ with l0(P ′)  l0(P ) and l1(P ′)  δql1(P ),
where q is the number of edges contained in P . A δ-set of a vertex v ∈ W is a set of (s∗, v)-paths that contains a δ-
approximation of each (s∗, v)-path P in D . Let h = logδ L. For each v ∈ W , we compute a table Πv of size h + 1 that
satisﬁes the following two properties:
(P1) each Πv [b] stores either null or an (s∗, v)-path P with logδ l1(P ) = b, where 0 b h, and
(P2) the set of paths stored in Πv is a δ-set of v .
Property (P2) ensures that each (s∗, v)-path is represented by some path in Πv . Before presenting the computation of
the tables Πv , their usage is described as follows. Consider an optimal solution P∗ . According to property (P2), there is an
(s∗, t∗)-path P ′ in Πt∗ such that l0(P ′)  l0(P∗) and l1(P ′)  δql1(P∗), where q is the number of edges contained in P∗ .
Since any (s∗, t∗)-path has at most g edges in D , we have
cost
(
P ′
) =max{l0
(
P ′
)
, l1
(
P ′
)}
max
{
l0
(
P∗
)
, δgl1
(
P∗
)}
 δg ×max{l0
(
P∗
)
, l1
(
P∗
)}
 (1+ ) × cost(P∗).
Therefore, Πt∗ contains a solution with approximation ratio 1+  .
We proceed to describe the computation of the tables Πv . The computation is done in a topological order
(w(0),w(1), . . . ,w(|W | − 1)) of the vertices in W . Without loss of any generality, assume that w(0) = s∗ . Initially, we
compute Πw(0)[0] = (s∗) and Πw(0)[b] = null for 1  b  h. Clearly, Πw(0) satisﬁes properties (P1) and (P2) with v = s∗ .
706 C.-C. Yu et al. / Journal of Computer and System Sciences 76 (2010) 697–708Then, for i = 1 to |W | − 1, we compute Πw(i) as follows. Let X(i) be the set of vertices v ∈ W such that (v,w(i)) ∈ A.
Note that before the computation of Πw(i) , Πx has been computed for each x ∈ X(i). Let Π∗ be the set of paths stored
in the tables of all x ∈ X(i). That is, Π∗ = {Πx[b] | x ∈ X(i), 0 b  h}. Each (s∗, x)-path H ∈ Π∗ induces a candidate path
C = H ∪ (x,w(i)) for the entry Πw(i)[b], where b = logδ l1(C). For each b ∈ [0,h], we set Πw(i)[b] as null if it does not have
any candidate path, otherwise we compute Πw(i)[b] as the one that has the smallest l0-length among all of its candidate
paths. The above computation is formally described in Procedure Compute_Tables.
Procedure Compute_Tables.
begin
1: h ← logδ L
2: for i ← 0 to |W | − 1 do // initially, set all entries as null
3: for b ← 0 to h do
4: Πw(i)[b] ← null
5: end for
6: end for
7: Πw(0)[0] ← (s∗) // compute Πw(0)
8: for i ← 1 to |W | − 1 do // compute Πw(i)
9: Π∗ ← {Πx[b] | (x,w(i)) ∈ A,0 b h}
10: for each (s∗, x)-path H ∈ Π∗ do
11: b ← logδ l1(H ∪ (x,w(i)))
12: if Πw(i)[b] = null or l0(Πw(i)[b]) > l0(H ∪ (x,w(i))) then
13: Πw(i)[b] ← H ∪ (x,w(i)) // a better candidate is found
14: end if
15: end for
16: end for
end
The computation of Πw(i) for a ﬁxed w(i) ∈ W requires O (h|X(i)|) time. Therefore, Compute_Tables requires O (h|A|)
time. Its correctness is ensured by the following lemma.
Lemma 6. For 0 i  |W | − 1, Πw(i) satisﬁes property (P2).
Proof. We prove this lemma by induction on i. The base case i = 0 is trivial. Suppose, by induction, that the lemma is true
for all values less than i; we will show that the lemma holds for i as well. More speciﬁcally, we will show that for any
(s∗,w(i))-path P in D , Πw(i) stores a path P ′ with l0(P ′)  l0(P ) and l1(P ′)  δql1(P ), where q is the number of edges
contained in P .
Consider a ﬁxed (s∗,w(i))-path P . Let q be the number of edges contained in P . Let x be the second last vertex on P
and H be the subpath P (s∗, x). By the induction hypothesis, there is a path H ′ in Πx that is a δ-approximation of H . That
is, l0(H ′) l0(H) and l1(H ′) δq−1l1(H). Let e = (x,w(i)) and C = H ′ ∪ e. Then, we have
l0(C) = l0
(
H ′
)+ l0(e) l0(H) + l0(e) l0(P ) and
l1(C) = l1
(
H ′
)+ l1(e) δq−1l1(H) + l1(e) δq−1
(
l1(H) + l1(e)
)
 δq−1l1(P ).
Let b = logδ l1(C) and P ′ be the path stored in Πw(i)[b]. Since C is a candidate path for Πw(i)[b], we have l0(P ′) l0(C)
l0(P ). Moreover, since logδ l1(C) = logδ l1(P ′), we have l1(P ′) < δl1(C)  δql1(P ). Therefore, we conclude that P ′ is a
δ-approximation of P , which completes the proof of this lemma. 
The space required for all tables Πv is O (h|W |) = O ((g|W | log L)/ log(1 + )) = O ((1/)g|W | log L). The running time
of Compute_Tables is O (h|A|) = O ((1/)g|A| log L). For the dag D constructed in the proof of Lemma 4, g  2(n − 1).
Consequently, for k = 2, we conclude that a solution with approximation ratio 1+  to the minmax k vertex-disjoint paths
problem on a dag can be found in O ((1/)n4 log L) time and O ((1/)n3 log L) space. In the following, we further show
that the running time and space can be reduced, respectively, to O ((1/)n4 logM) and O ((1/)n3 logM), where M is the
length of the longest path in an optimal solution. For any λ 1, let 	(λ) = {Πt∗ [b] | 0 b  logδ 2λ}. Then, we have the
following.
Lemma 7. If there is no path P in 	(λ) with cost(P ) (1+ )λ, then D is not λ-feasible.
Proof. Assume that there is no path P in 	(λ) with cost(P )  (1 + )λ. For any b > logδ 2λ, we have cost(Πt∗ [b]) 
l1(Πt∗ [b])  δb > 2λ > (1 + )λ. Thus, all paths in Πt∗ have costs larger than (1 + )λ. According to (P2), Πt∗ contains a
path P ′ with cost(P ′) (1+ )M . Thus, (1+ )λ < (1+ )M , from which λ < M is concluded. Therefore, D is not λ-feasible
and the lemma holds. 
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the following.
Lemma 8. If there is a path P in 	(λ) with cost(P ) (1+ )λ, then 	(λ) contains a solution with approximation ratio 1+  .
Proof. Let P ′ be the minimum cost path in Πt∗ . According to (P2), P ′ is a solution with approximation ratio 1+  . Assume
that there is a path P in 	(λ) with cost(P ) (1+ )λ. For any b > logδ 2λ, we have cost(Πt∗ [b]) l1(Πt∗ [b]) > (1+ )λ.
Thus, P ′ is contained in 	(λ). And therefore, the lemma holds. 
Based upon Lemmas 7 and 8, we ﬁnd a solution with approximation ratio 1 +  as follows. Initially, set λ = 2. Then,
iteratively, we do the following. First, we compute 	(λ). Then, if there is a path P in 	(λ) with cost(P )  (1 + )λ, we
return the minimum cost path in 	(λ). Otherwise, we set λ = λ2 and then proceed to the next iteration.
The time and space complexities are analyzed as follows. Let λ∗ be the ﬁnal value of λ. For simplicity, assume that λ∗ > 2.
For λ = √λ∗ , there is no path P in 	(λ) with cost(P ) (1+ )λ. Thus, by Lemma 7, D is not √λ∗-feasible. In other words,√
λ∗ < M . Therefore, we have λ∗ < M2. With slight modiﬁcations, Compute_Tables constructs 	(λ) in O ((1/)n4 logλ)
time and O ((1/)n3 logλ) space. Therefore, the overall time complexity is O ((1/)n4(log2+ log4+ log16+ · · · + logλ∗)) =
O ((1/)n4 logM) and the space requirement is O ((1/)n3 logλ∗) = O ((1/)n3 logM). By extending this result to any ﬁxed
k 3, we obtain the following.
Theorem 6. For any constant  , where 0 <  < 1, a solution with approximation ratio 1 +  to the minmax k vertex-disjoint paths
problem on a dag can be found in O ((1/)k−1n2k logk−1 M) time and O ((1/)k−1n2k−1 logk−1 M) space, where M is the length of the
longest path in an optimal solution.
5. Concluding remarks
We conclude this paper with some ﬁnal remarks. First, we remark that it is easy to apply the approximation scheme
in Section 4.2 to solve the multi-bounded path problem in Section 2 such that an (s∗, t∗)-path P with li(P )  (1 + )bi ,
i = 0,1, . . . ,k − 1, can be computed in O ((1/)k−1n2k logk−1 L′) time and O ((1/)k−1n2k−1 logk−1 L′) space, where L′ is
the second largest integer in {b0,b1, . . . ,bk−1}. Given a graph G = (V , E) and two vertices s, t ∈ V , the minsum-minmax k
vertex-disjoint paths problem is to ﬁnd k internally vertex-disjoint (s, t)-paths, among all k disjoint paths of minimum total
length, such that the maximum length of the k disjoint paths is minimized [2]. For this problem, Fleischer et al. also had an
approximation scheme that requires O ((1/)kn2k+1 logk L) time and O ((1/)kn2k logk L) space, which is similar to their ap-
proximation scheme for the minmax problem. By using the idea in Section 4.2, we can also obtain an approximation scheme
for the minsum-minmax problem that requires O ((1/)k−1n2k logk−1 M) time and O ((1/)k−1 n2k−1 logk−1 M) space.
Consider the problem of ﬁnding length-bounded k vertex-disjoint paths in an undirected planar graph. Holst and Pina’s
algorithm in [18] for k = 2 can be non-trivially extended to k = 3. The extended algorithm requires O (n8b3) time and
O (n4b3) space, where b = max{b0,b1,b2} [17]. We remark that by using our ideas in Sections 2 and 3, the running time
and space can be reduced, respectively, to O (n6b2) and O (n4b2). The proof is tedious and hence the details are omitted
here. For k  4, it is not clear whether a pseudo-polynomial time solution exists or not. One direction for further study is
to design eﬃcient pseudo-polynomial time algorithms and approximation algorithms for k 4.
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