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We report an experimental study of proximity effect-induced superconductivity in crystalline Cu
and Co nanowires and a nanogranular Co nanowire structure in contact with a superconducting W
floating electrode which we call inducer. The nanowires were grown by electrochemical deposition in
heavy-ion-track etched polycarbonate templates. The nanogranular Co structure was fabricated by
focused electron beam induced deposition (FEBID), while the amorphous W inducer was obtained
by focused ion beam induced deposition (FIBID). For electrical resistance measurements up to three
pairs of Pt voltage leads were deposited by FIBID at different distances beside the inner inducer
electrode, thus allowing us to probe the proximity effect over a length of 2− 12 µm. Relative R(T )
drops of the same order of magnitude have been observed for the Co and Cu nanowires when sweeping
the temperature below 5.2 K (Tc of the FIBID-deposited W inducer). By contrast, relative R(T )
drops were found to be an order of magnitude smaller for the nanogranular Co nanowire structure.
Our analysis of the resistance data shows that the superconducting proximity length in crystalline
Cu and Co is about 1 µm at low temperatures, attesting to a long-range proximity effect in the case
of ferromagnetic Co. Moreover, this long-range proximity effect has been revealed to be insusceptible
to magnetic fields up to 11 T, which is indicative of spin-triplet pairing. At the same time, in the
nanogranular Co structure proximity-induced superconductivity is strongly suppressed due to the
dominating Cooper pair scattering caused by the intrinsic microstructure of the FEBID deposit.
PACS numbers: 74.45.+c, 78.67.Uh, 72.15.Eb
Keywords: Superconducting proximity effect, individual crystalline nanowires, focused particle beams,
nanopatterning, electrical resistance measurements
I. INTRODUCTION
If a superconductor (S) is placed in direct contact with
a normal metal (N), the Cooper pairs penetrate N induc-
ing there superconducting correlations which decay over
some distance. This phenomenon is the “classical” prox-
imity effect and is comprehensively addressed, e.g., in1,2.
The characteristic decay distance is called the proximity
length and its typical value amounts to ξN ' 1 µm at
low temperatures1,3. Another situation prevails, if N is
replaced by a ferromagnet (F)1. In most superconductors
the wave function of the Cooper pairs is singlet as it is
formed by two electrons with opposite spins. Theqrefore,
if the exchange field hex in F is homogenous, it tends to
align both spins in the same direction. This results in a
strong pair-breaking effect and causes a rapid exponential
oscillatory decay of the superconducting order parame-
ter in F over a distance ξF . This effect is short-ranged,
with a spin-singlet decay length ξF ' 1 nm, as revealed
in experiments4,5. However, under some circumstances
superconductivity is not necessarily suppressed by ferro-
magnetism as the presence of F may lead to triplet su-
perconducting pairing3,6,7. In the triplet state, a Cooper
pair is formed by two electrons with parallel spins that
makes it insusceptible to the exchange field. As theoreti-
cally shown by Bergeret et al.8, a local inhomogeneity of
the magnetization in the vicinity of the S/F interface pro-
vides a necessary condition for the spin-triplet pairing in
S/F structures. Non-homogeneities of the exchange field
can be either intrinsic to F, or arise as a result of ex-
perimental manipulations leading to a non-homogeneous
alignment of the magnetic moments6. The spin-triplet
proximity effect is long-ranged, with a proximity length
ξF of the same order of magnitude as ξN
8,9.
In the last decade, the study of the classical proxim-
ity effect at an S/N interface as well as the long-range
effect at an S/F interface has become a matter of ex-
tensive research, both theoretically7,10,11 and experimen-
tally9,12–20. In particular, theoretical works have largely
been focused on clarifying the role of local magnetic in-
homogeneity near an S/F interface7,8, others dealt with
developing new types of spin-valves based on S/F mul-
tilayers21, and studying new types of Josephson junc-
tions based on S/F/S trilayers11,22. Experimentally, to
elaborate these and other related problems, most of the
studies utilized (multi-) sandwich heterostructures of flat
films12–16,23, wedge-shaped layers17,18, and more complex
geometries24–28. In particular, flat geometries are well
suited for observing the variation of the critical temper-
ature Tc of S on the thickness of F, while wedged lay-
ers17,18 have been used for investigations of the triplet
spin-valve effect caused by a non-collinear alignment of
the magnetization of F layers. Other experiments9,19,20
have been carried out in the nanowire geometry where
marked drops in the resistance R(T ) of F were observed
when sweeping the temperature below Tc of S. At this
point we would like to put the nanowire geometry in the
focus of our presentation and to mention two issues typ-
ical experiments in this geometry share: Firstly, so far
there has been few work studying the spatial extent of
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2the superconducting proximity effect in one and the same
nanowire. In addition to this, various preparation tech-
niques were usually used for the nanowire fabrication in
different works. As a consequence of this, the microstruc-
ture of samples markedly varied from work to work, mak-
ing a study of the superconducting proximity effect at
different length scales difficult. Secondly, as nanowires
are fragile objects whose degree of defects is particularly
sensitive to the preparation of macroscopic leads needed
for electrical resistance measurements, the impact of con-
tacts on the nanowire’s conducting properties is hard to
control. This is why, in the present work we used electro-
chemical deposition as a single fabrication technique for
the preparation of metallic and ferromagnetic nanowires
of well-defined microstructural properties. This allowed
us to comparatively study the superconducting proxim-
ity effect in the different sections of one and the same
individual nanowires and to compare the proximity ef-
fects at S/N and S/F interfaces. In addition to this, to
keep the impact of contacts on the nanowire’s electrical
transport properties as identical as possible, the same
direct-writing techniques by focused particle beams were
used for contacting all the samples.
The geometry used for electrical resistance measure-
ments in our experiment [see figure 1(e)] was an advanced
nanowire geometry in which, along with the outer cur-
rent contacts, up to three pairs of voltage leads have been
attached to the nanowires in addition to the inner W-
based superconducting floating electrode (inducer). This
geometry is advantageous as compared to other geome-
tries. Namely, (i) it allows for measuring the nanowires’
electrical resistance at different distances from the in-
ducer, thereby allowing for the evaluation of the spa-
tial extent of the superconducting order parameter in
the nanowire. (ii) The proposed geometry allowed us to
perform measurements on different sections of the same
nanowires that eliminated the problem of reproducibility
of the microstructural sample properties. (iii) This ar-
rangement is very sensitive to the proximity effect due to
the elongated nanowire geometry with a large aspect ra-
tio. (iv) The superconducting proximity effect can be
studied on nanowires with a wide range of geometri-
cal, microstructural, and compositional properties, as the
nanowire fabrication techniques are well established29–34.
Here, we report the results of our experimental study of
the superconducting proximity effect by electrical trans-
port measurements, in three different types of metals in
the nanowire geometry. The samples are two crystalline
Cu, one Co nanowire and one Co nanogranular struc-
ture. These materials have been chosen for the following
reasons: Cobalt is a strong ferromagnet for which in-
vestigations of the proximity effect are challenging due
to a strong hex. The high-quality Cu nanowires were
used as a reference diamagnetic system with the pur-
pose of comparing the proximity effects in both metals.
Our key observation is that the proximity effect in the
crystalline cobalt nanowire is long-ranged, while this ef-
FIG. 1: SEM images of the fabricated samples: Cu-NW1 (a),
Cu-NW2 (b), Co-NW (c), and Co-FEBID (d). In the 4-probe
geometry (a), all the electrodes are made from superconduct-
ing W-FIBID. The respective electrical scheme (e) of the 8-
probe geometry realized in (b-d). In the 8-probe geometry,
only the inner floating electrode is made of superconducting
W-FIBID.
fect was not observed in the nanogranular Co structure,
due to the dominating Cooper pair scattering caused by
its intrinsic microstructure. The proximity-induced rela-
tive resistance drops in the polycrystalline Co nanowire
have been revealed to be of the same order of magnitude
as those in the Cu nanowire. Moreover, whereas these
drops vanish with increasing magnetic field in the case
of Cu, proximity-induced superconductivity in the poly-
crystalline Co remains unsusceptible to magnetic fields
up to 11 T (critical field of the inducer electrode at Tc/2),
attesting to the spin-triplet nature of the observed long-
ranged effect. In addition to that, an Arrhenius analysis
of the proximity-induced relative resistance drops has re-
vealed two different thermally-activated processes in the
Cu nanowires, which we attribute to the contributions
of intact and contact-damaged regions to the electrical
resistance of the investigated samples.
The paper is organized as follows. The procedures of
nanowire synthesis and contact preparation are described
in section II. The results of transport measurements are
reported in section III. A discussion of the data follows
3Object Structure Cross-section, nm Metal con- O, C, Ga, Geometry
 or w × d tent, at. % at. % at. % at. %
Cu-NW1 single-crystal  380 × × × × figure 1(a)
Cu-NW2 single-crystal  275 × × × × figure 1(b)
Co-NW polycrystalline  280 × × × × figure 1(c)
Co-FEBID nanogranular 155× 255 71 14 15 × figure 1(d)
W-FIBID amorphous 150× 200 47 8 30 16
Pt-FIBID amorphous 150× 180 32 5 53 10
TABLE I: The geometrical and compositional parameters of the investigated nanowires and supplementary electrodes. w:
width; d: thickness.
in section IV. The proximity lengths are quantified in
section V. Conclusions round up the presentation of our
results in section VI.
II. EXPERIMENTAL
A. Nanowire synthesis
The samples investigated in this work are two single-
crystal Cu nanowires prepared by electrochemical depo-
sition (ECD) and two Co nanowires, one polycrystal pre-
pared by ECD and one nanogranular prepared by focused
electron beam induced deposition (FEBID). Throughout
the text the samples will be referred to as Cu-NW1, Cu-
NW2, Co-NW, and Co-FEBID, respectively. Their struc-
tural and compositional parameters are compiled in ta-
ble I.
The cylindrical Cu and Co nanowires were grown in
heavy-ion-track etched polycarbonate templates30 whose
thickness of 60 µm determined the maximal nanowire
length. The ion tracks in the membranes were further
etched up to 275−380 nm in diameter and the nanowires
were grown within the thus obtained pores. For fur-
ther details of the employed ECD processes, we refer
to29,30. The microstructure of the nanowires embed-
ded in the membrane was investigated by means of X-
ray diffraction. The acquired data confirmed the single-
crystallinity of the Cu nanowires and polycrystallinity
of the Co nanowire. Cu has been found to grow (110)-
oriented along the nanowire axis, while (100), (110), and
(103) preferential orientations have been observed in the
hexagonal close-packed (hcp) phase of Co. In the X-ray
diffractogram for Co-NW, a small peak stemming from
Co3O4 was also detected. After the X-ray measurements
the nanowires were released from the templates by dis-
solving the membranes in dichloromethane.
For contacting individual nanowires, we used p-
doped Si(100)/SiO2 substrates with Cr/Au contacts
of 3/100 nm thickness prepared by photolithography
in conjunction with lift-off. A small drop of the
dichloromethane solution with nanowires was placed onto
the substrate and, once dried-up, the substrate was
mounted into a scanning electron microscope (SEM). By
SEM scanning along the nanowire axis it was possible
to observe individual crystallite grains with a size of
400 − 700 nm in Co-NW. We assume that Co3O4 was
formed at the grain boundaries.
B. Preparation of electrodes
The SEM used in this work was a high-resolution dual-
beam instrument (FEI, Nova NanoLab 600) equipped
with a multi-channel gas injection system for focused
ion beam induced deposition (FIBID)35 and focused elec-
tron beam induced deposition (FEBID)35,36. These tech-
niques allow for mask-less writing of predefined patterns
with resolution in the nanometer range. In this way, we
were able to make contacts of suitable conductance to
the nanowires.
FIBID of Pt was used for the preparation of volt-
age leads. The precursor gas was (CH3)3Pt(CpCH3),
the beam parameters were 30 keV/10 pA, the pitch was
30 nm, the dwell time was 200 ns, and the process pres-
sure was 1.21×10−5 mbar. A metal-insulator transition is
known to occur in Pt-FIBID structures at liquid-helium
temperatures once the deposit thickness is reduced below
50 nm37. Accordingly, Pt-FIBID leads with a thickness
of 130− 230 nm and a width of 100− 200 nm were used
in this work. Such dimensions ensured that the deposit’s
electrical conductivity is in the metallic regime.
FIBID of W was used for the preparation of supercon-
ducting inducer floating electrodes. The W-FIBID de-
posit is an amorphous W-based superconductor38, with
contributions of C and Ga, see table I for the elemen-
tal composition. It has a critical temperature Tc of
4.6− 5.2 K, depending on the deposition conditions (for
comparison, Tc ≈ 0.012 K for bulk W). In our work, for
all the samples the precursor gas was W(CO)6, the beam
parameters were 30 keV/10 pA, the pitch was 18 nm,
the dwell time was 200 ns, and the process pressure was
1.83 × 10−5 mbar. As the gallium ion beam is known
to cause amorphization, implantation and vacancy gen-
eration in the near-surface area of the exposed region39,
imaging of the nanowires and the electrodes with the ion
beam was minimized. At this point it should be noted
that the gallium itself is not responsible for superconduc-
tivity in W-FIBID electrodes, since it is also present in
Pt-FIBID electrodes which are not superconducting.
FEBID of Co was used for the deposition of the Co-
FEBID granular nanowire structure. The precursor was
4Sample Current, L1, L2, L3, R16K , R26K , R36K , ∆R1, ∆R2, ∆R3, ξ1, ξ2, ξ3,
µA µm µm µm Ω Ω Ω % % % µm µm µm
Cu-NW1 0.2 7.5 × × 0.33 × × 45 × × 1.6 × ×
Cu-NW2 1 2.2 4.6 9 0.23 0.63 1.17 33 13 5 0.38 0.25 0.2
Co-NW 0.1 3.8 7.2 12 3325 3575 5850 22 28 5 0.41 0.9 0.32
Co-FEBID 0.5 2.1 4.8 7.5 42 160 265 5 5 5 × × ×
TABLE II: The electrical parameters and the deduced at 2.5 K proximity lengths for all the samples.
Co2(CO)8, the beam parameters were 3 keV/90 pA, the
pitch was 5 nm, the dwell time was 1 µs, and the pro-
cess pressure was 1.3 × 10−5 mbar. Before the deposi-
tion, the chamber was evacuated down to 7×10−6 mbar.
Care has been taken to avoid spontaneous dissocia-
tion of the precursor gas molecules and autocatalytic
deposition of Co on the SiO2 surface
31. For this, a
Si/SiO2/Si3N4 substrate was used instead of a Si/SiO2
substrate. We decided to prepare a nanowire-shaped de-
posit supplemented with six pairs of additional transverse
sidebranches. The entire specimen was fabricated in one
single deposition process. This ensured that the side-
branches acted as contact pads for the Pt-FIBID voltage
leads, thereby preventing irradiation of the main deposit
by the ion beam.
The material composition in all the deposited struc-
tures was controlled by using energy-dispersive x-ray
(EDX) spectroscopy in the same SEM after the depo-
sition, without exposure of the samples to air. The EDX
data are summarized in table I. SEM images of the sam-
ples thus fabricated are shown in figure 1(a-d).
C. Transport measurements
Transport measurements were made in a helium-flow
cryostat equipped with a 12 T superconducting solenoid.
The electrical resistance was measured as a function
of temperature in the standard 4-probe geometry (Cu-
NW1) and in the 8-probe geometry (all other samples),
as is shown in figure 1(e). In the 4-probe geometry, all
four electrodes were from superconducting W-FIBID. In
the 8-probe geometry, three pairs of Pt-FIBID voltage
leads were attached at different distances L1, L2, and L3
(see table II for the numbers) beside the superconduct-
ing W-FIBID inner inducer electrode. In what follows,
the voltage drops between the inner, middle, and outer
pair of leads will be denoted as V1, V2, and V3, and the
respective resistances as R1, R2, and R3.
The major portion of electrical resistance measure-
ments was taken in the dc current mode. The dc current
was supplied by a Keithley 2636A source-meter and the
dc voltage was measured with an Agilent 34420A nano-
voltmeter. Selected measurements were repeated with
an ac current sourced from a lock-in amplifier which also
served as an ac voltmeter. The ac data were essentially
the same as those measured with the dc current.
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FIG. 2: (a) The temperature dependence of the resistance
R(T ) for Cu-NW1. The straight line is a fit to the Bloch-
Gru¨neisen law by equation (1) with n = 5 and a Debye tem-
perature ΘD = 343 K
40. (b) The R(T ) curve for the same
nanowire close to Tc of the superconducting electrodes. Below
5.2 K, an anomalous resistance peak is observed. With further
decreasing temperature, R(T ) levels off at R ≈ 0.55R6K.
III. RESULTS
A. Cu nanowires
The temperature dependence of the electrical resis-
tance R(T ) of Cu-NW1 is presented in figure 2. Be-
side a pronounced peak in R(T ) in the vicinity of 5 K,
the dependence R(T ) demonstrates a typical metallic be-
havior: The curve has a practically linear section above
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FIG. 3: The temperature dependence of the relative resistance
changes (R−R15K)/R15K for Cu-NW2. Inset: The layout of
contacts.
100 K, a residual plateau below 25 K, and a power-law
crossover in between. The room-temperature resistivity
of Cu-NW1 is ρ295K = 2.2 µΩcm, which is by 25% higher
than the literature value of 1.7 µΩcm for bulk copper41.
In figure 2(b), the resistance peak at T ≈ 5 K is one-
and-a-half order of magnitude larger than the resistance
value at 6 K. Below 4.5 K, the nanowire resistance is
reduced by almost a factor of two as compared to R6K
and remains at this level down to 2.5 K being the lowest
temperature achievable in our experiment.
Now we turn to the presentation of R(T ) data for Cu-
NW2. In the temperature range from 15 to 295 K, the
behavior of R(T ) for Cu-NW2 is very similar to that
of Cu-NW1 (not shown). By contrast, in the temper-
ature range between 2 and 15 K the behavior of R(T )
for Cu-NW2 differs from that of Cu-NW1. These dis-
tinctive features are presented in figure 3, where R15K is
the resistance at T = 15 K. Firstly, no resistance peak
anomaly was observed in the vicinity of 5 K for Cu-NW2.
Secondly, the behavior of the R(T ) curves measured for
the three nanowire sections differs substantially. With
the reduction of T from 15 to 5.5 K, a residual plateau
is maintained for the outer and the middle voltage leads,
while for the inner leads the resistance increases by 5%.
With further reducing the temperature from 5.5 to 2 K
the resistance of all the sections decreases, with different
temperature derivatives. Here, in contrast to the sudden
resistance drop observed in Cu-NW1, the reduction of the
resistance with decreasing temperature is much slower
and the relative resistance changes are smaller (5− 35%
as compared to 45% in the case of Cu-NW1). Finally, one
may notice (refer to L1 in figure 3) two different slopes
in R(T ) below and above 3.7 K.
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FIG. 4: (a) The temperature dependence of the resistance
R2(T ) for Co-NW. Inset: The same dependence in the
lnR − 1/T coordinates. The vertical dashed lines mark the
temperature where the curves start to deviate from the lo-
calization behavior. (b) Proximity effect-induced resistance
drops for the three sections of Co-NW. The measurements
were made in the same geometry as in the inset of figure 3.
B. Co nanowire
Figure 4(a) depicts the temperature dependence of the
resistance of Co-NW for the L2 section. The R(T ) de-
pendence demonstrates a thermally activated behavior.
The room-temperature resistivity of Co-NW ρ295K =
1771 µΩcm is two orders of magnitude larger than the
literature value of about 5.8 µΩcm for bulk Co40. This
high value of the resistivity is caused by the contribution
of grain boundaries, which will be addressed in more de-
tail in section IV.
The low-temperature resistance data for the different
voltage probes are presented in figure 4(b). As follows
from the figure, the superconducting proximity effect pre-
vails over the localization behavior below 5.1 K, as the
curves start to deviate from the thermally activated be-
havior. With further reduction of temperature a rapid
drop of the resistance follows for the inner and the mid-
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FIG. 5: (a) The temperature dependence of the resistance
R1(T ) for Co-FEBID. Inset: The layout of contacts. (b) The
relative resistance changes for the three sections of the Co-
FEBID structure. The observed resistance drops are less pro-
nounced as compared to Co-NW.
dle voltage probes. The maximal resistance drop of about
28% with respect to the normal resistance state was ob-
served for the L2 section.
C. Co-FEBID structure
The temperature dependence of the resistance R1(T )
for the Co-FEBID structure is shown in figure 5(a). The
room-temperature resistivity of Co-FEBID is ρ295K =
84 µΩcm, i.e. approximately 15 times larger than that
of the reference bulk value40. The cooling curve has
a virtually linear, metallic-like section between 295 K
and 30 K and demonstrates a tendency to localization
at lower temperatures, followed by a resistance drop at
T ≈ 4.77 K. Figure 5(b) displays the low-temperature re-
sistance data for the three pairs of potential probes. The
temperature location of the resistance drops is by about
0.4 K lower than those for Cu-NW2 and Co-NW. In ad-
dition to that, above 4.77 K, the R(T ) curves demon-
strate a qualitatively different behavior for the different
sections. Namely, for the inner section R(T ) increases
with decreasing temperature, while for the middle and
outer sections R(T ) decreases with decreasing tempera-
ture, with different temperature derivatives. The relative
resistance drops for V1, V2 and V3 are only ≈ 5% with
respect to R4.77 K.
IV. DISCUSSION
A. Cu nanowires
In this subsection, we first focus on the overall be-
havior of the cooling curves, next discuss the resistance
peak anomaly, and finally analyze the observed resistance
drops in the vicinity of 5 K in more detail.
The overall shape of the R(T ) curve for Cu-NW1 can
be rather well fitted to the Bloch-Gru¨neisen formula42,43
R(T ) = R0 +K(T/ΘD)
n
∫ ΘD/T
0
dx
xn
(ex − 1)(1− e−x) ,
(1)
where R0 is the residual resistance, ΘD is the Debye
temperature (343 K for Cu40), and K is the only fitting
constant. In equation (1), n is an integer determining
the power law which in turn depends on the prevailing
scattering mechanism in the sample. The resulting fit
is shown in figure 2(a). The fitting parameter K has
been chosen such that the best possible coincidence with
the experimental curve is achieved for R25K and R295K.
The R(T ) curve in figure 2(a) has been fitted by equa-
tion (1) with n = 5 which implies that the resistance is
due to scattering of electrons by phonons, as expected for
nonmagnetic metals42,43. Taking into account the close-
to-bulk residual resistance of Cu-NW1 we conclude that
this nanowire represents a high-quality reference sample.
Now we proceed to the discussion of the resistance peak
anomaly.
An anomalous resistance peak in the vicinity of Tc of S,
similar to that reported in this work, has been observed
in a number of experiments9,44–46. For its explanation,
several theoretical models47 have already been proposed.
It is widely appreciated that the resistance anomaly and
the superconducting proximity effect are two neighboring
phenomena. Specifically, the anomalous resistance peak
usually appears in the vicinity of Tc and, with further
decreasing temperature, a proximity effect-induced resis-
tance drop takes place. Besides, for both the resistance
peak and drop, the existence of an S/N interface is the
necessary condition. As a generalization of the literature
data9,19,48, one can state that:
1. The appearance of the resistance peak is not related
to the magnetic ordering of N, as the effect has
been observed for superconductors in contact with
ferromagnetic Co9 and Ni9, as well as diamagnetic
Au, Cu (this work), and Ag.
72. The magnitude of the resistance peak and its form
can show large variability even if the S-counterpart
materials are the same.
3. The effect depends on the nanowires length and the
sample-contact interface(s).
4. The effect is observed regardless of whether S is a
part of the electric circuit or it is a floating elec-
trode.
To explain the resistance peak in our data, we refer to
the model suggested in47 which has already been con-
firmed experimentally44. The main idea of that model
is the following: It has been proposed44 that an increase
of the resistance above the normal-state value at the top
of the superconducting transition is due to a deformed
N/S boundary in the vicinity of the voltage probes. The
deformed N/S boundary leads to the formation of a non-
equilibrium region inside S. The formation of the latter
is caused by the injection of quasiparticles from N char-
acterized by a finite value of the electric field and a cor-
responding effective resistance. Although our situation
differs from that in experiment44, some parallels can still
be drawn. Here, we used the FIBID technique for con-
tacting Cu-NW1 with two superconducting W electrodes.
The thus obtained system has two N/S boundaries with
unpredictable shapes in the vicinity of the contact regions
whose asymmetry must be the cause of the observed re-
sistance peak.
Now we turn to an analysis of the resistance drops
in Cu-NW2. As the measurements were taken at small
transport currents and we found the results to be in-
dependent of the transport current magnitude for I ≤
10 µA, an Arrhenius’ analysis can be applied to the tem-
perature dependences of the resistances in figure 3 in or-
der to check whether some activation mechanism can be
identified at T . 5.5 K. The Arrhenius analysis relies
upon the assumption that the resistance of the sample
is independent of the transport current and is given by
Arrhenius’ law
R = R0 exp
−U
T
, (2)
where R0 is a constant and U is the activation energy
of some process. Then, if one plots lnR vs T−1 and this
curve can be fitted by a straight line, which is the fin-
gerprint of the thermo-activated character39,49, the slope
of the linear part of the Arrhenius plot gives the activa-
tion energy U . The Arrhenius plots with R0 = R15K are
shown in figure 6. The corresponding activation ener-
gies for the different nanowire sections are labeled close
to the curves. Evidently, for each section two different
activation processes take place. The activation energy of
the process dominating at close-to-critical temperatures
is higher than that prevailing at far-subcritical temper-
atures. If we denote the temperature corresponding to
the crossover between the two different activation pro-
cesses as T ∗, its value is 4 K, 3.2 K, and 2.9 K for the
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FIG. 6: Arrhenius plots lnR(1/T ) with the deduced activa-
tion energies U for the three nanowire sections of Cu-NW2.
Two different activation processes can be identified for all the
sections, with a crossover at T ∗(L).
sections L1, L2, and L3, respectively (figure 7(a), right
axis). We attribute the two thermo-activated processes
to the contributions stemming from two different regions
of the nanowire. Namely, one contribution originating
from the nanowire region which has been damaged by
FIBID and another from unaffected regions. As the tem-
perature decreases below Tc, the intact part first comes
to the low-resistance state. For this part the drop of
R(T ) is most steep and this corresponds to a larger ac-
tivation energy in figure 6. Turning to the damaged-
part contribution, we note the the reduction of R(T ) is
less steep which we attribute to an irregular defect dis-
tribution. This mechanism corresponds to a lower ac-
tivation energy and is reflected in a long nonzero resis-
tance “tail“ down to the lowest achievable temperature.
This can be explained by the fact that there is an incom-
plete superconducting phase coherence over the measured
nanowire sections even at temperatures far below Tc of
the inducer electrode. This incomplete phase coherence
is likely caused by thermally induced phase slippage in in-
homogeneous regions caused by the FIBID process. The
shift of the crossover temperature T ∗ for the different
sections may be explained by different ratios of the ion
beam-damaged volume fraction to the total volume of
the measured nanowire section, while the higher activa-
tion energy of the thermo-activated process corresponds
to the lower degree of disorder. In this way, we have
the two superimposed effects of proximity-induced resis-
tivity drops and nanopatterning-caused disorder in the
ion beam-exposed regions.
We now consider the normal-state resistance changes
in Cu-NW2 during the processing by FIBID in more de-
tail. During the FIBID process some part of the nanowire
underneath the W and Pt electrodes is irradiated by Ga
ions. Using simulations by the Monte Carlo method50
we estimate that the ions penetration depth is 30 nm
for an ion beam energy of 30 keV. This means that the
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FIG. 7: (a) Left axis: Dependence of the Cu-NW2 nanowire
resistance R15K () on the measured section length L. The
straight line is a linear fit with ρ15K = 0.67 µΩcm for an
assumed ideal wire (cylindrical shape, ideal single crystal, ho-
mogenous current distribution, no damaged areas owing to
the FIBID of contacts). Right axis: Variation of the crossover
temperature T ∗ versus L (•). (b) Left axis: The nanowire re-
sistance as a function of its length without contributions of
the defect-rich contact areas (♦), see text for details. Right
axis: The relative proximity-induced resistance drops ∆R (N)
versus the nanowire section length L.
conducting properties of a part of the nanowire with a
maximal layer thickness of 30 nm have been changed.
To account for the resistance changes due to the FIBID
processing, we use the model circuit shown in the inset
of figure 8. In this circuit, the entire nanowire is mod-
eled as a series of affected and unaffected parts. The
unaffected part is denoted as resistor R while the situa-
tion becomes more complicated for the part exposed to
the ion beam. This is because of the strongly inhomo-
geneous distribution of the defects behind ions passing
through the material. The distribution of defects is de-
scribed by the Bragg curve51, as is depicted in figure 8.
By using this distribution law for the nanowire irradi-
ated regions one can distinguish three different types of
defect degrees across the nanowire cross-section: (i) The
defect density is virtually constant in the regions where
the ballistic mode prevails in the motion of ions (red part
of the Bragg curve in figure 8). (ii) An enhanced den-
sity of defects occurs corresponding to the Bragg peak in
the region where the ions are stopped (green part). (iii)
The undamaged internal region of the nanowire (blue
part). Each part of the Bragg curve corresponds to a
nanowire region with resistance values R1, R2 and R3,
respectively, which all together define the effective resis-
tance R′ of the damaged region. As the exact geometry of
the three mentioned parts of the nanowire is hard to esti-
mate, it was impossible to calculate the respective resis-
tivities separately. However, we have succeeded in quan-
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FIG. 8: Sketch of the resistance model used for quantifying
the changes in the nanowire resistivity due to the generation
of defects during the FIBID processing. The distribution of
defects behind the ion track follows the Bragg curve which
has a plateau in the quasi-ballistic regime of the ion motion
and a pronounced peak in the diffusive regime. With further
increasing depth, the density of produced defects drops down
to zero. This corresponds to the virtually undamaged region
preserved after the dominant portion of ions has been stopped
at the characteristic penetration depth which is estimated as
30 nm in the present case.
tifying the resistivity eigenvalue of the intact nanowire
and the resistivity of the regions under the Pt- and W-
FIBID electrodes using 30 nm as a rough estimate for the
ions’ penetration depth. In our calculations we assume
that the nanowire has an ideal cylindrical shape and the
current distribution is homogeneous. The central result
of our analysis is that the resistivity values for the re-
gions underneath the Pt and W electrodes at 6 K are
ρ∗ = 4.2 µΩcm and ρ∗∗ = 6.2 µΩcm, respectively, being
an order of magnitude higher than the resistivity of the
undamaged Cu nanowire ρ = 0.45 µΩcm. As a proof
of our calculations on the basis of this simple model,
we recall that the resistivity of Cu-NW1 unexposed to
FIBID over the entire measured section has virtually the
same value ρ = 0.51 µΩcm at 6 K. This fact allows us to
conclude that the conducting properties of Cu-NW1 and
the undamaged regions of Cu-NW2 are very similar and
the employed model reasonably describes the changes in
the conducting properties of the nanowires during their
processing by FIBID. Finally, having subtracted the cal-
culated contributions of the ion-beam damaged regions,
the nanowire resistance versus its length is plotted in
figure 7(b) (left axis). One can notice a factor of two
reduction of the wire resistance as compared to the as-
measured values presented in figure 7(a) (left axis).
Summarizing up to this point, our analysis of the resis-
tance data for Cu-NW2 has shown that the relative defect
concentration for the L1 section is larger than that for
L2 and L3. At the same time, the proximity-induced re-
sistance drop for the L1 section is most pronounced due
to the shortest distance to the W inducer electrode. In
this way, our model explains why the L1 section has the
highest T ∗ and the largest activation energy at close-to-
critical temperatures.
9B. Co nanowire
In section III it was shown that the resistance drops
for Co-NW in the vicinity of 5 K are of the same order
of magnitude as those for Cu-NW2. The magnitude of
the R(T ) drops clearly indicate that the superconduct-
ing proximity effect in Co-NW is long-ranged. Further
support of this conclusion can be obtained from the mag-
netic field dependence of the proximity effect. Namely,
the “classical” proximity-induced superconductivity is al-
ready suppressed in fields far below the upper critical
field of the inducing superconductor. By contrast, if the
pairing is spin-triplet, proximity-induced superconduc-
tivity in the ferromagnet should survive as long as the
critical field of the superconductor is not reached. For
this reason, measurements of R(T ) of Co-NW in mag-
netic fields up to 11 T have been performed. The field
was aligned in the substrate plane at an angle of 67◦
with respect to the nanowire axis. The oblique angle
was a result of the accidental orientation of the nanowire
with regard to the pre-formed contact pads. The mea-
sured R(T ) curves for the L1 section are presented in
the main panel of figure 9. One can clearly see that,
with increasing magnetic field, the temperature of the
R(T ) maximum shifts towards lower temperatures, but
the drop itself is maintained up to 10 T. Besides, the
superconducting proximity effect competes with the lo-
calization behavior in even higher magnetic fields. We
find that the data points Hmax(T ), obtained by plotting
the field values versus the temperature at which the R(T )
curves have their respective maxima, nicely follows the
empirical law52
Hmax(T ) = Hc(0)[1− (T/Tc)2], (3)
where Hc(0) = 13.5 T is the upper critical field and
Tc = 5.2 K is the superconducting transition of the in-
ducer. The resulting fit is shown in the inset of figure 9
by the solid line. For other sections, the Hmax(T ) curves
can also be fitted well by equation (3) with the same
Hc(0) and Tc (not shown). Apparently, the disappear-
ance of proximity induced superconductivity is not due
to pair-breaking effects in Co-NW, but rather due to the
breakdown of superconductivity in the W inducer itself.
Theqrefore, we arrive at the conclusion that the observed
effect is inspired by spin-triplet pairing unsusceptible to
the magnetic field.
We now direct our attention to those microstructural
properties of Co-NW which made it possible to observe
the long-ranged spin-triplet proximity effect. As it is
known from the literature53 the crystallographic texture
of Co nanowires grown by ECD depends on the nanowire
diameter. If the nanowire diameter is smaller than a crit-
ical diameter c ≈ 50 nm, a single-crystal microstructure
ensues, while a polycrystalline microstructure is observed
for  > c53. In both cases the hcp structure is realized.
In addition to that, it is worth noting that for nanowires
with  < c the magnetization is mostly oriented longi-
tudinally and a single-domain state is the ground state53.
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FIG. 9: The temperature dependance of the resistance R1(T )
for Co-NW for a set of applied magnetic fields from 0 to 11 T
with a step of 1 T along the black arrow. Inset: The depen-
dence of the magnetic field Hmax versus T deduced from the
resistance maxima at different fields in the R(T ) curves. The
solid line is a fit to equation (3) with Hc(0) = 13.5 T attesting
to that it is the (upper) critical field of the superconducting
inducer electrode.
By contrast, for larger diameters  > c, a complex
multidomain state is energetically favorable. In the mul-
tidomain state, the domain magnetization is oriented
transverse to the nanowire axis. Since our nanowire is
thick enough ( = 280 nm) in terms of the above cri-
terion, it has a polycrystalline microstructure, as con-
firmed by both x-ray diffraction measurements and a di-
rect SEM inspection, and a multidomain state has to be
assumed for the ground state of Co-NW. Naturally, do-
main boundaries are sources of a magnetization inhomo-
geneity, i.e. the necessary condition for the formation of
the spin-triplet pairing in the ferromagnet. In addition
to that, the employed contacting procedure by FIBID
implies producing contact-damaged regions underneath
the leads which we believe amplify the magnetization in-
homogeneity even further. Besides, as a peak stemming
from Co3O4 was detected in the x-ray data, we assume
that cobalt oxide is located at the boundaries of individ-
ual crystallites. This assumption is in line with the elec-
trical resistance measurements where a clear tendency
to localization behavior has been observed. This corre-
sponds to a thermally assisted electron tunneling regime
between neighboring grains separated by a cobalt oxide
layer. It is this tunneling regime which causes the ob-
served high-resistance state of Co-NW.
C. Co-FEBID structure
Analogously to the previous subsection, here we an-
alyze the microstructural properties of the Co-FEBID
nanowire structure. At this, the driving question is why
proximity effect-induced superconductivity does not be-
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come apparent in this sample. To answer this ques-
tion, we first note that in the case of Co-FEBID we
deal not with a homogeneous ferromagnetic metal in con-
trast to the case of Co-NW. The Co-FEBID nanowire
has a nanogranular microstructure. In general, struc-
tures prepared by FEBID belong to the class of disor-
dered electronic materials with different degrees of dis-
order, ranging from a low impurity concentration in a
well-ordered polycrystalline structure to strongly disor-
dered amorphous materials in the opposite limiting case.
With regard to the microstructural and electrical trans-
port properties, the Co-FEBID nanowire is located be-
tween these limiting cases. As inclusions of carbon and
oxygen have been observed by EDX spectroscopy, see also
table I, we argue that C and O are impurities responsible
for suppressing the proximity effect, since these elements
represent effective scattering centers hindering Cooper
pairs to spread through the fine-dispersed deposit. On
the microscopical level, their role in the scattering pro-
cess is discussed next.
Consider a region in Co-FEBID which forms one mag-
netic domain and hence all spins in this region point in
one direction. Then, to survive in this environment, a
Cooper pair should also have spins pointing in the same
direction. Adding a scattering process at the domain
boundaries results in changes of the orbital momentum
and, due to the spin-orbital interaction, in changes of the
orientation of spins. When the spins start to flip-over this
leads to the pair-breaking effect. This scenario strongly
depends on the symmetry of both, the scattering center
and the wave function of the propagating Cooper pair. In
our case, Cooper pairs are induced from the W floating
electrode having s-wave symmetry, while cobalt has d-
wave symmetry, oxygen has p-wave valence orbitals, and
carbon has s-p-hybride orbitals. Both oxygen and car-
bon have small atom radii so that both elements can be
incorporated into interstitials of the Co hcp lattice. We
theqrefore assume that strong pair-breaking will result in
p-wave like scatters for Cooper pairs in an odd-frequency
spin-triplet state. This would efficiently suppress a long-
range proximity effect in Co-FEBID.
V. QUANTIFICATION OF PROXIMITY
LENGTH
In this subsection, we analyze the resistance drops in
the vicinity of Tc of the W inducer electrode and quantify
the proximity lengths for all nanowires.
Our treatment of the resistance data in the 8-probe ge-
ometry relies upon the model electrical circuit sketched
in figure 10. Consider a nanowire in contact with a su-
perconducting inducer electrode located at the middle of
the nanowire. Assume that the nanowire of length L has
an ideal cylindrical shape. Furthermore, assume that the
current distribution in the cross-section of the nanowire
is homogenous and it is not affected by the Pt-FIBID
voltage electrodes and the W-FIBID inducer. Then, at
R
( b )
R s  = 0
R r
L
T  <  T c
R 0T  >  T c
2 ξ
( a )
R r
FIG. 10: (a) At T > Tc the nanowire is modeled as resistor
R0. (b) At T < Tc Cooper pairs propagate from the super-
conducting inducer into the nanowire and a finite fraction of
the nanowire becomes superconducting. The spatial extent of
the superconducting condensate in the nanowire at different
temperatures is shown by the contour lines. Bottom panel:
The model electrical circuit used for the quantification of the
proximity length in the nanowires.
T > Tc the nanowire can be regarded as a resistor with
the normal-state resistance R0, refer to figure 10(a). By
contrast, at T < Tc, when Cooper pairs start to propa-
gate from the superconducting inducer into the nanowire,
a finite fraction of the nanowire becomes superconduct-
ing, see figure 10(b). As the superconducting proxim-
ity length depends on temperature, each contour in the
figure corresponds to different T . Accordingly, the re-
spective parts of the nanowire within the semispheres
have zero resistance. Obviously, the length of the su-
perconducting fraction is twice the proximity length 2ξ,
since Cooper pairs propagate in both directions along the
nanowire axis. The remaining part of the circuit of length
L− 2ξ is in the normal state with the residual resistance
Rr = R0(L− 2ξ)/L. The effective resistor model is rep-
resented in the bottom panel of figure 10(b). According
to this model circuit, the total resistance of the measured
nanowire section is
R = R0(L− 2ξ)/L+Rs(2ξ/L), (4)
from which the proximity length is
ξ = L(R0 −R)/2R0. (5)
An analogous model can be applied to Cu-NW1 in the
4-probe geometry where Cooper pairs spread from the su-
perconducting voltage electrodes inwards the nanowire.
In this way, using equation (5) and the experimental data
reported in Figs. 2(b), 3, 4(b), and 5(b), the proximity
lengths for all the samples have been calculated. The
central results of these calculations are the ξ(T ) curves
for Cu-NW2 and Co-NW shown in figures 11(a), (b), and
(c) which we consider now in more detail.
Before entering the discussion it should be noted that
in the reference sample Cu-NW1 the proximity length at
2.5 K (≈ Tc/2 of the inducer electrode) is ξ = 1.6 µm
[figure 11(a)]. This is an exemplary value for the “classi-
cal” proximity length in pure diamagnetic materials. It
should be noted that in the vicinity of Tc we did not
11
2 4 6 8 10 12
0.2
0.4
0.6
0.8
1.0
2.1 2.8 3.5 4.2 4.9
0.0
0.5
1.0
1.5
  Cu-NW1
  Cu-NW2
(a)
 
 
µm
T, K
R(T) 
peak
2.4 3.0 3.6 4.2 4.8
0.0
0.1
0.2
0.3
 
 
Cu-NW2(b)
 
 
µm
T, K
2.4 2.7 3.0 3.3 3.6
0.0
0.2
0.4
0.6
0.8
1.0(c)
 
 
  
 
, µ
m
T, K
Co-NW
T = 2.5 K
(d)
L3L2
 
 
 Co-NW
 Cu-NW2
µm
L, µm
L1
FIG. 11: The temperature dependences of the proximity lengths for Cu-NW1, Cu-NW2 (a) and (b), and Co-NW (c), respec-
tively. ξ1, ξ2 and ξ3 correspond to the distances between the voltage leads L1, L2 and L3, respectively. The solid lines are
fits to an expression of the form ξ(T ) ∝ √1/T . Note a factor of two deviation of ξ(T ) from the fit curve in (a) for T < 4 K
which we attribute to the enhanced degree of disorder caused by the processing by FIBID. (d) The proximity length deduced
for the different measured sections for the same samples at 2.5 K shown by the vertical lines in (a)-(c). The vertical axis and
the dashed line in (d) point out that the experimentally measured value of the proximity length for the L1 section in Co-NW
is likely underestimated. Refer to text for details.
succeed in quantifying ξ(T ) as the exact shape of the re-
sistance drop is masked by the resistance peak. At 2.5 K,
the proximity length in Cu-NW2 is a factor of five shorter
and we attribute this to the degradation of the conduct-
ing properties of Cu-NW in the regions under the impact
of the ion beam. This results in the deviation of ξ(T )
from the fit curve in figure 11(a). The suppression of the
proximity length is believed to be caused by the enhanced
scattering of the Cooper pairs in the defect-rich regions
of the nanowire. Interestingly, the calculated proxim-
ity length for Co-NW at 2.5 K is 0.5 − 1 µm, attesting
to an even more long-ranged effect as compared to Cu-
NW2. By contrast, the calculated proximity length for
Co-FEBID at 2.5 K is of the order of 100 nm (not shown).
According to our analysis of the microstructure and the
scattering mechanisms in this sample in section III, we
believe that the calculated value is not related to the
proximity length but rather to the length of the inducer
short-circuited nanowire section, as its doubled value is
very close to the width of the W-FIBID inducer elec-
trode. That is, in the case of the nanogranular Co-FEBID
structure we have not been able to reliably observe the
proximity effect, due to the spatial resolution limitations
mediated by the width of the superconducting inducer
electrode. Turning back to the ξ(T ) dependences for Cu-
NW2 and Co-NW, these can be fitted well to an expres-
sion of the form ξ(T ) ∝√1/T . This is in good agreement
with the theoretical predictions3 for the temperature de-
pendence of the superconducting proximity length in the
diffusive limit.
Figure 11(d) illustrates the calculated proximity length
in Cu-NW2 and Co-NW for the different measured sec-
tions at 2.5 K. One can see from the data that ξ(L) for
Cu-NW decreases with increasing distance between the
voltage leads. We attribute this to the effectively in-
creasing scattering of the Cooper pairs in the disorder-
rich regions underneath the contacts as the number of
contacts between the voltage leads rises. Surprisingly,
the dependence ξ(L) for Co-NW is not monotonic in dis-
tance and we decided to undertake a post-measurement
inspection of the contact regions in the SEM. Under the
microscope, we observed that the location of one of the
V1 potential probes is very close to a grain boundary be-
tween neighboring crystallites (see the inset of figure 12).
As the superconducting triplet order parameter is cou-
pled to the ferromagnetic ordering, the latter aligns the
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FIG. 12: Interruption of the order parameter by a grain
boundary. Inset: SEM image of the grain boundary in the
vicinity of one of the V1 voltage leads.
Cooper pair spins along the magnetization direction. As
the direction of magnetization of neighboring domains
will in general differ, the superconducting order param-
eter is suppressed at the grain boundary with respect to
its intra-domain value, see also sketch in figure 12. Ac-
cordingly, if a contact lead is placed in the vicinity of
the grain boundary, the maximal amplitude of the su-
perconducting order parameter can not be probed. This,
in turn, results in a reduction of the relative resistance
drop due to the proximity effect. This is why we believe
that the calculated proximity length for the inner voltage
leads is underestimated and in fact it can be as large as
1 µm.
VI. CONCLUSION
We have experimentally studied proximity effect-
induced superconductivity by electrical resistance
measurements in single metallic and ferromagnetic
nanowires. Specifically, four different samples have
been investigated. These were two single-crystal high-
quality Cu nanowires with a close-to-bulk resistivity,
one polycrystalline Co nanowire, and one rectangu-
lar nanowire-shaped fine-dispersed nanogranular Co
structure. The different microstructural properties
of the samples allowed us to investigate qualitatively
different cases of proximity-induced superconductivity
coexisting with other effects. In particular, we identified
and quantified a large resistance contribution of the
ion-beam damaged regions in the case of high-quality Cu
nanowires, a localization-like low-temperature transport
in the polycrystalline Co nanowire owing to a large resis-
tivity of the grain boundaries, and strong pair-breaking
effects due to the wave function symmetry-altering scat-
tering in the fine-dispersed nanogranular Co structure.
In all the cases, proximity-induced superconductivity
became apparent via resistance drops just below the
transition temperature of the W superconducting in-
ducer electrode (≈ 5.1 K). By using simple resistance
models we succeeded in accounting for the resistance
contributions stemming from the ion-beam damaged
nanowire regions and to quantify the proximity lengths
as a function of temperature in all the samples. Our key
observation is that in the polycrystalline Co nanowire
the observed effect is long-ranged, with a proximity
length of the order of 1 µm at 2.5 K. Moreover, this
long-ranged effect is unsusceptible to magnetic fields
up to 11 T being limited only by the critical field of
the superconducting electrode. All this attests to the
spin-triplet nature of the observed proximity effect in
cobalt. Interestingly, the same effect has not been ob-
served in the nanogranular Co nanowire structure. The
performed microstructural analysis of this sample has
allowed us to explain the enhanced pair-breaking effects
by the wave function symmetry-altering scattering at
the boundaries of nano-grains. Quantitatively, the tem-
perature dependences of the superconducting proximity
length in the single-crystal Cu and the polycrystalline
Co could be fitted very well to an expression of the form
ξ(T ) ∝√1/T in a wide temperature range. Finally, one
remark is in order concerning the calculated proximity
length and the dimensions of crystalline grains in the
polycrystalline Co nanowire. For the temperature range
where ξ is larger than the typical dimension of the
grains question remains, if the propagation of a Cooper
pair is limited by the grain size or if paired electrons
can tunnel through the grain boundary maintaining the
phase coherence.
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