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Abstract 
 
Previously, website personality was only assessed and classified by human interaction. This 
brings with it a host of problems as humans act depending on their likes and dislikes. For ex-
ample, if someone likes the particular colour of a website he will classify it as attractive but if 
he does not like the particular colour he will deem the web site unattractive. To remove 
these sorts of problems that come with the aspect of human bias, an impartial decision 
maker is needed. As every living thing that has a mind of its own will have some biases, a 
machine, more specifically a computer, is the best option. A computer can analyse and cate-
gorise website personality on the basis of quantitative elements of the website. Hence, a 
software tool needs to be developed to assess and classify website personality. 
 
Experiment has been carried out for the research using a software tool. The software tool 
that I have developed is designed to work on the same lines as the Website Personality Scale 
research done by human beings, which involved classification of website personalities by 
research and surveys. The only difference is that of the human bias, which is removed by us-
ing the software tool. K-means algorithm is used in the tool to classify a website on the basis 
of the data collected from website pages. To train the software tool a website data bank was 
made which contained 240 websites; 112 new websites were tested on the developed soft-
ware tool, with positive results showing how close results from a test website are to the 
training websites. The tool can successfully identify and analyse a website and classify it with 
similar training websites from the data bank. The whole process is fast and automatic with-
out the need for any human involvement. 
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1 Introduction 
1.1 Background and Context 
The web is becoming increasingly important day-by-day in our lives. Today we are using 
websites for more options compared to just a few years back, such as online grocery shop-
ping, booking excursion tours, getting current affairs, and much more. Currently, the 
business industry is very competitive and business owners understand the importance of the 
web as an effective tool for marketing. Thus, they want their websites to be more attractive 
and user-friendly for customer satisfaction so that they, in turn, can sell their products suc-
cessfully and efficiently (Ramayah, Omar, & Jasmine, 2010). Such competitive and complex 
requirements for quality websites can pose a challenge for website developers.  
 
The personality of a salesperson plays a vital role in developing long-lasting and trustworthy 
relationships between customers and businesses. Similarly, the website of a business can be 
thought of as a salesperson, representing a business to its potential customers. Therefore, 
the website’s personality is also vital, just like that of a salesperson. It needs to appear wel-
coming and warm towards customers, yet also be professional and easy to use. These factors 
help in better projecting the positive image that a business is trying to present (Smith, 1998). 
 
There is a relationship between customer personalities and website personalities for E-
commerce websites. Website personalities, therefore, could help to maintain customer loy-
alty in E-commerce(Poddar, Donthu, & Wei, 2009). 
Thus, developers have tried to design and develop more effective websites by introducing 
different attributes like colourful texts, search engines, and audio / video clips etc.to en-
hance product advertising and to make the website possess human-like characteristics. 
Altogether, these characteristics develop a website’s personality. 
 
Previously, research works have measured website personality with the help of human in-
teractions like surveys and interviews etc.(Chen & Rodgers, 2006).For example, some 
researchers have carried out research in measuring the quality of the information that is 
available on a website. The research involved using questionnaires developed from an in-
formation quality framework. This framework was categorized into four further categories, 
and the questions for the questionnaire are developed using them. Based on the data gath-
ered from the questionnaire, an instrument was developed using the information quality 
framework. This highly reliable instrument is used to measure the quality of the information 
available on a website (Katerattanakul & Siau, 1999). 
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In other research, a website personality scale (WPS) was created by rating three people us-
ing a psychometric scale called the Likert scale to study the items. The authors generated a 
pool of 141 adjectives, and using those they appointed three raters to rate a pool of web-
sites they accumulated. The authors also recruited 120 students to rate three websites 
voluntarily. The raters from both parts of the study were asked to give a rating of each of the 
adjectives for each website. Doing further analysis, the authors were able to come up with 
‘factors’, ‘facets’ and ‘items’ of website personality (Chen & Rodgers, 2006). 
 
The WPS research is a good basis for the diagnosis of a website’s personality. Their research 
shows that website personality is based on different factors like ‘intelligent’, ‘fun’ etc. Each 
of these factors further breaks down into different facets like ‘proficiency’, ‘sophistication’, 
‘engagement’ etc. and further depends on different items such as whether it is ‘searchable’, 
‘satisfying’, ‘colourful’ etc. (Chen & Rodgers, 2006). 
 
The website personality items mentioned in WPS (Website Personality Scale developed by 
Chen & Rodgers) are supported by website attributes. For example, colourful text (website 
attribute) increases the website attraction (website personality item), similarly, audio / video 
clips (website attribute) make a website ‘informative’ (website personality item), and so on. 
These items are the building blocks used to construct the website personality.  
 
In brief, website personality is built up by the effects of different factors which further de-
pend on other facets which rely on different items, and these items are the reflection of the 
attributes defined in the website designing.  
 
A lot of work has been done on website personality, but as the literature in this area indi-
cates, the process of classification of websites so far is primarily based on human views and 
is influenced by an individual’s own personality (Chen & Rodgers, 2006). 
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1.2 Scope and Objectives 
The WPS research idea is good and I have adopted it in my research. But the same weakness 
remains with diagnosis, which is that the website personality scale was mainly designed on 
the basis of human likes and dislikes(Chen & Rodgers, 2006). The data used in the research 
was entirely influenced by human behaviour, as the researchers collected data from univer-
sity students who took part in the research as testers. For instance, if someone liked the 
particular colours used, he/she felt the website looked attractive, on the other hand, if 
he/she disliked the colours they were of the opinion that the website was not attractive. This 
is just an example but, in fact, there may be a lot of cases of the same type.  
 
Thus, a tool is required which will eliminate the need for humans to be involved, and will au-
tomatically classify a given website’s personality. 
 
A number of attributes are used in website designing. These attributes are quantitative ele-
ments that form the measurable framework of the research for evaluating personalities. 
These attributes can be mapped with the WPS items. An example would be in relation to the 
search ability (WPS item) of a website, which can be linked to the number of search boxes 
(quantitative element) available on the website. Likewise, another example would relate the 
colourfulness of a website that can be linked with the variety of colours (quantitative ele-
ment) included in the website design. These quantitative elements can be found out from 
the website by various techniques including structure mining, information entropy etc. This 
means, if we can find out these quantitative elements from the website source code, we can 
classify a website personality as ‘intelligent’, ‘fun’ etc. (WPS personality factor) by its ‘profi-
ciency’, ‘engagement’ etc. (WPS personality facet). 
 
The research objective is to find the mappings between items selected from WPS research 
and the quantitative elements of the website (such as search boxes and colourful texts etc.) 
by means of website content mining, and then on the basis of the findings, classify the web-
site according to the facets defined in WPS (such as ‘proficiency’ and ‘engagement’ etc.). 
 
Currently, there is no software tool available that can give support or classify a website by 
itself. In undertaking this research regarding website personality, I am endeavouring to de-
velop an independent software tool that can identify and classify websites after analysing 
them without the need for any human involvement.  
 
A detailed literature review has been done on the topic to find out the links between the se-
lected WPS items and website quantitative elements. The research based on the available 
attributes (quantitative elements) for each item, creates mappings between these items and 
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website attributes. The mappings are saved on a data base, also some algorithms were de-
veloped to classify a website on the basis of the data extracted by website data mining. The 
software tool classifies the website personality on the basis of data retrieved and algorithm 
developed.  
 
 
1.3 Research Question 
 
Owners of the business prefer their websites to have a user-friendly and appealing nature, in 
order to attract customers and boost their sales, hence the understanding what users of the 
websites will find appealing can be beneficial to the developers. Through the usage of vari-
ous attributes, such as text colour and search boxes, the developer can provide the website 
with human-like characteristics, which helps to develop the website’s personality (Chishti, Li, 
& AbdolHossein, 2015).  
 
On the basis of above discussion, the following research questions and sub-questions have 
been developed: 
 
How can the items defined in the WPS article be mapped with the quantitative elements of 
the website, by? 
 
 Identifying the possible items of WPS article that can be mapped with the website 
quantitative elements? 
 
 Finding out maximum number of quantitative elements for each item selected from 
the WPS article? 
 
 Finding out how to retrieve the defined quantitative attributes from the website? 
 
 Given an arbitrary website, finding out how to identify its personality according to 
the facets defined in the WPS? 
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1.4 Achievements 
A detailed literature review has been completed on the topic to develop key relationships 
between website personality items (as defined in WPS) and the respective source code at-
tributes (quantitative elements). To ensure accurate results, the maximum possible 
quantitative elements that could support each of the selected WPS item were tried to be 
found. The mappings have been created between the selected items and website attributes 
(quantitative elements). 
 
The software tool has been developed to run independently on a website on the basis of da-
ta extracted (quantitative elements) and the developed algorithms. It automatically classifies 
any given website’s personality (facets of personality as mentioned in WPS research) effec-
tively, without any human involvement. 
 
After some minor customization / cosmetic changes, the developed software tool can be 
used by other users. Anybody can classify their own website personality or someone else’s 
website with the help of the developed software tool.  
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2 Literature Review 
One research has been done by Jessica, Chew and Nasreen (Ho, Chew, & Khan, 2015). This 
study identifies certain characteristics that are appropriate for online services like internet 
banking. Using the interpersonal-relationship theory, this study assesses the relationship be-
tween website personality and how the website user reacts to the website in terms of trust, 
commitment and satisfaction with the website services. For this experiment, 397 accounts of 
data were used from online banking users (Ho, Chew, & Khan, 2015). But this study was also 
done by human interaction (surveys).  
My research is based on the research of Qimei Chen and Shelly Rodgers who did their re-
search on website personality on the basis of surveys. The WPS (website personality scale) 
has been developed by Qimei Chen and Shelly Rodgers to assess the website personality by 
human surveys (Chen & Rodgers, 2006). 
These factors were ‘intelligent’, ‘fun’, ‘organized’, ‘concise’, and ‘sincere’. Each factor consists 
of a number of facets which have further different items. This division can be seen in Figure 
1. 
Figure 1: WPS facets, items and quantitative elements 
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2.1 WPS Items and Website Quantitative Elements 
Due to the time and implementation limitations, the two facets i.e. ‘proficient’ and ‘system-
atic’ from the factor ‘intelligent’ have been selected for the study. The literature review has 
been done and the quantitative elements that can be mapped with the WPS items of the 
two facets have been found. 
2.1.1 Proficient (WPS facet) 
2.1.1.1 Searchable (WPS item) 
a. Search Boxes (quantitative element) 
The most important characteristic to search for in a website is implementation of a 
search box. The search box should be in an appropriate location for easy finding and also 
have a proper colour combination for the background (Harpel-Burke, 2005). 
 
2.1.1.2 Satisfying (WPS item) 
a. Images (quantitative element): 
Images are easier for users to assess, and help them to further broaden their horizon on 
the subject, by breaking the dullness and monotony of texts. This makes the website 
very interesting for the user and adds to the satisfying quality of the web pages (Jiang, 
Feng, Liu, & Liu, 2008). 
 
2.1.1.3 Informative (WPS item) 
The item ‘Informative’ was included in Chen and Rodgers research and is a part of the first 
38 items they discussed (Chen & Rodgers, 2006). 
a. Hyperlinks (quantitative element) 
The number and placement of links in a page provides valuable information about the 
broad category the page belongs to. We have computed the ratio of number of charac-
ters in links to the total number of characters in the page. A high ratio means the 
probability of the page being an information page is high (Asirvatham & Ravi, 2001). 
 
b. Word Count (quantitative element) 
The amount of text on a page gives an indication of the type of page, generally infor-
mation and personal homepages are sparse in text compared to research pages 
(Asirvatham & Ravi, 2001). 
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c. Video / Audio clips (quantitative element) 
People comprehend and grasp the content that is shown on a website much better when 
it is shown visually on a video, rather than just as text. So a website that has videos and 
text, rather than just text, will be more informative for the user since they will be able to 
understand more information, and, in turn, the website will be more informative 
(Chtouki, Harroud, Khalid, & Bennan, 2012). 
 
2.1.2 Systematic (WPS facet) 
2.1.2.1 Fast (WPS item) 
a. Graphic Files (quantitative element) 
Graphical files and animation make websites so slow that e_commerce businesses may 
lose their customers (Busch, 1997). 
2.1.2.2 Concise (WPS item) 
a. Density (quantitative element) 
Webpage density is dependent on the number of characters and number of tags. If the 
number of characters is very large when compared to the number of tags, the density 
will be higher, and vice versa(Sun, Song, & Liao, 2011). 
 
 
2.2 Website Data Mining 
On the basis of the above findings about the quantitative elements of the website pages, the 
next step is to find out the quantities of these elements from the web pages. This can be 
done through website data mining. 
Web data mining is a branch of data mining involving the collection of knowledge from the 
Internet. It is currently divided into web content, web structure and web usage mining 
(Singh & Singh, 2010). 
Web data mining is a process to fetch details from web pages. This detail may include ele-
ments like hyperlinks, page content and usage log etc. Web mining helps e-businesses, for 
example, web mining of e-bank services enables employees to support their e-business, and 
understand marketing fluctuations and new marketing promotions (Nasser & Al Saiyd, 
2013).  
In other words, web data mining is also known as exploratory data analysis, data driven dis-
covery and deductive learning (Dunham, 2003). 
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When considering data mining in regard to higher education, essentially, it is used to discov-
er patterns and correlations that lead to improvements in knowledge used for making 
forecasts and predictions(Hand, Mannila, & Smyth, 2001)(Ranjan & Ranjan, 2010).It is con-
sidered to be making sense of extraction of key trends from the massive amounts of data 
that are available. When data mining is carried out properly, the people involved do not 
delve into data mining looking for specific information. Instead, data mining reveals new pat-
terns that exist in the data (Ranjan & Ranjan, 2010). 
 
 
2.3 Data Extraction 
 
Data extraction is a process of centralizing / aggregating data from multiple sources into one 
common repository. 
Methods currently used for data extraction mostly involve heuristics to extract certain fea-
tures of the document, for example, the number of hyperlinks present, the page’s text 
density etc. (Srivastava, Haroon, & Bajaj, 2013). 
 
 
2.4 Website Data Scraper 
Data scraping is the process of extracting data from websites. It focuses on transforming un-
structured website content (usually HTML) into structured data which can be saved in a 
database. 
In the current era, people have limited time to explore the Internet manually for web con-
tents like video, images etc. that they want to see. In fact, they lose a lot of time in waiting 
for pages to load, clicking the hyperlinks and downloading the web contents that they want 
to see offline. Therefore, they want to use scrapers that automatically scrape and download 
large amounts of contents from the websites faster (Bhushan & Nijagunraya, 2013). 
At present, there are a number of scrapers available to extract data from web pages. Some 
of these scrapers are open source so they can be modified easily, as per requirements.  
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2.5 Machine learning 
Machine learning is a study related to teaching computers how they can simulate or carry 
out behaviours which resemble human intelligence. Machine learning is a fundamental way 
that enables computers to gain such intelligence. The objective is to gain new information or 
expertise to organise the knowledge structure which can improve computer performance. 
Machine learning is the basis of Artificial Intelligence. By continuously improving the ma-
chine-learning function, we can make computers match or beat humanity's intelligence 
level(Xue & Zhu, 2009). 
There are two kinds of machine learning — supervised and unsupervised. Supervised ma-
chine learning involves training a machine using a set of labelled data designed for this 
purpose, before the machine is asked to make any decisions. 
Whereas, in unsupervised machine learning, the machine is provided with unlabelled train-
ing data, and the machine creates patterns from the data on its own, without using any 
further information about the data. It is then provided with test data and asked to find key 
patterns. 
 
 
2.5.1 K-means algorithm 
One of the most useful tasks in data mining is clustering, which discovers groups and recog-
nises distributions and patterns in the underlying data (Halkidi, Batistakis, & Vazirgiannis, 
2001). 
The process of data mining involves the identification of naturally similar groupings found 
inside multidimensional data that are based on a similarity measure like Euclidean distance.  
Clustering is a major technique of data mining that involves the collection of objects with 
similar characteristics into separate clusters using an automatic technique. This technique 
defines each class and places these objects in their corresponding class. In the classification 
techniques, objects are classified into classes that have already been defined. 
Clustering has a significant part in pattern recognition and machine learning processes 
(Hamerely & Elkan, 2002). 
Cluster analysis handles the organization problems within the collection of data objects into 
separate clusters, determined by the level of their similarity. It can also be identified as un-
supervised classifications, which has many applications in a large range of areas. Distance 
measure is an important attribute of a clustering algorithm which differentiates between 
Analysing and Identifying Website Personality by extending existing libraries 
 
 Shafquat Ali Chishti 20                      21 November 2016 
 
data objects and puts them into separate clusters. One of the most useful and well recog-
nised is the k-means clustering algorithm due to its scalability and efficiency. K-means is 
used to determine the distance between cluster centroid (Visalakshi & Suguna, 2009).  
 
A cluster is recognized by its centre (centroid) point (Lee & Antonsson, 2000). 
 
K-means algorithm is used as a machine learning technique in order to train the tool through 
formation of similar groups (clusters) of train websites, on the basis of similarity and quanti-
ties of their quantitative elements. The algorithm used was acquired from WEKA (WEKA: 
Data mining Software in JAVA). These groups are allocated some ratings for their quantita-
tive elements depending on their quantities. 
After preliminary research, it was concluded that the k-means clustering technique was easi-
ly applicable to most data mining applications. It was also found to be very easy to 
implement and high in efficiency when it came to memory consumption and computational 
resources (Morissette & Chartier, 2013). Its simplicity and high performance make it one of 
the major machine learning clustering algorithms (Baydoun, Dawi, & Ghaziri, 2016). 
 
It was due to the reasons provided above that the k-means clustering technique was chosen 
as the preferred machine learning technique for this research. This research availed the k-
means algorithm to make predictions regarding the personality of a given website. 
 
 
 
2.5.2 Other Algorithms considered 
2.5.2.1 Support Vector Machines (SVM) 
 
SVM was considered as a potential candidate for the research. However, a negative aspect 
of the technique was the very black box nature of it, which means that once the 
test/training data is fed to the code and the classification result is received, it is not possible 
to understand the pathway or the method that the machine took in reaching the 
result(Kotsiantis, 2007). 
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2.5.2.2 Radial Basis Function (RBF) networks 
 
RBF was also studied for the task. These networks are artificial neural networks(ANN) which 
are based upon radial-based functions. ANN involves the creation of a large number of neu-
ral nodes which can be used for classification purposes. However, it was found that there 
was a lack of ability to effectively communicate the reasons behind the results achieved 
(Tikka, 2007). 
 
 
 
2.5.2.3 Naive Bayes Classifiers 
 
Naive Bayes Classifiers were also considered for classification purposes. These classifiers are 
based on Bayesian algorithms, and possess the strong assumption that the attributes are 
not inter-dependant on each other(Kotsiantis, 2007). Since the data gathered and used in 
this project might have attributes that are dependent on each other (e.g. a page with high 
word count might have a higher number of images when compared to a page with a low 
word count), this family of classifiers was not considered a good choice for this project. 
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3 Methodology 
3.1 Mapping WPS Items to Quantitative Elements 
On the basis of the abovementioned research findings, mappings have been developed be-
tween the WPS items and the web page’s quantitative elements.  
 
The two facets i.e. ‘proficient’ and ‘systematic’ have been selected in this research that be-
longs to the personality factor ‘intelligent’ of WPS research. 
 
Of these two facets, the first facet i.e. ‘proficient’ consists of the items ‘informative’, ‘satisfy-
ing’ and ‘searchable’, while the second facet i.e. ‘systematic’ consists of the items ‘concise’ 
and ‘fast’. 
These abovementioned five items of the two facets have been mapped with the web page’s 
quantitative elements, as mentioned below.  
 
 The item ‘informative’ was mapped with the quantitative elements ‘hyperlinks’, 
‘Word Count’ and ‘video/audio clips’. 
 The item ‘satisfying’ has been mapped with the quantitative element ‘images’. 
 The item ‘searchable’ was mapped with the quantitative element ‘search boxes’. 
 The item ‘concise’ was mapped with the quantitative element ‘density’. 
 The item ‘fast’ has been mapped with the quantitative element ‘graphical files’. 
 
The mapping between the WPS items and the website quantitative elements can be seen in 
Figure 2 below.  
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Figure 2: Mappings between WPS facets, WPS items and quantitative elements 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Searchable 
 
Proficient 
Images 
Graphical Files 
 
Systematic 
Fast 
Concise 
Satisfying 
Informative 
    Hyperlinks 
Video/Audio Clips 
Word Count 
    Search Box 
Density 
WPS facets                     Quantitative elements WPS items                     
Analysing and Identifying Website Personality by extending existing libraries 
 
 Shafquat Ali Chishti 24                      21 November 2016 
 
3.2 Developed Software Tool 
3.2.1 Software Description 
3.2.1.1 Software Architecture 
The software tool has been developed in JAVA using the eclipse platform version Luna. The 
MS Access data base is used to maintain data. 
‘Appendix 5’ contains description of key tables in the database. 
The software tool is integrated with the JSoup Library. JSoup is an open source scraper that 
harvests the web pages and gets the required information. 
The JSoup framework is integrated with the software in such a way that the software passes 
the URLs of the website pages with the quantitative elements detail, and the JSoup frame-
work returns the quantitative values of the elements. In the tool, this scraper runs on each 
page of a website and determines the quantities of the quantitative elements. 
 
The developed software tool is also integrated with WEKA.WEKA is a collection of machine 
learning algorithms for data mining tasks. The algorithms can either be applied directly to a 
dataset or called from code. WEKA contains tools for data pre-processing, classification, re-
gression, clustering, association rules, and visualization. It is also well-suited for developing 
new machine learning schemes. In the developed software tool, WEKA is used to classify the 
websites into a number of Clusters depending on the k-means value provided. The devel-
oped software tool converts the data in the MS Access tables to ARFF (which is acceptable to 
WEKA) format and then passes it to WEKA for the cluster calculation. After getting results 
from WEKA, the tool updates the cluster details on the individual website’s record. Simulta-
neously, WEKA also provides an automatically generated report of the clustering done. 
 
Figure 3: Software Architecture Diagram 
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3.2.1.2 Software Functionalities 
The software tool has a number of functions / options that are available on the soft-
ware tool’s Main Menu. 
Figure 4: Main Menu 
 
Analysing and Identifying Website Personality by extending existing libraries 
 
 Shafquat Ali Chishti 26                      21 November 2016 
 
The Main Menu is divided into three columns depending on the functionalities avail-
able in each column. The first column is related with the Train Websites data 
processing, the second column has functionalities for the Test Websites data pro-
cessing, while the third column has functionalities which are required for the 
maintenance functions for both Train and Test Websites’ Data, and also the arbitrary 
website analysis. 
 
A brief description for all functions of the Main Menu is given below: 
 
Train Websites Processing: Users select this option which runs and creates a blank 
‘Train websites output table’, and then updates it according to the website details 
such as website name, website page’s URLs, and the names of quantitative elements, 
taken from the websites’ database table and quantitative elements database table, 
respectively. Then the option reads, one-by–one, the websites’ homepage URL and 
finds the pages linked with the home page, and then adds those page URLs on the 
same ‘Train websites output table’.  
Figure 5: Train websites output table 
 
 
Run JSoup (scraper) / Data Cleaning: The next option is to run the JSoup website data 
scraper. Here, the system reads each website page’s URL and its quantitative ele-
ments from the ‘Train websites output table’ discussed above, and pass this 
information to JSoup. JSoup runs on the website page and extracts the required de-
tails of the given quantitative elements of the web page. JSoup returns these details 
to the tool, which is then updated on the ‘Train websites output table’.  
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Figure 6: Train websites output table after JSoup run 
 
 
Then the data cleaning function runs and deletes the invalid data from the ‘Train 
websites output table’. Sometimes when JSoup is run on a website page, it does not 
get any information or it gets time out to load the website page. These records are 
read and deleted by the data cleaning program.  
 
Summary Database Table Creation: The next option available on the menu is the crea-
tion of a ‘Train Websites summary table’. The user selects this option, the system asks 
the user, if he/she wants to summarise the data by summing up (‘sum’ option) or cal-
culating average (‘average’ option).In the ‘sum’ option, the quantities of quantitative 
elements of all pages of a website are summed up, while in the ‘average’ option, the 
system sums up the quantities of elements of each page of a website and divides it by 
the number of pages of the website. 
Figure 7: Window for average / sum option acceptance for Summary creation 
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The system writes the given sum/average option on the ‘Parameters table’ for future 
reference. 
The system reads the abovementioned ‘Train websites output table’ and creates a 
‘Train websites summary table’. ‘Train websites summary table’ is created by summa-
rising the quantities of the quantitative elements by either summing up or calculating 
average (depending on the given option) of each individual page of a website to a sin-
gle record for each website. 
 
Figure 8: Train websites summary table (sum)  
 
 
Cluster Creation / Allocate Ratings: This is the next step after creation of a ‘Train web-
sites summary table’. On selecting the option, the user is asked to enter the number 
of clusters (k-means value) required to be created and writes the detail on the ‘Pa-
rameters table’. 
Figure 9: User entry for number of required k-means clusters  
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This value is used to indicate the maximum number of iterations that will be carried 
out in the experiment. 
In this experiment, the value entered is 15, so this option will run 14 iterations (k=2 to   
k=15). Each iteration will form clusters for the given websites and give the clusters 
normalized ratings. Each iteration will have a different number of k-means value. For 
our given example of 15, the first iteration will have a k-means value of 2(minimum), 
which will create two clusters and give them ratings. Next iteration will have a value 
of 3, creating three clusters. This is repeated in each iteration until the last iteration, 
which has a k-means value of 15, which creates 15 clusters and gives them ratings.  
The following steps describe how websites are classified and rated in each iteration of 
each k-value.  
 
I. Creates a ‘Train websites summary table K’ corresponding to the k-means value 
of the iteration. 
II. The tool passes website and quantitative elements details with the k-mean value 
to WEKA for processing. WEKA classifies the given websites into a given number 
of clusters (given k-means value), simultaneously it generates k-means report for 
each k-means value containing details such as the quantitative elements value 
and number of clusters etc. Then WEKA returns the website and the designated 
cluster details to the tool. The tool receives the details and writes the cluster 
value on each individual website record on the corresponding ‘Train Websites 
summary table K’.  
Figure 10: Train websites summary table K (sum, k=15)  
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III. The tool generates .txt file for each k-means report (created by WEKA).  
IV. The option creates rating database tables for both facets (‘proficient’ and ‘sys-
tematic’).  
V. Similarly, the option creates rating database tables for each item (‘informative’, 
‘fast’, ‘concise’, ‘searchable’ and ‘satisfying’). 
VI. Normalized ratings are given to each cluster for each quantitative element.  
VII. Ratings are then given to items (‘informative’, ‘fast’, ‘concise’, ‘searchable’ and 
‘satisfying’), on the basis of ratings received by the corresponding quantitative 
elements (the average of quantitative element ratings is given as a rating to the 
corresponding item). 
VIII. Ratings are then given to facets (‘proficient’ and ‘systematic’), on the basis of rat-
ings received by the corresponding items (the average of item ratings is given as 
a rating to the corresponding facet). 
 
Standard deviation Calculation / Graph Creation 
This option applies standard deviation statistical analysis on the ‘Train websites sum-
mary tables K’ (from k=2 to k=15) which are already created in the previous option. 
The user is able to choose whether to run the analysis on the ‘sum’ option or ‘aver-
age’ option (in ‘sum’ option the standard deviation is calculated using the ‘sum’ ‘Train 
websites summary tables K’ tables, while in ‘average’ option the standard deviation 
using the ‘average’ ‘Train websites summary tables K’ tables. 
 
Figure 11: Acceptance window for average/sum option for Standard deviation calculation  
 
 
The calculation starts by getting the average value of each quantitative element of 
each cluster for each train websites’ ’Train websites summary table K’ (k=2 to k=15). 
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Here the example of k=2 (displayed with red square in Figure 12 below) is discussed. 
The average of each quantitative element for each cluster (‘cluster0’ and ‘cluster1’ of 
k=2) is calculated. For example, for ‘cluster0’ the average of ‘density’ is calculated. For 
‘cluster1’ the average of ‘density’ is also calculated. Standard deviation of these two 
values is then taken. This standard deviation is written in Figure 12 below in the red 
square.  
Figure 12: Standard deviation table (sum)  
 
 
Similar to ‘density’, the standard deviation of each quantitative element is calculated 
and written in the ‘Standard deviation table’ given above in Figure 12. Similar to this 
example, different number of average values are used to calculate the standard devia-
tion for different values of k. For instance, for k value of 6, average of ‘density’ will be 
calculated for each cluster (0 to 5) and then standard deviation will be calculated from 
them.  
 
Using the database table above, the tool develops various graphs. It creates graphs 
between each individual quantitative element and k-means value (as shown in Figure 
13 below).  
 
 
 
 
 
 
 
Analysing and Identifying Website Personality by extending existing libraries 
 
 Shafquat Ali Chishti 32                      21 November 2016 
 
 
 
Figure 13: Graphical representation of Standard deviation between k-means and Individual 
quantitative elements 
 
 
It can also show all the graphs (of all quantitative elements) on the same axis (as 
shown in Figure 14 below). 
 
Figure 14: Graphical representation of Standard deviation between k-means and attributes 
(quantitative elements) 
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The second column of the Main Menu relates with the Test Websites data processing. 
Now each option will be discussed individually. 
 
Test Websites Processing: This option creates a blank ‘Test websites output table’ and 
updates the details of the test websites, like the name and home URL, from the web-
sites database table, and writes the names of quantitative elements from the 
quantitative elements database table. Then the option reads one-by-one the web-
sites’ home page URL and finds the pages linked with the home page, and then adds 
those page URLs on the same ‘Test websites output table’. 
Figure 15: Test websites output table  
 
 
 
Run JSoup (scraper) / Data Cleaning: The next option is to run the JSoup website data 
scraper. Here, the system reads each website page’s URL and its quantitative ele-
ments from the above discussed ‘Test websites output table’, and passes this 
information to JSoup. JSoup runs on the website page and extracts the required de-
tails about the given quantitative elements of the web page. JSoup returns these 
details to the tool, which is then updated on the ‘Test websites output table’. 
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Figure 16: Test websites output table after JSoup run  
 
 
Then the data cleaning function runs and deletes the invalid data from the ‘Test web-
sites output table’. Sometimes when JSoup runs on the website page, it does not get 
any information or it gets time out to load the website page. These records are identi-
fied and deleted by the data cleaning program.  
 
Summary Table Creation: In this option a ‘Test websites summary table’ is created. 
The tool reads the method of calculation (‘sum’ or ‘average’) from the ‘Parameters 
table’ (that was updated from the train websites ‘Test websites summary table’ crea-
tion option). The tool reads quantitative elements detail of each website’s individual 
page from the ‘Test websites output table’ and creates a single record on the test 
website’s ‘Test websites summary table’, either by summing up the quantitative ele-
ments value or calculating the average of quantitative elements value (depending on 
the option given in the ‘Parameters table’). 
 
Ratings Allocation / Results Analysis: In this option the tool reads the k-means size 
from the ‘Parameters table’(that was updated from the train websites’ rating alloca-
tion option). In this experiment, the k-means value is entered as 15. So this option 
creates 14 test websites’ summary tables (from k=2 to k=15). 
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The value acquired marks the number of iterations carried out.  
The following steps describe how ratings are given to the test websites and their cor-
rectness analysed for each iteration.  
 
I. Creates a test websites’ ‘Test websites summary table K’ corresponding to the k-
means value of the iteration. 
Figure 17: Test websites summary table K after allocation of ratings  
 
 
II. This step involves calculations to see which train cluster the test website is 
closest to (using Euclidian distance). The Euclidian distance is calculated by us-
ing all the quantitative element values of the test website and the quantitative 
element values of the midpoint of each cluster. The item and facet ratings of 
the closest train cluster are given to the test website’s item and facet ratings. 
This cluster’s number, item and facet ratings are updated on the ‘Test websites 
summary table K’. 
 
III. The next step is the allotment of remarks to the item and facet ratings of the 
test websites. These remarks are as follows and are allocated on the basis of 
the rating values – 
o ‘Very Poor’ for the ratings ranging from 0 to 2. 
o ‘Poor’ for the ratings greater than 2 to 4. 
o ‘Fair’ for the ratings greater than 4 to 6. 
o ‘Good’ for the ratings greater than 6 to 8. 
o ‘Very Good’ for the ratings greater than 8 to 10. 
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IV. The next step is to predict the test website’s category. The category which is in 
the majority in the closest train cluster is predicted to be the category of the 
test website. A ‘Category analysis table K’ is created and updated with the de-
tails, like the test website’s name, the number of the closest cluster, their 
original and predicted categories, number of different categories of websites 
available in that cluster, and the result validation column (correct/incorrect).  
 
V. After predicting the category, the analysis is done to see how accurate the pre-
diction was. The analysis involves comparing the predicted category with the 
original correct category of the test website, and updates the database valida-
tion column of the database table for correct/incorrect predictions. 
 
Figure 18: Category analysis table K (sum,k=2)  
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Graph Creation: This option is used to check the tool’s accuracy at predicting the cat-
egories of the test websites. 
Figure 19: Acceptance window for sum/average option for prediction of website categories  
 
After accepting the user option for ‘sum’ or ‘average’, the tool reads data from the 
selected train data set (the tool has already created train data sets for both the ‘sum’ 
and ‘average’ options), the tool creates a blank ‘Final category analysis table’. It then 
reads all the ‘Category analysis tables’ from all the iterations (k=2 to k=15), and writes 
the ‘Final category analysis table’ (Figure 20) for the total number of correct predic-
tions in each (k=2 to k=15) ‘Category analysis table K’.  
 
Figure 20: Final category analysis table (sum)  
 
 
 
This ‘Final category analysis table’ is then used to develop a graphical representation 
of the data shown in Figure 21. 
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Figure 21: Graphical representation of correctly categorised test websites (sum) 
 
 
In the graphical representation, we can see the number of correctly categorised web-
sites for each k-means value (k=2 to k=15).  
 
 
 
The third column of the Main Menu relates with the Common options that are re-
quired for both the train and test data processing and tool maintenance. This column 
also includes the option for arbitrary website testing/analysis. Here each option is 
discussed individually. 
 
Table Maintenance: The option is used for the maintenance of database tables of 
website categories, website data (train and test), facets, items and quantitative ele-
ments.  
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Figure 22: Database tables maintenance 
 
 
Each maintenance option has three further options, being the entry of a new record, 
modifying an existing record and deletion of record for each database table. 
Figure 23: quantitative elements table maintenance  
 
The user can enter new details, modify the existing ones and can also delete the exist-
ing records. On entry, modification and deletion of any record, the system asks for the 
relationship of the particular record with the other data and automatically updates 
the given details 
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Reports Display: This option is used to display the tool’s already created reports. On 
clicking on this option, a list of reports is displayed to select the required report.  
Figure 24: Reports selection window  
 
 
 
This list consists of ‘K-means report’, ‘Test websites result report’, and ‘Arbitrary web-
site result report’ for each k-means value (k=2 to k=15) of both ‘sum’ and ‘average’ 
options. 
 
Once the user selects any report, the report is displayed in the application’s window.  
Figure 25: k-means report display in window 
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Tables Display: This option is used to display any database table in the application 
window. On selecting this option, a list of database tables is displayed in the window 
(Figure 26).  
Figure 26: Database table selection window 
 
 
 
On selection of a particular database table, their contents are displayed in the win-
dow (Figure 27). 
 
Figure 27: Database table display in window 
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Arbitrary Website Processing: This option is provided for the testing/analysis of any 
given arbitrary website. When the user clicks the arbitrary website processing button 
from the Main Menu, a pop-up window appears to enter the arbitrary website de-
tails, like their name and URL. 
 
Figure 28: Arbitrary website entry 
 
 
The system processes the request by getting details of the website (name and home 
URL) and writing the database tables. The system processes the request and creates 
‘Arbitrary website output table’. Then system fetches the quantitative elements detail 
from the arbitrary website pages and writes on ‘Arbitrary website output table’. Then 
it asks the user, if he/she wants to summarise the data by summing up (‘sum’ option) 
or calculating average (‘average’ option) of the quantitative elements. Simultaneous-
ly, it asks the user to enter the number of the train data cluster (k-means value) which 
the arbitrary website wishes to compare (the tool has train data sets for the k-means 
value from k=2 to k=15). 
Figure 29: sum/average option for summary creation of arbitrary website 
 
 
Analysing and Identifying Website Personality by extending existing libraries 
 
 Shafquat Ali Chishti 43                      21 November 2016 
 
 
On entering these options, the tool goes into further processing. It creates an ‘Arbi-
trary website summary table’ for the arbitrary website given. It then calculates the 
Euclidean distance by using all the quantitative element values of the arbitrary web-
site and the quantitative element values of the midpoint of each cluster. The item and 
facet ratings of the closest train cluster are given to the arbitrary website’s item and 
facet ratings. The cluster’s number, item and facet ratings are updated on the arbi-
trary website summary table. The tool then allocates remarks to the item and facet 
ratings of the arbitrary website. These remarks consist of ‘very poor’,’ poor’, ‘fair’,’ 
good’ and ‘very good’ and are allocated on the basis of the rating values (ranging 
from 0 to 10 and is already discussed on page 35). The ‘Arbitrary website result re-
port’ then gets generated on the basis of selected options of summary creation (‘sum’ 
or ‘average’) and k-means value (from k=2 to k=15).  
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The report shows the analysis of the given arbitrary website (Sharp Electronics NZ) 
personality using selected WPS facets, and items (Figure 30, Figure 31, Figure 32, Figure 
33.  
Figure 30: Arbitrary website result report - part a (Train websites data) 
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Figure 31: Arbitrary website result report - part b (Train websites data) 
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Figure 32: Arbitrary website result report - part c (Train websites data) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Analysing and Identifying Website Personality by extending existing libraries 
 
 Shafquat Ali Chishti 47                      21 November 2016 
 
Figure 33: Arbitrary website result report- part d (Arbitrary website data and their results) 
 
 
 
 
Arbitrary website personality is concluded at the WPS facet level in the bottom line 
of the conclusion in Figure 33  (shown in the red square).  
 
 
 
Messages: A text box is provided at the bottom of the Menu. This text box is used to 
display messages related with the running options.  
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3.2.1.3 Software Use in Experiment 
The software tool took the main role in this experiment. First, it creates the base for 
the experiment by maintaining the website and quantitative element details. It also 
records information about WPS facets and items selected for the experiment. Then, 
with the help of the websites maintenance options, the train website databank has 
been created. In the end, it is used to test data and get results. The tool is integrated 
with JSoup and WEKA for the data scraping and calculations.  
 
3.2.2 Explanation for Different Calculations 
The software tool does different sorts of calculations to get the desired results. 
 
3.2.2.1 Density Calculation 
The software tool calculates the ‘density’ (quantitative element) of a web page using 
the method described by (Sun, Song, & Liao, 2011).  
a. First the tool counts the number of characters (e.g. ‘A’, ‘B’, ‘3’, ‘@’ etc.) on the 
web page. 
b. Then it counts the number of tags (e.g. ‘img’, ‘href’, ‘a’ etc.) on the web page. 
c. Lastly, it calculates the web page density by dividing the number of characters 
of the web page by the number of tags of the web page.  
 
Density = Character count / no of tags 
 
3.2.2.2 Ratings Calculation 
Ratings are calculated for websites by their quantitative elements, items and facets so 
that their values can be compared in order to determine which values are better than 
other values. 
 
 
a. Train Websites Rating Calculations 
 
i) Quantitative Elements Rating Calculations 
Ratings are given to each train data website for their quantitative elements so that 
websites can be compared with each other. 
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For each quantitative element, the values of the training websites are passed through 
the WEKA Normalization filter to normalize the values. WEKA returns an array of con-
verted data i.e. the values are normalized from 0 to 10 scaled. 
 
The relationship between quantitative elements and WPS items may be directly pro-
portional or inversely proportional.  
 
In a directly proportional relationship (between a quantitative element and a WPS 
item), the quantitative element with a higher value is a better WPS item, and hence it 
will receive a higher rating.  
 
The quantitative elements ‘hyperlink’, ‘word count’ and ‘video/audio clips’ have a di-
rect relationship with the WPS item ‘informative’, and quantitative element ‘image’ 
has a direct relationship with the WPS item ‘satisfying’, and quantitative element 
‘search box’ has a direct relationship with the WPS item ‘search able’. 
 
While, in an Inverse relationship (between a quantitative element and a WPS item), 
the quantitative element with a lower value is a better WPS item, and hence it will 
receive a higher rating.  
 
The quantitative element ‘graphical files’ has an inverse relationship with the WPS 
item ‘fast’, and similarly the quantitative element ‘density’ has an inverse relationship 
with the WPS item ‘concise’.   
 
 
Both relationships are discussed in detail below: 
 
Direct Relationship 
In the example of a ‘word count’ (quantitative element), which has a direct propor-
tional relationship with the WPS item ‘informative’, the amount of text in a page gives 
a clue about the type of the page. Generally, personal homepages are light in text 
compared to research pages which have more discussions / information (Asirvatham 
& Ravi, 2001). 
 
This shows that if a webpage has a higher ‘word count’, it will be more ‘informative’ 
(WPS item). 
 
In the table below (Table 1), which has been extracted from the result report (‘SumRe-
sultReportK7’), having a ‘word count’ of 75447 is better than 22516in means of 
informative nature. So the websites of ‘cluster0’ with a ‘word count’ rating of 
75447(in green square) are more ‘informative’ then the websites of ‘cluster5’ which 
have a ‘word count’ rating of22516 (in red square).  
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Table 1: Direct Relationship (extraction from SumResultReportK7) 
 
 
 
 
Inverse Relationship 
For demonstrating an inverse relationship, the ‘density’ (quantitative element) is used as an 
example which has an inverse relationship with the WPS item ‘concise’.  
 
Webpage density is dependent on the number of characters and number of tags. If the 
number of characters is very large compared to number of tags, the density will be higher, or 
vice versa(Sun, Song, & Liao, 2011). This means the web page is ‘concise’ if it has less ‘densi-
ty’, or vice versa. Using the data extracted below (Table 2)from the result report 
(‘SumResultReportK7’), it can be seen that websites of ‘cluster6’ have a density value of 686, 
or a ‘density’ rating of 6.644144 (in red square), while the websites of ‘cluster3’have a ‘den-
sity’ value of 172, or a ‘density’ rating of9.538288 (in green square). Hence, the websites of 
‘cluster3’ are more ‘concise’ compared to the websites of ‘cluster6’.  
 
 
Table 2: Inverse Relationship (extraction from SumResultReportK7) 
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ii) Items Rating Calculation 
 
The rating for each item in each cluster is allocated by calculating the average ratings of all 
quantitative elements corresponding to the item. This is done for each cluster. 
 
Formula: 
Item Rating = Quantitative element A Rating + Quantitative element B Rating + ……. / Num-
ber of Quantitative Elements 
 
Table 3: item rating calculations (extraction from SumResultReportK7) 
 
 
 
For example, in above Table 3(‘SumResultReportK7’), in ‘cluster2’ we have the following data: 
 
Hyperlinks Rating = 0.575462 
Video Rating= 0.225313 
Word count Rating = 0.895301 
 
The rating of the ‘Informative’ (item) can be calculated as: 
 
Informative Rating = Hyperlinks Rating + Video Rating + Word count Rating /3 
Informative Rating = 0.575462 + 0.225313 + 0.895301 / 3 
Informative Rating = 0.565359 
 
This calculation result can be seen in Table 3 above for Informative Rating of Cluster 2.  
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iii) facets Rating Calculation 
 
The rating for each facet of each cluster is allocated by calculating the average ratings of all 
items corresponding to that cluster. This is done for each cluster. 
 
Formula: 
Facet Rating = Item A Rating + Item B Rating+ ……… / Number of Items 
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Table 4: Facet rating calculations (extraction from SumResultReportK7) 
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For example, in Table 4 (‘SumResultReportK7’) above, in ‘cluster2’ we have the following data 
(in red Squares): 
 
Informative Rating = 0.565359 
Satisfying Rating= 0.169288 
Searchable Rating = 0.4 
 
The rating of the ‘proficient’ (facet) can be calculated as:  
 
Proficient Rating = Informative Rating + Satisfying Rating + Searchable Rating / 3 
Proficient Rating = 0.565359 + 0.169288 + 0.4 / 3 
Proficient Rating = 0.378215667 
 
This calculation result can be seen in Table 4 above for Proficient Rating of Cluster2 (in 
green square). 
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b. Test Website Rating Allocation 
 
The software tool calculates item ratings for the test website, as follows: 
 
 Quantitative elements are gathered from the test website using the scrapers in the 
code and written in the database.  
 Item and facet ratings are then found by calculating which cluster is closest (using 
Euclidian distance) to the test website. The Euclidian distance is calculated by using 
all the quantitative element values of the test website and the quantitative element 
values of the midpoint of each cluster. The item and facet ratings of the closest train 
cluster are given to the test website’s item and facet ratings. 
 The next step is the allotment of remarks to the item and facet ratings of the test 
websites. These remarks are as follows and are allocated on the basis of the rating 
values – 
o ‘Very Poor’ for the ratings ranging from 0 to 2. 
o ‘Poor’ for the ratings greater than 2 to 4. 
o ‘Fair’ for the ratings greater than 4 to 6. 
o ‘Good’ for the ratings greater than 6 to 8. 
o ‘Very Good’ for the ratings greater than 8 to 10. 
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4 Experiments and Discussion 
4.1 Experiment Design 
4.1.1 Data Extraction 
250 websites have been selected to create the train databank. These websites have been 
taken from five different categories i.e. Academic, Banks, E-commerce, News and Sports.  
After data cleaning, 10 websites were eliminated and 240 websites (Academic 50, Banks 49, 
E-commerce 49, News 45 and Sports 47) were included to develop the train databank. The 
list of selected train websites and their URLs are as per attached in Appendix 1. 
Similarly, 125 websites were selected for the Test data. After data cleaning, 112 websites 
(Academic 20, Banks 20, E-commerce 23, News 24 and Sports 25) were used in the experi-
ment as test data. Test websites can be seen as per attached in Appendix 2. 
The seven quantitative elements which are previously mapped (Figure 2) were used to model 
a website. The gathering of the seven elements is achieved by using different attributes, as 
follows: 
a. Search boxes present on the webpage were counted. 
b. Images were identified with HTML tag ‘img’. 
c. Hyperlinks are also counted on the webpage. 
d. Video/Audio Clips were counted on the webpage. 
e. Words were also counted on the webpage. 
f. Graphical files are detected by media formats like ‘.jpg’, ‘.gif’, ‘.png’, ‘.raw’, and ‘.tif’, 
etc. 
g. Density was calculated by dividing the number of characters by tags (formula de-
scribed at 3.2.2.1 density calculation). 
These elements belong to five different WPS items which are ‘searchable’, ‘satisfying’, ‘in-
formative’ (belongs to WPS facet ‘proficient’), and ‘fast’ and ‘concise’ (belongs to WPS facet 
‘systematic’). 
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4.1.2 Experiment Procedure 
 
Figure 34: Experiment Flow Chart 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The experiment was done in the following steps: 
 
Train data Processing 
a. Data Entry 
In the first step of the experiment, data entry of different types of data was required in 
the system to proceed to the experiment. This data entry was done through the five dif-
a. Data Entry 
b. Train Websites Output 
Database Table Creation 
c. JSoup 
d. Train Website Sum-
mary Database Table 
e. k-means clustering 
and Allocate Ratings 
a. Data Entry 
b. Test Websites Output 
Database Table Creation 
 
c. JSoup 
d. Test Website Summary 
Database Table 
 
f.Category Predictions 
e. Allocate Ratings and 
Results Analysis 
 
Train data 
processing 
Test data 
processing 
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ferent options (one for each type of data mentioned below) provided under the ‘Table 
Maintenance’ option of the Main Menu. 
 
 Details about WPS facets i.e. ‘proficient’ and ‘systematic’. 
 Details about WPS items i.e. ‘informative’, ‘satisfying’, ‘searchable’, ‘fast’ and ‘con-
cise’. 
 Details about the quantitative element i.e. ‘hyperlinks’, ‘word count’, ‘search box’, 
‘audio/video clips’, ‘images’, ‘density’, and ‘graphical files’. 
 The Five categories for the websites (‘Academic’, ‘Banks’, ‘Sports’, ‘News’, ‘E-
commerce’). 
 The train data (250 websites’ details). 
 
Each data entry option has further three options i.e. new data entry, modify the existing 
records, and deletion of the existing records. 
 
b. Train websites output table Creation 
i) The tool reads the ‘Websites primary table’ for the train websites only. It reads 
each website and finds all link pages (linked with the website’s home page) of the 
website and creates the ‘Train websites processing table’. The tool creates an in-
dividual record for each web page linked with the home page with their details 
like website category, name, home page URL and the linked page URLs. If any 
web page is linked with the home page more than once, the tool generates as 
many individual records as links with the home page. 
 
ii) The tool reads the ‘Train websites processing table’, avoids the duplicate linked 
webpage records (generated above) and creates the ‘Train websites processing 
table unique’, which has only one record for each webpage.  
 
iii) With the help of the ‘Train websites processing table unique’, the blank ‘Train 
websites output table’ is created which is then updated with the website details 
like website’s category, name, home page URL and linked page URLs. The ‘Train 
output table’ is also updated for the quantitative element names (one blank col-
umn for each quantitative element), and updated in later options. Therefore, the 
‘Train websites output table’ has multiple records of a website (single page for 
each webpage, linked with Home page). 
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c. JSoup run 
JSoup gets the webpage’s URL from the ‘Train websites output table’. Using the URL, it 
fetches the web page from the internet and scrapes the quantities of the quantitative el-
ements i.e. ‘images’, ‘words count’ etc. The quantities are then updated on the ‘Train 
websites output table’. After completion of the JSoup run, the data cleaning program 
runs on the ‘Train websites output table’, which removes the invalid data records. The in-
valid data (some pages for whom JSoup is not able to get the quantities of the 
quantitative elements), are removed from the ‘Train websites output table’.  
 
d. In the next step, ‘Train websites summary table’ has been created. Here the user is asked 
for the method of summary calculation (either ‘average’ or ‘sum’).  
On the basis of user’s option, the tool reads the ‘Train websites output table’, and calcu-
lates sum or average (as stated above), of each quantitative element of all individual 
pages of a website and write a single record on ‘Train websites summary table’ for each 
website.  
 
e. Next step is to divide all the websites into clusters and allocate ratings. Here the tool asks 
the user to enter the required number of clusters (k-means value). The tool iterates be-
low mentioned three steps by number of times depending upon k-means value.  
 
i) Creates an individual ‘Train websites summary table K’ corresponding to the k-
means value of the iteration.     
ii) The tool passes website and quantitative elements details with the k-means value 
to WEKA for processing. WEKA classifies the given websites into number of clus-
ters (given k-means value). Then WEKA returns the website and their designated 
cluster number to the tool. The tool receives the details and updates the cluster 
value on each website record on the corresponding ‘Train websites summary ta-
ble K’.  
iii) After division of website into clusters, normalized ratings are given to each cluster 
for each quantitative element.   
Ratings are then given to items on the basis of ratings received by the corre-
sponding quantitative elements.   
Ratings are then given to facets on the basis of ratings received by the corre-
sponding items.   
Hence, Train data processing creates the ‘Train websites summary table K’, ‘Facets 
rating table’ and ‘Items rating table’ for each k-means value.   
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Once the train data is finalised, work is started on the test websites data.  
 
Test Data Processing 
 
a. Data Entry 
The 125 websites have been entered in the system for testing purposes through the ‘Ta-
ble Maintenance’ option of the Main Menu.  
 
b. Test websites output table creation 
i) The Tool reads the Test websites data from the ‘Websites primary table’. It reads 
each website and finds all link pages (linked with the website’s home page) of the 
website and creates the ‘Test websites processing table’. The tool creates an indi-
vidual record for each web page linked with the home page, including their 
details like website category, name, home URL and the page URL. If any web pag-
es are linked with the home page more than once, the tool generates as many 
individual records as there are links to the home page 
 
ii) The tool reads the ‘Test websites processing table’, avoids the duplicate linked 
webpage records (generated above) and creates a ‘Test websites processing table 
unique’, which has only one record for each webpage.  
 
iii) With the help of the ‘Test websites processing table unique’, the blank ‘Test web-
sites output table’ has been created and is then updated with the test website 
details, like the website’s category, name, home page URL and linked page URL. 
The ‘Test websites output table’ contains one blank column for each quantitative 
element, which is updated later. So the ‘Test websites output table’ has multiple 
records of a website (single page for each webpage, linked with the Home page). 
 
c. JSoup run 
JSoup gets the webpage’s URL from the ‘Test websites output table’. Using the URL, it 
fetches the web page from the internet and scrapes the quantities of the quantitative 
elements ‘images’, ‘words count’ etc. The quantities are then updated on the ‘Test web-
sites output table’. After completion of the JSoup run, the data cleaning program runs 
on the ‘Test websites output table’, which removes the invalid data records. The invalid 
data (there will be some pages for which JSoup is not able to get the quantities of the 
quantitative elements), are removed from the ‘Test websites output table’. 
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d. In the next step, ‘Test websites summary table’ has been created. The tool reads the 
method of summary calculation (either ‘average’ or ‘sum’) from the ‘Parameters table’ 
which was updated in the ‘Train websites summary table’ creation option. On the basis 
of the option chosen, the tool reads the ‘Test websites output table’, and either totals or 
calculates the average (total of each quantitative element and divide by number of pag-
es) of each quantitative element of all individual pages of a website, and writes a single 
record on the ‘Test websites summary table’ for each website. 
 
e. The next step is to allocate ratings and result analysis. Here, the tool reads the ‘Parame-
ters table’ and gets the k-means value. The tool iterates the below-mentioned steps by 
the number of times depending upon the k-means value.  
 
i) An individual ‘Test websites summary table K’ is created corresponding to the k-
means value of the iteration. 
ii) This step involves calculating which cluster is closest (using Euclidian distance) to 
the test website. The Euclidian distance is calculated by using all the quantitative 
element values of the test website and the quantitative element values of the 
midpoint of each cluster. The item and facet ratings of the closest train cluster are 
given to the test website’s item and facet ratings. This cluster’s number, item and 
facet ratings are updated on the ‘Test websites summary table K’. 
iii) The next step is the allotment of remarks to the item and facet ratings of the test 
websites. These remarks consist of ‘very poor’, ‘poor’, ‘fair’, ‘good’ and ‘very 
good’, and are allocated on the basis of the rating values. 
iv) On the basis of this information, the tool generates a comprehensive result re-
port. This report includes train data clusters, their facets, items and quantitative 
elements with their ratings, as well as the test websites with their quantitative 
element, and the results showing which test website is closest to which train 
website cluster. 
v) The next step is to predict the test website’s category. The category of the clos-
est train cluster is predicted to be the category of the test website. A ‘Category 
analysis table K’ is created and updated with the details, like test website name, 
closest cluster’s number, their original and predicted categories, number of dif-
ferent categories of websites available in that cluster, and result validation 
column (correct / incorrect).  
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f. To check the tool’s accuracy at predicting the categories of the test websites, the tool 
creates a blank ‘Final category analysis table’. It then reads all the category analysis ta-
bles from all the iterations (k=2 to k=15), and writes to the ‘Final category analysis 
table’, the total number of correct predictions from each ‘Category analysis table K’. The 
correctness of the prediction is determined by comparing the original category of the 
website and the predicted category. This information is available in the ‘Category analy-
sis table K’. 
 
 
4.2 Data Analysis and Discussion 
We have two types of data i.e. the Train data set and the Test data set.  
 
4.2.1 Train Data Analysis 
A k-means algorithm was used to make clusters of the websites. The algorithm is repeated 
14 times (from k = 2 to k = 15). For each quantitative element in a website, two options were 
used: one is the sum of the values of the quantitative elements of all the pages reached in 
the data extraction; the other is the average of the values of quantitative elements of all the 
pages reached in the data extraction (sum of all the quantitative elements and divided by 
number of website’s pages). 
The average values for each attribute in each cluster were calculated, and the standard devi-
ation for all the clusters for a given k value was calculated. Table 5 shows the standard 
deviation obtained from the experiment when ‘sum’ was used, and Table 6 shows the stand-
ard deviation when ‘average’ was used. 
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Table 5: Standard deviation (sum)  
 
 
 
 
 
 
 
Table 6: Standard deviation (average) 
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The above data is depicted in Figure 35 and Figure 36 below to observe the trend of standard 
deviation over the k-values for both the ‘sum’ and ‘average’ options, respectively. 
Figure 35: The trend of the standard deviation over the k values (sum) 
 
 
Figure 36: The trend of standard deviation over the k values (average) 
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For the ‘sum’ option, it is clear that when k = 6 all the attributes reach their maximum 
standard deviation and the value remains almost similar till k = 15. On the other hand, for 
the ‘average’ option, no obvious trend is observed, the standard deviation reaches its max-
imum at k = 13. 
 
The above observation can be supplemented by comparing the websites in each cluster with 
their original categories in Table 7 (for ‘sum’), and Table 8 (for ‘average’).  
 
Table 7: Websites Rating Analysis (Sum) at k= 6 
 
Table 8: Websites Rating Analysis (Average) at k= 5 
 
The experiment results showed that when k = 6 in the ‘sum’ option and k= 5 in the ‘average’ 
option (Table 7 and Table 8 shown above respectively), the websites in each cluster only be-
long to one of the original categories: Academic, Banks, E-commerce, News and Sports, and 
that remains almost true for the rest of the k-values, with one exception i.e. one News web-
site stays with seven E-commerce websites in k=6 (Table 7), and that website remained with 
the E-commerce websites for the rest of the k-values (see below Table 9 and  
Table 10 for k=7 and k=8, respectively) (Chishti, Li, & AbdolHossein, 2015). 
Table 9: Website Rating Analysis (Sum) at k= 7 
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Table 10:Website Rating Analysis (Sum) at k= 8 
 
 
The one News website that stays with the E-commerce websites has more images, com-
pared to the other News websites, and due to that it has a higher satisfying rating like the E-
commerce websites do (Table 7, Table 9 and  
Table 10). The number of images in the News website is high, similar to the number of imag-
es in the E-commerce websites, which can be seen in the database excerpt shown below 
(Table 11). 
 
Table 11: Extracted from summary table (SumTrainWebsiteSmryTableK6) 
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For the ‘sum’ option k= 6, the standard deviation values are higher and also the websites are 
grouped as per their category in individual clusters, so the k= 6 (Table 7) is selected for dis-
cussion. 
 
An interesting fact is that all the Bank websites stay together for most of the k-values. By ex-
amining the ratings for each website category, it was found that, in general, News websites 
are more ‘informative’, E-commerce websites are more ‘satisfying’, and Sports websites are 
more ‘concise’.  
 
It is noticed that for the ‘average’ option, the searchable rating is always 0 for all the clusters 
(Table 8). This is reasonable as usually there is only one search box on each page in a website, 
but this is different in the case of the ‘sum’ option (Chishti, Li, & AbdolHossein, 2015). 
 
 
 
4.2.2 Test Data Analysis 
The test data have been analysed in two ways to assess the accuracy of the developed soft-
ware tool- 
 
 Analysis of Test Websites Result Report 
 Analysis of Test Websites Categories 
 
4.2.2.1 Analysis of Test Websites Result Report 
 
The Result report includes the train data clusters, their facet, item and quantitative element 
ratings, as well as the test websites with their quantitative element ratings, and the results 
showing which test website is closest to which train website cluster. 
 
The Result report is formed after the rating allocation for the test website is complete (the 
respective intermediary tables are made, and the ratings have been filled). This report is 
generated using data from multiple database tables. 
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The Result report is created in order to give the user a comprehensive knowledge of the test 
websites provided, including the different characteristics of its web pages acquired from the 
scraper, and how the tool has rated the websites depending on those results. 
 
The Result report has been generated for each k-means value (from K=2 to K=15). As per the 
previous discussion on the train data analysis, in the ‘sum’ option K= 6, the standard devia-
tion values are higher and also the websites are grouped as per their category in individual 
clusters. Therefore, the K= 6 has been selected for the discussion. So for test data analysis, 
we will also discuss the Result report developed for k-means value 6. 
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Table 12: Result report analysis of Train data (part-a) (extraction from SumResultReportK6) 
 
 
Table 13: Result report analysis of Train data (part-b) (extraction from SumResultReportK6) 
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Table 12 and Table 13 above shows the part of the result report that contains the information 
on the train data. The part in the red square shows the ratings for the facet ‘proficient’ that 
each train cluster was given. The part in the blue square shows the item (in this case ‘in-
formative’) and the quantitative element information about each cluster. This item is one of 
the groups of items shown that fall under the facet ‘proficient’. 
 
We will now discuss the Test Website’s results in the report (see Table 14 below). 
 
Table 14: Result report analysis of Test data (extraction from SumResuktReportK6) 
 
 
This part of the report indicates the information regarding the websites submitted to the 
tool as test websites for analysis. 
The example above uses ‘The Arcadia University’ as a Test Website. 
The green squares show the quantitative elements of the test website i.e. ‘hyperlinks’, ‘vid-
eo/audio clips’, ‘word count’, ‘images’, ‘search box’, ‘density’ and ‘graphical files’ with their 
respective values for the website. 
 
The Euclidian distance has been calculated between the quantitative elements of the test 
website and the quantitative elements of the midpoint of each cluster of train websites. The 
cluster’s rating which is closest to the test website, for the items and facets will be the rating 
for the test website for their items and facets. 
 
In this case, the train data ‘cluster1’ is the closest cluster. 
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If we consider the example of the informative rating for train ‘cluster1’, we can see it has an 
informative rating of 10(as shown in the blue square in Table 12). Therefore, the test web-
sites informative rating is allocated as 10(as shown in Table 14 in the purple square). 
 
Similarly, if we take the example of the proficient rating for train ‘cluster1’, it can be seen 
that train ‘cluster1’ has a proficient rating of 10(as shown in the red square in Table 12). 
Therefore, the proficient rating of this test website is allocated as 10(as shown in Table 14 in 
the orange square). 
 
In the same manner, the system allocates ratings to all the items and facets of the test web-
site from train ‘cluster1’. 
The software tool then allocates remarks to the ratings of items and facets of the test web-
site. The allocation of these remarks depends on the values of the ratings. For example, we 
can see that systematic rating for train ‘cluster1’ is 0 (as shown in Table 13 in dark blue 
square), so the test website has got systematic rating as 0 and the tool has given a ‘very 
poor’ remark to the test website’s facet ‘systematic’ (as shown in Table 14 in the red square). 
 
Finally, the tool concludes by providing the Test website’s personality at the WPS facets 
level i.e. ‘proficient’ and ‘systematic’ (as shown in Table 14 in the blue square).  
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4.2.2.2 Analysis of Test Websites Categories. 
The analysis using the categories, even though it was not part of the research ques-
tion agenda, was carried out to get a different perspective of the tool’s power to 
make predictions and classifications. This also provides an insight into how good the 
selection was of the train and test datasets that were collected at the start. 
Figure 37: Category analysis table K (sum, k=6) 
 
 
The above Figure 37 shows a part of the ‘Category analysis table K’, which contains all 
of the test websites along with the prediction regarding what kind of category they 
belong to. 
It also contains information that was used for the prediction. The table is first created, 
at which point it contains the websites’ names and their original category only. After 
the prediction is finished, the other columns are filled. The table helps in collecting 
the predictions for each test website into one comprehensive table, which is used for 
further analysis regarding the accuracy of the tool. 
This table is created and filled after the ‘allocation of ratings’ part of the test data 
analysis is finished. 
For the predictions, the Euclidean distance is first calculated between all quantitative 
elements of the test website and the quantitative elements of the midpoint of each 
cluster of train websites. The number of the cluster, which is closest to the test web-
site, is updated in the cluster column for that test website. 
The tool then checks which category is of the highest frequency in that respective 
cluster. This category is written in the predicted category column for that respective 
test website. The validation column is then filled with either ‘correct’ (if the predic-
tion was correct i.e. the original and the predicted categories are the same) or 
‘incorrect’ (if the prediction was incorrect i.e. the original and the predicted catego-
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ries are not the same). The five columns to the right of the validation column indicate 
what number of websites belonged to that category, in the cluster that was nearest to 
the test website. 
 
Figure 38: Example: Kingston University London 
 
 
In Figure 38 above, using the Euclidian distance calculation stated above, ‘cluster0’ was 
found to be the closest to the website. The category that was prominent in ‘cluster0’ 
is News (this cluster contained 44 News websites and none of the other categories). 
Hence, the predicted category for the test website is written as ‘News’. However, 
since the original category of the website is ‘Academic’, the prediction is incorrect, 
hence, the validation field is filled accordingly. 
 
The ‘Category analysis table K’ discussed shows the number of correct predictions 
made for k-means cluster 6 experiments, which ran on the ‘sum’ option. Likewise, the 
prediction tables for each of the other k-means experiments (k=2 to k=15), and for 
the ‘average’ option are also created. 
 
The results of the number of correct predictions for each k-means run are stored in 
‘Final category analysis table’. The Figure 39 shows the table below. They are then 
plotted as a line graph for visual representation of the analysis (see Figure 40 below). 
 
Analysing and Identifying Website Personality by extending existing libraries 
 
 Shafquat Ali Chishti 74                      21 November 2016 
 
Figure 39: Final category analysis table (sum) 
 
 
Figure 40: Graphical representation of Final category analysis table (sum) 
 
 
 
The results from Figure 39 and Figure 40 above indicate a low number of correct pre-
dictions made. This can be attributed to the fact that the websites chosen for train 
and test data were based on attributes corresponding to the personality of the 
websites, and not the category of the website. 
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5 Conclusion 
5.1 Summary 
This section addresses the following research questions: 
 
 Identify the possible items of the WPS article that can be mapped with the web-
site quantitative elements. 
 
The research identifies five WPS items i.e. ‘informative’, ‘searchable’, ‘fast’, ‘concise’ 
and ‘satisfying’. These items were able to be mapped using the quantitative elements 
of the web pages (as shown in Figure 2). 
 
 Find out the maximum number of quantitative elements for each item selected 
from the WPS article. 
 
The research found seven quantitative elements (‘search box’ ,‘hyperlinks’ ,‘images’ 
,‘videos’ ,‘density’ ,‘word count’ and ‘graphical files’), that can be used for mapping 
the selected five WPS items (as shown in Figure 2). 
 
 Find out how to retrieve the defined quantitative attributes from the website. 
 
The research included the use of the JSoup scraper library in order to retrieve the 
quantitative elements stated above from any given website pages. This research de-
veloped an independent software tool that provides website page details to the 
scraper JSoup, and retrieves the required information about quantitative elements 
from the scraper.  
 
 Given an arbitrary website, find out how to identify its personality according to 
the facets defined in the WPS. 
 
With the help of acquired details about the quantitative elements of the web pages, 
the tool can identify and classify the personalities of an arbitrary website till facet 
level through analysis, without the need for any human involvement (results can see 
in  Figure 30, Figure 31, Figure 32, and Figure 33.  
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5.2 Research Limitations 
 
Due to time constraints and of the non- existence of quantitative elements mapping 
to some of the WPS items, only seven quantitative elements, five items and two fac-
ets were considered. Gathering and considering more quantitative elements would 
aid in more accurate classification of website personality by having more comprehen-
sive reporting on each item and facet. 
 
 
 
5.3 Future Work 
 
The developed software tool is working on the basis of seven website attributes 
(quantitative elements). These attributes are ‘hyperlinks’, ‘videos/audio clips’, ‘imag-
es’, ‘graphical files’, ‘word count’, ‘density’, and ‘search box’. The tool can be 
developed and improved by further literature reviews to identify a wider range of 
quantitative elements that can be mapped to different WPS items.  
 
Even though the libraries used in this software (e.g. JSoup and WEKA) were helpful in 
scraping and analysing, extensive libraries can be developed, that are tailor-made for 
the purpose of website personality classification. 
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Appendix 1 – List of Train Data Websites 
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Appendix 2 – List of Test Data Websites 
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Appendix 3– Train Websites Rating Database Table (Sum) 
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Appendix 4 – Train Websites Rating Database Table (Average): 
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Appendix 5 – Information about key data base tables: 
Train websites output table - Consists of website name, homepage, pages linked to 
the homepage and a column for each of the quantitative elements. 
Train Websites summary table - Consists of category, website name, homepage and a 
column for each of the quantitative elements. The table is named according to the 
‘sum’ or the ‘average’ option chosen. 
Parameters table - Consists of a column for 'sum' or 'average' choice, and the chosen 
k means value. 
Standard deviation table - Consists of a column for the k-means values and a column 
for standard deviation value for each quantitative element. The table is named and 
created according to the ‘sum’ or the ‘average’ option chosen. 
Test websites output table - Consists of a column for website name, homepage, pag-
es linked to the homepage and a column for each of the quantitative elements. 
Test websites summary table - Consists of website category, website name, homep-
age, a column for each of the quantitative elements. The table is named and created 
according to the ‘sum’ or the ‘average’ option chosen. 
Test websites summary table K - Consists of website category, website name, 
homepage, a column for each of the quantitative elements, a final cluster column in-
dicating which cluster is closest to the website, and information about item and facet 
ratings along with their remarks. ’K’ number of tables are created, where ‘K’ signifies 
the k-means number of clusters chosen by the user. The tables are named and creat-
ed according to the ‘sum’ or the ‘average’ option chosen. 
Final category analysis table - Consists of a column for k-means value and a value in-
dicating the number of correctly classified websites. The table is named and created 
according to the ‘sum’ or the ‘average’ option chosen. 
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Arbitrary website output table - Consists of the website name, homepage, pages 
linked to the homepage and a column for each of the quantitative elements. 
Arbitrary website summary table - Consists of the website name, homepage and a 
column for each of the quantitative elements 
Train websites summary table K - Consists of website category, website name, 
homepage, a column for cluster and a column for each of the quantitative elements. 
’K’ number of tables are created, where ‘K’ signifies the k-means number of clusters 
chosen by the user. The tables are named and created according to the ‘sum’ or the 
‘average’ option chosen. 
Category analysis table K - Consists of website name, a column for the corresponding 
cluster, a column each for the original and predicted category, and a validation col-
umn indicating if the predicting and the original category are the same, and a column 
for the number of websites for each of the categories of the cluster. ’K’ number of ta-
bles are created, where ‘K’ signifies the k-means number of clusters chosen by the 
user. The tables are named and created according to the ‘sum’ or the ‘average’ option 
chosen. 
Websites primary table - Consists of website name, homepage, a column indicating 
the website is for train data or test data, and the category of the website. 
Train websites processing table - Consists of website name, homepage and pages 
linked to the homepage. 
Train websites processing table unique - Consists of website name, homepage and 
pages linked to the homepage. The linked pages are unique and no duplicate records 
exist. 
Test websites processing table - Consists of website name, homepage and pages 
linked to the homepage. 
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Test websites processing table unique - Consists of website name, homepage and 
pages linked to the homepage. The linked pages are unique and no duplicate records 
exists. 
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Appendix 6 – Availability of Database Tables and Reports: 
Database Tables and Reports created and used in the experiment are available upon 
request. 
 
 
 

