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Abstract
Selective Hearing (SH) refers to the listener’s attention to specific sound sources of interest in their auditory
scene. Achieving SH through computational means involves detection, classification, separation, localization and
enhancement of sound sources. Deep neural networks (DNNs) have been shown to perform these tasks in a robust and
time-efficient manner. A promising application of SH are intelligent noise-cancelling headphones, where sound sources
of interest, such as warning signals, sirens or speech, are extracted from a given auditory scene and conveyed to the user,
whilst the rest of the auditory scene remains inaudible. For this purpose, existing noise cancellation approaches need
to be combined with machine learning techniques. In this context, we evaluate a convolutional neural network (CNN)
architecture and a long short-term memory (LSTM) architecture for the detection and separation of sirens. In addition,
we propose a data simulation approach for generating different sound environments for a virtual pair of headphone
microphones. The Fraunhofer SpatialSound Wave technology is used for a realistic evaluation of the trained models.
For the evaluation, a three-dimensional acoustic scene is simulated via the object-based audio approach.
1. Introduction
Conventional closed-back headphones block environmental
sounds through insulated ear cups. Noise-cancelling head-
phones, on the other hand, use on-board processing to cancel
ambience sounds through destructive interference [8]. Under
certain conditions, this technology poses one significant prob-
lem. Since most algorithms rely on basic physical principles,
they lack semantic understanding of the canceled signal.
Consequently, any sound is blocked, regardless of its potential
importance to the headphone user. Information- and time-
critical sounds, such as sirens in traffic, thus may not receive
the user’s attention and provoke dangerous situations.
This issue may be solved through source separation on the
ambient audio stream from the integrated headphone micro-
phones. Sirens as an example for critical sound sources
may be isolated from the auditory scene and played back
on the headphones. This falls into the category of Selective
Hearing (SH) which has seen many advancements in terms of
detection, classification, separation, localization and enhance-
ment of sound sources [1].
Existing DSP-based source separation approaches that may
be used for SH applications are commonly based on statistical
means. The common goal is the estimation of the inverse of
the mixing matrix A which was used to mix N real source
vectors s(t) = (s1(t), . . . , sN (t))T to M output vectors
x(t) = (x1(t), . . . , xM (t))
T :
x(t) = A s(t) . (1)
Since both A and s(t) are unknown, finding A-1 is an ill-
posed problem. Furthermore, in the context of practical
applications M  N . The solution to this problem is
therefore approximated under various assumptions [2].
Independent component analysis is a statistical source sep-
aration method under the assumption that the sources are
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statistically independent and identically, but non-Guassian
distributed [2]. A further common separation approach is non-
negative matrix factorization which assumes that the mixing
matrix A and the sources s are non-negative [2]. Regarding
more recent approaches, projection-based demixing was in-
troduced [4]. In this approach, the observed output mixture
x(t) is decoded into tensors of time, frequency and channels.
Then, different spatial projections are created within these
tensors to identify individual sources.
In contrast to the previous methods for DSP-based source
separation, the use of a neural network architecture poses a
more promising application-focused approach for the separa-
tion of sirens in particular. Since sirens are usually simple
combinations of sinusoidal sounds, neural networks can be
trained to detect and separate them from a diffuse sound
ambience. This poses no further constraints on the audio
material except a certain level of presence of the siren, which
may be negligible within everyday boundaries.
In this context, we compare a CNN and LSTM model embed-
ded into a corresponding system architecture for the extraction
of sirens from a stereo time signal, without digital signal
processing requirements or assumptions. The data preparation
step simulates signals as they may arrive at microphones
integrated into headphones. Apart from accuracy metrics,
the proposed system is tested in a simulated traffic scenario.
The acoustic scene is generated via the object-based audio ap-
proach of the Fraunhofer SpatialSound Wave technology [5].
2. Data Collection
A diverse set of training and validation data was collected
for training and evaluation of the DNN models. About 200
Gigabytes of online audio material were scanned for the
curation of two final datasets of 20 Gigabytes in total size.
One dataset was used for training, the other one for testing. In
addition to the evaluated online content, free field recordings
were made to further expand the dataset. The audio material
was sampled at 44.1 kHz and a resolution of 24 bit.
The training and test dataset are comprised of two parts:
ambience sounds and siren sounds. The curated ambience
sounds mostly consist of various traffic ambience recordings,
as these represent the setting where siren sounds most likely
occur. Apart from traffic recordings, other typical city and
outdoor ambiences were included, such as from parks, malls,
train stations and similar public places. A minor part of the
curated ambience sounds were obtained from the UrbanSound
data set [14]. In order to challenge the DNN models,
white noise and pink noise sequences, as well as ambience
recordings with sounds present in a frequency range similar to
sirens were added, e.g. twittering birds and playing children.
The majority of the curated siren sounds are free from strong
artificial or recorded reverb as well as delay effects to ensure
network model training without data pollution. For further
data cleansing, the siren sounds were high and low cut at
150 Hz and 7500 Hz, respectively, in order to remove low
frequency rumble and irrelevant high pitched noise.
3. Spatial Data Simulation
Signals as they may arrive at microphones placed on the
outside of ear cups were simulated using a custom acoustic
simulation script. This allowed for automated time delay
and distance dependent gain calculations using two virtual
microphones, as shown in Figure 1.
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Fig. 1: Virtual microphone simulation. The position of the sound
source S1 is defined by the radius r and the azimuth α. Depending
on the distances d1 and d2 between S1 and the microphones M1 and
M2, the gain and time delay for each microphone signal is calculated.
The simulation works as follows. Two virtual microphones
M1 and M2 are placed at a distance dM from one another,
centered around C. The position of a virtual sound source
of interest S1 is defined by the radius r and the azimuth α,
alongside its initial gain g(S1). The gain of the S1 signal
arriving at M1 and M2 is then calculated using the distances
d1 and d2 between the microphones and S1 via equation 2:
g(S1,M1|2) =
g(S1)
d 21|2
. (2)
Additionally, the time delay ∆t for the signal from S1 arriving
at each microphone is calculated using equation 3 with the
speed of sound vs at 343 m/s:
∆t(S1,M1|2) =
d1|2
vs
. (3)
The stereo mix of the mono microphone signals creates the
impression of the sound source of interest coming from the
intended position. The distance dM can be adapted to the
outer distance between the ear cups of different headphones.
The simulation may be improved in the future through the
simulation of the human head, since with this setup a distance
dM ≥ 1 m led to the most realistic simulations [12].
4. Neural Network Models
A CNN and LSTM model were evaluated for the task of reli-
able separation of sirens. The models were implemented using
the Keras API of Google Tensorflow [3] and embedded into
the corresponding system architecture presented in section 5.
The proposed CNN model is based on the model introduced
in [10]. It is fed with 25 chronological STFT windows in
order to predict an STFT mask for the central 13th STFT
window which is then used to separate the source of interest.
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Fig. 2: Spectrum masking model. The model is fed with packages
of N STFT windows. After batch normalization, one output STFT
window mask is predicted through multiple convolutional, dropout,
dense, and one max pooling layer.
The original model from [10] was optimized in several steps,
resulting in the final model shown in Figure 2. In comparison
to the model in [10], the leaky ReLU activation functions
were substituted by regular ReLU activations [16]. The
dropout rates were increased to 30% to counteract model
overfitting [15]. Apart from increased dropout rates, a batch
normalization layer was added to normalize the input before
the convolutional layers [7]. This yielded better model
predictions on a larger variety of input data during early
testing. From a practical standpoint, this also produces a more
constant output volume of the separated sound source.
In a last step, the stochastic gradient descent optimizer of
the original model with custom parameters was replaced by
the Adam optimizer [9]. This decreased training duration
and further improved model performance. Due to exploding
gradients, a clip value of 3.0 was set for the optimizer [13].
The input of the network as denoted in Figure 2 has the two-
dimensional shape 513×N × 1, where the 513 frequency
bins result from the STFT window size of 1024 samples, as
further explained in section 5. The N windows correspond
to the 25 chronological STFT windows of the original model
from [10]. This time context of N = 25 was changed to
N = 17 windows in order to evaluate network predictions
with less data. These results are presented in section 6.1.
For potential performance improvement, the chronological
context of each predicted STFT window was also replicated
by an LSTM model [6]. The tested LSTM model uses all
layers of the CNN model in Figure 2 before the output layer
as time distributed input to an LSTM layer with 64 LSTM
cells. The metrics of this alternative model are also discussed
in section 6.1. Despite significantly longer training times,
no practical prediction improvements compared to the CNN
model were identified.
5. System Architecture
The complete system architecture for the separation of sirens
is depicted in Figure 3. One instance of the DNN is applied
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Fig. 3: Stereo separation pipeline. The stereo ambience mix is split
into left and right channels by the batch generator. The DNN for
separation is then applied three times to each channel individually.
The mono output of the two network instances is mixed back together
to obtain the final stereo output.
to each channel of the stereo input signal. The correct
localization of the siren signal is preserved through the final
mix of the two separated mono signals.
As presented in the previous section, the CNN and LSTM
models operate on data in the frequency domain in order to
learn spectrum masks. These masks are applied to the STFT
windows of the mixed ambience input, which separates the
siren by isolating corresponding frequency bins. The final
processing pipeline for this approach is depicted in Figure 4.
The network is trained with a processed ambience mix, and
Ambience
Siren
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STFT Clustering DNN Mult.
ISTFT
Mono OutputSTFT
Div.
Teaching Input
Fig. 4: Spectrum masking pipeline. The ambience mix and siren
signal are converted to the frequency domain. The DNN is trained
to predict spectrum masks to separate the siren signal from the mono
ambience mix.
a processed version of the siren signal as the teaching input.
Both the mix and the siren signal are first transformed into
the frequency domain via STFT. The transformation uses the
Hann window function on a window size of 1024 samples and
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a window overlap of 512 samples. This results in complex
STFT windows in the shape 1024× 1.
Since the neural network only operates on real data, the
magnitude spectrum of each STFT windows is used for
further processing. This results in spectrum windows in the
shape 513× 1. For the teaching input of the network, the
magnitude windows of the ambience mix and the siren signal
are divided by one another to obtain the desired spectrum
masks. The calculation of each spectrum mask ~m for the
respective ambience and siren STFT windows ~wa and ~ws is
denoted in equation 4:
~m =
{ |~ws,i|
|~wa,i| if ~wa,i 6= 0
0 else
for i = 1, 2, . . . , 513 . (4)
Instead of training the network to predict one spectrum mask
for one spectrum window as its input, a clustering step
provides the network with more time context. The clustering
step adds N−12 windows before and after the STFT window
of interest to the network input. The network thus receives
packages of magnitude windows in the shape 513×N × 1.
It then outputs a mask in the shape 513× 1 for the N+12 th
input window, with all mask entries lying in the interval [0, 1].
Since the network is only fed with the magnitudes of the
complex STFT windows, the original phase information of
the complex STFT windows is added back to the spectrum
windows before the spectral masks are applied. The separated
time signal can then be calculated using the inverse short-term
Fourier transform.
6. Evaluation
The presented DNN models were evaluated in a quantitative
and qualitative manner. The different metrics as well as the
separation results from a realistic acoustic scene simulation
are presented in the following.
6.1. Network Model Metrics
The final training metrics of the CNN and LSTM models
are shown in Figure 5. It is apparent that the CNN with a
time context of eight STFT windows converges to consistently
lower loss metrics in terms of training, validation and testing
compared to the LSTM model. Taking into account the signif-
icantly longer training duration of a median of 18199 seconds
for the LSTM model compared to the 699 seconds for the
CNN model, the CNN clearly achieves better performance.
Since alerts, including sirens, are typically short sounds that
stand out from an auditory scene, it was tested if reducing
the number of STFT windows fed into the CNN could de-
crease training and prediction durations without compromis-
ing model accuracy. Figure 5 shows training results with eight
STFT windows compared to twelve STFT windows.
The CNN with a time context of eight STFT windows shows
clear signs of overfitting after about 13 epochs. Conversely,
the model with eight windows seems to converge slightly
sooner and trains about 25% faster with respect to the median
training times of 525 seconds and 699 seconds, respectively.
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Fig. 5: Training results. The first two charts show the less accurate
results of the LSTM model despite a roughly 25 times longer training
time compared to the CNN model. The third chart shows the CNN
loss trend with a time context of eight STFT windows, the bottom
chart for a time context of twelve STFT windows. For each scenario,
the median training time for one epoch is denoted above.
After 18 epochs, however, the CNN with a time context
of twelve windows reaches a loss minimum below all loss
minima of the eight window time context model. The CNN
was therefore identified as the better performing model.
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6.2. Spatial Audio Scene Simulation
For a realistic evaluation of the system with the better per-
forming CNN model, recordings in a large test room with a
three-dimensional speaker arrangement were made. The room
dimensions are 9 m× 7.1 m× 4.7 m (L×B×H). The speaker
setup consists of 49 satellite speakers and four subwoofers.
The Fraunhofer SpatialSound Wave technology was used
to play back three-dimensional ambience recordings on the
speaker setup via the object-based audio approach [5]. Be-
sides the realistic playback of the ambience recordings, the
setup enables the mapping of a siren signal to an audio object
which can arbitrarily be moved in space.
Two condenser microphones were placed at the acoustic hot
spot of the demo room. A distance of 0.2 meters between
the microphones was chosen for a distance similar to small
microphones as they could be attached to the back of ear cups.
Three different sirens were each moved along a circular
and linear audio object path as shown in Figure 6. The
Fig. 6: Automated siren movements. The sirens are moved along the
360◦circular path at the top to explicitly test localization accuracy.
The linear path at the bottom simulates sirens passing by in traffic.
sirens represent a German, American Wail and American
Yelp police siren. Common traffic noise was played back
from a three-dimensional recording to simulate a realistic
traffic ambience. The volume ratio between the sirens and
traffic ambience was adjusted by ear. For the circular siren
movement, a constant siren gain was chosen to explicitly
test the localization accuracy of the CNN model at every
azimuth α. In the case of the linear siren movement, the
volume of the siren was automated to be distant dependent, i.e.
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Fig. 7: Separation results for circular siren movements. The CNN
produces reliable results apart from short interruptions in the German
and wail siren signals.
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Fig. 8: Separation results for linear siren movements. The louder
parts of the sirens are separated successfully, while the quieter parts
are not always recognized.
increasing towards the microphone position and decreasing
while moving away from it.
Separation results for the circular siren movement are shown
in Figure 7. The spectrograms are plotted on the Mel
frequency scale using the monophonic sum of the signals [11].
The separated sirens are close to the original siren signals
and the sections without sirens are successfully kept quiet
by the network. The slightly brighter areas around the main
sinusoidal siren sound waves indicate a low remaining noise
floor in the separated sequences.
Separation results for the linear siren movement path are
plotted in Figure 8. Contrary to the separation results of
the constant siren volume on the circular movement path,
these results reveal unreliable separations for the quieter siren
sections. While the German siren is recognized throughout
most of its occurrence in the recorded ambience mix, both
the yelp and wail siren are only separated properly during
the louder sections, i.e. when the virtual distance of the siren
decreases towards the microphone position. This indicates
that the CNN is not able to reliably detect sirens below a
certain volume threshold.
Although quieter siren signals appear to remain a challenge
for the tested models, quiet sirens may also be less of
importance if they are far away. Further simulated or real-life
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tests will therefore be needed to reliably identify the detection
boundaries of the proposed architecture and optimize the
presented system and training data accordingly.
7. Conclusion
This paper compared a CNN and LSTM model with a cor-
responding system architecture for the separation of sirens.
The CNN model training is quicker and produces more
accurate results. The CNN model was also evaluated from a
practical standpoint using the Fraunhofer Spatial SoundWave
technology for an object-based traffic scene playback. The
circular movement of three typical sirens around the micro-
phone position showed reliable separation results. The linear
movement simulation revealed detection boundaries for siren
signals below a certain volume threshold.
Future research may reveal more efficient architectures that
meet the limited system resources and realtime requirements
of an embedded system inside noise-cancelling headphones.
Processing delays will need to be kept within strict time
constraints, for instance in dangerous traffic situations, while
conserving system resources, e.g. with respect to battery life.
For a guaranteed reliable performance in difficult situations,
the exact boundaries of the proposed system will need to be
identified and corresponding training data optimizations will
need to be made.
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