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 Transcriptional regulation is the principal mechanism in establishing 
cell-type specific gene activity by exploring an almost infinite space of different 
combinations of regulatory elements, transcription factors with high precision. 
Recent efforts have mapped thousands of candidate regulatory elements, of 
which a great portion is cell-type specific yet it is still unclear as to what fraction 
of these elements is functional, what genes these elements regulate, or how they 
are established in a cell-type specific manner. In this dissertation, I will discuss 
methods and approaches I developed to better understand the role of regulatory 
elements and transcription factors in gene expression regulation. 
First, by comparing the transcriptome and chromatin landscape between 
mouse and human innate immune cells I showed specific gene expression 
programs are regulated by highly conserved regulatory elements that contain a 
set of constrained sequence motifs, which can successfully classify gene-
induction in both species. Next, using chromatin interactions I accurately defined 
functional enhancers and their target genes. This fine mapping dramatically 
improved the prediction of transcriptional changes. Finally, we built a supervised 
learning approach to detect the short DNA sequences motifs that regulate the 
activation of regulatory elements following LPS stimulation. This approach 
detected several transcription factors to be critical in remodeling the epigenetic 
landscape both across time and individuals.  
!vii
Overall this thesis addresses several important aspects of cis-regulatory 
elements in transcriptional regulation and started to derive principles and models 
of gene-expression regulation that address the fundamental question: “How do 
cis-regulatory elements drive cell-type-specific transcription?” 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I. CHAPTER I: INTRODUCTION 
The human body consists of over 200 different cell types, with each 
performing a highly specialized function.  All cells are derived from a single 
fertilized oocyte and contain the same blueprint DNA. Lineage specification is 
achieved by a precise choreography of gene expression, which leads to cell-
specific programs.  In eukaryotes, gene expression regulation can be achieved at 
any step starting from transcription to mRNA processing to translation or through 
post-translational modifications of the proteins. In this dissertation, I focus on 
understanding how gene expression is regulated at the transcription step.  
Less than 2% of the human genome accounts for the coding-sequences 
(i.e gets processed by cellular machinery into proteins) the rest of the genome 
has non-coding regions. These non-coding regions are composed of several 
structural elements (like telomeres, centromeres, etc), cis-regulatory elements, 
introns, repeats, and pseudogenes. Cis-regulatory elements can be broadly 
classified into two main groups: promoters (elements proximal to transcription 
start sites) and enhancers (the distal elements). These regulatory elements are 
central to gene expression, in that they control cell-type specificity, environmental 
context, and magnitude of gene expression. These elements act as docking sites 
for several transcription factors (TFs) and the signal from this combination of TFs 
will express or repress the expression of a gene. Thus, gene expression 
regulation at transcription in eukaryotes is mainly due to the interplay between 
multiple cis-regulatory elements and transcription factors that are bound within 
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them. Even though cis-regulatory elements are dispersed throughout the genome 
they are able to communicate with each other via the three-dimensional structure 
of the chromatin.   
I.1. Chromatin Structure 
The human genome is 2 meters long, and its packaging into the 10 𝞵m 
nucleus is achieved through several levels of hierarchical foldings. At the first 
level, DNA is wrapped around histone octamer that consists of 2 copies of the 
four histone core proteins (H2A, H2B, H3, and H4) and this structure is called a 
nucleosome.  Nucleosomes are further condensed to form higher-order 
chromatin structure. This next level of folding ensures that the spatially separated 
DNA regions can now be in very close proximity to each other in three-
dimensional (3D) space. Histones in the nucleosome also undergo a variety of 
post-translational modifications, usually at the C-terminal or N-terminal ends 
(called histone tails).  The amino acid of the histone tail that is modified and the 
type of modification it undergoes determines the accessibility of the DNA and 
chromatin compaction. The packaging of chromatin in eukaryotes serves two 
major functions of the cells (1) it compacts the genomic DNA so it can fit into the 
nucleus and (2) the context-specific folding and unfolding of chromatin, 
modulates the accessibility of the genome to the transcription factors which in 
turn establish the spatiotemporal gene expression patterns. 
Microscopy-based methods have shown that the genome is organized into 
compartments that have distinct functional properties (van Holde 2012). The 
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nucleolus, heterochromatin, and euchromatin are the prominent nuclear 
compartments. The nucleolus is organized around regions that encode ribosomal 
genes. Heterochromatin is found along the nuclear periphery and consists of 
inactive or repressed genomic regions. Euchromatin, on the other hand, is 
organized in the nuclear interior and consists of active genes and regulatory 
elements. Within euchromatin, genes with similar functions are shown to form 
sub-compartments. For example, histone genes from various chromosomes 
preferentially form a cluster as well as the active genes of immunoglobulin heavy 
chain and the receptors of B and T lymphocytes. Recently this functional 
organization of the nucleus is thought to be due to a phenomenon called phase-
separation. In phase separation, a mixture of macromolecules present at high 
concentration in a solution separate into distinct phases based on their affinity to 
form compartments (Palikyras and Papantonis 2019; Sabari et al. 2018).    
With the advent of high throughput assays for mapping genome 
organization, the resolution at which the nuclear organization can be studied 
increased dramatically.  These studies showed that there are sub-compartments 
in euchromatin called topologically associated domains (TADs) (Nora et al. 2012; 
Dixon et al. 2012). TADs contain DNA elements that make high-frequency 
interactions with one another compared to elements in adjacent regions. Specific 
examples show that TADs not only facilitate regulatory interactions for promoters 
and enhancers but also insulate the gene promoters from spurious activation by 
enhancers in the neighboring TADs. But genome-wide depletion of TAD 
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boundary elements like CTCF, cohesin or genome-wide rearrangement of TAD 
boundaries showed very modest changes in gene-expression (Ghavi-Helm et al. 
2019; Splinter 2006; Schwarzer et al. 2017; Yokoshi, Segawa, and Fukaya 2020).  
I.2. Epigenome And Epigenetics 
The epigenome is defined as the map of chemical changes observed in 
the DNA molecule and histone proteins. These changes, in fact, don’t modify the 
underlying DNA sequence but alter the way cellular machinery interprets 
genomic instructions. Although all cells in our body have the same exact blueprint 
of DNA, what varies among different cells is the epigenome.  Epigenetic 
modifications are uniquely established during cellular differentiation and can 
undergo further changes in response to environmental factors.  Epigenetic 
modifications are also inheritable i.e, they can be passed onto offspring during 
cell divisions in the form of “Epigenetic Memory”.  An example of trans 
generational epigenetic memory occurring in humans is “the Dutch hunger winter 
of 1944”. In this study, it was shown that maternal malnutrition is correlated to the 
susceptibility of metabolic disorders in offspring (Schulz 2010). In another 
example, epidemiological studies showed a reduced risk of hayfever and asthma 
in children exposed to endotoxins. Prior exposure to endotoxins also resulted in 
reduced immune activation (Schuijs et al. 2015) due to sustained nucleosomal 
remodeling at promoter and enhancer regions. This chromatin remodeling is 
associated with altered responses, thus providing an epigenetic memory of the 
first stimulus (Netea 2013; Kim et al. 2019). 
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The best-studied epigenetic modification is DNA methylation, where 
methyl groups are attached to DNA molecules by enzymes called DNA 
methyltransferases. DNA methylation is key to processes like X chromosome 
inactivation, imprinting, and repression of transposable elements (Phillips and 
Others 2008). The second most popular epigenetic modification is the 
modifications to the histone tails in the nucleosomes by histone modifiers. 
Lysines, serines, and arginines of the histone tail undergo modifications such as 
methylation, acetylation, ubiquitylation, phosphorylation, and sumoylation.  These 
histone tail modifications affect gene expression by either altering the chromatin 
compaction or by recruiting different histone-modifying enzymes (Bannister and 
Kouzarides 2011). Several consortia like Roadmap Epigenome, Encode, 
International Human Epigenome Consortium, Blueprint Epigenome over the last 
few years have generated epigenetic maps for many different cell types and 
states. These efforts resulted in a comprehensive catalog that associates 
particular modifications with various genomic features. For example, when the 
lysine 9 residue on histone H3 undergoes trimethylation (H3K9me3) it is 
correlated with constitutive heterochromatin (Zhou, Goren, and Bernstein 2011). 
H3K4 trimethylation (H3K4me3) is correlated with promoters, H3K4 
monomethylation (H3K4me1) is correlated with enhancers, and acetylation of 
H3K27 (H3K27ac) is correlated with transcriptional activity. H3K27ac can be 
found both on promoters and enhancers of actively transcribing genes 
(Creyghton et al. 2010; Zhou, Goren, and Bernstein 2011). Combinations of 
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various histone modifications can be used to sub-classify regulatory regions. For 
example, regions marked with H3K4me1 and H3K27ac are usually classified as 
“active” enhancers while regions marked with only H3K4me1 are considered 
“poised” enhancers. In recent years, the catalog of putative enhancers has grown 
and now the estimate is that there are over one million such elements in the 
human genome. Throughout this dissertation, I heavily rely on H3K27ac, 
H3K4me3 and H3K4me1 marked regions to define cis-regulatory elements and 
their functional state. 
I.3. Transcriptional Machinery 
While the epigenetic landscape establishes the role of genomic regions in 
a particular cell state or in response to external factors, the transcriptional 
machinery, composed of RNA polymerases, transcription factors, and other 
protein or RNA complexes is required for the actual transcription. Eukaryotic cells 
have 3 classes of RNA polymerases (RNA-Pol) I, II, and III each playing a major 
role in transcribing different classes of RNA molecules. All protein-coding genes 
are transcribed by RNA-Pol-II, while ribosomal RNAs (rRNA) and transfer RNAs 
(tRNA) are transcribed by RNA-Pol-I and RNA-Pol-III.  Even though RNA 
polymerase is a key component of the transcriptional machinery it is not sufficient 
to drive transcription. RNA polymerases require general transcriptional factors 
(GTFs) and other transcriptional factors  (TFs) for transcription.  
RNA polymerases along with GTFs form a pre-initiation complex (PIC) at 
promoter regions.  Although GTFs and RNA polymerase enzymes comprise the 
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minimum components of transcription initiation, these factors alone generally 
lead to low transcriptional activity. However, there is a large class of TFs in the 
cells that don’t belong to the GTF class. These TFs bind to either promoter or 
enhancers and control the expression of specific genes in specific contexts. In 
the early 2000s, researchers identified an additional co-factor that was required 
for particularly RNA-pol-II called the “Mediator complex”. Initially, the mediator 
complex was thought to act as a structural bridge between enhancers and 
promoters facilitating their interaction (Kagey et al. 2010). But Recent studies 
showed that the mediator complex has a little role as a structural bridge but 
influences the formation of PIC by recruiting RNA-Pol-II to promoters and second 
to act as a bridge between transcription factors and RNA-Pol-II (El Khattabi et al. 
2019).  
TFs can act as activators of gene-expression or can repress it. Many of 
the TFs have a DNA binding domain which binds to specific genomic sequences. 
The genome-wide consensus sequence for every TFs is called transcription 
factor binding motif. During the “OFF state” nucleosomes are tightly wrapped and 
the underlying DNA is inaccessible to the TFs. But upon switching to permissive/
open chromatin state, the accessible regions are established. These regions give 
TFs access to their binding sites. The accessible regions are found around the 
transcription start sites (TSS) in the promoters and enhancers. In general, 
accessible regions are about 100 to 1000 base-pairs.  TFs are often found to be 
bound as homo or heterodimers. Also, different combinations of TFs are required 
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for precise gene-expression. These combinations vary between cell-types and 
cellular context, giving cells another layer to fine-tune gene expression. An 
example of combinatorial regulation at the TF level can be seen at the Interferon-
beta enhancer.  This enhancer requires binding of three different TFs NFKB, 
IRF3 (homodimer) or IRF3/IRF7 (heterodimer) and ATF2/cJUN (heterodimer) 
upon viral infection to transcribe the IFN-beta gene upon viral infection (Thanos 
and Maniatis 1995). Often such cases where the assembly of many TFs is 
required are referred to as “Enhanceosomes”.  In enhanceosomes, TFs act in 
cooperation and the loss of even one bound TF disrupts the function of the 
enhancer. “Billboard” enhancers, on the other hand, are modular, where the 
binding of each TF is not necessary for enhancer activity but rather has an 
additive or synergistic effect (Arnosti and Kulkarni 2005). 
I.4. Assays To Map Transcriptional and Epigenetic States 
With the advent of sequencing technologies, global maps of RNA and 
epigenome are available for various different cell types. In recent years the 
sequencing platforms have been revolutionized and become very affordable. For 
example, the human genome project which was started in 1990, cost over a 
billion dollars and took over a decade to finish, while today we can sequence a 
whole genome for about a thousand dollars in one day (Sheikh 2018). In this 
section, I will go through the existing assays that are widely used to map different 
epigenetic and transcriptional states of the cells. 
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I.4.I. Transcriptome Profiling by RNA-Seq 
RNA-Seq Is a Transcriptome Profiling Technique That Uses Next-
Generation Sequencing. RNA-Seq Was First Done in 2007 To Capture Poly(a) 
mRNAs. The Method Commonly Involves Isolation of Total RNA From the Cell(S) 
and Reverse Transcription To Generate cDNA. Finally, DNA Adapters Are Ligated 
To Enable Sequencing on Next-Generation Sequencers. This Technique Has 
Evolved To Capture Non-Poly(a) Transcripts at Single-Cell Resolution. Today 
There Are Multiple Flavors of RNA-Sequencing Protocols That Enable the 
Researcher To Study Not Only Mature Transcripts but Also Immature Transcripts 
That Are Actively Being Transcribed. Other Methods Such as Crosslinking 
Followed by Immunoprecipitation Can Also Be Coupled to RNA-Seq To Identify 
Species of RNA That Are Associated With a Given Protein.   
Data analysis of the RNA-seq experiment typically starts by mapping raw 
reads generated through sequencing to the transcriptomic or genomic reference 
sequence. Next, the number of reads that are mapped to each annotated 
transcript is tabulated to compile an expression matrix. The expression matrix is 
further processed to remove lowly expressed genes or to normalize the gene 
counts and correct for technical artifacts between samples (Yukselen et al. 2019).  
I.4.II. Chromatin Immunoprecipitation Followed by High-Throughput Sequencing: 
ChIP-Seq 
Chromatin Immunoprecipitation (ChIP) is commonly used to detect 
protein-DNA interactions. In a typical ChIP experiment, cells are crosslinked with 
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formaldehyde, which allows the proteins and the interacting DNA molecules to be 
stabilized in the nucleus. Cells are then lysed to extract the crosslinked protein-
DNA complexes. The lysate is further sheared either mechanically, enzymatically 
or both. The sheared lysate is enriched for the protein of interest using an 
antibody against it. The resulting material is then reverse-crosslinked to extract 
DNA bound to the protein. This DNA is then ligated to sequencing adaptors and 
amplified to generate a sequencing library that can be sequenced on any next-
generation sequencers. The mechanical and enzymatic shearing used in ChIP-
seq experiments is known to have sequence biases (Auerbach et al. 2009). To 
account for these biases it is necessary to collect control samples. Two types of 
controls are also typically generated side by side of the samples. In the first type, 
an IgG mock-antibody is used to pull down the sheared DNA-protein complexes. 
This pulldown enriches for non-specific DNA-protein complexes which are 
subsequently processed as the samples and sequenced. The second type of 
control is “input-DNA”. In this case, no antibody is used for enrichment and a 
certain amount of DNA-protein complexes are processed as if they were output 
from enrichment and sequenced.   
The analysis pipeline for ChIP-Seq experiments is similar to that for RNA-
seq. The sequencing reads generated from the sequencer are aligned to the 
genome and the signal enrichment for all the genomic locations is then computed 
by comparing the samples with either IgG or input libraries.  This step is called 
peak-calling. There are several well-established methods for peak calling such as 
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MACS (Zhang et al. 2008), SPP (Ji et al. 2008) or Scripture (Guttman et al. 
2010). Depending on the protein which is pulled down the peaks from a ChIP-seq 
experiment can be 1) localized, where the binding site is detected as a peak and 
is typically under 500bp. These peak sizes are expected from transcription factor 
ChIP-Seq experiments. 2) somewhat broad, where the peaks are around 2kb 
wide. Such cases are typical for many histone modifications, and 3) extremely 
broad regions, where the peak widths span several hundred kbs. This type of 
broad peak is observed in cases such as after pull-down of H3K27me3, a 
modification observed over large portions of the genome that are repressed. 
I.4.III. Chromatin Accessibility 
Nucleosome-free regions of the genome have increased accessibility for 
transcription factors and other components of the transcriptional machinery to 
bind. These regions are referred to as “Open chromatin” or “nuclease 
hypersensitive sites”. In 1973 Hewish and Burgoyne showed that active 
chromatin is preferentially digested by endonucleases (Hewish and Burgoyne 
1973) and the resulting digested material showed a periodic banding that 
captured different levels of nuclear architecture. Since then, endonucleases 
became a widely used method to create maps of open chromatin regions.  After 
the advent of sequencing technologies, researchers were able to couple the 
endonuclease digested chromatin material with next-generation sequencing to 
map these regions genome-wide. The most widely used enzymes for mapping 
open chromatin regions are DNase-I (DNAse-Seq) (Boyle et al. 2008), 
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micrococcal nuclease (MNase-Seq) (Hoeijmakers and Bártfai 2018) or a hyper-
active Tn5 transposase (ATAC-seq) (Buenrostro et al. 2013). The DNA fragments 
from these assays display periodic banding patterns. The smaller fragments 
(<75bp) from such digested material often correspond to regions where TFs are 
bound. Larger size fragments correspond to mono-nucleosomal fragments 
(200bp), or di-nucleosomal (around 400bp) and so on. Aggregating all the short 
fragments genome-wide, from a population of cells, provides a high-resolution 
map that enables us to detect the footprints of DNA-binding proteins, which are 
typically between 8-20bps. These footprints are found in all cis-regulatory 
elements. In theory, such high-resolution chromatin accessibility maps, combined 
with computational methods to detect TF footprints, can be used in place of 
generating individual TF binding maps. But this goal has many challenges. First, 
for a given TF, binding sites across the genome have different affinities, which 
affect the quality of the footprint. Second, many TFs do not leave a clear 
footprint, making it difficult for many existing computational pipelines to identify 
these sites. In Chapter IV, I will discuss a straightforward approach, developed in 
collaboration with Dr. Nir Yosef’s lab, to address these challenges. 
I.4.IV. Chromatin Interactions 
Chromatin architecture and folding is one of the major mechanisms of 
regulating gene expression. Chromatin interactions can be studied using two 
types of methods: microscope-based or molecular biology-based. 
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I.4.IV.1. Microscope Based Techniques 
Previously, light microscopy has enabled us to peek into the chromatin 
architecture of individual cells at 50-100nm resolution. With this resolution, it was 
possible to visualize chromosome shapes and their distribution in the nucleus. 
With the invention of high-resolution microscopes such as electron microscopes, 
STORM microscopy, etc, the resolution at which the nuclear architecture can be 
studied has greatly improved. By using fluorescent labeling, we are now able to 
visualize locations of specific RNA/DNA sequences in the nucleus of live or fixed 
cells. The fluorescent tags can be inserted into the DNA or delivered to the target 
location using a dead-cas9 (dCas9) (Ma et al. 2016).  The newer methods like 
oligopaint and oligostrom have revolutionized the microscope-based techniques 
by making it possible to study chromosome architecture at <= 20nm scale 
(Beliveau et al. 2017). While these techniques have the capability of measuring 
the same events within a single cell, they are fundamentally limited by the 
number of simultaneous events that can be measured, and by the resolution at 
which they can be measured.   
I.4.IV.2. Molecular Biology Based Techniques  
Chromosome conformation capture, commonly referred to as 3C, was the 
first molecular biology-based technique to map chromatin interactions (Dekker et 
al. 2002). This technique requires the chromatin to be crosslinked and digested 
with restriction enzymes. The digested chromatin is then ligated, to create 
chimeric DNA ligation product of interacting regions. The frequency of interaction 
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between the two regions is then quantified using qPCR probes against them. The 
major limiting step for this approach is that it depends on knowing the sequence 
of interacting regions ahead of time. Later, circular chromosome conformation 
capture (commonly known as 4C) was developed, which can capture all the 
interacting regions of a given locus (one to all) (Simonis et al. 2006; Zhao et al. 
2006). This was followed by chromosome conformation capture carbon copy 
(5C), where larger genomic regions, and all of its interactions (many to many), 
could be captured (Dostie et al. 2006). In 2009, the HiC technique was 
developed to capture all interactions genome-wide (all versus all) (Lieberman-
Aiden et al. 2009). In the past few years, many variations of HiC based 
techniques were developed to increase the resolution and probe enhancer-
promoter interactions. These methods include enrichment of the digested 
chromatin lysate with antibodies of interest (HiChIP) or the use of hybridization 
probes for sequences of interest (C-HiC) (Mumbach et al. 2016; G. Li et al. 2012; 
Schoenfelder et al. 2018). All the C-based techniques rely on the same initial 
steps of crosslinking the chromatin, digesting with enzymes and proximity 
ligation. However, proximity ligation can only capture pairwise interactions,  which 
does not fully capture all the chromatin interactions that involve more than two 
interacting genomic regions.  
I.4.IV.3. Methods To Capture Higher Order Chromatin Interactions 
Recently, three different ligation-free methods were developed to assay 
higher-order chromosome conformations beyond pairwise interactions: 1) GAM 
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(genome architecture mapping), 2) ChIA-DROP, and 3) SPRITE (Split pool 
recognition of interactions by tag extension).  
GAM infers chromatin architecture by the presence or absence of contacts 
in randomly sliced ultra cryosections in a population of nuclei. Like other 
microscope-based techniques, GAM inherently has single-cell resolution and 
doesn’t depend on digesting the chromatin, but requires specialized equipment 
and training (Beagrie et al. 2017).   
In ChIA-Drop, the nuclear lysate is digested after crosslinking, the lysate is 
then flown through a microfluidic device such that each chromatin complex is 
encapsulated in a droplet. The droplet also delivers adapters and barcodes that 
get ligated to the DNA. All the DNA fragments with the same barcodes are then 
used to decipher all the contacts that were cross-linked together (Zheng et al. 
2019).  
SPRITE uniquely barcodes all molecules within a crosslinked complex by 
repeatedly splitting all complexes across a 96-well plate (“split”), ligating a 
specific tag sequence onto all molecules within each well (“tag”), and then 
pooling these complexes into a single well (“pool”). After several rounds of split-
pool tagging, each molecule contains a series of ligated tags, which are referred 
to as a barcode. Because all molecules in a crosslinked complex will travel 
together through each round of the split-pool-tagging process, molecules in an 
interacting complex will contain the same barcode, whereas non-interacting 
molecules in separate complexes will travel independently and receive different 
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barcodes. The probability that molecules in two independent complexes receive 
the same barcode decreases exponentially with each additional round of split-
pool -tagging. For example, after 6 rounds, there are ~1012 possible unique 
barcode sequences, which exceeds the number of unique DNA molecules 
present in the initial sample (Quinodoz et al. 2018).  
I.5. Dynamic Transcriptional Regulation 
Steady state mRNA expression level is an equilibrium between 
transcription and degradation rates. Post-transcriptional regulation of mRNAs 
impacts their stability (Mezan et al. 2013). Thus using a steady state system 
complicates the understanding of the role of enhancers in gene-expression 
regulation.  
To overcome these limitations I used dynamic cellular systems such as 
innate immune cells. This system has well defined temporal changes in gene-
expression levels which are mostly transcriptionally regulated (Rabani et al. 
2011). For example, our lab and others have shown that when macrophages or 
dendritic cells are stimulated with various pathogen-derived ligands’ thousands of 
genes and cis-regulatory elements undergo changes in well defined temporal 
clusters (Donnard et al. 2018; Garber et al. 2012; Bornstein et al. 2014; Smale, 
Tarakhovsky, and Natoli 2014; Link et al. 2018). The genes that are quickest to 
respond are the ones that do not depend on the synthesis of their activators but 
rely on the latent transcription factors (Fowler, Sen, and Roy 2011; Escoubet-
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Lozach et al. 2011). The second part of the transcriptional cascade is dependent 
on the proteins encoded by the primary wave.  
These robust transcriptional cascades that innate immune cells mount 
upon stimulation makes them an ideal system to study the contribution of cis-
regulatory elements in the transcriptional response. The cascade of events will 
allow us to study the specific programs in isolation along with global trends.  
I.6. Conservation of Regulatory Landscape 
Genome-wide maps of histone modifications characteristic of regulatory 
activity such as H3K27ac, H3K4me1, and H3K4me3, revealed hundreds of 
thousands of potential regulatory elements in mammalian genomes. It is still 
unclear what fraction of these elements are actually functional. While 
experimentally probing each element to determine their activity would be ideal, 
their sheer number combined with the need to probe in a cell type-specific 
manner makes systematic experimental approaches unfeasible.  
One approach to assess the functional role of regulatory elements is to 
use comparative genomics, which relies on millions of loss-of-function or gain-of-
function experiments selected by nature through evolution.  Theoretically, 
functional elements in the genome should have high constraints across species. 
By tracking evolutionary changes between species to identify regions with 
varying conservation we should be able to infer their function. Early comparative 
studies using DNA sequences alone estimated that about  5% of the human 
genome is under evolutionary constraint (Lindblad-Toh et al. 2011; Mouse 
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Genome Sequencing Consortium et al. 2002). Given that less than 2% of the 
human genome consists of coding genes, a majority of the regions under 
selection correspond to non-coding regulatory elements or cis-regulatory 
elements. While the premise of “functional elements having high conservation” is 
reinforced by the success of comparative sequence analysis in annotating coding 
sequences, however, the non-coding genomic elements like TF binding sites and 
enhancer marks undergo rapid turnover across the mammalian phylogeny 
(Odom et al. 2007; Schmidt et al. 2010; Ballester et al. 2014). This gain or loss of 
species-specific enhancers across phylogeny is not concomitant with gain or loss 
of genomic sequence, instead, the majority of species-specific enhancers are 
composed of ancestral sequences that gain enhancer activity in a species-
specific manner (Villar et al. 2015).  Given this dichotomy of conserved regulatory 
elements estimated from sequence conservation and biochemical assays, we 
hypothesized that enhancers with high evolutionary constraints could be 
controlling critical gene expression programs, whose misregulation is 
deleterious.  
In chapter II, we used comparative genomics approaches and temporal 
analysis to understand how different gene expression programs are regulated. As 
a result, I was able to find that regulatory element conservation is not 
homogeneous across all enhancers, but rather that it differs across programs. In 
particular, I found that regulatory elements associated with conserved early 
induced genes are conserved at twice the rate than those associated with other 
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expressed genes. Not only regulatory element activity is conserved, but also the 
underlying sequence is under purifying selection. This allowed us to identify a 
large set of constrained sequence motifs within active enhancers. This motif 
lexicon, and their presence in the regulatory elements of response genes, can 
successfully predict gene induction in both human and mouse dendritic cells. 
I.7. Using 3D Interactions To Understand Complex Regulatory 
Landscape 
Two dimensional genome-wide maps of chromatin modifications and 
accessibility suggest that, on average, a mammalian gene is connected to 5 
enhancer regions, and these enhancers can reside at large linear distances from 
the promoter of that gene (Donnard et al. 2018; González, Setty, and Leslie 
2015). Interaction maps created by 4C or promoter capture HiC assays reveal 
that enhancers do not always regulate the closest gene (measured by linear 
distance) (Ghavi-Helm et al. 2014), and they can regulate more than one target 
gene (Fukaya, Lim, and Levine 2016). To further complicate this picture, not only 
do enhancer-promoter (E-P) interactions vary between cell-types and states 
(Heintzman et al. 2009), they are also transient (Amano et al. 2009). These 
pieces of evidence suggest that gene expression is the result of complex 
multivalent interactions between many different regulatory elements that vary 
from cell to cell and present a central challenge in mapping E-P interactions.  
Beyond linear proximity to promoters, there are many approaches to 
define enhancers for a given gene. These methods link enhancers to their target 
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genes based on integrating hundreds of 2D data from diverse cell types or by 
correlation of signal between enhancers and target promoter or by even pairing 
enhancers to promoter based on complementary TF binding sites (X. Li and Noll 
1994; Merli et al. 1996; Gong and Dean 1993). However, all of these methods 
result in low to modest prediction accuracy.  
Other approaches such as perturbation screens are powerful to identify 
elements that have regulatory potential. While perturbation platforms have 
accelerated recently with the successful development of genome engineering 
based on CRISPR-Cas9 and their adaptation to genome-wide enhancer screens 
have uncovered critical new insights (Xie et al. 2017; Gasperini et al. 2019), 
these approaches are limited by the number of enhancers they can validate and 
further the effect size of many individual enhancers elements are likely to be less 
than 20% of total gene expression levels, which is below the sensitivity of most 
current assays. 
One alternative is to use the 3D structure of the chromatin to identify 
functional enhancers in a cell type. Methods such as promoter-capture HiC or 
HiChIP, have provided the first important insights into these questions by 
generating a “zoomed-in” view of pairwise E-P interactions. However, they have 
several intrinsic limitations and, as a result, cannot fully uncover the mechanisms 
of the complex interactions that regulate gene expression. Specifically, (i) these 
methods are exclusively pairwise and therefore cannot detect higher-order 
interactions entailing multiple enhancers interacting with a single promoter, and 
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(ii) these methods represent an ensemble of interactions that are averaged 
across a large population of cells, some of which are undergoing active 
transcription and others that are not. 
In chapter III, I used single-molecule chromatin interaction data to 
differentiate functional from non-functional enhancers within a cell type. I show 
that using promoter interactions as opposed to linear proximity I can more 
accurately define functional enhancers. This fine mapping dramatically improved 
the prediction of transcriptional changes in response to an environmental 
stimulus. For genes with complex regulatory landscapes, I show two modes of 
regulatory configuration: stable and transient interactions. By integrating single-
molecule chromatin configurations with single-cell RNA-seq data, I showed that 
genes with transient chromatin interactions have higher variability in gene 
expression. My data and analysis are the first attempts to map genome-wide 
combinatorial interactions of enhancers and promoters at single-cell resolution. 
Our results shed light on the role of chromatin conformations dynamics in driving 
the transcriptional response. Using this approach, we can start to derive 
principles, models, and understandings of E-P interactions, to address the 
fundamental question of how cis-regulatory elements drive cell-type-specific 
transcription.  
I.8. Remodeling of Epigenetic Landscape 
Cis-regulatory elements undergo dynamic state changes from being 
poised to getting activated in response to the extracellular cues and changes in 
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cellular states. It has been shown previously that H3K4me3 which marks posed 
promoters is largely invariable across cell types or states while the activity mark 
H3K27ac (marking transcriptionally active regulatory elements) is specific to cell 
type or state (Heintzman et al. 2009). The gain or loss of the histone acetylation 
is mediated by a family of enzymes called histone acetyltransferases (HATs) and 
histone deacetylases (HDACs).  Upon receiving the trigger for change 
constitutive TFs in the cell undergo post-transcriptional modifications that 
facilitate them to shuttle into the nucleus, where they bind their DNA binding 
motif. These modifications that TFs undergo also enable them to interact with 
other TFs and histone-modifying enzymes (Mokrani et al. 2006; Katto et al. 2013; 
Gerritsen et al. 1997).   
In chapter IV, I will discuss a supervised learning approach developed in 
collaboration with Yosef lab, to detect chromatin binding events (TF footprints). 
Using the transcription factor footprints from dynamic and non-dynamic ATAC-
seq peaks, we are able to predict the changes in the local H3K27ac signal. By 
this approach, we prioritized TFs whose binding leads to temporal changes in 
local chromatin activity.  
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II. CHAPTER II: Comparative Analysis of Immune Cells 
Reveals a Conserved Regulatory Lexicon 
II.1. Preface 
This research chapter encompassed work published in Cell Systems, by 
Elisa Donnard*, Pranitha Vangala*, Shaked Afik*, Sean McCauley, Anetta 
Nowosielska, Alper Kucukural, Barbara Tabak, Xiaopeng Zhu, William Diehl, 
Patrick McDonel, Nir Yosef, Jeremy Luban, Manuel Garber. The publication is 
entitled “Comparative Analysis of Immune Cells Reveals a Conserved 
Regulatory Lexicon” Cell Syst. 2018 Mar 28;6(3):381-394.e7.  *co-first authors  
II.2. Summary 
Most well-characterized enhancers are deeply conserved. In contrast, 
genome-wide comparative studies of steady-state systems showed that only a 
small fraction of active enhancers are conserved. To better understand the 
conservation of enhancer activity we used a comparative genomics approach 
that integrates temporal expression and epigenetic profiles in an innate immune 
system. We found that gene expression programs diverge among mildly induced 
genes while being highly conserved for strongly induced genes. The fraction of 
conserved enhancers varies greatly across gene expression programs, with 
induced genes and early response genes, in particular, being regulated by a 
higher fraction of conserved enhancers. Clustering of conserved accessible DNA 
sequences within enhancers resulted in over 60 sequence motifs including motifs 
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for known factors as well as many with unknown function. We further show that 
the number of instances of these motifs is a strong predictor of the 
responsiveness of a gene to pathogen detection.  
II.3. Introduction 
Enhancers act over long chromosomal distances to control gene 
expression in a cell type-specific fashion (Ong and Corces, 2011). Recent 
advances in genomic methods have revealed hundreds of thousands of 
enhancers defined by biochemical signatures that include p300 binding, 
H3K27ac and H3K4me1 modifications (Heintzman et al., 2007; Rada-Iglesias et 
al., 2011; Visel et al., 2009). These studies have shown that the vast majority of 
regulatory elements are species-specific. Furthermore, gain or loss of species-
specific enhancers across phylogeny is not concomitant with gain or loss of 
genomic sequence. Instead, the majority of species-specific enhancers are 
composed of ancestral sequences that gain enhancer activity in a species-
specific manner (Ballester et al., 2014; Kunarso et al., 2010; Mikkelsen et al., 
2010; Odom et al., 2007; Schmidt et al., 2010; Villar et al., 2015). 
Rapid turnover of species-specific enhancers stands in stark contrast to 
the highly conserved nature of well-known enhancers that play essential roles in 
development (Chew et al., 2005; Crocker and Erives, 2008; Lettice et al., 2003), 
metabolism (Claussnitzer et al., 2015) and viral defense (Panne et al., 2007). 
Comparative sequence analysis revealed millions of conserved non-coding 
elements in the human genome that are likely to act as functional enhancers in-
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vivo (Pennacchio et al., 2006). Given the general expectation that most functional 
elements are under purifying selection, there is currently a disconnect between 
enhancers that are defined by biochemical activity and those defined by 
evolutionary conservation. 
Several arguments have been proposed to reconcile this apparent 
contradiction between the high turnover rate of biochemical signatures of 
enhancers observed in comparative studies and the high conservation of a 
handful of well-characterized examples. One proposed explanation is that typical 
enhancer elements are redundant, with shadow enhancers that can compensate 
for the loss of another enhancer (Dunipace et al., 2011; He et al., 2011; Perry et 
al., 2010). However, redundant enhancers show no relaxation of sequence 
constraint compared to non-redundant enhancers (Cannavò et al., 2016). 
Another proposal is that genetic drift may sometimes yield new transcription 
factor binding sites, eventually leading to novel regulatory elements that make 
old ones redundant (Ludwig et al., 2000). Accordingly, individual binding sites 
within enhancers may be shuffled over time and even be replaced by sites 
occurring on different enhancers. Although both arguments would explain the 
reduced selective pressure on typical enhancers, they do not explain the 
apparent strong purifying selection of functionally important enhancers. 
An alternative explanation is that most of the biochemically defined 
enhancers might not be critical in controlling conserved gene regulatory 
programs. Instead, conserved gene regulatory programs are controlled by a 
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small subset of conserved enhancers. Here we revisited the question of 
enhancer conservation by studying the transcriptional regulation of genes that 
respond to Lipopolysaccharide (LPS). LPS is a cell wall component of gram 
negative bacteria, that is detected by the TLR4-MD-2 complex (Park et al., 2009). 
This is a well-defined inducible response in both human and mouse dendritic 
cells (Amit et al., 2009; Garber et al., 2012; Parnas et al., 2015), which involves 
hundreds of genes and, in its early stages offers a virtually synchronous 
response that is mostly transcriptionally controlled (Rabani et al., 2011). Focusing 
on LPS-responsive genes reduces many confounding factors such as the role of 
post-transcriptional regulation that make steady state analysis more complex. We 
focused on the evolutionary profile of enhancers that are associated with both 
species-specific and shared LPS-responsive genes. Our results reconcile the 
biochemical and conservation-based definitions of enhancers and demonstrate 
the importance of evolutionary selection of enhancers in controlling conserved 
transcriptional programs. 
II.4. Results 
II.4.I. Transcriptional Dynamics of Human and Mouse DCs in Response to LPS  
We generated dendritic cells (DCs) from the bone marrow of two C57BL/6 
mice and from human peripheral blood mononuclear cells (PBMCs) from two 
donors. We stimulated each set of DCs with LPS and collected cells at 0, 1, 2, 4, 
and 6 hours post-stimulation. We measured genome-wide gene expression by 
RNA sequencing (RNA-Seq), chromatin accessibility by ATAC-Seq (Buenrostro et 
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al., 2013) and enhancer activity by chromatin immunoprecipitation of H3K27ac 
followed by sequencing (ChIP-Seq). 
To compare human and mouse response to LPS we focused on genes 
that could be mapped unambiguously between human and mouse (one-to-one 
homologs). Immature mouse and human DCs have similar transcriptional profiles 
with 72% (6,370) of all one-to-one homologous genes detected in at least one 
species being expressed in both. Among the 3,642 genes that are LPS-
responsive in at least one species only 740 have similar expression kinetics 
(Figure II-1A, STAR Methods). However, induced genes with similar patterns 
showed greater induction levels (3.7-fold higher on average, Figure II-2A), and 
were enriched in effectors (cytokines and chemokines p < 10-5, hypergeometric 
test) and transcription factors (TFs, p < 0.0001, hypergeometric test) compared 
to genes induced in only one species. Overall, the bulk of the differences 
between mouse and human DCs involve small fold changes and genes that are 
not critical to the LPS response. There are, however, interesting exceptions of 
highly induced genes that are species-specific. A well-known example, Nitric 
Oxide Synthase 2 (NOS2), has an important role in the mouse immune response 
to microbes but is not induced by LPS in human innate immune cells (Bogdan, 
2001; Mestas and Hughes, 2004). Conversely, we find that the T-Cell effector 
Indoleamine 2,3-dioxygenase (IDO1) gene is highly induced in the human DCs 
(Mellor and Munn, 2004), but is not induced in mouse DCs. 
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We next clustered the genes that were responsive in both human and 
mouse DCs (Figure II-1B, STAR Methods). We observed three broad shared 
expression trends: genes that were downregulated in both species (clusters D1 
and D2), genes that were induced within 1h after LPS stimulation (early induced 
genes, clusters I1 and I2), and genes that were induced at least 2h after LPS 
stimulation (clusters I3, I4 and I5). These different clusters showed broad similar 
expression trends while also reflecting subtle differences in species-specific 
timing of peak expression. Shared early induced genes were enriched for 
cytokines and TFs (adjusted p < 10-5, hypergeometric test). Cluster I1 
specifically, was 5.4-fold enriched in TFs (p < 10-7, hypergeometric test), 
including immediate-early genes such as JUN and FOSB. Shared late induced 
genes included the TFs STAT1 and IRF9 (Figure II-1C), which are involved in 
autocrine signals from IFNβ and TNFα resulting from LPS detection (Toshchakov 
et al., 2002). 
Although most species-specific genes were induced at relatively low 
levels, these differences may result from either changes in cis-regulatory 
elements or from differences in TF expression. We first focused on differences in 
TF expression. Overall, 530 TFs were expressed in at least one species, of which 
most (70%) were expressed in both species (Figure II-2B), and most TFs 
detected only in one species had significant lower expression (Figure II-2C, p < 
10-15 Wilcoxon rank-sum test). Further, most TFs that respond to LPS have well 
conserved kinetics (STAR Methods, Figure II-2D) and although we find specific 
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TFs having diverging expression patterns, in most cases other members of the 
same family (defined by TF Class, Wingender et al., 2013) show similar kinetics. 
For only 15 TFs we found no evidence of compensatory changes, most of these 
cases involved TFs with a low peak expression or induction (Figure II-2E). These 
results suggest that TF expression is conserved between mouse and human 
DCs. Two interesting exceptions are the AP1 factors ATF5 and ATF4, which are 
highly expressed and induced only in human DCs (Figure II-1D). These two TFs 
respond to a variety of other stress stimuli, such as amino acid starvation, heat 
shock and oxidative stress (Harding et al., 2003; Wang et al., 2007a; Watatani et 
al., 2007), suggesting a human-specific role for cellular stress response in DC 
response to LPS. We next turned to cis-regulatory elements to further determine 
the source of changes in expression profiles. 
II.4.II. The Epigenetic Landscape of Regulatory Elements in Human and Mouse 
DC Response to LPS 
To define the regulatory landscape of mouse and human DCs we followed 
a two-step process. First, we mapped candidate enhancer regions using ChIP of 
histone marks that are typical of transcriptionally active regions (Heintzman et al., 
2007; Rada-Iglesias et al., 2011; Shlyueva et al., 2014). We then used ATAC-Seq 
signal to identify accessible regions within our H3K27ac-defined regions 
(Buenrostro et al., 2013) (STAR Methods, Figure II-2A). 
As in previous studies (Cheng et al., 2014; Vierstra et al., 2014; Villar et 
al., 2015), we defined Enhancers with Conserved Activity (ECAs) as enhancers 
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whose sequence could be uniquely mapped across species and which also had 
H3K27ac signal in both species. We defined Enhancers with SPecies-specific 
Activity (ESPAs) to include both species-specific sequences with H3K27ac signal 
and homologous sequences with species-specific H3K27ac signal. Consistent 
with previous studies (Villar et al., 2015), for the majority of the enhancers and 
promoters found in one species it was possible to unambiguously identify 
homologous sequence in the other species (Figure II-3A,B, Figure II-4A and 
STAR Methods). However, as observed in other systems (Mikkelsen et al., 2010; 
Schmidt et al., 2010), conservation of H3K27ac signal paints a different picture: 
While 77% of mouse DC promoters mapped to human sequence with H3K27ac 
signal, for mouse DC enhancers this fraction is only 25% (Figure II-3B, Figure 
II-4A). Among transposase-accessible regions within mouse enhancers, only 
19% of homologous regions are transposase-accessible in human (Figure II-4B, 
II-4C). However, among enhancer sequences with conserved H3K27ac signal, 
59% also had conserved accessibility in both species. This shows that accessible 
regions within enhancers and hence TF binding is maintained across 
evolutionary time whenever the activity of the larger region is also conserved. 
Overall, the fraction of ECAs (25%) observed in DC enhancers was similar to the 
one observed between mouse and human liver enhancers (Villar et al., 2015). 
Thus, in spite of the strong positive selection acting on innate immune cells, the 
regulatory landscape has not diverged much further than in liver, likely owing to 
the critical nature of this response for the organism’s survival. Since TF 
 31
expression is well conserved while cis-regulatory elements have drastically 
diverged, it appears that most differences in LPS-responsive expression between 
human and mouse are the result of cis-regulatory changes rather than 
differences in trans-regulators. 
We observed a stronger H3K27ac and ATAC signal in enhancers and 
promoters that are active in both species, compared to species-specific regions 
(Figure II-3C, Figure II-4D). This observation could result from a threshold bias to 
define conserved active loci, with one species having a lower signal that fails to 
meet the enrichment threshold. However, the H3K27ac signal on the homologous 
regions of ESPAs was indistinguishable from background (black lines, Figure 
II-3C, Figure II-4D). Thus, our classification of an active regulatory region as 
species-specific is not influenced by differing signal intensity. 
II.4.III.  Enhancers That Are Active in Progenitor Cells Are More Conserved but 
Are Not Involved in the Response to LPS 
Mouse DCs are derived from bone marrow (mBM), whereas human DCs 
are derived from monocytes. We therefore hypothesized that observed 
differences in enhancer activity in these cells could be the result of prior activity in 
progenitor cells. To identify such enhancers we relied on H3K27ac ChIP-Seq 
data from mBMs (Yue et al., 2014) and generated similar data for human 
monocytes. Although the fraction of pre-established active enhancers is different 
in mouse (23% in bone marrow) and human (55% in monocytes), enhancers that 
are pre-established are more conserved than those that are DC-specific (Figure 
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II-3D, Figure II-4E). Consequently, pre-established active enhancers are not likely 
to explain the differences we observed in the transcriptional response to LPS in 
human and mouse DCs. 
The higher degree of conservation among enhancers that are active in 
progenitors may indicate that they belong to a family of ubiquitous enhancers that 
have been shown to be more conserved in evolution (Cheng et al., 2014). 
Consistent with this, nearly half (40%) of the enhancers that are pre-established 
in mouse bone marrow are also active in liver. Further, we found that pre-
established enhancers constitute 39% of all enhancers for genes with rapid 
downregulation in both species (Cluster D2, Figure II-1B), compared to 23% for 
all genes. This indicates that ubiquitous enhancers, albeit being more highly 
conserved than cell type specific enhancers, are not involved in response to 
stimulus, and are not likely to play an important role in the regulation of LPS 
response. 
II.4.IV.  Regulation of Early LPS-Induced Genes Is Both Complex and Conserved 
Previous comparative analyses have shown that conserved enhancers are 
associated with genes involved in specific biological processes (Ballester et al., 
2014; Kunarso et al., 2010; Mikkelsen et al., 2010; Schmidt et al., 2010). While 
there is a slight increase in the fraction of ECAs among shared induced genes 
compared to enhancers of non-induced or species-specific induced genes, the 
largest increase (40%, almost double than for non-induced genes) is found on 
enhancers associated with shared early induced genes (p < 10-12, Fisher exact 
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test) (Figure II-5A, Figure II-6A). This shows that selection does not act uniformly 
across all enhancers but rather, that it depends on the particular transcriptional 
program in which the enhancers function. 
Visual inspection of highly induced genes after LPS stimulation such as 
NFKBIZ, IL6 and PRDM1 (Figure II-3A), suggested that these genes were 
associated with a high number of enhancers and with super enhancers (Whyte et 
al., 2013). Such regulatory complexity was previously observed in genes that 
have a cell type specific regulation during lineage commitment (González et al., 
2015). Interestingly, genes with high regulatory complexity (having four or more 
enhancers) were highly enriched in LPS-responsive genes and particularly, in 
early induced genes (Figure II-5B, Figure II-6B). Consistent with our initial 
observation, genes in the top regulatory complexity tier reached higher maximal 
expression after induction (Figure Figure II-6C). Enhancers that regulate highly 
induced early genes were also more likely to be conserved. Indeed, on average 
2/5 of the enhancers are conserved for shared early response genes with 
complex regulatory loci, compared to only 1/5 for species-specific early response 
genes that also have complex regulatory loci (Figure II-5C, Figure II-6D). In 
general, genes with shared temporal patterns constitute the core of LPS 
response, and accordingly, their regulation is under strong purifying selection. 
II.4.V. Conserved Lexicon Within Accessible Regions 
Chromatin accessibility is widely considered critical for transcription factor 
binding (John et al., 2011; Wang et al., 2012), and we confirmed the strong 
 34
preference of TF binding on accessible regions using our previous transcription 
factor occupancy maps (Garber et al., 2012) (Figure II-9A). As such, DNA 
accessible regions hold key information related to regulatory activity. Therefore, 
we next sought to establish the degree to which DNA accessible regions within 
ECAs are under purifying selection. To this end, we estimated the substitution 
rate of DNA accessible regions at 10-base resolution (Garber et al., 2009), using 
a multiple sequence alignment that included 41 mammalian genomes and 2 
vertebrate genomes (STAR Methods). Comparison of the substitution rate 
between DNA accessible regions within ECAs and ESPAs showed a marked 
reduction in substitution rate (p-value < 10-15, KS-Test, Figure II-7A, S4B). 
Therefore, ECAs are not only preserved in their activity but there are clear marks 
of purifying selection in the chromatin accessible sequence within, which is most 
amenable to TF binding. 
To identify sequence elements at the core of ECA function, we clustered 
conserved 10-mers within ECAs (STAR Methods). Clustering resulted in 66 
distinct conserved sequence motifs which we represent by conserved position 
weight matrices (cPWMs). 31 cPWMs have a clear match to a known 
transcription factor motif and include all major regulators of TLR4 signaling 
(STAT, AP1, NFKB, ETV, Figure II-7B, Table II-2). In addition, we identified 35 
cPWMs with no clear similarity to any reported motif in public databases (STAR 
Methods). 
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Analysis of both known and unidentified cPWMs showed enrichment for 
genes with specific temporal expression patterns and, in particular, genes with 
shared response (Figure II-7C, S4C). Importantly, the enrichment of motifs on 
induced genes was consistent with the expression kinetics of TFs that have 
affinity for these motifs and recapitulated previous reports (Garber et al., 2012; 
Medzhitov and Horng, 2009). 
To measure the contribution of this conserved lexicon to gene regulation 
we next trained a random forest classifier to predict if a gene would be strongly 
induced (> 4-fold) or maintain constant expression following LPS stimulation 
(STAR Methods). The classifier performed well, achieving a mean area under the 
curve (AUC) value of 0.75 of the receiver operating characteristic curve (ROC) 
and a mean AUC value of 0.74 for the precision recall (PR) curve in 10-fold 
cross-validation (Figure II-7D). This confirms the ability of cPWMs to predict gene 
induction, but also suggests that cPWM instances alone are not sufficient 
predictors. 
Importantly, when we applied the model we trained in mouse to predict 
expression induction in human, it performed with similar accuracy and precision, 
achieving an AUROC of 0.68 and an AUC value of 0.63 for the PR curve (Figure 
II-7D). Motifs of the key regulators such as NFKB, AP1, STAT and EGR along 
with several novel GC rich motifs are amongst the top classifying features (Figure 
II-7E). 
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II.4.VI.  Enhanceosomes in Conserved Innate Immune Responses 
Enhancers are thought to function in two broadly different mechanisms 
(Arnosti and Kulkarni, 2005). In enhanceosomes, TFs act cooperatively and their 
binding results in an on/off signal, where loss of even one TF binding site 
profoundly disrupts the function of the enhanceosome. Billboards on the other 
hand, are modular enhancers where the binding of each TF is not necessary for 
enhancer activity but rather has an additive or synergistic effect. 
The prototypical enhanceosome is the IFNβ proximal enhancer, which 
requires the assembly of 6 TFs to induce IFNβ expression (Thanos and Maniatis, 
1995). Mutations that disrupt a single binding site disrupt the enhancer and are 
highly deleterious. Consistent with this, the IFNβ enhanceosome sequence is 
more highly constrained than the protein coding sequence of IFNβ, the gene it 
regulates (Figure II-8). Since the effect of mutations on enhanceosomes can be 
highly penetrant, we sought to identify and catalog enhancers that have 
characteristics typical of enhanceosomes and that may help prioritize non-coding 
mutations associated with immune disease. 
We scanned for candidate enhanceosome regions in chromatin accessible 
regions within ECAs that were 1) Bound by at least six TFs, based on our 
previous binding maps of 14 TFs and 2) Had a large portion (> 30%) of their 
sequence conserved. Our scan identified 80 chromatin accessible regions 
(Figure II-10 for example & Table II-3) that resemble enhanceosomes, such as 
the IFNβ proximal enhancer (Figure II-8). Consistent with their innate immune 
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specific function, genes associated with these conserved, highly bound regions 
tend to have similar temporal induction in both human and mouse (p < 0.01 
Fisher’s exact test) and are highly enriched in IRF1, RELA (also known as p65) 
and RUNX1 binding (p < 10-10, Fisher’s exact test). The high evolutionary 
sequence constraint that we required to define enhanceosome candidates 
translates to low variation across the human population. Indeed, human 
regulatory regions with similar evolutionary constraint are depleted of Single 
Nucleotide Polymorphisms (SNPs) having an average of only 25 SNPs 
compared to an average of 400 (and a minimum of 369) in similarly sized 
genomic regions. 
II.4.VII. Regulatory Regions With Conserved Activity and Temporal Patterns 
Regulate Highly Induced Genes With Shared Kinetics 
Response to LPS affects both the acetylation and chromatin accessibility 
of thousands of enhancers (Figure II-11A, S6A-C). Although the chromatin state 
of most enhancers (72%) is unaffected by LPS, enhancers that show temporal 
kinetics tend to associate with genes having similar transcriptional kinetics. 
Indeed, regions whose DNA accessibility increases upon LPS stimulation are 
associated with induced genes (1.6-fold enrichment) while regions that close 
over time are associated with downregulated genes (2-fold enrichment, Figure 
II-11B). We further observed a clear enrichment of cPWMs, including NFKB, 
STAT and AP1 motifs, on DNA accessible regions that show increased ATAC 
signal after LPS stimulation. On the other hand, cPWMs associated with ETV 
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and STAT transcription factor families are enriched in accessible DNA regions 
that become less accessible in response to LPS. Enrichment of ETV and STAT 
motifs on regions that lose availability is consistent with their reported repressive 
function (Icardi et al., 2012; Mavrothalassitis and Ghysdael, 2000) (Figure 
II-11C). It is interesting that STAT motifs are enriched in both down and 
upregulated elements. These motifs may recruit different members of the STAT 
family or attract complexes involving different TFs that modulate the STAT TF 
function. Our previously generated mouse binding data for STAT1 and STAT2 
shows that these proteins bind mostly to regions that become increasingly 
accessible upon LPS stimulation. This suggests that motifs in regions whose 
DNA availability decreases after LPS stimulation are likely bound by different 
STAT TFs or other factors that can bind this motif. 
To further determine the importance of cPWMs in regulating the LPS 
response, we proceeded to build a random forest classifier as above, but this 
time we associated each cPWM with three features per gene: the number of 
cPWMs in regulatory regions with increased, diminished or unchanged DNA 
accessibility upon LPS stimulation. This dramatically improved the model 
performance which now showed an average AUROC of 0.82 in mouse in a 10-
fold cross-validation and an AUROC of 0.78 when applied to human (Figure 
II-11D). This highlights the importance of the chromatin context and helps explain 
the weaker performance of a model that was trained on sequence alone. 
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Given that regions with LPS-responsive chromatin dynamics were 
important when evaluating sequence features, we next investigated the 
conservation of DNA accessibility dynamics. Interestingly, although regions with 
LPS-induced DNA accessibility are present in both human and mouse (28% and 
30%, respectively), very few are LPS-responsive in both. By simultaneously 
clustering ATAC-Seq peaks from ECAs that had significant LPS-induced signal 
changes in at least one species (Figure II-12D), we found that only 500 such 
regions (13%) are responsive in both mouse and human DCs (Figure II-11E). 
These 500 regions are associated with 325 genes, of which 57% have 
similar expression kinetics in human and mouse, while only 21% of all the 
expressed genes have similar expression patterns in both species (p < 10-20, 
Fisher-exact test, Figure II-11F). Genes associated with these regions have much 
higher induction levels and reached higher maximal expression than other genes 
with no difference in baseline expression (Figure II-11G-I, 6G: p < 2.2e-16 Wilcox-
rank test, 6H: p < 2.2e-16 Wilcox-rank test, 6I: not significant Fisher-exact test). 
They include cytokines (e.g IL1B, IL6) and key transcription factors (e.g. REL, 
NFKB1, BCL2, NFKBIZ) (Figure II-11J, p-adjusted < 0.004). Regions with 
conserved dynamics are enriched near genes with similar temporal dynamics 
and have maintained enhancer activity since the rodent/primate divergence. This 
suggests that they are crucial elements regulating this set of genes. 
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II.4.VIII. Transposable Elements Are Enriched in Cis-Regulatory Regions of LPS-
Induced Genes 
Most cis-regulatory elements are composed of ancestral sequence 
(Cheng et al., 2014; Villar et al., 2015) (Figure II-3B). Therefore turnover of 
ancestral activity rather than sequence seems to be the major force reshaping 
regulatory regions. Sequence changes can still be an important source of 
difference between the human and mouse response. Since lineage specific 
transposable elements (TEs) have been shown to significantly modify 
transcriptional networks (Lowe and Haussler, 2012; Wang et al., 2007b), we next 
sought to determine whether TEs have contributed to regulatory sequence 
involved in the LPS response. We identified 25 families of TEs in mouse and 15 
in human that are enriched in regulatory regions (enhancers or promoters) of 
induced genes (Figure II-13A). These enriched TE families fall into two 
categories: those that were actively mobile prior to the human-mouse 
divergence, and newer elements that have only been active in either the mouse 
or human lineage. The majority belong to one of the ancestral TE families of 
Mammalian-wide interspersed repeats (MIRs), with MIR3 elements being the 
most enriched (Figure II-13B) and having the largest number of elements within 
regulatory regions. MIR elements are some of the oldest (Smit and Riggs, 1995) 
and most conserved families of mobile elements (Jjingo et al., 2014), and have 
been reported to contribute to the regulation of cell type specific expression 
(Jjingo et al., 2014). Our data further suggests that MIRs, and MIR3 in particular, 
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have been co-opted into regulation of innate immune responses prior to the 
euarchontoglires ancestor. As one might expect for important regulatory 
sequences, we observed that MIRs have been under clear purifying selection 
(Figure II-14A). 
Lineage specific TEs enriched in DC regulatory regions include mainly 
endogenous retroviral Long Terminal Repeat (LTR) elements. We found that 
elements from these families (ORR1E in mouse and THE1A and THE1C in 
human) tend to be positioned at the most accessible regions within enhancers, 
possibly indicating a role in creating or facilitating opening of chromatin that is 
more favorable to transcription factor binding and more likely to function as a 
regulatory element (Figure II-13C). 
II.5. Discussion 
Massive parallel sequencing has revealed hundreds of thousands of 
active non-coding regions, most of which are classified by their chromatin 
signatures as enhancers or long noncoding RNAs (lncRNAs). Comparative 
analyses of enhancers and lncRNAs have shown that although the majority are 
encoded by ancestral sequence, their activity is generally species-specific (Chen 
et al., 2016; Cheng et al., 2014; Kutter et al., 2012; Necsulea et al., 2014; 
Ponjavic et al., 2007; Ulitsky, 2016; Vierstra et al., 2014; Villar et al., 2015; 
Washietl et al., 2014). Here we showed that a higher fraction of enhancers that 
regulate specific pathways tend to be conserved over longer evolutionary time. 
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As opposed to previous studies, we used a dynamic system and focused 
on temporal expression patterns rather than steady state expression. In this 
system, changes in mRNA levels in early time points are mostly the result of 
transcription rather than post-transcriptional processes (Rabani et al., 2011); this 
helps isolating and measuring the contribution of cis-regulatory elements to 
expression changes. Temporal analysis also allowed us to study different 
regulatory programs individually rather than analyzing all regulatory programs 
together or by broad functional classes (Figure II-1B). As a result, we were able 
to find that regulatory element conservation is not homogeneous across all 
enhancers, but rather that it differs across programs. We find that regulatory 
elements associated with shared early-induced genes are conserved at twice the 
rate than those associated with other expressed genes. Not only regulatory 
element activity is conserved, but also the underlying sequence is under purifying 
selection. This allowed us to use comparative sequence analysis to identify a 
large set of constrained sequence motifs within active enhancers. Functional 
validation of these enhancers as well as the novel motifs we found will be critical, 
but this study provides a clear path towards the goal of functionally characterizing 
a well-defined set of regulatory regions involved in well-understood cellular 
processes. 
It is interesting that, besides enhancers associated with shared induced 
genes, the other set of enhancers preserved since the euarchontoglires ancestor 
are ubiquitous or active in progenitor cells but are not associated with genes 
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induced by TLR4 signaling. Instead, these enhancers tend to lose active marks 
following LPS stimulation. This is consistent with previous observations that basic 
cellular processes are passively downregulated upon induction of a large 
transcriptional program (Cheng et al., 2009; Garber et al., 2012), perhaps due to 
a shift of limited resources towards the response to immune challenge. 
The greater conservation of enhancers associated with early induced 
genes is surprising, with conserved enhancers accounting for 40% of all 
enhancers associated with these genes. This arises an interesting question: why 
are the regulatory elements of early-induced genes under stronger selection? It is 
reasonable to argue that this initial wave of transcription triggers a program that, 
although necessary for immune defense, is deleterious to the individual when 
misregulated. Tight control of the initiation of the program may be critical to avoid 
unwanted harm. It is also interesting that in our previous analysis of mouse DC 
enhancers we observed a low degree of sequence constraint of most enhancers, 
and concluded that early-induced genes were regulated by a highly redundant 
regulatory architecture that functioned by recruiting many different TFs in a 
nonspecific fashion. Our comparison with human DCs paints a more nuanced 
picture. Early induced genes are regulated by a mix of highly constrained 
enhancers that have been preserved over hundreds of millions of years and 
newly evolved species-specific enhancers. The ECAs have clear signatures of 
undergoing purifying selection and may be necessary for induction. Nonetheless, 
the majority of enhancers is species-specific and may play redundant, subtler 
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roles or have no impact on gene expression. Further functional studies will be 
needed to determine how different enhancers function and how they interact to 
produce reproducible, precise patterns of expression. 
Our study sheds some light on the long-standing question of how selection 
acts on gene expression (Gilad et al., 2006). Although our study was not 
designed to answer this, we find two very clear modes of selection. On one hand, 
highly induced genes tend to have shared induction and are regulated by 
conserved regulatory elements. These observations are consistent with strong 
stabilizing selection. On the other hand, there is great divergence among genes 
with mild induction, which is consistent with neutral selection (Gilad et al., 2006). 
We reason that, while mutations that disrupt the level and timing of highly 
induced genes may have strong deleterious effect, for genes that are mildly 
induced, changes are tolerated.  
Our comparative map provides a unique resource for future studies of in-
vitro derived DCs. It provides a reference map of the genomic elements that can 
be mapped and translated from a mouse model to human biology. Further, recent 
reports on underlying differences in the cell types obtained in mouse and human 
DC in-vitro cultures (Helft et al., 2015) highlights the need to compare these two 
systems at the molecular level. In this work, we focused on understanding both 
the similarities and differences between the two. Given the overall similarity in TF 
expression, this system offers a deep platform to understand the impact of cis-
regulatory changes on expression. 
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II.6. Methods 
II.6.I. Key Resource Table 
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II.7. CONTACT FOR REAGENT AND RESOURCE SHARING
Further information and requests for resources and reagents should be 
directed to and will be fulfilled by the lead contact, Manuel Garber 
(Manuel.Garber@umassmed.edu).
II.8. EXPERIMENTAL MODEL AND SUBJECT DETAILS
II.8.I. Human Subjects:
Anonymous, healthy donor leukopaks (New York Biologics, Southampton, 
NY), were used in accordance with UMMS-IRB protocol ID #H00004971
II.8.II. Mice:
All mice were housed in specific pathogen-free condition in accordance 
with the Institutional Animal Care and Use Committee of the University of 
Massachusetts Medical School. C57BL6 female mice were euthanized at 6-8 
weeks of age to harvest bone marrow.
II.9. METHOD DETAILS 
II.10. Cell Culture
All cells were maintained at 37° C in 5% CO2 humidified incubators. 
II.10.I. Human Monocyte-Derived Dendritic Cells
Human dendritic cells were derived from peripheral blood mononuclear 
cells (PBMCs) isolated from de-identified, healthy donor leukopaks (New York 
Biologics, Southampton, NY), in accordance with UMMS-IRB protocol ID 
GMCSF Miltenyi 130-095-735
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#H00004971. Mononuclear leukocytes were isolated by gradient centrifugation 
on Histopaque-1077 (Sigma-Aldrich, St. Louis, MO). CD14+ mononuclear cells 
were enriched via positive selection using anti-CD14 antibody MicroBead 
conjugates (Miltenyi, San Diego, CA), according to the manufacturer’s protocol. 
CD14+ cells were then plated at a density of 1 to 2 x 106 cells/ml in RPMI-1640 
supplemented with 5% heat-inactivated human AB+ serum (Omega Scientific, 
Tarzana, CA), 20 mM L-glutamine (ThermoFisher, Waltham, MA), 25 mM HEPES 
pH 7.2 (Sigma-Aldrich), 1 mM sodium pyruvate (ThermoFisher), and 1 x MEM 
non-essential amino acids (ThermoFisher). Differentiation of the CD14+ 
monocytes into dendritic cells (human DCs) was promoted by addition of 
recombinant human GM-CSF and human IL-4; cytokines were produced from 
HEK293 cells stably transduced with pAIP-hGMCSF-co or pAIP-hIL4-co, 
respectively, as previously described (Reinhard et al., 2014), with each cytokine 
supernatant added at a dilution of 1:100.
II.10.II. Mouse Bone-Marrow Derived Dendritic Cells
Mouse dendritic cells were derived from bone marrow harvested from 6-8 
week old female C57BL6 mice. Bone marrow was then dissociated into single 
cells and filtered through 70um cell strainer. The cells were then incubated with 
red blood cell lysis buffer for 5 minutes. To differentiate bone marrow to dendritic 
cells, bone marrow cells were plated at 200,000 cells/mL in non-tissue culture 
treated plates. These cells were supplemented with media on day 2 and day 7. 
On day 5 cells were harvested and resuspended in fresh media. On day 8 all the 
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floating cells were collected as mouse bone marrow derived dendritic cells. The 
media used for culturing and differentiating contains RPMI (Gibco) supplemented 
with 10% heat inactivated FBS (Gibco), β-mercaptoethanol (50uM, Gibco), MEM 
non-essential amino acids (1X, Gibco), sodium pyruvate (1mM, Gibco), and GM-
CSF (20 ng/ml; Miltenyi). 
II.11. Library Preparation and Sequencing
II.11.I. RNA-Seq
Total RNA was isolated from frozen dendritic cell pellets using the RNeasy 
mini plus kit (QIAGEN). The RNAs were additionally treated with RNase-free 
DNase I for 15 minutes at room temperature to eliminate most genomic DNA. 
RNA-Seq libraries were prepared from 70 ng of starting RNA using the Ovation 
Human FFPE RNA-Seq Library System (NuGEN) or Ovation mouse RNA-Seq 
Library System (NuGEN), according to the manufacturer’s protocol. 
Fragmentation of the cDNA was achieved by sonication using the M220 sonicator 
(Covaris) with the following conditions: sonication time = 350 seconds; temp = 
20°C; peak power = 50; duty factor = 20; cycles/burst = 200. The quality of the 
isolated RNA, as well as of the final libraries, was assessed using the 2100 
Bioanalyzer (Agilent) and Qubit (Invitrogen). The libraries were pooled according 
to donor in equimolar ratios and denatured. Pooled libraries were sequenced for 
2 x 100 cycles to obtain paired-end reads, using a HiSeq 2000 (Illumina) for 
human DCs and 2 x 75 cycles using Nextseq 500 for mouse DCs. 
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II.11.II. ATAC-Seq
For each time point, 5 x 105 scraped DC’s were collected by centrifugation 
500 x g for 5 min. and lysed for ATAC-seq following the protocol described in 
(Buenrostro et al., 2015). Each sample was tagmented using 12.5 ul Nextera 
TDE-1 transposase (Illumina) for 30 minutes at 37, then quenched by addition of 
5 volumes DNA Binding Buffer (Zymo Research) and cleaned using Zymo 
Research DNA Clean and Concentrator-5 columns according to the supplied 
protocol. Tagmented DNA was PCR-amplified using indexed primers as 
described in (Buenrostro et al., 2015), using total cycle numbers for enrichment 
as determined empirically by qPCR to minimize PCR duplicates. The resulting 
libraries were purified twice by Zymo Research DNA Clean and Concentrator-5 
columns using a ratio of 5:1 DNA Binding Buffer:Sample, and quantified by Qubit 
HS-DNA Assay (Thermo Fisher Scientific) and Bioanalyzer High-Sensitivity DNA 
(Agilent Technologies). Final ATAC-seq libraries were pooled (equimolar) and 
sequenced on an Illumina Nextseq 500. 
II.11.III. ChIP-Seq
Harvest and Formaldehyde crosslinking. For each timepoint and donor, 
5-7 x 106 unstimulated or LPS-stimulated hDCs were harvested by scraping in 
medium and centrifugation at 500 x g for 5 minutes. Each cell pellet was washed 
once with 2 mL PBS and gentle flicking of the tube, followed by centrifugation at 
500 x g for 5 min. Cells were uniformly resuspended in 1 mL 1X Fixing Buffer A 
from the Covaris tru-ChIP Chromatin Shearing and Reagent Kit and fixed by 
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adding 1 mL 2% methanol-free formaldehyde (Thermo Fisher Scientific) diluted in 
1X Fixing Buffer A (1% formaldehyde final, 2.5-3.5x106 cells/mL) and rotated end-
over end for 5 min. at room temperature. Fixation was quenched by adding 240 
mL Quenching Buffer E (Covaris tru-ChIP kit) and rotating for an additional 5 min. 
Purified BSA was then added to 0.5% w/v final to prevent cell adherence to the 
tube, and crosslinked cells were harvested by centrifugation, 500 x g for 5 min. at 
4oC. Crosslinked cells were washed twice in 2 mL ice-cold PBS + 0.5% BSA with 
centrifugation as above, and aliquoted evenly into 3 fresh 1.5 mL tubes during 
the second wash. Cells were finally pelleted by centrifugation at 16,000 x g, 
flash-frozen as dry pellets in liquid nitrogen, and stored at -80oC.
Lysis, Shearing, and Quantification. Individual crosslinked cell pellets 
(1.5-2 x 106 cells each) were lysed according to the Covaris tru-ChIP Chromatin 
Shearing and Reagent Kit instructions. Following lysis, nuclei were resuspended 
in 130 mL ice-cold Shearing Buffer D3 and transferred to 1.5 mL BioRupter Pico 
Microtubes (Diagenode) on ice. Chromatin was sheared to uniform fragment 
lengths (150-400 bp) by sonication at 4oC in a BioRupter Pico (Diagenode) set to 
6 cycles of 30s ON and 30s OFF. Sheared chromatin was diluted in 10 volumes 
of ChRIPA buffer (1X PBS, 1 mM EDTA pH 8.0, 0.5 mM EGTA pH 8.0, 0.5% 
sodium deoxycholate, 1% Igepal CA-630, 0.1% SDS, 1X Roche cOmplete 
Protease Inhibitor Cocktail) and insoluble material was removed by centrifugation 
>15,000 x g for 10 minutes. Lysate was pre-cleared against 60 mL Dynabeads 
Protein A (Thermo Fisher Scientific) per 106 cells for 2h at 4oC with end-over-end 
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rotation followed by two rounds of magnetic bead removal and transfer to fresh 
tubes. 2% of pre-cleared lysate was removed for DNA quantification and the 
remaining lysate was either flash-frozen in liquid nitrogen and stored at -80oC, or 
stored overnight at 4oC for use in immunoprecipitation. For quantification, 2% 
pre-cleared lysate was treated with 10 mg RNase A (Thermo Fisher Scientific) for 
30 min. at 37oC, followed by addition of 100 mg Proteinase K (New England 
Biolabs) and crosslink reversal overnight at 65oC. DNA was purified using DNA 
Clean and Concentrator-5 columns (Zymo Research). Average sheared DNA 
fragment sizes were determined by agarose gel and chromatin yield was 
estimated by Qubit HS-DNA Assay. 50-100 ng purified DNA was saved as Input.
Chromatin Immunoprecipitation. Antibodies used for ChIP were rabbit 
anti-H3K27ac (Diagenode C15410196) and rabbit anti-H3K4me3 (EMD Millipore 
05-745R). 1 mg antibody was added to 0.5 mg (anti-H3K27ac) or 1 mg (anti-
H3K4me3) pre-cleared crosslinked lysate and incubated overnight with 
continuous mixing at 4oC. IgG/chromatin complexes were captured for 1h at room 
temperature on 25 mL Dynabeads Protein A that were pre-blocked for at least 1h 
with Blocking Buffer (1X PBS, 0.5% BSA, 0.5% Tween-20). Complexed beads 
were washed 5 times with ice-cold ChRIPA Buffer, twice with room temperature 
RIPA-500 Buffer (10 mM Tris pH 8.0, 500 mM NaCl, 1 mM EDTA, 1% Triton 
X-100, 0.1% sodium deoxycholate, 0.1% SDS), twice with ice-cold LiCl Wash 
Buffer (10 mM Tris pH 8.0, 250 mM LiCl, 1 mM EDTA, 0.5% Igepal CA-630, 0.5% 
sodium deoxycholate), and twice with ice-cold TE buffer. Each chromatin sample 
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was eluted from beads using 50 ul Direct Elution Buffer (10 mM Tris pH 8.0, 5 
mM EDTA, 300 mM NaCl, 0.5% SDS) and supplemented with 20 mg RNase A, 
incubating for 30 min. at 37oC. 20 mg glycogen was added to each bead/eluate 
suspension, and crosslinks were reversed by addition of of 50 mg Proteinase K 
and incubation at 37oC for an additional 2h, followed by overnight at 65oC. 
Dynabeads were removed by magnet capture, and the supernatant was mixed 
thoroughly with 2.3 volumes of Agencourt AMPure XP (Beckman Coulter) bead 
suspension and incubated for 10 minutes at room temperature prior to bead 
capture and washing. Purified DNA was eluted in 10 mM Tris pH 8.0.
Library Preparation and Sequencing. Sequencing libraries were 
prepared from half of each ChIP sample and 50 ng Input DNA using the Ovation 
Ultralow System V2 kit (NuGEN) according to supplier’s instructions, with the 
total numbers of enrichment PCR cycles determined empirically for each sample 
by qPCR to minimize PCR duplication rates. Barcoded libraries were quantified 
using Qubit HS-DNA Assay, qualified using Agilent Bioanalyzer High-Sensitivity 
DNA, and pooled for sequencing on Illumina Nextseq 500.
II.12.  Quantification and Statistical Analysis 
II.12.I.1. Alignment and processing of reads
RNA-Seq: Trimmomatic-0.32 (Bolger et al., 2014) was used to remove 5’ 
or 3’ stretches of bases having an average quality of less than 20 in a window 
size of 10. Only reads longer than 36 bases were kept for further analysis. Reads 
were then aligned to human or mouse ribosomal RNA using Bowtie2 v2.2.3 
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(Langmead and Salzberg, 2012) with parameters -p 2 -N 1 --no-unal. All reads 
mapped to rRNA were discarded from further analysis. RSEM v1.2.28 (Li and 
Dewey, 2011) was used to estimate gene expression in Transcripts per Million 
(TPM), with parameters -p 4 --bowtie-e 70 --bowtie-chunkmbs 100 --strand-
specific. RSEM is configured to use Bowtie v0.12.9. Quantification was run 
against the transcriptome (RefSeq v69 downloaded from UCSC Table Browser 
(Pruitt et al., 2012). Genes with more than 10 TPM in any time point were 
considered expressed, and genes that did not achieve this threshold were 
removed from further analysis. Moderate batch effects were observed between 
samples from different mice and between the two human donors. We used the 
log transformed TPM normalized expression values as input to ComBat (package 
sva version 3.18.0) (Johnson et al., 2007; Leek et al., 2012) with default 
parameters and a model that specified different donors or mice as batches. 
Corrected TPM values were transformed back to read counts using the expected 
size of each transcript informed by RSEM. We only considered genes with at 
least 10 TPMs in at least one replicate at any time point.
ATAC-Seq: Paired-end reads were trimmed to remove adapter sequence 
using Cutadapt version 1.3, and then aligned with Bowtie2, version 2.1.0, 
parameter –X 2000. Reference genome hg19 was used for human samples and 
mm10 for mouse samples. The alignments were then filtered using Samtools (Li 
et al., 2009), version 0.0.19, to remove (i) PCR duplicates, as identified by 
Picard’s MarkDuplicates, and (ii) aligned reads with mapping quality below 4. 
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While the reads were aligned as paired-end to optimize the alignment accuracy, 
the alignments were then further processed as if they were aligned single-end 
sequence data, so that each aligned read corresponded to a Tn5 cut-site.
Peak Calling: Each aligned read was first trimmed to the 9-bases at the 5’-
end, the region where the Tn5 transposase cuts the DNA, and then extended 10-
bases upstream and down, for smoothing. Peaks were called using these 
adjusted 29-base aligned reads with MACS2 (Zhang et al., 2008)], parameters --
bw 29 --tsize 29 and --qvalue 0.0001. For visualization, the adjusted aligned 
reads were converted to tdf files using IGVTools, version 2.3.31 (Robinson et al., 
2011) (IGVtools count –w 5).
Quality Control: Following the standard practice (Buenrostro et al., 2015), 
for each sample, we examined the fragment length distribution, as well as a 
comparison of the aggregate nucleosome signal to the aggregate nucleosome-
free signal over transcription start sites for those genes found to be expressed for 
at least one time point in our RNA-Seq time series. Signal-to-noise ratios were 
computed for the peaks as f/(1 –f) where f is the fraction of reads overlapping 
peaks.
ChIP-Seq: Along with in house generated data we also analyzed publicly 
available data for mouse bone-marrow progenitors generated by the Encode 
consortium (Accession: GSM1000108). Paired-end reads were trimmed to 
remove sequencing adapters and leading and trailing bases with quality scores 
less than 5. Reads that were longer than 36 bases after trimming were kept for 
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further analysis. The reads were then aligned to human reference genome hg19 
or mouse genome mm10 using Bowtie2 with options -k 1 --un-conc to filter out 
reads that map to multiple locations in the genome and that align un-
concordantly. Duplicated reads were filtered out using picard-tools-1.131 
MarkDuplicates function. Peaks were then called using MACS2 with --bw=230 --
tsize=75 and --qvalue 0.0001. Alignment files were also converted to tdf format 
using IGVtools count function using -w 5 --pairs options for visualizing. H3K27ac 
ChIP-Seq peaks were filtered to retain only the peaks that are two-fold enriched 
over input. 
II.13.  Gene Classification and Clustering
Homologs: All our analysis were restricted to genes that had homologous 
pair between human and mouse defined in the Homologene release 68 (NCBI 
Resource Coordinators, 2016), resulting in a list of 16,500 one to one 
homologous gene pairs.
Gene Classification: The expressed gene list was filtered to include only 
genes with homologs as defined by the previous step. We used the batch 
corrected (see above) counts per gene to identify differentially expressed genes 
by at least 2 fold between unstimulated cells (time 0) and any time point following 
LPS stimulation whose change in expression was significant (p-adjusted < 0.05) 
according to the package DESeq2 (v1.10.1) (Love et al., 2014) in R (v3.3.1). Due 
to the large transcriptional changes observed in this system, we turned off the 
fold change shrinkage in DESeq2 with betaPrior=FALSE and we added a 
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pseudocount of 32 to all timepoints to avoid spurious large fold change estimates 
from lowly abundant genes. Genes were then classified based on their response 
to LPS stimulation in each species (induced, downregulated or non-responsive). 
Clustering expression patterns: For genes expressed in both species and 
presenting similar response following LPS stimulation (induced in both species or 
downregulated in both), we applied a spectral clustering approach (von Luxburg, 
2007) to identify genes with conserved expression patterns in mouse and human. 
Briefly, let {g1,g2,g3,…,gn} represent the set of response genes, and let EMi and 
EHi,1 < i < n, represent the expression time courses in TPM for gene gi in mouse 
and human respectively. Further, let ρM = [ρMij], 1< i,j< n represent the Pearson 
correlation coefficient matrix, where ρMij is the coefficient of correlation of EMi with 
EMj. The human correlation coefficient matrix, ρH is defined similarly. We define 
similarity matrices [sMij] and [sHij], for mouse and human respectively, where sMij = 
exp(-(sin(cos-1(ρMij)/2)2), and sHij = exp(-(sin(cos-1(ρHij)/2)2). Then the matrix W = [ wij 
] = [ sMijsHij ] defines a similarity matrix for {g1, g2, … , gn} and can be viewed as 
an adjacency matrix for a weighted graph, where each gene represents a node in 
the graph. We associate to W its graph Laplacian L = D - W, where D is the 
diagonal degree matrix with entries dii = j=1n wij. L is positive, semi-definite and 
therefore has n real non-negative eigenvalues, λi, 1< i < n, which we list in 
descending order, λ1 > λ2> … > λn. We select k, the number of clusters, to be 
the smallest positive integer such that (λ1 + λ2 + … + λk)/tr(L) > 0.95, where tr(L) 
is the trace of L. We then construct a matrix with columns set to the first k 
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eigenvalues of L and apply k-means clustering to the rows of this matrix to cluster 
the genes into k distinct clusters. The python script used for spectral clustering is 
available on https://github.com/nimezhu/ClsViz.
We analyzed enrichments for specific Gene Ontology categories using 
clusterProfiler (Yu et al., 2012). 
II.14. Transcription Factor Network
We sought to first determined the extent to which the TF network in 
response to LPS is conserved between human and mouse DCs. To 
systematically explore core changes in the regulatory network, we compared the 
overall trends of the 258 transcription factors that responded to LPS-stimulation 
in at least one of the two species (Figure II-2D). We calculated the Pearson 
correlation between the expression patterns across all timepoints for TFs with 
response to LPS per species. The resulting distance matrix was hierarchically 
clustered and displayed as a heat map. We chose the number of groups in each 
clustering by visual inspection of the dendrogram and selection of a threshold. 
Membership in each cluster was then compared across species to identify the 
corresponding groups. 
Transcription Factor Network Overview: There are 3 large co-regulated 
groups of transcription factors with no major changes between the species, and a 
fourth cluster in mouse composed of only 8 TFs (Table II-1) with very small 
changes in expression in mouse (< 2 fold), that are scattered across all three 
human clusters. The largest cluster in mouse contained 115 genes that were 
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downregulated following LPS treatment. Further, 73% of the factors that were 
also expressed in human remained in the same cluster and showed a similar 
transcriptional downregulation pattern in human (Figure II-2D, top right). Similarly, 
the vast majority (77%) of induced transcription factors were induced in both 
species, with 17 factors (19%) having different induction timing in each species 
(Table II-1). The largest of the induced clusters (pink cluster, Figure II-2D), 
contained mostly TFs with conserved kinetics (66% in mouse and 57% in human, 
Figure II-2D, bottom right). This group included members of the NFKB, IRF, and 
STAT families (Figure II-1C). The smaller cluster of induced transcription factors 
also contained important rapidly upregulated TFs (blue cluster, Figure II-2D, 
middle right), including members of the FOS and JUN families, as well as MAFF, 
PRDM1, and EGR3, all of which show a conserved pattern in the human 
response. 17 mouse-specific and 12 human-specific TFs were induced by LPS. 
Interestingly, to the best of our knowledge, none of the species-specific factors 
have been studied in the context of innate immune signaling. Two mouse-specific 
TFs, ID1 and SIX1, are highly induced in mouse, although not detectable in 
human. Similarly, MSC is highly induced in human DCs but has no detectable 
expression in mouse DCs. Outliers such as these however, are rare, and most 
TFs with different responses in mouse and human DCs have moderate induction 
compared to genes with conserved response.  
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II.15. Substitution Rate Scan
We used SiPhy (Garber et al., 2009) to compute the substitution rate () for 
every 10-mer in the mouse and human genomes. For human we used the 
vertebrate multiple sequence alignment available from the UCSC genome 
browser for the hg19 assembly. We removed the vertebrates danRer6, petMar1, 
oryLat2, gasAcu1, fr2, tetNig2 which left us with the following phylogeny: 
(((((((((((((((((hg19:0.006653,panTro2:0.006688):0.002482,gorGor1:0.008783):
0 . 0 0 9 6 9 7 , p o n A b e 2 : 0 . 0 1 8 1 8 3 ) : 0 . 0 4 0 0 0 3 , r h e M a c 2 : 0 . 0 0 8 8 1 2 ) :
0 . 0 0 2 4 8 9 , p a p H a m 1 : 0 . 0 0 8 7 2 3 ) : 0 . 0 4 5 1 3 9 , c a l J a c 1 : 0 . 0 6 6 4 3 7 ) :
0.057049,tarSyr1:0.137822):0.010992,(micMur1:0.092888,otoGar1:0.1295):
0 . 0 3 5 4 2 3 ) : 0 . 0 1 5 3 4 8 , t u p B e l 1 : 0 . 1 8 6 4 2 4 ) : 0 . 0 0 4 8 8 6 ,








( d a s N o v 2 : 0 . 11 6 6 0 9 , c h o H o f 1 : 0 . 0 9 6 3 1 8 ) : 0 . 0 5 3 0 5 2 ) : 0 . 0 0 6 2 2 9 ) :




Spanning 8.44 substitutions per site. We excluded 10-mers that after 
removing species with no alignable sequence due to either alignment gaps or 
missing sequence had a total branch length of less than 0.75. Data is available 
from 
 http://garberlab.umassmed.edu/data/conservation/hg19/omega/ 
For mouse we used the vertebrate multiple sequence alignment available 
from the UCSC genome browser for the mm10 assembly. We removed petMar1, 
gadMor1, oryLat2, gasAcu1, oreNil2, fr3, tetNig2, latCha1, xenTro3, chrPic1, 
anoCar2, melUnd1, taeGut1, melGal1, ornAna1, macEug2, sarHar1 vertebrate 
assemblies which left us with the following phylogeny: 
(((((((((((mm10:0.0861604,rn5:0.0923189):0.20235,dipOrd1:0.210872):




0 . 0 0 3 5 4 3 9 1 , n o m L e u 2 : 0 . 0 2 1 8 1 2 3 ) : 0 . 0 1 1 7 0 6 8 ,
(rheMac3:0.00815625,papHam1:0.00799922):0.0289552):0.0208613,
( c a l J a c 3 : 0 . 0 3 4 2 4 8 6 , s a i B o l 1 : 0 . 0 3 3 3 2 7 8 ) : 0 . 0 3 5 8 2 0 6 ) :
0 . 0 5 9 3 9 5 9 , t a r S y r 1 : 0 . 1 3 7 5 6 1 ) : 0 . 0 1 1 1 4 8 7 ,





( c a n F a m 3 : 0 . 0 8 8 8 5 5 9 , a i l M e l 1 : 0 . 0 7 6 7 9 6 7 ) : 0 . 0 2 1 8 0 5 8 ) :
0 . 0 5 0 1 0 1 , e q u C a b 2 : 0 . 1 0 9 3 2 9 ) : 0 . 0 0 6 0 4 7 1 3 ,
(myoLuc2 :0 .137323,p teVam1:0 .113957) :0 .0339856) :0 .00384687,
(eriEur1:0.227177,sorAra1:0.270564):0.0629454):0.00322051):0.0291201):
0 . 0 2 3 1 3 4 8 , ( ( ( ( l o x A f r 3 : 0 . 0 7 8 8 1 1 6 , p r o C a p 1 : 0 . 1 6 0 3 1 5 ) :
0.00818092,echTel1:0.266806):0.00328658,triMan1:0.068537):0.0736006,
(dasNov3:0.112113,choHof1:0.0974595) :0 .0536232) :0 .00734155) :
0 . 2 4 6 2 6 6 , m o n D o m 5 : 0 . 3 5 4 1 2 2 9 9 9 9 9 9 9 9 9 9 7 ) :
0.2125305,galGal4:0.5622546999999999):0.6482475,danRer7:0.871611):
0.49907 
Spanning 8.21 substitutions per site. We excluded 10-mers that after 
removing species with no alignable sequence due to either alignment gaps or 
missing sequence had a total branch length of less than 0.5. Data is available 
from  
http://garberlab.umassmed.edu/data/conservation/mm10/mm10.omega 
The models used were downloaded directly from UCSC and correspond to 
the alignments used. 
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II.16.  Enhancer and Promoter Definition and Conservation Analysis 
Enhancers and promoters were defined by H3K27ac peaks. We then 
merged all peaks from each time point located within 200bp from each other. Our 
maps consist of 28,142 and 29,273 H3K27ac regions (signal peaks) in mouse 
and human, respectively. We calculated the distance from each peak to the 
nearest transcription start site (TSS) of the highest expressed isoform for each 
gene using bedtools closest -D ref -t all (Quinlan and Hall, 2010). We classified 
all H3K27ac peaks that had a distance smaller than 500 bp to the nearest TSS 
as promoters, and the remaining peaks were considered enhancers. Enhancers 
were assigned to the nearest gene based on the same TSS distances as above. 
Unlike promoters, which were associated to the gene with the overlapping TSS 
independent of expression, enhancers were only associated to the closest 
expressed gene within 300 kb (Garber et al., 2012; González et al., 2015). This 
assignment of enhancers to nearby genes will misassign enhancers that either 
interact with more than one gene or interact with no adjacent genes. However, 
the majority of enhancers have been reported to interact with the neighboring 
gene (González et al., 2015). Overall, 2/3 of the peaks were annotated as 
enhancers in each species, consistent with previous studies (Villar et al., 2015). 
We filtered ATAC peaks to include only peaks that overlapped with a H3K27ac 
region. We classified ATAC peaks as enhancers or promoters based on the 
H3K27ac peak definition, and maintained the association to genes defined for 
H3K27ac peaks. To determine the conservation of mouse enhancer and 
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promoters in human, peaks were mapped to the human genome corresponding 
locations using liftOver -minMatch=0.1 -multiple (Hinrichs et al., 2006). We 
filtered out peaks that mapped to more than 3 locations and used the remaining 
peak locations to intersect with the human enhancer and promoter coordinates to 
determine if that region was also active in the human dendritic cells. To generate 
aggregation plots of the H3K27ac and ATAC-Seq signal, we used the center 
position of ATAC peaks for enhancers and the TSS for the genes associated to 
the peaks as coordinates for input to ngs.plot (Shen et al., 2014). The coverage 
was calculated for a 4kb region surrounding the center position (-L 2000). We 
selected the regions corresponding to each group of interest from the output 
matrix and calculated the mean signal per group.
II.17.  ATAC and H3K27ac Dynamics
The mean signal across each ATAC-seq or H3K27ac peak was calculated 
by averaging the number of reads per base pair. The average signal across the 
libraries are normalized to the depth of each library using DESeq2 (v1.10.1) in R 
(v3.3.1). ATAC-seq or H3K27ac peaks were considered dynamic in response to 
LPS if they have greater than two fold-change in their mean signal compared to 
unstimulated state. The dynamic ATAC-seq or H3K27ac peaks identified are 
clustered using k-means algorithm to identify groups of ATAC-seq H3K27ac 
peaks that are induced or repressed following LPS stimulation. 
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II.18.  Motif Analysis 
Motif analysis was done on 200 bp regions around the summits of the 
ATAC-seq peaks. The log-odds substitution rate for each 10 base-pair window 
across the summits of ECAs and ESPAs ATAC-seq peaks was calculated using 
SiPhy (Garber et al., 2009). The value of log-odd substitution score at the top ten 
percentile of a given peak was assigned as the conservation score for each 
peak. The kmers that intersected the ATAC-seq summits and which had log-odds 
score greater than 30 were considered for building cPWMs. To get a background 
set, we shuffled these 200bp ATAC-seq peaks within the enclosing H3K27ac 
peaks and considered all the kmers with log-odds score greater than 30. To 
identify kmers that distinguish the conserved ATAC peaks from background, we 
used the string kernel built-in gkm-svm R package (Ghandi et al., 2016) with 5 
fold cross validation which resulted in 4500 unique kmers as features for 
conserved ATAC peaks. These kmers were clustered into 66 PWMs using k-
medoids clustering algorithm with Euclidean distance, within the clara function in 
the cluster package in R (Blashfield, 1991). The cPWMs were then matched to 
the known motifs from CIS-BP database (Weirauch et al., 2014) using Tomtom 
(Gupta et al., 2007). Multiple motifs matched to the same TF are identified by 
numbers. For example JUN-1 and JUN-2. To find the cPWMs enriched in 
temporal gene groups or temporal ATAC peaks we used the Fisher exact test and 
all cPWMs with p value < 0.05 were considered enriched. 
All cPWMs identified are available from
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h t t p : / / g a r b e r l a b . u m a s s m e d . e d u / p u b l i c a t i o n s /
conserved_lexicon_Dec_2017/cPWMs.motifcPWMs.motif 
II.19.  Transposable Element Analysis
We used the transposable element annotation by RepeatMasker (Smit et 
al., 2004) to identify TE instances in each genome that overlapped at least 10% 
with the regulatory regions (enhancers and promoters) associated to induced 
genes. As a background, we shuffled these cis-regulatory regions in the genome 
inside boundaries defined by the regulatory regions associated to expressed 
genes with no response to LPS, expanded by 10kb in each direction. We then 
identified the number of instances for each TE family that overlapped at least 
10% with these shuffled peaks. We performed this shuffling process 1000 times 
and compared the initial counts obtained for each TE family to this null 
distribution. We computed a p-value for this permutation and corrected it using 
the Benjamini Hochberg method. All TE families with adjusted p-value under 0.05 
were considered to be overrepresented in the regulatory regions of induced 
genes. For each instance of these elements in induced genes, we identified the 
corresponding region in the other species' genome through liftOver as described 
above. We then evaluated if the region that can be identified in the other genome 
also overlaps a H3K27ac peak, classifying it as an ECA. H3K27ac and ATAC-
Seq signal aggregation plots were generated as described above, with the TE 
start and end genomic coordinates as the target region, flanked by 1kb on each 
side.
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II.20.  Predictive Model of Gene Induction From cPWM Instances
Feature selection: For the selected set of 66 cPWMs, all instances were 
detected across all ATAC peaks (promoters and enhancers) using fimo (Grant et 
al., 2011), with a q-value threshold of 1e-4. We tested the models using two 
representations of the cPWMs as features: 1. All cPWM instances together - For 
each gene and each cPWM, we counted the number of instances across all 
regulatory elements of the gene. 2. All cPWM instances, separated by ATAC 
temporal pattern - each cPWM was separated to three features - the number of 
instances in LPS-induced regions (based on ATAC-seq data), number of 
instances in repressed regions and number of instances in unchanging regions.
Gene filtering: To build an informative model and to reduce noise from 
lowly expressed genes, we focused on highly expressed genes by taking only 
genes that were in the top 30% of expressed genes in at least one time point. 
Furthermore, to clearly distinguish induced from non-induced genes, we 
classified genes with a log2 fold change > 2 as induced, and genes with a log2 
fold change between -0.3 and 0.3 as not induced, and discarded all the rest. 
Next, to create a balanced set of induced and non-induced genes, we 
downsampled the number of non-induced genes. This resulted in a total of 676 
genes (338 induced and 338 non-induced) in mouse and 748 genes in human.
Model evaluation: All model training and evaluations was done in R, 
using the caret (v6.0.77) (Kuhn et al.) and randomForest (v4.6.12) (Liaw et al., 
2002) packages. For each feature set, we evaluated the accuracy of the model 
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on the mouse data with 10-fold cross validation. For each one of the training data 
in the cross validation, hyperparameters tuning was performed using 10-fold 
inner cross validation with the “train” command, using the following parameters: 
tuneLength = 20, metric = “ROC”. To evaluate how well the model predicts 
induction on the human data, we trained a model on the full mouse data (again 
using 10-fold cross validation for hyperparameters selection) and applied the 
selected model on the human data.  
Feature Importance: Importance measurement for each feature was 
computed with the “varImp” command, defined as the difference in mean 
accuracy across all trees between the model and the model after permuting the 
feature. The importance values were then scaled to span the range of 0 to 100. 
II.21. Data and Software Availability
All samples generated for this work were submitted to NCBI as part of the 
Genomics of Gene Regulation Project, under accession number PRJNA356880. 
A list of samples used is specified on Table II-4.
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Figure II-1 | Highly induced LPS-responsive genes have similar expression 
kinetics in human and mouse dendritic cells 
A) Classification of 16,500 homolog genes in mouse and human as not 
expressed (dark grey), expressed without significant change after LPS 
stimulation (light grey), downregulated (blue) or induced (red) B) Heatmap 
showing the normalized expression values for genes with shared response to 
LPS across five timepoints (Unstimulated, 1h, 2h, 4h and 6h post-LPS) in DCs 
derived from two different C57BL/6 mouse (left) and two human donors (right). 
Genes were grouped by spectral clustering into two clusters of shared 
downregulated genes (D1 and D2, top), and five clusters of shared induced 
genes (I1-I5, bottom). Induced gene clusters can be classified as early (clusters 
I1 and I2) or late (clusters I3, I4 and I5). C) Average normalized expression 
(TPM) in each time point for two examples of shared late induced transcription 
factors (TFs), Stat1 and Irf9. D) Average normalized expression (TPM) in each 
time point for ATF family TFs that respond differently in the two species. 
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Figure II-2 | TF network conservation in human and mouse DCs 
A) Boxplots displaying log2 maximum fold change per gene for shared and 
species-specific induced genes post-LPS stimulation. B) Venn diagram of 
transcription factors expressed in each species. C) Boxplots displaying log2 
maximum expression (TPM) for shared and species-specific expressed TFs D) 
Heatmap showing hierarchical clustering of the correlation of expression across 
time for all LPS-responsive transcription factors. Left: mouse factors (n=228); 
Center: human factors (n=224); Right: average expression of the factors in each 
cluster that show a shared pattern between species. E) Expression patterns of 
TFs that belong to families with only species-specific response to LPS.  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Figure II-3 | Rapid turnover of enhancer elements 
A) Integrative Genome Viewer diagram of the PRDM1 regulatory region in both 
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display from top to bottom: sequence conservation as estimated by SiPhy 
(Omega), RefSeq gene annotations, RNA-Seq coverage for unstimulated and 1 
hour post-LPS, overlaid H3K4Me3, ATAC and H3K27ac coverage. The human 
data is in reverse orientation, yellow boxes and curved lines indicate conserved 
H3K27ac peaks (regulatory regions with conserved activity: promoters or ECAs). 
Inlets show the individual tracks for H3K27ac time course after LPS stimulation. 
Red boxes indicate H3K27ac peaks with species-specific activity. B) Proportion 
of regulatory regions with conserved activity: conserved promoters or ECAs, 
mouse-specific with clear human orthologous sequence (mapped promoters or 
ESPA) and mouse-specific with no clear orthologous sequence in human 
(unmapped promoters or ESPA) C) Average signal aggregation plots for mouse 
H3K27ac (left) and ATAC-Seq (right) signal over regulatory elements. Enhancer 
(top) H3K27ac signal is centered in open regions, defined by ATAC-Seq peaks. 
Promoter (bottom) H3K27ac is centered in the TSS. ATAC-Seq signal for 
enhancers is centered in open regions, while promoter ATAC-Seq signal is 
centered on the TSS. Data is shown for conserved enhancers and promoters 
(yellow), mouse-specific enhancers and promoters (red) and all other mouse 
genome coordinates for mapped human-specific enhancers and promoters 
(black). RPM = reads per million mapped reads D) Fraction of mouse enhancers 
that are already active (pre-established) in bone marrow (mBM) cells and 
enhancers that are mDC specific, and fraction of mBM pre-established or mDC 
specific enhancers that are conserved (ECA). 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A) Overall conservation of promoter and enhancer regions in human DCs. B) 
Overall conservation of ATAC peaks in promoter and enhancer regions in mouse 
DCs. C) Overall conservation of ATAC peaks in promoter and enhancer regions 
in human DCs. D) Average signal aggregation plots for human H3K27ac (left) 
and ATAC-Seq (right) signal over regulatory elements. Enhancer (top) H3K27ac 
signal is centered in open regions, defined by ATAC-Seq peaks. Promoter 
(bottom) H3K27ac is centered in the TSS. ATAC-Seq signal for both enhancers 
and promoters is centered in open regions. Data is shown for conserved 
regulatory regions (promoters or ECAs, yellow), human specific regulatory 
regions (promoters and ESPA, red) and all other human genome coordinates for 
mapped mouse-specific promoters or ESPAs. E) Fraction of human enhancers 
that are already active (pre-established) in monocytes (MONO) and enhancers 
that are hDC specific, and fraction of MONO pre-established or hDC specific 
enhancers that are conserved (ECA). 
 79
FigureII-5 | Genes with shared transcriptional response to LPS have 
complex regulatory loci and a higher conservation of enhancer activity 
in mouse. 
A) Fraction of ECAs that are associated to genes that are early induced, late 
induced or downregulated upon stimulation with LPS in mouse DCs. The black 
horizontal line shows the average enhancer conservation for all genes B) 
Fraction of genes in temporal clusters that are associated to high-, medium- or 
low-complexity enhancer loci. C) Fraction of ECAs in high complexity genes that 
have shared or species-specific response. The response patterns are: early 




























































Figure II-6 | Genes with shared transcriptional response to LPS have 
complex regulatory loci and a higher conservation of enhancer activity 
in human. 
A) Fraction of enhancers that are ECAs associated to genes that have shared or 
species-specific response: early induced, late induced or downregulated upon 
stimulation with LPS in human DCs. B) Fraction of genes in temporal gene 
clusters of human DCs that are associated to high-, medium- or low-complexity 
enhancer loci C) Maximum expression, measured in transcripts per million (TPM) 
for genes in each complexity tier D) Fraction of enhancers that are ECAs in high 
complexity shared or species-specific response genes which are early induced, 
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Figure II-7 | Enhancers with conserved activity contain a conserved lexicon 
A) Distribution of SiPhy omega log-odds scores for 200bp regions around the 
summits of ATAC-seq peaks that have conserved signal (yellow) and species-
specific signal (red) in mouse DCs. B) Examples of sequence logos of the 
clusters of kmers obtained after clustering the sequences in ATAC regions with 
conserved signal that have a log-odds score greater than 30. C) Enrichment 
heatmap showing the observed over expected values for each motif in ATAC-seq 
peaks with conserved signal associated to the gene groups defined in Figure II-1. 
D) AUC of the PR and ROC curves of a random forest model, predicting whether 
a gene will be induced or maintain constant expression following LPS stimulation. 
The features for each model were the number of each cPWM instances across 
all regulatory regions of each gene. E) Feature importance of the classifier. The 
importance of each feature was defined as the difference in mean accuracy 
across all trees between the model and the model after permuting the feature. 
The importance values were then scaled to span the range of 0 to 100. The 30 
features with the highest importance values are presented. 
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A) Table showing the number (column 1) and fraction (column 3) of TF ChIP 
peaks that are in ATAC-seq peaks B) Distribution of SiPhy omega log-odds 
scores in ATAC-seq peaks with conserved signal (yellow) and species-specific 
signal (red) for human DCs. C) Enrichment of cPWMs that are novel in the gene 
clusters. 
FigureII-9 | Candidate enhanceosome regions are highly conserved and 
bound by multiple TFs. 
A) Example of an enhanceosome-like regulatory element in the NFKBIZ locus in 
mouse (top panel) showing the multiple sequence alignment of the conserved 
DNA accessible region 
A










RELA IRF4 STAT RUNX1 STAT PU1 ATF3
. T A . . . . . . . . . . . . . . A . . . . . . . . . . . . . . . . . . . . . . . T . . . . . . . . . . A . . . . . . . . . . C . . . . . . . . . . . . . . . . A . . . . . . . . . . . . . . . . . . . . T . . .
. T A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A . . . . . . . . . . C . . . . . . . . . . . . . . . . A . . . . . . . . . . . . . . . . . . . . T . . .
. T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . G A . . . . . . . . T . . . . . . . . . . A . . . . . . . . . . C . . . . . . . . . . . . . . . . A . . . . . . . . . . . . . . . . . . . . T . . .
. T . . . . . . . . . . . . . . . . . . . . . . . . . . . . G . . . . . . . . . . T . . . . . . . . . G A . . . . . . . . . . C . . . . . . . . . . . . . . . . A . . C . . . . . . . . . . . . . . . . . T C . .
. T A . . . . . . . . G . G . . . . . . . . . . . . . . . . . . . . . . . . . . . T . . . . A . . . . G A . . . . . . . . . . C . . . . . . . . . . . . . . . . A . . . . . . . . . . . . . . . . . . . . T . . .
. T A . . . . . . . . . . G . . . . . . . . . . . . . . . . . . . . . . . . . . . T . . . . . . . . . G A . . . . . . . . . . C . . . . . . . . . . . . . . . . A . C . . . . . . . . . . . . . . . . . . T . . .
. T A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A . . . . . . . . . A . . . . . . . . . . C . . . . . . . . . . . . . . . . A . . . . . . . . . . . . . . . . . . . . T . . .
. T A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . T . . . . G . . . . . A . . . . . . . . . . C . . . . . . . . . . G . . . . . A . . . . . . . . . . . . . . . . . . . . T . . .














FigureII-10 | IFNb  enhanceosome  
IFNβ locus showing the multiple sequence alignment of the IFNβ enhanceosome 
and IFNβ gene. The top half of the figure shows the locus and conservation 
score, bottom half shows the multiple sequence alignment of the IFNβ 
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cPWMs by ATAC dynamics
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FigureII-11 | Regulatory regions with conserved activity and conserved 
kinetics regulate genes with shared induction kinetics.   
A) Heatmap showing k-means clustered temporal patterns of mean signal per bp 
for ATAC-Seq peaks (at enhancer or promoter regions) with dynamic response to 
LPS in mouse DCs (Unstimulated, 30 minutes, 1 hours, 2 hours, 4 hours and 6 
hours). Regions were classified as repressed, early induced or late induced. B) 
Fraction of early induced, late induced, downregulated or non-changing genes 
that are associated to dynamic ATAC peaks. C) Enrichment of cPWMs in ATAC 
peaks that are under purifying selection (Fig 4A) clustered into temporal groups. 
D) AUC of the PR and ROC curves of a random forest model, predicting whether 
a gene will be induced or maintain constant expression following LPS stimulation. 
The features for each model were the number of each cPWM instances across 
all regulatory regions of each gene (black bars), or all instances separated by the 
temporal pattern of the regulatory element (grey bars) E) Heatmap showing the 
temporal patterns of ATAC-seq peaks with conserved signal that are dynamic in 
both mouse and human. F) Enrichment of ATAC-seq peaks with conserved signal 
associated to genes that are induced in both mouse and human DCs, induced 
only in mouse DCs, downregulated in both mouse and human DCs, 
downregulated only in mouse DCs and not responsive to LPS in mouse DCs. G-
I) The maximum absolute fold change, maximum tpm and baseline tpm of genes 
that are associated with ATAC-seq peaks with conserved signal that have same 
temporal response in both mouse and human versus all other genes J) Gene 
ontology analysis of genes associated with regulatory regions with conserved 
LPS response kinetics.  
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FigureII-12 | Dynamics of active regulatory elements and accessible 
regions 
A) Heatmap showing the temporal patterns of H3K27ac peaks in response to 
LPS in human DCs (Unstimulated, 30 minutes, 1 hour, 2 hours, 4 hours and 6 
hours) which are annotated as promoters or enhancers. B) Heatmap showing the 
temporal patterns of ATAC-seq signal associated with regions annotated as 
promoters or enhancers in human DCs (Unstimulated, 30 minutes, 2 hours, 4 
hours and 6 hours) C) Heatmap showing the temporal patterns of H3K27ac 
peaks in response to LPS in mouse DCs (Unstimulated, 30 minutes, 1 hour and 
2 hours) D) Temporal patterns of ATAC-seq peaks that are dynamic in at least 
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FigureII-13 | Mobile elements of ancestral and recent origin have reshaped 
response to environmental stimulus. 
A) Families of transposable elements (TEs) enriched in regulatory regions of 
induced genes in mouse and human. Observed over expected (obs/exp) values 
are shown for each TE only when the enrichment is significant in that species (p 
value < 0.004, permutation test; p adjusted < 0.05). Panels show families of TEs 
that have instances in the mouse and human genomes (Ancestral, Left), only in 
mouse (Mouse specific, Center), or only in human (Human specific, Right). B) 
Conservation rate of the enhancer regions that overlap each ancestral TE. C) 
Average signal aggregation plots of H3K27ac and ATAC-Seq over TE instances 
that overlap regulatory elements. Region is centered in each TE instance, 

















































































































































































Figure II-14 | Nucleotide substituting rates of transposable elements 
A) Distribution of the nucleotide substitution rates across 41 mammals for TEs 
from the MIR element families that overlap with regulatory regions of induced 
genes. One value for the substitution rate per element instance is shown, which 
corresponds to the value at the 90th percentile. 
A
n=294 n=180 n=338 n=218


















III. CHAPTER III: High-Resolution Mapping of Multi-Way 
Enhancer-Promoter Interactions Regulating Pathogen 
Detection 
III.1. Preface
This research chapter encompassed work that is under revision in 
Molecular Cell, by Vangala Pranitha, Murphy Rachel, Quinodoz Sofia A., Gellatly, 
Kyle, McDonel, Patrick, Guttman, Mitchell, Garber Manuel. The publication is 
entitled “High-resolution mapping of multi-way enhancer-promoter interactions 
regulating pathogen detection”.
III.2. ABSTRACT
Gene regulation in eukaryotes involves thousands of distal elements. 
Understanding the contribution of enhancers to gene-expression is an unsolved 
problem that impedes our assessment of the role of risk variants within regulatory 
elements. We established a framework to tackle this problem by combining 3D 
enhancer-promoter (E-P) associations identified using Split Pool Recognition of 
Interactions by Tag Extension (SPRITE) with a predictive model of gene 
expression from DNA elements within associated enhancers. This framework 
dramatically outperformed models using E-P associations by genomic proximity 
alone and that these improved predictive models can be used to estimate the 
effect of enhancer loss in different divergent mouse strains. Further, we identified 
transcription factors that regulate the formation of chromatin interactions in 
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response to LPS. Finally using multi-way interactions inferred from SPRITE we 
found that genes that form stable enhancer-promoter hubs have less cell to cell 
variability in gene-expression as estimated from single-cell RNA-Seq data.
III.3. Introduction
Gene expression regulation involves a combination of promoters and 
distal regulatory elements, called enhancers (Dekker, Marti-Renom, and Mirny 
2013; Schoenfelder and Fraser 2019; Snetkova and Skok 2018; Furlong and 
Levine 2018). Enhancers are thought to establish cell-type specific gene 
expression programs during development and in response to environmental 
cues. While there are on average six enhancer elements per promoter (Donnard 
et al. 2018; González, Setty, and Leslie 2015), it is still unclear how these 
enhancers coordinate gene expression. 
Since the discovery that specific chromatin marks (H3K27ac and 
H3K4me1) were found to be enriched in enhancers regions (Tie et al. 2009; 
Creyghton et al. 2010; Calo and Wysocka 2013), tremendous effort has been 
made to annotate enhancers and associate them to their gene targets. These 
efforts resulted in a comprehensive catalog of putative enhancers elements 
across many cell types (Koch et al. 2007; Roadmap Epigenomics Consortium et 
al. 2015). Yet, we have not solved the fundamental question of how and to what 
extent enhancers contribute to the regulation of gene expression. For example, it 
is not currently possible to predict, given a set of active enhancers, what the 
spatiotemporal expression of a given gene may be.
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There are several properties of enhancers that make predicting gene 
expression complex. First, while chromatin marks are correlated with enhancer 
activity it remains unclear whether all H3K27ac-rich regions represent functional 
enhancers (Pennacchio et al. 2013; Dickel et al. 2014). Second, enhancer-
promoter (E-P) interactions can happen across tens of thousands of kilobases, 
sometimes skipping tens of intervening promoters (Ghavi-Helm et al. 2014; 
Claussnitzer et al. 2015). Third, many different may enhancers regulate a single 
gene, and each enhancer can regulate several genes (Donnard et al. 2018; 
González, Setty, and Leslie 2015; Ghavi-Helm et al. 2014) even simultaneously 
(Fukaya, Lim, and Levine 2016). Fourth, recent reports have shown that some E-
P interactions may not bring regulatory elements into close proximity to their 
targets but instead can form phase-separated condensates of activators, co-
activators and transcriptional machinery (Benabdallah et al. 2019).
Chromosome conformation capture methods (HiC, HiChIP, ChiAPet) have 
begun to uncover the complexity of eukaryotic gene regulation (Nott et al. 2019; 
Rubin et al. 2017; Song et al. 2019; Jeng et al. 2019; Mumbach et al. 2017, 
2016; G. Li et al. 2012). However, these methods can only measure pairwise 
interactions across a cell population which complicates the discernment of multi-
way interactions. It has also been reported that some interactions seem to occur 
across distances that are beyond the crosslinking distance of the current 
chromosome conformation methods and thus may be depleted in maps built 
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using these protocols (Benabdallah et al. 2019; Dekker 2016; Giorgetti and 
Heard 2016). 
We recently described SPRITE (Quinodoz et al. 2018), a new framework 
for mapping higher-order spatial interactions in the nucleus. We showed that 
SPRITE can map long-range DNA contacts that cannot be observed by proximity 
ligation methods, and further SPRITE can map multiway contacts that occur 
simultaneously within a single cell. In this study, we sought to extend these 
observations to dissect regulatory contacts. We used SPRITE and established 
Sprite coupled with ImmunoPrecipitation (SIP) to define E-P interactions in 
Dendritic Cells (DCs) stimulated with Liposaccharide (LPS) with the goal of 
defining a predictive model of fold induction after this stimulation. 
We found that interactions defined by SPRITE/SIP dramatically improved 
the performance of predictive models of gene induction even if less than half of 
H3K27ac regions interact with genes. Using multi-way analysis we find that E-P 
interactions involve multiple genes that form transcriptional hubs, and that DNA 
elements within these hubs synergize to enhance transcription. Interestingly the 
stability of these E-P hubs predicts the stability and consistency of expression 
across a cell population. These hubs can be dynamically organized during LPS 
response by key transcriptional regulators, such as Jun, Fos and other members 
of the AP1 family. Together, our results provide a comprehensive framework for 
understanding the quantitative contributions of E-P interactions to gene 
regulation, and how regulatory variants impact gene expression.
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III.4. RESULTS:
III.4.I. SPRITE and SPRITE-IP Identify High-Resolution Chromosomal 
Interactions in Primary Bone Marrow-Derived Dendritic Cells.
Stimulating innate immune cells with TLR4 ligands results in highly 
reproducible temporal patterns of gene expression and epigenetic modifications. 
The temporal trajectories of genes and cis-regulatory elements (measured by 
H3K27ac ChIP signal and chromatin accessibility) follow four broad induction 
categories: early induction (1-2 hours post LPS stimulation), late induction (>2 
hours post LPS stimulation), down-regulated, and non-changing (Amit et al. 
2009; Garber et al. 2012; Bornstein et al. 2014; Donnard et al. 2018; Link et al. 
2018). These clearly-defined modules of genes and their associated regulatory 
elements make this system well-suited to understand the nuances of the roles 
enhancers play in gene expression regulation (Amit et al. 2009; Garber et al. 
2012; Bornstein et al. 2014; Donnard et al. 2018; Link et al. 2018). 
To characterize regulatory interactions, we complemented previously 
generated expression and chromatin state maps (Donnard et al. 2018; Garber et 
al. 2012) with 3D chromatin interactions using SPRITE. We generated SPRITE 
interaction maps for BMDCs at 0hrs, 4hrs, and 24hrs following LPS stimulation 
(Figure III-1A). Each library was sequenced to ~400M reads, identifying ~50M 
unique clusters of interacting DNA molecules. To capture all the 3D interactions 
up to 24 hours following LPS stimulation, we merged the data from all 3-time 
points.
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Manual inspection of interactions involving promoters of highly induced 
genes revealed that the unnormalized SPRITE signal was stronger on distal 
regions marked by H3K27ac which we refer to as active regulatory regions or 
enhancers (Figure III-1B,C). To test the generality of this observation we 
employed a viewpoint centric analysis. We centered our analysis on transcription 
start sites (TSSs) marked by H3K27ac, which we refer to as active promoters as 
defined recently (Donnard et al. 2018). For each active promoter we identified 
interactions that were overrepresented compared to a local neutral model that 
takes into account distance-based signal decay and genomic coverage 
(Methods).  
This viewpoint analysis further strengthened our initial observations, 
confirming an enrichment of active regulatory regions among all promoter-
interacting loci. This can be clearly appreciated at several distinct genes, where 
even distal regulatory elements display a strong promoter association. For 
example, an enhancer located within the Mtmr7 gene shows spatial proximity 
only to the promoter of the Slc7a2 gene even though there are 5 intervening 
genes between Mtmr7 and Slc7a2. Notably, no other expressed gene in this 
locus interacts with this enhancer (Figure III-1D). Globally, when taking active 
promoters as viewpoints, the SPRITE signal was enriched for active regulatory 
regions compared to non-active regions (Figure III-2A). Using this signal we were 
able to connect 6,636 (76%) active promoters with ~9,000 (40%) enhancers in 
these cells. (Figure III-1E left). 
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For the majority (60%) of enhancers we did not detect interactions with an 
active promoter, this could be due to several possibilities: 1) these putative 
enhancers do not regulate gene expression in steady-state DCs or in response to 
TLR4 signaling, 2) lack of connectivity could result from lack of power to detect 
interactions using the SPRITE assay at this depth or 3) Enhancers may be acting 
from a distance that is beyond what SPRITE can capture (Benabdallah et al. 
2019). To help identify which of these phenomena explains the overall lack of 
interactions, we set out to determine the classification ability of these enhancers 
(Methods). We built random forests using transcription factor binding motifs 
(TFBMs) to predict if a gene is induced or not using three different sets of 
enhancers (Figure III-1E middle): 1) enhancers that were 300 Kb from a promoter 
2) enhancers associated by SPRITE and 3) enhancers that are assigned to 
promoters based on a linear proximity of <=300kb, but that have no enriched 
signal in SPRITE. We found that the area under the curve (AUC) of a classifier 
built with TFBMs within the enhancers for which there is evidence of physical 
proximity by SPRITE to a promoter improved to 0.79 compared to 0.69 for the 
classifier based on linear proximity (<=300kb on both sides) (Figure III-1E right, 
III-2B). Moreover, the classifier trained using TFBMs within enhancers that are 
not connected by SPRITE has almost no predictive power. Notably, the most 
influential TFBMs for the most predictive classifier are the DNA binding motifs of 
transcription factors (TFs) that are well-characterized key regulators of LPS-
induced genes (Medzhitov and Horng 2009) (Figure III-2C). This suggests that 
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the model built on our enhancer assignments captured the biologically relevant 
signal and that unconnected enhancers introduce noise that impacts the 
performance of a classifier.
To increase the sensitivity to detect E-P interactions, we coupled SPRITE 
with immunoprecipitation in a method we called SPRITE-IP (SIP) (Figure III-3A). 
As expected, the resulting libraries are highly enriched for H3K4me3-marked 
transcription start sites (TSSs), an enrichment that is absent in SPRITE data 
(Figure III-4A) and SIP libraries are three-fold enriched for clusters containing 
promoters. We compared SIP to HiChIP, a similar enrichment protocol, by 
performing SIP for H3K4me3 in mESC, for which there is abundant HiChIP data. 
We found that 72% of SIP interactions are also identified in previously published 
H3K27ac-HiChIP (Figure III-4B). Our analysis recapitulated most (4 of the 5) of 
previously identified interactions from 3C/4C methods (Table III-1 sheet1) and 9 
out 11 (Table III-1 sheet2) experimentally validated distal enhancer interactions 
including the enhancer associated with Sox2 promoter (Figure III-4C) (Y. Li et al. 
2014; Moorthy et al. 2017; Juric et al. 2019). Manual inspection of several loci 
showed that similar interactions are enriched in both SIP and SPRITE libraries 
(Figure III-3B). Overall, we find that SIP not only recovered the vast majority 
(~74%) of E-P interactions identified by SPRITE (Figure III-3C) at higher 
frequency but also yielded a significant increase in new interactions. We 
concluded that SIP enriched signal involving promoter interactions without 
introducing any detectable bias.
 99
We merged our SIP and SPRITE data, which together represent 1 billion 
unique reads with 78M medium-size clusters (2-100 unique DNA molecules) 
across all three-time points (0hrs, 4hrs, 24hrs). With this data, we detected 
34,187 interactions involving 7,130 active promoters (86% of all active promoters 
in BMDCs) (Table III-2). The 1,122 genes with active promoters for which still 
could not detect interactions had low expression or were not highly induced by 
LPS compared to genes for which we detected interactions (Figure III-4D). 
III.5. Dramatic Improvement in Predicting Gene Expression
One way to estimate the accuracy of associating enhancers to promoters 
is by evaluating the predictive power of a model that estimates the change in 
gene expression from the TFBMs within the associated enhancers. Surprisingly, 
associating enhancers to their neighboring genes resulted in models that poorly 
predict expression (Figure III-5A,B); however, previous studies showed that 
iterative reassignment of enhancers of inactive genes to active genes can 
dramatically improve model performance (González, Setty, and Leslie 2015). 
This suggests that gene expression can be predicted from the regulatory 
sequence, but proper enhancer association is required. 
We next sought to predict gene expression changes from TFBMs using 
different approaches to associate TFBMs to genes. We assigned a score to each 
TFBM within accessible regions of enhancers and promoters using SeqGL (Setty 
and Leslie 2015), a score that reflects the importance of the TFBM to distinguish 
the enhancer from non-enhancer region and used the sum of these scores 
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across all regulatory elements with similar DNA accessibility kinetics that are 
associated with a gene as features in an elastic net regression model to predict 
changes in gene expression after LPS stimulation (Methods). 
We first built regression models where TFBM scores were combined for 
enhancers 300Kb of a gene promoter. The model predicting gene induction after 
one hour of LPS stimulation had only a 0.3 Spearman rank correlation () while 
the model predicting six-hour induction had a =0.21(Figure III-5A,B). The model 
performance did not improve with different neighborhood windows (Supplement 
Note). We then built models using only TFBMs within enhancers for which there 
was 3D interaction evidence. We observed a dramatic improvement in model 
performance when we used 3D-defined interactions. Indeed, predicting the 
induction levels at one and six hours after LPS stimulation dramatically improved 
with = 0.72 and =0.65respectively (Figure III-5C,D) (Methods). Taken together, 
these results show that assigning enhancers based on interaction data, notably 
improves both the specificity and sensitivity of the predictive models of gene 
expression and emphasizes the importance of accurate regulatory element 
assignment to predict gene expression from TFBMs alone. 
Upon examining the features with non-zero coefficients, we found that 
transcription factors such as REL, STAT, SPI, CEBP have positive coefficients 
supporting their known role as activators in the first hour following LPS 
stimulation, but interestingly negative coefficients for PRDM1, RUNX1 
transcription factor motifs suggest a repressive function for these factors (Figure 
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III-6A). Similarly, the 6-hour model points to STAT and SPI as the strongest 
activators while also highlighting  PRDM1 and RUNX family members as 
transcriptional repressors (Figure III-6B).
It is important to note that removing the dependence on the timing of DNA 
accessibility reduced the predictive power of the model (Figure III-6C), while 
scoring schemes that used the intensity of either the ATAC or H3K27ac signal did 
not improve the model performance (Figure III-6D, Supplemental Note). 
III.6. Induced Genes Form Transcriptional Hubs
A large fraction of interactions in our dataset (35%, 11,953) represents 
direct contacts between two gene promoters (P-P interactions). In the vast 
majority (95%) of P-P interactions one of the promoters belongs to an expressed 
gene (>10 TPMs), and in the majority (66%, 7,530) both promoters belong to 
expressed genes (Figure III-5E).  
It has been observed that genes with physically interacting promoters tend 
to have similar expression levels in K562 cells, indicating that they were co-
regulated (G. Li et al. 2012). Accordingly, we observed that LPS-induced genes 
with interacting promoters tend to have higher temporal correlation than gene 
pairs with no interacting promoters; this is true even after controlling for 
expression level, the number of enhancers interacting with individual promoters, 
and genomic context (p-value < 10-15, Wilcox rank-sum test, Figure III-5F, 
Methods). Consistent with this observed co-regulation our model significantly 
worsens when TFBMs within interacting promoters are excluded (=0.51versus 
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=0.65, Figure III-5G) when including them, Figure III-5B). This further strengthens 
the importance of transcriptional hubs that result in synergistic interactions 
between co-regulated genes (Furlong and Levine 2018; Rieder, Trajanoski, and 
McNally 2012; Edelman and Fraser 2012). 
Some gene hubs include critical cytokines that are highly induced by LPS. 
For example, the chemoattractants Cxcl1-3 on chromosome 5 have highly 
correlated induction (Figure III-5H). Manual inspection of the enhancer 
connections in this region revealed that many enhancers established connections 
with more than one of these three chemokine genes simultaneously in the same 
cell but not with the other genes in the region that are not induced (Figure III-5I). 
To further explore the mechanism that results in this coordinated expression, we 
used the ability of SPRITE to capture complex genomic interactions involving 
multiple DNA elements at a single-molecule resolution to investigate the 
architecture of transcriptional hubs. There are on average 6!=720 possible 
configurations per promoter. Given this large number possible configurations, we 
reasoned that a clustering approach would reveal complex interactions whenever 
they are frequent in the cell population. We employed a biclustering approach, in 
which we co-clustered genomic loci and SPRITE molecules simultaneously to 
identify non-adjacent regions involving at least one promoter (Figure III-5J,K). We 
then determined which interactions occurred at a frequency higher than expected 
under a null model where we assumed that regions interact with equal frequency 
(Methods). At a false discovery rate (FDR) of 5%, we found that 1895 P-P pairs 
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that included two expressed promoters and at least one enhancer (1619) or a 
third promoter (276). When two expressed promoters form a hub with a shared 
enhancer, they tend to be more correlated than when the interactions involved 
only two promoters and no enhancer (Figure III-5I). This supports the notion of 
enhancer hubs as means to coordinate gene expression and is consistent with a 
recent study that showed that placing an enhancer between two active promoters 
led to coordinated gene expression (Fukaya, Lim, and Levine 2016). 
III.7. Variability in Regulatory Configurations Correlates With Stochasticity in 
Gene Expression: 
Given that genes within stable hubs tended to be correlated, we also 
reasoned that such genes may also have a more stable expression. We 
generated single-cell RNA-seq (scRNA-Seq) libraries for BMDCs at 0hrs, 1hrs, 
and 4hrs post LPS stimulation. Manual inspection showed that genes in different 
categories: Induced, unresponsive, or downregulated had different noise levels 
even after accounting for expression levels. For example, Rps28 and Gnai2 are 
not responsive to LPS and are expressed at very similar levels, however, Rps28 
has a lower variation at transcript level than the Gnai2 (Figure III-7A). The 
inspection of bi-clusters for both genes showed that Rps28 had clear bi-clusters 
while none are detectable for Gnai2 (Figure III-7B,C). To test the hypothesis that 
stable hubs reduce cell to cell expression heterogeneity, we focused on highly 
expressed genes (bulk RNAseq data max TPM > 100) for which we could reliably 
estimate variability from scRNA-Seq. We also required that genes were 
 104
associated with six or more enhancers, representing a highly complex regulatory 
landscape (Donnard et al. 2018; González, Setty, and Leslie 2015). After this 
filtering, our analysis concentrated on 2038 genes, of which we could identify bi-
clusters for 638 while the remaining 1400 genes had only detectable pairwise 
interactions. Regardless of LPS responsiveness, we found that genes for which 
we find bi-clusters have lower variability in expression as estimated from scRNA-
Seq when compared to genes without higher-order configurations (Figure 
III-7D,E). 
III.8. Quantitative Induction Predictive Model Identifies the Effect of Enhancer 
Loss
A recent study explored the impact of naturally occurring variation on the 
transcriptional response in bone marrow-derived macrophages (BMDMs) 
stimulated with Kdo(2)-lipid A (KLA), a TLR4 agonist analogous to LPS, in 5 
different strains of inbred mice (Link et al. 2018). Because promoter changes 
could not explain the large differences between LPS inducible genes between 
strains, the authors hypothesized that distal regulatory elements, rather than 
promoters, are responsible for these changes. We sought to test this hypothesis 
in the context of our 3D interaction data. We note that our data was generated in 
BMDCs, while Link et al. used BMDMs. However, our comparison of the 
transcriptional response to LPS showed that both cell types have a remarkably 
similar transcriptional response to TLR4 ligands (Figure III-8A) and both cell 
types share a very high fraction (70%) of H3K27ac-rich regions (Figure III-8B). 
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We focused on BMDMs of C57BL/6J and SPRET/EiJ strains. These two 
strains are highly divergent with an average of one single nucleotide 
polymorphism (SNP) every 120bp. BMDMs from the two strains have 4,820 (p-
adjusted <0.01) differentially expressed genes and 11,345 H3K27ac-rich regions 
that significantly differ in their activity (measured by H3K27ac ChIP-Seq signal, 
Methods) at baseline or post KLA stimulation. To test our model we focused on 
genes that were induced at different levels between the two strains.  
For example, Cxcl10 (a critical T cell chemoattractant) is induced 2.8 times 
more in C57BL/6 than in SPRET/EiJ BMDMs (Figure III-7F). All H3K27ac-rich 
enhancers within this locus are shared between C57BL/6 and SPRET/EiJ except 
for one enhancer that is lost in SPRET/EiJ BMDMs (Figure III-7G, black box). 
Our interaction data shows that although the enhancer is 100 Kb away, it 
physically interacts with Cxcl10 in C57BL/6. Interestingly the same enhancer also 
interacts with the adjacent gene N-Acylethanolamine Acid Amidase (Naaa), and 
Naaa also shows lower induction in SPRET/EiJ (Figure III-7F). This strongly 
suggests that this enhancer may be important to the higher induction levels 
observed in C57BL/6. To extend this observation we next focused on enhancer 
regions that showed differential H3K27ac signal between the strains and for 
which we could identify significant interactions with at least one promoter (5,449 
of the 11,345 differential enhancers). Remarkably, genome-wide majority of the 
interactions of enhancers with differential H3K27ac signals are with genes that 
are differentially expressed between strains, compared to genes that are not 
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differentially expressed (62% vs 38%, fisher’s p-value < 10-6). The observed 
enrichment is not the result of any genomic or spatial configuration as we do not 
see any such enrichment when we randomly assign enhancers to neighboring 
promoters (Methods). 
To better understand the importance of enhancer activity differences 
between the two strains, we next sought to predict SPRET/EiJ gene induction 
levels based on the motif-based linear model we built previously (Figure 
III-5C,D). To this end, we reconstructed the feature matrix (the input to the model) 
to include only the motif scores of TFBM within enhancers that are active in 
SPRET/EiJ, then used this new feature matrix to predict fold change in 
expression one hour and six hours after KLA stimulation. This new feature matrix 
has lower prediction errors at both one-hour post-KLA stimulation and at six 
hours after KLA stimulation (p-value <10-4 KS test) compared to using the feature 
matrix that includes the motif scores of TFBM within all enhancers (both active 
and inactive in SPRET/EiJ) (Figure III-7H, III-8C). As such, our model can 
incorporate the loss of TFBMs in inactivated enhancers and estimate the impact 
on the expression of target genes. 
III.9. AP1 Family Transcription Factors Mediate the Formation of Inducible 
Regulatory Interactions
We previously showed that, like gene expression, chromatin accessibility 
and chromatin activity of cis-regulatory elements (measured by ATAC and 
H3K27ac respectively) have well-defined temporal patterns (Garber et al. 2012; 
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Donnard et al. 2018). Indeed up to 30% of regions undergo significant changes in 
either chromatin accessibility or H3K27ac signal after stimulation (Garber et al. 
2012; Donnard et al. 2018). We found that changes in DNA accessibility and 
histone acetylation are not concomitant with changes in physical interactions 
between these regions. In fact, as others have observed in different contexts 
(Rubin et al. 2017; Ghavi-Helm et al. 2014; Jin et al. 2013), only a small fraction 
(10%) of interactions have detectable changes upon LPS stimulation (Figure 
III-9A top). That said, in general, stimulus-induced interactions are enriched in 
regions undergoing inducible H3K27 acetylation (p-value < 10-37, Fisher exact 
test), and the associated genes tend to be induced with LPS  (Figure III-9A 
middle). Similarly, lost interactions are enriched in genes downregulated by LPS 
(p-value < 0.003, Fisher exact test) (Figure III-9A bottom). These observations 
suggest that, although most interactions are already pre-established prior to LPS 
stimulation, there are subsets of genes and cis-regulatory elements that establish 
physical interactions only upon stimulation. The large disproportion between 
dynamic contacts and enhancers with LPS inducible activity suggested that 
connections may be established prior to enhancer activation, while enhancers 
are poised. One of the commonly recognized signatures of poised enhancers is 
the presence of H3K4me1 but lack of H3K27ac signal (Rada-Iglesias et al. 2011). 
For example, the Nfkbiz locus includes six poised enhancers. All of these 
enhancers are induced within 30 minutes of LPS stimulation. Three of these 
enhancers (Figure III-9B, pink boxes and loops) form interactions only after LPS 
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stimulation while the other three interact with the Nfkbiz promoter prior to LPS 
stimulation (Figure III-9B, black boxes and loops). Genome-wide we found that 
80% of the induced H3K27ac peaks with stable interactions are poised 
enhancers, indicating that poised enhancers establish promoter interactions prior 
to their activation. 
We next sought to investigate DNA features associated with stimulation 
dependent interactions. Motif enrichment analysis revealed 60 overrepresented 
TFBMs in dynamic interactions compared to interactions that do not show 
significant changes after LPS stimulation (Methods). Of these, 25 motifs are 
enriched exclusively in induced interactions, 9 in down-regulated interactions and 
the remaining 26 motifs are enriched in connections that are both induced and 
down-regulated. IRF, STAT, AP1, and SMAD family motifs are most strongly 
enriched in induced connections while KLF motifs are most strongly enriched in 
connections that are lost (Figure III-9C). For more than half of TFs associated 
with induced interactions (~54%), the TF-encoding genes are also 
transcriptionally induced with LPS (Figure III-9D), a ~7 fold enrichment of the 
expected number of induced TFs in a random sample of expressed TFs. This 
suggests a model where interactions that are signal-dependent require signal-
dependent TFs. 
TFs are typically thought to act synergistically by physically interacting 
with one another to regulate gene expression (Junion et al. 2012). We, therefore, 
investigated whether certain TF pairs mediate the formation of chromatin 
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interactions. To this end, we looked at pairs of motifs occurring within newly 
formed interacting elements such that one motif is within one interacting element 
and the other motif is within the other interacting pair (Figure III-9E top). We 
identified 25 motif pairs that are enriched (p-adjust <0.001, binomial test) (Figure 
III-9E) in induced interactions. Interestingly, we find that the majority of the motif 
pairs are for members of the activator protein 1 (AP1) transcription factor family 
(Figure III-9E, black boxes). Further, 5 out of 7 AP1 family members are 
transcriptionally induced within 1 hour of LPS treatment. Thus AP1 family 
heterodimers (Bejjani et al. 2019) may play a critical role in mediating context-
specific inducible interactions. AP1 factors seem to mediate E-P interactions, the 
same TF family was previously reported to mediate long-range interaction in 
other cellular states as well (Qiao et al. 2015; Chavanas et al. 2008; Phanstiel et 
al. 2017; Vierbuchen et al. 2017).  
III.5. DISCUSSION:
While it is possible to estimate the effects of coding variants on protein 
function, they are relatively rare and are not generally associated with common 
diseases (Ludwig et al. 2019; Gallagher and Chen-Plotkin 2018). In fact, most 
variants reside within non-coding regulatory elements (Nishizaki and Boyle 2017; 
Zhu, Tazearslan, and Suh 2017) and the effects of such variants on gene 
expression are much harder to predict. Thus, building a framework to interpret 
the impact of non-coding risk variants is challenging because we do not 
understand how regulatory elements operate to regulate gene expression. 
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Several reports showed that incorporating 3D interactions is critical in 
order to link regulatory elements to their target genes (Fulco et al., n.d.; Moore et 
al. 2020). However, simply knowing the target gene(s) of regulatory elements is 
not sufficient to estimate the impact of their loss. One way to estimate the effect 
of loss of a regulatory element is to build quantitative models that predict gene 
expression from the TFBMs they harbor. In this study, we found that SPRITE 3D 
interaction data greatly improves our ability to build such models and hence 
allowed us to test their applicability to determine the effect of genetic variability 
using a very well-characterized mouse system. We were surprised to find that 
less than 50% of putative regulatory elements have detectable contacts with 
each other, and that poor performance of predictive models built using distance-
based gene-enhancer associations was mainly due to spurious associations. The 
improvement in gene expression prediction resulted mostly from the higher 
specificity of SPRITE-estimated E-P interactions. Together, these findings 
strongly suggest that accessible DNA regions, even when they are active (as 
indicated by the H3K27ac mark), do not necessarily exert regulatory function, 
and that they may instead be poised to participate in other inducible processes. 
Our ability to better define regulatory interactions further helps to interpret 
the molecular conservation of regulatory elements. Our group and others have 
reported that a very small fraction of enhancers is shared across mammals (Villar 
et al. 2015; Donnard et al. 2018; Danko et al. 2018). Interestingly, we found that 
a much higher fraction (75% vs 63%) of enhancers that are shared between 
 111
mouse and human have interactions with promoters compared to enhancers that 
are mouse-specific. This correlation between regulatory element conservation 
and 3D interactions suggests that conserved enhancers may in fact be critical or 
less redundant regulatory elements. 
The single molecule nature of SPRITE revealed transcriptional hubs and 
their importance. Our observations suggest that multi-way interacting complexes 
involving multiple enhancers and promoters may provide a mechanism to 
coordinate gene expression while also reducing transcriptional noise across a 
cell population. As SPRITE and other techniques to establish 3D chromosome 
conformation continue to evolve so will our understanding of enhancer biology 
and the models to quantify their role in gene expression. Further extensions and 
applications of these models to other systems will establish the practical 
importance of the models presented here.
III.6. METHODS:
III.6.I. Mice
All mice were housed in specific pathogen-free conditions in accordance 
with the Institutional Animal Care and Use Committee of the University of 
Massachusetts Medical School. C57BL/6 female mice were euthanized at 7-8 
weeks of age to harvest bone marrow.
III.6.II. Cell Culture and Cell Lines Used 
All cells were maintained at 37° C in 5% CO2 humidified incubators. 
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III.6.III. Mouse Bone-Marrow-Derived Dendritic Cells
Mouse dendritic cells were derived from bone marrow harvested from 6-8 
week old female C57BL/6 mice. Bone marrow was then dissociated into single 
cells and filtered through a 70um cell strainer. The cells were then incubated with 
the red blood cell lysis buffer for 5 minutes. To differentiate bone marrow to 
dendritic cells, bone marrow cells were plated at 200,000 cells/mL in non-tissue 
culture treated plates. These cells were supplemented with media on day 2 and 
day 7. On day 5 cells were harvested and resuspended in fresh media. On day 8 
all the floating cells were collected as mouse bone-marrow-derived dendritic 
cells. The media used for culturing and differentiating contains RPMI (Gibco) 
supplemented with 10% heat-inactivated FBS (Gibco), β-mercaptoethanol 
(50uM, Gibco), MEM non-essential amino acids (1X, Gibco), sodium pyruvate 
(1mM, Gibco), and GM-CSF (20 ng/ml; Miltenyi).   
III.6.IV. Mouse Embryonic Stem Cells (V6.5)
V6.5 mESCs, DGCR8 knockout mESCs, and Dicer knockout mESCs were 
cultured in Dulbecco’s Modified Eagle’s Medium (Thermo Scientific) 
supplemented with HEPES pH 7.0, 15% fetal bovine serum (FBS), 1000 U/ml 
leukemia inhibitory factor (Chemicon/Millipore), 0.1 mM l-glutamine, penicillin and 
streptomycin, and 0.11 mM β-mercaptoethanol.
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III.6.V.  SPRITE 
SPRITE protocol was performed as previously described in Quinodoz et 
al. for mouse bone-marrow-derived dendritic cells stimulated for 0 hrs, 4hrs and 
24 hrs. 
III.6.VI. SIP Method
III.6.VI.1. Crosslinking and Chromatin isolation
Cells were cross-linked in a single-cell suspension following steps listed in 
Quinodoz et al. Crosslinked cells were frozen in 5 or 10 million cell aliquots at 
-80C until used. 
Crosslinked cell pellets (5-10 million cells) were lysed as described in 
Quinodoz et al with few modifications. Specifically, cell pellets were first 
resuspended in 1.4mL per 10M cells of Nuclear Isolation Buffer A (50 mM 
HEPES pH 7.4, 1 mM EDTA pH 8.0, 1 mM EGTA pH 8.0, 140 mM NaCl, 0.25% 
Triton-X, 0.5% NP-40, 10% Glycerol, 1X PIC) and incubated for 10 min on ice. 
Cells were pelleted at 850 g for 10 min at 4°C. The supernatant was removed, 
1.4mL per 10M cells of Lysis Buffer B (10 mM HEPES pH 7.4, 1.5 mM EDTA, 1.5 
mM EGTA, 200 mM NaCl, 1X Protease inhibitor cocktail) was added and 
incubated for 10 min on ice. Nuclei were obtained after pelleting and supernatant 
was removed (as above), and 550 µL of Lysis Buffer C1 (20mM HEPES pH 7.5, 
1.5mM EDTA, 100mM NaCl, 0.1% NaDOC, 0.1% Igepal CA360, 1x PIC) was 
added and incubated for 10 min on ice prior to sonication.
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III.6.VI.2. Chromatin digestion
After nuclear isolation, chromatin was sheared via sonication of the 
nuclear pellet using a Branson needle-tip sonicator (3 mm diameter (1/8” 
Doublestep), Branson Ultrasonics 101-148-063) at 4°C for a total of 1 min at 4-5 
W (pulses of 0.7 seconds on, followed by 3.3 seconds off). DNA was further 
digested using 0.005 - 0.01 uL of Micrococcal Nuclease (MNase) (NEB M0247S) 
per 10 µL of the sonicated lysate (equivalent to ∼200,000 cells), in Buffer C1 
supplemented with 5mM Cacl2 at 37°C for 20 min. Concentrations of MNase 
were optimized to obtain DNA fragments of mean size between 150-300 bp in 
length. MNase activity was quenched by adding 50mM EGTA and 0.1% SDS 
final concentration.
III.6.VI.3. Immunoprecipitation
After digesting, the lysate is precleared with 60uL of protein A beads (at 
10mg/mL concentration) per 1ug of chromatin by rotating at 4°C for at least 2 
hours. Protein A beads were captured with a magnet and the lysate was 
transferred to a fresh tube. An equal volume of Adjustment buffer (80 mM HEPES 
pH 7.5, 200 mM NaCl, 1.5 mM EDTA, 50mM EGTA 1.8% Igepal CA630, 0.9 
NaDOC, 0.1% SDS and 0.5mM PMSF) was added to the lysate. Next, the 
H3K4me3 antibody (Millipore Cat # 05-745R Lot # 288116) was added to the 
lysate (in this experiment a ratio of 1ug of antibody per 1ug of lysate was used) 
and rotated overnight at 4°C. The antibody-chromatin complexes were then 
captured using 25uL of blocked protein A beads (beads were blocked by rotating 
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overnight at 4°C in 1xPBS, 0.5% BSA, 0.5% Tween 20) and washed in ChRIPA 
buffer (1X PBS, 1 mM EDTA pH 8.0, 1 mM EGTA pH 8.0, 1% Igepal CA630, 
0.5% NaDOC, 0.1% SD). Chromatin is then eluted off the protein A beads using 
PBS-DEB buffer (1x PBS, 5 mM EDTA, 0.5% SDS, 10 mM DTT (added fresh)). 
5% of the eluate was then reverse crosslinked using Proteinase K (NEB 
P8107S)  in RNK-400 buffer (20mM Tris HCL pH8, 400mM NaCl, 10mM EDTA, 
10mM EGTA, 0.5% Triton-X, 0.2% SDS) to be used for a ChIP-Seq library. The 
remaining eluate was then coupled to NHS beads after estimating the molarity as 
previously described in Quinodoz et al.
III.6.VI.4. Split-pool ligation
Split-pool ligation was also performed as previously described in Quinodoz 
et al. except that we used 10X lower amount of adapters in each round (4.5uM of 
adapters instead of 45uM).
The detailed SIP protocol is available at https://www.umassmed.edu/
garberlab/protocols/
III.6.VII. SPRITE/SIP Data Processing and Cluster Generation
Barcode identification was done as previously described. The genomic 
reads from both the SPRITE and the SIP libraries from BMDCs and mESCs were 
aligned to the mm10 genome using Bowtie2(V2.3.2) with --local --trim5 11. The 
SAM files were converted to BAM using Samtools V1.4. BAM files are then 
filtered to keep only reads with all 5 barcodes identified and which are less than 2 
mismatches to the reference genome. The files are then further filtered to keep 
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all the reads with MAPQ > 10. Clusters of interacting DNA are generated from the 
filtered BAM files by identifying all the reads that have the same 5 barcodes. 
III.6.VIII. Viewpoint Centric Analysis
To map the enhancer-promoter interactions which are mostly short-range 
interactions, we used small (2-10) and medium (11-100) size SPRITE clusters 
(Quinodoz et al. 2018) and employed a viewpoint centric analysis (VCA) where 
every promoter is set as a viewpoint and all interactions occurring with it is used. 
To determine bins with significant interactions with a viewpoint of interest (i.e. a 
promoter or an enhancer), computed by fitting a negative binomial (NB) 
generalized linear model (GLM) that models counts based on the distance decay 
of the signal, and the local SPRITE read coverage (GC content did not improve 
the GLM fit). We next calculated the p-value for each bin pair as pij= NB(X > xij/
eij) where eij is the expected frequency of the interaction from the background 
model. Similar to HiC-DC, MAPS, and Fit-Hi-C, we considered bins with 
extremely low p-values are true positives (>=85% quantile). We removed these 
bins, to refit our GLM based NB model to re-calibrate the background. The p-
values obtained after refitting are adjusted for FDR using the Benjamini-
Hochberg procedure. Using this approach we considered 2MB region around 




Using the model described above we called interactions with all active 
promoters after merging all our SPRITE/SIP data from different timepoints and at 
each time point separately. Our calls per time point basically yielded a subset of 
interactions (86%) we called when all the data was merged. 
III.6.X.  Motif Instances
We used class A motifs from the mouse Hocomoco v11 database. All 
instances were detected across all ATAC peaks (promoters and enhancers) using 
Fimo (Grant, Bailey, and Noble 2011), with a q-value threshold of 1e-4. 
III.6.XI. Random Forest
All model training and evaluation were done in R 3.5.1, using the caret 
(v6.0.77) (Kuhn et al., n.d.) and randomForest (v4.6.12) (Liaw, Wiener, and 
Others 2002) packages. For each feature set, we evaluated the accuracy of the 
model on the mouse data with 10-fold cross-validation. For each one of the 
training data in the cross-validation hyperparameters tuning was performed using 
10-fold inner cross-validation with the “train” command, using the following 
parameters: tuneLength = 20, metric = “ROC”. 
III.6.XII. Linear Regression
III.6.XII.1. K-mer identification and scoring
We used SeqGL (Setty and Leslie 2015) to identify motifs that are 
enriched inaccessible regions within regulatory elements of early, late, down-
regulated and non-changing ATAC groups. Because each accessible site can be 
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of variable length (after merging from all time points), we only considered 200 bp 
windows centered on the summit. For the background set of regions we 
randomly shuffled each 200bp window within 10,000 bp on each side to pick a 
random region of 200 bp that matched the GC content of the test set. Finally, 
instead of default parameters, we used 200 groups and 30,000 features, similar 
to the parameters used to analyze DNase-seq data in the original SeqGL 
publication. 
III.6.XII.2. Peak dynamics
All accessible peaks were categorized into early, late, down or non-
changing as previously described (Donnard et al. 2018). 
III.6.XII.3. ElasticNet regression
We used the sum of peak scores reported by SeqGL across each peak 
category per k-mer group as features for elastic net regression. We then used 
this feature matrix to predict the maximum fold change of genes at either early 
time point (2 hours) or late time point (6hours).  The models were trained and 
evaluated using the caret (v6.0.77) (Kuhn et al., n.d.) and glmnet. The 
hyperparameters tuning was performed using 10-fold inner cross-validation with 
the “train” command, using the following parameters: method="repeatedcv", 
number=10, allowParallel = T, repeats=100, tuneGrid=expand.grid(.alpha=seq(0, 
1, by = 0.05), .lambda=seq(0,10, by = 0.5)), metric = “RMSE”. 
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III.6.XIII. Models With Interacting Promoters
We were able to test the models with interacting promoters only at 6hrs 
after LPS stimulation and not at 1hr as there were only few promoter-promoter 
interactions of  expressed promoters at this time point.
III.6.XIV. SPRET/EiJ Data Processing
We reprocessed previously published data for RNAseq and H3K27ac 
ChIP-Seq (Link et al. 2018) from BMDMs derived from SPRET/EiJ and C57BL/6.
The custom genome was generated for SPRET/EiJ by incorporating 
alleles reported in the VCF files from the Mouse genome project (version v5) 
(Keane et al. 2011) using EMASE (Raghupathy et al. 2018). VCF files were 
filtered to keep the SNPs that have pass VCF quality control and when an SNP 
and an indel overlapped we kept the variant with the best quality. We generated 
reference files using bowtie2 using the command bowtie2-build with default 
parameters.
The custom transcriptome was generated for SPRET/EiJ by using liftover 
to remap the mm10 GTF file coordinates onto the SPRET/EiJ genome created. 
We next generated reference files using RSEM (v1.3.0) using the command 
rsem-prepare-reference with the option --polyA-length 67. 
III.6.XIV.1. RNAseq
We used RSEM (v1.3.0) to estimate gene expression in Transcripts per 
Million (TPM) with parameters --no-bam-output --bam. RSEM was configured to 
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use bowtie (v1.2.2). Genes with more than 15 TPMs at any time point were 
considered as expressed. 
We used counts per gene to identify differentially expressed genes by at 
least -log2 fold change of 0.5 between BMDMs derived from C57BL/6 at 
corresponding time point whose change in expression was significant (p-adjusted 
< 0.05) according to the package DESeq2 (v1.10.1) (Love, Anders, and Huber 
2014) in R (v3.5.1). Due to the large transcriptional changes observed in this 
system, we turned off the fold change shrinkage in DESeq2 with 
betaPrior=FALSE and we added a pseudo count of 32 to all timepoints to avoid 
spurious large fold change estimates from lowly abundant genes. Genes were 
then classified based on their response to KLA stimulation in each species 
(induced, downregulated or non-responsive). 
III.6.XIV.2. ChIPseq
We used bowtie2 to map the reads to the custom SPRET/EiJ genome 
generated with default parameters.  We used macs2 to call peaks with --extsize 
300 option. We next merged all the peaks within 200bp of each other using 
bedtools slop and bedtools merge. We next built a master list of peak by merging 
peaks from all time points (0h,1h,6h post-KLA). The peaks were then quantified 
by calculating the coverage per bp at each time point and normalizing for the size 
of the library using DESeq2 estimatesizefactors. Then we filtered the peaks to 
keep all the peaks that have at least 10 normalized counts. 
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To get the list of peaks that are conserved between BMDMs derived from 
C57BL/6 and SPRET/EiJ we used liftover to map the coordinates of SPRET/EiJ 
onto C57BL/6 genome and all the peaks that overlapped another H3K27ac peak 
in C57BL/6 are considered conserved. The peaks that did not overlap the 
C57BL/6 H3K27ac peaks but were mappable were considered non-conserved. 
Next, we compared the signal strength of conserved peaks at each time 
point between BMDMs derived from C57BL/6 and SPRET/EiJ mice. The peaks 
that have at least a log2 fold change of 2 between the two species we considered 
differential. 
III.6.XV. Temporal Changes in Pairwise Interactions
The interactions counts for all the pairwise interactions are split based on 
the barcodes of 0, 4 and 24h LPS stimulation. The interactions at every time 
point are normalized to the depth of each library using DESeq2 (v1.10.1) in R 
(v3.3.5). For each interaction, we performed Fisher exact test to compare the 
counts at 4h or 24h against 0h to assess if the interaction is induced or 
downregulated or stable. We then considered any interaction to be significantly 
changing if the p-values obtained from Fisher-exact test is <=0.05.  
III.6.XVI. Motif Enrichment in Dynamic Interactions
We performed motif enrichment in induced interactions and downregulated 
interactions using Fisher Exact test. The p-values obtained were corrected for 
multiple hypothesis testing using FDR in R (v3.3.5).
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III.6.XVII. 3D Cis-Regulatory Modules
We generated all the possible combinations of motifs doublets from the 
significant motifs in dynamic interactions. For each pair of motifs we conditioned 
that they have instances in each interacting pair. We then used the FDR 
corrected binomial p-values test to assess their co-occurrences. For example, to 
compute the co-occurrences of motif x with motif y, we define the number of co-
occurrences of this pair such that motif x occurs in pair1 and motif y occurs in 
pair2. The background probability set to the product of the probability of motif x 
and motif y.  
III.6.XVIII. Biclustering for Finding Higher-Order Interactions
For each promoter, we built an interaction matrix where every SPRITE 
cluster is a row and genomic bins around the promoter are columns. We then 
performed biclustering on this matrix using biclust (v2.0.1) package in R (v3.5.1). 
To assess the random chance of getting these clusters we permuted the values 
of the matrix and co-clustered the rows and columns of the permuted matrix. We 
repeated this 1000 times and to get the p-value we used the permutation test. 
The active genomic bins (overlapped H3K27ac peak) that have an enriched 
signal in pairwise interactions are only considered. 
III.6.XIX. Single-Cell Sequencing Data
Single-cell RNA-Seq data was collected using in house built inDROP for 
BMDMs stimulated with LPS for 0,1 and 4hours.
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III.6.XIX.1. Library generation
Single cells were captured using an in house built inDrop system. Our 
system uses V3 beads with an 8 base UMI. First, cells were resuspended in 15% 
OptiPrep in 1x PBS at a density of ~80,000 cells/mL then run through the 
microfluidic chip of the instrument. Along with cells, V3 beads, RT mix (containing 
SuperScript III Reverse Transcriptase from Invitrogen 18080093) and a carrier oil 
(HFE 7500) were run through the microfluidic chip to capture single cells with 
single beads in an oil droplet. Following collection, the oligos are cleaved from 
the beads by a 7 minute UV light exposure, then 2 hour RT at 55C, 15-minute 
heat kill at 70C, followed by emulsion breaking. Next, the samples are cleaned 
before second strand synthesis, IVT, and RT using random hexamer primers. 
Then final library amplification was performed while incorporating sequencing 
adapters.
III.6.XIX.2. Alignment and processing
To generate fastq files we used bcl2fastq with --use-bases-mask 
y58n*,y*,I*,y16n* parameters. Next we extracted all the reads that contained a 
valid cell barcode and the unique molecular identifier (UMI) sequence had no Ns. 
The cell barcode and the UMI is appended to the read 1 header using custom 
scripts. The read 1 fastq files are then aligned to the mouse genome mm10 using 
TopHat (v2.1.1) (Kim et al. 2013) with default parameters. The bam files are then 
filtered to keep the cell barcodes that contained >=3000 reads. The filtered bam 
files are then processed with ESAT  single-cell analysis mode (-scPrep) (Derr et 
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al. 2016) to generate a matrix of counts per gene per cell, using the UCSC gtf file 
for mouse genome built mm10. At this stage, we also extended the 3’ annotations 
of the transcriptome file upto 1000 bases, discarded all the multi-mapped reads (-
wExt 1000, -task score3p, -multimap ignore). Finally, we merged all the UMIs that 
have one count and are one hamming distance away from an other UMI that has 
two or more counts. All the scripts used for this processing are available through 
https://github.com/garber-lab/inDrop_Processing. 
III.6.XX. Variability of Gene Expression Across Cells 
The coefficient of variation (CV) is computed for all the genes at every 
time point. Genes are filtered to keep the ones that are detected in at least 20 
cells at any time point. We then compared the CV for genes with higher-order 
interactions and genes without grouping genes by maximum expression and 
number of enhancers. 
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III.9.Tables 
Table III-1 | Validated enhancer promoter interactions in mouse embryonic stem 
cells
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Figure III-1 | SPRITE identified enhancer promoter interactions at high 
resolution 
(A) The experimental scheme used in this study. Mouse bone-marrow-derived 
dendritic cells are treated with LPS for 0, 4 or 24 hours. At each time point, we 
performed SPRITE and utilized our previously published RNA-seq, ChIP-seq, 
and ATAC-seq data sets. (B) Interaction profile of Il6 promoter. The green bars 
show the un-normalized contact score of every bin with the promoter. The loop 
plot below shows the normalized contact and heights of the loops are the -log10 
p-value (p-adjusted) for each interaction. (C) Cumulative distribution plots of the 
normalized contact score of putative enhancers (red) and non-active regions 
(grey). (D) Interaction profiles of expressed genes (marked in red) in the Slc7a2 
locus. The viewpoints are highlighted in grey. The heights of the loops are the -
log10 p-value (p-adjusted) for the interaction. (E) left: Schematic depicting 1. 
enhancers predicted by linear proximity (grey) to promoters (purple) 2. SPRITE 
defined enhancers (green) 3. enhancers which have no evidence of interaction 
via SPRITE (delta: black). Middle: Number of enhancers associated with linear 
proximity, SPRITE signal or delta. Right: The ROC curve for each set of 
enhancers we defined. 
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FigureIII-2 | Enrichment of putative regulatory elements in SPRITE view 
point centric analysis 
(A) Cumulative distribution plots of the normalized contact score of putative 
enhancers (red) and non-active regions (grey) of all the promoters. (B) The PR-
AUC curve for each set of enhancers we defined SPRITE (green), distance 
(grey) and delta (black). (C) Top 30 important features identified by the random 
forest classifier that was built using enhancers that are associated with promoters 



















































































































































Within 300kb but no SPRITE (Delta)
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FigureIII-3 | SIP recapitulates enhancer promoter interactions identified by 
SPRITE 
(A) Schematic of SIP workflow. Clusters of interacting DNA (pink and blue) and 
protein (grey) are selected with antibody (red) followed by repetitive rounds of tag 
extension. (B) Example locus around the Tnfaip3 gene showing the signal 
reproducibility between SIP -H3K4me3 and SPRITE: H3k27ac ChIP-Seq signal 
(pink), interactions identified by  SIP-H3K4me3 (dark green) and SPRITE (light 




































FigureIII-4 | Validation of SIP contacts in mouse embryonic stem cells 
(A) Aggregate plot showing the normalized reads 2000 bp around TSS (on both 
sides) in mDCs for H3K4me3 ChIP-Seq (blue), SIP-H3K4me3 (red), SPRITE 
(green). (B) Overlap of E-P interactions predicted using SIP-H3K4me3 and 
HiChIP-H3K27ac in mESCs (C) The Sox2 locus in mESC: H3K27ac ChIP-Seq 
signal (pink) and interactions identified by SIP-H3K4me3 (dark green). (D) 
Distribution of maximum normalized expression for genes that have enriched 








































































































































































































































































FigureIII-5 | Regression models predict gene-expression changes when 
stimulated with LPS 
(A) Scatter plot of observed and predicted log2 fold change of gene-expression 
at one hour post LPS stimulation from a model where enhancers are associated 
with promoters based on linear proximity. (B) Scatter plot of observed and 
predicted log2 fold change of gene-expression at six hours post LPS stimulation 
from a model where enhancers are associated with promoters based on linear 
proximity. (C) Scatter plot of observed and predicted log2 fold change at one 
hour after LPS stimulation using a regression model that includes TFBMs from all 
the interactions. (D)  Scatter plot of observed and predicted log2 fold change at 
six hours after LPS stimulation that includes TFBMs from all the interactions 
which include enhancer-promoter and promoter-promoter. (E) The fraction of 
regulatory interactions that are promoter-promoter and promoter-enhancer (top). 
The fraction of promoter pairs that are active-expressed:active-expressed, active-
expressed:non-expressed and Non-expressed-Non-expressed (bottom). (F) Bar 
plots of correlation coefficinet of gene-expression across time post LPS 
stimulation for random promoter pairs (grey) and observed active-active promoter 
pairs (orange). (G) Scatter plot of observed and predicted log2 fold change at six 
hours after LPS stimulation using a model that includes TFBMs from active-active 
promoter pairs. (H) Gene expression profiles of Cxcl1-3 genes at 0,1,2,4 and 
6hours post LPS stimulation. (I) H3K27ac ChIP-Seq signal across the 200kb 
region corresponding to the Cxcl1 gene (top). Pair-wise interactions for Cxcl2 
(middle) and Cxcl3 (bottom) gene promoters. (J) Schematic showing how we 
identify higher-order configurations from interaction data. Two alternate 
conformations are shown with promoter (red), enhancers (green), and 
transcriptional output (black). Matrix of SIP clusters and corresponding genomic 
regions are deconvoluted using biclustering. (K) H3K27ac ChIP-Seq signal 
across 200kb region corresponding to the Cxcl1 gene (top). Higher-order 
interactions of SIP clusters where each configuration has at least 3 unique SIP 
clusters (bottom). (I) Correlation of expression across time for randomly selected 
gene pairs (grey), genes with interacting promoters and no shared enhancer 
(orange) and genes with interacting promoters and shared enhancer(s) (brown) 
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FigureIII-6 | Regression coefficients from the linear models 
(A) Regression coefficients of top predictors of the log2 fold change of 
expression at one hour after LPS stimulation. (B)  Regression coefficients of top 
predictors of the log2 fold change of expression at six hours after LPS 
stimulation. (C) Correlation of observed and predicted log2 fold change of gene-
expression at one hour post LPS stimulation from a model where enhancers not 
classified based on their dynamics. (D)  Correlation of observed and predicted 
log2 fold change of gene-expression at one-hour post LPS stimulation from a 
model where TFBM scores are weighted by the H3K27ac peak score. (E) 
Distribution of coverage for promoters that have no stable higher-order 
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(A) Coefficient of variation of gene expression at 0,1 and 4 hours post LPS 
stimulation for Gnai2 (purple) and Rps28 (orange). (B) H3K27ac ChIP-Seq signal 
across 240 kb region corresponding to the Rps28 gene (top). Higher-order 
interactions of SIP clusters where each configuration has at least 3 unique SIP 
clusters (bottom) (C) H3K27ac ChIP-Seq signal across 105 kb region 
corresponding to the Gnai2 gene (top). Pairwise interactions of SIP clusters 
(bottom). (D) Coefficient of variation of expression for genes that have consistent 
higher-order interactions (orange) and for genes that do not have consistent 
higher-order interactions (purple) at 0h for non-changing genes, 0h for 
downregulated genes, 1h for early induced genes, 4h for late induced genes. (E) 
Schematic showing the correlation between chromatin interactions and gene 
expression at single-cell resolution. (F) Normalized expression of the genes with 
active promoters in the Cxcl10 locus in C57BL/6 mBMDMs (grey) and SPRET/
EiJ mBMDMs (purple) at 0, 1 and 6 after KLA stimulation. (G) Example region 
around the Cxcl10 gene. Tracks from top to bottom show H3K27ac ChIP-Seq in 
C57BL/6 mBMDCs at one-hour post LPS stimulation, H3K27ac ChIP-Seq in 
C57BL/6 mBMDMs at one-hour post LPS stimulation, H3K27ac ChIP-Seq in 
SPRET/EiJ mBMDMs at one-hour post LPS stimulation, interaction-plot where 
the height of each loop is the -log10(p-adjusted) of the interaction. (H) Prediction 
errors with a regression model before (grey) and after (purple) inactivating the 
downregulated enhancers in SPRET/EiJ BMDMs for differentially (left) and not 
differentially expressed genes (right) at one-hour post LPS stimulation 
 136
Figure III-8 | Similarity in expression and epigenetic landscape of bone 
marrow derived dendritic cells and macrophages 
(A) Heatmap showing the normalized gene expression in response to LPS at 0, 1 
and 6 hours for two replicates of BMDCs (left) and BMDMs (right). (B) Venn 
diagram showing the overlap of H3K27ac regions in BMDCs (blue) and BMDMs 
(red). (C) Prediction errors with a regression model before (grey) and after 
(purple) inactivating the downregulated enhancers in SPRET/EiJ mBMDMs for 










































































































Figure III-9 | Dynamics of chromatin interactions are mediated by AP1 




















































































































































































































































































































































































































(A) The fraction of interactions that are stable (grey), induced (dark pink) and 
downregulated (light pink) after stimulation BMDCs with LPS (top). Enrichment of 
induced, downregulated and stable H3K27ac regions (left) and  fraction of 
downregulated, early, late and stable genes (right) in induced interactions 
(middle) and in downregulated interactions (bottom). (B) Example locus Nfkbiz 
gene (215 kb) depicting the complexity of interactions. The tracks display (top to 
bottom): H3K4me1 ChIP-Seq signal at 0-hour LPS stimulation, Poised 
enhancers, H3K27ac at 0h, 30 minutes, 1 hour and 2 hours post LPS stimulation, 
loops plot for normalized counts of interactions at 0h, 4h, and 24h post LPS. (C) 
Heatmap of -log10 p-adjusted for TFs that are enriched in induced interactions 
(top) and downregulated interactions (bottom). (D) Heatmap of normalized 
expression values for TFs that change expression when BMDCs are stimulated 
with LPS and are enriched in binding regulatory elements connected by changing 
interactions. TFs are grouped based on their expression profiles into 
downregulated, early or late induced. (E) Schematic illustrating the motif pairs 
that bind to individual regulatory elements and catalyze interaction between the 
elements (top). TF pairs that are significantly enriched and are colored by their -
log10 p-adjusted (binomial test).  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IV. CHAPTER VI: Uncovering the Short DNA Sequences 
Which Control the Epigenetic Landscape of Dendritic 
Cells Maturation 
IV.1. Preface 
This research chapter encompassed work performed by Shaked Afik*, 
Pranitha Vangala*, Elisa Donnard, Sean McCauley, Anetta Nowosielska, Alper 
Kucukural, Barbara Tabak, Patrick McDonel, Jeremy Luban, Manuel Garber, Nir 
Yosef. The publication will be entitled “Uncovering the short DNA sequences 
which control the epigenetic landscape of Dendritic cells maturation”. 
IV.2. Summary 
Epigenetic changes are a crucial step in the cellular response to 
environmental stimuli and involve interactions between chromatin, non-coding 
DNA regions, histone modifiers, and transcription factors. Here, we present a 
computational pipeline to detect which DNA motifs are associated with epigenetic 
changes. We applied our method on human Dendritic cells stimulated with 
Lipopolysaccharide (LPS) which resulted in a comprehensive map of TF binding 
motifs that are predictive of several temporal activation patterns of regulatory 
regions up to 24 hours after LPS stimulation. Our results include known 
regulators of the LPS response, as well as TFs which interact with histone 
acetyltransferases and deacetylases that were previously unknown to be 
involved in the Dendritic cell’s response to LPS. Moreover, our computational 
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method is modular, generalizable and can be easily applied to study many other 
biological systems. 
IV.3. Introduction 
Changes to cell state involve activation and repression of many genes. 
This change is mediated by changes in chromatin accessibility and histone 
modifications for many putative regulatory elements that facilitate the binding of 
transcription factor proteins to short DNA sequence motifs within. Despite many 
advances in characterizing the epigenetic landscape of cells, uncovering the way 
all these factors interact to activate a specific process remains a challenging 
task.  
A common way to detect binding of a given transcription factor (TF) in 
regulatory regions is by ChIP-seq. However, this is a laborious process that is 
limited to one TF per experiment. Methods to evaluate genome-wide chromatin 
accessibility such as ATAC-seq (Buenrostro et al. 2013) provide a genome-wide 
view of the accessible regions. Computational analysis of the alignment patterns 
of the assay within open genomic “peaks” can reveal short DNA motifs bound by 
a TF since the binding sites will be protected from enzymatic cleavage. 
Combining these alignments patterns - also known as genomic footprints - with 
previous knowledge of the TF binding sites can provide a simultaneous 
prediction for many TF bound across the genome.  
Recent developments in computational pipelines have provided 
frameworks that can infer genomic locations bound by specific TFs from genome-
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wide chromatin accessibility data (Gusmao et al. 2016; Xu et al. 2018). These 
methods vary in their algorithm as well as the features used for prediction but can 
be broadly divided into two categories: (1) motif-centric algorithms, which given a 
set of TF motif instances in the genome will output a per-site binding prediction 
(Quach and Furey 2017; Pique-Regi et al. 2011), or (2) algorithms which provide 
a binding prediction for the complete genome either with no DNA motif 
information (Li et al. 2019) or with the motif information as one of the features 
used for prediction (Keilwagen, Posch, and Grau 2019). The main focus of those 
methods has been in providing per-site prediction across the genome for a TF. 
Recently, several methods were developed to predict differential TF binding (Li et 
al. 2019; Tripodi, Allen, and Dowell 2018; Baek, Goldstein, and Hager 2017), 
however, they have been tested on different cell types or under different 
experimental conditions, which usually result in many changes to the genomic 
landscape. 
 In this work, we present a computational pipeline that extends the scope 
of genomic footprint algorithms to go beyond the genome-wide prediction of TF 
binding. We take a motif-centric approach and use supervised learning to detect 
changes in chromatin across regions in the genome. This generalized approach 
allows us to provide functional context to changes in DNA and detect which 
motifs are drivers for specific processes of the cell. Moreover, our pipeline does 
not assume prior knowledge about the structure of an “active” chromatin state 
(i.e. no prior assumption of a reduction in cut sites in the binding site compared to 
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the flanking regions), which is important as some TF do not exhibit a strong 
genomic footprint (Sung et al. 2014). Thus, our method can be easily extended to 
study the motifs which do not necessarily act as a TF binding site.  
We applied our method to uncover the factors driving changes to putative 
active regulatory elements of human Dendritic cells in response to 
lipopolysaccharide (LPS). This response involves various temporal transcriptional 
and epigenetic changes to thousands of genes and regulatory regions in both 
humans and mice (Amit et al. 2009; Garber et al. 2012; Rabani et al. 2014; 
Donnard et al. 2018; Vandenbon et al. 2018). 
Our methods discovered various DNA sequences that are predictive of 
epigenetic changes in the hours following LPS stimulation. 
IV.4. Results 
IV.4.I. Supervised Learning Approach To Detect Functional Motifs 
We devised a motif-centric computational pipeline to detect which short 
sequence motifs are functional in a subset of genomic regions. For example, 
given a set of regulatory regions that are involved in the cellular response to 
stimulation or state change, we wish to detect the short sequence motifs within 
those regions that function as binding sites for transcription factors. It is important 
to note that the strategy we built can be readily applied to any biological system 
where there is a state change and it is possible to define a positive and negative 
set of regions based on your question of interest. A summary of the pipeline is 
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provided below and in Figure IV-1a, a full detailed description of the pipeline can 
be found in the methods section.  
First, we start with a complete set TF binding motifs for TFs of interest 
within the accessible regions defined by ATAC-seq. Each ATAC-seq peak is 
assigned a positive or negative class based on the underlying question. For 
example, the label can be positive if this peak is a putative regulatory region in a 
specific cellular response. Next, for each TF binding motif, we extract the local 
chromatin features for each motif instance based on ATAC-seq cut sites 128bp 
upstream and downstream of the motif (Methods). To optimize performance we 
compute the cut sites only from nucleosome-free fragments (Li et al. 2019) and 
correct the cut sites count to account for enzymatic sequence bias (Martins et al. 
2018). Instead of using the number of corrected cut sites in each base around 
the motif, our features are ratios between the sum cut sites of segments around 
the motifs at various lengths, similar to the transformation performed by 
msCentipede (Raj et al. 2015) (Figure IV-1b, methods). This transformation 
allows us to capture the spatial structure of the chromatin, without limiting the 
algorithm to a predefined shape. These features are then used as the input for a 
random forest classifier, where a motif instance is labeled as part of the positive 
or negative set based on the label of the ATAC-seq peak in which the motif 
instance is found.   
A high area under the precision-recall curve (AUC PR) value indicates that 
the TF footprint in the positive set is distinguishable from the chromatin features 
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around instances in the negative set. This provides an association between this 
motif and the specific set of active regions. We then run this pipeline for all motifs 
to get a complete evaluation of the regulatory motifs which are predictive of the 
positive regions. A natural interpretation for a high AUC value is that changes in 
chromatin shape correspond to differential TF binding. However, we note that 
there could be other interpretations such as changes in co-binding which results 
in different chromatin features. 
IV.4.II. Detecting Functional Motifs for TF Binding 
Our pipeline is designed to detect predictive motifs within a subset of open 
chromatin regions. To validate the generality of our approach, we tested the 
ability of our computational framework to detect motifs instances within open 
chromatin regions that are bound by transcription factors. To that end, we ran our 
approach on the publicly available chromatin accessibility data (Buenrostro et al. 
2013) from the GM12878 cell line. We took a set of 66 TF binding motifs, for 
which there exists TF ChIP-seq from the ENCODE project (ENCODE Project 
Consortium 2012) (Table IV-1). For each motif, our positive set was the set of 
motif instances within open regions that overlap a TF ChIP-seq peak, while our 
negative set was defined as the motif instances within open regions which do not 
overlap a TF ChIP-seq peak. We then computed the mean AUC PR from 5-fold 
cross-validation runs. Limiting our analysis to only motif instances in open 
chromatin regions can be challenging, as motifs from the negative set are more 
prone to spurious binding compared to a randomly chosen negative set of motif 
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instances across the genome. Despite this challenge, we are able to achieve 
overall high classification rates when applying a random forest algorithm to the 
transformed cut sites (Figure IV-1c). We are also able to achieve high 
classification rate, albeit slightly lower on average, when taking into account all 
fragment lengths, when using the cut sites prior to transformation as features, or 
without correcting for enzymatic bias (Figure IV-2a-c)  
To further benchmark our approach, we compared the accuracy of our 
method to previously published algorithms for detecting TF binding (Figure 
IV-1c). As each method requires different input and has different parameters, we 
made the runs of all methods as similar as possible to our pipeline (Methods). 
We tested DeFCoM, an SVM based method for TF binding prediction, as well as 
a simple footprint depth score which describes the average cut sites in the motif 
compared to its surrounding region, adapted from (Baek, Goldstein, and Hager 
2017). In addition, we tested Catchitt (Keilwagen, Posch, and Grau 2019), which 
provides a prediction for TF binding in windows of 50bp across the complete 
genome and was one of the winners of the ENCODE-DREAM in vivo 
Transcription Factor Binding Site Prediction Challenge. Our approach, DeFCoM, 
and Catchitt all exhibit high classification rates, with no method significantly 
outperforming the other methods (ks test p-value > 0.84 for all pairwise 
comparison). All methods outperform the more simplistic footprint depth score (ks 
test p-value < 2*10-6). We also evaluated the performance of another genome 
scanning method, HINT-ATAC (Li et al. 2019), however, it achieved lower 
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classification rates (Figure IV-2d). This is perhaps due to the fact that the default 
model provided by the software was designed to work on omni-ATAC, a different 
experimental protocol which results in very high signal to noise ratio compared to 
the original ATAC-seq protocol. 
IV.4.III. Uncovering the TFs That Predict Changes in the Regulatory Landscape 
of DC Activation 
We applied our method to generate a comprehensive map of the TFs 
involved in temporal changes to the active regulatory landscape of human 
Monocyte-derived DC following LPS stimulation. To this end, we collected 
Monocyte-derived DCs from 5 human donors and stimulated the cells with LPS. 
To define the set of accessible regulatory regions, we generated ATAC-seq data 
before stimulation (0h) and at 30min, 2h, 4h, and 24h after stimulation (Methods). 
To catalog the changes in active regulatory elements post LPS we collected 
H3K27ac ChIP-seq data before stimulation (0h) and at 1h, 2h, 4h, 6h, 12h and 
24h after stimulation. We first defined the complete set of accessible regions by 
finding peaks of open chromatin and combining the set of peaks from each donor 
in each time point to a total of 193,922 regions. Next, to generate the label the 
regulatory regions we computed the number of H3K27ac reads around each 
accessible region. Differential expression analysis (Methods) revealed 8,620 
regions that show a significant change in H3K27ac signal across time. We then 
clustered those regions into 5 temporal activation patterns based on time of peak 
activation (Figure IV-3a).  
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We focused on the regulatory landscape of three of the temporal patterns 
- two early activated sets of regions, including regions which peak at 1 hour post-
stimulation (“immediate-early regions”) and regions which peak at 2-4 hours post-
stimulation (“early regions”), as well as the set of regions which are only activated 
24 hours post-stimulation (“late-24”). We used these regions that showed a 
significant change in H3K27ac level post LPS as a positive set and for each 
case, the negative set was a randomly chosen set of motif instances from 
regulatory regions that show no significant change in H3K27ac levels compared 
to pre-stimulation at any time point (Methods). For each cluster, we ran our 
classification algorithm on all HOCOMOCO motifs (Kulakovskiy et al. 2018) for 
TFs that are expressed in at least one time point (a total of 279 motifs, Methods). 
For each cluster and each motif, we ran our pipeline several times: Using the 
ATAC cut sites from the time points of peak activation, and using the ATAC cut 
sites from the closest previous time point.    
Our pipeline resulted in a mean AUC PR value from 5-fold cross-validation 
for each motif in each cluster in each time point, allowing us to rank the motifs 
and find the motifs which are functional in our set of activated regions. In 
addition, we wanted to filter motifs that did not have a better predictive value than 
expected by chance. To this end, we ran the pipeline on randomly assigned 
labels (i.e. each motif instance was randomly assigned to the positive or negative 
set) and computed an AUC PR (Methods). We pooled the results from 3,146 
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randomized runs to create a null distribution and generated empirical p-values for 
each AUC value in the original runs.  
We detected 162 motifs which showed significant (FDR-adjusted p-value < 
0.05) changes in the chromatin in at least one of the “activation time points” (i.e. 
30m or 2h for the immediate-early cluster, 2h or 4h for the early cluster and 24h 
for the late-24h cluster) (Figure IV-3b). We also observe an increase in 
expression for many of the TFs associated with these significant motifs. For each 
set of regions, the change in expression from time point 0h to peak activation 
time is greater for TFs associated with significant motifs compared to TFs which 
binds the motifs for which we do not see significant chromatin changes (one-
sided ks-test p-value < 0.02 for all sets of regions,  Figure IV-3).   
Upon inspecting the TFs that are predictive of the various H3K27ac 
temporal responses, we find that the majority (75, 47%) of the TFs are 
exclusively predictive for immediate-early regions. (Figure IV-3b, Figure IV-4d). 
Many (42/75; 56%) of these TFs also change expression in response to LPS 
(fold change >=2 & p-value <=0.01 by DESeq2 (Love, Huber, and Anders 2014)). 
This set of predictive motifs include the chromatin remodeler BPTF (Frey et al. 
2017), as well as TFs that are associated with early transcriptional response to 
LPS such as IRF7, FOS, JUN, PU.1 (SPI1), CEBPD and STAT5 (Yamaoka et al. 
1998; Garber et al. 2012; Ko, Chang, and Wang 2015; Donnard et al. 2018) 
(Figure IV-3c-d). In addition, we see changes in chromatin in both the immediate-
early and early regions for motifs of TFs previously associated with the 
 149
transcriptional response to LPS such as REL, STAT1 and STAT2, IRF1 and IRF2 
and NFKB complex (Figure IV-3c-d). Our results are also consistent with the 
recently published study which found PRDM1 and RARA as regulators of 
maturation of monocyte-derived DCs in response to HIV-1 infection (Johnson et 
al. 2020).  
Interestingly, 33% of the motifs that are predictive in the immediate-early 
and early regions are also predictive in late-24h  regions. These include REL, 
STAT1, IRF1/2, NFKB, PRDM1, and RUNX1 which were previously known to 
interact with histone-modifying enzymes and are LPS induced (Minnich et al. 
2016; Barutcu et al. 2016; Hoogenkamp et al. 2009). These results suggest 
another role for the TFs involved in the early activation of the cells at a much later 
time point.  Along with these previously known TFs, our model predicts additional 
factors to be associated with an active chromatin state that, to our knowledge, 
has not been implicated as part of the LPS response in Dendritic cells. The 
FOXO1 binding motif is predictive of immediate-early regions, consistent with the 
role of FOXO1 as a regulator of TLR4 signaling in macrophages (Fan et al. 
2010). We find the motif of the Hypoxia-inducible factor 1-alpha (HIF-1A) 
predictive in the early and late-24h regions. HIF-1A has been previously 
described as having a crucial role in the inflammatory response of macrophages 
(Cramer et al. 2003). In the early regions, we find p63 as a predictive motif, which 
was shown to interact with histone deacetylases (Ramsey et al. 2011). Finally, we 
also observe factors that are predictive only in the late-24h regions, including 
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CREB1 and FOXQ1. CREB1 can interact with histone acetyltransferases and 
can induce an antiapoptotic survival signal in monocytes and macrophages 
(Yuan and Gambee 2001; Wen, Sakamoto, and Miller 2010). FOXQ1 was shown 
to increase pro-inflammatory potential in monocytes and involved in monocyte 
migration (Ovsiy et al. 2017). Of note, we also see predictive motifs who are 
repressors of the LPS response in macrophages such as the anti-inflammatory 
regulator NR3C1 (GR) (Chinenov, Gupte, and Rogatsky 2013; Chinenov et al. 
2014) and NR1D1, which represses TLR4 expression and mediate temporal 
gating of proinflammatory cytokine responses (Fontaine et al. 2008; Gibbs et al. 
2012). The association of these factors to chromatin-modifying enzymes or LPS 
stimulation and their role as activators or repressors in Dendritic cells needs to 
be experimentally determined. 
To test the sensitivity of our method, we compared our results to previous 
methods that detect differential TF activity (Methods). First, we ran our data on 
the software DAStk (Tripodi, Allen, and Dowell 2018), which relies on changes in 
motif occurrences between two sets of regions (Figure IV-5). We also adapted 
the algorithm developed by Bagfoot (Baek, Goldstein, and Hager 2017), which 
detects TF occupancy changes based on differences in footprint depth and motif-
flanking accessibility (Figure IV-6, Methods). While both methods are able to 
detect several of the main TFs involved in LPS stimulation, overall they show a 
lower sensitivity (Figures S3 and S4). This is possibly due to the low number of 
regulatory regions and motif instances that are used as input which limit the 
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sensitivity of other methods that were designed to explore genome-wide 
differences between different experimental conditions.  
IV.4.IV. Transcription Factors Associated With H3K27ac Signal Strength 
So far, our pipeline predicts TF binding in temporarily activated regions, 
based on a discrete classification of the H3K27ac signal. We next sought out to 
examine whether we can find TFs associated with the strength of the H3K27ac 
signal by taking advantage of the genetic variation between our samples. To this 
end, we called SNPs and indels using the ATAC-seq and ChIP-seq data sets 
generated for the 5 donors (Methods) and found 584 immediate-early regions 
and 438 early regions with a genetic variant in exactly one donor. For each one 
of those regions, we computed a z-score of the H3K27ac signal of the donor with 
the variant based on the H3K27ac signal distribution from the other 4 donors 
(Methods). Since one of the H3K27ac ChIP-seq samples at 24h had a low signal 
to noise ratio we excluded it from further analysis and thus decided not to test for 
variation between donors at 24h using only the remaining four donors. For each 
set of regions, we computed a motif enrichment score - a modification of the 
GSEA score (Subramanian et al. 2005) - to associate motifs instances with 
regions where a genetic variant resulted in a large change to the H3K27ac signal 
(Figure IV-7, Methods).  
We find that at immediate-early regions, many of the motifs associated 
with changes to the H3K27ac signal are also predictive of the immediate-early 
temporal pattern during activation times, with 40% of associated motifs predictive 
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at 30m and 64% predictive at 2h (Figure IV-7a). Motifs associated with the 
H3K27ac signal include main regulators of the LPS response such as IRF1, 
IRF2, and RELB. Interestingly, we also observe an association between 
H3K27ac strength and the binding of FOXO1 as well as CXXC1, a member of 
the SET1 H3K4 methyltransferase complex and a regulator of macrophage 
phagocytosis (Lee and Skalnik 2005; Hui et al. 2018). In addition, we also find an 
association between H3K27ac signal and NR1D1 and MAFK which are able to 
interact with histone deacetylases and acetyltransferases, respectively (Yin and 
Lazar 2005; Hwang et al. 2013). 
Surprisingly, we do not see any motifs associated with a signal strength 
that is also predictive of the temporal H3K27ac signal pattern of the early regions 
up until 4h (Figure IV-7b). During 4h we see an association for the known LPS-
response regulators STAT1, STAT2, and IRF1. We also find NFIL3 associated 
with signal strength, which can interact with histone deacetylases (Keniry et al. 
2013) as well as NFIC, which was shown to be recruited to the c-fos promoter by 
acetylated histones (O’Donnell, Yang, and Sharrocks 2008). We also see a few 
motifs associated with H3K27ac strength with a low AUC PR classification value. 
Those motifs include many TFs such as SP1, SP2 and NR2C2 (TR4) that can 
recruit histone deacetylases, and KLF16 which recruits both histone 
acetyltransferases and deacetylases (Doetzlhofer et al. 1999; Phan et al. 2004; 
Cui et al. 2011; Daftary et al. 2012). Since our classifier predicts changes in 
chromatin state between induced and constant regions, it will not detect TFs that 
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are bound genome-wide. Thus, we can conclude that while the LPS regulators 
are associated with H3K27ac signal changes in early activated regions, we also 
find SP1, SP2, KLF16 as potential factors that control acetylation at 4h post LPS-
stimulation genome-wide. Another possible hypothesis is that those factors 
require co-binding for changes in acetylation, as it was previously shown that 
communication between the NFKB complex and SP1 affect histone acetylation in 
the promoter region of the MCP-1 gene (Boekhoudt et al. 2003).  We highlight 
that due to the low number of regions and donors we are limited in the statistical 
power for this analysis, and we only present an association and not a causal 
effect. Nevertheless, our study suggests potential factors that control the 
H3K27ac signal following LPS-stimulation.    
IV.5. Discussion 
Computational methods to detect TF binding from open chromatin regions 
have provided valuable insights and is a great improvement over TF ChIP-seq as 
it saves time, requires fewer cells and is under more flexible experimental 
conditions. In this work, we aimed to expand the scope of binding prediction 
methods and design a pipeline built for prediction of context-dependent 
chromatin changes, allowing the user to detect changes only in a subset of 
genomic regions of interest. This is designed as a highly modular framework that 
can be applied to any system with state change to understand the predictability 
of TF footprint to either gene expression changes, chromatin state changes or 
any other label as long as the user can define a positive set of activated regions. 
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Our pipeline is highly modular, can be used in conjunction with several different 
software achieving high classification results, allowing for many researchers to 
adapt easily with their existing pipelines. In addition, our method has no prior 
assumption about the expected shape of the chromatin around motifs from the 
positive set, thus this framework is easily expandable to test the importance of 
short regulatory motifs which are not known TF binding motifs. It should be noted 
that according to the motif classification suggested by HOCOMOCO, certain 
motifs are low confidence and can be found only in a small number of regions. 
We need to be cautious and not over-interpret the results from these motifs as 
they can be due to technical artifacts.     
Changes to the epigenome landscape are an important component of the 
cellular response of DCs to pathogens (Boukhaled et al. 2019). Here, we aim to 
gain a greater understanding of the factors involved in histone modifications 
during DC maturation in response to LPS up to 24hrs post-stimulation. Applying 
our framework we identified many TFs that could be potentially be involved with 
chromatin-modifying enzymes to establish signatures of active chromatin 
(H3K27ac). Of the TFs we predict to be important for activating regulatory 
regions, many are previously shown to interact with chromatin-modifying 
enzymes, some interact with acetyltransferases while some interact with 
deacetylases. We highlight that our current data does not allow us to claim any 
causal relations between the TFs and the active regions. Thus, we cannot 
determine which of the TFs actively modify the chromatin and which bind to these 
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regions because of their active state. Determining the exact interactions as well 
as which chromatin-modifying enzyme the TFs interact with has to be done in 
future validations. Nevertheless, our work resulted in a valuable map of temporal 
TF-DNA interactions of the human response to pathogens and provides an easily 
extendable framework to be used to answer many other biological questions. 
IV.6. Methods 
IV.6.I. Human Subjects:
Anonymous, healthy donor leukopaks (New York Biologics, Southampton, 
NY), were used in accordance with UMMS-IRB protocol ID #H00004971.
IV.6.II. Cell Culture:
All cells were maintained at 37° C in 5% CO2 humidified incubators. 
IV.6.II.1.Human Monocyte-Derived Dendritic Cells:
Human dendritic cells were derived from peripheral blood mononuclear 
cells (PBMCs) isolated from de-identified, healthy donor leukopaks (New York 
Biologics, Southampton, NY), in accordance with UMMS-IRB protocol ID 
#H00004971. Mononuclear leukocytes were isolated by gradient centrifugation 
on Histopaque-1077 (Sigma-Aldrich, St. Louis, MO). CD14+ mononuclear cells 
were enriched via positive selection using anti-CD14 antibody MicroBead 
conjugates (Miltenyi, San Diego, CA), according to the manufacturer’s protocol. 
CD14+ cells were then plated at a density of 1 to 2 x 106 cells/ml in RPMI-1640 
supplemented with 5% heat-inactivated human AB+ serum (Omega Scientific, 
Tarzana, CA), 20 mM L-glutamine (ThermoFisher, Waltham, MA), 25 mM HEPES 
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pH 7.2 (Sigma-Aldrich), 1 mM sodium pyruvate (ThermoFisher), and 1 x MEM 
non-essential amino acids (ThermoFisher). Differentiation of the CD14+ 
monocytes into dendritic cells (human DCs) was promoted by addition of 
recombinant human GM-CSF and human IL-4; cytokines were produced from 
HEK293 cells stably transduced with pAIP-hGMCSF-co or pAIP-hIL4-co, 
respectively, as previously described (Reinhard et al. 2014), with each cytokine 
supernatant added at a dilution of 1:100.
IV.6.III. Library Preparation and Sequencing 
IV.6.III.1. ATAC-Seq
For each time point, 5 x 105 scraped DC’s were collected by centrifugation 
500 x g for 5 min. and lysed for ATAC-seq following the protocol described in 
(Buenrostro et al. 2015). Each sample was tagmented using 12.5 ul Nextera 
TDE-1 transposase (Illumina) for 30 minutes at 37, then quenched by the 
addition of 5 volumes DNA Binding Buffer (Zymo Research) and cleaned using 
Zymo Research DNA Clean and Concentrator-5 columns according to the 
supplied protocol. Tagmented DNA was PCR-amplified using indexed primers as 
described in (Buenrostro et al. 2015), using total cycle numbers for enrichment 
as determined empirically by qPCR to minimize PCR duplicates. The resulting 
libraries were purified twice by Zymo Research DNA Clean and Concentrator-5 
columns using a ratio of 5:1 DNA Binding Buffer: Sample, and quantified by Qubit 
HS-DNA Assay (Thermo Fisher Scientific) and Bioanalyzer High-Sensitivity DNA 
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(Agilent Technologies). Final ATAC-seq libraries were pooled (equimolar) and 
sequenced on an Illumina Nextseq 500. 
IV.6.III.2. ChIP-Seq
Harvest and Formaldehyde crosslinking. For each timepoint and donor, 
5-7 x 106 unstimulated or LPS-stimulated dendritic were harvested by scraping in 
medium and centrifugation at 500 x g for 5 minutes. Each cell pellet was washed 
once with 2 mL PBS and gentle flicking of the tube, followed by centrifugation at 
500 x g for 5 min. Cells were uniformly resuspended in 1 mL 1X Fixing Buffer A 
from the Covaris tru-ChIP Chromatin Shearing and Reagent Kit and fixed by 
adding 1 mL 2% methanol-free formaldehyde (Thermo Fisher Scientific) diluted in 
1X Fixing Buffer A (1% formaldehyde final, 2.5-3.5x106 cells/mL) and rotated 
end-over-end for 5 min. at room temperature. Fixation was quenched by adding 
240 mL Quenching Buffer E (Covaris tru-ChIP kit) and rotating for an additional 5 
min. Purified BSA was then added to 0.5% w/v final to prevent cell adherence to 
the tube, and crosslinked cells were harvested by centrifugation, 500 x g for 5 
min. at 4oC. Crosslinked cells were washed twice in 2 mL ice-cold PBS + 0.5% 
BSA with centrifugation as above, and aliquoted evenly into 3 fresh 1.5 mL tubes 
during the second wash. Cells were finally pelleted by centrifugation at 16,000 x 
g, flash-frozen as dry pellets in liquid nitrogen, and stored at -80oC.
Lysis, Shearing, and Quantification. Individual crosslinked cell pellets 
(1.5-2 x 106 cells each) were lysed according to the Covaris tru-ChIP Chromatin 
Shearing and Reagent Kit instructions. Following lysis, nuclei were resuspended 
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in 130 mL ice-cold Shearing Buffer D3 and transferred to 1.5 mL BioRupter Pico 
Microtubes (Diagenode) on ice. Chromatin was sheared to uniform fragment 
lengths (150-400 bp) by sonication at 4oC in a BioRupter Pico (Diagenode) set to 
6 cycles of 30s ON and 30s OFF. Sheared chromatin was diluted in 10 volumes 
of ChRIPA buffer (1X PBS, 1 mM EDTA pH 8.0, 0.5 mM EGTA pH 8.0, 0.5% 
sodium deoxycholate, 1% Igepal CA-630, 0.1% SDS, 1X Roche cOmplete 
Protease Inhibitor Cocktail) and insoluble material was removed by centrifugation 
>15,000 x g for 10 minutes. Lysate was pre-cleared against 60 mL Dynabeads 
Protein A (Thermo Fisher Scientific) per 106 cells for 2h at 4oC with end-over-
end rotation followed by two rounds of magnetic bead removal and transfer to 
fresh tubes. 2% of pre-cleared lysate was removed for DNA quantification and 
the remaining lysate was either flash-frozen in liquid nitrogen and stored at 
-80oC, or stored overnight at 4oC for use in immunoprecipitation. For 
quantification, 2% pre-cleared lysate was treated with 10 mg RNase A (Thermo 
Fisher Scientific) for 30 min. at 37oC, followed by addition of 100 mg Proteinase 
K (New England Biolabs) and crosslink reversal overnight at 65oC. DNA was 
purified using DNA Clean and Concentrator-5 columns (Zymo Research). 
Average sheared DNA fragment sizes were determined by agarose gel and 
chromatin yield was estimated by Qubit HS-DNA Assay. 50-100 ng purified DNA 
was saved as Input. 
Chromatin Immunoprecipitation. Antibodies used for ChIP were rabbit 
anti-H3K27ac (Diagenode C15410196) and rabbit anti-H3K4me3 (EMD Millipore 
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05-745R). 1 mg antibody was added to 0.5 mg (anti-H3K27ac) or 1 mg (anti-
H3K4me3) pre-cleared crosslinked lysate and incubated overnight with 
continuous mixing at 4oC. IgG/chromatin complexes were captured for 1h at 
room temperature on 25 mL Dynabeads Protein A that were pre-blocked for at 
least 1h with Blocking Buffer (1X PBS, 0.5% BSA, 0.5% Tween-20). Complexed 
beads were washed 5 times with ice-cold ChRIPA Buffer, twice with room 
temperature RIPA-500 Buffer (10 mM Tris pH 8.0, 500 mM NaCl, 1 mM EDTA, 
1% Triton X-100, 0.1% sodium deoxycholate, 0.1% SDS), twice with ice-cold LiCl 
Wash Buffer (10 mM Tris pH 8.0, 250 mM LiCl, 1 mM EDTA, 0.5% Igepal 
CA-630, 0.5% sodium deoxycholate), and twice with ice-cold TE buffer. Each 
chromatin sample was eluted from beads using 50 ul Direct Elution Buffer (10 
mM Tris pH 8.0, 5 mM EDTA, 300 mM NaCl, 0.5% SDS) and supplemented with 
20 mg RNase A, incubating for 30 min. at 37oC. 20 mg glycogen was added to 
each bead/eluate suspension, and crosslinks were reversed by the addition of 50 
mg Proteinase K and incubation at 37oC for an additional 2h, followed by 
overnight at 65oC. Dynabeads were removed by magnet capture, and the 
supernatant was mixed thoroughly with 2.3 volumes of Agencourt AMPure XP 
(Beckman Coulter) bead suspension and incubated for 10 minutes at room 
temperature prior to bead capture and washing. Purified DNA was eluted in 10 
mM Tris pH 8.0.
Library Preparation and Sequencing. Sequencing libraries were 
prepared from half of each ChIP sample and 50 ng Input DNA using the Ovation 
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Ultralow System V2 kit (NuGEN) according to supplier’s instructions, with the 
total numbers of enrichment PCR cycles determined empirically for each sample 
by qPCR to minimize PCR duplication rates. Barcoded libraries were quantified 
using Qubit HS-DNA Assay, qualified using Agilent Bioanalyzer High-Sensitivity 
DNA, and pooled for sequencing on Illumina Nextseq 500.
IV.6.IV. Alignment and Processing of Reads 
Genome reference:  
All the data generated and used for this paper is aligned to human 
reference genome hg19
ATAC-Seq: Paired-end reads were trimmed to remove adapter sequence 
using Cutadapt version 1.3, and then aligned to reference genome hg19 with 
Bowtie2, version 2.1.0, parameter –X 2000. The alignments were then filtered 
using Samtools (Li et al., 2009), version 0.0.19, to remove (i) PCR duplicates, as 
identified by Picard’s MarkDuplicates, and (ii) aligned reads with mapping quality 
below 4. While the reads were aligned as paired-end to optimize the alignment 
accuracy, the alignments were then further processed as if they were aligned 
single-end sequence data, so that each aligned read corresponded to a Tn5 cut-
site.
Peak Calling: Each aligned read was first trimmed to the 9-bases at the 
5’-end, the region where the Tn5 transposase cuts the DNA, and then extended 
10-bases upstream and down, for smoothing. Peaks were called using these 
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adjusted 29-base aligned reads with MACS2 (Zhang et al., 2008)], parameters --
bw 29 --tsize 29 and --qvalue 0.0001. 
Quality Control: Following the standard practice (Buenrostro et al., 
2015), for each sample, we examined the fragment length distribution, as well as 
a comparison of the aggregate nucleosome signal to the aggregate nucleosome-
free signal over transcription start sites for those genes found to be expressed for 
at least one time point in our RNA-Seq time series. Signal-to-noise ratios were 
computed for the peaks as f/(1 –f) where f is the fraction of reads overlapping 
peaks.
ChIP-Seq: Paired-end reads were trimmed to remove sequencing 
adapters and leading and trailing bases with quality scores less than 5. Reads 
that were longer than 36 bases after trimming were kept for further analysis. The 
reads were then aligned to human reference genome hg19 using Bowtie2 with 
options -k 1 --un-conc to filter out reads that map to multiple locations in the 
genome and that align un-concordantly. Duplicated reads were filtered out using 
picard-tools-1.131 MarkDuplicates function. Peaks were then called using 
MACS2 with --bw=230 --tsize=75 and --qvalue 0.0001. 
IV.6.V. ATAC Normalization 
To include only nucleosome-free fragments, we filtered out fragments 
longer than 180 bp with the alignmentSieve command from DeepTools (Ramírez 
et al. 2016). Next, to correct sequence bias due to enzymatic sequence 
preferences we ran seqOutBias (Martins et al. 2018) to get a per-base estimate 
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of read counts. We ran the correction on the length-filtered reads, performing the 
correction on each strand separately with the parameters “--read-size=35 --shift-
counts” and the k-mer mask as recommended by the seqOutBias tutorial:
plus_mask=NXNXXXCXXNNXNNNXXN
minus_mask=NXXNNNXNNXXCXXXNXN  
IV.6.VI. Classifying ATAC Peaks Based on K27 Signal
For each ATAC peak, we extracted the number of H3K27ac ChIP-seq 
reads that align within the peak in each sample, extended by 1000bp on both 
sides to include bordering histones and merging peaks that were overlapping due 
to that extension. We removed one sample (donor F33 at 24h after LPS 
stimulation) due to very low read alignment across all peaks. 
To detect peaks with temporal changes, we performed pairwise differential 
expression using DEseq2 (Love, Huber, and Anders 2014), by comparing all the 
time points with time point 0h (prior to LPS stimulation) and adding the batch as a 
covariate to the model. Each peak that had an adjusted p-value < 0.05 and an 
absolute log fold change > 2 were considered as temporal peaks. In addition, we 
also searched for peaks which show a continuous temporal change with 
ImpulseDE2 (Fischer, Theis, and Yosef 2018), and added to our set of temporal 
peaks regions which ImpulseDE2 adjusted p-value <= 0.05. Then, we used k-
means clustering with k = 5 to cluster the temporal regions into different temporal 
clusters. The rest of the regions were classified as constant regions, excluding 
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regions with a low number of aligned ChIP-seq reads (Total normalized count 
across all samples < 30).  
IV.6.VII. RNA-Seq Analysis
Reads were aligned to the transcriptome with RSEM. To detect 
differentially expressed genes we ran DEseq2 for each time point. We took only 
expressed genes (genes with an average TPM of 10 in at least one time point) as 
our set of expressed genes. 
IV.6.VIII. Motif Scanning
The full set of TF binding motif was downloaded from HOCOMOCO v11 
(Kulakovskiy et al. 2018). We focused only on motifs of TFs which are expressed 
in our system, leaving a total of 279 motifs for TFs with at least an average of 10 
TPM at any of the time points. We used PWMscan (Ambrosini, Groux, and 
Bucher 2018) to find motif instances across the genome with the 
“pwm_mscan_wrapper” command and parameter -e 0.00001  
IV.6.IX. A Supervised Learning Algorithm for Detecting K27 Patterns 
We repeated the following pipeline for each one of the 278 TF binding 
motifs: 
IV.6.IX.1. Labels
For a given temporal cluster, we define our positive set by finding all the 
motif instances that fall within that set of ATAC peaks with BedTools (Quinlan and 
Hall 2010). The negative set is then selected out of all motif instances that fall 
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within the set of constant peaks, downsampled so that the two sets are of equal 
size. We only ran our pipeline on motifs that had at least 10 motif instances 
within the positive set. 
IV.6.IX.2. Features
We use the ATAC-seq data as the features for our classifier. Every time 
point is separate, thus for a given motif and a given positive set, we run several 
classifiers, one for each ATAC-seq time point. We compute the normalized 
number of ATAC cut sites in each base at a region of 256 bp centered on the 
motif, where we combine the normalized cut site count from both strands 
oriented around the motif (i.e. cut site count 5 bp downstream on the plus strand 
was combined with the cut site count 5 bp upstream on the negative strand). 
We represented the cut site features as ratios between regions around the 
motif, at different levels. The first level is the sum of cut sites around the motif, 
corrected for library size with the sample-specific DEseq scaling factor. The 
second level includes the sum of reads of the first half of the window (positions 
1-128) divided by the total number of cut sites. The third level includes the first 
quarter compared to the first half and third quarter compared to the second half. 
We continue in a similar fashion until the last level in which each odd-numbered 
position is divided by the sum of cut sites in its position and the subsequent one. 
The total number of features is identical to the number of cut sites. Each donor 
was considered a separate, thus each motif instance translates into 5 samples in 
the classifier (one for each donor). 
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IV.6.IX.3. Classification
We ran a random forest classifier using 5-fold cross-validation with the R 
caret package (Kuhn 2008). We divide our samples into training and testing 
based on genomic position, thus for each motif instance data from all 5 donors is 
either all part of the train set or all part of the test set. In each run, we use the 
inner 5-fold CV to tune hyper-parameters and apply the model on the test set to 
compute the area under the curve of the PR curve with the PRROC package 
(Grau, Grosse, and Keilwagen 2015). The final AUC value is determined as the 
average of the 5 runs.   
IV.7. Testing the Significance of AUC PR Values
For a given condition (i.e. a combination of ATAC time point and cluster 
label) we collected the set of motifs that achieve an AUC value of at least 0.5. To 
generate a random distribution of AUC PR values, we randomly select a motif 
from that set and run the same pipeline as before, except after downsampling we 
randomly re-assign each motif instance to the positive or negative set, keeping 
all biological repeats as all positive or all negative. We repeated this process for 
8 different conditions (for the labels of peak 1h, peak 2h, and peak 24h, collecting 
both the peak time points and the previous time point) 200-400 times. As each 
condition showed a similar distribution of randomized AUC PR values (t-test p-
value > 0.4113 for all pairwise comparisons), we collected all results across all 
conditions to form the null distribution with a total of 3,146 AUC PR values. We 
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then computed an empirical p-value for each AUC PR value for our non-random 
runs and performed FDR correction for all motifs in each condition separately.   
IV.8. Validation of Pipeline on GM12878 Data
IV.8.I. Data Preprocessing
We downloaded previously published ATAC-seq data on GM12878 
(Buenrostro et al. 2013). Reads were aligned to hg19 using bowtie2 (Langmead 
and Salzberg 2012). We removed low-quality alignments (MAPQ < 10) and reads 
without a unique alignment, as well as discordant reads and reads mapping to 
chrM or the ENCODE “blacklist” regions. 
For peak calling, reads aligned to the positive strand were shifted +4bp, 
and reads aligning to the negative strand were shifted -5bp. We called peaks 
using MACS2 on the cut sites, merging peaks that were less than 10bp apart, 
leaving a total of 203,977 peaks. 
For footprint method evaluation, we removed reads with fragment length > 
180bp for all methods except HINT-ATAC, as HINT incorporates the fragment 
length as part of its model. To account for sequence bias we normalized the data 
with seqOutBias as described in their tutorial. TF ChIP-seq peak files for 
GM12878 were downloaded from the ENCODE portal (Davis et al. 2018). A full 
list of the TF bed files used is provided at supplementary table 1
IV.8.II. Label 
For each TF binding motif, our positive set was defined as the set of motif 
instances within an ATAC peak that overlap the corresponding TF ChIP-seq 
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peak, while the negative set is are the motif instances within ATAC peak that do 
not overlap the TF ChIP-seq peak. We downsampled the set to have equal sizes 
and removed motifs that had less than 100 total samples after downsampling. 
The rest of our pipeline was performed as described above for H3K27ac. 
IV.9. Footprint Depth Score
The footprint depth score was adapted from (Baek, Goldstein, and Hager 
2017). In each motif instance, we define the footprint depth score as the 10% 
trimmed mean normalized cut site within the motif (extended 2 bp from the motif 
boundary). From this value, we subtract the mean normalized cut site in the 
regions flanking the motif, up to a window of 256bp (same window used for the 
random forest classifier). We multiplied the score in -1 so that a more positive 
score will be associated with greater footprint depth. Using that score, AUC PR 
was computed to each one of the five testing data used for the random forest 
classifier.    
IV.10. DeFCoM
DeFCoM requires a BAM file as input, thus we ran DeFCoM on the 
processed BAM file after removing long fragments and read shifting, with the 
default parameters described in the example config file from the DeFCoM 
website. In each iteration of the 5-fold cross-validation we ran DeFCoM with the 
same test and train motif instances as the random forest classifier. 
IV.11. Catchitt
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Labels for each 50bp window across the genome was computed with 
Catchitt’s “labels” commend, with the encode ChIP-seq peak file as input. 
Chromatin accessibility was computed with the “access” command, providing the 
processed BAM file as input. The “motif” command provided motif scores for 
each window. Since training and testing are performed on entire chromosomes 
we implemented a greedy algorithm to ensure a balanced 5-fold training set. We 
ranked the chromosomes based on the number of ChIP-seq peaks found in it 
from highest to lowest. We then sorted the chromosomes into five sets, each time 
adding the remaining chromosome with the highest number of ChIP-seq peaks 
into the bin with the lowest total number of ChIP-seq peaks.  In each iteration, 
one of the sets was used for training while another set was used for testing. For 
the testing chromosomes, we computed the AUC PR of windows that overlap 
motif instances that fall within an ATAC-seq peak, with the instance label 
determined by the ChIP-seq and downsampling the positive and negative set to 
be of equal sizes. In case a motif instance spanned the edges of two windows, 
the score of the instance was the mean of the score for the two windows.     
IV.12. HINT-ATAC
We ran HINT-ATAC on the full set of peaks and on all aligned reads with 
the following parameters: “--atac-seq --paired-end --organism=hg19”. 
To compute AUC values, for each set of test data used by the random 
forest classifier we assigned each motif the HINT score that overlaps it, or zero if 
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it didn’t overlap any HINT footprint. We used those values to compute the AUC 
score for each test data. 
IV.13. DAStk
For each set of regions, we ran DAStk using default parameters, 
comparing the set of induced regions to the set of regions classified as constant. 
MD score was computed as the difference in the MD scores between the induced 
and the constant regions from the output to the “differential_md_score” 
command. 
IV.14. BagFoot 
We adapted the Bagfoot algorithm as described by (Baek, Goldstein, and 
Hager 2017) to run on our normalized data. For each motif instance, we 
computed the footprint depth score and the flanking accessibility score. The 
footprint depth score is calculated as above, except we take a window of 200bp. 
The flanking accessibility score is the mean normalized cut site count of the 
200bp centered around the motif. The footprint depth difference is taken as the 
difference between the mean footprint depth score of motif instances in the 
induced region and the mean footprint depth score of motif instances in the 
constant regions, and similarly for the normalized cut count difference. The 
Bagplot and p-value and adjusted p-value computation were done with the code 
of the gen_bagplot_chisq function, with minor modification to work on our input 
data.       
 170
IV.15. SNP and Variant Calling
We used GATK with the steps described in the best practices guide 
published by the GATK developers: https://software.broadinstitute.org/gatk/best-
practices. We performed read grouping, base quality score recalibration (BQSR) 
on the BAM files for which we used the default parameters dbSNP-147 VCF file. 
And the raw variants identified by the genotyping tool were recalibrated using 
dbSNP-147 VCF file and default parameters. The variants are then refined using 
VariantFiltration, with parameters QualByDepth, FisherStrand, StrandOddsRatio, 
RMSMappingQuality, MQRankSum, and ReadPosRankSum were <2.0, <40.0, 
>60.0, >3.0, <12.5 and <−8.0 as recommended, respectively.
IV.16. Association Between H3K27ac Signal and Motif Abundance
For this analysis, we only considered regions classified as immediate-
early or early regions with a variant in only one donor. For each peak, we 
computed the z-score of the normalized H3K27ac signal for the donor with the 
variant based on the mean and standard deviation of the signal from the other 4 
donors. For a given set of regions and a given time point, we performed an 
enrichment test to test whether a motif is enriched in peaks with high z-scores: 
for each motif, we counted the number of motif instances in each region. We 
computed the enrichment score as described in (Subramanian et al. 2005), 
where the number of motif instances in the peak was used as the magnitude of 
increment in each step and the absolute value of the z-score was the weight of 
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each region, normalized to sum up to one.  We used the absolute z-score since 
we wanted to test the association between a TF motif and the magnitude of the 
effect of a variant on the H3K27ac signal. However, we don’t observe a 
significant change in the results when taking the signed z-score (Figure IV-8) or 
when the magnitude of increment was one if the region had a motif instance 
(instead of the number of motif instances, Figure IV-9). For the significance of the 
enrichment score, we shuffled the z-scores between the peaks 10,000 times and 
computed an empirical p-value. 
IV.17. Tables 
Table IV-1 | List of TF ChIP files from ENCODE using for method evaluations

Table IV-2 | Classification of putative regulatory regions






Figure IV-1 | A supervised learning approach to detect functional motifs 
sequences.  
A) Illustration of the pipeline. First, regulatory regions are divided into positive 
and negative sets based on some features of their activity (e.g. activation time). 
Then, for each sequence motif, we build a random forest classifier using the cut 
sites from the chromatin accessibility assay as our features. We then evaluate 
the success rate for each classifier. High scoring motifs indicate a difference in 
chromatin structure due to the functionality of the motif in our positive set. B) 
Illustration of the cut site transformation used as a feature for the classifier. C) 
Evaluation and comparison of the random forest classifier. AUC PR values of the 
classifier when used to predict TF binding in 66 TF binding motifs. Results are 
compared to the AUC PR values of two previously published methods for TF 
binding prediction - DeFCoM and Catchitt, as well as a simple method of 
predicting binding with the footprint prediction score. AUC PR values are mean 
across 5-fold cross-validation
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Figure IV-2 | Comparison to existing methods 
A) Mean AUC PR values across 5-fold cross-validation of our selected method 
(x-axis), against the same pipeline but including all read fragments lengths 
instead of only short fragments (y-axis). B) Similar to A, except the y-axis depicts 
the same pipeline as our selected method but using the cut site counts in each 
position as features, instead of the transformed cut sites. C) Similar to A, except 
the y-axis depicts the same pipeline as our selected method except the input was 
the cut site count in each position without correcting for enzymatic bias. 
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Figure IV-3 | Comprehensive map of predictive TF binding motifs in temporally-
4h0.5h0h 24h2h Constant regions
RELA





























































0 0.5 1 2 4 6 12 24
Hours after LPS stimulation
K27ac signal





































































































Row min Row max
AUC PR
 175
activated regulatory regions. 
A) Mean normalized K27 signal across 5 donors in all regulatory regions which exhibit 
temporal  changes  in  H3K27ac signal  across  time after  LPS stimulation.  B)  Heatmap 
summarizing the AUC PR values of all motifs that were found to be significant (FDR < 
0.05) in at least one set of regions in one peak time point. Column names are the region’s 
temporal cluster and time after LPS stimulation. Rows are grouped by the set of regions 
in which the motif was significant, and each group is ordered by the max AUC PR value 
of each line. C) Plots highlighting the AUC PR values from B for 3 motifs of TFs known 
to be involved in the DC response to LPS. D) Mean normalized cut sites for each of the 
motifs from C in all sets of regions before and during peak K27 signal. Cut sites count 




Figure IV-4 | Maximum fold change of TFs that are predictive of H3K27ac 
signal induction 
(A-C) TFs bound in temporally-activated regulatory regions show increase in 
expression following LPS stimulation. Cumulative distribution function of the 
maximum TPM fold change from peak activation time points to time point 0 for 
the immediate-early (A), early (B) and late (C) regions. TFs whose binding motifs 
were found to be significantly bound (FDR adjusted p-value <= 0.05) in peak 
activation time points are in orange, while TFs with an FDR adjusted p-value > 
0.05 are in green. For time points 30m and 2h, if a motif was significant in one 
set of regions (e.g. immediate-early) but was not significant at the other set (e.g. 
early), it was discarded from the analysis for the set of regions in which it was not 
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early regions  
(A) and early regions (B). Y-axis shows the FDR adjusted p-value of DAStk, while 
the x-axis shows the minimum of FDR adjusted p-value of our classifier in the 
activation time points (30m and 2h for the immediate-early regions, 2h and 4h for 
the early regions). Motifs are colored based on the MD score, where a positive 
value indicates that this motif is enriched in the induced regions. Horizontal and 
vertical lines show an FDR value of 0.05. Motifs with an FDR < 0.05 by DAStk 
and a few other selected motifs are named in the plot. 
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Figure IV-6 | Results of the Bagfoot algorithm 
Bag plot depicting the difference in footprint depth and flanking accessibility of 
each motif in the immediate early regions at 30m (A) and 2h (B), and bag plots 
for the early regions at 2h (C) and 4h (D). Motifs with a BH corrected p-value <= 
0.05 are named in red, while motifs with a BH corrected p-value > 0.05 but a p-
value <= 0.05 are named in black.  


























































































































































































Figure IV-7 | Association between TF binding and H3K27ac signal strength.  
A) Enrichment of motifs in immediate-early regions that exhibit a strong change 
in their H3K27ac signal in donors with a genomic variant. The X-axis shows the 
p-value of the association test between each motif instance and z-score of the 
H3K27ac signal (Methods) at three different time points. Y-axis shows the FDR 
corrected p-value of our classifier at each time point. Motifs with an enrichment p-
value < 0.05 and a classification FDR corrected p-value < 0.05 are named in the 
plot. The size of each point represents the number of immediate-early regions 
with at least one motif instance. Each point is colored based on the number of 
regions in which the genetic variants overlap the motif instance. B) Same as A, 


























































































































































































except for early induced regions. For the lower plot, in addition to motifs named 
as in A, we also named a few motifs that only have an enrichment p-value < 0.05 
and are known to be associated with histone acetylation. 
Figure IV-8 | Association between TF binding motifs and H3K27ac signal 
strength.  
A) Enrichment of motifs in immediate-early regions that exhibit a strong change 
in their H3K27ac signal in donors with a genetic variant. The x-axis shows the p-
value of the association test between each motif and the z-scores of the 
H3K27ac signal (Methods) at three different time points. Y-axis shows the FDR 
corrected p-value of our classifier at each time point. Motifs with an enrichment p-
value < 0.05 and a classification FDR corrected p-value < 0.05 are named in the 
plot. The size of each point represents the number of immediate-early regions 
with at least one motif instance. Each point is colored based on the number of 
regions in which the genetic variants overlap the motif instance. B) Same as A, 
except for early induced regions. For the 4h plot, in addition to motifs named as 
in A, we also named a few motifs that only have an enrichment p-value < 0.05 











































































































FigureIV-9 | Association between TF binding and H3K27ac signal strength 
without the number of motifs in each region as magnitude of increment.  
Enrichment of motifs in immediate-early regions (A) and early regions (B) that 
exhibit a strong change in their H3K27ac signal in donors with a genomic variant. 
This plot is similar to Figure 4, except that the magnitude of increment is one for 
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V. CHAPTER V: Discussion  
V.1. Preface
This chapter is based on my discussions in chapters II, III, and IV 
V.2. INTRODUCTION 
The first eukaryotic enhancer was identified in 1983 (Mercola et al. 1983) 
as a 70bp sequence intronic to the immunoglobin heavy chain gene almost 37 
years ago, since then we have developed by leaps and bounds creating 
comprehensive catalogs of putative enhancers elements in many cell types, 
tissues, and conditions. However,  understanding the role of enhancers in 
regulating gene expression is still a challenge. The major setbacks that we are 
facing to realize this answer stems from the fact that enhancers are distal 
elements, about 5 active enhancers for every gene, and associating them to their 
target gene is not trivial. Over the years many experimental and computational 
methods were developed to understand what fraction of enhancers are functional 
and of which how many of them are primary and how many are shadow/
redundant enhancers. However, these methods are limited by the number of loci 
that can be tested and by the effect size of the individual enhancers.  In this 
thesis, I presented a multi-pronged approach to decipher the role of enhancers in 
controlling gene expression regulation.  
V.3. Comparative Genomics 
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The results of chapter II demonstrate that most active enhancer elements 
are not conserved. Our results show that functionally important ones, for 
example, those that regulate genes with conserved expression, are conserved 
(Donnard et al. 2018; Danko et al. 2018; Berthelot et al. 2018).
These results relied on a typical phylogeny optimized for maximum branch 
length, where every pair of species diverged millions of years ago. One of the 
main challenges of comparative genomics of regulatory elements has been that 
only a few, highly conserved elements are shared beyond individual species, 
while the majority of elements are only active in a single node of the tree. In such 
setup, it is not possible to isolate the impact of an individual enhancer becoming 
inactive, or the impact of sequence changes on the activity of a given enhancer. 
Simply, when most elements are node-specific, there is no data to measure the 
effectiveness of their gain or loss. Further, when most elements that regulate a 
given gene turn over, it is not possible to isolate the effect of the loss or gain of 
one specific element on the expression of the associated gene. In short, most 
prior comparative studies have been grossly underpowered to infer sequence. To 
overcome these limitations studies focusing on deeply sampling sub-branches 
are needed. 
Another result of chapter II that should be highlighted is the complexity of 
the regulatory landscape of genes is highly conserved across species and 
predictive models trained in one species are portable to the other species even 
with more than 60% of the regulatory elements that are not conserved. 
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Previously it has been proposed that conserved enhancers might be exerting a 
stabilizing effect on gene expression levels while the recently evolved enhancers 
have weak to a neutral role (Kellis et al. 2014; Cooper and Brown 2008). While 
this hypothesis may be true for a few gene modules, results of chapter II show 
that even though enhancer elements are not conserved as total units, recently 
evolved enhancers might be providing the TF binding motifs required for the 
gene expression, as the model trained in one species is portable to predict gene 
expression in other.  This result is backed up by the fact that using models based 
on short DNA sequences to predict enhancers in one species perform well in 
other species (Chen, Fish, and Capra 2018).  
V.4. Chromatin Interactions  
Results of chapter III reveal that using chromatin interactions I was able to 
discern the enhancer-promoter interactions with higher accuracy. Even though 
there have been many computational methods that were developed to identify 
enriched physical interactions between two genomic regions from the chromatin 
interaction assays, they have not been able to discern promoter interactions. 
Comparing the interactions derived from bulk assays and single-cell based 
assays, it became evident that the interactions are quite variable from cell to cell. 
This suggests that many interactions will not be represented as strong signals in 
the contact maps. Microscope-based methods in line with the above showed that 
enhancer-promoter interactions, in particular, are highly transient in a given pool 
of cells.  And thus it is not surprising that interactions called by existing loop 
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calling do not detect many enhancer-promoter interactions as they rely heavily on 
finding discrete punta like regions. Further, the loops identified by these 
algorithms are heavily enriched in divergent CTCF motifs. Global depletion of 
CTFC has been shown to have little effect on gene expression misregulation, 
suggesting that these loops are structural rather than regulatory in nature. The 
methods developed in chapter III are able to find the local enrichment of signal 
and thus can be applied to any genomic regions of interest.  These interactions 
proved to have higher accuracy in assigning enhancers to target genes and this 
resulted in enabling me to build better predictive models of gene expression. 
However, I will also note that the features used in the model (scores of TF 
binding motifs per gene) may not fully capture all the regulatory mechanisms of 
the gene. For example, our model performs very poorly in predicting the 
expression changes for the majority of downregulated genes. The gene 
expression for output measured can be due to post-transcriptional regulations. To 
get a precise readout we need to apply my models to predict the levels of 
nascent transcripts. 
The enhancer-promoter interaction maps, both for consistent and 
heterogeneous configurations generated in chapter III point us to the potential 
regulatory elements involved in regulating a given gene. They lack the resolution 
to explain the extent to which each enhancer is contributing. To get that 
information we need to devise functional screens for the enhancers and gene of 
interest. Due to the sheer number of functional elements and the effect size of 
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the enhancers published, CRISPR based screens will not be suitable. For 
example, if we want to understand the contribution of each enhancer and all the 
higher-order interactions for a gene that has  6 enhancers we need to test 6! 
combinations i.e, 720 possibilities.  To test these potential regulatory interactions 
I propose a new strategy here. We could employ a single cell-based CRISPR 
screen where we infect cells with a pool of guide RNA viruses that target 
enhancers of interest for a given gene by controlling molecules of infectivity 
(MOI) and enriching for the target gene in the single-cell RNA-seq. By modeling 
the number of viral particles per cell we can determine the optimum number of 
cells to sequence and the MOI at which the cells should be infected. For 
example, with MOI of 2 and 1000 cells, we will have enough power to detect 
each enhancer by itself and all the possible higher-order interactions. Next 
coming to the effect size of each enhancer or configuration, the regular poly(A) 
single-cell readout will be too noisy and can only capture the enhancers with high 
effect size. To overcome this we can use single-cell RNA-seq coupled with target-
specific beads. 10x genomics has a commercial kit and there are also a few 
publications recently that developed target specific beads for in-house methods 
such as drop-seq or inDrop.  
V.5. Remodeling Epigenetic Landscape 
Results presented in chapter IV reveal how TF binding is correlated with 
changes in the activation of putative regulatory elements. The framework we 
built-in is highly adaptable. The performance of this framework depends on a 
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good quality motif database, but this can also be extended to any size DNA k-
mers. As the resources for TF chip improve we get good motifs that make our 
frameworks better. 
Another possible extension to this framework is to go beyond single motif 
binding. As we understand now, at cis-regulatory elements many TFs don’t bind 
as monomers but often multiple TFs are bound and these are typically referred to 
as cis-regulatory modules (CRMs). To this end, we could change the feature 
matrix on which the classification task is performed to reflect the binding of pairs 
or Ns of motifs instances within a certain number of base pairs. 
And finally, for the TFs we identified as predictive of inducing activity at 
putative regulatory elements in chapter IV testing the direct effect is imperative. 
As I mentioned in my introduction it has been shown with a few examples that 
certain regulatory regions act as billboards while others act as enhanceosomes. 
The TFs binding in these two situations has largely different outcomes. TFs 
binding to billboards like regulatory elements, or not binding will not hugely affect 
their state or transcriptional output, while TFs binding to enhanceosome like 
regulatory elements will have a dramatic effect. So, the TFs that we prioritized by 
our framework in Chapter IV should be tested experimentally by knocking out or 




The work presented in this dissertation provides a framework to 
understand the role of enhancers in regulating gene expression. This 
understanding is crucial given that many disease-associated SNPs are found to 
be in enhancer like regions and understanding how enhancers work will provide 
a well-positioned understanding of  the functional role of various risk variants that 
are cataloged in genome-wide association studies. Functionally annotating the 
risk variants in enhancer elements and their target genes is a valuable step for 
both clinical and basic biology. 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