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Zusammenfassung
Die Aufrechterhaltung des Stoffwechsels und der Funktion von lebenden Zellen erfordert das
Zusammenspiel komplexer Proteinnetzwerke. Diese ermöglichen der Zelle, variierende Bedin-
gungen und äußere Einflüsse wie ionisierende Strahlung, Chemikalien oder extreme Muskel-
belastung bis zu einem gewissen Grad zu tolerieren. Die Untersuchung von Proteinnetzwer-
ken in Ausnahmesituationen ist dabei besonders aufschlussreich, da viele Mechanismen erst
durch diese aktiviert werden. Daher hatte die vorliegende Arbeit zum Ziel, die systematischen
Zusammenhänge in Proteinnetzwerken nach strahleninduzierten DNA-Schäden, während der
DNA-Replikation sowie während Muskelbelastung zu analysieren.
Zellulärer Stress durch strahleninduzierte DNA-Schäden wurde in mehreren Teilprojekten
untersucht, die sich mit der Reparaturantwort in unterschiedlichen Phasen des Zellzyklus befas-
sen. Für die Analyse von DNA-Schäden nach Bestrahlung mit niedrigen Dosen konnte im Zuge
dieser Arbeit ein Verfahren entwickelt werden, das Objekte in Zellbildern automatisch bewer-
tet und eine Klassifizierung in Reparatur-Foci und in Hintergrundobjekte ermöglicht. Es wurde
speziell für den Einsatz im Niedrigdosisbereich optimiert und ist somit in der Lage, tausende
Zellen in kurzer Zeit zu analysieren. Der entwickelte Fokus-Evaluationsparameter korreliert sehr
gut mit einer manuellen Objektbewertung und ermöglicht dadurch die Objektklassifizierung in
Niedrigdosis-Experimenten, in denen das Verhältnis von Foci zu Hintergrundobjekten sehr klein
ist.
Mit Hilfe des entwickelten Verfahrens konnten wichtige Hinweise auf die Aktivierungsme-
chanismen der zugrundeliegenden Signalnetzwerke gewonnen werden. Die Auszählung von 24
Stunden nach Bestrahlung persistierenden Foci ergab, dass die Reparaturantwort bei niedrigen
Dosen weniger effizient ist als bei hohen Dosen, was auf eine nichtlineare Dynamik der Aktivie-
rungsmechanismen hindeutet. Durch Analyse der DNA-Reparatur nach Bestrahlung und vorhe-
riger Behandlung mit H2O2 oder NAC (N-Acetylcystein) konnte darüber hinaus die Vermutung
bestätigt werden, dass reaktive Sauerstoffspezies eine entscheidende Rolle in der Weiterleitung
des strahleninduzierten Stresssignals spielen.
Neben der Aktivierung der Reparaturmechanismen wurde auch ein spezieller Mechanismus
betrachtet, der essentiell für die Auflösung von Rad51-Foci nach homologer Rekombination ist.
Die Modellierung von FRAP-Experimenten (Fluorescence Recovery after Photobleaching) am Pro-
tein Rad54 konnte zeigen, dass die Phosphorylierung von Rad54 eine effizientere Entfernung
des Rad51-Filaments von der DNA-Schadensstelle bewirkt. Molekulardynamik-Simulationen
konnten darüber hinaus Hinweise darauf geben, welche Auswirkungen die Phosphorylierung
auf molekularer Ebene auf das Rad54-Protein hat. Die Simulationen deuten darauf hin, dass die
Phosphorylierung das Rad54-Protein leicht stabilisiert und insbesondere im Rad54-Hexamer die
Aufgabe hat, ein Gleichgewicht zwischen DNA-Bindung und Mobilität herzustellen. Die Rad54-
Phosphorylierung könnte dadurch auch auf Zellebene eine entscheidende Rolle spielen, indem
sie reguliert, wann die Reparatur durch homologe Rekombination während des Zellzyklus mög-
lich ist.
Neben der DNA-Reparatur ist ein zweiter Schwerpunkt dieser Arbeit die Untersuchung der
DNA-Replikation, während der die Zelle besonders sensibel gegenüber exogenen Stressfaktoren
ist. Aufgrund der Komplexität des Replikationsprozesses und der enormen Menge an Basen, die
repliziert werden müssen, kann es aber auch allein durch endogene Einflüsse wie aktive Tran-
skriptionsprozesse, oxidativen Stress oder Chromatin-Verdichtungen zu Problemen im Replika-
tionsprozess kommen, die wiederum zu DNA-Schäden führen können. Um die experimentellen
Beobachtungen während der S-Phase in Bezug auf die drei grundlegenden Chromatintypen
(Euchromatin, fakultatives Heterochromatin und konstitutives Heterochromatin) zu erklären,
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wurde ein bereits bestehendes Replikationsmodell erweitert. Dieses mit einem minimalen Satz
von Parametern auskommende Modell ist in der Lage, zu erklären, wie die charakteristische
Verteilung von aktivierten Origins aus wenigen zugrundeliegenden Mechanismen entsteht, wie
etwa der induzierten Aktivierung von Replikations-Origins. Die Projektion auf ein dreidimen-
sionales Random-Loop-Modell konnte darüber hinaus auch die Bildung von dreidimensionalen
Clustern von Replikationsgabeln reproduzieren.
Der Frage, ob während der S-Phase entstandene DNA-Schäden unabhängig voneinander repa-
riert werden oder in einem synchronen Prozess nach Abschluss der DNA-Replikation, wurde in
einem weiteren Projekt nachgegangen. Mit Hilfe verschiedener Modellvariationen zur Beschrei-
bung der DNA-Reparatur während der S-Phase konnte gezeigt werden, dass ein Modell mit syn-
chroner Reparatur nach Ablauf der S-Phase die experimentell ermittelte Foci-Reparaturkinetik
deutlich besser beschreiben kann als ein Modell mit asynchroner Reparatur individueller Foci.
Als dritte zelluläre Situation, die Stress verursachen kann, wurde in dieser Arbeit die Belas-
tung von Muskelzellen während und nach sportlicher Anstrengung untersucht. Analog zu den
Signalnetzwerken der DNA-Reparatur müssen auch die Proteinnetzwerke, die an der Energie-
bereitstellung während der Muskelbelastung beteiligt sind, über effiziente nichtlineare Aktivie-
rungsmechanismen verfügen, um in Sekundenbruchteilen genug Energie für schnelle Bewegun-
gen bereitstellen zu können.
Es wurde ein Modell zur Simulation aller wichtigen Metaboliten während der Muskelbelas-
tung entwickelt, das neben einer detaillierten Beschreibung der Übersäuerung auch die De-
gradation von Purinnukleotiden während Belastung und die De-novo-Synthese während des
Erholungsintervalls mit einbezieht. Dies ermöglicht es, Vorhersagen über die Erholungsdauer
nach Belastung zu machen und zu testen, welchen Einfluss eine reduzierte mitochondriale Leis-
tungsfähigkeit, wie sie z. B. bei ME/CFS-Patienten (Myalgische Enzephalomyelitis/Chronisches
Erschöpfungssyndrom) gemessen wurde, auf diese hat. Das Modell kann somit erklären,
wie die verminderte mitochondriale Leistungskapazität über die zugrundeliegenden Protein-
Interaktionen zu Erholungsdauern von mehreren Tagen nach moderater Anstrengung führen
kann. Darüber hinaus zeigt es, dass in diesem Fall die ATP-Konzentration (Adenosintriphosphat)
während der Belastung auf kritische Werte sinken kann, wohingegen die Muskelübersäuerung
deutlich zunimmt.
Die im Zuge dieser Arbeit entwickelten Modelle und Auswertungsmethoden konnten somit
wichtige Hinweise dazu liefern, wie Proteinnetzwerke als Reaktion auf unterschiedliche Stresssi-
tuationen zu einer Stabilisierung der Zellfunktion und zum Erhalt der Erbinformation beitragen.
Summary
Maintaining the functioning of living cells requires the interplay of complex protein networks.
These allow the cell to tolerate varying conditions and external influences to a certain extend,
such as ionizing radiation, chemicals or extreme muscle strain. Investigations of protein net-
works in response to stress signals are particularly revealing since many mechanisms are on-
ly activated by just these signals. Therefore the aim of the present work was to analyze the
systematic interactions in protein networks after radiation-induced DNA damage, during DNA
replication, as well as during muscle exercise.
Cellular stress after radiation-induced DNA damage has been studied in several projects inves-
tigating the repair response in different phases of the cell cycle. To analyze the cellular response
to DNA damage after irradiation with low x-ray doses, a semi-automated method was develo-
ped in the course of this work, which automatically evaluates objects in cell images and allows
classification in repair foci and in background objects. This method has been optimized for use
in the low dose range and is therefore able to analyze thousands of cells in a short time. The
developed focus evaluation parameter correlates well with a manual object evaluation, thereby
enabling object classification in low-dose experiments where the ratio of foci to background
objects can be very small.
Using the semi-automated method presented here, important information about the activati-
on mechanisms of the underlying signal networks could be obtained. The evaluation of residual
foci 24 hours after irradiation revealed that the repair response is less efficient after irradiation
with low doses compared to high doses indicating nonlinear dynamics of the activation mecha-
nisms. By analyzing the DNA repair after irradiation and prior treatment with H2O2 or NAC
(N-acetylcysteine), the assumption was confirmed that reactive oxygen species are crucial for
the amplification of the radiation-induced stress signal.
Beside the activation of the repair pathways, a mechanism was examined which is essen-
tial for the resolution of Rad51 foci after homologous recombination. The modeling of FRAP
(Fluorescence Recovery after Photobleaching) experiments for the Rad54 protein showed that
the phosphorylation of Rad54 plays an important role for dissociation of Rad51 from the DNA
damage site. Molecular dynamics simulations provided further insights into the effects of phos-
phorylation at the molecular level on the structure and dynamics of the Rad54 protein. The
simulations indicate that the phosphorylation stabilizes the Rad54 protein, but only slightly.
Furthermore, in simulations of the Rad54 hexamer the phosphorylation is crucial to establish a
balance between DNA binding and mobility. Rad54 phosphorylation could also play an import-
ant role on a cellular level by regulating when repair by homologous recombination is possible
during the cell cycle.
In addition to DNA repair, a second focus of this work is the investigation of DNA repli-
cation, during which the cell is particularly sensitive to exogenous stress factors. Due to the
complexity of the replication process and the enormous amount of base pairs that need to be
replicated, also endogenous influences such as active transcription processes, oxidative stress
or chromatin compaction can lead to problems in the replication process which potentially lead
to DNA damage. In order to explain the experimental observations during S-phase with respect
to the three basic chromatin types (euchromatin, facultative heterochromatin and constitutive
heterochromatin), an already existing replication model was extended. With a minimal set of
parameter this model is able to explain how the characteristic distribution of activated origins
originates from the underlying mechanisms, such as the induced activation of replication orig-
ins. Furthermore, the formation of three-dimensional clusters of replication forks can also be
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reproduced by projection of the one dimensional replication model onto a three-dimensional
chromatin structure following a random loop model.
The question of whether DNA damages occurring during S-phase are repaired independently
or in a synchronous process after completion of the DNA replication, was investigated in another
project. Using various model variations to describe the DNA repair during the S-phase, it was
shown that the experimentally observed foci repair kinetics can be better reproduced by a model
with synchronous repair after the end of S-phase compared to a model with instantaneous and
asynchronous repair of individual DNA damages.
As a third situation causing cellular stress the strain on muscle cells during and after exercise
was considered in this thesis. Similar to the signaling networks activated after DNA damage,
the protein networks that are involved in the energy supply during muscle exercise must also
have efficient nonlinear activation mechanisms in order to be able to provide sufficient energy
for fast movements.
To investigate the cellular processes during muscle exercise, a model for the simulation of
important metabolites has been developed. It includes a detailed description of acidification as
well as the degradation of purine nucleotides during exercise and the de novo synthesis during
the recovery interval. The model makes it possible to predict the recovery period after exercise
and to test the effect of a reduced mitochondrial capacity, which is observed in some diseases
such as ME/CFS (myalgic encephalomyelitis/chronic fatigue syndrome). The model can thus
explain how the underlying protein interactions can cause recovery times of several days after
only moderate exercise for simulations with a diminished mitochondrial capacity. In addition, it
shows that the ATP concentration (adenosine triphosphate) during exercise can drop to critical
levels, while the muscle acidity increases significantly.
Therefore, the models and evaluation methods developed in the course of this thesis provide
decisive insights as to how protein networks contribute to a stabilization of the cell function and
to the preservation of the genetic information in response to a wide range of stress situations.
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1 Einleitung
0.49992cm -0.49992cm
Lebende Organismen sind Umweltbedingungen und äußeren Einflüssen ausgesetzt, die sich
ununterbrochen ändern. Um die Anpassung an solche variierenden Gegebenheiten zu leisten,
hat sich im Laufe der Evolution eine Vielzahl von zellulären Mechanismen entwickelt, die den
Organismus bis zu einem gewissen Grad vor äußeren Bedrohungen schützen, wie beispiels-
weise vor Temperatur- und Druckänderungen, Ressourcenknappheit, ionisierender Strahlung,
toxischen Substanzen und physischen Gefahren durch seine Umwelt und andere Lebewesen.
Erst die fortlaufende Auseinandersetzung mit solchen exogenen Stressfaktoren hat biologische
Systeme hervorgebracht, die sich sowohl auf zellulärer und organismischer Ebene als auch auf
der Ebene ganzer Populationen durch die Fähigkeit zur Anpassung und Optimierung auszeich-
nen.
In diesem Sinne sind lebende Organismen innerhalb eines gewissen Bereiches anti-fragil [1,
2], denn im Gegensatz zu fragilen Systemen, die durch Belastung ausschließlich geschwächt
werden, profitieren sie sogar von der Herausforderung durch Stressfaktoren, da diese eine fort-
laufende Optimierung der Stressreaktionen ermöglichen. In Abgrenzung zu einer simplen Ro-
bustheit gegenüber variierenden Bedingungen wird mit Anti-Fragilität dementsprechend die
systeminhärente Eigenschaft bezeichnet, aus Belastungssituationen gestärkt hervorzugehen.
Diese Fähigkeit, Stress zur Anpassung und Selbst-Optimierung zu nutzen, ist bereits auf der
Ebene der kleinsten evolvierenden Daseinsformen, Viren und Bakterien, zu beobachten [3, 4],
lässt sich jedoch sogar auch auf die historische Entwicklung ganzer Nationen übertragen, deren
(militär-)technologischer Fortschritt eng mit der historischen Exposition gegenüber kriegeri-
schen Auseinandersetzungen verknüpft ist [5].
Da die sich selbst optimierende Stressantwort also eine grundlegende und überlebensnotwen-
dige Charakteristik von Organismen aller Art ist, die auch bei der Entstehung und Bewältigung
vieler Krankheiten eine entscheidende Rolle spielt, ist ihre Untersuchung eine wichtige Aufga-
be der biophysikalischen Forschung. Die in dieser Arbeit vorgestellten Methoden und Modelle
sollen in diesem Rahmen einen Beitrag zum Verständnis der Stressantwort auf zellulärer Ebene
leisten.
Die Mechanismen zur Antwort auf Stresssignale innerhalb von Zellen basieren in der Re-
gel auf einem Zusammenspiel komplexer Proteinnetzwerke. Die menschliche DNA codiert etwa
20 000 Proteine [6], von denen ca. 1 500 bis 2 000 essentielle Funktionen für das Überleben
der Zellen ausüben [7, 8]. Die meisten dieser Proteine können dabei über die Bindung von
Phosphatgruppen, Methylgruppen, Lipiden oder Kohlenhydraten in ihrer Struktur modifiziert
werden, was oft zu einer veränderten Funktion führt. Die potentiellen Interaktionen zwischen
Proteinen, der DNA und Metaboliten sind somit so vielfältig, dass viele dieser Prozesse noch
nicht ausreichend verstanden sind. Hinzu kommt, dass bei der Untersuchung lebender Orga-
nismen auf molekularer Ebene die experimentellen Möglichkeiten dadurch eingeschränkt sind,
dass die Untersuchungsmethode selbst die natürliche Zellfunktion möglichst wenig beeinflussen
sollte. Daher ist es sinnvoll, die experimentellen Methoden durch computergestützte Auswerte-
verfahren und Simulationen zu ergänzen, um mit allen verfügbaren Ressourcen nach Hinweisen
zum Zusammenspiel innerhalb der Proteinnetzwerke zu suchen.
Besonders aufschlussreich sind Untersuchungen von Proteinnetzwerken in Ausnahmesitua-
tionen, da viele Mechanismen erst durch diese aktiviert werden. Daher wurden in dieser Ar-
beit die Reaktion von Zellen auf drei verschiedene Stressarten untersucht: strahleninduzierten
und replikativen Stress sowie Stress von Muskelzellen während körperlicher Belastung. Neben
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der Bedeutung für die Grundlagenforschung kann ein besseres Verständnis der zellulären Ant-
wort auf die genannten Stresssignale insbesondere relevant für medizinische Anwendungen
sein. Die Erforschung der DNA-Reparaturmechanismen nach strahleninduzierten oder repli-
kationsbedingten DNA-Schäden kann beispielsweise wichtige Hinweise auf die Ursachen der
Karzinogenese und Ansatzpunkte für Behandlungsmöglichkeiten liefern. Die Untersuchung des
ATP-Zyklus in Muskelzellen kann hingegen dabei helfen, mitochondrienspezifische Krankheiten
oder Autoimmunerkrankungen, die in den Energiestoffwechsel eingreifen, besser zu verstehen
und effektiver zu behandeln.
Als Zellreaktion auf ionisierende Strahlung konnte bereits eine Vielzahl von Mechanismen
identifiziert werden, die auf mehreren sich ergänzenden Reparaturwegen dafür sorgen, dass
die genomische Stabilität gewährleistet wird. Auch wenn die mechanistischen Zusammenhänge
vieler Protein-Wechselwirkungen bereits bekannt sind, ist die Dynamik oft wenig erforscht. Um
jedoch zu verstehen, wie es zu Weichenstellungen in Proteinnetzwerken kommen kann, sind
die dynamischen Eigenschaften der Netzwerke von großer Bedeutung. Die Weichenstellungen
und zellulären Entscheidungsprozesse sind für das Überleben der Zelle von großer Bedeutung,
da diese z. B. bestimmen, welche der vielfältigen Antwortmöglichkeiten einer Zelle als Reaktion
auf Stresssignale aktiviert wird. Beispielsweise können positive Feedback-Schleifen innerhalb
eines Proteinnetzwerkes zu einer Bistabilität der Konzentration eines Signalproteins führen,
was einem biologischen Schalter ähnelt, der ab einer gewissen Stärke des Eingangssignals eine
„Entscheidung“ zur Aktivierung der nachfolgenden Signalkaskade bewirkt. Zwei solcher zellu-
lären Entscheidungsprozesse innerhalb der Reparaturantwort auf ionisierende Strahlung wur-
den in dieser Arbeit betrachtet. Im ersten Projekt wurde die Zellantwort auf niedrig dosierte
Röntgenstrahlung untersucht, um Hinweise auf die zugrundeliegenden Aktivierungsmechanis-
men der Doppelstrangbruch-Reparatur zu erhalten. Dazu wurde auch der Einfluss von reaktiven
Sauerstoffspezies auf die Reparatureffizienz analysiert. Im zweiten Projekt wurde hingegen un-
tersucht, wie die Wechselwirkung zweier Proteine, Rad51 und Rad54, zu einem effizienten
Auflösen der Reparatur-Foci beiträgt.
Zellulärer Stress kann nicht nur von außen, etwa durch ionisierende Strahlung oder zytotoxi-
sche Substanzen, induziert werden, sondern entsteht auch z. B. durch endogene Behinderungen
der DNA-Replikation oder bei starker muskulärer Belastung. Eines der hier vorgestellten Pro-
jekte befasst sich daher mit der Frage, auf welche Weise die charakteristischen experimentel-
len Beobachtungen während der Replikationsphase, wie etwa die dreidimensionale Verteilung
von Replikationsgabeln, aus dem Zusammenspiel weniger elementarer Mechanismen heraus er-
klärt werden können. In einem weiteren Projekt geht es darum, ob die Reparatur während der
DNA-Replikation unterbunden wird und es somit zu einem synchronen Reparaturprozess aller
Doppelstrangbrüche nach Ablauf der S-Phase kommt. Mit der oben genannten Rad54-Rad51-
Wechselwirkung wurde ein möglicher Mechanismus für dieses Verhalten untersucht.
Auch wenn die auslösende Stresssituation im Fall von muskulärer Belastung im Vergleich
zur DNA-Reparatur fundamental unterschiedlicher Natur ist, so sind die Reparaturantwort auf
DNA-Schäden und die zelluläre Energieerzeugung unter anderem über die Regulation des oxi-
dativen Stresses eng miteinander verknüpft, was wiederum ein Beispiel für die Komplexität und
Verschränkung zellulärer Systeme ist.
In Muskelzellen sorgt ein kompliziertes Netzwerk aus Proteinen und Metaboliten dafür, dass
die ATP-Synthese flexibel genug ist, um sowohl für kurze kräftige Bewegung als auch für län-
gere moderate Belastungen ausreichend Energie zur Verfügung stellen zu können. In Laufe
der Evolution hat sich dabei ein System entwickelt, das in der Lage ist, den enormen Ener-
giebedarf in lebensentscheidenden Flucht- und Kampf-Situationen zu decken. Dazu nimmt es
den teilweisen Verlust seines Adeninnukleotid-Pools in Kauf, was eine deutlich verlängerte Re-
generationsphase zur Folge hat. In dieser Arbeit wurde untersucht, wie die zugrundeliegen-
10
den Protein-Interaktionen die Flexibilität und Stabilität der Energie-Bereitstellung ermöglichen
und welchen Einfluss eine Reduktion der mitochondrialen ATP-Erzeugung, wie sie z. B. bei der
Krankheit ME/CFS (Myalgische Enzephalomyelitis/Chronisches Erschöpfungssyndrom) gemes-
sen wurde, auf diese hat.
Seit der Entdeckung der Zelle als Grundbaustein von Pflanzen durch Robert Hooke im 17.
Jahrhundert ist die Aufschlüsselung der für das Überleben biologischer Zellen notwendigen
Mechanismen ein langwieriger Erkenntnis- und Forschungsprozess. Wie damals durch die Er-
findung des Lichtmikroskops ist die Zellbiologie auch heute noch eng an die Entwicklung neuer
Technologien gekoppelt. Insbesondere die Entwicklung neuer Methoden der Strahlenbiophysik
während der letzten Jahrzehnte sowie die Möglichkeit, zelluläre Systeme computerbasiert teil-
weise mit atomarer Auflösung simulieren zu können, haben gezeigt, dass das Verständnis der
zellulären Mechanismen eine Aufgabe ist, deren Lösung fortwährender interdisziplinärer For-
schungsprojekte bedarf. In diesem Sinne sollen die in dieser Arbeit vorgestellten Modelle und
Auswertemethoden einen Beitrag dazu leisten, die zellulären Prozesse, die als Reaktion von
Stresssignalen in Gang gesetzt werden, besser zu verstehen.
Die einzelnen in dieser Arbeit vorgestellten Projekte sind zum besseren Verständnis in se-
parate Kapitel unterteilt, die jeweils eine kurze themenbezogene Einleitung beinhalten. Die
grundlegenden für diese Arbeit relevanten biophysikalischen Prozesse werden im folgenden
Kapitel erläutert.
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2 Hintergrundwissen
2.1 DNA-Replikation
Die DNA (deoxyribonucleic acid) ist der zentrale Träger der Erbinformation einer Zelle. Sie be-
steht aus zwei Zucker-Phosphat-Strängen, die in einer Doppelhelix angeordnet sind. An jedem
Zuckermolekül hängt jeweils eine Base, die mit einer Base des zweiten Stranges über Wasser-
stoffbrücken verbunden ist. Ein Basenpaar (bp) besteht dabei jeweils aus zwei Aminosäuren:
entweder Adenin und Thymin oder Cytosin und Guanin. Durch die Reihenfolge der Basen wird
die Erbinformation festgelegt. Die menschliche DNA ist auf 46 Chromosome (22 Chromoso-
menpaare und zwei Geschlechtschromosomen) verteilt und besteht insgesamt aus mehreren
Milliarden Basenpaaren.
Bevor sich eine Zelle teilen kann, muss die gesamte DNA verdoppelt werden, wobei die Zelle
mehrere Stadien durchläuft, die gemeinsam als Zellzyklus bezeichnet werden. Während der
G1-Phase wächst die Zelle und synthetisiert vermehrt Proteine zur Vorbereitung der DNA-
Replikation, die in der darauf folgenden S-Phase statt findet. In der anschließenden G2-Phase
wächst die Zelle weiter und synthetisiert wiederum Proteine zur Vorbereitung der Zellteilung
(Mitose). Vor Übergang in die Mitose passiert die Zelle einen Kontrollpunkt (G2-Checkpoint),
der die Aufgabe hat, den Zellzyklus im Falle einer erhöhten Anzahl an replikationsbedingten
oder von außen induzierten DNA-Schäden zu unterbrechen, bis die Anzahl an Schäden unter
eine Schwelle von ca. 20 Doppelstrangbrüchen gesunken ist [9].
Die exakte Replikation des gesamten Genoms, das beim Menschen mehrere Milliarden Ba-
senpaare umfasst, erfordert einen Mechanismus, der trotz seiner Komplexität zuverlässig funk-
tionieren und Stabilität gegenüber Variationen der S-Phasen-Dauer, des Ploidiegrades und
eventueller Chromosomenfehler aufweisen muss [10]. Der Replikationsprozess wird an Pro-
teinkomplexen (Origins) initiiert, die sich zu Beginn der S-Phase an der DNA anlagern [11,12].
Die Aktivierung eines solchen Origins wird auch als Feuern bezeichnet. Von jedem gefeuer-
ten Origin laufen zwei Replikationsgabeln in entgegengesetzte Richtungen, um die umliegende
DNA zu replizieren. Der von einer Replikationsgabel replizierte DNA-Bereich wird als Replicon
bezeichnet [12, 13]. Wie in Abbildung 2.1 schematisch dargestellt, wird der DNA-Strang an
der Replikationsgabel durch eine Helikase separiert, indem die Wasserstoffbrücken zwischen
den gegenüberliegenden Basen getrennt werden. Die durch Entwindung der DNA entstehenden
Torsionsspannungen werden durch Topoisomerasen vor der Replikationsgabel verringert, indem
diese kurzzeitig Einzelstrangbrüche (SSB, single-strand break) verursachen und diese nach einer
Umdrehung wieder verschließen [14]. Die frei liegenden Einzelstränge hinter der Helikase wer-
den schnell durch ein einzelstrang-bindendes Protein Replication Protein A (RPA) besetzt, das
die Einzelstränge vor Nuklease-Aktivitäten schützt und die Ausbildung von Sekundärstrukturen
verhindert [15]. Die Synthese des zweiten DNA-Strangs folgt schließlich durch verschiedene
DNA-Polymerasen.
Die Polymeraseaktivität wird in der Regel so lange fortgesetzt, bis zwei in entgegengesetzte
Richtung laufende Replikationsgabeln aufeinander treffen. In menschlichen Zellen sind wäh-
rend der bis zu zehn Stunden dauernden S-Phase ca. 4 000 bis 6 000 solcher Paare an Re-
plikationsgabeln gleichzeitig aktiv [16]. Die Positionen der Origins werden bei Vielzellern im
Gegensatz zu Hefen nicht durch die DNA-Sequenz bestimmt [17, 18] und können zwischen
individuellen Zellen variieren [19, 20]. Da das Zusammenspiel von deterministischen und sto-
chastischen Einflüssen auf den Replikationsprozess weiterhin unklar ist [21,22], wurde für diese
Arbeit ein Modell entwickelt (Kapitel 5), das die grundlegenden experimentellen Beobachtun-
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Abbildung 2.1: Schematische Darstellung des Replikationsprozesses. Gemeinfreie Abbildung aus
Wikimedia Commons (Urheber: Mariana Ruiz/Michael Biech).
gen mit einem minimalen Satz von Voraussetzungen an die zugrundeliegenden Mechanismen
reproduzieren kann.
2.2 Ionisierende Strahlung
Als ionisierende Strahlung werden alle Strahlenarten bezeichnet, die in der Lage sind, Ioni-
sationen von Atomen des Absorbermaterials zu verursachen. Zu diesen Strahlenarten zählen
Alpha-, Beta- und Ionenstrahlung, aber auch elektromagnetische Strahlung (Photonen) mit
hoher Energie, d.h. im Energiebereich oberhalb von kurzwelligen UV-Strahlen (Röntgen- und
Gamma-Strahlung). Werden Zellen ionisierender Strahlung ausgesetzt, können die Ionisations-
prozesse zu diversen DNA-Schäden führen. Die Schäden können einerseits dadurch entstehen,
dass direkt ein Atom der DNA ionisiert wird, was auf Grund des veränderten Bindungsver-
haltens zu einem Aufbrechen oder einer Neubildung von chemischen Bindungen führen kann.
Andererseits kann die Strahlung auch dazu führen, dass Moleküle aus dem Zellwasser in der
näheren Umgebung der DNA ionisiert werden und es dabei zur Bildung von hochreaktiven
Molekülen kommt wie z. B. Hydroxyl-Radikalen (OH·), Hyperoxid-Anionen (O2·−) und Hydro-
genperoxiden (H202). Diese reaktiven Sauerstoffspezies können wiederum mit DNA-Molekülen
wechselwirken und dabei vorhandene Bindungen zerstören oder neue unerwünschte Bindun-
gen erzeugen. Zusätzlich entstehen bei Ionisationsprozessen im Wasser gelöste (solvatisierte)
Elektronen, die analog zu den freien Radikalen mit Molekülen des DNA-Strangs reagieren kön-
nen [23].
Werden Zellen mit einer Dosis von 1 Gy bestrahlt, so entstehen etwa 4 000 bis 5 000 Schäden
an der DNA pro Zelle [24]. Den größten Anteil davon machen Basenschäden (2 000 bis 3 000)
und Einzelstrangbrüche (ca. 1 000) aus. Sie können effizient durch die Basenexzisionsreparatur
(BER) behoben werden, indem ein einzelnes (short-patch BER) oder bis zu 13 Nukleotide (long-
patch BER) herausgelöst und ersetzt werden [25].
Wird das Rückgrat beider DNA-Stränge in einem Abstand von wenigen Basenpaaren durch-
trennt, spricht man von einem Doppelstrangbruch (DSB). Sie sind mit 20 bis 35 pro 1 Gy relativ
selten [26–29], haben aber ein sehr hohes mutagenes Potential, weshalb sich im Laufe der
Evolution sehr empfindliche Detektions- und sehr effektive Reparatur-Mechanismen für Dop-
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Abbildung 2.2: Jährliche Strahlenbelastung in Deutschland. Die Daten stammen aus den Jahren
2014 und 2015. Grafik: Bundesamt für Strahlenschutz [31].
pelstrangbrüche entwickelt haben. Trotz dieser Mechanismen kann nicht verhindert werden,
dass bei Bestrahlung mit 1 Gy im Mittel einer der Doppelstrangbrüche eine erkennbare chromo-
somale Abnormalität verursacht [28]. Doppelstrangbrüche können entweder direkt als Folge
eines Ionisationsprozesses entstehen oder dadurch, dass zwei Einzelstrangbrüche in einer ge-
ringen Entfernung voneinander auftreten.
2.3 Strahlenbelastung im Alltag
Da in Kapitel 3 die Reparatur von DNA-Schäden im Niedrigdosisbereich behandelt wird, soll die-
ser Abschnitt eine Übersicht über die alltägliche Strahlenbelastung als Vergleichsgröße geben.
Ein Maß für die Stärke der Bestrahlung ist die Energiedosis D, welche die absorbierte Energie
pro Masseneinheit angibt und in der Einheit Gray (1Gy = 1 Jkg) gemessen wird. Um ein Maß für
die effektive Gefährlichkeit der Strahlung in Bezug auf Lebewesen festzulegen, wird die Energie-
dosis oft in eine Äquivalenzdosis H = Q · D in der Einheit Sievert (Sv) umgerechnet. Dabei tritt
ein Gewichtungsfaktor Q auf, der von der Strahlungsart abhängt. Für Röntgen-, Gamma- und
Beta-Strahlung gilt: 1 Gy = 1 Sv. Massereichere Strahlungsarten, wie z. B. Alpha- oder Ionen-
Strahlung, haben eine höhere biologischen Wirksamkeit, was in einem Gewichtungsfaktor von
5-20 berücksichtigt wird [30].
Die mittlere jährliche Strahlenbelastung lag in Deutschland im Jahr 2015 bei 3,8 mSv [31].
Wie in Abbildung 2.2 zu sehen ist, beträgt der Anteil der natürlichen Strahlenbelastung, die
z. B. durch kosmische Hintergrundstrahlung und natürliche radioaktive Nuklide wie Radon ver-
ursacht wird, etwa 55 % der Gesamtdosis. Für bestimmte Zielgruppen, wie Flugpersonal, kann
die Jahresdosis an kosmischer Hintergrundstrahlung bis zu 5 mSv betragen [31]. Der restliche,
durch den Menschen verursachte Anteil wird durch den Beitrag der radiologischen medizini-
schen Verfahren dominiert. Einzeldosen für radiologische Untersuchungen liegen üblicherweise
im Bereich von 1-15 mSv [32], wobei Mehrschicht-CT-Untersuchungen eine Dosis von bis zu
31 mSv [33] verursachen können.
2.4 Mechanismen zur Reparatur von Doppelstrangbrüchen
Für die Reparatur von Doppelstrangbrüchen gibt es zwei vorherrschende Mechanismen: Die ho-
mologe Rekombination (HR) und die nicht-homologe Endverknüpfung (NHEJ: non-homologous
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end joining). Erstere benötigt ein intaktes Schwesterchromatid, dessen homologe DNA-Stränge
als Matrize für die fehlenden DNA-Sequenzen dienen. Dieser Reparaturweg hat eine relativ
kleine Fehlerquote, kann jedoch nur in den späteren Phasen des Zellzyklus (G2- und spä-
te S-Phase) angewendet werden [34], in denen bereits ein repliziertes Schwesterchromatid
vorliegt. Bei der nichthomologen Endverknüpfung werden dagegen die freien Enden der DNA-
Stränge direkt miteinander verknüpft, weshalb sie in jeder Phase des Zellzyklus möglich ist und
in der G0- und G1-Phase der dominante Reparaturweg ist [34]. Zusätzlich zu den beiden vor-
rangigen Reparaturwegen wurden verschiedene alternative DSB-Reparaturwege beschrieben,
die fehleranfälliger sind und eingesetzt werden, wenn z. B. auf Grund von Defekten bestimm-
te Proteine, die für HR oder NHEJ notwendig sind, nicht zur Verfügung stehen. Eine Reihe
von möglichen Reparaturwegen wurde schon diskutiert: microhomology-mediated end joining
(MMEJ), micro-single-strand annealing (micro-SSA), KU-independent end-joining und backup-
NHEJ (B-NHEJ) [35–38].
Die einzelnen Schritte, die zu einer vollständigen Reparatur durch HR oder NHEJ führen,
sind noch nicht in allen Einzelheiten erforscht. Im Folgenden sollen einige der für das Ver-
ständnis dieser Arbeit relevanten Vorgänge näher erläutert werden. Der ungefähre Ablauf bei-
der Reparaturwege ist in Abbildung 2.3 schematisch dargestellt, wobei die Funktion einiger
Proteine jedoch nicht so klar einem Reparaturweg zugeordnet werden kann, wie die Abbil-
dung suggeriert. Die Detektion von Doppelstrangbrüchen kann beispielsweise unabhängig vom
später verwendeten Reparaturmechanismus durch die Bindung von MRN-Komplexen an die
freien Doppelstrang-Enden eingeleitet werden. Diese erste MRN-Bindung hängt nicht von der
späteren Phosphorylierung der Histone H2AX rund um die Schadensstelle ab und bildet dort
einen inneren Fokus [39,40]. MRN ist ein Komplex aus den Proteinen Mre11, Rad50 und Nbs1,
die jeweils bestimmte Aufgaben im Verlauf der Schadensreparatur haben. Der MRN-Komplex
detektiert DNA-Schäden, er hat nukleaseähnliche Fähigkeiten und er hilft dabei, die freien
DNA-Enden zu entwirren und aneinander zu binden [41–43]. Das Protein Nbs1 spielt auch
eine wichtige Rolle in den Signalwegen der DSB-Reparatur, indem es das Signalprotein ATM
(Ataxia Telangiectasia Mutated) phosphoryliert, das für den weiteren Reparaturprozess und für
die Checkpoint-Kontrolle der Zelle von großer Bedeutung ist [44, 45]. Aktiviertes ATM bewirkt
wiederum eine Phosphorylierung verschiedener Proteine, unter anderem auch der des MRN-
Komplexes. Zusätzlich kann ein ATM-Protein auch andere ATM-Proteine phosphorylieren, was
man als Autophosphorylierung bezeichnet [46].
Sobald eine gewisse Menge an ATM phosphoryliert ist, wird eine Phosphorylierung der H2AX-
Histone über eine Länge von etwa einem Mbp in jede Richtung der DNA ausgelöst [28]. Diese
phosphorylierten Histone (γH2AX) markieren die Schadensstelle und bestimmen den Bereich
der äußeren Foci. H2AX ist eine Variante des H2A-Histons und macht etwa 10 % (je nach Zelltyp
2-25 % [28]) der gesamten H2A-Anzahl aus.
An die phosphorylierten H2AX-Histone können nun weitere für die DNA-Reparatur benötigte
Proteine binden. Zu diesen gehören MRN, MDC1 (Mediator of DNA damage checkpoint protein
1) und 53BP1 [48–51]. Es konnte gezeigt werden, dass eine Phosphorylation von H2AX für die
effiziente Rekrutierung von 53BP1 zu den Schadensstellen notwendig ist [51], sodass die Lo-
kalisation von γH2AX- und 53BP1-Foci stark korreliert. Neben der Phosphorylierung von H2AX
spielen auch andere Histon-Modifikationen eine wichtige Rolle. Dazu gehören die Acetylisie-
rung und Methylisierung des Histons H4, die ebenfalls für eine 53BP1-Fokusbildung benötigt
werden [52]. Die Acetylisierung von H4 verhindert außerdem, dass die DNA in eine kompak-
tere Form übergeht [53], sodass der Doppelstrangbruch für Reparaturproteine gut erreichbar
ist. Da 53BP1 auch an die Histon-Deacetylase 4 (HDAC4) bindet [54], hat es wahrscheinlich
eine Aufgabe in der Koordination zwischen DSB-Reparatur und Chromatin-Struktur.
Es wurde außerdem gezeigt, dass in Zellen ohne 53BP1 der G2/M-Checkpoint bei niedrigen
Dosen nicht funktioniert [55]. Es spielt somit auch in den Signalwegen der Zellzyklus-Kontrolle
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Abbildung 2.3: Schematische Darstellung der beiden wichtigsten DSB-Reparaturmechanismen,
der homologen Rekombination und der nicht-homologen Endverknüpfung. Die
Abbildung wurde aus Lans et al. entnommen [47] (Creative Commons Attributi-
on License 2.0).
eine Rolle, die dafür sorgt, dass beschädigte Zellen nicht mit der Mitose beginnen. Darüber
hinaus unterstützt 53BP1 über eine direkte Wechselwirkung mit dem MRN-Komplex die Phos-
phorylierung von ATM und kann dadurch z. B. einen Defekt in der Interaktion zwischen Nbs1
und ATM kompensieren [56]. Im Vergleich zu MRN, ATM und MDC1 ist die Rekrutierung von
53BP1 jedoch deutlich langsamer, was darauf hindeutet, dass die Rekrutierung von vorheri-
gen Reparaturschritten abhängt und erst in der späteren Signal-Weiterleitung von Bedeutung
ist [39].
Die Nichtlinearität einiger Signalwege, wie z. B. der positiven Feedback-Schleife der ATM
Autophosphorylierung [46, 57], könnte zu einem Threshold-Verhalten der erwähnten Signal-
netzwerke führen, was eine nichtlineare Reparaturantwort der Zelle zur Folge hätte. Im Zuge
dieser Arbeit wird daher die Reparaturantwort in dem für die Aktivierungsmechanismen re-
levanten Niedrigdosisbereich untersucht, wobei γH2AX und 53BP1 als kolokalisierende DSB-
Marker verwendet werden (Kapitel 3). Für den vollständigen Reparaturprozess der NHEJ wird
das Zusammenspiel weiterer Proteine benötigt (siehe Abbildung 2.3), auf die jedoch nicht im
17
Detail eingegangen wird, da sie für das Verständnis der hier vorgestellten Projekte nicht ent-
scheidend sind.
Die Mechanismen, die zu der Entscheidung zwischen den beiden Hauptreparaturmechanis-
men führen, sind noch nicht vollständig aufgeklärt. Es wird vermutet, dass DNA-PKcs (DNA-
dependent protein kinase catalytic subunit), das eine entscheidende Rolle während der NHEJ
spielt, ATM teilweise inhibiert und dadurch die Entscheidung zur NHEJ wahrscheinlicher
macht [58]. Beide Proteine haben jedoch auch sich überschneidende Funktionen und die viel-
fältigen Interaktionen sind noch nicht vollständig bekannt [59, 60]. Neben einer kompetitiven
Inhibierung beteiligter Signalproteine gibt es Hinweise darauf, dass auch die Chromatinstruktur
einen entscheidenden Einfluss auf die Wahl des Reparaturweges und auf die Rekrutierung der
dafür benötigten Proteine hat [61,62].
Wird die homologe Rekombination als Reparaturweg eingeleitet, folgt auf die Resektion der
freien DNA-Enden die durch BRCA2 unterstützte Rekrutierung von Rad51 [63–65]. Rad51 bil-
det ein spiralförmiges Filament um die DNA und ist entscheidend an der Homologiesuche und
der Stranginvasion beteiligt [65, 66], um eine Bindung des freien einzelsträngigen Endes an
einen homologen Bereich des Schwesterchromatids zu ermöglichen. Eine DNA-Polymerase
kann dann durch DNA-Synthese mit Hilfe der homologen Vorlage den fehlenden Teil des
Strangs wieder herstellen. Für den Abschluss der Reparatur muss das Rad51-Filament jedoch
wieder entfernt werden. Für den Abschluss des Reparaturprozesses wird Rad51 unter ATPase-
Aktivität durch Rad54 von der DNA gelöst, wobei die DNA-Struktur von einem synaptischen
Komplex ssDNA:Rad51:dsDNA in eine Heteroduplex-Struktur übergeht [67–69]. Damit Rad54
diese Funktion ausführen kann, ist die vorangehende Phosphorylierung von Rad54 entschei-
dend [67], was in Kapitel 4 durch zwei unterschiedliche Modellansätze genauer untersucht
werden soll.
2.5 Modellierung mittels deterministischen Ratengleichungen
Für die Modellierung der Wechselwirkung von Proteinen untereinander und mit Metaboliten
wurden für die in Kapitel 4, 6 und 7 vorgestellten Modelle Differenzialgleichungssysteme aus
den zugrundeliegenden Reaktionen aufgestellt. Die Reaktionsgeschwindigkeit einer beliebigen
Reaktion ist dabei proportional zu der Wahrscheinlichkeit, dass die Edukte aufeinander treffen
und miteinander reagieren. Diese wiederum ist proportional zu dem Produkt der Konzentra-
tionen beider Edukte. Allgemein wird dieser Zusammenhang durch das Massenwirkungsgesetz
ausgedrückt. Sei ein System von N verschiedenen chemischen Reaktionen mit n Spezies gege-
ben:
n∑
i=1
νi jX i
k j−→
n∑
i=1
µi jX i mit j = 1, ..., N , (2.1)
wobei X i für die verschiedenen Spezies, k j für die Geschwindigkeitskonstanten und ν bzw. µ
für die stöchiometrischen Koeffizienten stehen. Dann gilt nach dem Massenwirkungsgesetz für
die zeitliche Änderung der Konzentrationen:
d[X i]
d t
=
N∑
j=1
(µi j − νi j)k j
n∏
l=1
[X i]
νi j mit i = 1, ..., n. (2.2)
Die Konzentration einer Spezies wird dabei mit eckigen Klammern um deren Symbol dargestellt.
Wendet man diese Regel auf den Spezialfall der folgenden einfachen Bindung zweier Spezies A
und B zu einer gemeinsamen Spezies AB mit Geschwindigkeitskonstanten r1 und r2 an,
A+ B
r1−*)−
r2
AB, (2.3)
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so erhält man dem Massenwirkungsgesetz nach
d[AB]
d t
= −d[A]
d t
= −d[B]
d t
= r1[A][B]− r2[AB]. (2.4)
Der einfacheren Darstellung halber wird auf die Klammersetzung für die Konzentrationen im
Folgenden verzichtet. In chemischen Gleichungen mit Reaktionspfeilen repräsentieren die Sym-
bole also jeweils eine Spezies-Einheit, in mathematischen Gleichungen jedoch die Konzentration
der entsprechenden Spezies.
2.6 Molekulardynamik-Simulationen
Zur Untersuchung des Einflusses einer Phosphorylierung auf die Proteindynamik von Rad54
werden in Kapitel 4 Molekulardynamik-Simulationen (MD) vorgestellt. Die Grundidee von MD-
Simulationen ist, das zu simulierende System so präzise wie möglich der klassischen Mechanik
folgend zu beschreiben. Quantenmechanische Effekte werden dabei jedoch vernachlässigt, so-
dass alle Atome als exakt lokalisierte Punktteilchen simuliert werden. Die Zeitentwicklung des
Vielteilchensystems erhält man über numerische Integration der Bewegungsgleichungen, die
sich aus dem zweiten Newton’schen Gesetz ergeben.
mi
d2 ~ri
d t2
= ~Fi(~ri) =
∂
∂ ~ri
V ( ~r1, ~r2, ..., ~rN ), (2.5)
wobei mit mi die Masse des i-ten Atoms, mit ~Fi(~ri) die Kraft auf das i-te Atom an dessen Position
~ri und mit V das Potential dargestellt ist. Eine Parametrisierung des Potentials wird in diesem
Zusammenhang oft als Kraftfeld bezeichnet, was jedoch nicht mit einem Kraftfeld im Sinne der
klassischen Mechanik zu verwechseln ist. Es setzt sich aus folgenden Beiträgen zusammen:
V = VBindung + VWinkel + VTorsion + VVDW + VCoulomb. (2.6)
Die ersten drei Terme beziehen sich auf Energien von chemisch gebundenen Atomen, die letz-
ten beiden auf die Wechselwirkung zwischen ungebundenen Atomen. Für die genaue mathe-
matische Realisierung der einzelnen Terme sei auf die entsprechenden Publikationen verwie-
sen [70, 71]. Da das System klassisch beschrieben wird, ist es nicht möglich, das Aufbrechen
und Entstehen chemischer Bindungen zu simulieren. Chemische Bindungen werden also als un-
zertrennliche Verknüpfungen zweier Atome beschrieben, deren Energiebeitrag VBindung analog
zu einem Feder-Potential ist. Das Potential hängt somit davon ab, wie groß der Abstand der
beiden gebundenen Atome im Vergleich zu ihrem Gleichgewichtsabstand ist. Analog dazu wird
auch der Beitrag von intramolekularen Winkeln VWinkel zwischen drei benachbarten Atomen
durch ein harmonisches Potential beschrieben. Der Term VTorsion berücksichtigt darüber hinaus
auch die Wechselwirkung von vier benachbarten und intramolekular verbundenen Atomen und
schränkt somit den Bereich der möglichen Torsionswinkel ein.
Die Energieterme für ungebundene Atome beinhalten einerseits die Van-der-Waals-Wechsel-
wirkungen, die über das Lennard-Jones-Potential berechnet werden, und andererseits die
Coulomb-Wechselwirkung. Da die Terme des Lennard-Jones-Potentials mit mindestens einer
Potenz von r−6 abfallen, wird dieser Energiebeitrag zur effizienteren Berechnung ab einer ge-
wissen Entfernung (Cutoff) vernachlässigt. Da das Coulomb-Potential nur langsam abfällt, kann
hier nicht einfach abgeschnitten werden. Wird das System mit periodischen Randbedingun-
gen simuliert, kann die Berechnungszeit durch Anwendung der PME-Methode (Particle Mesh
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Ewald) [72] jedoch trotzdem deutlich verkürzt werden, indem die Wechselwirkung in einen
schnell abfallenden kurzreichweitigen Teil und einen langreichweitigen Teil gespaltet wird. Der
schnell abfallende Teil kann dann im kartesischen Raum mit einem Cutoff berechnet werden,
wohingegen der langsam abfallende nach Fourier-Transformation im reziproken Raum effizient
berechnet werden kann.
In biologischen Systemen sind Energie und Volumen in der Regel nicht konstant, Tempera-
tur und Druck näherungsweise jedoch schon. Daher wurden die in dieser Arbeit vorgestellten
Systeme in einem isotherm-isobaren Ensemble (NPT) simuliert. Die vorgegebene Temperatur
wird dabei über Reskalierung aller Teilchengeschwindigkeiten nach jedem Simulationsschritt
erreicht, wobei ein zufälliger Faktor gewährleistet, dass die kinetische Energie um ihren Erwar-
tungswert fluktuieren kann [73]. Der Druck wird wiederum dadurch konstant gehalten, dass mit
Hilfe der Parrinello-Rahman-Methode Fluktuationen des simulierten Volumens über Änderun-
gen der Simulationsbox-Vektoren, die die periodischen Randbedingungen festlegen, ermöglicht
werden [74,75].
Die Parametrisierung des Potentials kann entweder durch direkten Vergleich mit Experimen-
ten oder durch den Vergleich mit quantenmechanischen Ab-initio-Rechnungen vorgenommen
werden. Inwieweit die durch MD-Simulationen gegebene klassische Näherung solcher Ver-
gleichssysteme auch zu einer realistischen Beschreibung anderer, teilweise deutlich größerer
Systeme führt, bleibt eine offene Frage und ein Hauptkritikpunkt von MD-Simulationen. Durch
weitere Optimierungen und Validierungen mit experimentellen Daten, z.B zur Faltung von Pro-
teinen, werden die verwendeten Potentiale jedoch stets besser darin, biologische Systeme zu
beschreiben [71,76].
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3 Aktivierung der DSB-Reparaturmechanismen nach Niedrigdosis-Bestrahlung
Als erste zelluläre Stresssituation soll in diesem Kapitel die Reaktion von Zellen auf ionisie-
rende Strahlung betrachtet werden. Ionisierende Strahlung kann DNA-Schäden direkt oder
indirekt über reaktive Sauerstoffspezies erzeugen. Dabei sind Doppelstrangbrüche (DSB) die
gefährlichsten Schäden, da schon ein einzelner DSB zu einer Veränderung der Erbinformati-
on führen kann und somit ein karzinogenes Risiko darstellt. Die Reparatur nach Bestrahlung
im Niedrigdosisbereich ist von besonderem Interesse, weil sie Aufschlüsse darüber gibt, inwie-
weit die Aktivierungsmechanismen der beteiligten Proteinnetzwerke von der Signalstärke, also
in diesem Fall den durch die Röntgenstrahlung induzierten Schäden, abhängen. Gleichzeitig
sind niedrige Strahlendosen auch deshalb interessant, da sie am ehesten in dem Bereich liegen,
den Menschen auch im Alltag erfahren können. Wegen des geringen Effekts niedrig dosierter
Strahlung sind die zellulären Mechanismen, die das karzinogene Risiko in diesem Dosisbereich
bestimmen, jedoch noch ungenügend erforscht.
Nach Bestrahlung mit Röntgenstrahlung ist die Anzahl an induzierten DSB im Bereich übli-
cher Röntgendosen linear von der verwendeten Dosis abhängig [26,27,77–79]. Die residualen
Foci 24 h nach Bestrahlung folgen für den Fall hoher Dosen ebenfalls einer linearen Dosisabhän-
gigkeit [80]. Im Niedrigdosisbereich sind die bisherigen Untersuchungen jedoch nicht eindeutig.
Rothkamm et al. haben eine verminderte Reparatureffizienz für DSB nach Bestrahlung mit nied-
rigen Dosen festgestellt [26,27]. Eine weitere Studie hat hingegen eine ähnliche Reparaturdauer
für durch verschiedene Strahlendosen induzierte DSB mittels Time-Lapse Imaging an lebenden
Zellen beobachtet [77]. Da die Anzahl der Foci jedoch manuell bestimmt wurde, waren der
Umfang dieser Experimente und somit auch die statistische Aussagekraft sehr eingeschränkt.
Für die Zellantwort im Niedrigdosisbereich wurde eine Vielzahl an theoretischen Mechanismen
vorgeschlagen, unter anderem ein Threshold-Verhalten und der Bystander-Effekt [81,82].
Das genannte Threshold-Verhalten bezieht sich jedoch nicht direkt auf die Reparaturantwort
der Zelle, sondern beschreibt die biologische Wirkung von Strahlung niedriger Dosis in Bezug
auf den Anteil an überlebenden Zellen innerhalb der bestrahlten Population. Das Threshold-
Modell postuliert, dass Bestrahlung unterhalb einer gewissen Schwelle harmlos ist, was in
direktem Kontrast zu einem Reparatur-Threshold-Modell steht, bei dem angenommen wird,
dass unterhalb einer bestimmten Schwelle nicht repariert wird. Letzteres Modell würde zu ei-
ner höheren Anzahl an residualen DSB führen, was sich eher negativ auf die Überlebensrate
auswirken könnte.
Als Bystander-Effekt wird dagegen die Beobachtung bezeichnet, dass bei Bestrahlung von ein-
zelnen Zellen auch nicht-bestrahlte benachbarte Zellen eine erhöhte Anzahl an DNA-Schäden
aufweisen. Als möglicher Mechanismus der Schaden-Induktion wird die Freisetzung von re-
aktiven Sauerstoffspezies (ROS, reactive oxigen species) angenommen [83–85], die gleichzeitig
auch als inter-zelluläres Aktivierungssignal für einige Proteine der Reparaturwege dienen könn-
te. Es wurde beispielsweise gezeigt, dass die Aktivierung der für die DSB-Reparatur essentiellen
Proteine ATM und eventuell auch DNA-PKcs eine Abhängigkeit von der ROS-Konzentration auf-
weisen [86–88].
Prinzipiell können positive Rückkopplungsschleifen innerhalb von Signalnetzwerken dazu
führen, dass ein bistabiles Verhalten entsteht, bei dem die Aktivierung bestimmter Komponen-
ten ab einem gewissen Schwellenwert schlagartig zunimmt. Wäre das Eingangs-Signal jedoch
die diskrete Anzahl von Doppelstrangbrüchen innerhalb einer einzelnen Zelle, sollte die Akti-
vierung der Reparaturwege in Zellen mit nur einem Fokus nicht von der Dosis abhängen, mit
der die Zellen bestrahlt wurden. Als näherungsweise kontinuierliche Variable könnte die ROS-
Konzentration hingegen ein bistabiles Verhalten der Aktivierungsmechanismen sogar in einem
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Dosisbereich verursachen, der unterhalb des Wertes liegt, bei dem man einen einzelnen DSB
erwarten würde. Um die Auswirkung der ROS-Konzentration auf die Aktivierung der Repara-
turmechanismen zu untersuchen, wurden Zellen vor der Bestrahlung mit Substanzen behandelt,
die die ROS-Konzentration beeinflussen. Zur Erhöhung der ROS-Konzentration wurden die Zel-
len mit H2O2 behandelt und zum Senken wurde N-Acetylcystein (NAC) verwendet, das in der
Lage ist, Sauerstoffradikale zu binden [89–91].
Die Herausforderung für Untersuchungen der Reparatureffizienz im Niedrigdosisbereich liegt
vor allem darin, dass eine sehr große Anzahl an Zellen untersucht werden muss, um die statis-
tische Unsicherheit unter ein akzeptables Level zu bringen. Setzt man einen identischen DNA-
Gehalt pro Zelle (Zellen in G1/G0-Phase) und eine homogene Verteilung der Röntgenstrahlung
voraus, kann die Verteilung der Foci auf die Zellen durch eine Poisson-Verteilung beschrieben
werden [92,93], deren charakteristische Parameter die mittlere Foci-Anzahl pro Zelle n f ist. In
einem Experiment mit nc Zellen ist die relative Unsicherheit des Mittelwertes σ/n f = 1/
p
n f nc.
Aufgrund dieses Zusammenhangs steigt bei einer geringen Anzahl an induzierten Foci die rela-
tive Unsicherheit, was durch eine höhere Anzahl an untersuchten Zellen kompensiert werden
muss, wenn kleine Effekte statistisch signifikant gemessen werden sollen. Um beispielsweise den
Bestrahlungseffekt 24 h nach einer Strahlenexposition von 5 mGy mit weniger als 10 % relativer
Unsicherheit nachzuweisen, müssten in einem ansonsten idealisierten Experiment über 50 000
Zellen ausgezählt werden. Dabei wurde ausschließlich die statistische Unsicherheit berücksich-
tigt, zu welcher noch weitere biologische und experimentelle Unsicherheiten hinzukommen, wie
z. B. Färbequalität, Kolokalisierung, Heterogenität zwischen verschiedenen Zelllinien, Alterung
der Zelllinien und Unterschiede von experimentellen Rahmenbedingungen zwischen wieder-
holten Experimentreihen.
Aus diesem Grund haben die hier vorgestellten Experimente einen Gesamtumfang von über
zwei Millionen Zellen. Da die manuelle Foci-Zählung einer so großen Anzahl an Zellen in-
nerhalb einer angemessenen Zeit nicht mehr möglich ist, wurde im Zuge dieser Arbeit ein
automatisches Foci-Auszählungsverfahren, genannt autoFoci, entwickelt, das unter einer Open-
Source-Lizenz nach Veröffentlichung der dazugehörigen Publikation online verfügbar sein wird
(https://github.com/nleng/autoFoci).
Um die Unterscheidung zwischen Foci und Hintergrundobjekten zu verbessern, wurde ei-
ne Doppelfärbung mit zwei verschiedenen DSB-Markern verwendet. Als „Hintergrundobjekte“
werden dabei solche Objekte bezeichnet, die lediglich in einem Kanal sichtbar sind oder eine
deutlich verminderte Intensität im Vergleich zu Foci aufweisen. Manche dieser Objekte könnten
auch Foci sein, die sich gerade im Prozess der Auflösung befinden.
3.1 Durchführung der Experimente und Vorbereitung der Rohbilder
Alle in diesem Kapitel dargestellten Experimente und manuellen Foci-Zählungen wurden von
Johanna Mirsch und Ratna Nuria Weimar (AG Löbrich, TU Darmstadt) durchgeführt. Für eine
genauere Darstellung der experimentellen Prozedur sei auf die Dissertation von Johanna Mirsch
verwiesen [94].
Die Experimente wurden an humanen Fibroblasten der Zellinie HOMSF1 durchgeführt. Da
der Schwerpunkt des Projekts im niedrigen Dosisbereich liegt, wurden konfluente HOMSF1-
Zellen jeweils mit Röntgenstrahlung einer Energiedosis von 12 mGy, 25 mGy, 50 mGy, 100 mGy
und 1 Gy bestrahlt. Wie in Abschnitt 2.3 erläutert, entsprechen die Zahlenwerte der Energiedo-
sen bei Verwendung von Röntgenstrahlung denen der Äquivalenzdosen. Die unteren Dosiswer-
te liegen somit im einem Bereich, der auch durch medizinische Anwendungen erreicht werden
kann.
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Die Fixierung der Zellen geschah erst nach 24 Stunden, sodass voraussichtlich der größte
Anteil an induzierten DNA-Schäden wieder repariert wurde. Im Anschluss wurde eine Färbung
der Proteine via Antikörper vorgenommen werden. Dabei wurden zunächst primäre Antikörper
benutzt, die an die zu färbenden Proteine binden. Danach können sich sekundäre Antikörper,
die mittels Fluoreszenzfarbstoffen markiert sind, spezifisch an die primären Antikörper anla-
gern. Aufgrund der in Abschnitt 2.4 genannten DSB-spezifischen Kolokalisation von γH2AX
und 53BP1 wurden beide Proteine als DSB-Marker verwendet. γH2AX wurde dabei mit einem
grün fluoreszierenden und 53BP1 mit einem rot fluoreszierenden Farbstoff markiert. Um die
Zellkernausdehnung sichtbar zu machen, wurde zusätzlich DAPI (4’,6-Diamidin-2-phenylindol)
als DNA-Marker eingesetzt, da es relativ unspezifisch an die gesamte DNA bindet. Nach An-
regung mit ultraviolettem Licht strahlt DAPI blaues Fluoreszenzlicht ab. Die Bilder wurden
schließlich mit einer 20-fachen Vergrößerung aufgenommen. Dabei wurden Aufnahmen von
fünf z-Ebenen gemacht, von denen jeweils die schärfste Ebene automatisch für die weitere
Analyse ausgewählt wurde. Die Schärfe wurde darüber definiert, wie hell die Intensität inner-
halb des Nucleus nach Anwendung eines Filters zur Verstärkung von Kanten im Vergleich zur
Intensität im Originalbild ist.
Für eine bessere Vergleichbarkeit der Experimente ist es wichtig, dass sich alle untersuch-
ten Zellen in der gleichen Phase des Zellzyklus befinden. Bei Bestrahlung mit niedriger Dosis
eignet sich die G1/G0-Phase am besten. Denn in dieser ist die Anzahl der spontan auftreten-
den Doppelstrangbrüche am geringsten, da es während der S-Phase aufgrund von Fehlern bei
der DNA-Replikation vermehrt zu Doppelstrangbrüchen kommen kann. Somit kann man den
durch die Strahlung verursachten Effekt, der teilweise unterhalb der spontanen DSB-Anzahl
liegt, während der G1/G0-Phase am besten beobachten. Da sich die Zellkultur der Fibroblasten
einschichtig ausbreitet und diese ihren Zellzyklus anhalten, sobald sie vollständig von anderen
Zellen umgeben sind, sollten sich in einem konfluenten (lückenlosen) Zellrasen keine Zellen
mehr in S-Phase befinden. Zellen in der G2-Phase können dagegen über die Gesamtintensität
des DAPI-Signals aussortiert werden.
Zusätzlich zur Zellzyklus-Kontrolle wurden die Zellen auch daraufhin überprüft, ob die Zell-
kerne in den Aufnahmen isoliert dargestellt sind, da eine Überlagerung zu einer falschen Aus-
zählung führen könnte. Mit Hilfe eines Algorithmus, der die einzelnen Nuklei über die DAPI-
Intensität separiert, wurden aus den Übersichtsbildern schließlich Einzelzellbilder erstellt, die
Ausgangspunkte für die hier beschriebene Foci-Auswertemethode sind.
3.2 Automatische Foci-Auswertungssoftware autoFoci
Dieser Abschnitt umfasst die technischen Details der hier vorgestellten semi-automatischen
Foci-Zählmethode und deren Implementation in der frei verfügbaren Software autoFoci. Das
Programm verwendet die freien Java-Bibliotheken ImageJ [95] (BSD-Lizenz) und JFreeChart
(LGPL-Lizenz). Es steht unter der Lizenz GNU GPLv3 zur Verfügung und wird nach Veröffentli-
chung der dazugehörigen Publikation online zum Download bereitgestellt:
https://github.com/nleng/autoFoci.
Die Grundidee ist, die Objektinformation von Foci und Hintergrundobjekten aus den Rohbil-
dern der Zellnuclei zu extrahieren, diese durch verschiedene Parameter quantitativ darzustellen
und schließlich zu einem einzigen Parameter zusammenzufassen, der möglichst gut mit der ma-
nuellen Foci-Bewertung korreliert.
3.2.1 Bearbeitung der Einzelzellbilder und Objekterkennung
Um potentielle Foci innerhalb des Nucleus zu identifizieren, werden zunächst im Master-Kanal
lokale Maxima gesucht, die als Pixel definiert sind, deren Intensität größer oder gleich der Inten-
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sität benachbarter Pixel innerhalb eines Radius rsep ist. Durch den Radius rsep wird die minimale
Separation zweier Objekte und somit die Auflösung bestimmt. Als Master-Kanal wurde für die
hier beschriebene Auswertung der Rotkanal ausgewählt, der dem 53BP1-Signal entspricht, da
dieser deutlich weniger Inhomogenitäten aufweist und somit über ein besseres Signal-Rausch-
Verhältnis verfügt. Gehören mehrere lokale Maxima zum gleichen gesättigten Bereich, was z. B.
bei einem sehr großen Fokus zutreffen kann, werden sie zu einem einzigen lokalen Maximum
vereint, dessen Position im Schwerpunkt der gesättigten Fläche liegt. Um die Objektfläche zu er-
mitteln, werden alle lokalen Maxima eines Nucleus nach Intensität sortiert und anschließend in
absteigender Reihenfolge ein region growing Algorithmus angewendet, der das Maximum mit
allen Pixeln verbindet, deren Verbindungspixel über einem bestimmten Schwellenwert (hier
50 % des Maximalwertes) liegen. Ein Pixel kann dabei stets nur zu einem Objekt gehören. Um
zu verhindern, dass große Foci kleinere benachbarte Foci vollständig vereinnahmen, wird für
jedes lokale Maximum der Bereich innerhalb des Radius rsep reserviert.
Nach Detektion der Bildobjekte werden für jedes Objekt verschiedene Objektparameter in
beiden Farbkanälen berechnet und gespeichert. Für die Berechnung mancher Parameter ist ei-
ne Top-Hat-Transformation des Bildes notwendig, die auch in anderen Foci-Auswertemethoden
verwendet wurde [79, 96–99]. Bei der Top-Hat-Transformation handelt es sich um eine Bild-
verarbeitungstechnik, die aus einer Folge mehrerer Basisoperationen aus der mathematischen
Morphologie besteht [100,101]. Da durch das Top-Hat-Verfahren die Intensitäten von Objekten,
die nicht von dem sog. strukturierenden Element umfasst werden können, verringert werden,
hat es sich im Bereich der Foci-Detektion bewährt. Vereinfacht könnte die Wirkung so beschrie-
ben werden, dass jeweils die lokale Hintergrundintensität in der Nähe eines Objektes abgezogen
wird. Um die Berechnung zu verdeutlichen, werden zunächst drei morphologische Operationen
vorgestellt, auf denen die Top-Hat-Transformation basiert:
Bei der sog. Erosion wird jeder Pixelwert durch den minimalen Wert seiner Umgebung, die
durch das strukturierende Element definiert wird, zugewiesen.
(I 	 X )(x , y) = min{I(x + a, y + b)|a, b ∈ DX }, (3.1)
wobei mit I(x , y) die Intensität des Pixels an der Position (x , y) und mit DX der Definitions-
bereich des strukturierenden Elements X bezeichnet wird. Objekte, die das strukturierende
Element nicht umfassen können, werden durch eine Erosion entfernt. Die Dilation dagegen
bewirkt das Gegenteil. Jedem Pixel wird also der Maximalwert seiner Umgebung zugewiesen:
(I ⊕ X )(x , y) = max{I(x + a, y + b)|a, b ∈ DX }, (3.2)
Werden diese beiden Operationen hintereinander ausgeführt, so spricht man von einer Öff-
nung
I ◦ X = (I 	 X )⊕ X . (3.3)
Im Vergleich zum ursprünglichen Bild sind in der Öffnung alle lokalen Maxima, die vom struk-
turierenden Element umfasst werden, verschwunden. Alle drei morphologischen Operationen
sind in Abbildung 3.1A veranschaulicht. Eine Top-Hat-Transformation T (I) erhält man schließ-
lich, wenn man die Öffnung eines Bildes von dem ursprünglichen Bild subtrahiert:
T (I) = I − I ◦ X . (3.4)
Durch die Subtraktion bleiben nur noch die vom lokalen Untergrund bereinigten Maxima übrig.
Beispielhaft sieht man in Abbildung 3.1B, wie sich die einzelnen Schritte der Transformation auf
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Abbildung 3.1: A: Von Links nach rechts: Original Bild, Erosion, Dilation und Öffnung mittels
eines kreisförmigen Struktur-Element. B: Von links nach rechts: Ursprüngliches
Bild, Erosion, Öffnung und Top-Hat-Transformation des Bildes.
das Bild eines Zellnucleus auswirken. Man kann erkennen, dass die großflächige Untergrundva-
riation im linken Teil einen größeren Intensitätsverlust hat, also z. B. der Bereich um den Fokus.
Die Schwellenwertsetzung wird dadurch im Top-Hat-transformierten Bild einfacher.
Einer der Parameter, für die eine Top-Hat-Transformation benötigt werden, ist die lokale
Krümmung in der Nähe der lokalen Maxima. Denn ohne Top-Hat-Transformation würde der
Rand des Nukleus, an dem die Intensität schnell auf null abfällt, ein sehr starkes Gradientensi-
gnal liefern, wodurch Objekte am Rand des Nukleus mit höherer Wahrscheinlichkeit inkorrekt
klassifiziert würden. Wie Abbildung 3.1B beispielhaft zeigt, hat die Top-Hat-Transformation da-
gegen einen per Auge nicht mehr wahrnehmbaren Intensitätsübergang am Nukleusrand.
Um ein Maß für die lokale Krümmung zu erhalten, wird ein Laplacian of Gaussian (LoG) Ope-
rator angewendet. Dieser entspricht näherungsweise einer Glättung mittels Gauß-Verteilung
und nachfolgenden Anwendung des Laplace-Operators (zweite Ableitung) auf die Bildpi-
xel [102], deren Intensitätsverteilung als diskrete zweidimensionale Funktion I(x , y) beschrie-
ben werden kann. Die Gaußsche Glättung wird dem Laplace-Operator vorgeschaltet, da letzte-
rer sensitiv auf kleinere Störungen ist. Die Anwendung des LoG-Operators erfolgt durch die Be-
rechnung einer diskreten Faltung der Intensitätsverteilung I(x , y) des top-hat-transformierten
Bildes mit einer 5× 5 Faltungsmatrix M . Der kombinierte Filter verstärkt die Intensität in Re-
gionen mit schnellen Intensitätsänderungen, z. B. an Kanten oder hohen lokalen Gradienten,
wobei der Maximalwert für runde Objekte in der gleichen Größenordnung wie die angewende-
te Faltungsmatrix erreicht wird. Um einen Beitrag aus angrenzenden Objekten zu vermeiden,
sollte daher die Kantenlänge der Matrix kleiner sein als das Doppelte des minimalen Separati-
onsradius rsep. Der Intensitätswert I
∗(x , y) des Ergebnispixels an der Position (x , y) ergibt sich
dabei wie folgt aus der Intensität der umliegenden Pixel:
I∗(x , y) =
n∑
i=1
n∑
j=1
I(x + i − a, y + j − a)M(i, j), (3.5)
wobei a = 3 der Koordinate des Mittelpunktes der Faltungsmatrix entspricht. Folgende Matrix
wurde für die hier vorgestellte Methode verwendet:
M =
1
16

−2 −4 −4 −4 −2
−4 0 10 0 −4
−4 10 32 10 −4
−4 0 10 0 −4
−2 −4 −4 −4 −2
 (3.6)
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Die Einträge dieser Faltungsmatrix wurden mit Hilfe einer Gauß-Funktion mit einer Standard-
abweichung von einem Pixel berechnet.
3.2.2 Ermittlung eines geeigneten Fokus-Evaluationsparameters über Korrelation zu
manueller Objekt-Bewertung
Um eine Größe zu finden, die eine starke Korrelation mit der manuellen Fokus-Bewertung auf-
weist, wurde eine Vielzahl an Objektmerkmalen jeweils in beiden Farbkanälen sowohl im Ori-
ginalbild als auch in der Top-Hat-Transformation analysiert. Wichtige Objekteigenschaften sind
beispielsweise die mittlere Intensität, die maximale Intensität, die Intensität der hellsten drei
Pixel (Itop3), die lokale Krümmung (maximale Intensität nach LoG-Transformation ILK), die
Objektfläche, die Kompaktheit IK des Objektes, die mittlere Intensität innerhalb des Nukleus
(Inukl), die Standardabweichung der Intensität innerhalb des Nukleus (Istd) und der Pearson-
Korrelationskoeffizient zwischen beiden Farbkanälen innerhalb des Objekts und des Nukleus. I
steht dabei für die Intensität des Rot- oder Grünkanals. Kombinationen dieser quantifizierten
Objekteigenschaften wurden daraufhin untersucht, wie stark der daraus resultierende Fokus-
Evaluationsparameter (FEP) mit der manuellen Bewertung von Foci durch drei unabhängige
Experimentatoren korreliert.
Um einen Vergleichswert zu erhalten, wurde zunächst untersucht, wie gut die manuelle
Fokus-Bewertung zwischen verschiedenen Experimentatoren übereinstimmt. Dazu bewerteten
drei Experimentatoren jeweils über 1 000 Objekte aus drei verschiedenen Experimenten manu-
ell auf einer Skala von 1 bis 9. Vor der Auswertung wurde dabei festgelegt, dass Objekte mit
einer Bewertung von 1 bis 4 als Hintergrundobjekte und Objekte mit einer Bewertung von 5
bis 9 als Foci klassifiziert wurden. In Abbildung 3.2A sind die Objektbewertungen der drei Ex-
perimentatoren für ein Experiment dargestellt. Dabei wurden etwa 15 % der Objekte, die ein
Experimentator als Fokus klassifiziert hat, von einem zweiten Experimentator nicht als Fokus
bewertet. Um neben der Klassifizierung in Fokus bzw. Hintergrundobjekt auch die Bewertung
innerhalb der beiden Gruppen zu berücksichtigen, wurde der Spearman-Korrelationskoeffizient
als Maß für die Übereinstimmung verwendet (Abbildung 3.2B). Da dieser nur die Reihenfol-
ge der Objekte in Bezug auf ihre Bewertung, nicht jedoch das eigentliche Verhältnis der Werte
berücksichtigt, ist er im Gegensatz zum Pearson-Korrelationskoeffizienten besser dazu geeig-
net, auch die Korrelationen zu automatisch ermittelten Objekteigenschaften zu untersuchen, zu
denen in der Regel keine lineare Beziehung besteht.
In Abbildung 3.2C sind die verschiedenen Schritte des Algorithmus zur Objektbewertung
schematisch dargestellt. Unterhalb der Zellbilder sind jeweils die Korrelationen der entspre-
chenden Objekteigenschaften zur manuellen Objektbewertung in beiden Farbkanälen darge-
stellt, wobei der Spearman-Korrelationskoeffizient als ρ angegeben ist. Man sieht, dass die
gleiche Objekteigenschaft im Rotkanal stets eine höhere Korrelation aufweist als im Grünka-
nal, was auf die höhere Inhomogenität im γH2AX-Signal zurückzuführen ist, das dadurch von
den Experimentatoren intuitiv weniger stark gewichtet wurde. Es wird auch deutlich, dass der
Korrelationskoeffizient mit jedem Verfahrensschritt ansteigt. Ausgehend von dem Originalbild,
in dem die mittlere Objektintensität lediglich einen Korrelationskoeffizienten von 0.67 (rot)
bzw. 0.47 (grün) erreicht, lässt sich der Wert schon durch Verwendung der hellsten Objekt-Pixel
in einer Top-Hat-Transformation auf 0.8 bzw. 0.66 steigern. Das von Qvarnström et al. [79] vor-
gestellte automatische Foci-Zählverfahren verwendet eine solche Top-Hat-Transformation des
γH2AX-Signals mit einem einfachen Schwellenwert und hätte demnach eine ähnliche Korrelati-
on wie der hier dargestellte Wert des Grünsignals. Ein deutlich höherer Korrelationskoeffizient
von 0.9 kann jedoch erreicht werden, wenn weiter Objekteigenschaften wie die lokale Krüm-
mung einbezogen und die Bewertungen beider Farbkanäle kombiniert werden. Dieser Wert liegt
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Abbildung 3.2: Objekterkennung und Bewertung. A: Vergleich der Objektbewertung dreier Ex-
perimentatoren. Die Objekte wurden auf einer Skala von 1 bis 9 bewertet, wobei
ein Wert von 5 die untere Schwelle für Foci darstellt. Die verschiedenen Objekt-
klassen sind farblich schattiert und unterschiedlich klassifizierte Objekte in Rot
dargestellt. Da die Objekte nicht kontinuierlich, sondern in Schritten von 0.5 be-
wertet wurden, wurden sie um einen kleinen zufälligen Betrag verschoben, da-
mit die Dichte der Punkte deutlich wird. Es wurden insgesamt drei Experimente
auf diese Weise ausgewertet. B: Hier sind die mittleren Korrelationskoeffizienten
zwischen den Bewertungen der drei Experimentatoren dargestellt, die über drei
Experimente berechnet wurden. C: Darstellung der Funktionsweise des Algo-
rithmus zur Objekterkennung. Unterhalb der Bilder zum jeweiligen Verfahrens-
schritt sind die Korrelationen der entsprechenden Objekteigenschaft zum Mit-
telwert der manuellen Objektbewertung der drei Experimentatoren für ein Ex-
periment dargestellt. Der angegebene Korrelationskoeffizient bezieht sich dabei
jedoch jeweils auf den Mittelwert aus drei derart ausgewerteten Experimenten.
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damit sogar höher als die Korrelationskoeffizienten zwischen den manuell arbeitenden Experi-
mentatoren (Abbildung 3.2B).
Für den Fokus-Evaluationsparameter mit dem höchsten Korrelationskoeffizienten wurde ne-
ben den relativen Intensitäten und der lokalen Krümmung auch die Kompaktheit der Objekte
einbezogen. Die vollständige Berechnungsformel lautet:
FEP = log(FEPρrot · FEP1/ρgrün), (3.7)
FEProt/grün =
Itop3
Inukl
· ILK · IK. (3.8)
Da die Logarithmusfunktion zwischen R>0 → R bijektiv und stetig ist, wird die Reihenfolge
der bewerteten Objekte und somit der Rangkorrelationskoeffizient nicht verändert. Die Ver-
wendung des Logarithmus führt jedoch dazu, dass die lineare Korrelation mit der manuellen
Foci-Bewertung deutlich höher ist, was auf die oft zu findende logarithmische Skalierung in
der menschlichen Wahrnehmung zurückzuführen sein könnte (Weber-Fechner-Gesetz) [103].
Durch die lineare Korrelation ist die Interpretation des resultierenden Histogramms über die
Bewertung aller Objekte einfacher.
Die Kompaktheit IK wird hier über den reziproken Wert des „Trägheitsmomentes“ des Objek-
tes berechnet, wobei die Intensitätsverteilung in der Berechnung analog zu der Massenvertei-
lung in der physikalischen Definition des Trägheitsmomentes verwendet wird:
IK =
1∑
i r
2
i Ii
, (3.9)
Ii steht dabei für die Intensität des i-ten Pixels innerhalb eines Objektes und ri für den Abstand
dieses Pixels zum (Intensitäts-)Schwerpunkt des Objektes.
Um zu berücksichtigen, dass sich die Qualität der Färbung zwischen einzelnen Experimen-
ten unterscheidet, wird die Gewichtung beider Farbkanäle über den Faktor ρ = ISTDgrün/ISTDrot
festgelegt, wobei ISTD für die Standardabweichung der Intensitäten aller Pixel innerhalb des
Nukleus im jeweiligen Farbkanal steht. Somit wird die Einzelkanal-Bewertung desjenigen Farb-
kanals erhöht, der eine geringere Intensitäts-Standardabweichung und somit weniger Inhomo-
genitäten aufweist. Diese automatische und flexible Gewichtung hat den entscheidenden Vor-
teil, dass sie den menschlichen Einfluss auf die Auswertung verringert, da es nicht mehr nötig
ist, die Gewichtung des Master-Kanals manuell zu setzen. Die Wahl des Master-Kanals hat so-
mit nur noch einen geringen Einfluss auf die Objektbewertung, der darin besteht, dass Objekte,
die der Definition eines lokalen Maximums im Master-Kanal nicht genügen, gar nicht weiter
analysiert werden. Diese hätten jedoch ohnehin eine sehr geringe Bewertung, sodass sie später
nicht als Fokus klassifiziert würden. Der Wert von ρ wird für die Auswertung auf den Bereich
zwischen 0.83 und 1.2 beschränkt, um eine minimale Berücksichtigung jedes Farbkanals zu
gewährleisten.
3.2.3 Schätzung des Schwellenwertes und manuelle Validierung
Nachdem ein Fokus-Evaluationsparameter mit einer starken Korrelation zur manuellen Fokus-
Bewertung ermittelt werden konnte, musste im nächsten Schritt ein geeigneter Schwellenwert
gesetzt werden, mit dem die Foci von den Hintergrundobjekten unterschieden werden kön-
nen. Dieser Schritt ist in Niedrigdosis-Experimenten besonders schwierig, da die Anzahl an Foci
deutlich kleiner ist als die Anzahl an Hintergrundobjekten. Daher können einige der bereits
verfügbaren Methoden zu überzeugenden Ergebnissen für Dosen über 0.5 Gy führen, können
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jedoch bei sehr niedrigen Dosen an ihre Grenzen stoßen. In der hier vorgestellten Methode
wird ein semi-automatischer Ansatz verfolgt. Es wird zunächst vollautomatisch über verschie-
dene Algorithmen ein Schätzwert für den Schwellenwert berechnet, der anschließend durch
eine manuelle Validierung bestätigt wird. Für die manuelle Validierung werden Zellen ausge-
wählt, die Objekte mit einer Bewertung nahe des Schwellenwertes haben. Dadurch muss nur
eine kleine Anzahl an Zellen manuell ausgezählt werden, was den Auswertungsprozess um ein
Vielfaches zeiteffizienter macht.
Als Schätzwert für den Schwellenwert wird der Mittelwert aus neun verschiedenen automa-
tischen Methoden verwendet, die einen geeigneten Schwellenwert anhand des Histogramms
über den Fokus-Evaluationsparameter ermitteln. Diese Methoden umfassen fünf in der Bildbe-
arbeitung bekannte Methoden, wie Entropie-basierte Methoden [104], das Yen-Verfahren [105],
einen Dreiecksalgorithmus im nicht logarithmierten Histogramm [106] und vier selbst entwi-
ckelte und teilweise Histogramm-unabhängige Methoden.
Abbildungen 3.3A und B zeigen Histogramme über den Fokus-Evaluationsparameter für ei-
nes der Experimente, in dem Objekte manuell auf einer Skala von 1 bis 9 bewertet wurden.
In Abbildung 3.3A wurde der inverse FEP verwendet, da durch die inverse Darstellung die Bi-
modalität der Foci- und Hintergrundobjekt-Verteilungen deutlicher wird. Man sieht, dass der
Übergang zwischen den Bewertungsgruppen bei einer Bewertung von 5, die als Mindestwert
für Foci definiert wurde, im Minimum zwischen beiden Verteilungen liegt. Zwei der automati-
schen Methoden versuchen daher, den Schwellenwert über das Minimum im Histogramm des
inversen FEP zu finden.
Zu den Histogramm-unabhängigen Methode zählt eine Methode, die auf der Poisson-
Verteilung der Foci auf die einzelnen Zellen basiert und davon ausgeht, dass die Objektver-
teilung für wahre Foci am ehesten übereinstimmt. Daher wird der Schwellenwert dort ge-
wählt, wo die Übereinstimmung deutlich abnimmt. Die zweite Methode nutzt die Pearson-
Korrelationskoeffizienten zwischen Pixeln innerhalb des Nukleus, wobei angenommen wird,
dass die Pixel-Korrelation in Zellen ohne Fokus am kleinsten und in Zellen mit Foci am größten
ist. Der Schwellenwert wird dann an der Stelle angenommen, an der die Differenz dieser beiden
Gruppen maximal ist.
Die Histogramm-basierten Methoden haben Probleme, wenn Experimente kein klares Mini-
mum oder eine deutlich höhere Anzahl an Hintergrundobjekten aufweisen. Auch die Unter-
schiede in der Poisson-Verteilung oder im Pearson-Korrelationskoeffizienten sind nicht immer
groß genug, um den Schwellenwert mit ausreichender Genauigkeit festlegen zu können. Da-
her wird der Mittelwert aller automatischen Methoden als Schätzwert für den Histogramm-
Schwellenwert verwendet und anschließend noch manuell überprüft. Der Mittelwert sowie die
Einzelwerte der durch die automatischen Methoden ermittelten Schwellenwerte werden von
der im Zuge dieser Arbeit entwickelten Software autoFoci in beiden Histogrammen angezeigt
(Abbildung 3.3C). Darüber hinaus zeigt die Software auch die Abweichung der Foci-Verteilung
auf die Zellen im Vergleich zur idealen Poisson-Verteilung sowie die generelle mittlere Korre-
lation aller Pixel-Werte beider Farbkanäle. Aus diesen beiden Werten und der Form des Histo-
gramms lässt sich oft schon darauf schließen, ob es z. B. in einem Datensatz Probleme bei der
Färbung oder der optischen Fokussierung gab.
Zur manuellen Prüfung werden schließlich vier Zellbilder ausgewählt, die solche Objekte
beinhalten, deren Bewertung die kleinste Differenz zum geschätzten Schwellenwert aufweist.
Je nachdem ob die Anzahl der Objekte, die der Experimentator als Fokus einstufen würde, klei-
ner bzw. größer als zwei ist, wird der Schwellenwert nach oben bzw. unten verschoben und der
Vorgang wiederholt. Die Validierung endet, wenn mindestens 24 Zellen manuell ausgewertet
wurden und die Standardabweichung der letzten sechs Werte für die Messgröße Foci/Zelle, be-
rechnet aus den letzten sechs Schwellenwerten, weniger als 5 % des Mittelwertes beträgt. Dieser
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Abbildung 3.3: Automatische Schwellenwert-Schätzung. A: Histogramm über den inver-
sen Fokus-Evaluationsparameter für ein Experiment mit manueller Objekt-
Bewertung. Die manuell bewerteten Objekte sind entsprechend ihrer Bewer-
tung in gestapelten Histogrammen mit unterschiedlichen Farben dargestellt.
B: Histogramm über den Fokus-Evaluationsparameter in logarithmischer Dar-
stellung. C: Screenshot aus der Software autoFoci. Die durch automatische Ver-
fahren ermittelten Schwellenwerte sind durch vertikale gelbe Linien dargestellt.
Rechts neben den FEP-Histogrammen zeigt die Software zusätzlich die Vertei-
lung der Objekte auf die Zellen bei dem aktuellen Schwellenwert im Vergleich
zur idealen Poisson-Verteilung.
Mittelwert über die letzten sechs Schwellenwerte wird schließlich als endgültiger Schwellen-
wert verwendet, um die Anzahl an Foci pro Zelle zu ermitteln.
3.3 Reduzierte Reparatureffizienz bei niedrigen Bestrahlungsdosen
Unter Verwendung der automatischen Foci-Zählmethode wurde die Anzahl an Doppelstrang-
brüchen nach Bestrahlung mit Röntgenstrahlung in Dosen von 12 mGy bis 1 Gy gezählt. Um
die Effizienz der DSB-Reparatur untersuchen zu können, wurden die Zellen 24 Stunden nach
Bestrahlung ausgewertet. Das Reparaturdefizit wird über das Verhältnis der Anzahl an persis-
tierenden Foci zu der Anzahl induzierter Foci berechnet:
reff(D) =
F(D)− F0
FI(D)
, (3.10)
wobei F(D) für die Anzahl an verbleibenden Foci 24 Stunden nach Bestrahlung mit Dosis
D, F0 für die Anzahl an Foci in nicht bestrahlten Kontrollen und FI(D) für die Anzahl an in-
duzierten Foci steht. Die Anzahl induzierter Foci wurde für niedrigere Dosen von J. Mirsch
manuell gezählt. Für Experimente mit 1 Gy Bestrahlung wurde ein Wert von 20 DSB pro Zelle
angenommen [27,29].
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Die Anzahl der persistierenden Foci wurde einmal mit der hier vorgestellten semi-
automatischen Methode ausgewertet und zusätzlich per manueller Zählung, wobei für die
manuelle Zählung jeweils eine Untermenge von 500 Zellen pro Experiment verwendet wur-
de [94]. In Abbildung 3.4A sind die Ergebnisse des semi-automatischen Verfahrens und in
Abbildung 3.4B die der manuellen Auswertungen dargestellt. Die Ursache für die teilweise
deutlichen Unterschiede zwischen den Zählungen einzelner Experimente könnte einerseits dar-
in liegen, dass die Auswertung von zwei verschiedenen Experimentatoren vorgenommen wurde,
andererseits jedoch auch in den unterschiedlichen Verfahrensweisen. Da für die manuelle Zäh-
lung nur 500 Zellen analysiert wurden, liegt hier der durch die Poisson-Verteilung gegebene
statistische Fehler bei Experimenten mit wenigen Foci deutlich höher als in der automatischen
Auswertung. Zusätzlich wurden für die manuelle Zählung Übersichtsaufnahmen verwendet,
während der Validierung der automatischen Methode jedoch Einzelzellbilder zugrunde liegen,
sodass die unterschiedliche Vergrößerung zu anderen subjektiven Schwellenwerten des jeweili-
gen Experimentators führen könnte.
Im Mittel über alle ausgewerteten Experimente ergibt sich in Bezug auf die Reparatureffizi-
enz jedoch ein sehr ähnliches Bilder durch beide Auswerteverfahren. Wie in Abbildung 3.4C zu
sehen, ist die Reparatureffizienz abhängig von der verwendeten Strahlendosis. Nach Expositi-
on von 1 Gy entspräche das Reparaturdefizit einem Anteil von ca. 5 % persistierender Foci 24
Stunden nach Bestrahlung.
Bei Bestrahlung mit 12 mGy ist der Anteil an persistierenden Foci jedoch mit 20-25 % deutlich
höher. Da sich die Varianzen der zu vergleichenden Verteilungen voneinander unterscheiden,
wird der p-Wert über den Welch-Test ermittelt. Wird das Reparaturdefizit nach Bestrahlung mit
12 mGy verglichen mit dem nach Bestrahlung mit 1 Gy, so erhält man einen p-Wert von 0.003,
der der Wahrscheinlichkeit entspricht, dass der Unterschied beider Verteilungen rein zufälliger
Natur ist. Diesen Ergebnissen zufolge ist die Reparatur nach Bestrahlung mit geringeren Do-
sen also weniger effizient. Demnach werden Reparaturmechanismen erst ab einer bestimmten
Stärke des induzieren Stresssignals mit voller Kapazität aktiviert, was auf eine nichtlineare Dy-
namik der zugrundeliegenden Mechanismen zur Aktivierung nach strahleninduziertem Stress
hindeutet.
3.4 Modulation der Reparatureffizienz durch reaktive Sauerstoffspezies
Als ein möglicher Faktor, der die Aktivierung der Reparaturantwort beeinflussen könnte, werden
reaktive Sauerstoffspezies diskutiert [86–88], deren zelluläre Konzentration durch ionisierende
Strahlung deutlich erhöht wird. Da ihre Konzentration im Gegensatz zu der Anzahl an DNA-
Schäden eine näherungsweise kontinuierliche Größe darstellt, wären zelluläre Mechanismen,
die sensibel auf die Konzentration von ROS sind, besser in der Lage, niedrige Strahlendosen zu
detektieren.
Um den Effekt der ROS-Konzentration auf die Reparatureffizienz zu untersuchen, wurden
Zellen vor der Bestrahlung entweder mit H2O2 oder NAC (N-Acetylcystein) behandelt. H2O2
erhöht dabei die ROS-Konzentration direkt, wohingegen NAC Radikale binden kann und somit
die ROS-Konzentration verringert [89–91].
In Abbildung 3.5A sind die residualen Foci 24 Stunden nach Bestrahlung und vorheriger
NAC-Behandlung dargestellt. Jeder Datenpunkt repräsentiert ein Experiment mit ca. 5000 Zel-
len, wobei jeweils nur die Differenz des bestrahlen Experiments zur Kontrolle dargestellt ist.
Insgesamt wurden für diese Experimente mehr als zwei Millionen Zellen mit Hilfe des hier
vorgestellten Verfahrens ausgewertet. Für diese Abbildung wurden Experimente zusammenge-
fasst, auf die zwei unterschiedliche experimentelle Prozeduren angewendet wurden. Bei einem
Teil der Experimente wurde für die NAC-Behandlung ein Wechsel des Mediums durchgeführt,
bei dem anderen Teil der Experimente blieben die Zellen im konditionierten Zellkulturmedi-
31
Abbildung 3.4: Reparatureffizienz nach Bestrahlung mit niedrigen Röntgendosen. A: Foci-
Zählung durch das hier vorgestellte semi-automatische Verfahren anhand von
Einzelzellbildern. Ein Balken steht jeweils für den Mittelwert aus zwei Teilexperi-
menten unter gleichen Bedingungen. B: Ergebnisse einer manuellen Auszählung
anhand von Übersichtsaufnahmen für dieselben Experimente. C: Prozentualer
Anteil der residualen Foci pro Zelle an der Anzahl der induzierten Foci. Diese Ab-
bildung wurde teilweise von J. Mirsch erstellt und die manuellen Zählungen von
ihr durchgeführt.
um. Da in beiden Fällen ähnliche Trends zu beobachtet sind, wurden sie hier zusammengefasst.
Eine separate Darstellung ist in Anhang A zu finden. Die Foci-Anzahlen bei Bestrahlung mit
12 mGy zeigen keinen signifikanten Effekt der NAC-Behandlung. Im Dosisbereich zwischen 25
und 100 mGy liegen die Foci pro Zelle für NAC-behandelte Experimente jedoch deutlich über
den Werten der Kontrollexperimente mit p-Werten von 0.081 für 25 mGy, 0.002 für 50 mGy und
0.008 für 100 mGy. Dass der Effekt der NAC-Behandlung bei der niedrigsten Dosis nicht sichtbar
ist, könnte darauf zurückzuführen sein, dass die Reparaturmechanismen bei niedrigen Dosen,
wie im vorherigen Abschnitt dargestellt, ohnehin noch nicht mit ihrer vollen Kapazität aktiviert
sind und eine weitere Herabregulierung durch NAC-Behandlung daher kaum bemerkbar ist.
In den Experimenten mit einer Strahlendosis von 1 Gy ist wiederum kein Effekt sichtbar, was
wahrscheinlich daran liegt, dass bei dieser Dosis so viele DNA-Schäden und reaktive Sauerstoff-
spezies erzeugt werden, dass der Einfluss von NAC auf die ROS-Konzentration und somit das
Reparatursignal zu vernachlässigen ist.
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Abbildung 3.5: A: Differenz zwischen der Foci-Anzahl in bestrahlten Zellen und der in Kontrollex-
perimenten für verschiedene Strahlendosen. Bei einem Teil der Experimente wur-
den die Zellen vor der Bestrahlung NAC ausgesetzt. Neben jedem der Boxplots,
die den Median, zwei Quartilen und das 95%-Intervall zeigen, ist jeweils auch
der Mittelwert als weißer Punkt und der Standardfehler als schwarzer Balken
dargestellt. B: Analoge Darstellung zu (A), wobei die Zellen in den hier gezeig-
ten Experimenten teilweise vor der Bestrahlung mit H2O2 behandelt wurden.
Die Erhöhung der ROS-Konzentration durch vorherige H2O2-Behandlung hat dagegen eine
umgekehrte Auswirkung, sodass die Anzahl an residualen Foci im Vergleich zu Kontrollen
und mock-behandelten Zellen verringert ist (siehe Abbildung 3.5B). Mock-behandelte Zellen
wurden dabei, wie behandelte Zellen, für 30 Minuten in eiskaltem PBS (phosphate buffered
saline) inkubiert, jedoch ohne Zugabe von H2O2. Für den Vergleich der Foci-Anzahlen der Kon-
trollen zu den der H2O2-behandelten Zellen erhält man p-Werte von 0.003 (12 mGy), 0.003
(25 mGy) und 0.083 (50 mGy). Obwohl für die Experimente mit mock-behandelte Zellen ein
kleiner Trend zu sehen ist, liegen auch die p-Werte für den Vergleich von Mock-Behandlung
und H2O2-Behandlung für 12 mGy und 25 mGy unterhalb des 5%-Signifikanzniveaus (12 mGy:
0.011, 25 mGy: 0.011 und 50 mGy: 0.067). Die p-Werte für den Vergleich der Kontrollen und
mock-behandelten Zellen liegen mit Werten oberhalb von 0.3 jeweils weit über dem 5%-
Signifikanzniveau.
3.5 Übereinstimmung mit Poisson-Verteilung
Da angenommen wird, dass die Verteilung der Foci auf die Zellen eines Experiments der Poisson-
Verteilung folgt [92, 93], soll in diesem Abschnitt untersucht werden, inwieweit die über die
automatische Auswertemethode gewonnen Foci-Verteilungen mit der idealen Poisson-Verteilung
übereinstimmen.
In Abbildung 3.6A ist der Vergleich zwischen einer Poisson-Verteilung und der Verteilung
innerhalb eines Experimentes beispielhaft dargestellt. Als ein Maß für die Abweichung der ex-
perimentellen Verteilung zur Poisson-Verteilung bietet sich die Summe der quadrierten Residuen
an. Um beurteilen zu können, wie gut alle Experimente zusammengenommen mit der idealen
Possion-Verteilung übereinstimmen, wurde für jedes Experiment ein Bootstrap-Signifikanztest
durchgeführt. Dabei wurden 10 000 der Poisson-Verteilung folgende Zufallsexperimente mit
der gleichen Foci- und Zellanzahl wie im Experiment simuliert und deren Residuenquadratsum-
me berechnet. Der Anteil dieser Werte, der über der experimentellen Residuenquadratsumme
liegt, kann als Schätzwert für die Wahrscheinlichkeit (p-Wert) dienen, dass die Verteilung ei-
nes idealen Zufallsexperiments mindestens genauso stark von der exakten Poisson-Verteilung
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Abbildung 3.6: A: Exemplarischer Vergleich zwischen einer exakten Poisson-Verteilung und der
beobachteten Verteilung von Foci auf Zellen eines Experimentes. B: Darstellung
des Bootstrap-Signifikanztests. Die grün markierte Fläche entspricht dem An-
teil an simulierten Poisson-Experimenten, die stärker von der exakten Poisson-
Verteilung abweichen als die experimentelle Verteilung. C: Histogramm über die
p-Werte aller Experimente.
abweicht wie die experimentelle Verteilung. Als Beispiel ist dieser Anteil für ein Experiment in
Abbildung 3.6B als grüne Fläche dargestellt.
In Abbildung 3.6C ist ein Histogramm über die so ermittelten p-Werte für alle untersuchten
Experimente aufgetragen. Für ein Experiment mit exakter Poisson-Verteilung sollte das Histo-
gramm einer Gleichverteilung ähneln. In der experimentellen Verteilung sind p-Werte unter 1 %
jedoch überrepräsentiert, sodass die Verteilung der Foci nicht ausschließlich über die Poisson-
Verteilung erklärt werden kann.
Als ein alternatives Maß für die Beurteilung der experimentellen Verteilung wurde zusätzlich
der Dispersionsindex verwendet, der als das Verhältnis von Varianz und Mittelwert einer Vertei-
lung definiert ist. Er sollte für eine Poisson-Verteilung gleich eins sein. Für den experimentellen
Mittelwert erhält man 0.990± 0.087, was eine größere Standardabweichung im Vergleich zur
simulierten Verteilung aufweist (0.999± 0.032). Die gemessene Varianz ist jedoch vergleichbar
mit der von Rothkamm et al. [93], wo Werte zwischen 0.93 und 1.33 beobachtet wurden.
Dass die exakte Poisson-Verteilung die experimentelle Verteilung nicht vollständig beschrei-
ben kann, könnte durch verschiedene experimentelle Faktoren verursacht sein. Beispielsweise
ist die Dosis, der eine Zelle ausgesetzt ist, proportional zu der Fläche, die senkrecht zur Rich-
tung der Röntgenstrahlung liegt, und kann sich daher für einzelne Zellen leicht unterscheiden.
Darüber hinaus ist davon auszugehen, dass die untersuchte Verteilung aus einer Überlagerung
der Verteilungen von strahleninduzierten Foci und bereits vor Bestrahlung vorhandenen Foci
besteht, welche teilweise auch nach 24 Stunden noch persistieren können. Weitere Ursachen
könnten Fehler bei der Objekterkennung, eine unterschiedliche Färbequalität, die Unsicherheit
bezüglich der exakten Zellzyklus-Position und eine zwischen Zellen variierender Reparatureffi-
zienz sein.
Zusammengefasst zeigen die hier vorgestellten Daten, dass die Poisson-Verteilung trotz der
genannten experimentellen Unsicherheiten eine sehr gute Näherung für die experimentell be-
obachtete Verteilung von Foci auf einzelne Zellen ist.
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3.6 Vergleich zu anderen Methoden der automatischen Foci-Auswertung
In diesem Kapitel wurde eine semi-automatische Methode zur Foci-Zählung präsentiert. Um ei-
ne automatische Methode im Niedrigdosisbereich anwenden zu können, muss diese besonders
zeiteffizient sein, damit eine große Anzahl an Zellbildern untersucht werden kann. Außerdem
ist die Differenzierung zwischen Foci und Hintergrundobjekten besonders wichtig, da bei nied-
rigen Dosen das Verhältnis von Foci zu Hintergrundobjekten deutlich erhöht ist. Lösungen wie
die Verwendung der mittleren Fluoreszenz-Intensität [107] sind schnell und korrelieren hinrei-
chend mit der manuellen Focizählung, sie liefern jedoch nur relative Ergebnisse und sind daher
sensitiv auf eine Heterogenität in der Verteilung der Hintergrundobjekte.
Das frei verfügbare Programm FociCounter [108] ist praktisch für die Analyse einer klei-
nen Anzahl an Zellbildern, es ist jedoch nicht für eine schnelle und effiziente Auswertung
vieler Bilder ausgelegt. Darüber hinaus bietet es keine überzeugende Lösung zur Ermittlung
des Schwellenwertes, der Foci von Hintergrundobjekten unterscheidet. Herbert et al. [109]
haben die Schwellenwertfrage dadurch gelöst, dass sie einen machine learning Algorithmus
benutzen, um die optimalen Parameter zu ermitteln, die zwischen individuellen Experimenten
und Experimentatoren variieren können. Ähnlich zu der hier vorgestellten Methode benötigt
der Lernprozess eine menschliche Überprüfung für jedes Experiment. Die für diese manuellen
Interventionen benötigte Zeit ist in der hier vorgestellten Software autoFoci jedoch deutlich re-
duziert, da der Schwellenwert zuerst vollautomatisch geschätzt wird, sodass der Experimentator
nur noch eine kleine Anzahl an Zellen mit Objekten in der Nähe des Schwellenwertes auszäh-
len muss anstelle einer zufälligen Auswahl an Zellen, die auch viele Objekte mit eindeutiger
Klassifizierung enthalten würde.
Eine sehr vielseitige Plattform für die Bildauswertung steht durch das CellProfiler-Projekt zur
Verfügung [110]. Prinzipiell könnte eine sogenannte Pipeline im CellProfiler erstellt werden,
die zu einer sehr ähnlichen Foci-Auswertung wie der hier vorgestellten führen würde. Da das
Programm CellProfiler jedoch viele Daten berechnet und speichert, die für die abschließende
Auswertung nicht relevant sind, kann die Dauer der Auswertung von 5 000 Zellen bis zu eini-
gen Stunden betragen, wohingegen autoFoci aufgrund der Optimierung auf die Niedrigdosis-
Anwendung je nach CPU-Qualität nur 30 bis 60 Sekunden benötigt, zuzüglich der Zeit für die
Schwellenwertvalidierung, für die ein manueller Zähler 20 bis 40 Zellen auszählt. Darüber hin-
aus, sind die im CellProfiler verfügbaren Schwellenwert-Methoden zwar sehr flexibel, lassen
jedoch auch einen großen Spielraum für individuelle Interpretation. Ein einfacher Schwel-
lenwert, wie z. B. über die Otsu-Methode [111], ist in der Regel nicht ausreichend und muss
um einen frei gewählten Faktor korrigiert werden [97], der zwischen verschiedenen Experi-
menten aufgrund einer unterschiedlichen Sättigung und Färbequalität variieren könnte. Die
Abschätzung eines solchen Faktors führt zu einer Ungenauigkeit im Vergleich von Ergebnissen
verschiedener Experimente. Für alle Experimente den gleichen Schwellenwert zu verwenden,
wie z. B. über das in Histolab verfügbare adaptive thresholding [97, 98], ist zwar einheitlicher,
den hier vorgestellten Daten nach zu urteilen ist jedoch eine individuelle Anpassung wegen der
großen Heterogenität zwischen verschiedenen Zelllinien und Experimenten notwendig. Dieser
Heterogenität wird autoFoci durch die Implementation einer Schwellenwert-Validierung nach
vorheriger vollautomatischer Schätzung gerecht.
Eine vollautomatische Detektion von γH2AX-Foci steht mit dem kostenpflichtigen System
AKLIDES® zur Verfügung [112], bei dem jedoch auf eine Kolokalisierung mit einem zweiten
DSB-Marker verzichtet wird. Die Definition eines Fokus ist in diesem System sehr ähnlich der
eines lokalen Maximums in der hier vorgestellten Methode [112], was alleine genommen ein zu
weiches Kriterium im Niedrigdosisbereich ist, wenn man die große Anzahl an Hintergrundobjek-
ten in Betracht zieht. Das AKLIDES®-System zeigt gute Korrelationen mit manueller Focizählung
für mittlere Foci-Werte über 2,5 Foci pro Zelle, wurde jedoch nicht für deutlich niedrigere Foci-
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Anzahlen nahe der Kontrollwerte, die z. B. viele Stunden nach Bestrahlung mit niedrigen Dosis
zu beobachten sind, getestet.
Ähnlich zu der hier vorgestellten Methode, extrahieren Barber et al. [113] eine Vielzahl an
Objekteigenschaften aus den Originalbildern, unter anderem auch eine Größe, die den loka-
len Gradienten berücksichtigt. Anstelle des Laplacian of Gaussian Operators wird hingegen ei-
ne Kombination von zwei zueinander senkrechten Sobel-Operatoren angewendet, sodass der
Gradient statt der Krümmung berücksichtigt wird. Es wird jedoch nicht klar, wie die Fokus-
Klassifizierung aus den gespeicherten Objekteigenschaften folgt und die Ergebnisse werden nur
in sehr kleinem Umfang mit manuellen Zählungen verglichen.
Sowohl Qvarnström et al. [79] als auch Ivashkevich et al. [96] benutzen in ihren Foci-
Auswertemethoden eine Top-Hat-Transformation des γH2AX-Signals. Letztere wenden jedoch
einen weiteren Bildbearbeitungsfilter (H-dome Transformation) an, bevor ein Intensitätsschwel-
lenwert zur Foci-Klassifizierung gesetzt wird. Der Schwellenwert wird über einen sehr inter-
essanten, vom manuellen Zähler unabhängigen Ansatz ermittelt, in dem die Differenz zwischen
der Anzahl an als Foci klassifizierten Objekten in bestrahlen Zellen und unbestrahlten Kon-
trollen maximiert wird. Eine wesentliche Voraussetzung für diese Methode ist, dass in beiden
Experimenten möglichst identische Bedingungen herrschen. In komplizierten biologischen Ex-
perimenten ist dies jedoch nur bedingt möglich, da es eine Vielzahl an Einflussfaktoren gibt,
die nicht exakt reproduzierbar sind, wie z. B. Färbequalität, Kolokalisierung, Heterogenität zwi-
schen verschiedenen Zellpopulationen und Alterung der Zelllinie. Eine weitere Voraussetzung
ist, dass die Foci in den bestrahlten Nuklei einen hinreichend großen Anteil der beobachteten
Gesamtfläche bedecken, denn sonst würde die genannte Differenz bei kleinen Schwellenwerten
nicht abnehmen, sodass kein Maximum erkennbar wäre. Zusätzlich ist es denkbar, dass dieses
Verfahren zu systematischen Fehlern führt, da die zu maximierende Differenz von Foci-Anzahlen
zwischen bestrahlten und unbestrahlten Zellen ja gerade dem eigentlichen experimentellen Er-
gebnis entspricht. Diese Methode wurde auch auf die hier vorgestellten Daten von menschlichen
Fibroblasten angewendet, wobei jedoch beobachtet wurde, dass das Maximum aufgrund der He-
terogenität der Verteilung an Hintergrundobjekten bei deutlich zu hohen Foci-Anzahlen lag.
3.7 Diskussion
Mit Hilfe der hier vorgestellten Auswertemethode konnte eine große Anzahl an Zellen nach
Bestrahlung mit niedrigen Dosen untersucht werden. Ein Vorteil der Methode ist, dass durch
vorheriges Extrahieren von Objektinformationen mit anschließender Auswertung verschiedene
Parameter untersucht werden können, ohne die rechenintensivere Objekt-Detektion jeweils neu
durchführen zu müssen. Dadurch konnte ein Fokus-Evaluationsparameter gefunden werden,
der einen Korrelationskoeffizienten von 0.9 zu der durchschnittlichen manuellen Objektbewer-
tung von drei Experimentatoren aufweist. Die Auszählung von Reparatur-Foci nach Bestrah-
lung mit niedrigen Röntgendosen ergab, dass die DSB-Reparatureffizienz bei niedrigen Dosen
vermindert ist, was vorherige Untersuchungen bestätigt [26]. Die Anzahl an analysierten Zellen
war bei Rothkamm et al. [26] jedoch deutlich geringer, was eine höhere statistische Unsicherheit
zur Folge hat.
Verschiedene Mechanismen könnten zu einer reduzierten Reparatureffizienz nach Bestrah-
lung mit niedrigen Dosen beitragen. Auf der Ebene einzelner Zellen könnte eine gewisse Anzahl
an Doppelstrangbrüchen notwendig sein, um die volle Kapazität der Reparaturmechanismen zu
erreichen. In Live-Aufnahmen der DSB-Reparatur in einzelnen Zellen konnte jedoch keine deut-
lich langsamere Reparatur beobachtet werden [77], auch wenn die Beobachtungsmethode nicht
direkt mit dem hier dargestellten Auszählen von Foci vergleichbar ist.
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Statt von der Anzahl an Doppelstrangbrüchen könnte die Aktivierung der Reparaturantwort
teilweise von der Konzentration reaktiver Sauerstoffspezies innerhalb der Zelle oder sogar in-
nerhalb der Zellpopulation abhängig sein. Ein möglicher Mechanismus wäre die Aktivierung
wichtiger Signal-Proteine wie ATM oder DNA-PKcs durch ROS [86–88]. Positive Feedback-
Schleifen, wie z. B. die ATM-Autophosphorylierung könnten zu einer nichtlinearen Dynamik
des Signalnetzwerkes führen, in der ein gewisser Schwellenwert für die Aktivierung überschrit-
ten werden muss [57]. Als Zentrales Signal-Protein ist ATM in der Lage, eine Vielzahl von
anderen Proteinen zu phosphorylieren [39, 114, 115]. Die Phosphorylierung von H2AX ermög-
licht die Rekrutierung von MDC1, was wiederum die Rekrutierung von ATM und MRN verstärkt
und somit als positive Feedback-Schleife auf das Schadenssignal wirkt [39,116–118].
Dass reaktive Sauerstoffspezies eine wichtige Rolle in der Aktivierung der DSB-Reparatur-
mechanismen spielen, zeigt sich auch in den hier präsentierten Experimenten. Obwohl H2O2
selbst DNA-Schäden, jedoch nur selten Doppelstrangbrüche, verursachen kann, hat eine vor-
herige Behandlung mit H2O2 die DSB-Reparatur nach Bestrahlung verbessert. Das Ergebnis
bestätigt somit vorherige Untersuchungen [27], in denen an einer kleineren Anzahl an Zellen
beobachtet wurde, dass H2O2 in der Lage ist, die Reparatureffizienz im Niedrigdosisbereich zu
erhöhen. Grudzenski et al. [27] konnten dabei auch feststellen, dass H2O2 eine Gruppe von
Genen hochreguliert, die sonst erst bei Strahlendosen über 200 mGy hochreguliert werden.
In einer weiteren Studie konnte gezeigt werden, dass eine Behandlung mit NAC das ROS-
Level und somit auch die Aktivierung von NRF2 (Nuclear factor (erythroid-derived 2)-like 2)
verringert [119]. NRF2 spielt eine wichtige Rolle bei der DSB-Reparatur, indem es unter ande-
rem die Transkription von 53BP1 reguliert [120]. Somit sind die Ergebnisse in Einklang mit den
hier vorgestellten Daten, die auch auf eine ROS-Abhängigkeit wichtiger DSB-Reparaturproteine
hindeuten.
Da sowohl ATM als auch DNA-PKcs und NRF2 in der Regulierung der Basenexzisionsreparatur
involviert sind [121–123], lässt sich nicht ausschließen, dass die Wechselwirkungen zwischen
Basenexzisionsreparatur und DSB-Reparatur einen Einfluss auf die hier präsentierten Ergeb-
nisse haben, auch wenn die Reparaturdauer für Basenschäden deutlich kürzer ist als die für
Doppelstrangbrüche. Durch die Beeinträchtigung mitochondrialer Prozesse, die über Redoxre-
aktionen die ROS-Konzentration beeinflussen, kann das Level an oxidativem Stress auch noch
viele Stunden nach Bestrahlung erhöht sein [124]. Dies könnte zu späten DNA-Schäden führen
und eine verlängerte Aktivität der Basenexzisionsreparatur verursachen. ATM und NRF2 sind
zusätzlich über die Regulierung der anti-oxidativ wirkenden Glutathion-Konzentration auch
daran beteiligt, dem oxidativen Stress der Zelle entgegenzuwirken [125, 126], wodurch die
Zellreaktion auf beide Stressfaktoren, oxidativen Stress und DNA-Schäden, so eng miteinander
verknüpft ist, dass eine isolierte Betrachtung kaum möglich ist.
Zusätzlich zu den intra-zellulären sich selbst verstärkenden Prozessen könnte die Aktivierung
der Reparaturantwort auf inter-zellulärer Ebene durch die Kommunikation innerhalb einer Zell-
population mit Hilfe von reaktiven Sauerstoff- oder Stickstoffspezies [27,83,84,127,128], Zyto-
kinen [84,129] oder anderen Entzündungsmarkern [128,130] verstärkt werden. Es wird ange-
nommen, dass ROS von bestrahlten Zellen freigesetzt werden und dadurch Schäden in benach-
barten nicht-bestrahlten Zellen verursachen, was als Bystander-Effekt bezeichnet wird [83–85].
Es konnte darüber hinaus beobachtet werden, dass die Stärke des Bystander-Effekts von der
Funktion der Gap Junctions, die benachbarte Zellen miteinander verbinden, abhängt [131,132],
was auf einen Austausch von Signalmolekülen zwischen Zellen zur Verstärkung der gemeinsa-
men Reparaturantwort hindeutet.
Das komplexe Signalnetzwerk, das die Zellantwort auf strahleninduzierten Stress, inklusive
Apoptose und Reparaturwege, regelt, hat die Aufgabe, eine Balance zwischen der Maximierung
der Überlebensrate auf der einen Seite und der Minimierung der Mutationsrate, die die Stabili-
tät des Genoms bestimmt, zu finden. Die inter-zellulären Signalwege, die Information über den
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Schaden der Zellpopulation als Ganzes übertragen, könnten notwendig sein, um eine adäquate
Reaktion der Zellpopulation zu ermöglichen.
Es gibt bereits mathematische Modelle zur Reparaturantwort der Zelle nach Bestrahlung,
die die inter-zelluläre Kommunikation miteinbeziehen. Ein Modell von Wodarz et al. [133],
mit dem die Überlebensrate von Zellen simuliert wird, führt zu dem Schluss, dass die Kom-
munikation zwischen Zellen vor allem dann für das Überleben der Zellpopulation wichtig ist,
wenn diese kontinuierlich niedrigen Strahlendosen ausgesetzt ist. In dem Modell wird die inter-
zelluläre Kommunikation jedoch durch effektive Raten beschrieben, mit denen Zellen einen
adaptive state in gesunden Zellen induzieren können, der einen vorübergehenden Schutz gegen
Strahlungungseffekte liefert. Es wird jedoch nicht im Detail erörtert, inwiefern ein solcher Me-
chanismus durch die Dynamik des zugrundeliegenden Signalnetzwerkes entstehen kann. Das
Modell kann daher auch keine Aussage bezüglich einer Dosisabhängigkeit der Aktivierungsme-
chanismen in den Reparaturnetzwerken machen.
Das von Scott [134] vorgeschlagene Modell zur Reparaturkinetik einer Zellpopulation geht
davon aus, dass die DNA-Reparatur erst ab einem bestimmten Schwellenwert an Doppelstrang-
brüchen aktiviert wird. Das Modell wurde auf die in Abbildung 3.4 präsentierten experimen-
tellen Daten angewendet, wodurch sich eine etwas bessere Übereinstimmung zwischen Modell
und experimentellen Werten ergab im Vergleich zu einem einfachen Modell mit linearer Repa-
raturantwort ohne Schwellenwert. Diese Verbesserung ist jedoch fast ausschließlich darauf zu-
rückzuführen, dass der Schwellenwert im Modell auch gleichzeitig der DSB-Anzahl entspricht,
der sich die Zellpopulation nach Bestrahlung asymptotisch annähert. Da unterhalb dieses Wer-
tes nicht repariert wird, kann er nicht unterschritten werden, sodass die Population nie wieder
ihren Anfangswert erreichen kann und der Schwellenwert als freier Fit-Parameter lediglich den
neuen Basiswert festlegt.
Die Foci-Anzahlen alleine geben zwar wichtige Hinweise auf die Reparatureffizienz, liefern
jedoch nicht genug Datenpunkte, um bewerten zu können, welche Modelle der zugrundelie-
genden Mechanismen wahrscheinlicher sind. Daher sind weitere Untersuchungen nötig, um die
Details auf der Ebene der aktiven Proteinnetzwerke zu analysieren. Aufgrund der begrenzten
Reichweite der inter-zellulären Signalwege könnte insbesondere die Rolle der räumlichen Ver-
teilung der Zellen innerhalb der Zellpopulation eine interessante Fragestellung für zukünftige
Experimente sein.
Zusammenfassend bleibt festzuhalten, dass das in dieser Arbeit entwickelte automatisierte
Verfahren zur Bewertung und Zählung von Foci für den Einsatz im Niedrigdosisbereich sehr gut
geeignet ist. Es ist in der Lage, Foci von Hintergrundobjekten zu separieren und eine große An-
zahl von Zellen effizient auszuwerten. In den durch diese Methode ermöglichten Experimenten
im Niedrigdosisbereich konnte beobachtet werden, dass die Reparatureffizienz nach Bestrah-
lung mit niedrigen Dosen verringert ist und durch die ROS-Konzentration beeinflussbar ist, was
auf nichtlineare Aktivierungsmechanismen hindeutet.
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4 Rad54-Rad51-Interaktion während der homologen Rekombination
Im Gegensatz zu der im vorangehenden Kapitel untersuchten nicht-homologen Endverknüpfung
kann die homologe Rekombination nur stattfinden, wenn das zum beschädigten DNA-Strang
gehörige Schwesterchromatid bereits repliziert ist. Da sie somit auf die G2- und späte S-Phase
beschränkt ist, spielt sie vor allem in schnell proliferierenden Zellen, wie z. B. Tumorzellen, ei-
ne wichtige Rolle. Ein besseres Verständnis der zugrundeliegenden Mechanismen könnte daher
neue Möglichkeiten zur Modulation der HR eröffnen, die therapeutisch eingesetzt werden könn-
ten. Dies gilt insbesondere auch für die Behandlung mit Schwerionenstrahlung, da beobachtet
wurde, dass durch Schwerionen induzierte komplexe DSB hauptsächlich über HR repariert wer-
den [135], sodass eine zusätzliche Inhibition der HR zu einer erhöhten Effizienz führen könnte.
Neben der Notwendigkeit für eine replizierte Kopie des entsprechenden DNA-Strangs ist die
HR auch über die Funktion einiger an ihr beteiligter Proteine eng mit dem Replikationsprozess
verknüpft. BRCA2 und Rad51 spielen beispielsweise eine wichtige Rolle dabei, einzelsträngige
DNA in der Nähe von arretierten Replikationsgabeln vor einer Degradation zu schützen [136,
137].
Während der homologen Rekombination wird Rad51 für essentielle Schritte, wie die Ho-
mologiesuche und Stranginvasion, benötigt [65]. Die nachfolgende Dissoziation von Rad51
wird wiederum von Rad54, einem Protein der SWI2/SNF2-Familie, unter ATP-Verbrauch ka-
talysiert [67–69]. Dabei wird die ATPase-Aktivität vor allem durch die Bindung an doppel-
strängige DNA angeregt [138]. Es konnte gezeigt werden, dass Rad54 unter ATP-Verbrauch
an der DNA entlangfahren kann, der genaue Mechanismus der Translokation ist jedoch noch
unklar. Es bleibt auch offen, ob Rad54 dabei als Monomer oder als Multimer vorliegt und ob die
unterschiedlichen Strukturen eventuell verschiedene Funktionen erfüllen [139–143].
Die Aminosäuresequenz des menschlichen Rad54-Proteins enthält eine Phosphorylierungs-
stelle am Serine 572, von der gezeigt werden konnte, dass sie sowohl in vitro als auch in
vivo von Nek1 (Never-in-mitosis A-related kinase 1) phosphoryliert werden kann und essenti-
ell für die Funktion von Rad54 zur der Auflösung von Rad51-Foci während der späten Phase
der homologen Rekombination ist [67]. Die Untersuchung von nicht-phosphorylierbaren und
phosphomimetic Rad54-Mutanten konnte jedoch keine deutliche Auswirkung der Phosphorylie-
rung am Ser572 in Bezug auf die ATPase-Aktivität und DNA-Bindung feststellen, weshalb unklar
bleibt, wie die Phosphorylierung die Rad54-Funktion auf molekularer Basis beeinflusst.
Um weitere Hinweise auf das Zusammenspiel von Rad51 und Rad54 zu erhalten, soll dieses
im Folgenden über zwei verschiedene Modellansätze untersucht werden. Im ersten Ansatz wird
ein Modell aus Ratengleichungen aufgestellt, mit dem die Dynamik der Rad54- und Rad51-
Konzentrationen während eines FRAP-Experimentes an einem Fokus simuliert werden kann.
FRAP steht für Fluorescence Recovery after Photobleaching und bezeichnet eine Technik, mit der
das Bindungsverhalten von Proteinen untersucht werden kann. Dabei werden die fluoreszie-
renden Moleküle, die als Protein-Marker verwendet werden, innerhalb der Fokusfläche durch
einen intensiven Laserpuls so stark angeregt, dass sie die Fähigkeit zur Fluoreszenz verlieren.
Das Fluoreszenzsignal erholt sich in dem gebleichten Bereich schließlich wieder, indem gebun-
dene nicht-fluoreszierende Proteine dissoziieren und von neuen fluoreszierenden Proteinen von
außen ersetzt werden.
Der zweite Modellansatz verwendet molekulardynamische Simulationen, um zu untersuchen,
wie sich eine Phosphorylierung von Rad54 auf atomarer Ebene auf dessen Struktur, Dynamik,
DNA- und ATP-Bindung auswirkt.
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4.1 Modellierung von FRAP-Experimenten an Rad54-Mutanten
Um zu untersuchen, welchen Einfluss die Rad54-Phosphorylierung am Serin 572 hat, wurden
FRAP-Experimente sowohl an Wildtyp-HeLa-Zellen als auch an Zellen, die mit unterschiedli-
chen Rad54-Mutanten transfiziert wurden, durchgeführt. Alle in diesem Kapitel dargestellten
Experimente wurden von Julian Spies in der AG Löbrich der TU Darmstadt durchgeführt1. Für
die Details der experimentellen Bedingungen sei auf Spies et al. verwiesen [67, 144]. Die mo-
lekulare Struktur der E-Mutante ähnelt dabei einer dauerhaften Phosphorylierung von Rad54,
da das entsprechende Serin durch Glutaminsäure ersetzt wurde, die wegen der Ähnlichkeit
zu Phosphoserin als Phosphomimetic wirkt. Die A-Mutante hingegen ist nicht phosphorylierbar,
da das Serin in dieser durch Alanin ersetzt wurde. Neben den In-vivo-FRAP-Experimenten, die
hier mit einem theoretischen Modell verglichen wurden, wurden an Wildtyp-Rad54 und den
genannten Mutanten chemische In-vitro-Untersuchungen durchgeführt, die unter anderem die
ATPase-Funktion verglichen haben. Auch wenn die ATPase der E-Mutante im Vergleich zum
Wildtyp und der A-Mutante verringert war, konnte jedoch bei allen drei eine deutlich durch
Rad51 angeregte ATPase-Aktivität festgestellt werden [67], sodass hieraus keine eindeutigen
Schlüsse in Bezug auf die in vivo beobachteten Unterschiede möglich waren.
Für den Vergleich mit dem im nächsten Abschnitt vorgestellten Modell, wurden die FRAP-
Signale auf die Differenz zum Zeitpunkt des Bleichens (t = 0) normiert:
IFRAP(t) =
I f (t)− I f (0)
I f ,pre − I f (0) , (4.1)
wobei I f die Intensität des Fokus bezeichnet. Mit „pre“ ist der Zeitpunkt direkt vor dem Bleich-
vorgang gemeint. Da die Gesamtintensität des Nukleus während des FRAP-Experiments jedoch
nicht erhalten bleibt, muss I f ,pre auf die Gesamtintensität des Nukleus In zum späteren Zeitpunkt
korrigiert werden:
IFRAP(t) =
I f (t)− I f (0)
In(t)
In,pre
· I f ,pre − I f (0)
. (4.2)
4.1.1 Theoretisches Modell
Das modellierte System umfasst die wesentlichen Reaktionen zur Beschreibung der Inter-
aktionen zwischen DNA, Rad54 und Rad51, die in Abbildung 4.1A schematisch dargestellt
sind. Um die Zeitentwicklung der Proteinkonzentrationen zu berechnen, wurde ein Differen-
zialgleichungssystem nach dem Prinzip des Massenwirkungsgesetzes aufgestellt und numerisch
integriert. Der Einfachheit halber wird das phosphorylierte Protein Rad54-pS572 im Folgenden
mit p-Rad54 abgekürzt. Für die Modellierung wurde vereinfacht angenommen, dass Rad54 mit
einer konstanten Rate phosphoryliert wird:
Rad54
k1−→ p-Rad54. (4.3)
Die Phosphorylierungskonstante ließ sich durch einen Fit der experimentell beobachteten rela-
tiven Fluoreszenzsignale von Rad54 und p-Rad54 ermitteln (Abbildung 4.1D). Sowohl Rad54
als auch p-Rad54 können in der Nähe des DNA-Schadens an eine geeignete Bindungsstelle (B)
1 Aktuelle Adresse: Novo Nordisk Foundation Center for Protein Research, University of Copenhagen, Blegdams-
vej 3b, 2200 Copenhagen
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binden. Dabei wurden beide Reaktionen zunächst mit unterschiedlichen Assoziations- und Dis-
soziationskonstanten simuliert. Für ein minimales Modell, das die experimentellen Daten gut
beschreibt, ist dies jedoch nicht erforderlich. Daher ist anzunehmen, dass die Phosphorylie-
rung die DNA-Bindung auf der experimentellen Zeitskala von einigen Sekunden nicht merklich
beeinflusst. Die Spezies Rad51 steht in diesem Modell nicht für ein einzelnes Rad51-Protein,
sondern für einen Reparaturkomplex aus mehreren Rad51-Proteinen, die ein spiralförmiges Fi-
lament um die DNA bilden [66]. Das Modell geht davon aus, dass der Rad51-Komplex die DNA
nur mit Hilfe von Rad54 wieder verlassen kann, weshalb eine Rückreaktion fehlt.
Rad54+ B
k2−*)−
k3
B-Rad54, (4.4)
p-Rad54+ B
k2−*)−
k3
B-p-Rad54, (4.5)
Rad51+ BC
k4−→ B-Rad51. (4.6)
Hierbei wurden die Bindungsplätze als zwei verschiedene Spezies für Rad54 (B) und für den
Rad51-Komplex (BC) modelliert. Da die Rad51-Konzentration nicht ratenlimitierend auf die
letzte Reaktionsgleichung wirkt, kann das Produkt aus Rad51-Konzentration und Assoziati-
onskonstante für ein minimales Modell zu einem Parameter k∗4 = k4Rad510 zusammengefasst
werden:
BC
k∗4−→ B-Rad51. (4.7)
Rad54 und p-Rad54 können sich aufgrund ihrer ATPase-Aktivität an der DNA entlang bewe-
gen bis sie auf einen Rad51-Komplex stoßen. Es wurde angenommen, dass dieser Prozess mit
einer gewissen Rate abläuft und somit analog zu einer Reaktion beschrieben werden kann (Re-
aktion 7 in Abbildung 4.1A). Da diese Reaktion jedoch als nicht ratenlimitierend angenommen
wurde und sie somit die Entstehung des gebundenen Rad51-Rad54-Komplexes nur unwesent-
lich verzögert, ist sie für die Reproduktion der experimentellen Daten nicht zwingend erforder-
lich und wurde in diesem minimalen Modell als instantan modelliert, sodass die Assoziation
und das Zusammentreffen durch ATPase-Aktivität als eine Gleichung beschrieben werden kann.
Daher kann Rad54 in diesem Modell sowohl in gebundener als auch in freier Form direkt an
B-Rad51 binden:
Rad54+ B-Rad51
k2−→ B-Rad54-Rad51, (4.8)
p-Rad54+ B-Rad51
k2−→ B-p-Rad54-Rad51, (4.9)
B-Rad54+ B-Rad51
k2−→ B-Rad54-Rad51, (4.10)
B-p-Rad54+ B-Rad51
k2−→ B-p-Rad54-Rad51. (4.11)
Auch das an die DNA gebundene Rad54 kann mit der gleichen Rate wie freies Rad54 (k1)
phosphoryliert werden:
B-Rad54
k1−→ B-p-Rad54, (4.12)
B-Rad54-Rad51
k1−→ B-p-Rad54-Rad51. (4.13)
Beide Rad54-Spezies können gebunden mit Rad51 von der DNA dissoziieren, jedoch mit unter-
schiedlicher Rate (Effizienz). Im minimalen Modell ist dies der einzige Unterschied zwischen
dem Reaktionsverhalten von Rad54 und dem seiner phosphorylierten Form p-Rad54.
B-Rad54-Rad51
k5−→ Rad54-Rad51, (4.14)
B-p-Rad54-Rad51
k6−→ p-Rad54-Rad51. (4.15)
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4.1.2 Freiheitsgrade des modellierten Systems
Im Allgemeinen ist es anzustreben, dass die Anzahl an frei wählbaren Parametern im Vergleich
zur verfügbaren Menge an experimentellen Daten möglichst klein bleibt. Modelle mit vielen
freien Parametern führen aufgrund ihrer Komplexität und der hohen Anzahl an Freiheitsgraden
oft dazu, dass eine große Bandbreite an Fit-Lösungen die experimentellen Daten reproduzieren
kann, sodass die Aussagekraft in Bezug auf die Hauptmechanismen, die für das experimen-
telle Verhalten verantwortlich sind, vermindert ist. Daher wurde in dieser Arbeit versucht,
ein minimales Modell zu finden, das die experimentellen Daten mit möglichst wenigen frei-
en Parametern beschreiben kann. Einige Parameter konnten dabei durch Nebenbedingungen
eingeschränkt oder durch zusätzliche Experimente bestimmt werden.
Da die Systemgröße beliebig skaliert werden kann, wurde als Bezugspunkt die Gesamtkon-
zentration von Rad54 und p-Rad54 gleich eins gesetzt. Die Rate k1 für die Phosphorylierung
von Rad54, sowie das Anfangsverhältnis von Rad54 zu p-Rad54, wurden aus dem zeitlichen
Verlauf der relativen Fluoreszenzsignale von Rad54 und p-Rad54 ermittelt (Abbildung 4.1D).
Sie gelten genauso auch für an die DNA gebundene Rad54-Proteine. Wie in Abschnitt 4.1.1
erläutert, kann die freie Rad51-Menge als sehr groß im Verhältnis zu der an einem einzelnen
Fokus gebundenen Menge angenommen werden, sodass sie als konstant simuliert und in eine
effektive Assoziationsrate k∗4 eingebunden werden kann.
Somit bleiben für den Fit der sechs FRAP-Signale (jeweils drei nach einer und nach acht Stun-
den) sieben frei wählbare Parameter: B0, BC ,0, k2, k3, k
∗
4, k5 und k6. Es kommen jedoch weitere
Nebenbedingungen an den Fit-Algorithmus hinzu, die den Parameterraum weiter einschrän-
ken. In Experimenten wurde beispielsweise das Maximum der Signalintensität von Rad51-Foci
ca. 2-4 Stunden nach Bestrahlung beobachtet, was die Konstante k∗4 auf einen gewissen Be-
reich einschränkt. Zusätzlich konnte eine weitere Nebenbedingung aus dem experimentellen
Verhältnis von Fokus-Intensität zu Gesamtintensität innerhalb des Nukleus gewonnen werden.
Die Fokus-Intensität lag im Mittel bei 1.65 % der Gesamtintensität.
Darüber hinaus gibt es experimentelle Daten über den Anteil der residualen Foci 10 Stunden
nach Bestrahlung. Dieser lag für den Wildtyp bei 6.5-28 %, für den E-Mutanten bei 10-24 % und
für den A-Mutanten bei 62-67 % [67]. Auch wenn in den Simulationen nur ein einzelner Fokus
simuliert wurde und sich die Rad51-Konzentration eines einzelnen Fokus nicht direkt mit der
Foci-Anzahl innerhalb eine Zellkultur vergleichen lässt, so liegt es doch nahe, dass die Rad51-
Konzentration für den A-Mutanten auch um einen ähnlichen Faktor höher bleibt, wie es auch
bei der residualen Foci-Anzahl der Fall ist. Daher werden auch diese Daten als Nebenbedingung
verwendet, allerdings mit einer deutlich geringeren Gewichtung.
4.1.3 Vergleich zwischen Modell und experimentellen FRAP-Kurven
Das theoretische Modell wurde mit Hilfe von Python-Implementierungen des Nelder-Mead-
Algorithmus [145] und der Covariance Matrix Adaptation Evolution Strategy [146] an die ex-
perimentellen Daten von 6 FRAP-Kurven gefittet.
In Abbildung 4.1B sind die relativen FRAP-Signale für Wiltyp-Zellen, A-Mutanten (nicht phos-
phorylierbar) und E-Mutanten (ähnlich einer dauerhaften Phosphorylierung) dargestellt. Man
sieht, dass sich die verschiedenen Mutanten in FRAP-Experimenten eine Stunde nach Bestrah-
lung kaum unterscheiden. Dagegen liegt das FRAP-Signal des A-Mutanten in den Experimenten
acht Stunden nach Bestrahlung (Abbildung 4.1C) jedoch deutlich unterhalb der anderen beiden
Kurven und bildet eine sogenannte immobile Fraktion.
Im Modell wurde der A-Mutant dadurch simuliert, dass die Konstante der Phosphorylierungs-
reaktion k1 gleich null gesetzt wurde. Für den E-Mutanten wurde dagegen die Anfangskonzen-
42
0 5 10 15 20
Zeit [s]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
R
el
. F
R
A
P
 -S
ig
na
l
Wildtyp
A -Mutant
E -Mutant
1 h nach Bestrahlung
0 5 10 15 20
Zeit [s]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
R
el
. F
R
A
P
 -S
ig
na
l
Wildtyp
A -Mutant
E -Mutant
8 h nach Bestrahlung
DNA
1
5
1
7
32
4
6
Rad54
Rad54
Rad54
Rad54
Rad51
Rad51
Rad51 Rad51 Rad51
Rad51
pRad54
pRad54
pRad54
pRad54 1
0 2 4 6 8
Zeit [h]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
R
el
at
iv
e 
K
on
ze
nt
ra
tio
n Rad54
p-Rad54
p-Rad54 (exp.)
0 5 10
Zeit [h]
0.000
0.005
0.010
R
ad
51
 K
on
ze
nt
ra
tio
n 
[a
.u
.] Exp. Wildtyp-Rad51-Foci (skaliert)
E -Mutant
A -Mutant
Wildtyp
A
B C
D E
Abbildung 4.1: Modell der Rad54-Rad51-Wechselwirkung. A: Schematische Darstellung des si-
mulierten Systems. Mit Ausnahme der Reaktion 7, die im minimalen Modell nicht
explizit simuliert wurde, beziehen sich die Nummern neben den Pfeilen jeweils
auf die entsprechenden Reaktionskonstanten. B: Intensitätssignal eines FRAP-
Experiments eine Stunde nach Bestrahlung (Fehlerbalken) im Vergleich zur mo-
dellierten Kurve (durchgezogene Linie). C: Vergleich zwischen experimentellen
und simulierten FRAP-Kurven acht Stunden nach Bestrahlung. D: Intensitätssi-
gnal von phosphoryliertem Rad54 innerhalb der gesamten Zelle. E: Zeitverlauf
der Rad51-Konzentration im Fokus. Die gemessene Anzahl an Rad51-Foci ist um
einen Faktor herunterskaliert dargestellt, auch wenn die Foci-Anzahl nicht direkt
mit der Konzentration verglichen werden kann.
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tration von p-Rad54 gleich der Gesamtkonzentration an Rad54 gesetzt. Das minimale Modell
kann die FRAP-Signale zu beiden Zeitpunkten sehr gut reproduzieren. Die immobile Fraktion in
den späten Experimenten am A-Mutanten lässt sich dadurch erklären, dass nach acht Stunden
das Verhältnis von an Rad51 gebundenem Rad54 und einzeln an die DNA gebundenem Rad54
deutlich größer ist als nach einer Stunde. Da die Rate zur Ablösung von Rad51 von der DNA
für Rad54 deutlich kleiner ist als für p-Rad54, löst sich der Rad54-Rad51-Komplex nur sehr
langsam von der DNA. Im besten Fit des Modells erhält man eine um einen Faktor 4.3 größere
Ablösungsrate von Rad51 für phosphoryliertes Rad54 im Vergleich zum nicht-phosphorylierten
Zustand. Die Modellparameter für den besten Fit sind in Anhang B tabellarisch dargestellt.
Ein einfacheres Modell, in dem z. B. nur die Rad54-Phosphorylierung ohne Rad51-Interaktion
berücksichtigt würde, könnte die experimentellen Daten nicht beschreiben. Denn die E- und A-
Mutanten sollten dann unabhängig vom Experimentzeitpunkt das gleiche Verhalten zeigen, da
sich ihr Phosphorylierungsstatus nicht mit der Zeit ändert.
Abbildung 4.1E zeigt den zeitlichen Verlauf der simulierten Rad51-Konzentration. Es liegen
keine experimentellen Daten über den zeitlichen Verlauf der Rad51-Konzentration vor, lediglich
für den zeitlichen Verlauf der Anzahl an Rad51-Foci. Beide Verläufe ähneln sich sehr, auch wenn
ein direkter Vergleich von Konzentration zu Anzahl nicht vorgenommen werden kann.
Zusammenfassend kann festgestellt werden, dass das hier vorgestellte minimale Modell zur
Interaktion von Rad54 und Rad51 während der homologen Rekombination die experimentel-
len FRAP-Kurven sehr gut reproduzieren kann. Darüber hinaus ermöglicht es eine quantitative
Aussage über die Dissoziationskonstante des Rad54-Rad51-Komplexes, die im phosphorylierten
Zustand um einen Faktor 4.3 größer ist. Welche möglichen Ursachen auf molekularer Ebene
dazu führen könnten, dass die Phosphorylierung von Rad54 eine veränderte Interaktion mit an
DNA gebundenem Rad51 bewirkt, soll im nächsten Kapitel untersucht werden.
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4.2 Molekulardynamische Untersuchung der Rad54-Phosphorylierung
Nachdem experimentell gezeigt wurde, dass eine Phosphorylierung von Rad54 für dessen Funk-
tion während der homologen Rekombination eine entscheidende Rolle spielt [67], konnte diese
auch durch das im letzten Kapitel vorgestellte kinetische Modell zu FRAP-Rekrutierungskurven
bestätigt werden. Offen bleibt jedoch, warum die Phosphorylierung notwendig ist. Welche Aus-
wirkungen hat sie auf molekularer Ebene für die Proteindynamik, die DNA-Interaktion und die
ATPase-Aktivität von Rad54? Um Hinweise zur Beantwortung dieser Fragen zu erhalten, wurden
molekulardynamische Simulationen durchgeführt, die im Folgenden vorgestellt werden.
Es wurden drei verschiedene Systeme untersucht, in denen Rad54 entweder alleine in Lösung
oder gebunden an DNA simuliert wurde (siehe Abbildung 4.2). Da nicht bekannt ist, in welcher
Struktur Rad54 an die DNA bindet, wurden sowohl Systeme mit Rad54-Monomer als auch wel-
che mit einer Hexamerstruktur analysiert. In Lösung liegt Rad54 als Monomer vor [139] und
Kristallstrukturanalysen [140] weisen darauf hin, dass es auch als Monomer an die DNA binden
kann. Andererseits gibt es einige Hinweise auf eine Hexamerbildung an der DNA, die auch bei
Rad54-Homologen und anderen DNA-Translokasen mit RecA-ähnlichen Domänen angenommen
wird [142,143]. In rasterkraftmikroskopischen Untersuchungen wurde beobachtet, dass Rad54
in vitro als Monomer an doppelsträngige DNA-Ringe bindet, sich jedoch nach Hinzugabe von
ATP zu Multimeren zusammenschließt [141]. Daraus lässt sich vermuten, dass Rad54 als Mono-
mer an die DNA bindet, jedoch erst durch seine ATPase-Aktivität, die die Bewegung entlang der
DNA ermöglicht, auf andere gebundene Rad54-Proteine trifft und mit ihnen ein Hexamer bildet.
Ein Hexamer könnte aufgrund seiner höheren Masse und der Stabilität gebenden Ringstruktur
für die spätere Entfernung des Rad51-Filaments in der Nähe des Doppelstrangbruchs notwen-
dig sein. Eine Untersuchung der Translokationsgeschwindigkeit eines Rad54-Homologs entlang
der DNA lässt außerdem darauf schließen, dass sich auch das Multimer entlang der DNA fort-
bewegen kann [142]. Dürr et al. [140] formulieren einen möglichen Mechanismus der Rad54-
Monomer-Translokation entlang der DNA, der darin besteht, dass eine der beiden Domänen als
Folge der ATP-Hydrolyse um ca. 180◦ umklappt, an die DNA bindet und die andere Protein-
Domäne nach sich zieht. Da die hier untersuchte Phosphorylierungsstelle am Ser572 sowohl in
der Nähe der DNA-Bindungsstelle als auch in der Nähe der ATPase-Residuen liegt, lag es nahe,
den Einfluss der Phosphorylierung auf DNA- und ATP-Bindung zu untersuchen.
Für die Molekulardynamik-Simulationen wurde die veröffentlichte Struktur des Zebrabärb-
ling Rad54-Proteins verwendet, dessen Aminosäuresequenz große Ähnlichkeiten zur humanen
Rad54-Variante aufweist [139]. Das Resiuduum Ser572 des humanen Rad54-Proteins entspricht
in der hier verwendeten Struktur dem Residuum Ser566 [139, 147]. Alle Systeme werden in
drei verschiedenen Phoshporylierungszuständen simuliert: ohne Phosphorylierung, mit einfa-
cher Phosphorylierung am Ser566 und mit doppelter Phosphorylierung an den Serinen Ser566
und Ser567. Im Folgenden wird das einfach phosphorylierte Rad54-Protein mit p-Rad54 und
das doppelt phosphorylierte mit p2-Rad54 bezeichnet.
Das einfachste der hier vorgestellten Systeme besteht aus dem Protein Rad54, das in einer
Umgebung aus Wasser simuliert wurde. Mit diesen Simulationen konnte die generelle Prote-
indynamik und der Einfluss der Phosphorylierung auf diese untersucht werden. Das Protein
hat ohne Phosphorylierung eine Gesamtladung von 11 e, wobei pro Phosphorylierung jeweils
zwei negative Ladungen hinzukommen. Da das Gesamtsystem bei Simulation mit periodischen
Randbedingungen neutral sein sollte, wurden den Systemen je nach Ladung entsprechend viele
Natrium- oder Chlor-Ionen hinzugefügt.
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Abbildung 4.2: Darstellung der verschiedenen Systeme für Molekulardynamik-Simulationen.
Rad54 ist jeweils blau dargestellt (Bändermodell), die DNA grün (Oberflächen-
Repräsentation), die ATPase-Residuen gelb und die beiden phosphorylierten Se-
rine bunt (VDW-Repräsentation), wobei hier die Farben nach Elementen kodiert
sind. A: Darstellung des Rad54-Monomer, wobei Vektoren, die später für Winkel-
berechnungen verwendet werden, als orange Pfeile dargestellt sind. B: Rad54
gebunden an ein doppelsträngiges DNA-Fragment. C: Rad54-Hexamer einen
DNA-Strang umgebend (Blick aus z-Richtung) D: Seitliche Ansicht des Systems
aus (C). Die Protein-Darstellungen wurden mit Hilfe von VMD erstellt [148].
4.2.1 Durchführung der Molekulardynamik-Simulationen
Als Anfangsstruktur wurde die durch Röntgenbeugung ermittelte Struktur von Rad54 (PDB-
ID: 1Z3I) der RCSB-Protein-Datenbank entnommen [139]. Die Simulationen der Proteindy-
namik wurden mit Hilfe der Molekulardynamik-Software GROMACS 5.1.3 [149, 150] un-
ter Verwendung des AMBER ff99SB-ILDN Kraftfeldes durchgeführt [71]. Dieses Kraftfeld
wurde speziell für die Simulation von Proteinen optimiert, indem die Abweichung zu ge-
naueren quantenmechanischen Berechnungen minimiert und mit experimentellen Daten aus
Kernspinresonanzspektroskopie-Experimenten validiert wurde [71]. Um Phosphoserin (SP2)
und ATP simulieren zu können, wurde das Kraftfeld um entsprechende Einträge ergänzt. Die
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Kraftfeld-Parameter wurden dabei für Phosphoserin aus Homeyer et al. [151] und für ATP aus
Meagher et al. [152] entnommen.
Vor dem Start des auszuwertenden Simulationslaufs wurden folgende vorbereitenden Schrit-
te durchgeführt. Zunächst wurde die Energie der Proteinstruktur im Vakuum per steepest de-
scent algorithm minimiert. Anschließend wurden die Wassermoleküle (TIP3P-Modell [153]) und
Na+ bzw. Cl−-Ionen hinzugefügt und wiederum eine Energie-Minimierung des Gesamtsystems
durchgeführt. Alle Systeme wurden mit periodischen Randbedingungen simuliert, wobei die
Geometrie und Größe der Simulationsbox vom jeweiligen System abhängt. Für die Simulation
von Rad54 ohne DNA entsprechen die periodischen Randbedingungen einem Dodekaeder mit
einem Durchmesser gleich dem größten Atom-Abstand innerhalb des Proteins plus 18 Å, um
Wechselwirkungen der periodischen Abbilder bei Rotation des Proteins zu vermeiden. Da das
Volumen eines Dodekaeders im Vergleich zu einem Quader bei gleicher periodischer Distanz
nur 71 % beträgt, müssen entsprechend weniger Wassermoleküle simuliert werden, was die
Geschwindigkeit der Simulationen erhöht. Für die periodischen Randbedingungen von Simula-
tionen mit DNA wird jedoch eine quaderförmige Simulationsbox verwendet, da die DNA so als
unendlicher Strang in z-Richtung simuliert werden kann. Dadurch lässt sich eine unrealistisch
hohe Bewegungsfreiheit an den DNA-Enden vermeiden.
Es folgte eine Äquilibration der Wassermoleküle in zwei Schritten, wobei die Bewegung der
Proteinatome eingeschränkt wurde. Im ersten Schritt wurde eine Simulation von 100 ps im ka-
nonischen Ensemble (NVT) durchgeführt, um die Zieltemperatur von 300 K zu erreichen. Durch
eine weitere 100 ps Simulation bei eingeschränkter Proteinbewegung unter Verwendung eines
isotherm-isobaren Ensembles (NPT) mit Parrinello-Rahman-Methode [74,75] sollte schließlich
eine realistische Dichte des Systems (Druck 1 bar) erzielt werden.
Um größere Simulations-Zeitschritte von 2.0 fm zu ermöglichen, wurde in allen Simulationen
ein LINear Constraint Solver (LINCS) [154] zur Einschränkung der Dynamik von Bindungen ver-
wendet. Die langreichweitigen elektrostatischen Wechselwirkungen wurden durch die Particle
Mesh Ewald Method [72] berechnet. Die Simulationsdauer variierte zwischen den Simulatio-
nen, liegt jedoch in der Regel bei mehreren hundert Nanosekunden, wobei die Atompositionen
in Abständen von 40 ps gespeichert werden. Für die Analyse der von GROMACS berechneten
Trajektorien wurden selbst geschriebene TCL-Skripte für das Programm VMD [148] sowie die
Python-Bibliotheken MDTraj [155] und ProDy [156] verwendet.
4.2.2 Proteindynamik des Rad54-Monomers
Zunächst wurde das einfachste System, das Rad54-Monomer, in einer Umgebung aus Wasser
und Ionen daraufhin untersucht, wie die Proteindynamik durch eine Phosphorylierung beein-
flusst wird. Dazu wurden insgesamt fünf Simulationsdurchläufe mit einem simulierten Zeitin-
tervall von jeweils 500 ns durchgeführt. Einen groben Einblick in die Proteindynamik erhält
man über den Zeitverlauf des Gyrationsradius
R2G =
1
n
n∑
i=0
|~ri − ~rS|2, (4.16)
der ein Maß für die räumliche Ausdehnung des Proteins darstellt. Hierbei steht ~rS für die Posi-
tion des Schwerpunktes und ~ri für die Position des i-ten Atomes der insgesamt n Proteinatome.
Der Zeitverlauf für alle fünf unabhängigen Simulationen und die drei untersuchten Phospho-
rylierungszustände ist in Abbildung 4.3A abgebildet. Man sieht im nicht-phosphorylierten Fall
Simulationen, bei denen die Proteinausdehnung teilweise deutlich zunimmt.
Welche kollektive Bewegung diese Ausdehnung verursacht, lässt sich unter anderem durch
eine Hauptkomponentenanalyse untersuchen. Hierbei wird zunächst die Kovarianzmatrix des
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Abbildung 4.3: A: Zeitverlauf des Gyrationsradius von Rad54 in Simulationen mit und ohne Phos-
phorylierung. B: Darstellung der stärksten Eigenmode eines Simulationslaufes
mit Rad54. Die Pfeile greifen jeweils an einem Residuum an und repräsentieren
den Anteil des entsprechenden Residuums am 3N-dimensionalen Eigenvektor.
Die ATPase-Residuen sind gelb dargestellt und die beiden nicht-phosphorylierten
Serine bunt nach chemischem Element (VDW-Repräsentation). Erstellt mit Hil-
fe von VMD [148]. C: Verteilung der Winkel zwischen beiden Protein-Domänen
über alle fünf Simulationsläufe (insgesamt 2500 ns) für die verschiedenen Phos-
phorylierungszustände. Im Inneren jedes Volinplots ist der Median als weißer
Punkt und zwei Quartile als graue Balken darstegellt.
3N-dimensionalen Systems (N Proteinresiduen) über die zeitlich variierenden Residuenposi-
tionen berechnet. Um das System zu vereinfachen, werden jeweils nur die Positionen der Cα-
Atome betrachtet. Eine Hauptachsen-Transformation der Kovarianzmatrix liefert schließlich die
3N-dimensionalen Eigenvektoren, wobei diejenigen mit den höchsten Eigenwerten die Haupt-
bewegungen des Systems widerspiegeln. Für die Simulation mit dem größten Gyrationsradius
im Rad54-System (blau dargestellt) ist der Eigenvektor mit dem höchsten Eigenwert in Abbil-
dung 4.3B als N Vektoren dargestellt, die jeweils an einem Residuum ansetzen. Die Berechnun-
gen zur Hauptkomponentenanalyse wurde mit Hilfe der Python-Bibliothek ProDy [156] durch-
geführt. Man sieht, dass die kollektive Bewegung nach außen gerichtet ist, sodass sich beide
Domänen des Proteins auseinanderbewegen und das Protein „aufklappt“. Die gelb dargestellten
ATPase-Residuen werden dadurch zugänglicher. Allerdings sind die über beide Domänen ver-
teilten ATPase-Residuen im offenen Zustand so weit voneinander entfernt, dass ATP nicht mehr
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an alle Residuen binden könnte. Somit lässt sich durch diese Bewegung nicht auf eine erhöhte
ATPase-Aktivität schließen. Vielmehr zeigt sie die grundlegende Möglichkeit von Rad54, beide
Domänen unabhängig voneinander bewegen zu können. Ein möglicher Translokations-Zyklus
könnte so aussehen, dass die durch ATP-Hydrolyse frei werdende Energie dazu genutzt wird,
um von einem geschlossenen in einen offenen Zustand überzugehen. Wie in dem von Dürr
et al. [140] beschriebenen Mechanismus könnte sich dabei eine der beiden Proteindomänen
umklappen, um sich somit an der DNA entlang zu bewegen.
Im einfach phosphorylierten Zustand konnte eine solche Öffnung des Proteins nicht beob-
achtet werden. Die zweifach negative Ladung der Phosphatgruppe, die sich am Übergang bei-
der Domänen befindet, könnte stabilisierend auf die insgesamt positiv geladene Proteinstruktur
wirken. Die Simulationen mit zweifacher Phosphorylierung zeigen jedoch wiederum eine etwas
höhere Wahrscheinlichkeit für eine Proteinstruktur mit größerer räumlicher Ausdehnung.
Ein möglicher dazu beitragender Mechanismus ist, dass die stärkere negative Ladung der
doppelten Phosphorylierung mit dem positiv geladenen Rücken der Protein-Domäne (siehe
nächsten Abschnitt und Abbildung 4.5B) wechselwirkt und die gegenüberliegende Domäne sich
dadurch leicht dreht, wodurch Teile dieser etwas weiter vom Massenschwerpunkt entfernt sind
und somit den Gyrationsradius erhöhen.
Um die Position der beiden Protein-Domänen zueinander zu analysieren, wurden über den
Zeitverlauf der Simulationen zwei Winkel gemessen. Der erste, mit „Front-Back-Winkel“ be-
zeichnet, stellt den Winkel zwischen den beiden langen Achsen der Protein-Domänen dar. Ab-
bildung 4.2A zeigt die ungefähren Positionen der Start- und Endpunkte beider Achsen. Zur
Berechnung der Vektoren wurden jeweils die Massenschwerpunkte von 20 Residuen an den
entsprechenden Positionen verwendet. Der zweite Winkel bezieht sich auf die Achse, die unge-
fähr rechtwinklig zu der Papierebene in Abbildung 4.2A liegt und wird mit „Top-Bottom-Winkel“
bezeichnet.
Die Verteilungen beider Winkel über die Zeitverläufe aller Monomer-Simulationen sind in
Abbildung 4.3C zu sehen. Die Mediane nehmen für beide Winkel mit der Anzahl der Phos-
phorylierungen ab, was auf eine leicht stabilisierende Wirkung der Phosphorylierung schließen
lässt. Der Top-Bottom-Winkel zeigt im zweifach phosphorylierten Fall jedoch eine größere Varia-
tion, die die oben beschriebene Vermutung einer etwas wahrscheinlicheren Verdrehung beider
Domänen zueinander unterstützt.
Eine Möglichkeit, die Proteindynamik auf der Ebene einzelner Residuen zu analysieren, liefert
das quadratische Mittel über die Residuenpositionen (RMSF, root mean square fluctuation), das
ein Maß für die Beweglichkeit einzelner Residuen über den Zeitraum einer Simulation darstellt:
RMSF2i =
1
T
T∑
t=0
|~r ti − ~ri|2. (4.17)
T steht dabei für die Anzahl an diskreten Zeitpunkten, über die die RMSF berechnet wird, i für
die Position des Residuums innerhalb der Aminosäuresequenz, ~r ti für die räumliche Position des
i-ten Residuums zum t-ten Zeitpunkt und ~ri für den Zeitmittelwert der Position des i-ten Resi-
duums. In Abbildung 4.4 ist die RMSF für alle drei Phosphorylierungszustände dargestellt. Man
erkennt, dass der ungefähre Verlauf für alle drei Fälle ähnlich ist. Schleifen mit einer geringen
Mobilität wechseln sich ab mit Schleifen, die eine deutlich erhöhte Beweglichkeit zeigen.
Um zu untersuchen, inwieweit die Beweglichkeit einzelner Residuen damit zusammenhängt,
ob sie eher im Inneren oder eher an der Oberfläche des Proteins liegen, wurde ein Maß für
die von kleinen Molekülen zugängliche Oberfläche berechnet (SASA, solvent accessible surface
area). Zur Berechnung wurde die Implementierung der Python-Bibliothek MDTraj [155] mit
einem Probenradius von 0.14 nm verwendet, was etwa dem effektiven Radius eines Wassermo-
leküls entspricht. Die zugängliche Oberfläche ist in Abbildung 4.4 als schattierter Hintergrund
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Abbildung 4.4: RMSF für das Rad54-Monomer in drei verschiedenen Phosphorylierungszustän-
den. Die fünf einzelnen Simulationsdurchläufe sind in unterschiedlichen Farben
dargestellt. Die Position wichtiger ATPase-Residuen ist durch senkrechte graue
Balken markiert. Die Hintergrundschattierung ist abhängig davon, wie expo-
niert das entsprechende Residuum ist, was über das SASA (solvent accessible
surface area) berechnet wurde. Helle Stellen bedeuten eine größere zugängli-
che Oberfläche und bläuliche Stellen eine kleinere.
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dargestellt, wobei deutlich wird, dass hellere, also exponiertere Bereiche in der Regel auch mit
beweglicheren Bereichen übereinstimmen. Der Pearson-Korrelationskoeffizient zwischen RMSF
und SASA beträgt 0.578 für Rad54, 0.591 für p-Rad54 und 0.604 für p2-Rad54. Die Unterschie-
de sind zwar klein, können jedoch ein Ausdruck davon sein, dass die Phosphorylierung leicht
stabilisierend auf die innere Proteinstruktur wirkt und somit die Korrelation zur Exponiert-
heit der Residuen erhöht. Die ATPase-Residuen, die in Abbildung 4.4 mit senkrechten grauen
Balken markiert sind, befinden sich eher in weniger exponierten und auch weniger bewegli-
chen Bereichen des Proteins. Der Bereich um die ATPase-Residuen Lys183 und Thr184 war in
Simulationen des phosphorylierten Proteins etwas weniger mobil, was vermutlich darauf zu-
rückzuführen ist, dass die Residuen in der Kluft zwischen beiden Proteindomänen liegen und
eine Stabilisierung durch die relativ nahe Phosphatgruppe erfahren. Auch der Bereich um die
Phosphorylierungsstelle (Indizes 540 bis 600) scheint etwas weniger mobil im phosphorylierten
Protein zu sein, wobei dieser Effekt jedoch bei zweifacher Phosphorylierung nicht zu sehen ist,
weil diese eventuell schon zu starke Kräfte auf die benachbarten Residuen ausübt. Da besonders
große Abweichungen nur in einer Simulation des nicht-phosphorylierten Proteins (blau darge-
stellt) beobachtet wurden, sind die RMSF-Daten noch nicht ausreichend, um einen eindeutigen
Effekt der Phosphorylierung auf die Dynamik der Residuen nachweisen zu können.
4.2.3 Untersuchung der Rad54-DNA-Wechselwirkung
Um den Einfluss einer Phosphorylierung auf die DNA-Bindung von Rad54 zu untersuchen,
wurden Simulationen mit verschiedenen Konfigurationen, sowohl als Rad54-Monomer als
auch als Hexamer, durchgeführt. In diesem Kapitel werden die Monomer-DNA-Systeme vor-
gestellt. Über die Ähnlichkeit zu anderen Helikasen der SF1/SF2-Familie lassen sich Residu-
en identifizieren, die als mögliche DNA-Bindungsstellen dienen können. Rad54 besteht aus
zwei RecA-ähnlichen Domänen, die jeweils DNA-Bindungsstellen enthalten. In der ersten Do-
mäne gehören die Residuen 208-214 und 269-270 zu den innerhalb der SF1/SF2 konser-
vierten DNA-Bindungsmotiven, die für eine DNA-Bindungsstelle charakteristische exponierte
Backbone-Amide und -Hydroxygruppen aufweisen [139]. Auch die zweite Domäne enthält
innerhalb ihrer RecA-ähnlichen Domäne mögliche DNA-Bindungsstellen an Residuen 510-517
und 563-578 [139, 157]. Letztes Motiv enthält die beiden benachbarten Serine, die mögliche
Phosphorylierungsstellen darstellen.
Um realistische Startkonfigurationen für die hier vorgestellten Simulationen zu erhalten,
wurden zwei verschiedene Docking-Programme (DOT2 [158] und NPDock [159, 160]) ver-
wendet, die speziell für DNA-Protein-Wechselwirkungen entwickelt wurden. DOT2 [158] be-
rechnet mögliche Bindungskonfigurationen über durch die Poisson-Boltzmann-Gleichung ge-
näherten elektrostatischen Wechselwirkungen. In Abbildung 4.5A sind die Mittelpunkte der
200 höchstbewerteten von DOT2 ermittelten DNA-Konfigurationen dargestellt. Die meisten
liegen am Rücken des Proteins, an dem beide Domänen ineinander übergehen. Dort bildet
auch das elektrostatische Potential des Proteins einen ausgedehnten positiven Bereich (siehe
Abbildung 4.5B), wodurch die Nähe der stark negativ geladenen DNA elektrostatisch am güns-
tigsten ist. Das elektrostatische Potential des Proteins wurde mit Hilfe der Software APBS [161]
ermittelt, die das Potential über die Poisson-Boltzmann-Gleichung berechnet. Die Analyse der
möglichen DNA-Bindungsstellen wurde für DNA-Stücke mit variierender Länge von 10, 20 und
40 Basenpaaren durchgeführt. Auf die bestbewerteten Bindungsplätze hatte die Länge des ver-
wendeten DNA-Segments jedoch keinen signifikanten Einfluss.
Im Gegensatz dazu findet NPDock als beste Bindungskonfiguration eine Struktur, in der die
DNA zwischen den beiden Rad54-Domänen liegt und somit Kontakt zu den oben genannten
DNA-Bindungsmotiven hat (Abbildung 4.5C). Dieser Unterschied könnte darauf zurückzufüh-
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Abbildung 4.5: Rad54-DNA-Bindung. A: Rad54 mit den 200 besten durch DOT2 bestimmten
Bindungspositionen (Massenschwerpunkte der DNA-Abschnitte als grüne Ku-
geln dargestellt). B: Konfiguration 1 (DOT2) für eine Rad54-DNA-Bindung. Das
Protein ist hier durch Isoflächen seines elektrostatischen Potentials dargestellt,
wobei die blaue Fläche einem Potential von 4kbTe−1 und die rote einem Poten-
tial von −4kbTe−1 entspricht. C: Konfiguration 2 (NPDock). D: Winkel zwischen
Protein-Domänen. Die Vektoren wurden analog zur Auswertung der Monomer-
Simulationen (Abschnitt 4.2.2) ermittelt. E: Anzahl an Proteinatomen innerhalb
eines Radius von 20 Å um die DNA für beide Protein-Domänen und das gesamte
Protein. Protein-Darstellungen wurden mit Hilfe von VMD erstellt [148].
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ren sein, dass das für NPDock entwickelte Potential neben abstands- und winkelabhängigen Ter-
men auch einen Term beinhaltet, der die Wahrscheinlichkeit für eine Wechselwirkung zwischen
Proteinresiduen und Kanten von Nukleotiden abschätzt [160,162]. Langreichweitige Coulomb-
Wechselwirkungen haben bei dieser Methode einen geringeren Einfluss. Auch wenn die von
NPDock gefundene Konfiguration besser in Einklang mit den oben genannten Bindungsstellen
ist, gibt es Ähnlichkeiten zwischen der durch DOT2 ermittelten Bindung am Rad54-Rücken und
der Struktur des später untersuchten Rad54-Hexamer-DNA-Komplexes, sodass die Vermutung
nahe liegt, dass unterschiedliche Bereiche des Proteins für die DNA-Bindung zuständig sind, je
nachdem, ob Rad54 als Monomer oder Hexamer gebunden ist. Daher wurden Simulationen für
beide Konfigurationen durchgeführt. Die Berechnung geeigneter DNA-Bindungsstellen wurde
auch für Systeme mit einfacher oder doppelter Phosphorylierung durchgeführt, was jedoch nur
zu einer geringfügigen Änderung der von beiden Programmen ermittelten Bindungskonfigura-
tionen geführt hat.
Es wurden insgesamt sechs MD-Simulationen für das Rad54-DNA-System durchgeführt, wo-
bei jeweils für drei Simulationen die über DOT2 bzw. NPDock ermittelten Bindungskonfigura-
tionen verwendet wurden. Die Dauer des simulierten Zeitintervalls beträgt jeweils bis zu 300 ns.
Ähnlich zu den Simulationen ohne DNA zeigt sich auch in den Rad54-DNA-Simulationen
eine Tendenz zu kleineren Winkeln zwischen den Protein-Domänen (Abbildung 4.5D) im phos-
phorylierten Protein. Der Top-Bottom-Winkel zeigt jedoch für die beiden phosphorylierten Fälle
nicht die gleiche Tendenz. Diese könnten dadurch verursacht sein, dass die DNA je nach relati-
ver Position zu den phosphorylierten Serinen Ser566 und Ser567 eine leicht abstoßende Kraft
auf diese bewirkt, wodurch eine Verdrehung der Protein-Domänen zueinander wieder wahr-
scheinlicher wird und der vorherigen Stabilisierung entgegenwirkt. Zusätzlich kann es in die-
sem System auch dazu kommen, dass sich eine der beiden Rad54-Domänen von der DNA löst,
was deutliche Auswirkungen auf die Proteindynamik hätte. Daher ist der Raum der möglichen
Konfigurationen im Rad54-DNA-System sehr groß, sodass noch weitere Simulationsdurchläufe
benötigt werden, um die statistische Aussagekraft zu erhöhen.
Die relative Lage von Rad54 und DNA wurde während des Simulationszeitraums analy-
siert, indem die Anzahl der Proteinatome in der Nähe der DNA (20 Å Radius) über den Zeit-
verlauf der Simulationen gezählt wurde (Abbildung 4.5E). Man sieht, dass die Anzahl der
DNA-nahen Atome in den beiden phosphorylierten Zuständen für das gesamte Protein etwas
niedriger liegt, was vor allem an der Domäne 2 liegt, bei der der Unterschied zum nicht-
phosphorylierten Fall deutlich größer ist. Da die negativ geladenen Phosphatgruppen innerhalb
der DNA-Bindungsresiduen der Domäne 2 gebunden sind, ist dieses Ergebnis auch aus elek-
trostatischen Überlegungen heraus zu erwarten. Die generell etwas schwächere DNA-Bindung
der Domäne 2 könnte ein wichtiger Faktor im Translokations-Zyklus des Rad54-Monomers sein,
indem aufgrund der niedrigeren Energiebarriere ein durch ATPase-Aktivität induziertes Um-
klappen der Domäne wahrscheinlicher wird [140]. Ob die Phosphorylierung hierfür zwingend
notwendig ist oder eventuell nur die Effizienz der Translokation erhöht, lässt sich anhand der
Simulationen des Monomer-DNA-Systems jedoch nicht abschließend beurteilen.
4.2.4 Wechselwirkung von Rad54-Hexamer und DNA
Die für die Simulationen verwendete Hexamerstruktur ist in der RCSB-Proteindatenbank als
Biological Assembly veröffentlicht (PDB-ID: 1Z3I). Die Geometrie der Struktur, die aus zwei
aneinander liegenden Trimer-Ringen besteht, wurde durch die Software PISA (Protein interfaces,
surfaces and assemblies) des European Bioinformatics Institute ermittelt [163].
Für jeden Phosphorylierungszustand wurden jeweils 4 Simulationen eines in Wasser gelös-
ten, die DNA umfassenden Rad54-Hexamer durchgeführt. Da die DNA als unendlicher Strang
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in z-Richtung simuliert wurde, müssen beide DNA-Enden am Rand der Simulationsbox (fast)
die gleichen xy-Koordinaten haben, um einen kontinuierlichen DNA-Strang zu gewährleisten.
Liegt die DNA in einer gradlinigen Struktur vor, wäre somit die Ausdehnung in xy-Richtung
minimal. Ist die DNA jedoch gekrümmt, erhöht sich die Ausdehnung in xy-Richtung. Als Maß
für die xy-Ausdehnung wurde der Gyrationsradius (Gleichung 4.16) für die Projektion der
DNA auf die xy-Ebene berechnet. Abbildung 4.6A zeigt den Zeitverlauf dieser Größe für meh-
rere Simulationen der drei verschiedenen Phosphorylierungszustände. Aufgrund der Größe des
Systems sind die Simulationen sehr rechenintensiv, sodass in der gegebenen Zeit nicht für al-
le Simulationen das angestrebte Zeitintervall von 300 ns erreicht wurde. Man sieht, dass der
2D-Gyrationsradius in beiden phosphorylierten Fällen in einem engen Bereich bleibt, wohin-
gegen er im nicht-phosphorylierten Fall in mehreren Simulationen deutlich zunimmt. Dies
ist ein Hinweis darauf, dass größere Kräfte auf die DNA wirken, wenn sie von einem nicht-
phosphorylierten Rad54-Hexamer umgeben ist. Als Folge erhöht sich die Krümmung der DNA.
Momentaufnahmen zweier Simulationen, in denen die DNA in gekrümmter und in gradliniger
Struktur vorliegt, sind in Abbildung 4.6B und C dargestellt.
Eine Erklärung für diesen Unterschied in der Dynamik des Systems ist, dass die negative La-
dung der Phosphorylierungen aller im Hexamer befindlichen Rad54-Proteine die Ladungsdiffe-
renz zwischen den positiv geladenen Proteinen und der stark negativ geladenen DNA herabsetzt
und somit die Bewegung des Hexamers entlang der DNA erleichtert.
Die Persistenzlänge der DNA beträgt ca. 50 nm bzw. 150 bp [164, 165], was deutlich über
der hier simulierten Länge von 40 bp liegt. Eine Krümmung der DNA auf kürzeren Fragmenten
kann zwar bei Wechselwirkungen mit Proteinen wie z. B. dem Catabolite Activator Protein und
auch bei Bindung an Histone beobachtet werden [166, 167], deutet jedoch in der Regel auf
eine starke Bindung hin. Dass solche Krümmungen in den Simulationen trotzdem auftreten, ist
somit ein Hinweis auf stärkere Bindungskräfte, die eine effiziente Translokation des Hexamers
verhindern. Wenn die Kräfte zwischen DNA und Protein stärker sind als zwischen den einzelnen
Rad54-Proteinen wird vermutlich eine stabile Multimer-Bildung zwischen den nach und nach
an der DNA aufeinandertreffenden Rad54-Monomeren unwahrscheinlicher.
4.2.5 Einfluss der Phosphorylierung auf ATPase-Residuen
Um Hinweise darauf zu bekommen, ob die Phosphorylierung von Rad54 einen Einfluss auf die
ATPase-Aktivität hat, wurden die Zugänglichkeit der ATPpase-Residuen und mögliche Bindungs-
zustände von ATP an diesen Residuen analysiert. Zu den ATPase-Residuen wurden folgende
Residuen gezählt:
• Lys183, Thr184: Die Residuen 180 bis 184 bilden zusammen das phosphatbindende
Walker-A-Sequenzmotiv [168]. Hier wurden jedoch nur die beiden exponierten Residu-
en Lysin und Threonin einzeln betrachtet. In Kristallstrukturen konnte eine Bindung von
Sulfat-Ionen an Lys183 beobachtet werden, was äquivalent zu einer Interaktion mit dem
γ-Phosphat von ATP ist [139].
• Asp290, Glu291: Asparaginsäure und Glutaminsäure gehören zum Walker-B-Sequenzmotiv.
Die Asparaginsäure kann dabei mit einem Magnesium-Ion interagieren, das in der Regel
an die Phosphatgruppe von ATP gebunden ist. Die Glutaminsäure wird gebraucht, um ein
Wassermolekül für die anschließende ATP-Hydrolyse zu polarisieren [168].
• Arg600: Der sogenannte Arginin-Finger kann über die beiden NH2-Enden an Sauerstoff-
atome einer Phosphatgruppe binden. Auch hier konnte eine Interaktion mit Sulfat-Ionen
durch Kristallstrukturanalysen bestätigt werden [139].
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Abbildung 4.6: A: 2D-Gyrationsradius (xy-Ebene), der ein Maß für die Krümmung der DNA dar-
stellt, für verschiedene Hexamer-Simulationen in allen drei Phosphorylierungszu-
ständen. B, C: Momentaufnahmen während Simulationen des Rad54-Hexamer-
DNA-Systems. Rad54 ist jeweils in einem Bändermodell dargestellt, die DNA
grün (Oberflächen-Repräsentation) und die phosphorylierten Serine bunt (VDW-
Repräsentation), wobei die Farben nach Elementen kodiert sind. In (B) ist Rad54
nicht phosphoryliert, in (C) sind beide Serine, Ser566 und Ser567, phosphoryliert.
Die Protein-Darstellungen wurden mit Hilfe von VMD erstellt [148].
Abbildung 4.7A zeigt die räumliche Anordnung der ATPase-Residuen mit einem gebundenen
ATP-Molekül. Die Residuen der Walker-A- und Walker-B-Sequenzmotive sind auf der linken
Seite zu sehen (Domäne 1), Arg600 gehört jedoch zu Domäne 2.
Die Zugänglichkeit der ATPase-Residuen wurde untersucht, indem die Anzahl der Wassermo-
leküle innerhalb eines kleinen Radius (7.5 Å) um die einzelnen Residuen über den Zeitverlauf
der Simulationen gezählt wurde. Für die Simulationen mit einem Rad54-Monomer (mit und
ohne DNA) wurden keine signifikanten Unterschiede zwischen den drei Phosphorylierungszu-
ständen beobachtet (Abbildung in Anhang C). Die Simulationen des Hexamer-DNA-Systems
zeigten, wie in Abbildung 4.7B zu sehen, einen signifikanten Unterschied bei der Zugänglich-
keit des Arginin-Residuums, das im zweifach phosphorylierten Fall von deutlich mehr Wasser-
molekülen umgeben ist. Auch die anderen ATPase-Residuen sind im zweifach phosphorylierten
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Fall etwas zugänglicher, wobei die Unterschiede dort relativ gering sind. Wiederholungen dieser
Analyse mit anderen Radien zwischen 5-10 Å ergaben qualitativ ähnliche Ergebnisse.
Neben der Zugänglichkeit der ATPase-Residuen wurden auch mögliche Bindungskonfigura-
tionen von ATP und Rad54 untersucht. Dazu wurde die Proteinstruktur im Laufe des Simulati-
onszeitraums alle 100 ps gespeichert und mögliche ATP-Bindungskonfigurationen mit Hilfe des
Programms AutoDock Vina [169] ermittelt. Als Bindungsenergie wird im Folgenden die Ände-
rung der Gibbs-Energie bezeichnet, die von AutoDock Vina über die Energiedifferenz von unge-
bundenem zu gebundenem Zustand in einem semi-empirischen Potential ermittelt wird [169].
Der Suchalgorithmus von AutoDock Vina betrachtet den Großteil des Proteins als starren Körper,
erlaubt es jedoch, einzelne Residuen als flexibel zu definieren, sodass durch Rotation dieser Resi-
duen engere Bindungskonfigurationen und somit niedrigere Bindungsenergien erreicht werden
können. In den hier beschriebenen Analysen wurden die fünf oben genannten ATPase-Residuen
als flexibel festgelegt.
Als Maß für die Bewertung der gefundenen Bindungskonfigurationen wurde einerseits die
Bindungsenergie und andererseits die Distanz des gebundenen ATP-Moleküls zu den bekann-
ten ATPase-Residuen verwendet. Da es in einer offenen Proteinstruktur möglich wäre, dass die
Entfernung zum Schwerpunkt der ATPase-Residuen klein ist, jedoch die Distanz zu den eigent-
lich bindenden Enden der Residuen groß, wurde zunächst die Entfernung zu den einzelnen
Enden der ATPase-Residuen berechnet und anschließend gemittelt. Abbildung 4.7C zeigt die
Verteilung aller gefundenen ATP-Bindungskonfigurationen für alle drei Phosphorylierungszu-
stände der Rad54-Hexamer-DNA-Simulationen. Die niedrigsten Bindungsenergien wurden in
den beiden phosphorylierten Fällen (-12.4 kcal/mol) gefunden. Interessanterweise wurden in
Simulationen mit DNA unabhängig davon, ob ein Rad54-Monomer oder Hexamer simuliert
wurde, im doppelt phosphorylierten Fall deutlich mehr gute Bindungskonfigurationen gefun-
den, die darüber definiert wurden, dass die Bindungsenergie kleiner als -8 kcal/mol und der
mittlere Abstand zu den ATPase-Residuen kleiner als 10 Å ist. In Simulationen mit doppelt
phosphoryliertem Rad54 wurden dabei im Mittel 4.21 gute Bindungskonfigurationen pro ana-
lysiertem Zeitpunkt gefunden, im nicht-phosphorylierte Fall 3.85 und im einfach phosphory-
lierten Fall nur 3.29. Da der Wert in Simulationen mit einfach phosphoryliertem Rad54 jedoch
am niedrigsten liegt, lässt sich dieser Effekt nicht eindeutig der Phosphorylierung zuschreiben.
Auch die Verteilung der Bindungskonfigurationen aus den Simulationen mit Rad54-Monomer
zeigen keine eindeutigen Unterschiede in Bezug auf die Bindungsenergie und Distanz zu den
ATPase-Residuen. Sie sind in Anhang C dargestellt.
In den Rad54-Monomer-Simulationen sieht man jedoch eine leichte, aber statistisch signi-
fikante Korrelation zwischen Bindungsenergie und Gyrationsradius (Abbildung 4.7D), was
dadurch erklärt werden kann, dass eine engere Proteinstruktur die auf beide Domänen ver-
teilten ATPase-Residuen näher zusammen bringt und dadurch engere, energetisch günstigere
ATP-Bindungskonfigurationen ermöglicht. Wenn man davon ausgeht, dass die Energie der ATP-
Hydrolyse zu einer Öffnung der Rad54-Struktur genutzt wird, könnte eine Phosphorylierung,
die den Übergang zu einer geschlossenen Form begünstigt, die Effizienz des gesamten ATPase-
Zyklus leicht erhöhen.
Insgesamt weisen die in diesem Abschnitt vorgestellten Ergebnisse jedoch nicht darauf hin,
dass eine Phosphorylierung für den ATPase-Zyklus zwingend notwendig ist. Diese Ergebnis-
se bestätigen somit In-vitro-Untersuchungen, in denen auch die in Abschnitt 4.1 erläuterten
Rad54-Mutanten eine deutliche ATPase-Aktivität aufwiesen [67]. Die biologisch relevante Be-
obachtung, dass eine Inhibition der Rad54-Phosphorylierung zu einer schlechteren Ablösung
von Rad51 nach der Doppelstrangbruch-Reparatur führt, ist somit nach den hier vorgestellten
MD-Simulationen hauptsächlich darauf zurückzuführen, dass die Phosphorylierung die sensible
Balance zwischen DNA-Bindungsstärke und Mobilität so beeinflusst, dass eine stabile Multimer-
Struktur um die DNA entstehen und sich an ihr entlang bewegen kann.
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Abbildung 4.7: A: Darstellung eines an Rad54 gebundenen ATP-Moleküls. Rad54 ist dabei halb
durchsichtig im Bändermodell dargestellt, ATP-Mg als Kugel-Stab-Modell und die
ATPase-Residuen als Stäbchen-Modell. Oben links: Asp290 und Glu291, oben
rechts: Arg600, unten links: Lys183 und Thr184. B: Anzahl an Wassermolekü-
len innerhalb eines Radius von 7.5 Å um die jeweiligen Residuen. C: Verteilung
aller gefundenen Bindungskonfigurationen für ATP und Rad54-Hexamer, aufge-
tragen in Abhängigkeit der Bindungsenergie und der mittleren Entfernung zu
den ATPase-Residuen. D: Darstellung der Bindungsenergien in Bezug zum Gyra-
tionsradius für Simulationen des Rad54-Monomer.
4.3 Diskussion
Die in diesem Kapitel vorgestellten Simulationen konnten dazu beitragen, das Zusammenspiel
von Rad51 und Rad54 besser zu verstehen. Das Modell zur Simulation von FRAP-Experimenten
an Rad54-Mutanten wird durch die deutlich vereinfachte Beschreibung der komplexen Vorgän-
ge während der homologen Rekombination natürlich nicht vollkommen gerecht. Dennoch ist
ein einfaches Modell mit wenigen freien Parametern unter Berücksichtigung der begrenzten
Menge an experimentellen Daten oft besser dazu geeignet, zu verstehen, welche der zugrunde-
liegenden Prozesse entscheidend für das Verhalten des simulierten Systems sind. So konnte das
hier präsentierte Modell eine mögliche Erklärung für die immobile Fraktion des A-Mutanten lie-
fern und quantifizieren, um wie viel effizienter die Ablösung von Rad51 durch phosphoryliertes
Rad54 im Vergleich zu nicht-phosphoryliertem Rad54 ist.
Experimentell wurde beobachtet, dass der Anteil an chromatingebundenem Rad51 in
Wildtyp-Zellen nach Hydroxyurea-Behandlung, die arretierte Replikationsgabeln verursacht [170],
etwa 4-5 mal größer ist als in Zellen des E-Mutanten [67]. Die Größenordnung stimmt damit
gut mit dem durch das hier vorgestellte Modell ermittelten Faktor von 4.3 zwischen den Rad51-
Ablöseraten für p-Rad54 und Rad54 überein. Für zukünftige Anwendungen des Modells wäre
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es interessant, die Rad51-Konzentration einzelner Foci über die Reparaturdauer zu messen und
mit der modellierten Konzentration zu vergleichen. So ließe sich die Anzahl freier Parameter
weiter reduzieren.
Die molekulardynamischen Simulationen von Rad54 konnten zusätzlich Hinweise darauf ge-
ben, welche Auswirkung eine einfache oder doppelte Phosphorylierung von Rad54 auf ato-
marer Ebene auf die Proteinstruktur, die DNA-Bindung und die ATP-Bindung hat. Der Einfluss
der Phosphorylierung auf die Protein-Dynamik des Rad54-Monomers war relativ gering und es
konnte nur eine leichte Stabilisierung des Proteins beobachtet werden, die eventuell die Bildung
einer Hexamerstruktur begünstigen könnte.
Da In-vitro-Experimente gezeigt haben, dass die ATPase-Aktivität von Rad54 vor allem durch
doppelsträngige DNA gesteigert wird [138], wurde Rad54 zusammen mit einem unendlichen
DNA-Strang simuliert. In vivo ist die Struktur, an die Rad54 bindet, jedoch deutlich kompli-
zierter, da man davon ausgeht, dass es seine Funktion während des Übergangs von einem
synaptischen Komplex ssDNA:Rad51:dsDNA zu einer Heteroduplex-Struktur erfüllt [67–69].
Dennoch lassen sich die hier beobachteten Effekte wahrscheinlich auch auf kompliziertere DNA-
Strukturen übertragen. Dass die Phosphorylierung beispielsweise dafür sorgt, die elektrostati-
schen Wechselwirkungen zwischen positiv geladenem Protein und stark negativ geladener DNA
so zu regulieren, dass eine effizientere Translokation entlang der DNA ermöglicht wird, soll-
te auch auf kompliziertere DNA-Strukturen übertragbar sein, da dort ähnliche elektrostatische
Bedingungen vorliegen.
Ähnlich zu dem hier vorgestellten Mechanismus konnte in Hefezellen beobachtet werden,
dass die Aktivität von Rad51 während der Meiose durch eine von Mek1 (Meiosis-specific
serine/threonine-protein kinase) vermittelte Rad54-Phosphorylierung reduziert wurde [171].
Durch Reduzierung des durch Rad51 unterstützten Strang-Austauschs könnte dieser Mecha-
nismus entscheidend für die Regulierung der interchromosomalen Rekombination während
der Meiose sein. Als mögliche Ursache auf molekularer Ebene wurde die negative Ladung der
Phosphatgruppe diskutiert, die die Bindungsaffinität von Rad51 und Rad54 verringert [171].
Obwohl die in dieser Studie untersuchte phosphorylierte Aminosäure T132 in einer auch im
humanen Rad54-Protein konservierten Region liegt, ist eine Phosphorylierung dort nicht mög-
lich, da an dieser Position Lysin statt Theonin sitzt [171]. Weiterführende molekulardynamische
Simulationen des Rad51-Rad54-Komplexes könnten weitere Hinweise auf das durch die Phos-
phorylierung veränderte Bindungsverhalten zwischen Rad51 und Rad54 geben.
Über die Regulierung von Rad54 ist bekannt, dass dessen Phorphorylierung über die Kina-
seaktivität von Nek1 katalysiert werden kann [67]. Man beobachtet auch, dass die Expression
von Nek1 nach Induktion von DNA-Schäden hochreguliert wird [172, 173]. Es bleibt jedoch
unklar, welche regulierenden Faktoren auf dessen Expression und Kinaseaktivität dazu führen,
dass man während der S-Phase selbst bei Induktion von Schäden keine Rad54-Phosphorylierung
beobachtet. Auch die Rolle von Rad54B, einem Rad54 Paralog [174, 175] mit teilweise über-
lappenden Funktionen, bleibt ungeklärt. Dessen Einfluss könnte insbesondere beim Vergleich
zwischen In-vitro- und In-vivo-Experimenten mit Rad54-Mutanten nicht zu vernachlässigen
sein.
Zusammenfassend lässt sich festhalten, dass die Phosphorylierung eine entscheidende Rolle
für die Dissoziation des Rad51-Filaments von der DNA hat. Auf molekularer Ebene sorgt es
dafür, dass die Proteinstruktur stabiler ist und stellt durch die negative Ladung der Phosphat-
gruppe eine Balance zwischen Bindungsstärke und Mobilität für eine effiziente Translokation
an der DNA her. Die Rad54-Phosphorylierung bietet auch einen Mechanismus, durch den die
zeitliche Abfolge der homologen Rekombination reguliert werden könnte. Während der S-Phase
ist es eventuell für die Minimierung der Gesamtanzahl an replikationsbedingten Schäden vor-
teilhaft, die Auflösung entstandener Rad51-Foci nach Doppelstrangbrüchen bis in die G2-Phase
zu verzögern, um so negative Wechselwirkungen zwischen DNA-Replikation und Reparatur zu
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verhindern. Inwieweit eine solche synchrone DSB-Reparatur Daten zu γH2AX-Foci während
der S-Phase besser beschreiben kann als eine sofort einsetzende Reparatur, soll in Kapitel 6
betrachtet werden.
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5 DNA-Replikation als stochastischer Prozess
Als zweiter Schwerpunkt dieser Arbeit werden in diesem und dem folgenden Kapitel Unter-
suchungen zur DNA-Replikation vorgestellt. Die Replikation ist als essentieller Prozess der na-
türlichen Zellfunktion für sich genommen zwar nicht als zellulärer Stress zu bewerten. Aber
aufgrund der Größe des Genoms und der Komplexität der ineinander greifenden Mechanismen,
die für eine vollständige und möglichst fehlerarme Replikation der DNA notwendig sind, stellt
sie dennoch eine Belastungssituation für die Zelle dar. Selbst ohne äußere Einflüsse kann daher
das Auftreten von arretierten Replikationsgabeln und DNA-Schäden, insgesamt als replikativer
Stress bezeichnet, nicht vollständig vermieden werden. Beispiele für endogene Faktoren, die zu
replikativem Stress führen können, sind durch oxidativen Stress erzeugte Basenschäden, akti-
ve Transkriptionsprozesse, die Erschöpfung von limitierenden Faktoren und Verdichtungen des
Chromatins, die das Fortschreiten von Replikationsgabeln behindern können [176–178]. Be-
vor im nächsten Kapitel das Zusammenspiel von DNA-Replikation und Reparatur weiter unter-
sucht wird, soll sich dieses Kapitel zunächst darauf konzentrieren, welche der dem Replikations-
prozess zugrundeliegenden Mechanismen zur Erklärung der charakteristischen Beobachtungen
während der S-Phase ausschlaggebend sind.
Inwieweit der Replikationsprozess eher von deterministischen oder stochastischen Kompo-
nenten geprägt wird, ist weiterhin unklar [21,22]. Im Gegensatz zum Modell-Organismus Hefe,
für den die Replikation verhältnismäßig gut beschrieben und modelliert wurde, ist die Replikati-
on bei Vielzellern komplizierter organisiert [179–181]. So korreliert z. B. die Position gefeuerter
Origins nicht mit spezifischen DNA-Sequenzen [17, 18]. Die Positionen und Aktivierungszeiten
korrelieren jedoch mit verschiedenen Chromatineigenschaften [12,182–185].
In einem bestehenden Replikations-Modell von Shaw et al. [186] wurde mit Hilfe von gleich-
zeitig gefeuerten Clustern von Origins und einer zeitlich variierenden Geschwindigkeit der Re-
plikationsgabeln [187] die beobachtete Dynamik während der Replikation auf der Ebene von
Clustern beschrieben. Die Existenz solcher Cluster ist jedoch eine Annahme des Modells und
folgt nicht aus den elementaren zugrundeliegenden Prozessen. Ein umfassendes Modell der
DNA-Replikation sollte darüber hinaus auch in der Lage sein, neben der zeitlichen Replikations-
dynamik auch die experimentellen Beobachtungen der räumlichen Verteilung von Replikations-
Foci zu reproduzieren.
5.1 Minimales Replikations-Modell
Um zu untersuchen, welche Mechanismen für die Reproduktion der Charakteristika des Replika-
tionvorgangs, wie z. B. der Verteilung von gefeuerten Origins, erforderlich sind, wurde ein mini-
males stochastisches Modell der DNA-Replikation von Daniel Löb entwickelt [188]. Das Modell
verwendet eine eindimensionale Repräsentation der DNA. Eine Monte-Carlo-Simulation der 3D-
Chromatinstruktur hat jedoch eine räumliche Darstellung der Origin-Positionen ermöglicht, die
schließlich mit hochauflösenden experimentellen Aufnahmen verglichen werden konnten. Die-
ses Modell wurde als Grundlage für die hier vorgestellten Modifikationen verwendet, mit denen
das Modell neben Euchromatin und konstitutivem Heterochromatin um einen dritten Chroma-
tintyp, dem fakultativen Heterochromatin, erweitert wurde [189]. Für Informationen zur ge-
nauen Implementierung des Modells sei auf die oben zitierte Dissertation und die gemeinsame
Publikation verwiesen [188, 189]. Die in diesem Kapitel dargestellten experimentellen Daten,
mit denen das Modell verglichen wurde, stammen aus Experimenten, die von V. O. Chagin, M.
Reinhart und C. S. Casas-Delucchi durchgeführt und bereits veröffentlicht wurden [16, 189].
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Abbildung 5.1: Schematische Darstellung des induzierten Feuerns von Origins im Modell. Diese
Abbildung wurde von Daniel Löb erstellt [189].
Dieses Kapitel konzentriert sich vor allem auf die Modifikationen des Original-Modells und die
für das Verständnis notwendigen Mechanismen.
Die Initiierung der Replikationsgabeln wird im Modell durch zwei Mechanismen, das sponta-
ne und das induzierte Feuern, beschrieben. Dabei wurden potentielle Origins, an denen Replika-
tionsgabeln starten können, als zufällig auf der DNA verteilt angenommen, wobei der mittlere
Abstand ca. 10-20 kbp beträgt [11, 181]. Die spontane Feuerwahrscheinlichkeit eines Origins
hängt dabei von dem Chromatintyp ab, in dem er sich befindet, Die höchste spontane Feuerrate
wird für Euchromatin verwendet, gefolgt von facultativem Heterochromatin. Für konstitutives
Heterochromatin, das größtenteils erst in der späten S-Phase repliziert wird, wird kein sponta-
nes Feuern verwendet.
Neben dem spontanen Feuern, kann das Feuern eines Origins auch durch aktive Replikations-
gabeln in der Nähe induziert werden [190,191]. Abbildung 5.1 zeigt, wie das induzierte Feuern
im Modell umgesetzt wurde. Die Feuerwahrscheinlichkeit vor aktiven Replikationsgabeln wird
dabei über eine Gauß-Kurve berechnet, die bei 10 % abgeschnitten ist, um die Reichweite auf
einen endlichen Wert zu beschränken. Aufgrund der Korrelation zwischen der Größe von Re-
plicons und der von Chromatin-Schleifen [192], sowie der Distanz zwischen gefeuerten Orig-
ins [193,194] wurde angenommen, dass jeweils nur ein Origin pro Chromatin-Schleife aktiviert
wird, was im Modell durch eine Inhibitions-Distanz von 55 kbp beschrieben wird.
Die Größen, Positionen und Typen der Chromatin-Zonen wurden aus bekannten Daten
zur Giemsa-Färbung [195] des UCSC Genome Browser Projects [196] übernommen, wobei
Chromatin-Zonen ohne Färbung als Euchromatin, solche mit leichter Färbung als fakultatives
Heterochromatin und solche mit starker Einfärbung als konstitutives Heterochromatin interpre-
tiert wurden. Eine Ausnahme wurde für die inaktive Kopie des X-Chromosomes gemacht, das als
100 % fakultatives Heterochromatin simuliert wurde, um experimentellen Beobachtungen über
die Replikationsdynamik dieses Chromosoms gerecht zu werden [197]. Da das Modell HeLa-
Zellen repräsentieren soll, wurden entsprechend experimenteller Zählungen zusätzliche Kopien
von Chromosomen berücksichtigt [198], die jedoch als exakte Kopie der jeweiligen „normalen“
Chromosomen beschrieben wurden.
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5.2 Langsamere Replikation während früher S-phase
Experimentelle Daten aus DNA-Durchflusszytometrie und zur Anzahl der Replicons zu unter-
schiedlichen Zeiten während der S-Phase [16] lassen darauf schließen, dass die Gesamtrate,
mit der die DNA repliziert wird, mit Ausnahme der frühen S-Phase fast konstant ist (Abbil-
dung 5.2A) [16,182]. Um Hinweise auf die Replikationsrate während der Sub-Phasen zu erhal-
ten, wurden die Zellen nach typischen Mustern im PCNA-Signal sortiert. Wie an dem Beispiel in
Abbildung 5.5A zu sehen ist, zeigen Zellen in der frühen S-Phase typischerweise eine homoge-
ne Verteilung von Replikations-Foci, in der mittleren S-Phase vermehrt Cluster am Nukleusrand
sowie um die Nucleoli und in der späten S-Phase kleinere, sehr dichte Cluster. Ein Vergleich
von der replizierten DNA-Menge zur Dauer der jeweiligen Sub-Phasen (Abbildung 5.2B und C)
ergibt, dass die Gesamtrate der Replikation in der frühen S-Phase um etwa einen Faktor zwei
vermindert ist. Dies wird auch durch Messungen der Nukleotid-Inkorporation bestätigt. Denn
wie die Abbildungen 5.2D und E zeigen, ist das Fluoreszenzsignal des Thymidin-Analogons EdU
und damit die Nukleotid-Inkorporation in Zellen während der frühen S-Phase deutlich verrin-
gert. Da die EdU-Behandlung für alle Zellen die gleiche Dauer hatte (15 Minuten), deutet dies
auf eine niedrigere Geschwindigkeit der Replikationsgabeln während der frühen S-Phase hin.
Die Ursache könnte sowohl in der Verfügbarkeit freier Nukleotide als auch in einer möglichen
Behinderung der Replikation durch noch aktive Transkriptionsprozesse liegen [199,200]. Daher
wird die Geschwindigkeit der Replikationsgabeln in dem hier vorgestellten Modell während der
frühen S-Phase als linear steigend simuliert, wobei sie nach 2.8 Stunden ihren Maximalwert von
v = 28 bp/s erreicht, den sie für die restliche Dauer der S-Phase beibehält. Dieser Wert beruht
auf direkten Messungen an HeLa-Zellen [16].
Es ist darüber hinaus davon auszugehen, dass die Anzahl an aktiven Replikationsgabeln durch
die Verfügbarkeit der Komponenten zur Bildung der benötigten Proteinkomplexe limitiert ist.
Daher wird für das Modell eine maximale Anzahl von Lmax = 12 000 aktiven Replikationsga-
beln als ratenlimitierender Faktor verwendet, was auf der experimentell ermittelten Anzahl von
Replicons beruht [16].
Für den limitierenden Faktor wird angenommen, dass er entsprechend der Anzahl an gezähl-
ten Replikations-Foci (Abbildung 5.3A) zu Beginn der S-Phase ansteigt und erst nach etwa einer
Stunde seinen Maximalwert erreicht. Darüber hinaus wird davon ausgegangen, dass sich der li-
mitierende Faktor so schnell innerhalb des Nukleus bewegen kann [201,202], dass seine räum-
liche Verteilung nicht berücksichtigt werden muss. Somit können die beim Aufeinandertreffen
zweier Replikationsgabeln frei werdenden Faktoren sofort für die Aktivierung eines neuen Orig-
ins, unabhängig von seiner Entfernung verwendet werden. Der Zeitverlauf des limitierenden
Faktors wurde über einen monoexponentiellen Fit an die Anzahl gezählter Replikations-Foci
ermittelt:
L(t) = Lmax
 
1− e−t/τ , (5.1)
wobei der beste Fit einen Zeitparameter von τ= 15 min ergab.
Der Anstieg des limitierenden Faktors sowie die steigende Geschwindigkeit der Replikati-
onsgabeln führen dazu, dass ähnlich wie im Experiment nur ca 15 % der DNA während der
ersten 2.8 Stunden repliziert werden. Auch die Gesamtdauer der S-Phase von 10.3 Stunden ist
konsistent mit der experimentell ermittelten Dauer [16] (Abbildung 5.2C).
5.3 Kombination beider Aktivierungsmechanismen
Um zu testen, inwieweit die zugrundeliegenden Mechanismen des spontanen und induzier-
ten Feuerns notwendig sind, um die experimentellen Beobachtungen zu erklären, wurden die
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Abbildung 5.2: A: DNA-Gehalt während der Zellzyklus-Phasen. Die Zellen sind nach DNA-Gehalt
sortiert (DAPI-Signal), der auf der x-Achse in willkürlichen Einheiten aufgetragen
ist. Dass die Verteilung während der S-Phase näherungsweise konstant bleibt,
weist auf eine konstante Replikationsrate hin. B: DNA-Gehalt in einem Ensemble
von 840 HeLa-Kyoto-Zellen in Abhängigkeit ihrer Zellzyklus-Position, die über ty-
pische Muster im PCNA-Signal ermittelt wurde. C: Dauer der drei S-Subphasen
mit Standardabweichung. D: mCherry-PCNA exprimierende HeLa-Kyoto-Zellen
wurden für 15 Minuten mit einem Thymidin-Analogon (EdU) behandelt. Wäh-
rend das PCNA-Level nur wenig zwischen Zellen variiert, ist das EdU-Signal und
damit die Nukleotid-Inkorporation während der frühen S-Phase deutlich verrin-
gert. Von links nach rechts sind das EdU-Signal, das PCNA-Signal, die Überlage-
rung beider Signale (rot: EdU, grün: PCNA) und das Verhältnis beider Signale als
Farbgradient dargestellt. Der Skalierungsbalken entspricht 10µm. E: Linienprofil
der EdU- (rot) und PCNA- (grün) Signale in sechs Zellen unterschiedlicher Sub-
phasen. F: Anzahl und Größe der simulierten Replikations-Cluster über der Zeit
aufgetragen. Die gesamte Abbildung wurde entnommen aus Löb et al. [189].
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entsprechenden Simulationsparameter variiert. Die beiden Extremfälle, in denen jeweils aus-
schließlich spontan oder induziert gefeuert wird, sind in Abbildung 5.3C und D als gestrichelte
bzw. punktierte Linien dargestellt. Die Ergebnisse sind jeweils Mittelwerte aus hundert Simu-
lationsdurchläufen. Aus Abbildung 5.3D wird deutlich, dass es im Fall ausschließlich spontan
gefeuerter Origins eine relativ klare Abgrenzung der S-Subphasen gibt, in denen jeweils der
Großteil aller aktiven Replikationsgabeln innerhalb eines Chromatintyps zu finden ist. Ande-
rerseits führt das rein spontane Feuern jedoch dazu, dass die Abstände zwischen aktivierten
Origins deutlich größer werden und nicht mehr gut mit der experimentell ermittelten Vertei-
lung übereinstimmen (Abbildung 5.3B).
Im entgegengesetzten Extremfall, bei dem das Modell ausschließlich induziertes Feuern ver-
wendet, wurde zu Beginn der S-Phase in jeder Euchromatin-Zone ein Origin aktiviert, da die
Replikation sonst nicht starten würde. Das induzierte Feuern führt zu Abständen zwischen ak-
tivierten Origins, deren Verteilung deutlich näher an der experimentellen Verteilung liegt (Ab-
bildung 5.3B). In diesem Fall ist jedoch das typische Muster während der mittleren S-Phase, bei
dem die meisten Replikationsgabeln im fakultativen Heterochromatin aktiv sind, kaum erkenn-
bar (Abbildung 5.3D). Also führt erst die Kombination beider Mechanismen zu einer Erklärung
der experimentellen Beobachtungen.
Im kombinierten Modell werden etwa 20 % der Origins spontan gefeuert, von denen wie-
derum 92 % in Euchromatin-Zonen liegen. Die Gesamtanzahl an aktivierten Origins liegt im
Modell bei ca. 44 000, was sich innerhalb des experimentell ermittelten Bereiches von 30 000
bis 50 000 befindet [16,203,204].
Vergleicht man den mittleren Abstand der gefeuerten Origins von Modell und Experiment,
muss berücksichtigt werden, dass der Wert von 188 kbp im Experiment durch eine Untermenge
von 50 Distanzen gemessen wurde. In den Simulationen ist die mittlere Entfernung im Euchro-
matin wegen der höheren spontanen Feuerrate deutlich größer als im Heterochromatin, sodass
der Mittelwert einer Untermenge von 50 Abständen, je nachdem, welcher Chromatintyp inner-
halb dieser Untermenge häufiger vertreten ist, in einem Bereich von 160 bis 300 kbp liegt.
5.4 Entstehung von eindimensionalen Clustern
Durch das induzierte Feuern von Origins vor bereits aktiven Replikationsgabeln entstehen Clus-
ter auf dem eindimensionalen DNA-Strang. Je größer ein Cluster ist, desto größer ist die Wahr-
scheinlichkeit, dass zukünftige Origin-Aktivierungen wieder in diesem Cluster stattfinden. Zwei
Replikationsgabeln werden zum gleichen Cluster gezählt, wenn sie weniger als 1 Mbp voneinan-
der entfernt sind, was konsistent mit der Distanz ist, über die induziert gefeuert werden kann,
und mit der typischen Größe von Chromatin-Domänen [207,208].
Sobald größere zusammenhängende Abschnitte innerhalb eines Clusters repliziert sind, wird
dieses somit als zwei in entgegengesetzte Richtung laufende Cluster gezählt. Die Anzahl und die
Größe der Cluster während der S-Phase ist für das Modell mit kombinierten Feuermechanismen
in Abbildung 5.2F dargestellt. Wegen der zufälligen Positionen der spontan gefeuerten Origins
über weite Distanzen im Euchromatin nimmt die Anzahl an Clustern zu Beginn der S-Phase
zunächst stark zu. Der lineare Anstieg der Geschwindigkeit der Replikationsgabeln während
der ersten 2.8 Stunden erhöht die Wahrscheinlichkeit, dass sich zwei Cluster zusammenschlie-
ßen, und verringert somit die Anzahl an Clustern leicht. Während der mittleren S-Phase steigt
die Anzahl wieder, da sich einerseits die anfänglichen großen Cluster teilen und andererseits
zunehmend neue Bereiche von den Replikationsgabeln „erschlossen“ werden. Denn die Repli-
kation der großen zusammenhängenden Zonen konstitutiven Heterochromatins kann aufgrund
fehlender spontaner Aktivierung ausschließlich über induziertes Feuern aus Nachbarzonen in-
itiiert werden, sodass sie deutlich später abläuft (Abbildung 5.3D).
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Tabelle 5.1: Modell-Parameter. Mit Ausnahme von σ, di and pi , wurden die experimentellen
Werte a priori in das Modell eingesetzt.
Parameter Wert Zugrundeliegende experimentelle Da-
ten
Gesamtlänge der DNA l ≈ 10 Gbp Direkt gemessen von Chagin et al. [16]
Anzahl an Eu-, fakultativen
und konstitutiven
Heterochromatin-Zonen
Neu=1,380
Nfac=702
Ncon=627
Über Giemsa-Färbung ermittelt [196]
Anzahl an potentiellen Orig-
ins
N0 = 500000 Abstand zwischen MCM Komplexen [11,
181], Origin-Dichte in Mauszellen [204]
Limitierender Faktor Lmax = 12000 Doppelt so große wie die Anzahl an Rep-
licons [16], konsistent mit der Geschwin-
digkeit von Replikationsgabeln und der
Dauer der S-Phase
Zeitkonstante für Anstieg des
limitierenden Faktors
τ= 15 min Ermittelt über die Zählung von
Replikations-Foci (Abbildung 5.3A)
Maximale Geschwindigkeit
der Replikationsgabeln
v = 28 bp/s Direkt gemessen von Chagin et al. [16],
konsistent mit limitierendem Faktor und
der Dauer der S-Phase
Distanzparameter für indu-
ziertes Feuern
σ = 240 kbp Abstand zwischen aktivierten Origins
(Abbildung 5.3B)
Inhibitions-Distanz für indu-
ziertes Feuern
di = 55 kbp Abstand zwischen aktivierten Origins
(Abbildung 5.3B), konsistent mit der Grö-
ße von Chromatin-Schleifen [205,206]
Spontane
Feuerwahrscheinlichkeit
peu=0.8
pfac=0.05
phet=0.0
Bestimmt über die Sichtbarkeit eines
deutlichen Musters während der mittle-
ren S-Phase.
Die Anzahl an Replikationsgabeln pro Cluster lässt sich über das Verhältnis von Gesamtanzahl
(12 000) und Anzahl an Clustern ermitteln. Man erhält somit ca. 5-7 Replikationsgabeln pro
Cluster, was mit experimentellen Daten vereinbar ist [16,209]. Die Ausdehnung der Cluster auf
der DNA kann aus Experimenten mit ca. 1 Mbp abgeschätzt werden [209], was vergleichbar
mit der simulierten Clustergröße während der mittleren S-Phase ist (Abbildung 5.2F). In den
Simulationen zeigt sich jedoch eine deutliche zeitliche Variation, die während der frühen und
mittleren S-Phase durch das oben beschriebene Zusammenschließen und die Trennung von
Clustern erklärt werden kann. In der späten S-Phase nimmt die mittlere Ausdehnung der Cluster
deutlich zu, weil die verfügbaren Replikationsgabeln auf immer weniger aktive Cluster verteilt
sind.
Da der limitierende Faktor Lmax = 12000 und die Geschwindigkeit der Replikationsgabeln
v = 28 bp/s mit Ausnahme der ersten 2.8 Stunden konstant sind, lässt sich die Geschwindigkeit
der Clusterfront aus den genannten Größen und der Anzahl an Clustern berechnen:
vw =
v · Lmax
2Nc
, (5.2)
wobei Nc die Anzahl an Clustern darstellt. Der Faktor zwei berücksichtigt, dass ein Cluster in der
Regel zwei Fronten hat. Nach den ersten 2.8 Stunden ist die mittlere Geschwindigkeit der Clus-
terfronten etwa 100 bp/s, was gut mit der Steigung aus Messungen von Replikationszeitpunk-
ten innerhalb der Chromosomen vereinbar ist [182, 210]. Über eindimensionale Cluster von
induzierten Replikationsgabeln kann das Modell somit die deutlich höhere Geschwindigkeit der
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Replikations-Front im Vergleich zur Geschwindigkeit von individuellen Replikationsgabeln [16]
erklären.
5.5 Vergleich zu experimentellen Replikationszeitpunkt-Messungen
Mit Hilfe des Modells lassen sich die Zeitpunkte, an denen einzelne DNA-Abschnitte repliziert
wurden, analysieren. Da jede Simulation aufgrund der stochastischen Aktivierungsmechanis-
men individuelle Ergebnisse liefert, wurde der Mittelwert von hundert Simulationsdurchläufen
gebildet und mit experimentellen Daten zu Replikationszeitpunkten innerhalb der Chromoso-
men verglichen [182]. In Abbildung 5.3E sind die Daten aus Simulation und Experiment für
Chromosom 6 aufgetragen, wobei der experimentelle Zeitpunkt jeweils dem Mittelwert über
vier Experimente entspricht [182]. Der Hintergrund stellt die Giemsa-Färbung [195, 196] dar,
wobei weiße Flächen als Euchromatin, graue als fakultatives Heterochromatin und schwarze als
konstitutives Heterochromatin interpretiert wurden. Sowohl die modellierte als auch die experi-
mentelle Kurve zeigen Maxima in Euchromatin-Zonen, was einer frühen Replikation entspricht.
Die Maxima sind im Experiment selbst in sehr kleinen Zonen sichtbar, was die im Modell ver-
wendete hohe spontane Feuerwahrscheinlichkeit in Euchromatin-Zonen rechtfertigt. Dass die
simulierte Kurve weniger ausgeprägte Maxima aufweist, liegt an der Mittelung von hundert Si-
mulationen, durch die die Maxima einzelner Simulationen, die am Zeitpunkt t = 0 beginnen,
nicht sichtbar sind. Der lineare Korrelationskoeffizient zwischen den Zeitpunkten aus Simula-
tion und Experiment beträgt 0.47, wobei eine höhere Korrelation aufgrund der stochastischen
Aktivierungsmechanismen bei der geringen Anzahl an Experimenten, über die gemittelt wurde,
auch nicht zu erwarten ist. Das Modell zeigt außerdem, dass es größere zusammenhängende
Gruppen von Chromatin-Zonen gibt, die deutlich früher bzw. später repliziert werden, was auch
in den experimentellen Daten zu sehen ist (z. B. Abbildung 5.3E, zwischen 25 Mbp und 45 Mbp).
Eine vollständige Darstellung der Replikationszeitpunkte aller Chromosomen ist im Anhang der
gemeinsamen Publikation zu finden [189].
Eine genauere Übereinstimmung mit experimentellen Replikationszeitpunkt-Messungen hö-
herer Auflösung konnte von Gindin et al. [211] durch die Berücksichtigung von DNase-
hypersensitiven Stellen erreicht werden, wodurch jedoch die Menge an Informationen, die in
das Modell einfließen, deutlich erhöht wird.
5.6 Entstehung von dreidimensionalen Replikations-Foci
Je nach Zeitpunkt innerhalb der S-Phase lassen sich experimentell charakteristische dreidimen-
sionale Verteilungen von Replikations-Foci beobachten [212–214]. Um zu untersuchen, inwie-
weit diese Verteilungen über das hier vorgestellte Modell erklärt werden können, wurde die
Replikations-Simulation eines eindimensionalen DNA-Strangs auf ein dreidimensionales Mo-
dell der Chromatin-Verteilung innerhalb des Nukleus projiziert. Dazu wurde ein Random-Loop-
Modell für Polymere nach Bohn et al. [215] modifiziert, das bereits erfolgreich zur Beschreibung
der Chromatin-Faltung in menschlichen Zellen verwendet wurde [216].
Es wurde dabei angenommen, dass die Packungsdichte vom jeweiligen Chromatintyp abhän-
gig ist [183, 217, 218], was im Modell durch unterschiedliche Federkonstanten zwischen den
simulierten Monomeren umgesetzt wurde. Das Modell wurde zusätzlich erweitert, um die expe-
rimentell beobachtete Häufung von fakultativem Heterochromatin am Nukleusrand und in der
Nähe der Nucleoli zu berücksichtigen. Die Simulationsgeometrie enthielt daher zwei Nucleoli,
in die die Polymerkette nicht eindringen kann. Fakultatives Heterochromatin erfährt dabei ein
anziehendes Pseudo-Gravitationspotential, das von den Nucleoli und dem Rand des Nukleus
ausgeht. Um eine Überlappung der chromosomalen Bereiche zu vermeiden, wurde außerdem
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Abbildung 5.3: A: Anzahl gezählter Replikations-Foci und monoexponentieller Fit für den limitie-
renden Faktor [189]. B: Verteilung der Abstände zwischen gefeuerten Origins für
HeLa-Zellen im Vergleich mit dem Mittelwert von hundert Simulationen [189].
Die punktierte Linie zeigt die Simulationsergebnisse bei ausschließlich induzier-
tem Feuern, die gestrichelte Linie bei ausschließlich spontanem Feuern und die
durchgezogene bei einer Kombination von beiden. C: Anteil an replizierter DNA
über die Zeit. Neben dem Gesamtanteil ist auch der Anteil innerhalb eines Chro-
matintypes dargestellt. D: Anzahl an aktiven Replikationsgabeln innerhalb der
drei Chromatintypen. E: Vergleich zwischen simulierten und gemessenen Repli-
kationszeitpunkten für das Chromosom 6 [182]. Die Giemsa-Färbung ist durch
die Hintergrundfarbe dargestellt. Das Centromer entspricht der gestreiften Flä-
che. Die gesamte Abbildung wurde entnommen aus Löb et al. [189].
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A B
Abbildung 5.4: Darstellung des dreidimensionalen DNA-Modells. A: Jedes Chromosom in einer
anderen Farbe. B: Farbe dem Chromatintyp entsprechend: Euchromatin (blau),
fakultatives Heterochromatin (grün), konstitutives Heterochromatin (rot).
eine kleine repulsive Kraft verwendet. Abbildung 5.4 zeigt eine Darstellung des dreidimensio-
nalen DNA-Modells innerhalb des Nukleus. Euchromatin (blau) ist homogen über den Nukleus
verteilt und fakultatives Heterochromatin (grün) vermehrt am Rand und um die Nucleoli zu
finden. Konstitutives Heterochromatin (rot) bildet dagegen dichtere Strukturen in den Zwi-
schenbereichen.
Für den Vergleich mit experimentellen Zellaufnahmen während der Replikationsphase wur-
den aus den auf die dreidimensionale Struktur projizierten Positionen der Replikationsgabeln
In-silico-Bilder berechnet (Abbildung 5.5). Um die experimentell beschränkte Auflösung zu be-
rücksichtigen, wurde jede Replikationsgabel als eine dreidimensionale Gauß-Verteilung darge-
stellt, deren Standardabweichungen den experimentellen Voxel-Kantenlängen von 40 nm in x-
und y-Richtung und 125 nm in z-Richtung entsprechen. Die Voxel-Kantenlängen sind dabei je-
weils etwa halb so groß wie die kleinste optisch noch auflösbare Strukturgröße.
In den Simulationen befinden sich die meisten Replikationsgabeln während der frühen S-
Phase in Euchromatin-Zonen, was aufgrund der geringen Packungsdichte zu einer homogenen
Verteilung von Replikations-Foci innerhalb des Nukleus führt, die auch in den experimentellen
Aufnahmen zu beobachten ist (Abbildung 5.5). Auch die Clusterbildung am Rand des Nukleus
und der Nucleoli wird durch das Modell reproduziert. Das typische Muster der mittleren S-
Phase entsteht durch eine Überlagerung der Verteilung von fakultativem und konstitutivem
Heterochromatin, da Replikationsgabeln zu diesem Zeitpunkt hauptsächlich im fakultativen
Heterochromatin aktiv sind, es aber auch langsam zu einer ansteigenden Anzahl an Repli-
kationsgabeln im konstitutiven Heterochromatin kommt. Das inaktive X-Chromosom wird in
einer relativ kurzen Zeitspanne während der mittleren S-Phase repliziert, was mit experimen-
tellen Beobachtungen übereinstimmt [183]. Die Replikationsgabeln sind in den Simulationen
während der späten S-Phase hauptsächlich im konstitutiven Heterochromatin aktiv, das durch
die höhere Federkonstante im Random-Loop-Modell dichtere Strukturen bildet. Dadurch erge-
ben sich ähnlich zu den experimentellen Aufnahmen kompaktere Cluster von Replikations-Foci
in den In-silico-Bildern.
Ein Webserver steht unter http://sim.bio.tu-darmstadt.de zur Verfügung, mit dem Simula-
tionen mit unterschiedlichen Parameterkonfigurationen gestartet werden können. Ergebnis-
Diagramme sowie In-silico-Bilder werden anschließend automatisch erzeugt. Darüber hinaus
wurden Videos der Bewegung der Replikationsgabeln innerhalb des Nukleus sowie auf einzel-
nen Chromosomen erstellt, die online verfügbar sind.
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Abbildung 5.5: Vergleich zwischen experimenteller und simulierter Verteilung von Replikations-
Foci. A: Experimentelle Aufnahmen für die mittlere z-Ebene und die Maximum-
Intensität-Projektion von Zellen mit GFP-markiertem PCNA [16]. Der Skalierungs-
balken entspricht 5µm. B: Hier sind die entsprechenden Verteilungen von Re-
plikationsgabeln dargestellt, die sich aus der Projektion der eindimensionalen
Replikations-Simulation auf die dreidimensionale DNA-Struktur ergeben. Die Po-
sitionen der Replikationsgabeln wurden analog zur experimentellen Prozedur
über ein Zeitintervall von 15 Minuten akkumuliert. In der untersten Zeile wurden
die Positionen der Replikationsgabeln farblich entsprechend dem Chromatintyp
markiert, in dem sie sich befinden (blau: Euchromatin, grün: fakultatives Hetero-
chromatin, rot: konstitutives Heterochromatin). Die gesamte Abbildung wurde
entnommen aus Löb et al. [189].
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5.7 Diskussion
Mit den hier vorgestellten Modifikationen des Originalmodells [188] konnte ein minimales Re-
plikationsmodell erstellt werden, das in der Lage ist, die experimentell beobachteten zeitlichen
und räumlichen Eigenschaften der Replikationsdynamik in menschlichen Zellen mit einer ge-
ringen Anzahl an freien Parametern zu reproduzieren. Das Modell geht von drei grundlegenden
Annahmen aus: einer Kombination von spontanen und induzierten Aktivierungsmechanismen,
einer aus experimentellen Daten bestimmten Verteilung von Chromatin-Zonen [196] und einer
Chromatin-Faltung gemäß eines Random-Loop-Modells [215,216]. Die Inhibitions-Distanz von
55 kbp, innerhalb derer Origins nicht induziert gefeuert werden können, wurde so gewählt,
dass die Verteilung von Abständen zwischen aktivierten Origins (Abbildung 5.3B) möglichst gut
mit der experimentellen Verteilung übereinstimmt. Die Größenordnung entspricht auch der ty-
pischen Größe von Chromatin-Domänen [205,206]. Es ist demnach anzunehmen, dass nur ein
Origin pro Chromatin-Schleife aktiviert wird, was eventuell auf topologische Einschränkungen
durch die Chromatin-Schleifen zurückzuführen ist.
Die exakten Replikationszeitpunkte einzelner DNA-Abschnitte variieren zwischen individu-
ellen Simulationen, was mit der experimentellen Beobachtung übereinstimmt, dass die Repli-
kationszeitpunkte sich auch zwischen individuellen Zellen unterscheiden [204, 219]. Der hier
vorgestellte Mechanismus des induzierten Feuerns ist ähnlich zum Aktivierungsmechanismus
im flexible replicon Modell von Cayrou et al. [204], in dem aktivierte Origins benachbarte Orig-
ins sowohl aktivieren als auch inhibieren können. Im Gegensatz zu diesem Modell ist das hier
vorgestellte Modell jedoch nicht auf eine vorherige Definition von Origin-Clustern angewiesen.
Die Cluster entstehen vielmehr durch einen vom zugrundeliegenden Aktivierungsmechanismus
hervorgerufenen dominoähnlichen Effekt.
Die eindimensionalen Cluster von Replikations-Foci lassen sich nicht direkt mit mikroskopi-
schen Zellaufnahmen vergleichen. Denn die dreidimensionale Chromatin-Struktur in Schleifen
kann dazu führen, dass Replikationsgabeln, die auf dem eindimensionalen DNA-Strang weit
voneinander entfernt sind, im dreidimensionalen eine deutlich kleinere Distanz haben. Daher
wurden die Positionen der Replikationsgabeln auf eine dreidimensionale DNA-Struktur nach
einem Random-Loop-Modell projiziert [215, 216]. Die so erzeugten In-silico-Zellbilder (Abbil-
dung 5.5) zeigen qualitativ sehr ähnliche Muster wie experimentelle Aufnahmen [16]: eine
homogene Verteilung während der frühen S-Phase, ein charakteristisches Muster mit vielen
Replikationsgabeln am Rand des Nukleus und der Nucleoli während der mittleren S-Phase und
eine intensivere Clusterbildung von Replikationsgabeln in spät replizierenden DNA-Abschnitten.
Die Entstehung dieser Muster kann demnach allein aus einer Kombination von eindimensiona-
len Mechanismen und der dreidimensionalen Chromatin-Struktur erklärt werden, ohne drei-
dimensionale Prozesse, wie die Diffusion der für den Replikationsprozess benötigten Proteine,
berücksichtigen zu müssen.
Zusammenfassend bleibt festzuhalten, dass das hier vorgestellte Modell sowohl die zeitlichen
als auch räumlichen Charakteristika der Replikation in humanen Zellen aus einem Zusammen-
wirken elementarer Mechanismen mit einem minimalen Satz an freien Parametern erklären
kann.
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6 Homologe Rekombination als synchroner Prozess innerhalb des Zellzyklus
Wie Zellen reagieren, wenn der Replikationsprozess durch zusätzliche von außen induzier-
te DNA-Schäden gestört wird, soll in diesem Kapitel betrachtet werden. Da die Replikation
von mehreren Milliarden Basenpaaren ein hochkomplizierter Vorgang ist, kann sie auch oh-
ne zusätzliche Schadensinduktion zur Entstehung von ca. 10-20 DNA-Doppelstrangbrüchen
führen [220]. DNA-Doppelstrangbrüche können beispielsweise entstehen, wenn sich Repli-
kation und Transkription gegenseitig behindern [221] oder eine Replikationsgabel auf eine
ungewöhnliche Chromatin-Struktur oder DNA-gebundene Proteinkomplexe stößt [176, 178].
Darüber hinaus kann auch die Erschöpfung von limitierenden Faktoren durch zu viele gleich-
zeitig aktivierte Origins zu replikativem Stress führen, wenn z. B. nicht genug RPA-Proteine zum
Schutz von einzelsträngigen DNA-Abschnitten vorhanden sind [177].
Eine weitere Quelle für DNA-Doppelstrangbrüche sind Basenschäden. Diese werden außer-
halb der S-Phase sehr effizient durch die Basenexzisionsreparatur repariert. Während der Repa-
ratur eines Basenschadens entsteht jedoch nach Entfernung der beschädigten Base für ein kur-
zes Zeitfenster ein Einzelstrangbruch. Passiert eine Replikationsgabel zu diesem Zeitpunkt die
Schadensstelle, kann die Interaktion von Reparatur- und Replikationsmaschinerie einen Doppel-
strangbruch verursachen [220, 222]. Dieser Vorgang kann dazu genutzt werden, gezielt Dop-
pelstrangbrüche während der S-Phase zu induzieren, um das Zusammenspiel von Replikation
und DSB-Reparatur zu untersuchen. Dazu werden Zellen während oder kurz vor Beginn der
S-Phase z. B. mit Methylmethansulfonat (MMS) behandelt, das DNA-Methyladdukte erzeugt.
Diese werden durch die Basenexzisionsreparatur korrigiert und können wie oben beschrieben
zu Doppelstrangbrüchen führen [220,222,223].
Während der Replikation entstandene DNA-Doppelstrangbrüche werden hauptsächlich über
den Reparaturweg der homologen Rekombination repariert [220,222,224]. Es ist jedoch nicht
geklärt, ob während der S-Phase entstandene Doppelstrangbrüche jeweils eine direkte Repara-
turantwort der Zelle auslösen oder ob die Schäden für die restliche Dauer der S-Phase in einer
Vorstufe der homologen Rekombination bleiben, um anschließend in einem synchronen Prozess
gemeinsam repariert zu werden. Mit Hilfe des im Folgenden erläuterten Modells soll ermittelt
werden, welches der beiden Szenarien besser mit den experimentellen Daten vereinbar ist und
somit wahrscheinlicher zutrifft.
6.1 Theoretisches Modell
Um die Kinetik von γH2AX-Foci während der S-Phase zu simulieren, wurden die fundamenta-
len Reaktionsschritte des betrachteten Systems dem Massenwirkungsgesetz folgend in Raten-
gleichungen zusammengefasst, die anschließend numerisch integriert wurden. Es wurde dabei
angenommen, dass von MMS induzierte Basenschäden fehlerfrei repariert werden, sofern sie
in bereits replizierten DNA-Abschnitten auftreten. Basenschäden in nicht-replizierten Regionen
können jedoch, wie bereits erläutert, zu Doppelstrangbrüchen führen.
Die Gesamtanzahl an Basenschäden B innerhalb einer Zelle wurde in diesem Modell durch
eine einfache Reaktion von MMS und einem freien Nukleotid N beschrieben.
MMS+N
kMMS−−−→ B. (6.1)
Da weder die Anzahl an verfügbaren Nukleotiden noch die MMS-Konzentration limitierend
für die Reaktionsrate sind, können beide als konstant abgeschätzt werden, was zu einer linear
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ansteigenden Anzahl an Basenschäden mit einer effektiven Rate von keff = kMMSMMS0N0 führt.
B˙total(t) = keff, (6.2)
Nach der ersten simulierten Stunde, die äquivalent zu der Dauer der MMS-Behandlung ist,
wurde B˙total(t) gleich null gesetzt. Da die MMS-Konzentration kein limitierender Faktor für die
Reaktionsrate ist, ist die Wahrscheinlichkeit eines Basenschadens pro Basenpaar zu jedem Zeit-
punkt gleich groß und nicht von der Gesamtmenge an DNA abhängig. Daher wurde davon aus-
gegangen, dass die Anzahl an Basenschäden Bind innerhalb nicht-replizierter DNA-Abschnitte
lediglich von der Länge der nicht-replizierten DNA zum Zeitpunkt t im Vergleich zum Start-
zeitpunkt der S-Phasen abhängt, jedoch nicht von dem Verhältnis zwischen replizierter und
nicht-replizierter DNA. Dieses hätte wegen der nicht-konstanten Gesamt-DNA-Menge eine zu-
sätzliche Zeitabhängigkeit. Da die Replikationsrate über den größten Bereich der S-Phase annä-
hernd konstant ist [189], wurde eine einfache lineare Abschätzung verwendet.
B˙ind(t) = B˙total(t) · Tr − tTs = keff ·
Tr − t
Ts
, (6.3)
wobei mit Ts die Dauer der S-Phase und mit Tr die Restdauer der S-Phase bezeichnet wird.
Da die individuellen Zellen jeweils an einem anderen Zeitpunkt innerhalb der S-Phase sein
können, wurde das Differenzialgleichungssystem für eine bestimmte Verteilung von Tr gelöst.
Als Verteilungsfunktion wurde eine am Rand abgeschnittene Gauß-Funktion verwendet, deren
Mittelwert und Standard-Abweichung vom Experimenttyp abhängt, da sich die Unsicherheit des
Zeitpunktes innerhalb der S-Phase je nach experimenteller Prozedur unterscheidet.
Unter Verwendung eines exponentiellen Reparturprozesses folgt für die Dynamik von Basen-
schäden innerhalb nicht-replizierter DNA-Abschnitte
B˙(t) = B˙ind(t)− B
τB
− B
Tr − t . (6.4)
Hierbei ist τB die Zeitkonstante für die Reparatur der Basenschäden. Der letzte Term entspricht
der Rate, mit der Basenschäden von Replikationsgabeln passiert werden. Die Wahrscheinlich-
keit dafür, dass eine Replikationsgabel auf einen Basenschaden trifft, ist gleich der Anzahl von
Basenschäden in nicht-replizierten DNA-Abschnitten geteilt durch die restliche Dauer der S-
Phase. Für das Modell wurde angenommen, dass einfache Basenschäden ohne Komplikationen
von Replikationsgabeln „überfahren“ werden können. Da während der Basenexzisionsreparatur
jedoch wie oben beschrieben kurzzeitig ein Einzelstrangbruch vorliegt, wurde der SSB-Zustand
als eine separate Spezies (S) modelliert, die folgender Differenzialgleichung genügt:
S˙(t) =
B
τB
− S
τS
− S
Tr − t , (6.5)
wobei τS die Reparaturkonstante für Einzelstrangbrüche beschreibt. Diese bezieht sich im MMS-
Modell ausschließlich auf die Dauer des kurzzeitigen SSB-Zustandes, nicht jedoch auf die
Reparatur anderer spontan induzierter SSB. Der letzte Term entspricht wiederum der Wahr-
scheinlichkeit, dass eine Replikationsgabel die Schadensstelle passiert und somit einen Dop-
pelstrangbruch erzeugt. Auch die DSB-Reparatur wurde als exponentieller Prozess mit einer
Zeitkonstante von τD approximiert. Zusätzlich wurde berücksichtigt, dass Doppelstrangbrüche
während der Replikationsphase auch durch endogene Faktoren mit einer Rate krep entstehen
können.
D˙(t) =
S
Tr − t −
Dr
τD
+ krep. (6.6)
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Für Simulationen des Modells mit synchroner Reparatur wurde der Term für die DSB-
Reparatur während der S-Phase gleich null gesetzt. Mit Dr wird die Anzahl an Doppelsträngen
bezeichnet, die zur Reparatur „freigegeben “ sind, was im folgenden Abschnitt näher erläutert
wird.
6.1.1 Diskret-kontinuierliches Modell durch Reparaturverzögerung
Die DSB-Reparatur wurde als einfacher exponentieller Prozess simuliert, da eine genaue Be-
schreibung des vielschichtigen Reparaturprozesses für die Hauptaussage des Modells nicht
notwendig ist und eine solche den freien Parameterraum deutlich vergrößern würde. Zur Be-
stimmung der Reparaturkonstante wurde ein minimales Modell an experimentelle Daten für
die Reparatur von Doppelstrangbrüchen während der G2-Phase gefittet. Das minimale Modell
umfasst ausschließlich die Rad51-Bindung an die DNA und die anschließende Reparatur.
DNA-γH2AX
krec−−→ DNA-γH2AX-Rad51 krep−−→ DNA, (6.7)
wobei krec die Rekrutierungsrate von Rad51 und krep die Reparaturrate bezeichnet. Da die Phos-
phorylierung von γH2AX auf einer Zeitskala von wenigen Minuten geschieht [28], wurde hier
vereinfacht angenommen, dass alle Doppelstrangbrüche direkt als γH2AX-Foci sichtbar sind.
Wie Abbildung 6.1A zeigt, würde die Vereinfachung einer rein exponentiellen Abschätzung mit
einer kontinuierlichen Beschreibung der Foci-Anzahl jedoch dazu führen, dass sich Rad51-Foci
schon zum Startzeitpunkt mit einer gewissen Rate auflösen, sodass die Anzahl an beobachteten
γH2AX-Foci deutlich über der Anzahl an Rad51-Foci läge. Die maximale Anzahl an γH2AX-
Foci wurde in dem dargestellten Fit auf 25 beschränkt. Ohne Beschränkung läge sie für einen
optimalen Least-Squares-Fit noch deutlich höher.
Da die DSB-Reparatur eine Sequenz hintereinandergeschalteter Prozesse umfasst und expe-
rimentell eine gewisse „Mindestlebensdauer“ eines Fokus zu beobachten ist, wurde das Modell
um eine Reparaturverzögerung td erweitert. Sie wurde so implementiert, dass jeweils die Zei-
ten gespeichert werden, zu denen sich die im Modell kontinuierlich beschriebene DSB-Induktion
um einen vollständigen Fokus erhöht hat. Eine neue Spezies Dr wurde eingeführt, die die An-
zahl der Doppelstrangbrüche beschreibt, welche nach Ablauf der Verzögerung td zur Reparatur
freigegeben sind. Diese Anzahl Dr geht schließlich in die Differentialgleichung 6.6 für die Be-
schreibung der Anzahl an Doppelstrangbrüchen ein. Die Verzögerungskonstante td = 2.15 h
wurde aus dem Least-Squares-Fit des minimalen Modells an die experimentellen Daten ermit-
telt (Abbildung 6.1B), sodass sie keinen freien Parameter mehr darstellt. Durch die eingeführ-
te Zeitverzögerung der DSB-Reparatur, die auch im Hauptmodell der Reparatur während der
Replikation verwendet wird, entsprechen die hier vorgestellten Modelle nicht mehr einer rein
kontinuierlichen Beschreibung des Systems, sondern eine Kombination aus kontinuierlicher und
diskreter Beschreibung.
6.1.2 Modifikation des Modells zur Beschreibung einer CPT-Behandlung
Über einen zur MMS-Behandlung ähnlichen Mechanismus können Doppelstrangbrüche auch
durch eine Behandlung mit Camptothecin (CPT) während der DNA-Replikation induziert wer-
den. CPT inhibiert das Protein Topoisomerase I, dessen Aufgabe darin besteht, Scherungsstress
in supercoiled DNA zu vermindern. Um die Torsionskräfte innerhalb der DNA zu verringern, er-
zeugt die Topoisomerase I kurzzeitig einen Einzelstrangbruch, den sie nach einer Umdrehung
wieder verschließt [14]. CPT inhibiert die Aktivität der Topoisomerase I, indem es sowohl an
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Abbildung 6.1: Experimentelle Kinetik von Rad51-Foci (Fehlerbalken) nach Bestrahlung von
HeLa-Zellen mit 2 Gy im Vergleich zu einem minimalen Reparaturmodell (durch-
gezogene und gestrichelte Linien) ohne Verzögerung (A) und mit Verzögerung
von 2.15 h (B). Die Experimente wurden von J. Spies durchgeführt.
das Protein als auch an die DNA bindet [14, 225]. Entstandene Einzelstrangbrüche bleiben be-
stehen und müssen auf einem alternativen Weg repariert werden. Supercoiled DNA entsteht
vor allem durch Entspiralisierung von DNA-Abschnitten, in denen aktive Transkriptions- oder
Replikationsprozesse ablaufen, sodass CPT dazu genutzt werden kann, Einzelstrangbrüche ge-
zielt vor Replikationsgabeln zu erzeugen. Die Aktivität der Replikationsgabeln kann in diesem
Fall, analog zu dem Mechanismus nach MMS-Behandlung, zu einem Doppelstrangbruch füh-
ren [226]. Da CPT-induzierte Einzelstrangbrüche in der Regel direkt vor Replikationsgabeln
entstehen und die Anzahl der aktiven Replikationsgabeln während der S-Phase annähernd kon-
stant ist [189], wurde die CPT-Behandlung durch eine direkte DSB-Induktion mit konstanter
Rate kCPT modelliert. Bei der Untersuchung der DSB-Reparatur während der S-Phase ist diese
direkte DSB-Induktion ein Vorteil der CPT-Behandlung gegenüber einer MMS-Behandlung, da
dadurch ein weiterer Verzögerungsfaktor wegfällt, der die Inhomogenität der Schadensantwort
innerhalb der Zellpopulation vergrößert.
6.1.3 Modellvariationen
Für die Modellierung der experimentellen Szenarien sind verschiedene Variationen der Mo-
delle denkbar. Eine dieser Variationen ist ein konstanter Offset der DSB-Anzahl während der
simulierten Phase, der auf biologischer Ebene die Bedeutung eines Schwellenwertes hätte, un-
terhalb dessen Foci von der Zelle nicht repariert werden. Ein solches Schwellenwertverhalten
würde die relativ hohen und konstant bleibenden Foci der Kontrollexperimente besser beschrei-
ben, die sonst nur durch das Gleichgewicht zwischen einer sehr hohen replikationsbedingten
Induktionsrate und der Reparaturrate reproduziert werden könnten.
Eine weitere Variation ist die explizite Modellierung des Checkpoint-Verhaltens. Durch die
Tatsache, dass Zellen, die den G2/M-Checkpoint passieren und somit in die Mitose übergehen,
in den experimentellen Zählungen nicht mehr berücksichtigt werden können, ist die Foci-Anzahl
der späten Datenpunkte gegenüber der des idealen Modells leicht verändert. Der Schwellenwert
der Foci-Anzahl, bei dem die Zellen den G2/M-Checkpoint passieren, liegt bei ca. 20γH2AX-
Foci pro Zelle [9]. Dieses Verhalten kann im Modell berücksichtigt werden, indem der Anteil
an Zellen, der nach Ablauf der G2-Phase (ca. 4-5 Stunden) weniger als 20 Doppelstrangbrüche
aufweist, nicht in die Berechnung des Foci-Mittelwertes einfließt.
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Das Modell zur Beschreibung der DSB-Reparatur nach CPT-Behandlung wurde zusätzlich in
einer Variante getestet, in der die Einzelstrangbrüche als eigene Spezies modelliert wurden.
Die Motivation für diese Variation liegt darin, dass zusätzlich zu den direkt induzierten Dop-
pelstrangbrüchen auch Einzelstrangbrüche durch Inhibition von Topoisomerasen entstehen, die
nicht direkt vor einer Replikationsgabel aktiv waren. Für diese gilt wieder, dass sie nur zu einem
Doppelstrangbruch werden, wenn eine Replikationsgabel auf sie trifft, bevor der Einzelstrang-
bruch repariert werden konnte. Die Anzahl an induzierten Einzelstrangbrüchen folgt einer zu
Gleichung 6.3 (Induktion von Basenschäden im MMS-Modell) analogen Gleichung mit einer
maximalen Rate von kSSB.
Eine vierte Variation bezieht sich auf die Nebenbedingungen des Fit-Algorithmus. Es scheint
zunächst sinnvoll, dass in MMS- und CPT-Experimenten der gleichen Zelllinie auch die glei-
che Reparaturkonstante für Doppelstrangbrüche verwendet wird. Da MMS Doppelstrangbrüche
jedoch indirekt über Millionen von Basenschäden erzeugt [227], ist es denkbar, dass dadurch
vermehrt komplexe Schäden entstehen, deren Reparatur langsamer ist. Aus diesem Grund wird
sowohl mit gemeinsamer als auch mit unterschiedlicher Reparaturkonstante gefittet.
Alle genannten Variationen lassen sich zwar biologisch motivieren, haben aber in Bezug auf
die Unterscheidbarkeit beider relevanten Modellklassen (synchrone oder asynchrone Repara-
tur) den Nachteil, dass sie durch zusätzliche Parameter die Anzahl an Freiheitsgraden im Pa-
rameterraum erhöhen. Aus diesem Grund lässt sich im Vorhinein nicht eindeutig entscheiden,
welche Modellvariation für den Vergleich zwischen einem Modell mit synchroner und einem
mit asynchroner Reparatur am besten geeignet ist. Daher umfasst die Analyse alle genannten
Modellvarianten. Für alle Variationen wurden jeweils Parameterkonfigurationen gesucht, mit
denen das entsprechende Modell die experimentellen Daten möglichst gut beschreibt. Um zu
vermeiden, dass die Lösung einem lokalen Minimum entspricht, wurden die Fit-Algorithmen
von verschiedenen Anfangskonfigurationen gestartet, wobei jeweils abwechselnd der Nelder-
Mead-Algorithmus [145] und die Covariance Matrix Adaptation Evolution Strategy [146] mehr-
fach hintereinander ausgeführt wurden.
Als Vergleichsgröße zwischen Fit-Durchläufen für Experimente, die teilweise eine unter-
schiedliche Anzahl an Datenpunkten n aufweisen, wurde die Wurzel der mittleren quadrati-
schen Abweichung zwischen experimentellen (xexp) Werten und der theoretischen Kurve (x theo)
verwendet:
d =
√√√∑n(xexp − x theo)2
n
(6.8)
Der Fit-Algorithmus wurde außerdem durch folgende Nebenbedingungen eingeschränkt:
• Die Rate der spontan während der S-Phase entstehenden Doppelstrangbrüche krep wurde
auf einen Bereich von 0.5 bis 2 h−1 beschränkt, damit die Gesamtanzahl an replikations-
induzierten Foci einen Bereich von 10-20 nicht übersteigt.
• Die effektive Rate zur Erzeugung von MMS-induzierten Basenschäden keff sollte innerhalb
von 106-107 h−1 liegen, damit die Gesamtanzahl an Basenschäden im Bereich von wenigen
Millionen liegt [227].
• Die Zeitkonstante für die Basenreparatur τB wurde auf einen Bereich zwischen 0 und 10 h
beschränkt.
• Die Zeitkonstante der DSB-Reparatur τD wurde auf das Intervall 0-15 h eingeschränkt.
• Für Anzahl der DSB zu Startzeitpunkt D0 wurde ein Bereich von 5 bis 30 gewählt.
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6.2 Experimentelle Daten
Die Experimente, deren Daten für den Vergleich zur theoretischen Modellierung benutzt wur-
den, wurden von Michael Ensminger (AG Löbrich, TU Darmstadt) durchgeführt. Die hier prä-
sentierten experimentellen Daten zur DSB-Reparatur nach MMS-Behandlung in MEF-Zellen
(mouse embryonic fibroblasts) wurden bereits veröffentlicht [220]. Der Großteil der hier gezeig-
ten Daten wurde jedoch aus noch nicht veröffentlichten Experimenten an der humanen Zellli-
nie A549, die einem Adenokarzinom entstammt, gewonnen. Die A549-Zellen wurden ebenfalls,
wie in Ensminger et al. [220] beschrieben, für Experimente zur DSB-Reparatur nach MMS-
Behandlung benutzt. Zusätzlich wurden jedoch auch Experimente durchgeführt, in denen, statt
MMS, CPT zur DSB-Indkution verwendet wurde. Als DSB-Marker wurde für alle im Folgenden
dargestellten Experimente γH2AX verwendet. Für weitere Informationen zur experimentellen
Vorgehensweise sei auf Publikationen von M. Ensminger und C. Ebel verwiesen [220,228,229].
Als Standardabweichung für die Verteilung der zeitlichen S-Phase-Positionen innerhalb der
untersuchten Zellkultur wurde für die Modellierung der bisher genannten Experimente ein Vier-
tel der Gesamtdauer der S-Phase angenommen, da die experimentelle Vorgehensweise nur re-
lativ grob nach S-Phase-Zellen filtert. Eine deutlich genauere Bestimmung der Anfangsposition
innerhalb der S-Phase kann durch eine zeitlich verzögerte Doppelfärbung mit EdU (5-Ethynyl-
2’-Deoxyuridin) und BrdU (Bromdesoxyuridin) erreicht werden (siehe auch Abschnitt 6.4). Für
diese Experimente wurden humane Fibroblasten (82-6 hTert) verwendet. Wegen der deutlich
genaueren Filterung der Zellen bezüglich ihrer S-Phase-Position wurde hier eine Standard-
abweichung von nur einer Stunde für die zur Modellierung verwendete Verteilungsfunktion
angenommen.
6.3 Modell mit synchroner Reparatur besser mit Experimenten vereinbar
Im Folgenden sollen zunächst anhand einer Beispiel-Variation die qualitativen Unterschiede zwi-
schen einem Modell mit synchroner und einem mit asynchroner Reparatur aufgezeigt werden.
Anschließend werden alle Modellvariationen quantitativ verglichen. Für die in Abbildung 6.2A
dargestellten Zeitverläufe wurde eine Modellvariation mit synchroner Reparatur an die experi-
mentell beobachteten Foci-Anzahlen nach MMS-Behandlung von MEF-Zellen (grüne Fehlerbal-
ken) gefittet. Neben den Experimenten mit MMS-Behandlung wurden nicht behandelte Kon-
trollexperimente durchgeführt (violett), sowie Experimente, in denen Rad51 inhibiert wurde
(rot). Für die Simulation der Kontrollen wurde die Konstante für die Schadensinduktion gleich
null gesetzt. Die Rad51-Inhibition wurde hingegen so modelliert, dass die DSB-Reparatur-Rate
gleich null gesetzt wurde, da angenommen wurde, dass die Doppelstrangbrüche hauptsächlich
über homologe Rekombination repariert werden. Diese Annahme lässt sich dadurch rechtfer-
tigen, dass die Foci-Anzahl nach Inhibition von Rad51 relativ konstant bleibt (siehe Abbil-
dung 6.2). In die Summe der Fehlerquadrate gehen die Messpunkte der Kontrollexperimente
nur mit halber Gewichtung ein, da sie größtenteils konstant sind und somit wenig Informa-
tionen bezüglich der Reparaturdynamik enthalten. In allen drei Fällen sieht man eine gute
Übereinstimmung zwischen Modell und experimentellen Daten. Wenn die Parameteranpas-
sung hingegen so vorgenommen wird, dass das Modell mit asynchroner Reparatur möglichst
nahe an den experimentellen Daten liegt, ist die Übereinstimmung von Modellkurve und expe-
rimentellen Daten deutlich schlechter (Abbildung 6.2B). Für zwei der experimentell ermittelten
Werte liegt die Modellkurve nur noch am Rand der Fehlerbalken, da das Modell mit asynchro-
ner Reparatur das verzögerte Maximum und die gleichzeitig etwas steiler abfallende Foci-Kurve
nicht reproduzieren kann. Die für die hier gezeigten Simulationen verwendeten Modellparame-
ter sind in Anhang D tabellarisch aufgeführt. Quantitativ lässt sich diese Beobachtung durch die
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Abbildung 6.2: DSB-Reparatur nach MMS-Behandlung. A, B: Vergleich zwischen Modell (durch-
gezogene Linien) und experimentellen Daten (Fehlerbalken) von MEF-Zellen, op-
timiert für das Modell mit synchroner (A) und asynchroner (B) Reparatur. C, D:
Analog zu A und B wurde hier das Modell mit synchroner (C) und asynchro-
ner (D) Reparatur mit Daten aus Experimenten mit A549-Zellen verglichen. Die
experimentellen Daten entsprechen der γH2AX-Foci-Anzahl und stammen aus
teilweise veröffentlichten [220] und noch nicht veröffentlichten Experimenten,
die von M. Ensminger durchgeführt wurden.
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Abbildung 6.3: DSB-Reparatur nach CPT-Behandlung. A: Fit des Modells mit synchroner DSB-
Reparatur nach Abschluss der S-Phase. B: Fit des Modells mit asynchronem Ein-
setzen der DSB-Reparatur für individuelle Foci. Die experimentellen Werte ent-
sprechen der γH2AX-Foci-Anzahl und wurden von M. Ensminger ermittelt.
mittlere quadratische Abweichung bestätigen, die für das synchrone Modell 43.9 und für das
asynchrone Modell 68.0 beträgt.
Analog zu dem oben beschriebenen Vorgehen wurde das Modell auch auf Daten aus Ex-
perimenten mit A549-Tumorzellen angewendet (Abbildungen 6.2C und D), wobei sich die
Modellparameter jedoch unterschieden, da die A549-Zellen z. B. eine kürzere S-Phasen-Dauer
aufweisen. Auch hier zeigt sich, dass das Modell mit synchroner DSB-Reparatur nach Ablauf der
Replikation deutlich besser an die experimentellen Daten angepasst werden kann. Die mittlere
quadratische Differenz beträgt hier 1.09 für das synchrone und 2.42 für das asynchrone Mo-
dell. Es sind vor allem zwei Eigenschaften der experimentellen DSB-Reparaturkinetik, die nicht
durch ein Modell mit sofortiger, asynchroner Reparatur vereinbar sind. Einerseits bleiben die
γH2AX-Foci relativ lange nach ihrer Erzeugung bestehen. So ist in MEF-Zellen nach acht und in
A549-Zellen nach vier Stunden kaum eine Abnahme zu beobachten, was deutlich über der aus
Daten zur DSB-Reparatur während der G2-Phase gewonnenen Reparaturverzögerung von ca.
zwei Stunden liegt (siehe Abschnitt 6.1.1). Eine sofort einsetzende Reparatur müsste also mit
einer Rate ablaufen, die unterhalb der Induktionsrate liegt. Die Induktionsrate ist jedoch durch
die gemessenen Foci-Anzahlen nach Rad51-Inhibition nach oben hin begrenzt. Andererseits ist
durch die Steigung zwischen den letzten drei gemessenen Zeitpunkten jedoch eine untere Gren-
ze für die Reparaturrate nach Abschluss der S-Phase gegeben. Beiden Bedingungen kann das
Modell nur genügen, wenn während der Replikation keine bzw. eine sehr stark verminderte
DSB-Reparatur stattfindet. Wenn man die DSB-Reparatur ohne die in Abschnitt 6.1.1 erläuterte
Verzögerung modelliert, wären die oben genannten Unterschiede in allen Modell-Variationen
noch sehr viel deutlicher ausgeprägt, da die Abnahme der γH2AX-Foci in einem Modell mit
asynchroner Reparatur dann überhaupt keine zeitliche Verzögerung mehr aufweisen würde.
Die experimentellen Ergebnisse zur DSB-Reparatur nach CPT-Behandlung wurden in ähnli-
cher Weise mit der mathematischen Modellierung verglichen, die dazu, wie in Abschnitt 6.1.2
erläutert, modifiziert wurde. Wie in Abbildung 6.3 zu sehen, ist der Unterschied zwischen den
Modellen mit synchroner bzw. asynchroner Reparatur deutlich ausgeprägt. Für die Modellva-
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riation mit synchroner Reparatur liegt die mittlere quadratische Abweichung bei 2.26 und für
die Modellvariation mit asynchroner Reparatur bei 3.73. Während das Modell mit synchro-
ner Reparatur die experimentellen Foci-Anzahlen nach Behandlung mit zwei unterschiedlichen
CPT-Konzentrationen gut beschreibt, liegen die Modellkurven mit asynchroner Reparatur deut-
lich unter den experimentellen Werten. Dass der Unterschied zwischen beiden Modellen nach
CPT-Behandlung deutlich ausgeprägter ist als nach MMS-Behandlung, ist wahrscheinlich dar-
auf zurückzuführen, dass die Doppelstrangbrüche nach MMS-Behandlung erst nach Kollision
von Replikationsgabeln mit Basenschäden entstehen. Die dadurch verzögerte DSB-Induktion
führt zu einer Abhängigkeit der DSB-Anzahl von der restlichen Dauer der S-Phase und zu einer
erhöhten Inhomogenität der Schadensverteilung zwischen untersuchten Zellen.
6.4 Reparaturkinetik bei Selektion nach Subphasen
Um die durch die vorherigen Experimente und Modellierungen naheliegende These eines syn-
chronen Einsetzens der homologen Rekombination zu bestätigen, wurden Experimente durch-
geführt, in denen die zu untersuchenden Zellen danach selektiert wurden, wie lange sie
sich schon in der S-Phase befinden. Hierzu wurden zwei S-Phase-Marker, EdU (5-Ethynyl-2’-
Deoxyuridin) und BrdU (Bromdesoxyuridin) kombiniert. Beide sind Thymidin-Analoga und
werden bei aktiver Replikation als DNA-Bausteine verwendet. Nachdem die Zellen zunächst
für eine Stunde mit EdU und anschließend für zwei Stunden mit BrdU behandelt werden (siehe
Abbildung 6.4A), kann in einem Teil der Zellpopulation ausschließlich eine BrdU-Markierung
beobachtet werden. Diese Zellen wiesen demnach zur Zeit der EdU-Behandlung noch keine
Replikationsaktivität auf, sodass der Zeitpunkt des Beginns der S-Phase hier auf das zweistün-
dige Behandlungsintervall genau angegeben werden kann. Durch eine direkte und zeitversetzte
CPT-Behandlung der so gefilterten Zellen kann schließlich die DSB-Reparatur in Zellen während
der frühen, mittleren und späten S-Phase getrennt voneinander untersucht werden. Zur Model-
lierung dieser Experimente wurde das gleiche Modell verwendet, das auch zur Beschreibung
der Gesamtzellpopulation benutzt wurde. Für den Zeitpunkt der CPT-Behandlung wurde dabei
nur ein freier Parameter verwendet, der die restliche S-Phasen-Dauer für die Zellen in früher
S-Phase angibt. Die restlichen beiden Behandlungszeitpunkte ergeben sich aus dem Ablauf der
Experimente.
Der Vergleich zwischen experimentellen Daten und zwei Modellvariationen ist in den Abbil-
dungen 6.4B, C und D zu sehen. Das Modell mit synchroner Reparatur (Abbildung 6.4B) kann
den Verlauf der experimentell ermittelten γH2AX-Foci-Anzahlen deutlich besser beschreiben als
ein Modell mit asynchroner Reparatur (Abbildungen 6.4C und D). Um sich den unterschied-
lichen Verläufen für Zellen in den einzelnen S-Subphasen anzunähern, wurden die Parameter
für das Modell mit einer sofortigen asynchronen Reparatur vom Fit-Algorithmus so gewählt,
dass kSSB sehr groß im Vergleich zu kCPT ist, sodass der Beitrag der durch Einzelstrangbrü-
che abseits von Replikationsgabeln entstehenden Doppelstrangbrüche deutlich größer ist als
der der direkt erzeugten Doppelstrangbrüche. Da jedoch davon auszugehen ist, dass Topoi-
somerasen während der S-Phase vor Replikationsgabeln deutlich aktiver sind als in anderen
DNA-Abschnitten, lässt sich die biologische Relevanz des ohnehin nicht sehr guten Optimie-
rungsergebnisses anzweifeln. Wird das Modell ohne zusätzliche Einzelstrangbrüche simuliert,
kann das Modell mit asynchroner Reparatur die Unterschiede zwischen den Kurven kaum noch
erklären (Abbildung 6.4D), da der Hauptunterschied zwischen den Verläufen der DSB-Anzahlen
dann in der etwas längeren spontanen Induktion liegt, die jedoch nur einen kleinen Effekt hat.
Der relativ große Unterschied zwischen den Modellkurven für die DSB-Anzahl in Zellen der spä-
ten S-Phase im Vergleich zu den beiden anderen Zellpopulationen wird in diesem Fall dadurch
verursacht, dass der Fit-Algorithmus den Startzeitpunkt so weit verschiebt, dass diese Unter-
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Abbildung 6.4: A: Schematische Darstellung der Doppelmarkierung mit EdU und BrdU zur Se-
lektion von Zellen in S-Subphasen. Durch die zeitlich verzögerte Behandlung mit
EdU und BrdU, kann man den Startzeitpunkt der S-Phase in EdU-negativen und
BrdU-positiven Zellen (grün dargestellt) relativ genau bestimmen. B: Experimen-
telle Daten (Kreise mit Fehlerbalken) im Vergleich zur Modellierung mittels des
Modells mit synchroner DSB-Reparatur (durchgezogene Linien). C: Dieselben ex-
perimentellen Daten zusammen mit einer Optimierung für das Modell mit asyn-
chroner DSB-Reparatur unter Verwendung von zusätzlichen CPT-induzierten
SSB. D: Optimierung für das Modell mit asynchroner DSB-Reparatur ohne zusätz-
liche SSB. Die schematische Abbildung sowie die experimentellen Daten wurden
mit freundlicher Genehmigung von M. Ensminger bereitgestellt.
82
gruppe von Zellen nur noch eine sehr kurze Zeit in der S-Phase bleibt und die CPT-Behandlung
dadurch deutlich weniger DSB induzieren kann. Das Modell mit synchroner Reparatur kann
die Experimente unter Berücksichtigung der experimentellen Unsicherheiten dagegen in beiden
Modellvariationen gut reproduzieren. Der quantitative Vergleich durch die mittlere quadratische
Abweichung vom Modell zu experimentellen Daten bestätigt, dass ein Modell mit synchroner
Reparatur (mittl. quad. Abw. 155.0) deutlich näher an den experimentellen Beobachtungen
liegt als ein Modell mit asynchroner Reparatur (511.8), insbesondere wenn ohne zusätzliche
SSB simuliert wird (1357.1).
6.5 Quantitativer Vergleich aller Modellvariationen
Aus der Kombination der in Abschnitt 6.1.3 erläuterten Modellvariationen erhält man eine Ge-
samtanzahl von 4 Variationen für die Experimente an MEF-Zellen (MMS-Behandlung), 16 Varia-
tionen für die Experimente an A549-Zellen (MMS- und CPT-Behandlung) und 8 Variationen für
die Experimente an humanen Fibroblasten (CPT-Behandlung in S-Subphasen). Für jede Modell-
variation wurde jeweils eine Parameter-Optimierung für den Fall einer synchronen bzw. einer
asynchronen DSB-Reparatur durchgeführt. Sobald der Fit-Algorithmus innerhalb einer gewissen
Anzahl an Durchläufen keine Verbesserungen mehr in Bezug auf den Unterschied zwischen Mo-
dell und Experiment erreichen konnte, wurden die entsprechenden Parameter gespeichert und
der Fit-Algorithmus mit zufälligen Anfangsparametern neu gestartet. Nachdem jede Optimie-
rung eine Woche lang durchgeführt wurde, wurde die jeweils niedrigste mittlere quadratische
Abweichung der Werte der Modellkurve im Vergleich zu den experimentellen Werten für die
weitere Auswertung verwendet.
Durch den Vergleich der mittleren quadratischen Abweichung zwischen den Modellen mit
synchroner und denen mit asynchroner Reparatur für alle 28 Kombinationen von Variationen
und Experimenten wird deutlich, dass das synchrone Reparaturmodell die experimentellen Da-
ten deutlich besser beschreiben kann. Wie in Abbildung 6.5 zu sehen, ist die mittlere quadra-
tische Abweichung eines Modells mit asynchroner Reparatur in allen Variationen mindestens
30 % höher als in einem Modell mit synchroner Reparatur. Dadurch dass mehrere unterschied-
liche Modellvariationen getestet wurden, ist die Wahrscheinlichkeit für ein zufällig besseres
Abschneiden, das von einer speziellen Parameterwahl abhängig ist, deutlich verringert. Für
die Experimente mit Unterteilung der Zellen in S-Subphasen wird die Differenz der mittle-
ren quadratischen Abweichung besonders groß, da die Reparaturverzögerung durch die besser
definierten Anfangszustände weniger von anderen Effekten überlagert wird.
6.6 Diskussion
Das Ziel der in diesem Kapitel vorgestellten Modelle war, die Fragestellung zu untersuchen,
inwieweit aus den vorhandenen experimentellen Daten darauf geschlossen werden kann, ob es
eine Verzögerung der DSB-Reparatur während der S-Phase gibt, die ein synchrones Einsetzen
der homologen Rekombination zur Folge hätte. Dazu wurden Modelle für drei experimentelle
Szenarien untersucht, bei denen die DNA-Schäden entweder mit MMS oder CPT induziert wur-
den und die Positionen der Zellen im Zellzyklus entweder nur grob nach der S-Phase oder nach
mehreren S-Subphasen gefiltert wurden. Für die Modelle aller drei Szenarien wurde deutlich,
dass ein Modell mit synchroner DSB-Reparatur unabhängig von der Wahl der bis zu 16 verschie-
denen Modellvariationen besser mit den experimentellen Daten vereinbar ist als ein Modell mit
asynchroner Reparatur individueller Foci.
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Abbildung 6.5: Prozentuale Differenz der mittleren quadratischen Abweichung von Modellkur-
ve zu experimentellen Werten zwischen asynchronem und synchronem Repa-
raturmodell. In allen untersuchten Modellvariationen zeigt sich, dass das Mo-
dell mit asynchroner Reparatur deutlich stärker von den experimentellen Daten
abweicht.
Die Ergebnisse des in diesem Kapitel dargestellten Projekts sind insbesondere in Bezug auf
die in Kapitel 4 beschriebene Wechselwirkung von Rad54 und Rad51 interessant, da die von
Nek1 regulierte Phosphorylierung von Rad54 [67] ein entscheidender Faktor für die verzö-
gerte Reparatur von Doppelstrangbrüchen während der Replikationsphase sein könnte. Es ist
bekannt, dass Nek1 nach DNA-Schäden hochreguliert wird [172,173]. Andererseits beobachtet
man jedoch, dass die Rad54-Phosphorylierung verzögert ist, wenn Zellen während der S-Phase
bestrahlt werden [67], was auf eine verminderte Aktivität von Nek1 hindeutet. Inwieweit dieses
Verhalten auf eine Regulierung der Expression von Nek1 oder dessen Kinaseaktivität während
der S-Phase, z. B. durch andere zellzyklusspezifische Proteine, zurückzuführen ist, ist jedoch
noch nicht ausreichend untersucht.
Es wurde beschrieben, dass der BTR-Komplex (BLM-TopoIIIα-RMI1-RMI2) auch während der
S-Phase aktiv ist und doppelte Holliday-Strukturen auflösen kann [230,231]. Dies würde prin-
zipiell der Annahme eines synchronen Ablaufs der homologen Rekombination widersprechen.
Die während der Replikationsphase entstehenden DNA-Schäden können jedoch in sehr unter-
schiedlichen DNA-Strukturen resultieren, je nachdem, ob die Schäden durch arretierte oder
kollabierte Replikationsgabeln oder direkte Doppelstrangbrüche verursacht wurden. Die re-
sultierende DNA-Struktur könnte schließlich einen Einfluss auf den weiteren Verlauf des Re-
paraturprozesses haben, sodass die Synchronisation der homologen Rekombination eventuell
bestimmte Schadensarten nicht mit einschließt.
Eine Regulierung von an der homologen Rekombination beteiligten Proteinen durch zell-
zyklusspezifische Kinasen konnte auch für Mus81-Eme1 und Gen1 gezeigt werden, die für
die Auflösung der in späten Phasen der homologen Rekombination entstehenden Holliday-
Strukturen während der Mitose benötigt werden [231]. Ein Zusammenhang zwischen einer
für den Zellzyklus entscheidenden Kinase und der DSB-Reparatur nach der S-Phase konnte von
González-Prieto et al. auch in Hefezellen festgestellt werden [232]. In der genannten Studie
wurde auch beobachtet, dass MMS eine Verzögerung der S-Phase bewirkt und die entstande-
nen Schäden erst nach abgeschlossener DNA-Replikation repariert werden, was in Einklang
mit den hier vorgestellten Modellen ist. Die beobachtete Verzögerung des Replikationsprozes-
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ses durch MMS-Behandlung ist jedoch größtenteils auf die Behinderung der Replikationsgabeln
zurückzuführen und somit unabhängig vom späteren DSB-Schadenssignal [220,223].
Diese MMS-spezifische Verzögerung der Replikation ist wahrscheinlich auch ein Grund dafür,
dass die restliche S-Phasen-Dauer für den optimalen Fit des MMS-Modells mit synchroner Re-
paratur ca. eine Stunde über der des CPT-Modells für A549-Zellen liegt (Parameter-Tabelle in
Anhang D). Diese Differenz ist für das Modell mit asynchroner Reparatur nicht zu sehen, was
jedoch darauf zurückzuführen ist, dass die restliche Dauer der S-Phase insbesondere im CPT-
Modell aufgrund der sofort einsetzenden Reparatur kaum einen Einfluss auf den Verlauf der
DSB-Anzahl hat.
Deutliche Unterschiede zwischen den verschiedenen experimentellen Szenarien zeigen sich
auch in dem Parameter, der die Dauer der DSB-Reparatur beschreibt. Den Unterschied zwi-
schen der Reparaturdauer für Experimente an MEF- und A549-Zellen erkennt man auch ohne
Modell mit einem Blick auf die experimentellen Daten in Abbildung 6.2, da die Reparatur auf
einer anderen Zeitskala abzulaufen scheint. Neben den natürlichen Variationen zwischen Zell-
linien unterschiedlicher Spezies könnte auch ein insgesamt beschleunigter Metabolismus der
Krebszellen ein zusätzlicher Faktor sein. Die Differenz der Reparaturdauer zwischen MMS- und
CPT-Behandlung ist dagegen wahrscheinlich auf die Mechanismen zurückzuführen, mit denen
die beiden Substanzen DNA-Schäden erzeugen. Bei MMS-Behandlung werden Doppelstrang-
brüche indirekt über Millionen von Basenschäden erzeugt [227], was zu einer erhöhten Anzahl
an komplexen Schäden führen könnte, die deutlich langsamer repariert werden.
Zusammenfassend ist festzustellen, dass die hier vorgestellten Modellierungen des DSB-
Reparaturprozesses während der Replikationsphase darauf hindeuten, dass ein Modell mit syn-
chronem Einsetzen der homologen Rekombination für aller entstandenen Doppelstrangbrüche
nach Abschluss der Replikation deutlich besser mit den experimentellen Daten vereinbar ist als
ein asynchrones Reparaturmodell, bei dem der Reparaturprozess für alle Doppelstrangbrüche
unabhängig voneinander direkt nach ihrer Induktion in Gang gesetzt würde.
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7 ATP-Zyklus während Muskelbelastung
Neben strahleninduzierten DNA-Schäden und replikativem Stress wird als dritte Art von zellulä-
rem Stress die Belastung von Muskelzellen untersucht, die durch sportliche Aktivität ausgelöst
wird. Um dem Körper in Gefahrensituationen schnelle Bewegungen zu ermöglichen, müssen
Muskelzellen in der Lage sein, in kurzer Zeit große Energiemengen über Kontraktion in Be-
wegung umzusetzen. Gleichzeitig sollte der Energieverbrauch während Ruhephasen möglichst
niedrig sein, um den Gesamtenergiebedarf des Organismus zu minimieren. Für den schnel-
len Übergang von Ruhe- zu Leistungsphasen sind daher nichtlineare Aktivierungsmechanismen
notwendig, die in diesem Kapitel betrachtet werden sollen.
Zellen stehen dabei zwei Hauptmechanismen zur Energiegewinnung in Form von ATP (Ade-
nosintriphosphat) zur Verfügung: die Glykolyse und die durch die mitochondrialen Enzyme
katalysierte oxidative Phosphorylierung. Die Glykolyse kann schneller aktiviert werden und ist
nicht auf Sauerstoff angewiesen, kann im Vergleich zur oxidativen Phosphorylierung allerdings
nur deutlich weniger ATP-Moleküle pro umgesetztem Glykose-Molekül erzeugen. Sie ist darüber
hinaus wegen der Säure- und Pyruvat- bzw. Laktatbildung, isoliert betrachtet, nicht nachhaltig
genug für längere Muskelbelastungen. Zusammen mit der oxidativen Phosphorylierung, die der
pH-Wert-Änderung entgegenwirkt und durch den Abbau des Glykolyse-Endprodukts Pyruvat
über den Citratzyklus zu Kohlenstoffdioxid zusätzlich Energie gewinnt, ergibt sich jedoch ein
sehr effizientes System. In den Mitochondrien wird die Energie, die durch den Citratzyklus in
Form von NADH und FADH2 und durch die Reduktion von Sauerstoff zu Wasser gewonnen wird,
hauptsächlich dazu verwendet, Protonen von der inneren Matrix in den Bereich zwischen äuße-
rer und innerer Membran zu transportieren. Die Energie des entstehenden Protonengradienten
ermöglicht schließlich die Phosphorylierung von ADP zu ATP.
Durch die am Protonentransport beteiligten Redoxreaktionen sind die Mitochondrien die
größte endogene Quelle für reaktive Sauerstoffspezies. Ein Ungleichgewicht der mitochondri-
alen Prozesse, das z. B. durch ionisierende Strahlung oder extreme Belastung hervorgerufen sein
kann, kann somit zu einem zusätzlichen Anstieg der ROS-Konzentration führen, die wiederum
die Mechanismen der DNA-Reparatur beeinflusst [124]. Dies zeigt, wie eng die verschiedenen
zellulären Stressantworten miteinander verknüpft sind und wie limitiert eine isolierte Betrach-
tung einzelner zellulärer Systeme ist.
Es wird jedoch angenommen, dass diese Wechselwirkung zwischen Reparaturmechanismen
und mitochondrialen Prozessen ohne äußere Faktoren, wie Behandlung durch Strahlung oder
chemische Substanzen, für die generelle Dynamik des Proteinnetzwerkes zur ATP-Erzeugung,
die im Folgenden untersucht werden soll, zu vernachlässigen ist. Neben der zellulären Reak-
tion auf sportliche Belastung in gesunden Zellen, wurde insbesondere auch das Verhalten bei
einer verminderten mitochondrialen Kapazität untersucht, wie sie beispielsweise bei der Er-
krankung Myalgische Enzephalomyelitis, auch oft als Chronisches Erschöpfungssyndrom (CFS)
bezeichnet, auftritt. CFS ist durch eine andauernde stark verminderte körperliche Leistungs-
fähigkeit charakterisiert, wobei der Mechanismus der Pathogenese noch nicht aufgeklärt ist.
Erst durch Untersuchungen, die innerhalb der letzten zwei Jahrzehnte veröffentlicht wurden,
konnten körperliche Fehlfunktionen eindeutig dokumentiert werden [233–246], die auf eine
komplexe organische Erkrankung hinweisen. Eine Verschlechterung der Symptome selbst nach
kurzen Belastungen ist eines der Hauptmerkmale von CFS und wird als post-exertional malai-
se (PEM) bezeichnet. PEM beinhaltet verstärkte Müdigkeit, Muskelschmerzen, Kopfschmerzen,
Übelkeit und physische Schwäche [242, 243]. Während PEM wurde ein erhöhtes Level an oxi-
dativem Stress [244] sowie eine erhöhte Konzentration von Entzündungsmarkern gemessen,
die bis zu 48 Stunden nach der Anstrengung anhielten [247, 248]. Erhöhter oxidativer Stress
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wurde in CFS-Patienten nicht nur nach Anstrengung, sondern auch im Ruhezustand beobach-
tet [239–241].
Auch wenn PEM in den Fukada-Kriterien [249] 1994 nur als optionales Symptom aufgeführt
wird, wurde es in späteren Definitionen als notwendiges Symptom für die Diagnose einbe-
zogen [250, 251]. Die aktuellste Neudefiniton durch das Institute of Medicine of the National
Academie bewertet PEM als das zweitwichtigste Symptom und schlägt eine Umbenennung von
CFS zu systemic exertion intolerance disease vor, um dessen Wichtigkeit zu unterstreichen [251].
Es wurden Studien zur Belastungsintoleranz von CFS-Patienten durchgeführt, in denen die
Maximalleistung, die maximale Sauerstoffaufnahme und die aerobe ATP-Syntheserate von CFS-
Patienten im Vergleich zu gesunden Kontrollen signifikant verringert waren [233–236,246]. In
anderen Studien wurde der Unterschied zwischen CFS- und Kontrollgruppe erst in einer nach
24 Stunden wiederholten Belastung sichtbar [252,253], was eine signifikante Verschlechterung
der körperlichen Verfassung nach Belastung (PEM) bestätigt. Darüber hinaus wurden eine ver-
mehrte Säurebildung, eine niedrigere anaerobe Schwelle sowie eine verzögerte Erholung des
pH-Wertes beobachtet [233,254], was eine Hochregulierung der anaeroben ATP-Synthese durch
Glykolyse nahelegt.
Die reduzierte aerobe ATP-Syntheserate deutet darauf hin, dass die Kapazität der mito-
chondrialen oxidativen Phosphorylierung vermindert ist. Auch wenn die Ursache nicht ge-
klärt ist, gibt es Hinweise, wie z. B. auffällige Deletionen der mitochondrialen DNA in
CFS-Patienten [245] oder eine Veränderung der Gentranskription durch den Epstein-Barr-
Virus [255], welche die mitochondrialen Funktionen beeinträchtigen könnte. Obwohl es keine
eindeutige Verknüpfung zu einem einzigen Virus als Auslöser gibt, weisen sowohl der oft be-
richtete Beginn der Erkrankung nach einer Virusinfektion als auch die Zusammenhänge zum
Epstein-Barr-Virus [256–258] auf eine Dysregulation in Folge einer immunologischen Reakti-
on auf einen Virus als mögliche Ursache hin [258]. Die Behandlungserfolge nach Depletion
von B-Lymphozyten [259,260] lassen auf einen autoimmunologischen Charakter schließen, so-
dass die reduzierte Mitochondrienleistung wahrscheinlich nicht die Ursache der Erkrankung,
sondern eine Folge von immunologischen Prozessen ist.
Um die Auswirkungen einer reduzierten mitochondrialen ATP-Synthese auf die Zellantwort
nach Belastung zu untersuchen, wurde im Zuge dieser Arbeit ein theoretisches Modell ent-
wickelt, mit Hilfe dessen die Metabolitkonzentrationen innerhalb von Muskelzellen während
Belastung simuliert werden kann. Das im folgenden Abschnitt vorgestellte Modell basiert auf
einem bereits bestehenden Modell der oxidativen Phosphorylierung und Glykolyse in Skelett-
muskeln von Korzeniewski et al. [261, 262]. Das Originalmodell kann einige experimentelle
Beobachtungen gut reproduzieren [261–264]. Auch andere auf diesem Grundmodell basieren-
den Modelle zeigten eine gute Übereinstimmung mit experimentellen Daten im Spezialfall einer
zyklischen Stimulierung von Herzmuskelzellen [265,266]. Keines der Modelle berücksichtigt je-
doch die Degradation und die darauf folgende Ausscheidung von Purinnukleotiden hinreichend
detailliert, um die verlängerte Erholungsdauer nach intensiver oder wiederkehrender Belastung
beschreiben zu können.
Daher wurde das Originalmodell erweitert, indem Reaktionsgleichungen für die Laktatbil-
dung, eine detailliertere Beschreibung der Übersäuerung, die Degradation von Purinnukleoti-
den während Belastung und die De-novo-Synthese während des Erholungsintervalls hinzuge-
fügt wurden. Dadurch ist es möglich, Vorhersagen über die Erholungsdauer zu machen und zu
untersuchen, welche Mechanismen der Zellantwort während Belastung entscheidend für die
Erholung sind.
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7.1 Theoretisches Modell
Um den Zyklus von ATP-Verbrauch und -Erzeugung mathematisch beschreiben zu können,
wurde das im letzten Abschnitt erwähnte Modell von Korzeniewski et al. [261, 262], das die
oxidative Phosphorylierung sowie die Glykolyse beinhaltet, erweitert. Wie in Korzeniewski et
al. [261] beschrieben, besteht der Modellraum aus zwei Bereichen, dem Cytoplasma und der
mitochondrialen Matrix, die durch die innere mitochondriale Membran voneinander getrennt
sind. Simulierte Spezies können nur über spezifische Transport-Enzyme ausgetauscht werden.
Das Verhältnis zwischen mitochondrialem und extramitochondrialem Volumen wurde mit 1:15
abgeschätzt [261,262]. Die äußere mitochondriale Membran sowie der Raum zwischen beiden
Membranen wurde in diesem Modell nicht berücksichtigt. Ein Überblick über die Wechselwir-
kungen der simulierten Spezies ist in Abbildung 7.1 dargestellt. Es wurden lediglich solche
Reaktionen in das Modell einbezogen, die eine wesentliche Rolle auf die Dynamik der Metabo-
litkonzentrationen während Muskelbelastung sowie der anschließenden Erholung haben.
Gleichungen (1a - 1o) bestimmen die Zeitentwicklung des Systems. Reaktionen und Spe-
zies, die nicht im Originalmodell von Korzeniewski et al. [261, 262] enthalten sind, sind mit
Fettschrift markiert. Die tiefgestellten Buchstaben e/i stehen für extra- bzw. Intramitochondri-
ale Konzentrationen. Die Gleichungen für alle Reaktionsgeschwindigkeiten sind in Tabellen 7.1
und 7.2 aufgelistet und werden in den folgenden Abschnitten genauer erläutert. Für man-
che Reaktionsgeschwindigkeiten werden dabei phänomenologische Gleichungen verwendet,
die teilweise schon im Originalmodell verwendet und begründet wurden, die meisten Reaktions-
geschwindigkeiten lassen sich jedoch aus dem Massenwirkungsgesetz herleiten.
∂tATPe =vEX − vUT + vAK + vCK + 1.5 · vglyc − v AS − 5 · v IS, (1a)
∂tADPe =− vEX + vUT − 2 · vAK − vCK − 1.5 · vglyc + v AS + 4 · v IS, (1b)
∂tAMP =vAK + v AS − v AD + v IS, (1c)
∂tIMP=− v AS + v AD − v PL + v IS, (1d)
∂tPie =vUT − vPI − 1.5 · vglyc + v AS + 6 · v IS, (1e)
∂tPyruvat=v glyc − v DH/5.6− v LA, (1f)
∂tLaktat=v LA − v LE, (1g)
∂tPCr =− vCK , (1h)
∂tH
+
e =(4+ 4u)vC4 + (4− 2u)vC3 + 4vC1 − nA · vSN − u · vEX (1i)
− (1− u)vPi − (1−RH2PO4)v PI − vCK − vPE − vLK − v LA
+ (2−RH2PO4)v AS − v AD + (1−RH2PO4)(v UT + 6 · v IS)
+ (0.5+ 1.5 ·RH2PO4) · (vglyc − vDH/5.6),
∂tH
+
i =− 15((4+ 4u)vC4 + (4− 2u)vC3 + 4vC1 − nA · vSN (1j)
− u · vEX − (1− u)vPI − (1−RH2PO4)v Pi,
− vLK + (1−RH2PO4)v SN),
∂tATPi =15(vSN − vEX ), (1k)
∂tPii =15(vPI − vSN ), (1l)
∂tNAHD =15(vDH − vC1)/5, (1m)
∂tUQH2 =15(vC1 − vC3), (1m)
∂tC
2+ =15(vC3 − 2 · vC4). (1o)
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Abbildung 7.1: Schematische Darstellung der simulierten Reaktionen. Die Reaktionsrichtung
wird durch Pfeile angedeutet. Das Verhältnis zwischen dem Volumen der mito-
chondrialen Matrix und dem des Cytoplasmas wurde mit 1:15 abgeschätzt [261,
262].
7.1.1 Intramitochondriale Reaktionen
Der Citratzyklus sowie der Transport von Pyruvat und anderen benötigten Metaboliten durch die
innere mitochondriale Membran wird durch eine phänomenologische Gleichungen für die Pro-
duktion von NADH vereinfacht, analog zu Korzeniewski et al. [261]. Um die Substratabhängig-
keit zu berücksichtigen, wird die Gleichung jedoch durch eine zusätzliche Pyruvat-Abhängigkeit
erweitert. Das Verhältnis zwischen den Reaktionsflüssen der Dehydrogenase, der mitochondri-
alen Komplexe, der ATP-Synthase und der Glykolyse wurde unter folgenden Annahmen für den
Ruhezustand ermittelt:
Das Verhältnis von erzeugtem ATP zu verfügbarem NADH wurde mit 2.5 abgeschätzt [267]
und die Anzahl an erzeugtem NADH pro Glykogen während der oxidativen Phosphorylierung
wurde auf 10 + 2 · 0.6 = 11.2 gesetzt, da 10 NADH and 2 FADH2 erzeugt werden, wobei das
Verhältnis von ATP zu FADH2 gleich 60 % des Verhältnisses von ATP zu NADH entspricht [267].
Insgesamt erhält man somit 28 ATP pro Glykogen durch oxidative Phosphorylierung und 3 ATP
während der vorgeschalteten Glykolyse.
Die Gleichungen zur Beschreibung der mitochondrialen Komplexe I-II und der ATP-Synthase
wurden von Korzeniewski et al. [261] übernommen. Die kinetischen Konstanten wurden jedoch
so angepasst, dass sich realistische Gleichgewichtskonzentrationen, Redoxverhältnisse (siehe
Tabelle 7.3) und die oben genannten Flussverhältnisse ergeben.
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7.1.2 Extramitochondriale Reaktionen
Um die Komplexität des Modells zu reduzieren, wurde der glykolytische Fluss nur als ADP- und
pH-Wert-abhängig simuliert, was eine gute Näherung für die komplexe Regulation der Glykolyse
darstellt [262].
Der Verlust von Purinnukleotiden, der ein wesentlicher Faktor für die Erholungsdauer nach
Belastung ist und im Originalmodell nicht berücksichtigt wurde, wurde durch die Aktivität der
AMP-Deaminase und die anschließende Degradation von IMP mit in das Modell einbezogen.
Da die Reaktionsgeschwindigkeit der AMP-Deaminase-Reaktion einen entscheidenden Einfluss
auf die Dynamik des Modells hat, wurden verschiedene Faktoren berücksichtigt, die regulierend
auf die Enzym-Aktivität wirken. Experimentelle Untersuchungen lassen darauf schließen, dass
sich die Aktivität der AMP-Deaminase nach einer Absenkung des pH-Wertes von 7.0 zu 6.5 etwa
verdoppelt [268], was als lineare Funktion modelliert wurde (siehe Tabelle 7.2). Zusätzlich
wurde beobachtet, dass ADP aktivierend und Phosphat inhibierend auf das Enzym wirkt [268–
270]. Im Modell wurde diese Regulation der AMP-Deaminase durch eine Abhängigkeit des Km-
Wertes von den zellulären ADP- und Phosphat-Konzentrationen widergespiegelt.
Als vierter regulierender Faktor gilt die Stärke der Muskelstimulation. Je nach Belastung va-
riiert der Anteil der an Myosin gebundenen AMP-Deaminasen zwischen 10-60 % [271]. Eine
solche Bindung reduziert den Km-Wert ca. zwanzigfach [272]. Als Abschätzung dieses Effektes
wurde Km durch einen Faktor rmyo geteilt, der je nach Belastung (ATP-Verbrauchsfaktor) einen
Wert zwischen 1-10 annehmen kann.
Ein Teil des durch AMP-Deaminase-Aktivität entstandenen IMP wird zu Inosin und Hypoxan-
thin degradiert, das die Zelle verlässt und somit nicht mehr für die Resynthese der ruhenden
Muskeln zur Verfügung steht [273]. Es wurde eine lineare Näherung verwendet, um sowohl
die Degradation von IMP als auch den Fluss der Degradationsprodukte aus der Zelle zu be-
schreiben. Unterhalb der aeroben Schwelle wurde kein messbarer Verlust an Purinnukleotiden
beobachtet [274], weshalb angenommen wurde, dass dieser bei Belastung aktiviert wird, und
entsprechende Reaktionsgeschwindigkeiten wurden außerhalb der Belastungsdauer gleich null
gesetzt.
Die De-novo-Synthese von IMP folgt einem komplexen Mechanismus, der nur durch eine
effektive Gleichung berücksichtigt wurde, welche jedoch die wichtigsten ratenbegrenzenden
Faktoren beinhaltet. Die erste regulierende Reaktion ist der ATP-abhängige Transfer eines
Diphosphates zu Ribose-5-phosphat durch das Enzym Ribosephosphat-Diphosphokinase, die
durch ADP kompetitiv inhibiert wird [275]. Der darauf folgende Schritt ist die durch die
Amidophosphoribosyltransferase katalysierte Synthese von 5-Phosphoribosylamin, die durch
ihre Endprodukte AMP und IMP allosterisch inhibiert wird. Auch die Resynthese von AMP
aus IMP durch die Adenylosuccinat-Synthase unterliegt einer Feedback-Inhibition durch ihr
Produkt AMP und verbraucht während der Reaktion ein GTP [276, 277]. Da Guanosinphos-
phate im Modell nicht berücksichtigt sind, wurde die GTP-Konzentration durch 14.8 % der
ATP-Konzentration abgeschätzt [278]. Die Literaturwerte zu Km and Ki variieren beträchtlich
abhängig von Organismus, Gewebetyp und experimentellen Bedingungen [276,277,279,280].
Es gibt zwei Typen von Adenylosuccinat-Synthase-Isozymen in Säugetieren, von denen Mus-
keln hauptsächlich eine mit einem hohen KmIMP-Wert im Vergleich zu ihrer Konzentration von
0.2-0.7 mM [276,279–281] beinhalten und einem KiAMP im Bereich von 0.7-3.0 mM [277,280].
In den hier vorgestellten Simulationen wurden daher folgende Werte verwendet: KmIMP = 0.3,
KmGMP = 0.05 and KiAMP = 0.7.
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7.1.3 Detaillierte Simulation des pH-Wertes
Die Dynamik der H+ Konzentration hängt von einer Vielzahl von Faktoren ab, da die meisten der
simulierten enzymatischen Reaktionen Protonen abgeben oder verbrauchen. Als Erweiterung
des Originalmodells von Korzeniewski et al. [261, 262] beinhaltet das hier vorgestellte Modell
auch die Laktatbildung, während der ein H+ aufgenommen wird, sodass sie der Übersäuerung
der Zelle entgegenwirkt und sie nicht, wie oft missverstanden, verursacht [282]. Unter Berück-
sichtigung der Laktatbildung ist die Protonen-Bilanz der Glykolyse fast neutral [282]. Daher
liegt die Ursache der Übersäuerung bei erhöhter Glykolyse-Rate während anaerober Muskelbe-
lastung nicht in der Glykolyse selbst, sondern in der ATP-Hydrolyse, durch die H2PO4 abgegeben
wird. Durch das pH-Wert-abhängige Verhältnis von H2PO4 zu HPO4 (siehe Tabelle 7.1) gibt ein
Anteil von (1-RH2PO4) ein Proton an das Zytosol ab. Dieses Verhältnis muss auch bei Reaktionen
innerhalb der Glykolyse berücksichtigt werden, die drei HPO4 konsumieren und dadurch die
Freisetzung von 3 · RH2PO4 Protonen der verbleibenden H2PO4-Menge bewirken. Dazu kommt
ein H+, das bei der Glykolyse aus Glykogen frei wird [282]. Das Verhältnis RH2PO4 spielt auch für
den Einfluss des mitochondrialen Phosphat-Transporters auf die H+-Konzentration eine Rolle,
da ausschließlich H2PO4 durch die Membran transportiert wird. Es wird angenommen, dass die
Beiträge aus Glykolyse und ATP-Hydrolyse im Ruhezustand durch die oxidative Phosphorylie-
rung vollständig kompensiert werden und somit die Laktatkonzentration konstant bleibt.
Einen weiteren Säurepuffer bewirkt die AMP-Deaminase-Reaktion. Denn eines ihrer Produk-
te, NH3, bindet mit großer Wahrscheinlichkeit ein weiteres Proton aus dem Zytosol, da das
Verhältnis NH3/NH
+
4 im physiologischen pH-Bereich sehr klein ist. Die Resynthese von AMP
durch die Adenylosuccinat-Synthase produziert jedoch zwei H+ und ein HPO4 und liefert somit
einen Beitrag von (2-RH2PO4) Protonen.
7.1.4 Parallele Aktivierung während Muskelbelastung
Stärkere Muskelbelastungen wurden dadurch simuliert, dass die Reaktionsgeschwindigkeit des
ATP-Verbrauchs vUT um einen Faktor n erhöht wurde, dessen Größenordnung durch experi-
mentelle Messungen der Raten von ATP-Synthese, Glykolyse, oxidativer Phosphorylierung und
Kreatinkinase abgeschätzt werden kann. Für die Simulation von starker Muskelbelastung wur-
de ein anfänglicher Wert von n = 300 verwendet, der einer ATP-Umsatzrate von 3.35 mM/s
entspricht und somit im Bereich der experimentell ermittelten Rate von 3.5 mM/s [283, 284]
liegt. Die maximale Muskelleistung kann selbst während einer kurzen Belastungsdauer von 30 s
nicht aufrecht erhalten werden, sondern sinkt kontinuierlich bis zu einem Wert von ca. 60 %
der Anfangsleistung ab [283]. Daher starten die Simulationen mit einer ATP-Verbrauchsrate von
3.35 mM/s (300 mal größer als der Ruheverbrauch), die jedoch linear bis auf ca. 60 % am Ende
der Belastung abfällt (siehe Abbildung 7.2A). Nach Ende des 30 s-Intervalls wurde angenom-
men, dass der ATP-Verbrauchsfaktor exponentiell mit einer Zeitkonstante von τ = 5 s bis auf
den Ruhewert abfällt.
Ähnlich wie bei Korzeniewski et al. [262] wurde eine parallele Aktivierung der in Glykoly-
se und oxidativer Phosphorylierung involvierten Enzyme angenommen, die dadurch modelliert
wurde, dass diese Reaktionen um einen Faktor np verstärkt werden, der demnach vom ATP-
Verbrauchsfaktor n abhängt. Für die oxidative Phosphorylierung gilt dabei p = 0.62 und für
die Glykolyse p = 1.15. Die Exponenten wurden im Vergleich zum Originalmodell [262] mo-
difiziert, um die experimentell beobachteten Metabolitkonzentrationen nach hoher Muskelbe-
lastung zu reproduzieren. Die relative Größenordnung beider Exponenten wurde so gewählt,
dass die Simulationen gesunder Probanden einerseits das gemessene maximale Verhältnis zwi-
schen glykolytischem und oxidativem ATP-Fluss von 2.9-4.0 [283, 284] und andererseits die
Laktatbildung nach starker Muskelbelastung von 17.1-29.8 mM [283,285–289] nachbilden.
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Abbildung 7.2: Simulierte Dymanik des Systems während Muskelbelastung für gesunde Pro-
banden. A: ATP-Verbrauchsfaktor und ATP-Synthesefaktor für eine 30 s Belas-
tungssimulation. B: pH-Wert während Muskelbelastung. C: ATP, ADP, AMP und
IMP während Belastung. Für ADP und AMP ist der Anstieg im Vergleich zur Ruhe-
konzentration dargestellt, wobei das Verhältnis für AMP durch einen Faktor 10
geteilt wurde. D: Kreatinphosphat, Kreatin, Phosphat und Laktat während Mus-
kelbelastung. E: Reaktionsflüsse für ATP-erzeugende und ATP-verbrauchende
Reaktionen.
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Um eine schnellere und somit realistischere Kreatinphosphat-Erholung wiederzugeben, wur-
de ein zu Korzeniewski et al. [264] ähnlicher Ansatz angewendet, bei dem jeweils zwei un-
terschiedliche Faktoren n für ATP-Verbrauch und Synthese während der Erholungsphase zum
Einsatz gelangen (Abbildung 7.2A). Der ATP-Synthesefaktor fällt dabei langsamer mit einer
Zeitkonstante von τ= 25 s ab, wodurch das Verhältnis von Synthese zu Verbrauch erhöht wird.
Die Modellkonstanten wurden für die Simulation so gewählt, dass die Gleichgewichtskonzen-
trationen vergleichbar mit gemessenen Literaturwerten sind. Tabelle 7.3 zeigt eine Übersicht
über die Metabolitkonzentrationen. Die für die hier vorgestellten Simulationen verwendeten
Parameter sind in Tabellen 7.1 und 7.2 und in Anhang E angegeben.
7.1.5 Modellierung von CFS während Belastung
Studien über die zelluläre Reaktion von CFS-Patienten nach Belastung weisen auf eine deutlich
erniedrigte aerobe ATP-Syntheserate hin. McCully et al. berechneten die Kapazität der oxida-
tiven Phosphorylierung anhand der Kinetik der Kreatinphosphat-Erholung und erhielten Werte
von 73 % [234] und 80 % [235] beim Vergleich des Mittelwertes der CFS-Gruppe zur Kontroll-
gruppe. Die individuelle Kapazität der oxidativen Phosphorylierung korrelierte auch mit dem
Schweregrad der Symptome. In einer weiteren Untersuchung wurde in etwa der Hälfte der
CFS-Probanden eine erhöhte Plasma-Laktatkonzentration nach Belastung unterhalb der anae-
roben Schwelle beobachtet [236]. Die maximale aerobe ATP-Syntheserate der CFS-Patienten
war in diesen Experimenten nur 65 % im Vergleich zur Kontrollgruppe. Ein ähnlicher Wert
(67 %) wurde von Argov et al. [290] bei Patienten mit Belastungsintoleranz gemessen, auch
wenn hier CFS-Patienten von der Studie ausgeschlossen wurden. Aufgrund der Heterogenität
innerhalb der Gruppe der CFS-Patienten und möglicher Überschneidungen mit anderen chroni-
schen Erkrankungen ist eine solche Abgrenzung jedoch schwierig.
Übereinstimmend mit den oben genannten Ergebnissen wurde in Stress-Tests mit Neutrophi-
len Granulozyten von CFS-Patienten, die jedoch nicht eins zu eins zu Tests mit Muskelzellen
übertragbar sind, eine verminderte Kapazität der oxidativen Phosphorylierung von ca. 66 % im
Vergleich zur Kontrollgruppe gemessen [237, 238]. Darüber hinaus war auch das ATP-Level in
Ruhe um einen ähnlichen Faktor reduziert.
Mögliche Ursachen für die verminderte mitochondriale Leistung könnten in einer gestörten
Funktion der ATP-ADP-Translokase [237, 238] oder der Pyruvat-Dehydrogenase [291, 292] lie-
gen, die beide ratenlimitierende Faktoren für die ATP-Produktion sind. Da der genaue Mecha-
nismus nicht bekannt ist, wird in den Simulationen ein genereller Ansatz verwendet, bei dem
die Reaktionsgeschwindigkeiten aller an der oxidativen Phosphorylierung beteiligen Reaktio-
nen mit einem Faktor rCFS im Bereich 0.6-1.0 multipliziert wurden. Ein Wert von 1.0 entspricht
dabei dem einer gesunden Kontrollgruppe und ein Wert von 0.6 einer schweren Form von CFS.
7.2 Simulationsergebnisse
Im Folgenden wird zunächst auf die Hauptvorhersagen des Modells in Bezug auf die Erho-
lungsdauer nach Belastung eingegangen und anschließend ein detaillierter Vergleich zwischen
Simulationen für CFS-Patienten und gesunde Kontrollprobanden vorgenommen. In den drei
letzten Abschnitten werden schließlich die zugrundeliegenden Mechanismen der Systemdyna-
mik und die daraus resultierenden Folgen für CFS-Patienten genauer diskutiert.
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7.2.1 Erholungsdauer für verschiedene Belastungsszenarien
Der Hauptvorteil des hier vorgestellten Modells liegt in der Fähigkeit, die Erholungsdauer des
gesamten Adeninnukleotid-Pools für verschiedene CFS-Schweregrade, Belastungsintensitäten
und -dauern simulieren zu können. Um auch ein für den Alltag von CFS-Patienten relevantes
Szenario mit einzubeziehen, wird zusätzlich zu dem intensiven 30 s Belastungsszenario auch
der Fall simuliert, dass eine 1 h moderate Muskelbelastung nach 24 h wiederholt wird.
Abbildung 7.3A zeigt die Zeitentwicklung der ATP-Konzentration für zwei Tage nach Start der
Muskelbelastung. Die Spezies, die die Geschwindigkeit der IMP-de-novo-Synthese beeinflussen,
ändern sich während der Erholungsdauer nur wenig, sodass die ATP-Konzentration fast linear
ansteigt mit einer etwas kleineren Steigung für CFS-Simulationen. Die vorausgehende Erzeu-
gung von Ribose-5-Phosphat stellt ein oberes Limit der IMP-Syntheserate dar [293], sodass man
auch in vivo eine lineare Erholung erwarten würde. Da der Adeninnukleotid-Pool während der
Belastung aufgrund der AMP-Deaminase-Aktivität deutlich reduziert wird, dauert die Erholung
der ATP-Konzentration zu einem Wert von 97 % der Anfangskonzentration erheblich länger für
CFS-Simulationen mit einer mitochondrialen Kapazität von 70 % des gesunden Wertes, was in
Abbildung 7.3B dargestellt ist. Interessanterweise sagt das Modell voraus, dass die Erholungs-
dauer für CFS-Patienten nach einer einstündigen moderaten Anstrengung länger ist, als nach
einer kurzen intensiven Belastung. Für Simulationen von gesunden Probanden ist jedoch das
Gegenteil der Fall, da bei diesen während moderater Belastung das ATP-Level so hoch bleibt,
dass der Mechanismus, der den Verlust von Purinnukleotiden verursacht, kaum aktiviert wird.
Bei der Auswertung der CFS-Simulationen ist jedoch zu beachten, dass die extrem niedrigen
ATP-Konzentrationen, die während der kurzen intensiven Belastung auftreten, wahrscheinlich
zu Zellschäden und auch einer erhöhten Zelltod-Rate führen würden [294], wodurch das vor-
gegebene Leistungsniveau gar nicht aufrecht erhalten werden könnte. Übereinstimmend mit
dieser Argumentation wurde in CFS-Patienten ein erhöhtes Niveau von zellfreier DNA nach-
gewiesen, was auf eine erhöhte Nekrose-Rate hinweist [238]. Die Zellschäden würden die
Erholungsdauer auch erheblich verlängern, was in diesen Simulationen nicht berücksichtigt
ist. Die Simulation von einer wiederholten Belastung nach 24 h zeigt, dass ein Nichteinhalten
von langen Erholungsphasen zu kumulativen Effekten führt, die die PEM-Symptome verstärken
und in den Simulationen Erholungsdauern von bis zu 61 Stunden verursachen.
7.2.2 Vergleich zwischen Belastungssimulation und experimentellen Daten
Um zu untersuchen, wie realitätsnah die Simulationen der Muskelbelastung sind, werden diese
mit experimentellen Daten zu Metabolitkonzentrationen nach einer intensiven 30 s Belastung
verglichen. Die Konzentrationen nach Belastung sind in Tabelle 7.3 aufgelistet und in Abbil-
dung 7.4 zusammen mit den experimentellen Literaturwerten aus [270, 283–289, 295–297]
dargestellt. Die experimentellen Messungen wurden jeweils nach einer exakt gleichen Belas-
tungsdauer von 30 s aufgenommen. Dennoch zeigen sie eine große Streuung, was wahrschein-
lich auf die unterschiedliche körperliche Verfassung und individuelle Belastungsintensität der
einzelnen Versuchsteilnehmer zurückzuführen ist. Die simulierten Werte liegen jeweils sehr gut
innerhalb der experimentell beobachteten Verteilung. Zum Vergleich sind weitere Messungen
aus den oben genannten Studien nach einer 3-minütigen Muskelbelastung dargestellt, die in
einem ähnlichen Bereich liegen.
In Abbildung 7.2C und D sind die Zeitverläufe der wichtigsten Spezies während und
nach einer intensiven 30 s Belastung zu sehen. Da die ATP-Syntheserate den ATP-Verbrauch
nicht vollständig kompensieren kann, sinkt die ATP-Konzentration während der Muskelbelas-
tung kontinuierlich, wohingegen die Konzentrationen von ADP, AMP und IMP ansteigen. Die
Kreatinphosphat-Konzentration sinkt rapide in den ersten Sekunden der Belastung, um eine
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Abbildung 7.3: Erholung nach verschiedenen Belastungsszenarien. A: Simulierte ATP-
Konzentration für CFS-Patienten und Kontrollen während Belastung und zwei
Tage an Erholung nach einer intensiven 30 s Muskelbelastung (anfänglicher ATP-
Verbrauch 300 mal größer als der Ruheverbrauch, für Zeitabhängigkeit siehe Ab-
bildung 7.2A) und einer moderaten 1 h Belastung, die nach 24 h wiederholt wird
(ATP-Verbrauchsfaktor von 10). B: Vergleich der Erholungsdauer zwischen CFS-
und Kontrollsimulationen nach drei verschiedenen Belastungsszenarien: 30 s in-
tensive Belastung, 1 h moderate Belastung und 1 h wiederholte Belastung nach
24 h.
ausreichende Energieversorgung für kurzfristige schnelle Bewegungen sicherzustellen. Nach
Belastung werden die Kreatinphosphat-Reserven schnell wieder aufgefüllt, sodass die Konzen-
tration nach drei Minuten Erholung wieder 77 % des Ruhewertes erreicht hat, was gut mit
experimentellen Werten übereinstimmt [289].
Die verschiedenen Faktoren, die zu ATP-Verbrauch und ATP-Erzeugung beitragen, sind in Ab-
bildung 7.2E einander gegenübergestellt. Aufgrund ihres zu vernachlässigenden relativen Bei-
trags sind die AMP- und IMP-Synthese nicht dargestellt. Die Gykolyse ist die Hauptenergiequelle
während sehr intensiver Anstrengung mit einem maximalen Verhältnis von glykolytischem und
oxidativem ATP-Fluss von 2.98, was innerhalb des experimentell beobachteten Bereiches von
2.9-4.0 liegt [283, 284]. Der Fluss der Kreatinkinase ist sehr hoch zu Beginn der Belastung.
Da die Kreatinphosphat-Erzeugung jedoch ATP verbraucht, kann sie nur als kurzeitiger Ener-
giespeicher dienen, sodass ihr Beitrag während der Belastung kontinuierlich sinkt. Die ATP-
Erzeugung über die Adenylat-Kinase ist zwar sehr klein verglichen mit den anderen Beiträgen,
ihre Hauptfunktion liegt jedoch nicht in der ATP-Erzeugung, sondern in der Stabilisierung des
ATP/ADP-Verhältnisses und somit der Gibbs-Energie der ATP-Hydrolyse, was wichtig ist, um das
Leistungsniveau aufrechtzuerhalten.
Wie in Abbildung 7.2B dargestellt, führt die hohe Rate an anaerober Glykolyse zu einem
fallenden pH-Wert während der Muskelbelastung. Dass der pH-Wert auch nach Abschluss der
30 s Belastung weiter um ca. 0.1 Einheiten sinkt, wird durch die schnelle Kreatinphosphat-
Erzeugung verursacht, bei der jeweils ein H+ an das Zytosol abgegeben wird. Sowohl der pH-
Wert nach Belastung wie auch dessen Anstieg während der anschließenden Erholung zu etwa
6.9 nach 6 Minuten ist in guter Überstimmung mit experimentellen pH-Wert-Messungen [284].
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Abbildung 7.4: Konzentration verschiedener Spezies nach 30 s intensiver Belastung. Simulier-
te Konzentrationen direkt nach intensiver Belastung für gesunde Probanden im
Vergleich zu Messungen aus experimentellen Studien, in denen entsprechende
Konzentrationen teilweise nach 30 s oder 3 min gemessen wurden. Literaturrefe-
renzen sind in Tabelle 7.3 aufgelistet. Für die Umrechnung von Trockengewicht-
Messungen wurde ein Faktor 4 verwendet.
7.2.3 Systemdynamik während der Erholungsphase
In diesem Abschnitt werden die für die Erholung des Adeninnukleotid-Pools relevanten
Mechanismen besprochen. Auf die Auswirkungen einer reduzierten mitochondrialen ATP-
Produktionskapazität auf die Erholungsdauer wird im anschließenden Abschnitt eingegangen.
Wenn der ATP-Bedarf während Muskelbelastung die Versorgung übersteigt, katalysiert die
Adenylat-Kinase die Reaktion zweier ADP zu ATP und AMP, was einen stabilisierenden Einfluss
auf das ATP/ADP-Verhältnis und somit auf die Gibbs-Energie der ATP-Hydrolyse hat. Aufgrund
der steigenden AMP-Konzentration und des zusätzlich sinkenden pH-Wertes wird die Aktivi-
tät der AMP-Deaminase hochreguliert, um sicherzustellen, dass der stabilisierende Effekt der
Adenylat-Kinase weiterhin bestehen bleibt. Darüber hinaus wird durch die Reaktion ein H+
absorbiert, was der Übersäuerung des Zytosols entgegenwirkt. Es wird dadurch vermehrt IMP
gebildet, was wiederum über Degradation zu Inosin und Hypoxanthin schlussendlich zu Harn-
säure abgebaut wird.
Die kurzfristige Aufrechterhaltung des Leistungsniveaus, die überlebensnotwendig sein kann,
hat jedoch einen hohen Preis: Die Reduzierung des gesamten Adeninnukleotid-Pools, dessen
Erholung einige Stunden bis Tage dauern kann. Nach intensivem Training über einen längeren
Zeitraum ohne entsprechende Ruhephasen kann es selbst bei Hochleistungssportlern bis zu 72
Stunden dauern, bis der Adeninnukleotid-Pool wieder aufgefüllt ist [298,299].
Unter Verwendung des Originalmodells von Korzeniewski et al. [261, 262] wäre die Erho-
lungsdauer extrem verkürzt, da dort der Effekt des Purinnukleotid-Verlustes nicht berück-
sichtigt wird. Die anfänglichen Gleichgewichtskonzentrationen würden aufgrund der kurzen
Zeitskalen der involvierten Reaktionen sehr schnell wieder erreicht. In Simulationen des er-
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Abbildung 7.5: Verschiedene Observablen nach Belastung in Abhängigkeit von ATP-
Verbrauch und CFS-Faktor. A: Minimum der ATP-Konzentration während Mus-
kelbelastung in mM. B: Anstieg der AMP-Konzentration in Einheiten des Ru-
hewertes. C: Verlust von Purinnukleotiden durch IMP-Degradation in mM. D:
Erholungsdauer in Stunden, definiert über die Zeit, die benötigt wird, bis die
ATP-Konzentration wieder 97 % ihres Ruhewertes erreicht hat. E: Minimum des
pH-Wert im Zytosol während der Muskelbelastung. F: Laktatkonzentration nach
Belastung in mM.
weiterten Modells kommt es dagegen zu einem Purinnukleotid-Verlust von ca. 9 % der ATP-
Ruhekonzentration in gesunden Probanden, was konsistent mit Messungen an Sportlern nach
intensiver Belastung ist [270, 285, 288]. Nach zehn Stunden erholt sich die ATP-Konzentration
in den Simulationen wieder auf 97 % des Ruhewertes, was einer De-novo-Syntheserate von
0.6 % des gesamten Adeninnukleotid-Pools pro Stunde entspricht. Die experimentell beobach-
teten De-novo-Syntheseraten liegen in einem Bereich von of 0.3-1.0 % pro Stunde [300] und
umfassen somit den Wert der Simulationen.
7.2.4 Belastung und Erholung in CFS-Simulationen
Wie in Abschnitt 7.1.5 beschrieben, wurden Simulationen mit unterschiedlichem CFS-
Schweregrad durchgeführt, indem die Reaktionsgeschwindigkeit der mitochondrialen Reaktion
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auf einen Wert von bis zu 60 % des Kontrollwertes herabgesetzt wurde, was im Bereich der
experimentell beobachteten mitochondrialen Kapazität liegt [234–238,290].
Abbildung 7.5 zeigt verschiedene Observablen in Abhängigkeit vom CFS-Schweregrad (CFS-
Faktor 0.6-1.0) und der Belastungsintensität (ATP-Verbrauch). Wie in Abbildung 7.5A zu sehen,
führt die reduzierte Kapazität der oxidativen Phosphorylierung zu einem deutlich niedrige-
ren ATP-Minimum während der Muskelbelastung. In Experimenten fällt die ATP-Konzentration
selbst während sehr intensiver Anstrengung selten unter einen Wert von 55 % der Ruhekon-
zentration [270, 283, 285, 286, 288, 289], sodass CFS-Patienten ein Belastungsniveau mit ATP-
Verbrauch größer als 2 mM/s wahrscheinlich gar nicht aufrechterhalten könnten und im Leis-
tungsvergleich daher schlechter abschneiden [233–236].
Einer der Gründe für ein niedrigeres Leistungsniveau ist das leicht sinkende ATP/ADP-
Verhältnis, das zu einer thermodynamisch weniger effizienten Hydrolyse von ATP zu ADP führt.
Die Änderung der Gibbs-Energie
∆G = −31.9 kJ/mol+ RT ln(ADP · Pi/ATP), (7.1)
ist in Abbildung 7.6A abhängig vom ATP-Verbrauch und dem CFS-Faktor dargestellt. R steht
dabei für die universelle Gaskonstante und T für die Temperatur. Aufgrund der stabilisieren-
den Wirkung der Adenylate-Kinase und der AMP-Deaminase auf das ATP/ADP-Verhältnis bleibt
der Unterschied zwischen CFS- und Kontrollsimulationen kleiner als 3.23 kJ/mol. Jeneson et
al. [301] beobachteten eine quasi-lineare Beziehung zwischen der Gibbs-Energie-Differenz und
der Leistungsabgabe, was gut mit den hier simulierten Daten übereinstimmt.
Die Stabilisierung des ATP/ADP-Verhältnisses hat den negativen Effekt einer erhöhten
AMP-Konzentration in CFS-Simulationen verglichen mit Kontrollsimulationen (siehe Abbil-
dung 7.5B). Die hohe AMP-Konzentration führt zu einem höheren Verlust an Purinnukleotiden
(Abbildung 7.5C) und erhöhten ADP- sowie AMP-Konzentrationen nach Belastung. Aufgrund
der Feedback-Inhibition von Schlüsselenzymen ist somit die De-novo-Syntheserate vermindert,
sodass das Auffüllen des Adeninnukleotid-Pools mehr Zeit in Anspruch nimmt. Für CFS-Faktoren
unterhalb von 0.7 werden 32-45 Stunden benötigt, bis sich die ATP-Konzentration wieder auf
97 % ihres Ruhewertes erholt, wie Abbildung 7.5D zeigt. In Einklang mit diesen Ergebnissen
beobachteten Tullson et al. [300] eine Korrelation zwischen der De-novo-Syntheserate und
der mitochondrialen Kapazität. Dieser Mechanismus könnte eine der Ursachen für die Post-
Exertional-Malaise sein, die in CFS-Patienten typischerweise bis zu einigen Tagen nach einer
Anstrengung andauern kann. Experimentell wurde die verzögerte Erholung an CFS-Patienten
unter anderem über die Kraft der maximalen Muskelkontraktion gemessen, die bei einer nach
24 Stunden wiederholten Anstrengung deutlich verringert war [302].
7.2.5 Übersäuerung während Muskelbelastung
Wie in Abbildung 7.5E gezeigt, ist die Übersäuerung während einer Muskelbelastung in CFS-
Simulationen erhöht, wobei die pH-Differenz zu den Kontrollen etwa 0.056 beträgt. Die Erho-
lung zum Ruhewert ist verzögert, was auch experimentell beobachtet wurde [233, 254]. Als
eine Konsequenz des niedrigeren pH-Wertes waren die Laktatbildung sowie der Ausfluss von
Laktat aus der Zelle bei einem CFS-Faktor von 0.7 um jeweils 15 % bzw. 20 % im Vergleich
zu Kontrollen erhöht. Eine erhöhte Laktatbildung sowie eine niedrigere Schwelle, ab der eine
Laktatakkumulation beobachtbar ist (anaeroben Schwelle), wurden auch in experimentellen
Studien gemessen [233,236].
Zwischen Laktatakkumulation und pH-Wert herrscht während der Erholung nach einer Be-
lastung eine näherungsweise lineare Abhängigkeit [282,303]. Wie in Abbildung 7.6B zu sehen,
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Abbildung 7.6: Gibbs-Energie und Laktatbildung. A: Annähernd lineare Beziehung zwischen
der Gibbs-Energie-Differenz für die ATP-Hydrolyse und der Leistung während
Muskelbelastung. Der Farbgradient codiert den Effekt unterschiedlicher CFS-
Faktoren. B: Lineare Beziehung zwischen Laktatkonzentration und pH-Wert.
Simulationen für CFS-Patienten sind verglichen zu Kontrollen bei gleichem ATP-
Verbrauch um 0.56 zu niedrigeren pH-Werten verschoben, wodurch die Fläche
schmal wirkt.
wird diese Linearität auch von dem hier vorgestellten Modell reproduziert, wobei die Steigung
über folgenden linearen Fit ermittelt wurde:
pH = 0.024(Laktat+ Pyruvat)/mM + 7.03. (7.2)
Die Steigung ist ähnlich zu dem Literaturwert von 0.0213/mM(Laktat+Pyruvat)+7.06 [282,
303], wobei ein Faktor 4 für die Umrechnung von Trockengewicht-Messungen verwendet wur-
de.
7.2.6 Sensitivitätsanalyse
Um zu untersuchen, welche Reaktionen die Systemdynamik am meisten beeinflussen, wurde
eine globale Sensitivitätsanalyse der Gleichgewichtskonzentrationen und der Konzentrationen
nach Belastung durchgeführt. Die Variationen im Paarameterraum wurden durch Multiplikation
jedes Simulationsparameters mit einem zufälligen Faktor zwischen 1/3 und 3 erzeugt, wobei
eine Wahrscheinlichkeitsverteilung verwendet wurde, die dem Bereich kleiner eins die gleiche
Wahrscheinlichkeit zuweist wie dem Bereich größer eins. Es wurde eine dichtebasierte Methode
mit moment-unabhängigem Sensitivitätsindikator [304,305] benutzt, die als Python-Bibliothek
SALib implementiert ist. Insgesamt wurden 105 Parametervariationen erzeugt, sodass die Kon-
fidenzintervalle der Sensitivitätsindikatoren relativ zu ihren Werten kleiner als 1 % waren.
Wie in Abbildung 7.7A zu sehen, sind die extramitochondrialen Purinnukleotide (ATP, AMP,
IMP) allgemein am sensibelsten in Bezug auf Änderungen an Modellparametern, was auf die
Regulation der entsprechenden Reaktionen zurückzuführen ist, die sehr stark auf ein Ungleich-
gewicht zwischen ATP-Synthese und ATP-Verbrauch reagieren.
Die Modellkonstanten der Kreatinkinase (k f CK und kbCK) haben den größten Einfluss auf
die Gleichgewichtskonzentration von ATP und wegen ihres starken Effekts auf das ATP/ADP-
Verhältnis auch auf alle anderen extramitochondrialen Spezies.
Wie zu erwarten, beeinflusst der Parameter kUT , der den ATP-Verbrauch regelt, die Konzen-
trationen von ADP, AMP, Phosphat und Kreatin deutlich, da die parallele Aktivierung der ATP-
Synthese für die Gleichgewichtskonzentrationen nicht berücksichtigt wird, sodass eine größere
Differenz zwischen ATP-Verbrauch und ATP-Synthese entsteht.
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Abbildung 7.7: Sensitivitätsanalyse. Sensitivität der Gleichgewichtskonzentrationen (A) und
der Konzentrationen nach einer intensiven 30 s Belastung (B) abhängig von
der Variation der Modellparameter. Für die Sensitivitätsanalyse wurde die dich-
tebasierte Methode mit moment-unabhängigem Sensitivitätsindikator verwen-
det [304, 305]. Der Farbgradient bildet die Stärke des Sensitivitätsindikators ab.
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Die intramitochondrialen Spezies NADH und Ubiquinol hängen hauptsächlich von der ers-
ten ratenlimitierenden Reaktion der mitochondrialen Atmungskette (Parameter kDH) und der
Verfügbarkeit von Pyruvat ab. Letztere wird wiederum durch das Verhältnis zwischen Vorwärts-
und Rückwärtsfluss der Laktat-Dehydrogenase (k f LA und kbLA) bestimmt. Das Redoxverhältnis
von Cytochrom c ist dagegen eher sensitiv auf die O2-Verbrauchsrate an Komplex IV.
Die Sensitivitätsanalyse der Konzentrationen nach Belastung, dargestellt in Abbildung 7.7B,
führt zu ähnlichen Ergebnissen, wobei jedoch der Einfluss der Kreatinkinase deutlich geringer
ist, weil der ATP-Verbrauch und die Glykolyse während intensiver Belastung an Bedeutung ge-
winnen. Da der ATP-Verbrauch (kUT ) während Belastung um bis zu 300-fach im Vergleich zum
Ruhezustand erhöht ist, hat eine relative Änderung dieses Parameters aufgrund der entstehen-
den Differenz zwischen ATP-Verbrauch und ATP-Synthese den stärksten Einfluss auf die Dynamik
des Gesamtsystems.
Die Konzentration von IMP ist, wie anzunehmen war, sehr sensitiv auf Änderungen des ATP-
Verbrauchs und zum Parameter kPL, der den Purinnukleotid-Verlust während Belastung be-
stimmt. IMP reagiert jedoch weniger sensitiv auf alle anderen Parameter verglichen mit der
Sensitivitätsanalyse der Gleichgewichtszustände.
Während der Muskelbelastung beeinflusst die Glykolyserate (kglyc) hauptsächlich die Laktat-
bildung sowie den zytosolischen und mitochondrialen pH-Wert. Interessanterweise hat keiner
der Parameter für ATP-Synthese- und Austausch-Reaktionen (kSN , kglyc, kEX ) einen besonderen
Einfluss auf das extramitochondriale ATP/ADP-Verhältnis verglichen mit dem Einfluss des Para-
meters für den ATP-Verbrauch. Dies ist wahrscheinlich auf die komplexen regulatorischen und
kompensatorischen Mechanismen zurückzuführen. Würde beispielsweise die ATP-Synthaserate
herabgesetzt, sänke einerseits das intramitochondriale ATP/ADP-Verhältnis und stiege anderer-
seits der pH-Gradient an der mitochondrialen Membran, was beides einen stimulierenden und
somit ausgleichenden Effekt auf die ATP-Synthase hätte.
7.3 Diskussion
Mit dem hier vorgestellten deterministischen Modell für den Verbrauch und die Erzeugung von
ATP in Muskelzellen ist es möglich, Belastungssimulationen durchzuführen, die gut mit experi-
mentellen Beobachtungen nach intensiver Muskelbelastung übereinstimen [270,283–286,288,
289,297].
Ähnlich zu Korzeniewski et al. [262] wurde die Muskelstimulation während Belastung durch
eine parallele Aktivierung der ATP-Erzeugung und des ATP-Verbrauchs simuliert. Diese Vorge-
hensweise ist eine starke Vereinfachung eines noch nicht vollständig verstandenen Mechanis-
mus, es gibt jedoch auch in vivo Hinweise auf eine solche parallele Aktivierung [263,306,307].
Durch die Simulation einer reduzierten mitochondrialen ATP-Syntheserate für CFS-Patienten
konnten Vorhersagen über die Erholungsdauer nach Belastung gemacht werden. Diese deu-
ten auf eine deutlich verzögerte Erholung in CFS-Patienten hin, wobei die Erholungsdauer im
Gegensatz zu Kontrollsimulationen nach einer moderaten einstündigen Belastungen erheblich
länger war als nach einer kurzen intensiven Belastung.
Die verringerte mitochondriale Kapazität von CFS-Patienten führt zu verstärkter Übersäue-
rung und Laktatbildung, die im Modell jedoch weniger stark ausgeprägt sind als experimentell
beobachtet [233, 236]. Ursachen für diesen Unterschied könnten in der Experimentdurchfüh-
rung, die mehrere kurze Belastungsperioden vorsieht [233], und in der Heterogenität innerhalb
der CFS-Patienten liegen. Im Modell sind außerdem die zellschädigenden Effekte einer sehr
niedrigen ATP-Konzentration nicht berücksichtigt, die die Laktatbildung über Kompensations-
mechanismen innerhalb einer Zellpopulation weiter ansteigen lassen könnte.
Bei der Untersuchung von Mitochondrien in Neutrophilen von CFS-Patienten wurde von zwei
Untergruppen berichtet, die darüber unterschieden wurden, auf welche Weise die verringer-
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te Mitochondrienleistung kompensiert wurde [238]. Eine Gruppe kompensierte die niedrigere
ATP-Synteserate eher durch Hochregulierung der Glykolyse, die andere eher über eine verstärk-
te Degradation von Purinnukleotiden. Das hier vorgestellte Modell beschreibt beide kompen-
satorischen Mechanismen und könnte durch Anpassung der entsprechenden Parameter für die
Glykolyse-Aktivierung und die Purinnukleotid-Degradation für die Beschreibung entsprechen-
der Gruppen optimiert werden. In den hier präsentierten Simulationen wurde das Modell jedoch
an experimentell beobachtete Werte für gesunde Probanden angepasst.
Einer der Hauptunterschiede zwischen CFS- und Kontrollsimulationen liegt darin, dass die
ATP-Konzentration in CFS-Simulationen während der Muskelbelastung auf kritisch niedrige Le-
vel sinkt. Bei einem ATP-Verbrauch von über 2.45 mM/s, fällt die ATP-Konzentration auf weniger
als 50 % des Ruhewertes. Werte unterhalb von 55 % des Ruhewertes wurden auch nach sehr in-
tensiver Belastung in gesunden Probanden nicht gemessen [270,283,285,286,288,289]. Selbst
wenn die ATP-Konzentration noch oberhalb des Km-Wertes für die meisten ATP-abhängigen
Enzyme liegt, wurde beobachtet, dass eine kurzzeitige Verringerung auf ein Drittel zu ei-
ner deutlich erhöhten Wahrscheinlichkeit für einen Zelltod führt [294]. Daher könnten CFS-
Patienten das angegebene Leistungsniveau nicht halten und die erhöhte Zelltodrate würde die
PEM-Symptome verstärken. Hinweise auf eine erhöhte Zelltodrate liefern auch Messungen der
zellfreien DNA im Plasma von CFS-Patienten. Die Konzentration an zellfreier DNA im Plasma lag
dabei bis zu einem Faktor von 3.5 über dem Referenzbereich [238]. Die Konzentration von zell-
freier DNA war stark antikorreliert zur gemessenen Kapazität der oxidativen Phosphorylierung,
was den eben erläuterten Zusammenhang zwischen Zelltod und dem kurzzeitigen Auftreten von
extrem niedrigen ATP-Konzentrationen nahelegt. Durch diesen Effekt würde die Erholungszeit
noch über die in den Simulationen hier dargestellte Dauer hinaus verlängert.
Zu anderen Faktoren, die die Effizienz der Erholung verringern, sind immunologische so-
wie adrenerge Dysregulationen [247, 248] zu zählen, deren komplexe Wechselwirkungen mit
belastungsinduzierten Änderungen im Metabolismus noch wenig verstanden sind. Zusätzlich
wurde ein erhöhter oxidativer Stress sowohl nach Belastung [244] als auch in Ruhe [239–241]
gemessen, was in engem Zusammenhang zur mitochondrialen Leistung steht, da die Redukti-
on einiger wichtiger Antioxidantien wie Ubiquinol, Cytochrom c und NADH abhängig von der
mitochondrialen Atmung ist.
Ein Versuch, die Erholungsdauer zu verkürzen, liegt darin, die De-novo-Syntheserate über
einen höheren D-Ribose-Spiegel anzuregen [293], was auch in CFS-Patienten günstige Aus-
wirkungen hatte [308]. Eine Langzeitbehandlung mit D-Ribose könnte jedoch negative Folgen
haben, da es zu einer vermehrten Glykation von Proteinen führen könnte, die eine Rolle in
neurodegenerativen Erkrankungen spielt [309].
Solange die mechanistische Ursache der verminderten ATP-Produktion unklar ist, ist es thera-
peutisch sinnvoll, wichtige mitochondriale Kofaktoren (Ubiquinol, NAD, L-Carnitin und andere)
zu messen und individuell zu supplementieren [310, 311]. Falls wie in aktuellen Studien ver-
mutet [291, 292], die Pyruvat-Dehydrogenase teilweise inhibiert wird oder fehlerhaft arbeitet,
könnte eine kohlenhydratreduzierte Ernährung dabei helfen, die übermäßige Laktatproduktion
etwas zu verringern [312]. Statt aus Pyruvat könnten dann vermehrt über die β-Oxidation von
Fettsäuren und den Proteinkatabolismus die für den Citratzyklus benötigten Substrate Acetyl-
Coenzym A und α-Ketoglutarat erzeugt werden.
Zusammenfassend konstatiert, ist das hier präsentierte Modell in der Lage, verschiedene
experimentelle Beobachtungen zu reproduzieren, Vorhersagen über die Erholungsdauer von
CFS-Patienten und gesunden Kontrollprobanden zu machen und Einblicke in die Mechanis-
men der Belastungsintoleranz zu geben. Die Untersuchung der Erholung nach Belastung wurde
ermöglicht, indem das Originalmodell [261] unter anderem um die Degradation von Purinnu-
kleotiden erweitert wurde. Die Systemdynamik hat zur Folge, dass die ATP-Konzentration in
CFS-Simulationen auf kritisch niedrige Werte sinkt und vermehrt Purinnukleotide degradiert
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und ausgeschieden werden, wodurch eine verlängerte Erholungsdauer und eine Verstärkung
der PEM-Symptome verursacht wird.
Tabelle 7.1: Reaktionsgeschwindigkeit der mitochondrialen Reaktionen. Die tiefgestellten
Buchstaben stehen für freie (f), mit Magnesium gebundene (m), extra- (e) und
intramitochondriale (i) Konzentrationen. Falls weder (f) noch (m) angegeben ist,
ist die Gesamtkonzentration gemeint.
Reaktionsgeschwindigkeit [mM/min] Parameter
Intramitochondriale Reaktionen [261]
Pyruvat-Dehydrogenase und Citratzyklus:
vDH = kDH
Pyruvat
(1+KmN NADHNAD )
PD
kDH = 37.689 mM min−1, KmN = 100, PD =
0.8 [261], Pyruvatabhängigkeit hinzugefügt
Komplex I: vC1 = kC1 ·∆GC1 kC1 = 0.112 mM mV−1 min−1
Komplex III: vC3 = kC3 ·∆GC3 kC3 = 0.521 mM mV−1 min−1, ∆GC3 definiert in
Anhang E
Komplex IV: vC4 = kC4
a2+·c2+
1+
KmO
O2
kC4 = 1951.98 mM−1 min−1, KmO = 0.12 mM,
O2 = 0.24 mM, a2+ ist die Konzentration des re-
duzierten Cytochrom a (Anhang E)
ATP-Synthase: vSN = kSN
γ−1
γ+1 kSN = 3.034 mM min
−1, γ (siehe Anhang E)
Austauschreaktionen an der mitochondrialen Membran [261]
Phosphat-Transporter:
vPI = kPI(RH2PO4,ePie ·H+e − RH2PO4,iPii ·H+i ),
with RH2PO4,e/i =
1
1+10pHe/i−6.8
RH2PO4 ist das Verhältnis von H2PO4 zur gesam-
ten Phosphatkonzentration.
ATP-ADP-Translokase:
vEX =
kEX
1+ KmADPADP f e
·
 ADP f e
ADP f e +ATP f e · 100.35∆φ/Z
− ADP f i
ADP f i +ATP f i · 10−0.65∆φ/Z

kEX = 3.508 mM min−1, KmADP = 0.0035 mM.
Definitionen von ∆φ, Z und die Berechnungen
von freiem ATP f und ADP f sind in Anhang E zu
finden.
vLK = kLK ,1(ekLK ,2∆p − 1) kLK ,1 = 7.92 · 10−5 mM min−1, kLK ,2 =
0.003 mV−1 [261]. kLK ,1 wurde so gesetzt, dass
der gemessene Protonenverlust in ruhenden
Skelettmuskeln reproduziert wird (50 % der At-
mungsrate der Mitochondrien [261,313]).
104
Tabelle 7.2: Reaktionsgeschwindigkeit der extramitochondrialen Reaktionen. Die tiefgestell-
ten Buchstaben stehen für freie (f), Magnesium gebundene (m), extra- (e) und
intramitochondriale (i) Konzentrationen. Falls weder (f) noch (m) angegeben ist,
ist die Gesamtkonzentration gemeint.
Reaktionsgeschwindigkeit [mM/min] Parameter
Extramitochondriale Reaktionen des Originalmodells [261,262]
Protonenausfluss: vPE = kPE(7− pH) kPE = 13.1 mM min−1 [284]
Kreatinkinase:
vCK = kCK ·ADPe · PCr ·H+ − kb,CK ·ATPe ·Cr
kCK = 1.9258µM−2 min−1 [261],
kb,CK = 0.0011602µM−1 min−1 (berechnet aus
Gleichgewichtskonzentration)
Adenylat-Kinase:
vAK = kAK ·ADP f e ·ADPme − kb,AK ·ATPme ·AMP
kAK = 862.1µM−1 min−1 [261] ,
kb,AK = 340.01µM−1 min−1 (berechnet aus
Gleichgewichtskonzentration)
ATP-Verbrauch: vUT = kUT
1
1+
kmA
ATPe
kUT = 0.6865 M min−1, KmA = 0.15 mM [261]
Glykolyse: vglyc = kglyc ·ADPe ·H+0 /H+ kglyc = 2.756 min−1
Extramitochondriale Reaktionen, die das Originalmodell erweitern
AMP-Deaminase: vAD = kAD
AMP(8−pH)
AMP+KmAMP
Pi·ADP0
Pi0·ADPe ·rmyo
rmyo = 1 +
n
33 (n ist der ATP-Verbrauchsfaktor).
kAD = 683.0 mM min−1, KmAMP = 1.0 mM für die
freie AMP-Deaminase (Literaturwerte zwischen
0.6-1.0 mM [268,272,314])
Verlust von Purinnukleotiden: vPL = kPL(IMP− IMP0)2 kPL = 2.05 min−1.
IMP-de-novo-Synthese:
vIS = kIS
ATPe
1+ ATPeKmATP
+ ADPeKiADP
· 1
1+ AMPKiAMP
+ IMPKiIMP
kIS = 0.0485 min−1, KmATP = 0.014 [275],
KiADP = 0.01 [275], KiAMP = 0.092 [315],
KiIMP = 0.18 [315]. Wenn der Gesamtkonzen-
tration an Adeninnukleotiden dem Ruhewert ent-
spricht, wird vIS gleich null gesetzt.
AMP-Synthese:
vAS = kAS
GTP·IMP
1+ GTPKmGTP

1+ IMPKmIMP
+ AMPKiAMP
 kAS = 7.487 mM
−1 min−1, KmIMP = 0.3, KmGMP =
0.05, KiAMP = 0.7 (siehe Abschnitt „Extrami-
tochondriale Reaktionen“)
Laktat-Dehydrogenase:
vLA = kLA · Pyruvat ·H+ − kb,LA · Laktat
kLA = 950.µM−1 min−1, kb,LA = 6.34 min−1
(berechnet aus Gleichgewichtskonzentration).
NAD/NADH wird nicht als extramitochondriale
Spezies berücksichtigt.
Laktatausfluss: vLE = kLE(Laktat− Laktat0) kLE = 0.06min−1 wurde so gewählt, dass der ex-
perimentell beobachtete Abfall der Laktatkonzen-
tration auf 70 % der Konzentration direkt nach
Belastung nach einer Erholungsdauer von 6 min
reproduziert wird. [289,316].
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Tabelle 7.3: Vergleich der Gleichgewichtskonzentrationen und der Konzentrationen direkt nach Belastung zwischen Simulation und Literatur.
Die Werte direkt nach Belastung sind auch in Abbildung 7.4 dargestellt. Für die Umrechnung von Trockengewicht-Messungen wurde
ein Faktor 4 verwendet.
Spezies Ruhekonzentration [mM] Konzentration direkt nach Belastung [mM]
Simulation Literatur Simulation Literatur
ATP 6.0 5.2 - 6.5 [270,285–287,295] 3.96 4.1 [270,285–287,295]
ADP 0.0158, berechnet [317] 0.012 - 0.025 [270,283,284,290,296,318] 0.0778 0.064 - 0.163 [262,270,284,296]
AMP 4.64e-5, berechnet [317] 1.8e-6 - 1.25e-4 [270,283,284,318] 1.71e-3 6.4e-5 - 5.e-3 [270,283,284]
IMP 0.027 0.01 - 0.038 [270,285–287] 1.45 0.88 - 2.36 [285–288,295]
Purinnukleotid-Verlust – – 0.55 0.35 - 1.0 [270,285,287,288,295]
Kreatinphosphat 20.5 19.3 - 22.7 [270,285–287,295] 3.03 1.9 - 13.9 [270,283–289,295]
Kreatin 9.0 7.7 - 11.3 [285–289] 26.47 18.0 - 29.7 [285–289]
Pyruvat 0.068 0.05 - 0.24 [283,289,306,318] 0.56 0.45 - 1.15 [283,289,297]
Pi 4.49 2.9 - 4.65 [284,289,290,319] 21.3 18.5 - 32.2 [284,289]
Piin 16.31 16-16.8 [319,320] 88.6 ohne Ref.
Laktat 1.02 0.95 - 1.5 [270,283,285,287,288,306] 20.72 17.1 - 29.8 [283,285–289]
ATPin 7.07 variabel [321] 7.84 ohne Ref.
ADPin 2.83 variabel [321] 2.06 ohne Ref.
NADH/NAD-Verhältnis 0.188 0.186 [306] 0.69 ohne Ref.
Coenzym Q10 reduziert 59.8 % 59.1 % [322] 82.2 % ohne Ref.
Cytochrom c reduziert 14.9 % 15-20 % [323] 23.9 % ohne Ref.
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8 Fazit und Ausblick
Die vorliegende Arbeit hatte zum Ziel, die systematischen Zusammenhänge in Proteinnetzwer-
ken zu untersuchen, die nach unterschiedlichen Stresssignalen aktiviert werden. Dabei wur-
den drei grundlegend verschiedene Stressarten betrachtet: strahleninduzierter und replikativer
Stress sowie Stress von Muskelzellen während körperlicher Belastung.
Für die Untersuchung der Stressantwort nach strahleninduzierten DNA-Schäden lag ein
Schwerpunkt dieser Arbeit darin, den Aktivierungsmechanismen der DNA-Reparatur auf den
Grund zu gehen. Dazu wurde zunächst ein automatisiertes Auswerteverfahren entwickelt, um
Untersuchungen der Reparaturantwort im noch wenig erforschten Niedrigdosisbereich zu er-
möglichen. Wegen des kleinen Strahleneffekts bei niedrigen Dosen muss ein solches Verfah-
ren in der Lage sein, eine sehr große Anzahl an Zellen effizient auswerten zu können. Für
die Differenzierung zwischen Foci und Hintergrundobjekten konnte über den Vergleich zu einer
manuellen Objektbewertung von drei Experimentatoren ein Fokus-Evaluationsparameter gefun-
den werden, der einen Korrelationskoeffizienten von 0.9 zur menschlichen Bewertung aufweist.
Die hohe Korrelation erlaubt es, nur eine geringe Anzahl an Objekten, die um den Schwellen-
wert liegen, manuell überprüfen zu müssen, um ein Experiment mit 5 000 oder mehr Zellen
auszuwerten.
Das Verfahren konnte schließlich dazu verwendet werden, die Reparatur von DNA-Schäden
nach Bestrahlung mit niedrigen Röntgendosen zu untersuchen, wobei eine verringerte Repa-
ratureffizienz bei kleinen Dosen festgestellt wurde. Die nichtlineare Reparaturantwort ist ein
Indiz darauf, dass es in den zugrundeliegenden Aktivierungsmechanismen selbstverstärkende
Prozesse gibt, wie beispielsweise die Autophosphorylierung von ATM [46, 57], das wieder-
um eine ganze Reihe anderer Reparaturproteine phosphorylieren kann [39, 114, 115]. Die
Auszählung der residualen Foci nach Bestrahlung und vorheriger Behandlung mit H2O2 oder
NAC (N-Acetylcystein) konnte darüber hinaus bestätigen, dass oxidativer Stress einen Einfluss
auf die Aktivierung der Reparaturmechanismen hat. Dass sich ein erhöhtes Level an reaktiven
Sauerstoffspezies positiv auf die Reparatureffizienz auswirkt, macht deutlich, dass die das kar-
zinogene Risiko bestimmenden Prozesse zu komplex sind, als dass sie durch simplifizierende
Lösungsansätze, wie etwa die Einnahme hoher Dosen von Antioxidantien, wesentlich positiv
beeinflusst werden könnten.
Das hier entwickelte Auswerteverfahren bietet auch die Möglichkeit für zukünftige Expe-
rimente zur Verbesserung der Risikoabschätzung im Niedrigdosisbereich. Eine Anwendung
könnte z. B. darin liegen, gezielt Risikogruppen daraufhin zu untersuchen, ob ein atypisches
Reparaturverhalten bei niedrigen Dosen vorliegt.
Darüber hinaus ermöglicht die hier vorgestellte Auswertemethode Untersuchungen zu
Protein-Wechselwirkungen im Niedrigdosisbereich, wie z. B. der beobachteten Regulierung von
ATM durch DNA-PKcs [58]. Da Studien zur Untersuchung von Protein-Interaktionen in der Re-
gel mit hohen Strahlendosen durchgeführt werden, um deutlichere Effekte zu erzeugen, ist es
interessant, inwieweit die postulierten Rollen und Wechselwirkungen auch bei Bestrahlung mit
niedrigen Dosen bestätigt werden können. Insbesondere die Regulierung von DNA-PKcs durch
ROS ist im Vergleich zu der von ATM deutlich weniger untersucht, sodass die hier entwickelte
Auswertemethode einen Beitrag zum besseren Verständnis leisten könnte. So kann beispiels-
weise die Zählung von γH2AX- und DNA-PKcs-Foci bei gleichzeitiger Inhibition von ATM wich-
tige Hinweise darauf geben, bis zu welchem Grad die Signalverstärkung auch von DNA-PKcs
übernommen werden kann. Mit einer zusätzlichen Modulation der ROS-Konzentration durch
Behandlung mit NAC oder H2O2 könnte darüber hinaus die Aktivierung durch ROS untersucht
werden.
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Für die in einem weiteren Projekt analysierte Rad54-Rad51-Interaktion während der homo-
logen Rekombination konnten durch zwei unterschiedliche Modellansätze Hinweise darauf
gewonnen werden, welche Rolle die Phosphorylierung von Rad54 für die Dissoziation des
Rad51-Filaments von der DNA spielt. Durch Modellierung von FRAP-Experimenten an Rad54
konnte die bessere Ablösung von Rad51 durch phosphoryliertes Rad54 quantifiziert werden.
Dabei war die Ablösungsrate mit Phosphorylierung um ein Faktor von 4.3 größer als im nicht-
phosphorylierten Fall. Der zweite Modellansatz bestand darin, Molekulardynamik-Simulationen
von freiem und DNA gebundenem Rad54 durchzuführen und diese auf eventuelle Auswirkun-
gen einer Phosphorylierung hin zu analysieren. Insgesamt konnte eine leicht stabilisierende Wir-
kung der Phosphorylierung beobachtet werden, wobei der größte Unterschied jedoch erst in den
Simulationen eines um doppelsträngige DNA gebundenen Rad54-Hexamers deutlich wurde. In
diesen waren die elektrostatischen Kräfte zwischen DNA und Rad54 ohne Phosphorylierung
so groß, dass eine effektive Translokation entlang der DNA behindert würde. Eine interessan-
te weiterführende Fragestellung wäre, wie sich die Phosphorylierung auf die ATPase-Reaktion
selbst und deren Gibbs-Energie auswirkt. Diese Frage könnte mit QM/MM-Simulationen näher
untersucht werden, also einer Kombination aus einer quantenmechanischen (QM) Simulation
der an der Reaktion beteiligten Residuen und einer molekularmechanischen (MM) Simulati-
on des restlichen Systems. Zusätzlich könnten weitere molekulardynamische Simulationen des
Rad51-Rad54-Komplexes Aufschluss darüber geben, wie die Phosphorylierung die Bindungs-
affinität zwischen Rad51 und Rad54 beeinflusst. Der Phosphorylierungsprozess selbst könnte
über Protein-Docking-Ansätze von Rad54 und Nek1 mit anschließender Molekulardynamik-
Simulation genauer untersucht werden.
Für die DNA-Replikation, während der die DNA besonders sensibel gegenüber endogenen
und exogenen Quellen von zellulärem Stress ist, konnte im Zuge dieser Arbeit ein bereits be-
stehendes Modell erweitert werden, das mit einem minimalen Satz von Parametern in der Lage
ist, die grundlegenden experimentellen Beobachtungen während der S-Phase zu reproduzieren.
Das Modell zeigt, wie wenige elementare Mechanismen zu der beobachteten dreidimensionalen
Verteilung von Replikations-Foci führen können. Zukünftige Anwendungen des Modells könn-
ten darin liegen, es auf neue, genauere experimentelle Daten zur Aktivierung von Origins anzu-
wenden oder auf Daten von anderen Säugetieren, um die Unterschiede zwischen verschiedenen
Spezies zu untersuchen.
In weiteren Simulationen der DNA-Reparatur während der Replikationsphase konnte gezeigt
werden, dass die experimentellen Daten zur Anzahl an γH2AX-Foci deutlich besser durch ein
Modell beschrieben werden können, dass eine synchrone Reparatur nach Abschluss der S-Phase
annimmt im Gegensatz zu einem Modell mit einer asynchronen sofortigen Reparatur indivi-
dueller Foci. Weiterführende Fragestellungen ergeben sich vor allem aus der Kombination der
Erkenntnisse aus diesem Projekt und dem bezüglich der Rad54-Phosphorylierung, wie z. B. ob
neben der Phosphorylierung von Rad54 noch weitere Prozesse zur zeitlichen Synchronisation
der homologen Rekombination beim Übergang zwischen S-Phase und G2-Phase beitragen. In
Hinblick auf die Regulierung der Rad54-Phosphorylierung bleibt auch die Frage offen, ob die
nach DNA-Schäden beobachtete Hochregulierung von Nek1 [172, 173], das Rad54 über seine
Kinaseaktivität phosphorylieren kann [67], während der S-Phase unterdrückt wird und falls
nicht, welche regulierenden Faktoren auf dessen Kinaseaktivität wirken.
Die dritte in dieser Arbeit betrachtete Art von zellulärem Stress ist die Belastung von Mus-
kelzellen während und nach sportlicher Anstrengung. Anhand des hier vorgeschlagenen Mo-
dells zu den Metabolitkonzentrationen während Muskelbelastung konnte gezeigt werden, dass
analog zu Signalnetzwerken nach DNA-Schäden eine nichtlineare Aktivierung der beteiligten
Prozesse notwendig ist, um den experimentell beobachteten Anstieg der ATP-Produktion be-
schreiben zu können. Durch eine detaillierter Berücksichtigung der für den pH-Wert relevanten
Prozesse, sowie eine Erweiterung des Modells durch Einbeziehung der Degradation und De-
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novo-Synthese von Purinnukleotiden konnte neben der eigentlichen Muskelbelastung auch die
Regenerationsphase danach simuliert werden. Eine verminderte mitochondriale Kapazität, wie
sie z. B. in ME/CFS-Patienten gemessen wurde, führt dem Modell nach auf eine um mehrere
Tage verlängerte Erholungsdauer nach moderater Anstrengung. Außerdem zeigt es eine erhöh-
te Muskelübersäuerung und den Abfall der ATP-Konzentration auf ein kritisches Level, was ein
Ursache für die erhöhte gemessene Zelltodrate in CFS-Patienten sein könnte [238,294].
Eine mögliche Anwendung des Modells besteht darin, zu testen, auf welche Weise sich ei-
ne Inhibition einzelner Proteine, wie sie bei verschiedenen Krankheiten auftritt, auf die ATP-
Produktion, die Laktatbildung und die Dauer der Erholungsphase auswirkt und inwieweit die
Simulationen mit experimentell ermittelten Metabolitkonzentrationen von Patienten überein-
stimmen. Interessant wäre außerdem, den Einfluss eines gepulsten Energiebedarfs auf die Mo-
dellvorhersagen zu untersuchen, da dieser eher der realen Situation von schnell aufeinander-
folgender Muskelanspannung und -entspannung entspricht.
Trotz des enormen technologischen Fortschritts innerhalb der letzten Jahrzehnte wird das
exakte Zusammenspiel zellulärer Systeme die biophysikalische Forschung noch viele Jahre be-
schäftigen. Die Schwierigkeit besteht insbesondere darin, dass man für die Untersuchung von
lebenden Systemen im Gegensatz zu der von anderen Materieformen das zu analysierende Sys-
tem nicht beliebig verkleinern kann. Da eine lebende Zelle mehr ist als die Summe ihrer Teile,
lässt sich ihre Funktionsweise nicht allein aus einzelnen Protein-Interaktionen heraus verste-
hen. Über diese hinaus müssen auch die zellulären Strukturen, wie die Anordnung des Chro-
matins, und die Wechselwirkungen komplexer biologischer Netzwerke berücksichtigt werden.
Theoretische Modellierungen können dabei Lücken im Verständnis der zugrundeliegenden Pro-
zesse offenlegen und wichtige Hinweise auf Zusammenhänge geben, die experimentell schwer
zugänglich sind. In diesem Sinne konnte durch die hier vorgestellten Modelle und Auswerteme-
thoden ein Beitrag zum besseren Verständnis der zellulären Antwort auf Stresssignale geleistet
werden.
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Anhang
A: Separate Darstellung der persistierenden Foci für Experimente mit und ohne
Medium-Wechsel
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Abbildung A1: A: Persistierende Foci nach Bestrahlung mit verschiedenen Dosen sowie mit und
ohne NAC-Behandlung für Experimente, in denen das Medium für die NAC-
Behandlung ausgetauscht wurde. B: Persistierende Foci nach Bestrahlung mit
verschiedenen Dosen sowie mit und ohne NAC-Behandlung für Experimente oh-
ne frisches Medium.
B: Parameter für das Modell zur Beschreibung von FRAP-Experimenten mit Rad54
Parameter Wert
k1 6.332e-5
∗
k2 18.09
k3 0.3488
k4 6.327e-5
k5 7.961e-5
k6 3.396e-4
Rad54gesamt 1.0
+
p-Rad540 0.2357
∗
B0 0.03646
BC0 0.02256
* Diese beiden Parameter wurden über einen unabhängigen Fit zu Daten der
Rad54-Phosphorylierung gewonnen.
+ Die Gesamtkonzentration von Rad54 über alle Spezies, die Rad54 oder p-Rad54 enthalten,
wurde auf 1.0 festgelegt.
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C: Zusätzliche Abbildungen zu Molekulardynamik-Simulationen
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Abbildung C1: A: Anzahl an Wassermolekülen innerhalb eines Radius von 7.5 Å um die jeweili-
gen Residuen für Simulationen mit Rad54-Monomer. B: Analoge Darstellung zu
(A) für Simulationen eines an die DNA gebundenen Rad54-Monomers. C: Vertei-
lung aller gefundenen Bindungskonfigurationen für ATP und Rad54-Monomer,
aufgetragen in Abhängigkeit der Bindungsenergie und der mittleren Entfernung
zu den ATPase-Residuen. D: Analoge Darstellung zu (C), wobei die Bindungs-
konfigurationen hier über die Simulationen von Rad54-DNA-Systemen ermittelt
wurden.
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D: Parameter zum DSB-Reparaturmodell während der S-Phase
Zellline MEF A549 A549 82-6 hTert
Behandlung MMS MMS CPT CPT (Subphasen)
DSB-Reparatur syn. asyn. syn. asyn. syn. asyn. syn. asyn.
τB [h] 2.3 2.91 0.406 0.44
τS [s] 0.323 0.347 0.163 0.121 9.864 h
∗ 9.967 h∗
τD [h] 14.262 13.774 1.721 4.024 0.844 2.372 1.94 3.331
D0 16.179 15.961 14.774 13.975 10.093 8.897 29.722 25.121
Tr [h] 5.913 4.993 4.528 2.502 3.445 2.926 6.008
+ 4.668+
krep [h
−1] 0.503 0.608 0.627 0.956 0.627 0.956 1.996 1.588
keff [h
−1] 4.962e6 4.727e6 5.779e6 4.753e6
kCPT [h
−1] 40.088 41.315 5.922 1.097
kSSB [h
−1] 8.524 80.597
Modellvariation -mit Offset -mit Offset -mit Offset -mit Offset -mit Offset -mit SSB -mit SSB
* Hier bezieht sich die Halbwertszeit nicht nur auf den kurzen SSB-Zustand während der Basenexzisionsreparatur
im MMS-Modell, sondern auf die gesamte Reparaturdauer für einen von CPT induzierten Einzelstrangbruch.
+ Die restliche S-Phasen-Dauer bezieht sich hier auf die Gruppe der Zellen in früher S-Phase.
E: Konstanten und Rechnungen zum Modell des ATP-Zyklus in Muskelzellen
Gesamtkonzentration des Cytochrom c [261]:
ct =0.27mM, (8.1)
c3+ =ct − c2+. (8.2)
Gesamtkonzentration von Ubichinon [261]:
Ut =1.35mM, (8.3)
UQ =Ut −UQH2. (8.4)
Gesamtkonzentration von NAD [261]:
Nt =2.97mM, (8.5)
NAD+ =Nt −NADH. (8.6)
Gesamtkonzentration von Kreatin [261]:
Ct =29.5mM, (8.7)
Cr =Ct − PCr. (8.8)
Berechnung des pH-Wertes:
pHe/i = − log(He/i · 10−3). (8.9)
Extra- und intramitochondriale Protonenpuffer-Kapazität:
rbuffe =c0e · dpHedHe =
c0e
ln10 ·He , (8.10)
rbuffi =
c0i
ln10 ·Hi , (8.11)
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wobei c0e = 25 und c0i = 22 [261].
Potentialberechnungen [261]:
∆pH =Z(pHi − pHe), (8.12)
∆P =
1
1− u ·∆pH, (8.13)
∆Ψ =− (∆P −∆pH), (8.14)
∆Ψi =0.65∆Ψ, (8.15)
∆Ψe =− 0.35∆Ψ. (8.16)
Konstanten [261]:
T =289K , (8.17)
R=0.0083
kJ
mol · K , (8.18)
F =0.0965
kJ
mol ·mV, (8.19)
Z = ln10 · R · T/F, (8.20)
u=0.861, (8.21)
Thermodynamische Potentialdifferenzen von Komplex I, Komplex III und der ATP-Synthase [261]:
∆GC1 =EmU − EmN − 2∆p, (8.22)
∆GC3 =Emc − EmU − (2− u)∆p, (8.23)
γ=10
∆GSN
Z , (8.24)
∆GSN =nA∆p−∆Gp, (8.25)
nA =2.5, (phänomenologische H
+/ATP Stöchiometrie der ATP-Synthase) (8.26)
∆Gp =31.9kJ/mol/F + Z · log

1000 · ATPi
ADPi · Pii

, (8.27)
(8.28)
Berechnung von Redoxpotentialen [261]:
EmN =− 320 mV + Z/2 · log

NAD
NADH

, (NAD Redoxpotential) (8.29)
EmU =85 mV + Z/2 · log

UQ
UQH2

, (Ubichinon Redoxpotential) (8.30)
Emc =250 mV + Z · log

c3+
c2+

, (Cytochrom c Redoxpotential) (8.31)
Ema =Emc +∆p · (1+ u), (Cytochrom a Redoxpotential) (8.32)
A3/2 =10
Ema−540mV
Z , (ratio a3+/a2+) (8.33)
a2+ =
at
1+ A3/2
, (Konzentration des reduzierten Cytochrom a) (8.34)
a3+ =at − a2+, (8.35)
at =0.135 mM. (8.36)
132
Berechnung der freien und magnesiumgebundenen Konzentration ATP und ADP, entnommen
aus [261]:
Mge =4.0 mM, (8.37)
ATP f e =
ATPe
1+ MgekDTe
. (8.38)
ATPme =ATPe −ATP f e, (8.39)
kDTe = 0.024 mM ist die Dissoziationskonstante von Magnesium für extramitochondriales ATP.
Die tiefgestellten Buchstaben stehen für freie (f), magnesiumgebundene (m), extra- (e) und
intramitochondriale (i) Konzentrationen. Falls weder (f) noch (m) angegeben ist, ist die Ge-
samtkonzentration gemeint.
ADP f e =
ADPe
1+ MgekDDe
. (8.40)
ADPme =ADPe −ADP f e, (8.41)
kDDe = 0.347 mM ist die Dissoziationskonstante von Magnesium für extramitochondriales ADP.
Mgi =0.38mM, (8.42)
ATP f i =
ATPi
1+ MgikDTi
. (8.43)
ATPmi =ATPi −ATP f i, (8.44)
kDTi = 0.017 mM ist die Dissoziationskonstante von Magnesium für intramitochondriales ATP.
ADP f i =
ADPi
1+ MgikDDi
. (8.45)
ADPmi =ADPi −ADP f i, (8.46)
kDDi = 0.282 mM ist die Dissoziationskonstante von Magnesium für intramitochondriales ADP.
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Eigen- und Fremdbeiträge der Arbeit
Alle in dieser Arbeit dargestellten Experimente wurden von Biologen verschiedener Arbeits-
gruppen durchgeführt. Die in Kapitel 3 gezeigten Experimente wurden von Johanna Mirsch
und Ratna Nuria Weimer (AG Löbrich, TU Darmstadt) durchgeführt. Die Auswertung der Ex-
perimente wurde dabei teilweise vom Autor R. N. Lengert vorgenommen. Die Experimente aus
Kapitel 4 wurden von Julian Spiels in der AG Löbrich, TU Darmstadt, absolviert. In Kapitel 5
wurden Experimente gezeigt, die von Marius Reinhart, Vadim O. Chagin und Corella S. Casas-
Delucchi in der AG Cardoso, TU Darmstadt, realisiert wurden. Die in Kapitel 6 dargestellten
Experimente wurden von Michael Ensminger (AG Löbrich, TU Darmstadt) ausgeführt.
Der Eigenbeitrag dieser Arbeit besteht einerseits in der theoretischen Modellierung zell-
biologischer Systeme und andererseits in der Entwicklung eines semi-automatischen Auswer-
teverfahrens zur Foci-Zählung. Dabei wurde, wie in Kapitel 5 dargestellt, ein von Daniel
Löb entwickeltes Modell der DNA-Replikation verwendet und im Zuge dieser Arbeit modifi-
ziert [188, 189]. Das in Kapitel 7 erläuterte Modell des ATP-Zyklus während Muskelbelastung
basiert hingegen auf einem Grundmodell, das Korzeniewski et al. entwickelt haben [261,262].
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