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Abstract: We applied an imaging optical system and convolution analysis to a one-shot 3D
imaging method with a chirped optical frequency comb to greatly improve the transverse spatial
resolution and depth accuracy. We obtained the high contrast spectral interference of a diffusive
surface using the designed lens system and developed a simple and robust analysis technique using
convolution of an obtained the interference fringe. The developed method was demonstrated to
realize submicron-level uncertainty for the depth measurement. When applied to the surface
structure of a coin, it demonstrated a transverse spatial resolution of 8.98 lp/mm and depth
resolution of 0.35 µm.
© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
1. Introduction
An optical frequency comb (OFC) is an ultrashort pulse train with high controllability and
coherence. It has demonstrated a high accuracy and large dynamic range for various point-by-
point distance measurements [1–4]. A highly accurate one-shot three-dimensional (3D) imaging
method is desired for practical application in various industries. However, it is difficult for
existing 3D imaging methods to achieve one-shot 3D imaging with high accuracy and wide range
simultaneously. Although the conventional method of laser distance measurement can provide
high accuracy [5], it is restricted to stationary objects because the measurement position on the
target surface needs to be swept and a delay time is required. Previously, we proposed a principle
for one-shot 3D measurement based on ultrafast conversion between the time, frequency, and
spatial axis information encoded in chirped ultrashort pulses [6]. However, this method uses
a highly chirped supercontinuum and nonlinear optical Kerr shutter realized by an amplified
Ti:Al2O3 laser because it requires high-power ultrashort pulses. Thus, not only is it impractical
but also the measurement performance is limited by the instability of the laser. Because the
previous method utilizes isolated pulses, the dynamic range is limited owing to the tradeoff
between the degree of chirp and the spectral and temporal resolutions. In terms of practicality, a
high-performance and simple measurement method needs to be developed with a practical light
source.
Using fiber-based OFCs with excellent stability and practicability, we developed a one-shot 3D
imaging method with greatly improved performance [7]. In the previous study, we utilized the
spectral interference of chirped ultrashort pulse trains from an OFC to generate spectral images
encoded with ultrafast time and space information instead of a nonlinear optical Kerr shutter;
thus, a high-power laser was unnecessary. By using the pulse-to-pulse interference of the OFC,
the measurement range was greatly extended without losing accuracy, which greatly improved
the applicability of the method. Figure 1 shows the principle of the developed one-shot 3D
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imaging method that uses an OFC. It captures spectral interference fringes between chirp pulses
(probe) irradiated on the object and chirp-free pulses (reference). Note that we can also choose a
chirped pulse as the reference with a relative chirp to the probe because only the relative chirp
is important for the proposed method. The spectral interference fringe shows a non-uniform
pattern with a minimum fringe frequency at a characteristic wavelength, which indicates that the
probe and reference pulses overlap at the wavelength in a chirped pulse. Here, the characteristic
wavelength changes with the delay time between the probe and reference. Thus, by measuring
the characteristic wavelength as an image, the distance to the target can be measured. Accurately
deducing the characteristic wavelength in the spectral interference fringe is important because it
greatly affects the measurement uncertainty. In this study, we developed a technique to obtain the
characteristic wavelength with high accuracy without complicated analysis, which is suitable for
real-time imaging.
Fig. 1. One-shot 3D imaging method using chirped OFCs.
In our previous study [7], we successfully demonstrated a depth measurement uncertainty on
the order of 10 µm for a five-digit dynamic range (i.e., ratio between the resolution (uncertainty)
and range). However, many applications demand better depth accuracy at the submicron level as
well as better transverse spatial resolution. For the transverse resolution, because the collimated
beam is irradiated and its reflected beam is measured, it is only applicable to specular objects and
cannot measure complicated shapes with a rough surface. For the depth resolution and accuracy,
because the characteristic wavelength that gives the minimum fringe frequency in the spectra is
deduced by using the zero-crossing point of the interference fringe, the analysis is not robust
against noise and demonstrates a large measurement uncertainty because the calculation process
requires differentiation.
An important feature of the developed imaging method is that the transverse and depth spatial
resolutions are designed separately. The transverse resolution is determined by the imaging optics
setup, and the depth resolution and accuracy are determined by the interference measurement.
To demonstrate the capability of the developed method for both the depth and transverse spatial
resolutions, which is required to measure minute surface structures, we developed a highly
accurate analysis method for detecting patterns in spectral interference fringes that introduces
convolution with an imaging lens setup to maintain high measurement accuracy of the interference
in the object image.
Various methods have been developed for analyzing the spectral interference fringe in different
fields. For example, in multilayer structure measurements with ultrashort pulse, the phase and
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fringe frequency for the spectral interference fringes of broadband light were obtained with
phase unwrapping and the fast Fourier transform (FFT) [8–11]. Some studies theoretically
calculated spectral interference fringes of chirped pulses with dispersive media and demonstrated
high-precision optical path difference measurements through comparisons with experimental
results [12]. The group refractive index of a medium has been measured from the fringe spacing
[13] and from phase retrieved and unwrapping of the chirped spectral interference fringes [14].
These studies used the spectral interference fringes because they can be easily measured with a
low-speed detector since only the spectrum needs to be measured.
An ideal analysis method would be able to determine the center position of the fringe pattern
corresponding to the characteristic wavelength showing the minimum fringe frequency in the
captured spectral interference fringe with a low calculation cost and high accuracy. In the present
study, we developed a measurement method that accurately detects the center position of the
fringe pattern with submicron uncertainty through convolution of the spectral interference fringe.
The proposed method uses the bilateral symmetry that exists in the fringe pattern, which gives a
strong peak at the center position of the fringe pattern after convolution. This calculation can be
performed simply through convolution of the spectrum at each spatial position separately; thus,
the depth information can be obtained easily from a single acquired spectral image. In addition,
because the data are integrated, the proposed method is robust against signal noise along pixels,
unlike the previous method that uses the zero-crossing position.
To achieve a high transverse resolution for one-shot 3D imaging, we introduced an imaging
optical system comprising an objective lens and eye lens to focus the probe beam on the
measurement object and a matching lens system to adjust the beam diameter according to the
reference pulse to generate a high-contrast interference pattern image.
We applied the above two techniques to improve both the depth and transverse spatial resolutions
and accuracy. The proposed method was evaluated with a coin and test patterns as measurement
objects to demonstrate that one-shot high-precision 3D imaging can be applied to various types
of target shapes.
2. Experiment
An experiment was conducted to evaluate the imaging system and convolution analysis. The 3D
profiles of the coin and test patterns were measured with a conventional imaging spectrometer
and line scanning. Figures 2(a) and 2(b) show the experimental configuration and spectrum
and the pulse waveforms of the OFC, respectively. An OFC with a pulse width of 65 fs, center
wavelength of 1.55 µm, average power of ∼100mW, and repetition frequency of 51.06MHz
was generated from an ultrashort pulse train generated by a mode-locked Er-doped fiber laser
through an optical amplifier with Er-doped fiber. The repetition frequency (f rep) of the OFC
and carrier-envelope-offset frequency (fCEO) were stabilized and controlled by reference to the
microwave frequency standard with an Allan deviation of ∼10−12 at a gate time of 1 s. To build
the spectral interferometer for the proposed method, the OFC was first divided into reference
and probe pulses with a beam splitter. To generate chirped pulses constituting the probe light,
we used a 2.5-m-long single-mode fiber (SMF) with a pulse width of 4.2 ps (Fig. 2(b)). The
probe pulse then diverged through a planoconcave lens with a focal length of −30mm and was
focused onto the measurement object. The reflected probe pulse from the sample was focused
on the imaging spectrometer by an imaging optical system in which a series of lenses was
adjusted so that the image of the sample formed on the infrared (IR) camera of the spectrometer.
Here, the reference light was a chirp-free pulse. After the delay stage, the reference pulse was
overlapped with the probe pulse. After this interference, the pulses were allowed to be incident
on the imaging spectrometer (iHR320, HORIBA, Japan), which comprised a reflection-type
grating with a groove number of 600mm−1, and captured with a 640 × 512 pixel InGaAs
camera (C12741-03, Hamamatsu Photonics, Japan). The horizontal direction of the captured
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image showed the wavelength axis (i.e., depth information), and the vertical direction had the
transverse spatial information. Therefore, a spectral image containing two-dimensional shape
information was acquired with one pulse. Here, since the exposure time of the camera was
4.6ms, millions of pulses from the 51MHz repetition pulse train were averaged. The optical path
of the interferometer was adjusted with the delay stage to make adjacent pulses interfere with
each other. Thus, the pulse delay time could be adjusted by controlling f rep of the OFC without
moving the mechanical stage. Note that we could also measure the pulse-to-pulse interference
with any arbitrary pulse in the pulse train. A target object located at any position could be
measured by scanning the repetition frequency of the OFC to determine the initial alignment to
the position [15]. Once the initial alignment was done, delay scanning was not needed for the
shape measurement.
Fig. 2. (a) Experimental configuration (PC: polarization controller, ND: neutral density
filter, BS: beam splitter, CL: cylindrical lens). (b) Properties of the OFC: (1) spectrum and
(2) pulse waveform of the reference and the probe pulses. (c) Interference fringe analysis
method: (1) measured spectral image and (2) convolution of spectral interference between
the black dashed line of the left image.
For specular and diffusive shapes, the spectral interference image of the focused probe beam
and reference beam needs to be measured. A plano-convex lens with a focal length of 500 mm
was placed in the optical path of the probe as the objective length (Fig. 2(a)). A lens with a focal
length of 300 mm was placed after the BS to interfere with the reference pulse as an eye lens
for focusing on the sample. Finally, the measurement object was captured by the camera of the
imaging spectrometer. To make this image interfere with the reference pulse with high contrast, a
lens system needed to be placed in the reference optical path to match the beam diameter to the
probe image size on the camera. Lens systems with focal lengths of −50 and 250 mm were placed
in the reference path, and the distance between the lenses was adjusted so that the beam diameter
would correctly correspond to the camera’s field angle. With this imaging optical system, the
camera could capture the spectral interference image of the sample.
Here, we describe the method used to analyze the position of spectral interference from the
captured spectral image. Figure 2(c) shows a schematic diagram of the method for obtaining
the interference fringe center position via convolution. First, the convolution was calculated
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along the wavelength axis (i.e., horizontal direction) of the captured spectral image (Fig. 2(c-
1)). Interference fringes have a nearly symmetrical region; thus, the convolution process can
emphasize the center position (Fig. 2(c-2)). The convolution signal g is given by
g(n) =
∑
m
f (m)f (n −m) (1)
where f is the spectral interference and m and n are indices of the spectral interference and
convolution signal data, respectively. The peak position of the convolution signal changes
depending on the position of the center of the interference fringe on the wavelength axis, i.e., the
shape of the sample. The shape information of the sample was obtained by comparing the peak
position to the previously measured calibration curve, which was acquired with the fixed mirror.
As a demonstration, we measured a coin’s surface and a test pattern to evaluate the transverse
resolution of the developed method.
3. Results
Figure 3(a) shows the spectral image obtained when the plane mirror was measured at a delay
position of 600 µm. The vertical and horizontal axes represent the space and wavelength,
respectively. Figures 3(b) and 3(c) show the analytical results of Fig. 3(a). The cross-sectional
fringe was extracted at the spatial position, i.e., vertical axis of 150 pixels (white dash line in
Fig. 3(a)), and the convolution was calculated when the delay was changed as shown in Fig.
3(b). The peak of the convolution is plotted in Fig. 3(c). The convolution signal intensity
decreased as the convolution signal peak approached the edge of the curve when the convolution
was calculated from a spectral image in which a symmetrical fringe pattern was not properly
obtained. Therefore, the measurable range was limited to where the convolution signal peak
could be distinguished from noise (Fig. 3(c)) and was found to be 741 µm for this experimental
system. For convenience, a second-order polynomial approximation was performed to obtain
the fitted calibration curve in this range. The calibration curves were created independently for
each spatial position, and the wavefront shape, which is dependent on the imaging optical system,
was corrected. The residual error between the fitted function and measured value was evaluated
to have a standard deviation of 0.35 µm; thus, the measurement was demonstrated to have a
submicron level of precision. The depth resolution is more than an order of magnitude better
Fig. 3. (a) Spectral image at the delay position of 600 µm (the sample is a plane mirror).
(b) Change to the convolution signal with changing delay at 150 pixels (white dashed line in
(a)). (c) Peak position of the detected convolution signal (yellow cross). The calibration
curve was approximated with a second-order polynomial from the measured peak position
(red line).
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than that of the previous study [7]. To measure an arbitrary object, the depth can be calculated
with this calibration curve and convolution peak position.
The 3D shape of a coin was measured via a line scan with the developed method. As shown in
Fig. 4(a), although the 3D information was already recorded in a pulse shot as a 2D spectral
fringe image, the 1D grating spectrometer could only obtain 1D-position dependent spectrum
information in one shot. Therefore, additional 1D position scanning was applied to the sample
coin to obtain the full 3D image in this experiment. Even with 1D scanning, the developed method
provided rapid and high-resolution 3D imaging, which is already useful for various applications.
Total measurement time was 2 min., which was limited by the speed of the stage movement and
synchronization with the camera. By use of simple rapid line scanner, the same quality image
could be obtained within several second. Moreover, fully no-scanning 3D information could be
measured in one shot if 2D spectroscopy techniques such as using a bundle fiber are performed
[16]. Figure 4(b) shows the measurement results for the 3D shape of the coin. The XZ plane was
measured in one shot and scanned along the Y-axis, and an area of approximately 20 × 23mm is
plotted in Fig. 4(b-1). Figure 4(b-1) shows the surface shape with a depth range of approximately
Fig. 4. (a) Imaging spectrometer using diffraction grating and 3D measurement by line
scanning. (b) Surface shape of the measured Japanese coin: (1) overview of the structure
and (2) fine structure. The coin clearly has a step height of about 45 µm.
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200 µm. Figure 4(b-2) shows an enlarged image of Fig. 4(b-1), which clearly indicates a fine
structure with a depth of approximately 45 µm. These results demonstrate that our developed
method can measure rough surfaces with a proper imaging optical system.
Finally, a test chart (1951 USAF) was measured to evaluate the transverse spatial resolution of
the proposed method. As a reference, Fig. 5(a) shows native focal images measured at the front
slit of the imaging spectrometer and cross-sectional line profiles of each test pattern. These were
elements 3 and 4 of group 1 (Figs. 5(a-1) and (a-2)). These images and profiles indicate that
the imaging optical setup used in this experiment could visualize the fine structure of the test
target. To evaluate the spatial resolution, we plotted a modulation transfer function (MTF) from
the visibilities of the line profiles at some elements of groups 1, 2, and 3. The contrast C was
calculated as follows:
C = IMax − IMinIMax + IMin (2)
Fig. 5. (a) Focal image at the front slit of imaging spectrometer: (a-1) element 3 and (a-2)
element 4 of group 1 (1951 USAF). The green area indicates the gap of the chart. (b, c)
Intensity map of the interference image of the test chart (elements of groups 1 and 3 and
element 1 of group 2 are shown) obtained with the developed method with a line scan. (d)
Enlarged images and 2D profiles of the intensity maps at 2.52 and 2.83 lp/mm, which are
same targets of (a-1) and (a-2) (shown in (d-1) and (d-2), respectively). The 2D profiles were
obtained from the map on the Y axis and show that the structure at the edge of the chart was
deformed by the experimental configuration. (e) MTF plot of the focal image and intensity
map obtained by the test chart. The MTF plots of the map on the X and Y axes are shown.
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where IMax and IMin are the maximum and minimum intensity profiles, respectively, of the test
pattern. The MTF of the native focal image is shown in Fig. 5(e) (blue circle).
Figure 5(b) shows the interference image of the test target obtained with the developed method
using the chirped OFC with a line scan at the scanning position of 6.30 mm. The scanning
direction is represented by the Y axis in Fig. 5(c). To evaluate the transverse spatial resolution
for a line scan with the developed method, we plotted a 2D map of the intensity of the obtained
spectral interference signal. Figure 5(b) shows that some areas had a high-intensity spectral
interference signal because of the reflection from the test pattern. Other areas also had spectral
interference, but the intensity was weak because of reflection from the glass plate. Thus, the
reflected signal intensity of the metal-coated pattern, which can be distinguished from the glass
substrate, indicates the transverse spatial resolution of the proposed method. We calculated the
sum of the square of the interference signal along the spectrum axis (horizontal axis in Fig. 5(b))
and obtained the intensity of the spectral interference at each image position (X axis). By an
additional line scan in the Y direction, we obtained the 2D intensity map.
Figure 5(c) shows the 2D signal intensity map of the test target obtained with the developed
method with a line scan. The map has a resolution of 321 × 2321 pixels, where the size was
determined by the pixel resolution of the IR camera and number of line scan steps. The range of
the line scan was 11.6mm with steps of 5 µm. The images on both ends of the measured area
were blurred because of the weak interference signal.
Figures 5(d-1) and 5(d-2) show the enlarged image and 2D profile of the 2.52 and 2.83 lp/mm
charts, respectively, which were taken from Fig. 5(c). Figures 5(a) and (d) show the same targets.
In the experiment, because the plate of the chart was tilted relative to the beam owing to the
experimental alignment, the obtained cross-sectional profiles were deformed, which can be seen
in the bottom plots of Fig. 5(d) compared to Fig. 5(a). However, the results demonstrated that
these test targets were clearly resolved with the developed imaging method.
Finally, we compared the transverse spatial resolutions of the image obtained with the proposed
method and the native focal image. Figure 5(e) shows the MTF plots for the cross-sectional
images along the X and Y axes together with the native focal images. The MTF plots for the
patterns between 4.00 and 8.00 lp/mm are missing because they were out of the range that could
be captured at once owing to the limitations of the experimental setup. For the native focal image,
the MTF for the target of 8.00 lp/mm was degraded compared to 4.00 lp/mm and reached less
than 0.5. Therefore, the spatial resolution of the native imaging optical system was evaluated to
be better than 4.00 lp/mm. For the obtained interference image, the MTF for the 8.00 lp/mm
along the X axis was worse than that for 4.00 lp/mm and reached less than 0.5, just like the native
focal image. However, the obtained interference image along the Y axis showed better values
than the native image and reached less than 0.5 at around 10.10 lp/mm. Therefore, the proposed
method was evaluated to have spatial resolutions of better than 4.00 and 8.98 lp/mm along the X
and Y axes, respectively.
4. Discussion
The convolution analysis acquires the convolution in only one direction for any single image;
thus, its calculation cost is very small, and its speed can be easily increased. The analysis is
robust against local noise because the signal of the entire fringe pattern is used.
First, we discuss the depth accuracy and measurement range in this study. The measurement
range was determined by the pulse width of the reference pulse and probe pulse. The pulse
width can be expanded by increasing the amount of chirp. In this experiment, it was adjusted
according to the length of the SMF. The range can also be expanded by using a broadband light
source because the convolution signal peak position can change greatly. When evaluating the
convolution of the fringe pattern, it is important that the specific pattern of the interference fringe
should be contained in the spectral image, which severely limits the measurement range.
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The depth accuracy is determined by the whole spectral bandwidth and wavelength resolution
of the spectrometer. As the amount of chirp decreases without the spectral bandwidth changing,
the depth accuracy is improved because the convolution position changes more when the distance
changes. However, as the amount of chirp decreases, the change rate for the fringe frequency on
the wavelength axis also decreases. Thus, the spectral fringe pattern becomes closer to a uniform
pattern, i.e., with a single fringe frequency. In other words, the width of the convolution peak
increases. In this situation, it is difficult to determine the peak position with high accuracy. If
the spectral bandwidth is expanded, the width of the convolution peak became relatively small
because the fringe frequency changes rapidly, which makes it easier to determine its position.
Thus, the depth accuracy is better when a broad bandwidth and high wavelength resolution are
used for detection. The wavelength resolution (or resolution to determine the convolution peak
position) can be improved by increasing the number of pixels for the spectral image detection.
Next, we discuss the image resolution (spatial resolution) based on the measurement results of
the test chart shown in Fig. 5. As shown in Fig. 5(e), the MTF plot of the native focal image
indicates that the contrast decreased between 4.00 and 8.00 lp/mm, which means that it is difficult
to capture a fine structure over 8.00 lp/mm with the spectrometer and optical setup used in this
study. In addition, the MTF plot of the obtained cross-sectional image along the X axis with the
proposed method degraded to below 0.5 at 8.00 lp/mm. However, the MTF along Y axis was
better and clearly differed compared to the plot along the X axis. This difference was because
the spatial resolutions for the X and Y axes of the image were limited by different factors: the
pixel resolution of the IR image sensor in the X direction and the step of the line scan in the Y
direction.
The pixel resolution for the image sensor of the IR camera was 20 × 20 µm. The map on the
X axis was focused by the imaging setup in the same way as the focal image. Thus, the MTF
plots of the native focal image and interference image along the X axis were the same profile,
and both values at 8.00 lp/mm reached below 0.5. On the other hand, we captured the spectral
interference image with 5-µm steps in the Y direction. Thus, the obtained image along the Y
axis was captured with a finer resolution than that of the IR camera. Considering that the MTF
plot of the image in Fig. 5(e) had a higher resolution along the Y axis than along the X axis, we
concluded that the transverse spatial resolution of the obtained interference image could reach
8.98 lp/mm, but the experimentally obtained resolution of the X axis was reduced by the pixel
resolution of the image sensor. This is because the transverse spatial resolution should be limited
by the imaging optical system. Thus, even though the line scan was performed by more finely
dividing the focused image, it was impossible to exceed the resolution of the focused image.
In this demonstration, the imaging area was approximately 20 × 23 mm. However, the field
angle was determined by the lens system and can be adjusted by design. The spatial resolution
can be also set by the imaging system. For example, with a microscope, the spatial resolution
can be increased to the diffraction limit (approximately 0.7 µm when the wavelength is 1.5
µm). In addition, the measurement range can be expanded to greater than a meter by using the
pulse-to-pulse interference of the OFC. Thus, it is possible to measure a structure that has a high
aspect ratio with a telescope [7,15]. In this case, when an arbitrary optical system is adopted, the
mismatch between the wavefronts of the reference and probe pulses should be calibrated by the
measurement system for flatness with a reference mirror.
Finally, here we summarize the comparison with conventional spectral interferometric tech-
niques. First, our developed method is not based on the calculation of the precise fringe spacing
but is based on the characteristic wavelength region which gives the broadest spacing. Therefore,
simple and rapid analysis technique without 2D Fourier transform can be applied as demonstrated
in this paper, thus total calculation cost can be reduced. Next, conventional technique based
on the fringe spacing has difficulty in applying to a large object, since fine spacing over broad
spectral range should be detected and resolved in spectrometer. On the contrary, in our method,
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we do not need high spectral resolution since we do not need to resolve the fine fringe. Moreover,
since we utilized optical frequency comb, pulse-to-pulse interferometry can be applied to a large
object with high accuracy. All of these are strong advantages in the developed method even with
additional line scan as demonstrated in this work. Finally, as mentioned, with 2D spectroscopic
detection techniques, such as fiber bundle, fully no-scanning 3D imaging is achieved.
5. Conclusions
To realize a one-shot 3D imaging method using a chirped OFC for measuring arbitrary shapes,
we introduced a simple convolution analysis method to the imaging optical system for improved
accuracy. We experimentally verified the effectiveness with line scanning and a spectrometer.
The experimental results demonstrated that highly accurate measurements were realized with
a depth resolution of 0.35 µm, and the surfaces of a coin and test charts were measured with
an imaging optical system at a spatial resolution of 8.98 lp/mm. This can be increased up to
the diffraction limit by changing the imaging setup. We demonstrated that a general-purpose
imaging spectrometer can be used to acquire a 3D shape with a simple line scan. This method
already provides simple and practical 3D imaging. Moreover, because the whole 3D information
of the object shape is already recorded in an ultrashort pulse of the OFC, a 3D shape can be
simultaneously acquired without scanning by 2D spectroscopy using a bundle fiber [16] or 2D
diffraction grating. Because 3D shape information can be stored in any ultrashort pulse in
the OFC, dynamic phenomena such as ultrafast (e.g., femtosecond) transient phenomena and
fracture phenomena can be measured simultaneously with a submicron level of spatial uncertainty.
Because the proposed analysis method does not require high computing power, it can contribute
to the development of convenient one-shot 3D imaging systems that use small interferometers
and electronic devices.
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