Introduction, history and statement of the main theorem
Let A be an (n• of complex L~-coeflicients, defined on R n, with IIAII~<A, and satisfying the ellipticity (or "accretivity") condition /kl~21 ~< Re (A~, ~) ~< AI~I 2, (1.1)
for ~EC n and for some A, A such that 0<A~<A<oc. Here (.,.) denotes the usual inner product in C n, so that (d~, ~) ~ E miy(x)~j "~i.
i,j
We define a divergence-form operator
which we interpret in the usual weak sense via a sesquilinear form.
The accretivity condition (1.1) enables one to define an accretive square root v/L-L 1/2 (see [14] ), and a fundamental question is to determine when one can solve the "square-root problem", i.e. to establish the estimate Hv~ fHLe(Rn) • CHVfHL2(an), (1.3) Hofmann and Lewis were each partially supported by NSF research grants. Lewis also was partially supported by the Mittag-Leffier Institute, who provided both financial support and a pleasant working atmosphere during the spring of 2000.
with C depending only on n, A and A. The latter estimate is connected with the question of the analyticity of the mapping A--+L 1/2, which in turn has applications to the perturbation theory for certain classes of hyperbolic equations (see [15] , [19] ). We note that it is well known, and easy to see, that (1.3) holds when L is self-adjoint.
A long-standing open problem, essentially posed by Kato [14] (but refined by McIntosh [19] , [21]--we shall explain this point more fully below), is the following: 
Is Llz/2 holomorphic in z, in a neighborhood of z=0?
In fact, Kato actually formulated this question for a more general class of abstract accretive operators. A counterexample to the abstract problem was found by McIntosh [21] . However, it has been pointed out in [19] that, in posing the problem, Kato had been motivated by the special case of elliptic differential operators, and by the applicability of a positive result, in that special case, to the perturbation theory for hyperbolic evolution To establish the validity of Conjecture 1.5 has become known as the Kato problem, or square-root problem. Until recently, both Conjecture 1.4 and Conjecture 1.5 had been proved completely only when n= 1.
In the 1-dimensional case, the square-root problem is essentially equivalent to the problem of establishing the L2-boundedness of the Cauchy integral operator along a Lipschitz curve. Thus Conjecture 1.5, and hence also Conjecture 1.4, were proved in one dimension in the celebrated paper of Coifman, McIntosh and Meyer [5] . The precise nature of the relationship between the Cauchy integral operator along a Lipschitz curve, and the 1-dimensional Kato problem, was obtained in [16] .
In higher dimensions, both Conjecture 1.4 and Conjecture 1.5 had been proved only in the case that A is close, in some sense, to a constant matrix (or in the case that one imposes some additional structure on the matrix--see [2] for some examples).
The first result involving perturbations of constant matrices was due independently to Coifman, Deng and Meyer [4] , and Fabes, Jerison and Kenig [9] , who established the square-root estimate (1.3) whenever I IA-Ill ~ ~< s(n). Clearly, their methods allowed one also to replace the identity matrix I by any constant accretive matrix, and this was certainly understood at that time (see [10] ). Sharper bounds for the constant s(n) on the order of n -1/2 were obtained by Journ~ [13] . Another result in the same spirit was due to Fabes, Jerison and Kenig [unpublished] , who proved that an appropriate analogue of (1.3) holds when A is continuous (and hence, at least locally, close to a constant matrix). Extensions of these "small constant" results, with L ~ replaced by BMO, and C replaced by VMO, were obtained by Escauriaza (VMO, unpublished), and by Auscher and Tchamitchian [2] (BMO with small norm; ABMO, a space somewhat beyond VMO; and, more generally, small perturbations of ABMO in BMO). In the latter results, one still supposes that AE L~; the point is that the smallness of the perturbation is measured in a more general sense.
In the present paper, we present the solution to Conjecture 1.4, in all dimensions, at least in the case that A is real, symmetric. Our main result is 
It is worthwhile to make several comments at this point. The first is that it is enough to establish (1.3) for v/L, for then (1.7) follows immediately by our previous remarks concerning Conjecture 1.4 and analyticity. Second, we observe that, more generally, our proof actually yields that Conjecture 1.4 holds if A is merely self-adjoint (not necessarily real, symmetric), if we assume also that the heat kernel Wt~ (x, y), which is the kernel of the operator e -t~n, satisfies the "Gaussian" property
<<. C(n,A, ) p~
where the latter inequality holds for some positive exponent a depending only on n, A [12] . It was then observed by M. Lacey [17] that the use of an appropriate sectorial decomposition of C n allows one to extend the argument in [12] to higher dimensions, assuming that the above-mentioned "Gaussian" property holds. The removal of the Gaussian hypothesis was then permitted by means of an argument due to Auscher and Tchamitchian. A summary of these combined efforts, giving the complete solution to the Kato problem, will appear in a forthcoming paper.
The paper is organized as follows. In the next section, we discuss the strategy of our proof and make some preliminary reductions. In particular, we shall state an "extrapolation lemma" for Carleson measures, which lies at the heart of our approach here. In w we prove the extrapolation lemma. In w we state another key lemma, and use it, along with the extrapolation lemma, to prove Theorem 1.6. The proof of this key lemma is given in w w is an appendix, in which we give the proof of one technical lemma.
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2. The strategy of the proof, notation and preliminary arguments
In the sequel, we shall use the convention that the generic constant C may depend upon n, A and A, but that when a constant depends upon other parameters, we shall note that dependence explicitly, while leaving any dependence upon n, /~ and A implicit.
We shall also suppose in the sequel that A is real, symmetric, 
Ct 2 ,
where the latter inequality holds for some positive exponent a depending only on n, A and A, whenever
Letting L* denote the adjoint of f,, we see that the same bounds hold also for the kernel of t2L*e -t~L*. Moreover, t2L*e-t2L*l=O.
Thus, standard real-variable orthogonality techniques imply the square-function estimate nlFL*e-t2L' g(x)12 dx T <" CIIglI~2(Ro).
Consequently, if we resolve the square root as
and then dualize and apply Schwarz's inequality, we see that to prove (1.3) for ]x/2, it is enough to establish the inequality
~[ [tLe-t2Lf(x)[2 dx dt

JR t ~< Cl[WIl~(rt~).
We now claim that, in the spirit of the Tl-theorem, this last square-function estimate follows from (2.3). Let us sketch a simple proof of the claim. implies IIIR~flII~<CIIWII2, Let Pt denote a nice convolution-type approximate identity.
By a slight abuse of notation, let y denote the variable of integration in the definition of the integral operator Re applied to f, i.e., ntf(x)=Rt(f(y))(x), and Rt(y)=Rtp, since p(y)=y. Since Re1=0, we have, following [3] , that
Now, the non-tangential maximum of VPtf is L2-bounded, so the triple bar norm of II satisfies the desired bound, given that we have an appropriate Carleson measure estimate for Rt(y), namely (2.3). Moreover, it is essentially known that the triple bar norm of I is bounded. Indeed, just take the absolute value of the integrand, and use, in effect, the results of Dorronsoro [8] , along with property (G), to estimate the tail of the kernel of the operator Rt. We leave the routine details to the reader. This completes our sketch of the proof of the fact that (2.3) implies (1.3) for V~.
Thus, our goal is to prove (2.3). Our method of proof is one which has been used in [18] and [11] , to establish parabolic measure estimates for certain classes of parabolic equations. This technique is an inductive procedure which, roughly speaking, utilizes a stopping time argument, reminiscent of Carleson's "corona" construction, to "extrapolate" the constant which bounds a certain Carleson measure estimate. In the present setting, this extrapolation method may be formalized as follows. Let #,/5 be two positive measures defined on the upper half-space R+ +1, with
where O<~Kt(x), Kt(x)<~/3o. In the next section we shall prove the following "extrapolation lemma for Carleson measures". For our purposes, we shall apply the extrapolation lemma with/; defined by (2.1), and with # defined by dp(x,t) -17,(x)12dx t' (2.6) where
and s is a small, fixed number, to be chosen later, and which will ultimately depend only on n, A and A. Since A is real, symmetric, it is not hard to see that
(independently of a), where Co depends only on ellipticity and dimension. Indeed, this follows easily from the fact that the heat kernel Wt2(x, y), the kernel of e -t~L, satisfies (1.8), plus the fact that v~ satisfies (1.3). We omit the details, which are standard. Moreover, it follows readily from (1.8) and (2.4) that ]Tt(x)] 2, ]~t(x)12~<~0, with/30 depending only on ellipticity and dimension, and again we omit the routine details. We are therefore left with two main tasks. One of these is to prove the extrapolation lemma; the other is to verify that p and fi satisfy the remaining hypothesis of the extrapolation lemma, for some/i depending only on ellipticity and dimension, and with
where a is the same as in (2.7). In carrying out the latter task, we shall exploit the circle of ideas surrounding the proof of a sort of "Tb"-theorem for square roots, given in [2] . Let Pt denote a nice approximate identity, given by convolution with a function t-np(x/t), pECk, with support in the unit ball, and fp=l. Suppose that there are constants C' and C" such that for each cube Q, there exists a mapping F--FQ: 5Q--+C n (here 5Q denotes the concentric dilate of Q having side length 5I(Q)), satisfying
(Here VFQ denotes the transpose of the Jacobian matrix.) We shall utilize the ideas of [2] in the form of the following lemma, whose proof may be deduced from the proofs of Theorems 3 and 4 of [2, w although for the sake of self-containment, we shall give the proof here momentarily. Before proving the lemma, we note that in our case we shall define the mapping FQ as follows. Given Q, with side length I(Q), we define FQ: R~--+R n by
where c is the same small number that first appeared in (2.7). We remind the reader, also, that ~(x)-=x, throughout this paper. We observe that this is the same FQ that was introduced previously in the solution of the 2-dimensional Kato conjecture in [12] . It is a routine matter to prove that this particular choice of FQ satisfies
~2(l(e)) 2'
and we omit the details. These estimates are, of course, restatements of (2.9i) and (2.9ii).
For the reader's convenience, let us now sketch the proof of Lemma 2.10, following LGe = LEe in the weak sense. Choosing e0 small enough, we therefore obtain from (2.9) that ~Q[ VGQI 2C'lQI (2.13i) and
We now define an operator, mapping matrix-valued L2-functions into Cn-valued functions, by
Otf(x) = -te -t2L div Af, so that, by the definition (2.2), we have
where I=V~ denotes the identity (n x n)-matrix. To prove the lemma, we therefore need
We may replace FQ by GQ, as the resulting error is no larger than Ce02 II~lIc. We may also multiply VGQ by a smooth, non-negative cut-off function XQ, supported in 4Q and identically 1 in 3Q, since the convolution kernel of Pt has support in a ball of radius t<~l(Q). Furthermore 
Qf(Q) dt ~C(I(Q))2ZQ(IgGQI2 § '
Jo IO~(xqV~Q)(~)I 2 ~-dx and the conclusion of Lemma 2.10 now follows from (2.13).
We finish this section by stating a lemma which we shall find useful in the sequel.
It is a sort of "John-Nirenherg lemma for Carleson measures". 
Then the following estimate holds in Q:
IQI ]Q ]o
We defer the proof of Lemma 2.14 to an appendix (w We note that ~
[t(x)-[~/t(x)l 2
satisfies the size and HSlder continuity hypotheses of the function Ht(x) of the lemma, with/30 and c~ depending only on n, A and A, as the reader may readily verify using (2.4).
We omit the routine details.
Proof of the extrapolation lemma
We begin with a few preliminary observations. Recall (in the statement of Lemma 2.5) []
We remark that since TQr C_ RQj, the hypotheses of Lemma 3.3 will be verified if, in particular,/~(RQ\(U TQ 3) ) ~ ~1 JQJ. We shall show that this collection S satisfies (3.5) and (3.6). To verify the latter, we note that by (3.7) and the definition of B, we have that
(a+2b) IBI <~ ~ t~(RbQ~)+ ~ t~( (RQ\ RbQk)n (Qk x (0, c~))) < tt( RQ) <. (a+b)IQI,
and (3.6) follows. We now proceed to show that (3.5) holds. Fix a dyadic cube Q~, and observe that if Q'C_Qk, for some Qk in S, then #(TQ,\(UTQk))=O. Thus, we may suppose that Q' is not contained in any Qk E S. Then 
TQ'\(UTQk)=(TQ'N(Eox(O,c~)))U( U ((TQ'\TQk)N(Qkx(O,c~)))),
TQ,\TQk C (RQ,\RbQ; )U(RbQ~.\TQk).
Hence by (3.10), (3.8) and (3.1) applied to Qk, we have that the #-measure of the set in Step 2. Show that there exists b>0, depending only on n, fl0 and 6, such that for all a>>. O 
, H(a) ~ H(a+b).
Once
Step 2 is completed, we are done. Indeed since IiPiic<~Co, we have that H(Co) can be achieved in finitely many steps, with the number of steps depending only on r],(~,flo,C0, in which case Lemma 3.3 may be invoked, with rl-rl(n,(~,fl0,C0) and
fll=fl2(T], 5, flo, Co )( l q'-C1).
Let us now carry out Step 2. In order to do so, we first prove LEMMA 3.11. Suppose that H(a) holds, that b-2 -N where we choose b-2 -N so small that 5>~C(l+~o)b (this is the constant on the right side of (3.5)). By Lemma 3.4, there exists a family S--{Qk} of non-overlapping dyadic snbcubes satisfying (3.5) and (3.6). Let us denote by S' the subcollection of QkES such that p(R~k ) <~aIQk I. Let 
RQ\( U TQ,,)C_(RQ\( U TQk))U( U TQk\(UTQ}))-R1UR2 9 Q"E S" QkE S QkE S'
Now, since (3.5) holds, with C(1+/30)b~<5, the hypotheses of the extrapolation theorem imply that ~(R1)~<C1 [Q[. Also, since TQk C RQk, and since Lemma 3.11 applies to every Qk E S', we obtain that
Thus, in view of (3.17) , and the fact that EQ=Q\(UQ,~s, Q"), we have that H(a+b)
holds. This concludes the proof of the extrapolation theorem.
[]
Deducing (2.3) from the extrapolation lemma
As mentioned in the previous section, we shall apply the extrapolation lemma to the measures/5 and # defined by (2.1) and (2.6), respectively. To establish (2.3), it is enough, given Lemma 2.5, to prove that there is a constant 5>0, depending only on ellipticity and dimension, and a constant 
O'C_Q
Here, the supremum runs over dyadic subcubes of Q. Indeed, we have already observed above that the other hypotheses of the extrapolation lemma hold, with constants that depend only on ellipticity and dimension. Let us now proceed to prove that (4.2) holds, given (4.3).
To this end, we recall that Wt2-e -t2L, and we denote the kernel of this operator by Wt~(x,y). Thus, W(~/2)2(Z(Q))~--FQ (recall that FQ was defined in (2.11), and satisfies (2.12)). We define also Let gQ denote the concentric cube with side length xl(Q). Our fundamental estimate for FQ is satisfies the size and HSlder continuity hypotheses of Lemma 2.14, with constants that depend only on ellipticity and dimension. Consequently, it is enough to prove that there exists ~/>0, depending only on dimension and ~, such that for every dyadic QPc_ Q, there is a set EQ, C_Q' with IEQ,[>~[Q'I, on which the following estimate holds:
1 /E f'(r dt
IQ'I (x) I t(x)i2-t-dx< C( -X)(l+ gll llc)"
(4.6) Indeed, given (4.6), we may apply Lemma 2.14 to the function ~It(x) defined above, to deduce that
1s ,2 dt ~Q--[[ a2W(x) I~t(x) -~-dx<~ C(e-1)(l+~]lFt[[c)"
Since f::(;)[Tt (x)[2 dt/t <. c, it follows that (4.2) will hold, once we have established (4.6).
We now show that (4.3) and Lemma 4.4 imply (4.6), as long as we choose 5 and e small enough depending only on ellipticity and dimension. 
which yields (4.6) in the present case. if we set d=e. Now, let Mr denote the Hardy-Littlewood maximal operator, taken with respect to balls of radius at most r. Then from (4.7) we deduce that
Thus, for e small enough, there exists r/depending only on n, and a set EQ, C_ 1Q,, with IEQ, I~>~IQ'I, and such that, for all xEEQ,, we have VPt-Qt/t, where Qt is an operator given by convolution with a smooth kernel which is supported in the the ball of radius t, we have that
I <~ C~(x) t-ll~t (x)].
In proving (4.6), we only integrate where t~(x). It follows that I~Ccl~t(x)l, which may also be hidden on the left side of (4.10). Finally, (In the last estimate, we have used that ~ELipl, and that the kernel Wt2=e -t2L has Gaussian bounds.) But (4.11) implies that
IPt(v(w(~v( ))~-w(~r ct-~-l f ]x-yldy'e~C~. J(Iz-y]<t}
Thus, II<<.Cel~t(x)l , which may also be hidden on the left side of (4.10), if e is chosen small enough depending only on n, A and A. This proves (4.6), given Lemma 4.4. The proof of Theorem 1.6 is now complete, modulo Lemma 4.4 and Lemma 2.14. We give the proof of the former in the next section, and of the latter in w 5. Proof of Lemma 4.4 Throughout this section, Q is a fixed cube, with p-l(Q). We recall that we are using the notation Wt2--e -t2L, and we denote the kernel of this operator by Wt: (x, y). 
Also, we may replace ~(x) by r162
Our first step is to prove that We now claim that, for t~<~0, /(O)2lVWt2~212 CeZIQI, (5.4) <<.
f (o)UlVW~@~el u ce21QI (5.5) (the latter will be used, and proved, later) and (5.5) . This concludes the proof of estimate (5.2), modulo the proof of (5.5), which we continue to defer for the moment.
We now return to the proof of Lemma 4.4 (that is, the proof of estimate (5.1) 
We note that 
~-]inA(~We2t2(fll)[t=~Q'(VWe2t2~)l)lt=r 9
Combining this last identity with (5.13), ellipticity, the fact that # is a Carleson measure, and the fact that IIVW~=~=/s~lllL=(~o) ~< ClQI ~/2
(the proof of which is routine, and omitted), and then hiding a small term on the left, we obtain (5.12). But given (5.12) and (5.13), the conclusion of Lemma 4.4 follows, since we have shown that (5.9) is dominated by 4~2F2 plus small errors. It is therefore enough to prove (5.13).
To this end, let t2 = { (x, t) 9 R+ + 1: CQ (x) < t < 8/(2 v/2 ) }. Then,
We observe that, by the divergence theorem,
where N denotes the outer unit normal to r But along the "top" part of 0f~, when t-8/(2v/2), we have that N-(0, ...,0, 1 
Cc3 []Q]+ / l~We~2[~(O)2 dx] .
For c small enough, we may hide the second summand on the left side of (5.5), and the proof of Lemma 4.4 is now complete. given the hypotheses of Lemma 2.14. Let 0<e</(Q) (we remark that the present E has no connection with the number used in w167 it is now merely a small, arbitrary number). Let where in the last inequality we have used (6.2). But we can repeat the previous argument to show that (6.4) holds also with Q replaced by any dyadic subcube Q'c Q. Thus 2 M(r .< = C(a, 7/)(/3o+/3), r! and the conclusion of the lemma follows by letting r
