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Abstract. Let Od be the Cuntz algebra on generators S1, . . . , Sd, 2 ≤ d <∞,
and let Dd ⊆ Od be the abelian subalgebra generated by monomials SαS
∗
α =
Sα1 · · ·SαkS
∗
αk
· · ·S∗α1 where α = (α1 . . . αk) ranges over all multi-indices
formed from {1, . . . , d}. In any representation of Od, Dd may be simulta-
neously diagonalized. Using S
i
(SαS
∗
α) =
(
S
iα
S∗
iα
)
S
i
, we show that the oper-
ators Si from a general representation of Od may be expressed directly in terms
of the spectral representation of Dd. We use this in describing a class of type
III representations of Od and corresponding endomorphisms, and the heart
of the memoir is a description of an associated family of AF-algebras arising
as the fixed-point algebras of the associated modular automorphism groups.
Chapters 5–18 are devoted to finding effective methods to decide isomorphism
and non-isomorphism in this class of AF-algebras.
Key words and phrases. C∗-algebras, Fourier basis, irreducible representations, Hilbert
space, wavelets, radix-representations, lattices, iterated function systems.
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Preface
The present memoir consists of two parts. The first part encompasses Chapters
1–4, and is concerned with the description of a class of representations of the Cuntz
algebra Od, starting out with a very general description of such representations.
The second part encompasses Chapters 4–18 and is a description of a class of AF-
algebras with constant incidence matrices J of the special form (6.1). The two parts
are thus connected by Chapter 4, where it is explained how these AF-algebras arise
as the fixed-point algebras of modular automorphism groups associated to certain
states on Od. Readers who are not interested in representation theory can therefore
read the memoir from Chapter 5. Since the special examples we study can be
understood very concretely, we hope that the memoir may serve as an invitation for
graduate students who want to study isomorphism and invariants in more general
settings.
Oslo, Iowa City and Kiev, June 1999, January 2003, and May 2003
Ola Bratteli Palle E. T. Jorgensen Vasyl’ Ostrovs’ky˘ı
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Introduction
The origin of this monograph was the desire to understand certain concrete
operator relations arising as realizations of filtering processes in signal theory. Our
research did, however, lead us naturally in the direction of analyzing certain non-
commutative dynamical systems and their fixed points and states. In this introduc-
tion, we give an overview of the contents of the monograph in three stages: First
(1) a very general discussion, then (2) a discussion with more specific definitions
and details, and finally (3) a detailed technical account of what the paper actually
contains.
1. General discussion and motivation. This monograph is centered around
the issue of distinguishing a particular family of AF-algebras, those which arise as
the centralizers of certain states on Cuntz algebras—or equivalently, as the fixed-
point algebras under certain one-parameter subgroups of the gauge action. (The
Cuntz algebras are the range of a functor from Hilbert space into C∗-algebras. The
term AF-algebra is short for approximately finite-dimensional C∗-algebra. Both
the Cuntz algebras and the AF-algebras play a role in several areas of mathemat-
ics, e.g., K-theory and dynamical systems, and in applications, for example to
statistical mechanics [19].) While AF-algebras generally are classified up to stable
isomorphism by the equivalence classes of their Bratteli diagrams, or by the iso-
morphism classes of their ordered dimension groups, none of the three items in this
triple of equivalence classes, of AF-algebras, Bratteli diagrams, or ordered dimen-
sion groups, respectively, is especially amenable to computation. In this memoir,
we therefore try to approach the subject via classes of concrete examples, which
do in fact admit algorithms for distinguishing isomorphism classes, in particular
by the computation of numerical invariants which distinguish these classes. The
examples are chosen so they illustrate in a concrete manner the main issues of
computation in each of the three incarnations, AF-algebras, Bratteli diagrams, or
dimension groups. The terms in this paragraph will be defined in Section 2 of this
introduction.
The first part of our memoir is in a sense divorced from the central theme, that
of numerical invariants. But we feel that it helps the reader see how the main issue
fits into a wider context, and hopefully it will help the reader make connections to
the areas of mathematics and its applications which are touched upon in a more
indirect manner. The ubiquitous Cuntz algebras and their representations have a
surprising number of applications in a wide range of areas, also outside the subject
of operator algebras, such as wavelets and dynamical systems, to mention just two.
One of the recent areas of application of dimension groups and Perron–Frobenius
structures is to notions of equivalence for symbolic dynamics, and more specifically
vi
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subshifts. Section 7.5 in the book [63] serves as an excellent background refer-
ence. In particular, it describes how substitution matrices and dimension groups
are derived from symbolic systems in dynamics, and it gives the basics on some
of the numerical invariants used there. The matrices that we encounter in the
context of AF-C∗-algebras are a subclass of those used for the general dynamics
problem, and our notion of equivalence is weaker. As we show in [13], our notion
of C∗-equivalence for two dimension groups corresponds to a weaker concept of
equivalence than the ones of strong shift equivalence and shift equivalence. The
latter are nicely surveyed in [91], which also recounts the history of the Williams
problem, and its resolution.
Let us give a short rundown of this problem. In the rest of this paragraph, let
the term ‘matrix’ mean ‘matrix over the nonnegative integers’. Then two square
matrices J , K are elementary shift equivalent if there exist matrices A, B such
that J = BA and K = AB. We say that J , K are shift equivalent of lag k if
AJ = KA, BK = JB, BA = Jk, and AB = Kk hold for some matrices A, B, and
they are shift equivalent if they are shift equivalent of some lag k in N. Thus shift
equivalence of lag 1 is the same as elementary shift equivalence [63, Proposition
7.3.2]. The matrices J , K are strongly shift equivalent if they can be connected
by a finite chain of elementary shift equivalent matrices. (Note that elementary
shift equivalence is not an equivalence relation; it is not transitive.) Strong shift
equivalence trivially implies shift equivalence [63, Theorem 7.3.3], but the converse
is the longstanding Williams conjecture, and it is not true [57], even when J and K
are irreducible [58]. The conjecture was stated in [93]. The properly weaker notion
of C∗-equivalence or weak equivalence of two square matrices A, B is defined by
the existence of a sequence A1, B1, A2, B2, . . . of matrices and sequences (nk),
(mk) of natural numbers such that
Jnk = BkAk
Kmk = Ak+1Bk
for k = 1, 2, . . . .
One notes that the numerical invariants that are known in the subject have
a history based on computation, and that applies to the issue of C∗-equivalence,
also called weak equivalence, as well. And the invariants for weak equivalence are
different from those used in [91] and the papers cited there. The latter are based
on sign-gyration conditions, cohomology, and the K-theory group K2: see [91,
Section 1]. A part of the paper [91] further describes a class of one-dimensional
systems for which equivalence up to homeomorphism is decided by weak equivalence
(C∗-equivalence) for the corresponding dimension groups.
Chapter 1 is a discussion of the spectral decomposition of representations of
the Cuntz algebras relative to canonical MASAs (maximal abelian subalgebras).
It serves as a pointer to how the particular AF-algebras in Chapter 4, which form
the basis for our analysis, arise. But the dimension groups of the AF-algebras
which result as fixed-point subalgebras from our operator-theoretic construct turn
out also to come up in other areas of mathematics, and readers primarily inter-
ested in dynamics may wish to consult [63], or [5] for this alternative use of the
same special dimension groups. These problems have a flavor of algebraic num-
ber theory; see also [14]. Chapter 2 specialises the general setup of Chapter 1 to
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a certain class of representations of the Cuntz algebras, and the chapter is moti-
vated partly by the representations arising from wavelet theory. These chapters
describe basic theory of Cuntz-relation representations which has also been consid-
ered in [70, Section 2.5.3]. Chapter 3 is devoted to so-called KMS states (short
for Kubo–Martin–Schwinger states) from statistical physics. More specifically, we
look at KMS states of the dynamic defined by one-parameter groups of quasi-free
automorphisms on a Cuntz C∗-algebra. One theorem gives a characterization of
when there is, or is not, such a KMS state. Chapter 4 determines when, in this
situation, the fixed-point algebra is AF, and gives an outline of how to go about
computing the corresponding Bratteli diagrams. Since a main aim of the memoir is
to make an otherwise technical subject concrete, many examples are offered to help
the reader appreciate the abstract theorems, and to motivate the numerical invari-
ants that are introduced later. The rest of the memoir is devoted to the analysis of
the isomorphism classes of these AF-algebras. Thus the initial chapters are mainly
devoted to setting up the class of AF-algebras to be considered. But we feel that
they are of independent interest, and have relevance outside the particular issue of
AF-algebra classification. Part A is representation-theoretic, while Part B describes
numerical invariants for the AF-algebra classification context, and associated Brat-
teli diagrams. There are discussions of special cases of the general problem which
are related to: (i) the Williams problem (the issue of understanding the two main
ways of classifying dimension groups in dynamics—see [91] for more on this con-
nection); (ii) Krieger’s theorem and conjugacy of the corresponding actions on the
Cuntz algebras (see [63]); (iii) invariants related to the Perron–Frobenius eigen-
value; and (iv) more algebraic invariants with examples, or situations where the
invariants become complete.
The one-parameter groups of automorphisms that we consider act upon the
Cuntz algebras, and they are called gauge actions; they scale the generators with a
unitary gauge. Our analysis is focused on the corresponding fixed-point algebras:
their classification, and their significance in, for example, symbolic dynamics. But
there are analogous and interesting questions for more general C∗-algebras which
arise in dynamical systems, for instance the Cuntz–Krieger algebras OA. These
are algebras, naturally generalizing the Cuntz algebras, defined on generators Si
and relations, the relations being given by a 0-1 matrix A. The matrix A in turn
determines, in a standard fashion, see [63], a state space SA for a dynamical system
called a subshift. While we will not treat them here, our methods suggest directions
for future work on other gauge actions, as illustrated by recent papers of Exel, Laca,
and Vershik, for example [43] and [41, 42]. A gauge action on an algebra scales the
generators by a unitary phase, and a recent paper [40] defines the notions of gauge
action and KMS states in the setting of Cuntz–Krieger algebras. While our present
analysis for the Cuntz algebras is relatively managable for computations, involving
only Perron–Frobenius theory for finite matrices, the analogous analysis of Exel if
carried through would instead be based on an infinite-dimensional version of the
Perron–Frobenius theorem, due to Ruelle (see [81] and [82]). In Ruelle’s theorem,
the finite matrix from the classical Perron–Frobenius theorem is replaced by an
operator, now called the Ruelle transfer operator (see [54], [12, Section 3.1]), and
the Perron–Frobenius left eigenvector from the classical case, by a measure on the
state space SA. The Ruelle transfer operator acts on functions on the compact
space SA, and the right Perron–Frobenius eigenvector is a continuous function on
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SA. Following the model from the simpler case of the Cuntz algebra, and using the
Ruelle–Perron–Frobenius theorem, Exel in [40] computes the KMS states for the
Cuntz–Krieger algebras, and it would be interesting to analyze the issues of fixed-
point subalgebras and state centralizers in this context. Relevant for our present
analysis is the fact that unital endomorphisms of B(H) are known to correspond
to representations of the Cuntz algebras Od, and the integer d is the Powers index.
The corresponding index in the setting of [40] is not necessarily integer-valued,
but some methods in our memoir point to generalizations and future directions of
research in this and other algebraic settings of symbolic dynamics.
The use of certain representations of Od in wavelet theory is outlined in [12,
Exercises 1–11, 1–12, and 2–25]. The starting observations there are the facts
(i) that the system of frequency-subband filters with d subbands is known to satisfy
the relations which define representations of Od, and (ii) that the multiresolution
approach to wavelets is based on subband filters.
Yet other uses of the representations of the Cuntz algebras Od to dynamics
include the work of J. Ball and V. Vinnikov [1, 2] on Lax–Phillips scattering theory
for multivariable linear systems. These two papers develop a functional model for
representations of Od in a setting which is more special than that of Theorem 1.2
below.
The original AF-algebra in [6] had Pascal’s triangle as its diagram and arose
as the fixed-point algebra of the standard infinite-product-type action of the circle
on the infinite tensor product of a sequence of full 2× 2 matrix algebras. Infinite-
tensor-product-type actions of more general compact groups have been considered
by Anthony Wassermann, Adrian Ocneanu and others, and the fixed-point alge-
bras are related to the AF-algebras occuring in Vaughan Joness subfactor theory,
which again has important applications in knot theory, low-dimensional manifolds,
conformal field theory, etc.; see [38, 49]. But this is far outside the scope of the
present monograph.
As noted in [65], the list of applications of Bratteli diagrams includes such areas
of applied mathematics as the fast Fourier transform, and more general Fourier
transforms on finite or infinite nonabelian groups. These transforms in turn are
widely used in computational mathematics, in error-correction codes, and even in
P. Shor’s fast algorithm for integer factorization on a quantum computer [83, 84].
As reviewed in [65], the effectiveness of the Bratteli diagrams for development of
algorithms pays off especially well when a sequence of operations is involved, with
a succession of steps, perhaps with a scaling similarity, and with embeddings from
one step into the next. In the case of matrix algebras, the embeddings are in the
category of rings, while for groups, the embeddings are group homomorphisms. The
number of embeddings may be infinite, as it is in the applications in the present
memoir, or it may be finite, as in the case of the fast-Fourier-transform algorithms
of Cooley and Tukey, see [65].
The discrete Fourier transform for the cyclic group ZupslopenZ involves the unitary
matrix 1√
n
(
ei2pijk/n
)n−1
j,k=0
and is of complexity O(n2). If n is a composite number,
such as n = 2k, then there are choices of Bratteli diagrams built on ZupslopenZ which
turn the discrete Fourier transform into a fast Fourier transform of complexity
O(n logn). For each of the Bratteli diagrams formed from a sequence of subgroups
of ZupslopenZ, the corresponding fast Fourier transform involves a summation over the
paths of the Bratteli diagram.
x REPRESENTATION THEORY AND NUMERICAL AF-INVARIANTS
The subject of this memoir is developing into a long-term programme by the
authors, also in collaboration with Kim and Roush [13, 14, 15]. The results are of-
ten somewhat technical. The paper [91] provides a beautiful survey of the Williams
problem, its history, and its resolution. The subject of equivalences, strong, shift
equivalence, or weak equivalence, is situated neither directly in operator algebras,
nor perhaps precisely in dynamical systems or wavelet analysis, but rather inter-
mingles these, and more, areas of mathematics.
Let us now add more specific definitions and go into more details:
2. Three ways of measuring isomorphism. During the sixties and seven-
ties it was established that there is a one-to-one canonical correspondence between
the following three sets [6, 30, 32, 33, 34, 47]:
(i) the isomorphism classes of AF-algebras,
(ii) the isomorphism classes of certain ordered abelian groups, called dimen-
sion groups,
and finally
(iii) the equivalence classes of certain combinatorial objects, called Bratteli
diagrams.
In more recent times, this has led to an undercurrent of misunderstanding that
AF-algebras, which are complex objects, are classified by dimension groups, which
are easy objects, and that this is the end of the story. However, as anyone who has
worked with these matters knows, although for special subsets it may be easier to
work with one of the three sets mentioned above rather than another, in general the
computation of isomorphism classes in any of the three categories is equally difficult.
Although dimension groups are easy objects, their isomorphism classes in general
are not! One may even be tempted to flip the coin around and say that dimension
groups are classified by AF-algebras. If one thinks about isomorphism classes, this
is logically true, but the only completely general method to decide isomorphism
classes in all the cases is to resort to the computation of the equivalence relation
for the associated Bratteli diagrams. This problem is not only hard in general,
it is even undecidable: There is no general recursive algorithm to decide if two
effective presentations of Bratteli diagrams yield equivalent diagrams [66]. In this
memoir, we will encounter this problem in a very special situation, and try to
resolve it in a modest way by introducing various numerical invariants which are
easily computable from the diagram. In the situation that the AF-embeddings
are given by a constant primitive nonsingular matrix, the classification problem
has, after the writing of this monograph, been proved in general to be decidable
[13, 14, 15].
Recall that an AF-algebra is a separable C∗-algebra with the property that for
any ε > 0, any finite subset of the algebra can be approximated with elements of
some finite-dimensional ∗-subalgebra with the precision given by ε. An AF-algebra
is stable if it is isomorphic to its tensor product with the compact operators on a
separable Hilbert space. A dimension group is a countable abelian group with an
order satisfying the Riesz interpolation property and which is unperforated. The
Bratteli diagram is described in [6], [29], and [38], and the equivalence relation is
also described in detail in [7] and in Remark 5.6. (All these concepts will be treated
in some detail in Chapter 5, where it is also explained that the stability assumption
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on the AF-algebra can be removed by putting more structure on the group and the
diagram.)
Recently there has been a fruitful interaction between the theory of dynamical
systems, analytic number theory, and C∗-algebras. In [4], the authors show how
β-KMS states may be used in understanding the Riemann zeta function, and vice
versa. In [88], [21], [37], [49], [39], [52], [55], and [60], certain dynamical systems
are used to generate new simple C∗-algebras from the Cuntz algebras, and to better
understand the corresponding isomorphism classes of C∗-algebras. The results in
Chapter 4 should be contrasted with results of Izumi [53] and Watatani [92] which
deal with crossed product constructions built from the Cuntz algebras Od. Here
we study the AF-subalgebras of Od formed from the one-parameter automorphism
groups of Chapter 3.
It follows from the definition of the Od-relations that they are well adapted to
d-multiresolutions of the kind used in wavelets and fractal analysis. The number d
represents the scaling factor of the wavelet. This viewpoint was exploited in recent
papers [16], [9], [10], and [28]. While the representations for these applications
are type I, the focus in the present memoir is type III representations of Od, and a
family of associated AF-C∗-algebras AL (⊆ Od for some d). These representations
arise from a modified version of the technique which we used in generating wavelet
representations. This starting point in fact yields a general decomposition result
for representations of Od which seems to be of independent interest. To understand
better the resulting decomposition structure, we will establish that the centraliz-
ers of these states are simple AF-algebras, and that the Bratteli diagrams have
stationary incidence matrices J of a special form given in (7.2). (In general the
centralizer of a state ω on a C∗-algebra A is defined as the set of x ∈ A such that
ω (xy) = ω (yx) for all y ∈ A. If ω is a KMS state with respect to a dynamical
one-parameter group σ, as in (3.3), then this is equivalent to saying that x is a
fixed point for the dynamic σ.) Clearly the rank of the corresponding dimension
group is an invariant, but it appeared at first sight that different matrices J and J ′
would yield non-isomorphic AF-algebras AJ and AJ′ . This turns out not to be the
case, however, and the bulk of the memoir concerns numerical AF-invariants. It is
not easy to get invariants that discriminate the most natural cases of algebras AJ
that arise from this seemingly easy family of AF-algebras. There is a connection
to subshifts in dynamical systems, but if subshifts are constructed, from J and
J ′, say, we note that strong shift equivalence in the sense of Krieger is equivalent
to J = J ′, while isomorphism of the AF-algebras AJ and AJ′ turns out to be a
much more delicate problem; see also [13]. While we do not have a complete set
of numerical AF-invariants for our algebras AJ , we do find interesting subfamilies
of AJ ’s which do in fact admit a concrete isomorphism labeling, and Part B of the
memoir concentrates on these cases. In contrast, we mention that [14] and [15] do
have general criteria for C∗-isomorphism of the algebras AJ , but those conditions
are rather abstract in comparison with the explicit and numerical invariants which
are the focus of the present memoir. A complete algorithm for C∗-isomorphism is
written out in [14, pp. 1651–1653 and corrigendum].
Let us now go into even more nitty-gritty technical details:
3. Detailed outline. The Cuntz algebra Od with generators si and relations
s∗i sj = δij1,
∑d
i=1 sis
∗
i = 1 contains a natural abelian subalgebra Dd ∼= C (
∏∞
1 Zd),
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Zd = {1, . . . , d} (see [26]). We relate general representations ofOd with the spectral
resolution of the restriction of the representation to Dd. From this, we read off
cocycle formulations of the factor property, irreducibility, and of equivalence of
representations. We then specialize to the representations associated with the GNS
construction from states ω = ωp on Od indexed by pi > 0,
∑d
i=1 pi = 1, given by
ω
(
sα1 · · · sαks∗γl · · · s∗γ1
)
= δklδα1γ1 · · · δαkγkpα1 · · · pαk
where α and γ are multi-indices formed from Zd. The cyclic space Hωp , for (pi)
fixed, is shown in Chapter 2 to have a bundle structure over the set of all Zd -multi-
indices with fiber ℓ2 (Sd) where Sd is the free semigroup on d generators.
Let L = (L1, . . . , Ld) ∈ Rd, and consider the one-parameter group σL of ∗-au-
tomorphisms of Od defined by
σLt (sj) = exp (itLj) sj .
It can be shown ([35], or Proposition 3.1) that σL admits a σL-KMS state, at some
value β, if and only if all Lj ’s are nonzero and have the same sign. This value β is
then unique and is defined as the solution of
d∑
k=1
e−βLk = 1,
and the
(
σL, β
)
-KMS state is then also unique, and is the state defined in the
previous paragraph with pk = e
−βLk . Note that the group σL is periodic if and
only if any pair Lj, Lk is rationally dependent. In that case, let AL be the fixed-
point subalgebra in Od under the action σL. We show in Chapter 4 that AL is an
AF-algebra ([6], [32]) if and only if all Lk’s have the same sign, and furthermore
the AL’s are then simple with a unique trace state (namely the restriction of the
state in the previous paragraph to AL). We compute the Bratteli diagrams of
the AL in this case, and show (using a result from [25]) that the endomorphism
ρ (a) :=
∑d
i=1 sias
∗
i restricts to a shift (in the sense of Powers [77]) on each of the
algebras AL, i.e.,
⋂∞
k=1 ρ
k (AL) = C1.
While the dimension group D (AL), described in [6], [34], [32], and [29] in
principle is a complete AF-invariant, we have mentioned that its structure is not
immediately transparent. For the present AF-algebras AL, the classification is
facilitated by the display of specific numerical invariants, derived from D (AL), but
at the same time computable directly in terms of the given data (L1, . . . , Ld). These
invariants are described in Chapters 6–17 where their connection to Ext is partially
explained.
Let us give a short road map to the various invariants introduced and where it
proved that they are invariants (sometimes in restricted settings): K0 (AL) in (5.6),
(5.19); τ (K0 (AL)) in (5.22); D (AL) =
(
K0 (AL) ,K0 (AL)+ , [1 ]
)
in (5.30); ker τ in
(5.31); Q [λ] together with the prime factors of λ before (6.1); N , D, Prim (mN ),
Prim (QN−D), Prim (RD) in Theorem 7.8;K0 (AL)⊗ZZn and ker τ⊗ZZn in Chapter
8,M in (8.26); rankLk in Corollary 9.5; class in Ext (τ (K0 (AL)) , ker τ) in Chapter
10; Dλ (K0 (AL)) in (11.57)–(11.58); I (J) in (17.12) and Corollary 17.6. In general
it is very hard to find complete invariants apart from D (AL), even for special sub-
classes; but if the Perron–Frobenius eigenvalue λ of J is rational (and thus integral)
and N = 2 and Prim (λ) = Prim (m2/λ), then Prim (λ) is a complete invariant by
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Proposition 13.3. The same is true if the condition Prim (λ) = Prim (m2/λ) is
replaced by Prim
(
λ+
m2
λ
) ⊆ Prim (λ) by Proposition 13.4.
In Chapter 16 we give a complete classification of the class λ = 2, N = 2, 3, 4.
This class contains 28 specimens, and it turns out that all of them are non-
isomorphic except for a subset consisting of the three specimens in Figure 19.
The most striking classification result for a restricted, but infinite, class of
examples in this memoir is that if λ = mN , then (N,Primλ, I (J)) is a complete
invariant. This is proved in Theorem 17.18.
In addition to these formal invariants there are very efficient methods to decide
non-isomorphism when λ is rational based on a quantity τ (v) = 〈α v〉 defined in
(11.3)–(11.4); see Theorem 11.10, Remark 11.11, Corollaries 11.12–11.13, Scholium
11.24. In fact I (J) = λN−1 〈α v〉 = λN−1 times the inner product of the right and
left Perron–Frobenius eigenvectors α, v of J , normalized so that α1 = v1 = 1.
In two new papers [14, 15] written jointly with K.H. Kim and F. Roush, we
give a completely general algorithm to decide C∗-equivalence of two square matrices
A and B. In its most general form, however, this general algorithm is not merely
based on the computation of a complete set of invariants, and the methods of the
present monograph are still most useful for the particular examples arising from
the noncommutative dynamical systems we are considering.

Part A
Representation Theory

CHAPTER 1
General representations of Od on a separable
Hilbert space
Representations of the Cuntz algebras Od play a role in several recent papers;
see, e.g., [37], [16], [21], [22], [23], [31], [92], [53]. Since Od is purely infinite, there
are few results that cover all representations. The following result does just that,
and serves as a “noncommutative spectral resolution”. We will use the convention
that Si denotes the representative of the Cuntz algebra generator si in any given
representation.
Let Ω =
∏∞
1 Zd, and let σ be the right shift on Ω:
(1.1) σ (x1, x2, . . . ) = (x2, x3, . . . )
Define sections σi of σ by
(1.2) σi (x1, x2, . . . ) = (i, x1, x2, . . . ) ,
for i = 1, . . . , d. Note that σ is a d-to-1 map and that the sections are injective.
The sets
(1.3) Ωi = σi (Ω)
form a partition of the Cantor set Ω into clopen sets. The σi are right inverses of
σ:
(1.4) σσi = id
for i = 1, . . . , d. If µ is a probability measure on Ω, we say that µ is σ-quasi-invariant
if
(1.5) µ (E) = 0 =⇒ µ (σ−1 (E)) = 0
for all Borel sets E ⊆ Ω, and we say that µ is σi-quasi-invariant if
(1.6) µ (E) = 0 =⇒ µ (σ−1i (E)) = 0
for all Borel sets E ⊆ Ω, where
(1.7)
σ−1i (E) = {x | σi (x) = (i, x1, x2, . . . ) ∈ E} ,
σ−1 (E) = {x | σ (x) = (x2, x3, . . . ) ∈ E} .
The set of d conditions (1.6) is equivalent to the set of d conditions
(1.8) µ (σi (F )) =⇒ µ (F ) = 0
for i = 1, . . . , d. The condition (1.5) is implied by, but does not imply, the condition
(1.9) µ (σ (F )) = 0 =⇒ µ (F ) = 0.
3
4 REPRESENTATION THEORY AND NUMERICAL AF-INVARIANTS
(Conditions like (1.8) and (1.9) make sense in this setting since σi and σ are local
homeomorphisms, and thus map measurable sets into measurable sets.) Note that
(1.10) σ−1 (E) =
⋃
i
σi (E)
for all sets E by the chain: x ∈ ⋃i σi (E) ⇐⇒ x = iy for some i = 1, . . . , d,
y ∈ E ⇐⇒ σ (x) ∈ E ⇐⇒ x ∈ σ−1 (E). Note also that if µ is both σ- and
σi-quasi-invariant, we have the connection
dµ (σi (y))
dµ (y)
=
dµ (σi (y))
dµ (σσi (y))
=
(
dµ ◦ σ
dµ
)−1
(σi (y))
between the Radon–Nikodym derivatives.
Note also that the two quasi-invariance conditions (1.5) and (1.6) together
imply the d equivalences
(1.11) µ (E) = 0 ⇐⇒ µ (σiE) = 0, i = 1, . . . , d,
for all Borel sets E ⊆ Ω, and that (1.11) implies the σ-invariance (1.5). (When
referring to (1.6) (or (1.11)) in the following we mean “(1.6) (or (1.11)) for all
i = 1, . . . , d ”). Let us prove this.
(1.5) & (1.6) ⇒ (1.11): If (1.5) and (1.6) hold and µ (E) = 0, it follows from
(1.5) that µ
(
σ−1 (E)
)
= 0 and hence from (1.10) that µ (σi (E)) = 0 for all i.
Conversely, if µ (σi (E)) = 0 for some i, then since E = σ
−1
i σiE it follows from
(1.6) that µ (E) = 0.
(1.11) ⇒ (1.5): Assume that (1.11) holds and that µ (E) = 0. Then µ (σi (E)) =
0 for all i by (1.11) and hence µ
(
σ−1 (E)
)
= 0 by (1.10).
The condition (1.11) does not, however, imply σi-quasi-invariance (1.6), by the
following example: d = 2, µ = δ-measure on (1, 1, 1, . . . ). Then (1.11) holds for
all E, but (1.6) fails for E = {(2, 1, 1, 1, . . . )} and i = 2. In this case µ is σ-quasi-
invariant and σ1-quasi-invariant, but not σ2-quasi-invariant, so (1.5) does not imply
(1.6). More interestingly, the converse implication is always valid:
Proposition 1.1. If µ is a probability measure on Ω and µ is σi-quasi-invariant
for i = 1, . . . , d, then µ is σ-quasi-invariant.
Proof. Put ρi (y) =
dµ(σi(y))
dµ(y) . Since the maps σi are injective and have disjoint
ranges, there is actually one function G such that
(1.12) G (σi (y)) = ρi (y) .
One now proves as in (1.38) below (the tacit assumption there that µ is σ-quasi-
invariant is not needed for this) that
(1.13)
∫
Ω
g (x) dµ (x) =
∫
Ω
R (g) (x) dµ (x) ,
where
(1.14) R (g) (x) =
∑
y
σ(y)=x
G (y) g (y) .
Note that the Ruelle operator R has the property
(1.15) R (f ◦ σ) = R (1) · f,
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by the computation
R (f ◦ σ) (x) =
∑
y
σ(y)=x
G (y) f (σ (y)) = f (x)
∑
y
σ(y)=x
G (y) = f (x)R (1) (x) .
We observe that R (1) is a positive function by (1.14) and it is µ-integrable, as can
be seen by using (1.13) on g = 1. If f is a positive bounded function on Ω we have
from (1.15):
(1.16) µ (f ◦ σ) = µ (R (f ◦ σ)) = µ (R (1) · f) .
Putting f equal to characteristic functions, the σ-quasi-invariance (1.5) of µ is
immediate. 
As a final note on invariance, observe that (1.11) implies the condition
µ (E) = 0 ⇐⇒ µ (σ (E)) = 0,
by the following reasoning. Assume (1.11) throughout. If µ (σ (E)) = 0, then
µ (σiσ (E)) = 0 for all i, but as E ⊆
⋃
i σiσ (E) it follows that µ (E) = 0. Con-
versely, if µ (E) = 0, write E as E =
⋃
i σi (Ei), and then µ (σi (Ei)) ≤ µ (E) = 0,
and hence, as σ (E) =
⋃
i σi (Ei), we have µ (σ (E)) = 0.
We now come to the main result in this chapter.
Theorem 1.2. For any nondegenerate representation si 7→ Si of Od on a sepa-
rable Hilbert space H, there exists a probability measure µ on Ω which is σi-quasi-
invariant for i = 1, . . . , d (and thus σ-quasi-invariant by Proposition 1.1), and a
measurable direct integral decomposition
(1.17) H =
∫ ⊕
Ω
H (x) dµ (x)
of H into Hilbert spaces H (x) such that the spaces H (x) are constant (have fixed
dimension) over σ-orbits in Ω, and there exists a measurable field Ω ∋ x 7→ U (x)
of unitary operators such that if
(1.18) ξ =
∫ ⊕
Ω
ξ (x) dµ (x)
is a vector in H, then
Siξ =
∫ ⊕
Ω
(Siξ) (x) dµ (x) ,(1.19)
S∗i ξ =
∫ ⊕
Ω
(S∗i ξ) (x) dµ (x) ,(1.20)
where
(Siξ) (x) = χi (x) ρ (x)U (x) ξ (σ (x)) ,(1.21)
(S∗i ξ) (x) = ρ (σi (x))
−1
U (σi (x))
∗
ξ (σi (x)) .(1.22)
Here
(1.23) ρ (x) =
(
dµ (σ (x))
dµ (x)
) 1
2
,
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so that
(1.24) ρ (σi (x))
−1
=
(
dµ (σi (x))
dµ (x)
)1/2
and
(1.25) χi (x) =
{
1 if x1 = i,
0 otherwise.
Conversely, if µ, H, x 7→ H (x) and x 7→ U (x) satisfy all the conditions in the
initial part of the theorem, the formulae (1.19)–(1.24) define a nondegenerate rep-
resentation of Od on H.
Remark 1.3. At the outset the formula (1.21) does not make sense, since U (x)
is an operator on H (x), while ξ (σ (x)) ∈ H (σ (x)). Here we have actually made
an identification of the Hilbert spaces H (x) over each orbit of σ. The Hilbert
spaces over each σ-invariant set have constant dimension µ-almost everywhere by
the argument after (1.53) below. Hence if we define
Ω(n) = {x ∈ Ω | dim (H (x)) = n}
for n = 1, 2, . . . ,ℵ0, then the sets Ω(n) are µ-measurable and σ-, as well as σi-,
invariant up to sets of measure zero. If Hn is the Hilbert space of dimension n for
n = 1, . . . ,ℵ0, then we may identify H (x) with Hn for x ∈ Ω(n), and we have the
decomposition
H =
∫ ⊕
Ω
Ω (x) dµ (x) =
ℵ0⊕
n=1
∫ ⊕
Ω(n)
H (x) dµ (x) =
ℵ0⊕
n=1
Hn ⊗ L2
(
Ω(n), dµ
)
.
Hence we may view U (x) as a unitary operator on Hn for all x ∈ Ω(n). Since the
Ω(n) are σ- and σi-invariant, the formula (1.21) is meaningful, and expressions like
the one on the third line of (1.42) make sense since ξ (x) and η (σ (x)) lie in the
same Hilbert space. The direct sum above is a decomposition of the representation
of Od. See also Remark 1.5, and see the book [70, Section 2.5.3] for more details.
Before proving this theorem, let us consider the intertwiner space between two
representations si 7→ Si and si 7→ Ti. Recall that an operator T intertwines these
representations if and only if it intertwines the operators Si, Ti:
(1.26) TSi = TiT, i = 1, . . . , d.
“Only if” is obvious. As for “if”, note that if T satisfies (1.26), then
T ∗i T =
d∑
j=1
T ∗i TSjS
∗
j(1.27)
=
d∑
j=1
T ∗i TjTS
∗
j
= TS∗i .
Theorem 1.4. Let Si, S˜i be representations of Od on separable Hilbert spaces
H =
∫ ⊕
Ω
H (x) dµ (x)(1.28)
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and
H˜ =
∫ ⊕
Ω
H˜ (x) dµ˜ (x)(1.29)
as defined in Theorem 1.2. Partition Ω into three σ-invariant Borel sets
(1.30) Ω = Ω0 ∪ Ω1 ∪ Ω2
such that µ and µ˜ are equivalent on Ω0, µ˜ (Ω1) = 0, and µ (Ω2) = 0. Then an
operator T ∈ B (H, H˜) is an intertwiner between the two representations, i.e.,
(1.31) TSi = S˜iT,
if and only if T has a measurable decomposition
(1.32) T =
∫ ⊕
Ω0
T (x) dµ (x)
where T (x) ∈ B (H (x) , H˜ (x)) and
(1.33) T (x)U (x) = U˜ (x)T (σ (x))
for almost all x ∈ Ω0.
Remark 1.5. In particular, if Si = Ti, the commutant of the representation con-
sists of all decomposable operators
(1.34) T =
∫ ⊕
Ω
T (x) dµ (x)
such that
(1.35) T (x)U (x) = U (x)T (σ (x))
for almost all x ∈ Ω, and the center of the representation consists of all decompos-
able operators
(1.36) T =
∫ ⊕
Ω
λ (x) 1H(x) dµ (x)
where the scalar function λ ∈ L∞ (Ω, dµ) is σ-invariant. Thus the representation
is a factor representation if and only if the right shift on L∞ (Ω, dµ) is ergodic. If
in addition dim (H (x)) = 1 for almost all x, then the representation is irreducible
since (1.35) then only has the trivial solutions T (x) = const.
Note that if the right shift on L2 (Ω, dµ) is ergodic, then dim (H (x)) is constant
for almost all x, and if H0 is a Hilbert space of that dimension, then we have an
isomorphism ∫ ⊕
Ω
H (x) dµ (x) ∼= L2 (Ω, dµ)⊗H0
and U may be viewed as a measurable function from Ω into the unitary group
U (H0) on H0. The element T is then a function from Ω into B (H0) and (1.35)
takes the form
T (x) = U (x)T (σ (x))U∗ (x) .
Thus the commutant of the representation is canonically isomorphic to the fixed-
point algebra in
L∞ (Ω, dµ)⊗ B (H0) = L∞ (Ω,B (H0))
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for the endomorphism
T 7−→ U (T ◦ σ)U∗.
Cocycle equivalence of functions with values in groups G of unitaries have been
studied recently in ergodic theory; see, e.g., [72, 73]. Equation (1.33) above in
that setup is the assertion that U and U˜ (taking values in the corresponding G)
are cohomologous.
Proof of Theorem 1.2. We will first verify that the relations (1.17)–(1.25) define a
representation of Od, and verify that its restriction to the abelian subalgebra
(1.37) Dd = C∗
(
sαs
∗
α
∣∣∣∣ α ∈ ∞∐
1
Zd
)
is the spectral representation. If g ∈ L1 (Ω, dµ), we have∫
Ω
g (x) dµ (x) =
∑
i
∫
Ωi
g (x) dµ (x)(1.38)
=
∑
i
∫
Ω
g (σi (y))
dµ (σi (y))
dµ (y)
dµ (y)
=
∑
i
∫
Ω
g (σi (y))
dµ (σi (y))
dµ (σσi (y))
dµ (y)
=
∑
i
∫
Ω
g (σi (y)) ρ (σi (y))
−2
dµ (y)
=
∫
Ω
( ∑
x
σ(x)=y
g (x)G (x)
)
dµ (y) ,
where G (x) = ρ (x)
−2
. (If it happens that
∑
x : σ(x)=y G (x) = 1, the relation
(1.38) says that µ is σ-invariant, and µ is then what is called a G-measure in [56].)
Applying (1.38) to g (x) = f (x, σ (x)) we obtain
(1.39)
∫
Ω
f (x, σ (x)) dµ (x) =
∑
i
∫
Ω
f (σi (y) , y)ρ (σi (y))
−2 dµ (y) .
Defining Si by (1.19) and (1.21), we see immediately from the χi (x) term that the
ranges of Si are mutually orthogonal, and if ξ ∈ H, then from (1.39):
‖Siξ‖22 =
∫
Ω
χi (x) ρ (x)
2 ‖ξ (σ (x))‖2 dµ (x)(1.40)
=
∫
Ωi
ρ (x)
2 ‖ξ (σ (x))‖2 dµ (x)
=
∫
Ω
ρ (σi (y))
2 ‖ξ (y)‖2 ρ (σi (y))−2 dµ (y)
= ‖ξ‖2
so each Si is an isometry, and hence
(1.41) S∗i Sj = δij1 .
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Furthermore
〈S∗i ξ η〉 = 〈ξ Siη〉(1.42)
=
∫
Ω
〈ξ (x) (Siη) (x)〉 dµ (x)
=
∫
Ω
χi (x) ρ (x)
〈
U (x)
∗
ξ (x) η (σ (x))
〉
dµ (x)
=
∫
Ωi
ρ (x)
〈
U (x)
∗
ξ (x) η (σ (x))
〉
dµ (x)
=
∫
Ω
ρ (σi (y))
〈
U (σi (y))
∗
ξ (σi (y)) η (y)
〉
ρ (σi (y))
−2
dµ (y)
=
∫
Ω
ρ (σi (y))
−1 〈
U (σi (y))
∗
ξ (σi (y)) η (y)
〉
dµ (y) ,
and the expression (1.22) for S∗i follows.
If α = (α1α2 . . . αn) with αk ∈ Zd, define
(1.43) sα = sα1sα2 · · · sαn , Sα = Sα1Sα2 · · ·Sαn .
One verifies from (1.21) and (1.22) that
(1.44) Sαξ (x) = χα1 (x)χα2 (σ (x)) · · ·χαn
(
σn−1 (x)
)
× ρ (x) ρ (σ (x)) · · · ρ (σn−1 (x))
× U (x)U (σ (x)) · · ·U (σn−1 (x)) ξ (σn (x))
and
(1.45) S∗αξ (x) = ρ (σαn (x))
−1
ρ
(
σαn−1σαn (x)
)−1 · · · ρ (σα1 · · ·σαn (x))−1
× U (σαn (x))∗ U
(
σαn−1σαn (x)
)∗ · · ·U (σα1 · · ·σαn (x))∗ ξ (σα1 · · ·σα1 (x)) .
Combining (1.44)–(1.45) with the relations
(1.46)
σαnσ
n (x) = σn−1 (x) ,
...
σα1 · · ·σαnσn (x) = x,
which are valid if x = (α1, . . . , αn, xn+1, . . . ), we obtain
(1.47) SαS
∗
αξ (x) = χα (x) ξ (x) ,
where
(1.48) χα (x1, x2, x3, . . . ) = δα1x1δα2x2 · · · δαnxn .
This proves firstly that
(1.49)
d∑
i=1
SiS
∗
i = 1 ;
and (1.41) and (1.49) show that si 7→ Si is indeed a representation of the Cuntz
relations. Secondly, (1.47) shows that Dd maps onto the algebra of operators on H
of the form
(1.50)
∫
Ω
λ (x) 1H(x) dµ (x)
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where λ ranges over all continuous functions on the Cantor set Ω. Thus the restric-
tion of the representation si 7→ Si to Dd is indeed the spectral representation.
To show the main part of Theorem 1.2, i.e., the existence of the objects H (x),
dµ (x), U (x), one does indeed start with a spectral measure µ for the restriction of
the representation to Dd. The spectrum of Dd is Ω, so this gives the decomposition
(1.17), and the action of Dd on H is given by (1.47). If f ∈ C (Ω) = Dd, and Mf is
the representative of f in H:
(1.51) Mf =
∫ ⊕
Ω
f (x) 1H(x) dµ (x) ,
then
(1.52) Mf◦σ =
d∑
i=1
SiMfS
∗
i
and the quasi-invariance of µ under σ follows. Thus one may define ρ (x) by (1.23).
Similarly, if f ∈ C (Ω) = Dd has support in σi (Ω) = iΩ = Ωi, one verifies that
(1.53) Mf◦σi = S
∗
iMfSi.
Thus the two representations of C (Ωi) given by f 7→ Mf on Mχ
i
H and f 7→
Mf◦σi on H are unitarily equivalent. In particular, this means that dim (H (x)) =
dim (H (σi (x))) for µ-almost all x, so the constancy of dim (H (x)) almost every-
where over the orbits of σ1, . . . , σd follows. But (1.4) then implies that dim (H (x))
is constant on σ-orbits (actually the two forms of constancy are equivalent). Also
it follows from the unitary equivalence (1.53) that µ is quasi-invariant under σi and
that ρ (σi (x))
−1
=
(
dµ(σi(x))
dµ(x)
)1/2
exists. See [67] or [70, Section 2.5.3] for details
on spectral multiplicity theory. Now, one may define a representation si 7→ Ti of
Od on H by
(1.54) (Tiξ) (x) = χi (x) ρ (x) ξ (σ (x)) .
One checks that this is indeed a representation of Od by the first part of the proof,
and by the proof of (1.47) it follows that
(1.55) TαT
∗
α = SαS
∗
α
for all multi-indices α. Define an operator U by
(1.56) U =
d∑
i=1
SiT
∗
i .
Using the Cuntz relations in a standard manner, one checks that U is a unitary
operator, and
(1.57) Si = UTi
for i = 1, . . . , d. Putting
(1.58) iα := (i α1α2 . . . αn) ,
1. GENERAL REPRESENTATIONS OF Od ON A SEPARABLE HILBERT SPACE 11
we have by (1.55)
TiαT
∗
iα = SiαS
∗
iα(1.59)
= SiSαS
∗
αS
∗
i
= UTiTαT
∗
αT
∗
i U
∗
= UTiαT
∗
iαU
∗,
and hence U commutes with the representatives on H of the algebra Dd. Hence U
has a decomposition
(1.60) U =
∫ ⊕
Ω
U (x) dµ (x)
where Ω ∋ x 7→ U (x) is a measurable field on unitaries. It now follows from (1.54)
and (1.57) that Si has the form (1.21). This ends the proof of Theorem 1.2. 
Proof of Theorem 1.4. Adopt the assumptions in Theorem 1.4 and let T be an
intertwiner between the two representations. In particular this means that T inter-
twines the two spectral representations of Dd on H and H˜, respectively, i.e.,
(1.61) TSαS
∗
α = S˜αS˜
∗
αT
for all multi-indices α. But this is equivalent to Ω having the decomposition (1.30)
and T having the measurable decomposition
(1.62) T =
∫ ⊕
Ω0
T (x) dµ (x)
where T (x) ∈ B (H (x) , H˜ (x)) . We now compute, using (1.21),
TSiξ (x) = T (x) (Siξ) (x)(1.63)
= χi (x) ρ (x) T (x)U (x) ξ (σ (x))
and
S˜iTξ (x) = χi (x) ρ (x) U˜ (x) (Tξ) (σ (x))(1.64)
= χi (x) ρ (x) U˜ (x)T (σ (x)) ξ (σ (x)) .
Using the intertwining property (1.31) we thus deduce that
(1.65) T (x)U (x) = U˜ (x) T (σ (x)) .
Conversely, if T satisfies (1.65), the intertwining follows from (1.63) and (1.64).
This ends the proof of Theorem 1.4. 
CHAPTER 2
The free group on d generators
In this chapter we will construct certain representations of Od in the Hilbert
spaces H where the decomposition in Theorem 1.2 takes the form
(2.1)
∫ ⊕
Ω
H (x) dµ (x) ∼= L2 (Ω, dµ)⊗H0.
We will equip Ω =
∏∞
1 Zd with the product measure µ = µp defined from a choice of
weights (pi)
d
i=1, with pi > 0, and
∑
i pi = 1. Then the representation (1.21)–(1.22)
takes the form
(Siξ) (x) = δi (x1)
1√
pi
U (x) ξ (σ (x)) ,(2.2)
(S∗i ξ) (x) =
√
piU (σi (x))
∗ ξ (σi (x)) .(2.3)
The simplest case of this is when dimH0 = 1 and U (x) ≡ 1. Then the correspond-
ing operators Si of (2.2) act on scalar functions in L
2 (Ω, µ). The constant function
1 in L2 (Ω, µ) satisfies S∗i 1 =
√
pi1 , and the state ω1 = 〈1 · 1 〉 on B
(
L2 (Ω, µ)
)
satisfies
(2.4) ω1 (ρ (A)) = ω1 (A) , A ∈ B
(
L2 (Ω, µ)
)
where
ρ (A) =
∑
SiAS
∗
i .
This is the representation defined by the Cuntz states [16, Theorem 4.1].
It is well known, see, e.g., [16], that there is a correspondence between repre-
sentations of Od (for some d including d = ∞) and endomorphisms of B (H). An
endomorphism ρ of B (H) has a finite Powers index d if the commutant of ρ (B (H))
is isomorphic to Md (C), and then the corresponding representation is of Od. Two
representations π, π˜ of Od define the same endomorphism if and only if there exists
a g in the group U (d) of complex unitary d×d matrices such that π˜ = π ◦αg where
αg is the canonical U (d)-action on Od rotating the generators.
There is precisely one conjugacy class of endomorphisms of B (H) with an
invariant vector state ω, i.e.,
(2.5) ω ◦ ρ = ω,
see (2.4) and [76, 77] or [16, Theorem 4.2]. We showed in [10] and [9] that the
theory of wavelets gives examples of endomorphisms in different conjugacy classes.
In this memoir, we will also look at endomorphisms of von Neumann algebras not
of type I.
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Scale-two wavelet representations are constructed from measurable functions
on T subject to |m (z)|2 + |m (−z)|2 = 2. If{
m1 (z) = m (z)
m2 (z) = zm¯ (−z)
then
(2.6) (Sjξ) (z) = mj (z) ξ
(
z2
)
, j = 1, 2
define a representation of O2. Giving the wavelet representations (of O2) in the
form of Theorem 1.2 amounts to representing the commuting operators (in fact
projections)
Sj1 · · ·SjkS∗jk · · ·S∗j1 = SαS∗α (α = (j1 . . . jk))
as multiplication operators on some L2 (Ω,H0). Such a representation will involve a
2-adic completion, but will perhaps not be explicit enough for practical applications:
In the representation, the operator
(2.7) (SαS
∗
αξ) (z) =
1
2k
mj1 (z) · · ·mjk
(
z2
k−1
)
×
∑
w2k=1
m¯j1 (wz) m¯j2
(
w2z2
) · · · m¯jk (w2k−1z2k−1) ξ (wz)
must be multiplication by a characteristic function of a set Eα in the 2-adic com-
pletion.
We postpone the details to a later paper.
Returning to the computation of the measurable field Ω ∋ x 7→ U (x) of unitary
operators in Theorem 1.2, we do the calculation for the (p1, . . . , pd)-product measure
on Ω =
∏∞
1 Zd, and with the resulting representation si 7→ Si of type III. (More
details on β-KMS states and the Td ⊆ U (d) action on Od are included in Chapter
3 below.) We show there that if
(2.8) pj = e
−βLj , j = 1, . . . , d,
and L = (L1, . . . , Ld) ∈ Rd, Lj > 0, then the state ω on Od given by
(2.9) ω
(
si1 · · · siks∗jl · · · s∗j1
)
= δklδi1j1 · · · δikjkpi1pi2 · · · pik
is a (unique) β-KMS state for the one-parameter subgroup of Td defined by L,
i.e., t 7→ (eitL1 , eitL2 , . . . , eitLd). (For ω to be a state, β must be chosen such that∑
j pj = 1, and then ωβ is the gauge-invariant extension to Od of the product state
defined on UHFd ∼=
⊗∞
1 Md as
⊗∞
1 ϕ, where ϕ is the state on Md defined by the
density matrix diag (p1, . . . , pd).) Let si 7→ Ti be the representation of Od which is
induced from ω via the GNS construction. Let Fd be the free group on d generators
g1, . . . , gd, and let Fd ∋ g 7→ λ (g) be the trace representation of Fd. Recall the
trace tr on C∗r (Fd) is given by
tr (λ (g)) =
{
1 if g = e,
0 if g 6= e.
The Hilbert space ℓ2 (Fd) has as orthonormal basis the functions
{ξg | g ∈ Fd} where ξg (x) =
{
1 if x = g,
0 if x 6= g,
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and
(2.10) tr (A) = 〈ξe λ (A) ξe〉 , A ∈ C∗r (Fd) .
Let H0 = ℓ2 (Fd). For multi-indices α, set pα = pα1 · · · pαk .
Proposition 2.1. The state defined by (2.9), i.e.,
(2.11) ω
(
sαs
∗
γ
)
= δαγp
α
is the vector state defined by 1 ⊗ ξe in the representation on L2µ
(∏∞
1 Zd, ℓ
2 (Fd)
)
=
L2µ (
∏∞
1 Zd)⊗ ℓ2 (Fd) by
(Tjξ) (x) = e
1
2βLjχj (x)λ (gj) ξ (σ (x)) ,(2.12) (
T ∗j ξ
)
(x) = e−
1
2βLjλ
(
g−1j
)
ξ (σi (x)) ,(2.13)
so, in particular, the operators U (x) from Theorem 1.2 are independent of the
product measure µ when the representation is realized in L2µ
(∏∞
1 Zd, ℓ
2 (Fd)
)
, i.e.,
on vector-valued functions on the group
∏∞
1 Zd with values in ℓ
2 (Fd) and with µ
equal to the product measure on
∏∞
1 Zd relative to pj = e
−βLj , j = 1, . . . , d.
Proof. Note that the representation Tj in (2.12)–(2.13) is of the form Tj = Sj ⊗
λ (gj) where Sj is the representation in Theorem 1.2 corresponding to the scalar-
valued case with µ product measure and U ≡ 1. We then use
Lemma 2.2. Let (Sj) be a representation of Od in a Hilbert space L and let H0 be
a second Hilbert space. If (Aj)
d
j=1 are operators in H0, then Tj := Sj ⊗ Aj define
a representation of Od in L⊗H0 if and only if the Ai’s are unitary.
Proof. We have
T ∗j Tk = S
∗
j Sk ⊗A∗jAk
= δjk1 L ⊗A∗jAk.
Hence T ∗j Tk = δjk1 L⊗H0 holds if and only if each Aj is isometric.
We have ∑
j
TjT
∗
j =
∑
j
SjS
∗
j ⊗AjA∗j .
But the projections SjS
∗
j are mutually orthogonal. So
∑
j TjT
∗
j = 1 L⊗H0 if and
only if each Aj is coisometric. The result follows. 
Now we apply the lemma to Aj = λ (gj), H0 = ℓ2 (Fd), and it remains to check
that the vector state
(2.14) Ω0 := 1 ⊗ ξe ∈ L2
( ∞∏
1
Zd, µ
)
⊗ ℓ2 (Fd)
yields the state ω in (2.11). Let gα = gα1gα2 · · · gαk for multi-indices α = (α1 . . . αk),
αi ∈ Zd, 1 ≤ i ≤ k. Then Tα = Sα ⊗ λ (gα), and〈
Ω0 TαT
∗
γΩ0
〉
=
〈
ξe λ
(
gαg
−1
γ
)
ξe
〉 〈
1 SαS
∗
γ1
〉
= δαγpα
where pα = pα1pα2 · · · pαk , and where we used Theorem 1.2 for the scalar-valued
representation Sj in L
2 (
∏∞
1 Zd) and the observations from above on the trace of
Fd. The term 〈
ξe λ
(
gαg
−1
γ
)
ξe
〉
= tr
(
gαg
−1
γ
)
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is nonzero (and therefore = 1) if and only if gα = gγ , i.e.,
gα1gα2 · · · gαk = gγ1gγ2 · · · gγl .
Since we are in the free group, this happens precisely when k = l and gα1 =
gγ1 , . . . , gαk = gγk . 
We now turn to the characterization of the cyclic subspace generated by the
representation πω from Proposition 2.1 when the state ω is given as in (2.9), (2.11).
Let
(2.15) HΩ0 := [πω (Od) Ω0]
where Ω0 = 1 ⊗ ξe and πω (si) = Si ⊗ λ (gi).
Let g1, . . . , gd be the generators of Fd, and let Sd ⊆ Fd be the corresponding free
semigroup, i.e., Sd consists of elements gα = gα1gα2 · · · gαk (containing no inverses
of any gi, i = 1, . . . , d) indexed by α = (α1 . . . αk), αi ∈ Zd = {1, . . . , d}, 1 ≤ i ≤ k,
with k depending on α. Let S−1d =
{
s−1 | s ∈ Sd
}
, and let H− :=
[
λ
(
S−1d
)
ξe
] ⊆
ℓ2 (Fd) be the closed linear span in ℓ2 (Fd) of the vectors
{
λ
(
s−1
)
ξe | s ∈ Sd
}
. For
a multi-index α, and v ∈ H−, define ξ(α)v :
∏∞
1 Zd → ℓ2 (Fd) by
ξ(α)v (x) = χα (x)λ (gα) v(2.16)
( = χα ⊗ λ (gα) v), x ∈
∞∏
1
Zd, x = (x1, x2, . . . ) ,
where
χα (x) = δα1x1δα2x2 · · · δαkxk
and we use the convention
(2.17) ξ(ø)v (x) = v.
Lemma 2.3. The cyclic subspace HΩ0 = [πω (Od)Ω0] ⊆ L2µ
(∏∞
1 Zd, ℓ
2 (Fd)
)
gen-
erated by Ω0 = 1 ⊗ ξe in the representation defined by Ti = Si ⊗ λ (gi), where
(Siξ) (x) = e
1
2βLiχi (x) ξ (σ (x)), ξ ∈ L2 (
∏∞
1 Zd, µ), is the closure in L
2
µ
(∏∞
1 Zd, ℓ
2 (Fd)
)
of the linear span of the functions ξ
(α)
v in (2.16).
Proof. From (2.12)–(2.13), we have
(2.18) TαT
∗
γ (1 ⊗ ξe) (x) = e(β/2)(L(α)−L(γ))χα (x)λ
(
gαg
−1
γ
)
ξe,
where α = (α1 . . . αk), γ = (γ1 . . . γl) are multi-indices, and
(2.19) L (α) =
∑
i
Lαi =
∑
j
#j (α)Lj , #j (α) = # {αi | αi = j} .
Since vγ := λ
(
g−1γ
)
ξe ∈ H−, the result follows. 
Remark 2.4. The cyclic subspaceHΩ0 is a proper subspace in L2µ
(∏∞
1 Zd, ℓ
2 (Fd)
)
.
If i 6= j, define ξ (x) = δi (x1)λ (gj) ξe, x ∈
∏∞
1 Zd. Then ξ is orthogonal to HΩ0 .
For this, we need only show that ξ is orthogonal to the vectors ξ
(α)
v in (2.16). We
have〈
ξ ξ(α)v
〉
=
d∑
r=1
prδi (r) δα1 (r)
∫
∏
∞
1 Zd
χα2...αk (x) dµ (x) 〈λ (gj) ξe λ (gα) v〉
= pα1δiα1pα2 · · · pαk
〈
ξe λ
(
g−1j gα
)
v
〉
.
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Since v ∈ H−, it is enough to show that
δiα1
〈
ξe λ
(
g−1j gα
)
ξs−1
〉
vanishes for s ∈ Sd. The second factor is tr
(
g−1j gαs
−1), and this is nonvanishing
only if gjs = gα. But the first factor is δiα1 , so we must have α1 = i for the product
to be 6= 0. Hence gjs = gigα2 · · · gαk must hold at a place where the product is 6= 0.
But this is impossible in the free group Fd.
The vectors ξ
(α)
v in (2.16) are indexed by the multi-indices α = (α1 . . . αk) and
vectors v ∈ H−. Using these we get the following explicit formula for the operators
Ti = πω (si).
Proposition 2.5. The generators Ti, 1 ≤ i ≤ d, for the cyclic Od -representation
of the state defined by (2.11) act as follows on the vectors ξ
(α)
v (x) = χα (x) λ (gα) v
defined by (2.16) and (2.17) (x ∈∏∞1 Zd, v ∈ H−):
Ti
(
ξ(α)v
)
= e(β/2)Liξ(iα)v ,(2.20)
T ∗i
(
ξ(α)v
)
= e−(β/2)Liδiα1ξ
(α2α3...αk)
v ,(2.21)
if α 6= ø,
T ∗i
(
ξ(ø)v
)
= e−(β/2)Liξ(ø)
λ(g−1i )v
,(2.22)
TγT
∗
γ
(
ξ(α)v
)
= χγ (α) ξ
(α)
v(2.23)
if |γ| ≤ |α| (i.e., l ≤ k, γ = (γ1 . . . γl) , α = (α1 . . . αk) ),
and (
TγT
∗
γ
)
ξ(ø)v = χγ ⊗ v(2.24)
with γ = (γ1 . . . γl) .
Hence, if l > k,
(2.25) TηT
∗
γ ξ
(α)
v = e
(β/2)(L(η)−L(γ))δγ1α1 · · · δγkαkξ(η)λ(g−1γl ···g−1γk+1)v.
Proof. We compute the action of Ti and T
∗
i directly from the formulas given in
Proposition 2.1. We have
Tiξ
(α)
v (x) = e
1
2βLiχi (x)χα (σ (x))λ (gi)λ (gα) v
= e
1
2βLiδi (x1) δα1 (x2) · · · δαk (xk+1)λ (gigα) v
= e
1
2βLiχ(iα) (x) λ
(
g(iα)
)
v
= e(β/2)Liξ(iα)v (x) ,
proving (2.20), and
T ∗i ξ
(α)
v (x) = e
−(β/2)Liχα (σi (x))λ
(
g−1i
)
λ (gα) v
= e−(β/2)Liδiα1χ(α2α3...αk) (x) λ
(
g−1i gα
)
v
= e−(β/2)Liδiα1χ(α2...αk) (x)λ
(
g−1i gigα2 · · · gαk
)
v
= e−(β/2)Liδiα1χ(α2...αk) (x)λ
(
g(α2...αk)
)
v
= e−(β/2)Liδiα1ξ
(α2...αk)
v (x) ,
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proving (2.21). The stated formulas for T ∗i ξ
(ø)
v and TγT
∗
γ ξ
(α)
v , v ∈ H−, result
from the following covariance principle: χi ⊗ v = ξ(i)λ(g−1i )v, and, more generally,
χα ⊗ v = ξ(α)λ(g−1α )v. The formula (2.24) is a special case of (1.47). 
Corollary 2.6. Let v be an arbitrary vector in H−. As γ = (γ1 . . . γl) ranges over
all Zd -multi-indices, the closed linear span of
{(
TγT
∗
γ
)
ξ
(ø)
v
}
γ
in L2µ
(∏∞
1 Zd, ℓ
2 (Fd)
)
is L2µ (
∏∞
1 Zd)⊗ v where µ is still the (pi)-product measure on
∏∞
1 Zd.
Proof. This is immediate from (2.24). 
Remark 2.7. Let HΩ0 be the cyclic subspace of the representation of Od induced
from the state ω(p)
(
sαs
∗
γ
)
= pαδαγ . Then L
2 (
∏∞
1 Zd)⊗H− is a proper subspace
in HΩ0 . For example, the vector χi ⊗ ξgi is in HΩ0 ⊖
(
L2 ⊗H−
)
.
Proof. We check that 〈χi ⊗ ξgi f ⊗ v〉 = 0 for all f ∈ L2 (
∏∞
1 Zd), and v ∈ H−.
We may assume that v = ξs−1 for s ∈ Sd (= the free semigroup on the generators
{gj}dj=1). The inner product is
pi
∫
f (i, x) dµ(p) (x) 〈ξgi ξs−1〉 ,
and 〈ξgi ξs−1〉 = tr
(
g−1i s
−1) = 0, since there is no solution s ∈ Sd to the equation
sgi = e. 
Summarizing Remarks 2.4 and 2.7 we have
L2µ ⊗H− $ HΩ0 $ L2µ ⊗ ℓ2 (Fd) .
Definition 2.8. Let H and H− be Hilbert spaces, and let M be a set. We say
that H is fibered over M with fibers isomorphic to H− if there are isometries
iα, indexed by α ∈ M, iα : H− → H, such that H is the closed linear span of
{iα (H−) | α ∈ M}.
The Fibered Space. Let ω(p) be the state from above, and let HΩ0 be the cyclic
space of the Od-representation. Let M (Zd) be the set of all multi-indices formed
from Zd. Then HΩ0 is fibered (as a Hilbert space) overM (Zd), the fiber over each
α in M (Zd) is a copy of H−.
To prove this, let α ∈M (Zd), and define H (α) ∼= H− by
H (α) = {χα ⊗ λ (gα) v | v ∈ H−} .
The isomorphism H (α) ∼= H− and the isometries iα are then made explicit by
using the scale given by the following identity:
‖χα ⊗ λ (gα) v‖2HΩ0 = p
α ‖v‖2H− ,
where pα = pα1pα2 · · · pαk > 0. The convention for the empty index ø in M (Zd) is
that the fiber H (ø) over ø is
H (ø) = {1 ⊗ v | v ∈ H−}
where 1 = χø denotes the constant function “one” in L
2 (
∏∞
1 Zd). The action of
Ti, T
∗
i on the fibers is given by Proposition 2.5. In particular it follows from (1.47)
that the action of L∞ (
∏∞
1 Zd) is given by
πω (f) ξ
(α)
v = (fχα)⊗ λ (gα) v, v ∈ H−.
CHAPTER 3
β-KMS states for one-parameter subgroups
of the action of Td on Od
Consider the action of Td on Od given by
(3.1) σ (z1, . . . , zd) (si) = zisi.
If L = (L1, . . . , Ld) ∈ Rd, consider the one-parameter group
(3.2) σLt (x) = σ
(
eitL1 , . . . , eitLd
)
(x) .
In general, if A is a C∗-algebra and t 7→ σt is a one-parameter group of ∗-automor-
phisms of A, and β ∈ R, recall that a state ω over A is defined to be a σ-KMS state
at value β, or a (σ, β)-KMS state if
(3.3) ω (xσiβ (y)) = ω (yx)
for all x, y in a norm-dense σ-invariant ∗-algebra of σ-analytic elements of A (see
[19, Section 5.3.1] for several alternative formulations of this condition). It is well
known that if L = (1, 1, . . . , 1), so that σ is the so-called gauge group, the group
σL has a KMS state at value β if and only if β = log d, and this state is unique and
is given by
(3.4) ω
(
sαs
∗
γ
)
= δαγd
−|α|;
see [19, Example 5.3.27], [8], or [69]. We first note that the latter result has an
easy extension to more general one-parameter subgroups.
Proposition 3.1. The one-parameter group σL admits a KMS state at some value
β if and only if L1, L2, . . . , Ld all are nonzero and have the same sign. This value
β is then unique and is given as the real solution of
(3.5)
d∑
k=1
e−βLk = 1.
The σL-KMS state ω at value β is then also unique, and is given by
(3.6) ω
(
sαs
∗
γ
)
= δαγe
−β∑ |α|
k=1 Lαk .
Proof. If ω is a KMS state at value β, then
(3.7) ω
(
sαs
∗
γ
)
= ω
(
s∗γσiβ (sα)
)
= e−β
∑ |α|
k=1 Lαkω
(
s∗γsα
)
.
If α = (k), γ = (j), this says
(3.8) ω
(
sks
∗
j
)
= δkje
−βLk .
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But
(3.9) 1 =
d∑
k=1
ω (sks
∗
k) =
d∑
k=1
e−βLk
and hence β is a solution of (3.5). But this equation has solutions β if and only if
all Lk are nonzero, and all have the same sign; and, in that case, the solution β is
unique. For definiteness, assume that all Lk are positive, and then the solution β
of (3.5) is also positive. Because of the Cuntz relations, the element s∗γsα is either
1 (if γ = α), 0, or of the form sδ or s
∗
δ for some δ. But from (3.7), we have
(3.10) ω (sδ) = e
−β∑ |δ|
k=1 Lkω (sδ)
and thus ω (sδ) = 0 for all nonempty strings δ. Hence it follows from (3.7) again
that
(3.11) ω
(
sαs
∗
γ
)
= e−β
∑ |α|
k=1 Lαk δαγ ,
which is (3.6). But this expression does indeed define a state by Proposition 2.1.
The case that all Lk are negative is treated similarly, so this proves Proposition
3.1. 
The KMS states and the one-parameter subgroups of automorphisms were also
used in recent papers [39, 59, 60] where crossed products Od ⋊σ R were studied.
The states (3.6) seem to have first appeared in [27], [35] and [36].
The result in Proposition 3.1 is also related to results in [62], where KMS states
for one-parameter subgroups of the dual actions of actions of lattice semigroups of
endomorphisms scaling tracial states of a given C∗-algebra are considered. It turns
out that the KMS states have non-trivial symmetries apart from invariance under
the one-parameter semigroup, and in particular an “explanation” is given of the
fact that our states given by (3.6) have the δαγ term which forces them to live on
the maximal abelian subalgebra Dd which is the closure of the linear span of the
monomials sαs
∗
α, i.e., the fixed-point algebra of the canonical coaction of Fd.
Let us comment a bit on the representations defined by the state ω in (3.8). For
definiteness, assume that L1, . . . , Ld are all strictly positive. Let AL be the fixed-
point algebra of the modular automorphism group σ(L). We prove in Proposition
4.1 and Remark 14.1, below, that AL is an AF-algebra. We consider the following
algebras:
Od = closed linear span of all sαs∗γ ,
OTd = UHFd = closed linear span of all sαs∗γ with |α| = |γ|
= fixed-point algebra of the gauge action of T,
AL = closed linear span of all sαs
∗
γ with L (α) = L (γ)
= fixed-point algebra of the action σ(L), where L (α) is defined by (4.2),
OTdd = GICARd = closed linear span of all sαs∗γ where |α| = |γ| and γ is a
permutation of α
= fixed-point algebra of the gauge action of Td,
Dd = closed linear span of all sαs∗α (see (1.37))
= fixed-point algebra of the coaction of Fd.
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We have the following inclusions:
Dd OTdd Od,
OTd
AL
where AL = OTdd if and only if L1, L2, . . . , Ld are rationally independent and AL =
OTd if and only if L1 = L2 = · · · = Ld. In general AL has a skew position relative
to OTd = UHFd.
We will here only analyze the representations given by the state (3.6) in the
case that L = (L1, . . . , Ld) is in a class extensively studied in the remainder of
the memoir: Each pair Li, Lj is rationally dependent. We have to refer to results
in Chapters 4 and 5. By a renormalization (see remarks after (4.1)) we may as-
sume that the Li’s are positive (nonzero) integers, and that gcd (L1, . . . , Ld) = 1.
Then the associated one-parameter group σ(L) is periodic with period 2π, so we
may view σ(L) as a representation of T in the automorphism group of Od. Since
gcd (L1, . . . , Ld) = 1, it follows, from the Euclidean algorithm and (4.5), that the
spectral subspaces
(3.12) Oσd (n) =
{
x ∈ Od | σ(L)t (x) = eintx
}
are nonzero for all n ∈ Tˆ = Z [18]. But we argue in the beginning of Chapter 5
that the fixed-point algebra
(3.13) AL = Oσd (0)
is a simple unital AF-algebra with a unique trace state τ = ω|AL . Since all the
spaces Oσd (n)Oσd (n)∗ are ideals in AL, it follows further that
(3.14) Oσd (n)Oσd (n)∗ = AL
for all n ∈ N. If (σˆ, ωˆ) denotes the pair of extensions of (σ, ω) to the weak closureO′′d
of Od in the representation defined by ω, it follows from (3.14) that the Γ-spectrum
of the extension is
(3.15) Γ (σˆ) = Tˆ = Z.
Also, since ω is a σ(L)-KMS state at value β, where β is defined by (3.5), it follows
that
(3.16) t 7−→ σˆ (−tβ)
is the modular automorphism group of ωˆ; see [19, Definition 5.3.1 and Theorem
5.3.10].
Now, since τ = ω|AL is the unique trace state on AL, it defines a type II1 factor
representation of AL. Using (3.14) in the form
(3.17) Oσd (n)ALOσd (n)∗ = AL,
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it follows that the representation of Od defined by ω, restricted to AL, is quasiequiv-
alent to the trace representation, and in particular A′′L is isomorphic to the hyper-
finite II1 factor,
(3.18) A′′L ∼= R.
Using the definition (4.2), we see that
(3.19) sαs
∗
γ ∈ Oσd (n) ⇐⇒ L (α)− L (γ) = n for all multi-indices α, γ.
Thus, using (3.6), we see that, if y ∈ AL and x ∈ Oσd (n) with x∗xy = y = yx∗x,
then
(3.20) ω (xyx∗) = e−βnω (y) ,
as follows from (3.16), (3.18), and (3.20). To see this, consider for example x = sαs
∗
γ
with L (α) − L (γ) = n. Let y be the initial projection of the partial isometry x,
i.e.,
y = x∗x = sγs
∗
αsαs
∗
γ = sγs
∗
γ ∈ AL.
Then
ω (y) = e−βL(γ)
from (3.6). But
xyx∗ = sαs
∗
γsγs
∗
γsγs
∗
α
= sαs
∗
α,
and so
ω (xyx∗) = e−βL(α)
= e−β(L(α)−L(γ))e−βL(γ)
= e−βnω (y) .
An elaboration of this computation proves (3.20).
It now follows from (3.16), (3.18), (3.20), and [24] or [86, Proposition 29.1] that
O′′d is the hyperfinite IIIe−β -factor. The factor O′′d can be written as the crossed
product of A′′L ⊗B (H) (= the hyperfinite II∞-factor) by an automorphism scaling
the trace by e−β , something which is reflected in (3.20). This automorphism is
described in the end of Chapter 5, and should not be confused with a stabilized
version of the endomorphism λ =
∑
i si · s∗i , except when L1 = L2 = · · · = Ld = 1.
We defer a detailed analysis of the case when the Li’s are not pairwise rationally
dependent to a later paper. Although AL is still an AF-algebra, it is no longer
simple, and it does not have a unique trace state. For example if d = 2 and L1, L2
are rationally independent, then AL is the GICAR algebra which is a primitive, non-
simple C∗-algebra, and the extremal boundary of the compact convex set of trace
states is homeomorphic to the unit interval [0, 1]; see [6], [78], or [29, Examples
III.5.5 and IV.3.7]. Hence the analysis of the algebras AL will be radically different
for general L than in the remaining chapters of the present memoir.
CHAPTER 4
Subalgebras of Od
In this chapter we will study the fixed-point subalgebras of Od under the one-
parameter groups σ = σ(L) of automorphisms defined by
(4.1) σ
(L)
t (sj) = e
itLjsj , j = 1, . . . , d,
where we will assume that all the Lj have the same sign and any pair (Lj , Lk)
is rationally dependent. By a renormalization of the variable t we may, and will,
assume that all the Lk are positive integers and that the greatest common divisor of
L1, . . . , Ld is 1. The group σ
(L)
t is then periodic with period 2π. If α = (α1 . . . αk)
is a multi-index with αm ∈ Zd, we define the weight function
(4.2) L (α) =
d∑
j=1
#j (α)Lj =
k∑
m=1
Lαm
where
(4.3) #j (α) = # {αi | αi = j}
and using the standard multi-index notation
(4.4) sα = sα1sα2 · · · sαk
we have
(4.5) σt
(
sαs
∗
γ
)
= eit(L(α)−L(γ))sαs
∗
γ .
Since these elements span Od, it follows that the eigenspace Oσd (n) in Od is the
closed linear span of the sαs
∗
γ with L (α) − L (γ) = n. In particular, the fixed-
point algebra AL = Oσd = Oσd (0) is the closure of the linear span of sαs∗γ with
L (α) = L (γ).
The first result on AL is that it is an AF-algebra, i.e., it is the closure of the
union of an increasing sequence of finite-dimensional subalgebras:
Proposition 4.1. Let L1, . . . , Ld be integers and consider the periodic one-param-
eter group σ of ∗-automorphisms of Od defined by
(4.6) σt (Sj) = e
itLjSj .
Then the following conditions are equivalent.
(i) The fixed-point algebra AL is an AF-algebra.
(ii) All the Li have the same sign (in particular none are zero).
(iii) There is a β ∈ R such that Od admits a (σ, β)-KMS state.
Furthermore, if these conditions are not fulfilled, AL contains an isometry which is
not unitary.
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Proof. (ii)⇔(iii) was established in Proposition 3.1.
(i) ⇒ (ii): Assume that (ii) does not hold. Then there exist i, j ∈ {1, . . . , d}
with Li > 0, Lj < 0. Put
(4.7) s = s
−Lj
i s
Li
j .
Then s is an isometry in AL which is not unitary. Hence AL cannot be an AF-
algebra. This also establishes the final remark in Proposition 4.1.
(ii) ⇒ (i): We may assume that all Li are positive. We have noted that
Oσd = Oσd (0) is the closure of the linear span of sαs∗γ with L (α) = L (γ). If
L (α) = L (γ), we define
(4.8) grade
(
sαs
∗
γ
)
= L (α) ,
and we set grade (1 ) = grade (0) = 0. Now, if sαs
∗
γ , sδs
∗
ε are in Oσd then either
the product sαs
∗
γsδs
∗
ε is zero, or we have γ = δγ
′ and the product is sαs
∗
εγ′ , or we
have δ = γδ′ and the product is sαδ′s
∗
ε. In the latter two cases grade
(
sαs
∗
γsδs
∗
ε
)
=
max
(
grade
(
sαs
∗
γ
)
, grade
(
sγs
∗
δ
))
, and, in the former case, grade
(
sαs
∗
γsδs
∗
ε
)
= 0.
Thus in general,
(4.9) grade
(
sαs
∗
γsεs
∗
δ
) ≤ max (grade (sαs∗γ) , grade (sεs∗δ)) .
Thus if we define
(4.10) An = lin span
{
sαs
∗
γ | L (α) = L (γ) ≤ n
}
,
then An is a ∗-algebra, and An is finite-dimensional since Li > 0 for i = 1, . . . , d.
Since any sαs
∗
γ ∈ Oσd has a grade, it follows that
⋃
n An is dense in Oσd = AL. Thus
AL is an AF-algebra, and Proposition 4.1 is proved. 
We refer to [6] and Remark 5.6 for AF-algebras and Bratteli diagrams, to [3]
for K-theory, and to [80], [29] and [48] for good recent treatments of both. In
order to analyze the AF-algebra AL further, it turns out to be convenient to define
subalgebras An in a more sophisticated way than above, and this is the object of
the following. Note that, except for simple cases (like d = 2), the finite-dimensional
subalgebras introduced below are larger than An. The main structure theorem on
AL is the following.
Theorem 4.2. Let L1 ≤ L2 ≤ · · · ≤ Ld be positive integers such that the greatest
common divisor of L1, . . . , Ld is 1. It follows that AL is a simple AF-algebra with
a unique trace state defined as follows: Let β be the positive real number such that
(4.11)
d∑
i=1
e−βLi = 1,
and put
(4.12) pi = e
−βLi.
Then the unique trace state is the restriction to AL of the state ω defined on Od by
(4.13) ω
(
sαs
∗
γ
)
= δαγp
α
where
(4.14) pα = pα1pα2 · · · pαk
for α = (α1 . . . αk).
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1
2
4
8
16
m = 0
...
n = 0
n = 1
n = 2
...
Figure 1. d = 2; L1 = 1, L2 = 1; β = ln 2.
Remark 4.3. During the proof of Theorem 4.2, we will show that the AF-algebra
AL has a Bratteli diagram which stabilizes after a finite number of steps to having
constant incidence matrices. This diagram may be described explicitly as follows:
The nodes are indexed by (n,m), where n indexes the rows, n = 0, 1, 2, . . . , and m
indexes the nodes in the row, m = 0, 1, . . . , Ld − 1. Some of the nodes in the first
rows may correspond to the algebra 0: for example, (0,m), m = 0, 1, . . . , Ld − 1,
correspond to the algebras M1 = C, 0, 0, 0, . . . , 0. The embedding from one row to
the next is given as follows: There are lines from (n− 1, 0) to (n,m) if and only
if m = Lk − 1 for some k, and the number of lines between these nodes is equal
to the number of such k’s. There is a single line from (n− 1,m) to (n,m− 1) for
m = 1, . . . , Ld−1. Finally, to obtain the actual Bratteli diagram, one should throw
away all nodes corresponding to the algebra 0 as well as the edges emanating from
such nodes. The assumption that the greatest common divisor of L1, . . . , Ld is 1
will imply that there are just finitely many such nodes. It will be clear from the
proof how this pattern appears. We give some examples in the figures below.
We will show that the unique positive eigenvalue of the constant incidence
matrix (the Frobenius eigenvalue) is eβ.
Before proving Theorem 4.2 and Remark 4.3, we look at some examples.
Figure 1 is the CAR-algebra of type 2∞; see [47], [6], [32], [19] and [78].
Figure 2 is the AF-algebra with same dimension group as the rotation algebra
Aθ for θ =
√
5−1
2 = the golden ratio. Pimsner and Voiculescu [75] embedded Aθ
into this AF-algebra.
Figure 3 illustrates that the Bratteli diagram is more “slow” in stabilizing when
the Li-numbers are dispersed. Figures 4 and 5 illustrate how the multi-indices build
up as the sizes of the matrix algebras increase going down the Bratteli diagram.
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1
1 1
2 1
3 2
5 3
8 5
13 8
21 13
34 21
55 34
89 55
m = 0 m = 1
...
...
n = 0
n = 1
n = 2
...
o/
(1) (2)
(2)
(11) (12)
(12)
(21)
(111)
(22)
(112)
(22)
(112)
(121)
(211)
(1111)
(122)
(212)
(1112)
m = 0 m = 1
...
...
n = 0
n = 1
n = 2
...
Figure 2. d = 2; L1 = 1, L2 = 2; β = − ln
((√
5− 1) /2). Then
the Bratteli diagram is given by the Fibonacci sequence. Detail on
the right shows the multi-indices for each node in the top five rows.
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1
2 1 1
2 1 1
2 1 1
2 1 1
1 5 2 2
5 4 1 2 1
5 4 1 2 1
5 4 1 2 1
4 1 12 6 5
1 12 14 4 5 4
12 14 6 1 5 4 1
12 14 6 1 5 4 1
14 6 1 29 16 1 12
6 1 29 44 15 12 14
1 29 44 27 6 12 14 6
29 44 27 8 13 14 6 1
44 27 8 71 43 6 1 29
m = 0
...
m = 3
...
m = 4
...
m = 7
...
Figure 3. d = 4; L = {4, 4, 5, 8}; first matrix column =
(0 0 0 2 1 0 0 1)t; β = − lnx where x = (−2 + 3
√
100 + 12
√
69 +
3
√
100− 12√69)/6 ≈ 0.7549 solves 2x4 + x5 + x8 = 1. (Actually x
solves x2 + x3 = 1.) See the n = 5 case in Example 5.3.
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1
1 1
1 1
1 1 1
1 2 1
2 2 1
2 3 2
3 4 2
4 5 3
5 7 4
7 9 5
9 12 7
12 16 9
16 21 12
21 28 16
m = 0 m = 1 m = 2
...
...
...
n = 0
n = 1
n = 2
...
o/
(1) (2)
(1) (2)
(2) (11) (12)
(11) (12)(21) (22)
m = 0 m = 1 m = 2
...
...
...
n = 0
n = 1
n = 2
...
Figure 4. d = 2; L = {2, 3}; first matrix column = (0 1 1)t;
β = − lnx where x > 0 solves x2 + x3 = 1. Detail on the right
shows the multi-indices for each node in the top five rows. See the
proof of Lemma 4.6.
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1
1 1 1
1 1 1
1 1 2 1
1 3 1 1 1
3 2 2 1 1
2 5 4 1 3
5 6 3 3 2
6 8 8 2 5
8 14 8 5 6
14 16 13 6 8
16 27 20 8 14
27 36 24 14 16
36 51 41 16 27
51 77 52 27 36
m = 0 m = 1 m = 2 m = 4
...
...
...
...
n = 0
n = 1
n = 2
...
Figure 5. d = 3; L = {2, 3, 5}; first matrix column = (0 1 1 0 1)t;
β = − lnx where x > 0 solves x2 + x3 + x5 = 1.
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The significance of the choices of Li-numbers will become more clear in Chapter 5
below where we study isomorphism invariants for the AF-algebras AL in general.
Figure 4 represents ( 0 1 1 ), the first of two AF-algebras which share Perron–
Frobenius eigenvalue λ = eβ where a = e−β ≈ 0.7549 is the real root of x2+x3 = 1.
The other one, ( 1 0 0 0 1 ), is obtained from x+x5 = 1, which has the same positive
root a. (See Remark 4.10 and Chapter 5 for more details on the Perron–Frobenius
eigenvalue.) Yet these two AF-algebras are non-isomorphic, since their dimension
groups have rank 3 and 5, respectively. (See Theorem 7.8.) They correspond to the
pair of lattice points (2, 3), (1, 5) that is illustrated in Figure 18.
Figure 6 illustrates the procedure in the proof of Lemma 4.6, below.
Let τ be the additive real character defined on the dimension group K0 (AL)
by the trace state, [32]. Figure 12 represents two examples with the same ker (τ)
(∼= Z3), the same τ (K0) (∼= Z
[
1
2
]
) but still non-isomorphic AF-algebras, as they
represent different elements of Ext
(
Z
[
1
2
]
,Z3
)
. (Details in Chapter 10.)
We will prove Theorem 4.2 and Remark 4.3 via a series of lemmas. First a
definition:
Definition 4.4. A set {eαγ}α,γ∈I of elements of a C∗-algebra A, doubly indexed
by a finite set I, is said to be a system of matrix units if
(i) eαγeξη = δγξeαη,
(ii) e∗γα = eαγ .
In that case, matrices (Aαγ)α,γ∈I over C may be represented in A as follows:
(Aαγ) 7→
∑
α
∑
γ Aαγeαγ . Note that we do not assume that the projection
∑
α eαα
is the identity of A.
Lemma 4.5. Let L1, L2, . . . , Ld be positive integers and let σ = σ
L be the associated
automorphism group (4.5). Let BI =
{
sαs
∗
γ
}
α,γ∈I be a finite set of elements of
AL = Oσd . The doubly indexed set BI is then a set of matrix units if and only if
there is an n ∈ N such that L (α) = n for all α ∈ I.
Proof. Consider arbitrary multi-indices α, γ, ξ, and η built from Zd. The product
(4.15)
(
sαs
∗
γ
) (
sξs
∗
η
)
is nonzero only if either γ is of the form γ = (ξγ′), or ξ is of the form ξ = (γξ′). If
each of the factors in (4.15) is in Oσd , then L (α) = L (γ) and L (ξ) = L (η). Recall
that the grade of the first factor is L (α), and that of the second is L (ξ). If the two
factors have different grades, and if the product is nonzero, then γ′ 6= ø or ξ′ 6= ø.
In the first case, the product is sαs
∗
(ηγ′), and in the second it is s(αξ′)s
∗
η. In either
case, if γ′ 6= ø or ξ′ 6= ø, the product of the two elements from BI will be nonzero
with γ 6= ξ, see (4.15), so B will not then be a set of matrix units, i.e., condition (i)
of Definition 4.4 will not hold. This proves the “only if” part of Lemma 4.5.
Conversely, if there exists an n such that L (α) = n for all α ∈ I, then the
case γ = (ξγ′) with γ′ 6= ø is excluded since L (ξγ′) = L (ξ) + L (γ′). For if
L (γ) = L (ξ) = n, then L (γ′) = 0, and γ′ = ø. The same argument also excludes
ξ = (γξ′) with ξ′ 6= ø. It follows that condition (i) of Definition 4.4 will be satisfied
for eαγ = sαs
∗
γ with I as an index set. 
Lemma 4.6. Let d ∈ N and let L1, . . . , Ld be positive integers. Define L (α) =∑
j #j (α)Lj on all finite multi-indices α from Zd as in (4.2). Define
(4.16) L−1 (n) = {α | L (α) = n}
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and put
(4.17) En = {γ | γ = (αi) where L (α) < n and L (α) + Li > n} .
Then
(4.18)
∑
α∈L−1(n)
sαs
∗
α +
∑
γ∈En
sγs
∗
γ = 1,
i.e., the projections in the family
{
sαs
∗
α | α ∈ L−1 (n)
} ∪ {sγs∗γ | γ ∈ En} are mu-
tually orthogonal with sum 1.
Proof. Let us use the shorthand notation
(α) = eαα (= sαs
∗
α) .
It follows from the computations in the proof of Lemma 4.5 that, given two projec-
tions (α), (γ), then (α), (γ) are either mutually orthogonal, or one is contained in
the other; and the latter case occurs in, and only in, the following two cases:
Case 1. α = γα′. Then (α) ≤ (γ). Or,
Case 2. γ = αγ′. Then (γ) ≤ (α) (with strict inequalities if and only if α′ 6= ø,
γ′ 6= ø, respectively).
Using this, it follows easily from case-by-case considerations that the projections
in the family
An :=
{
(α) | α ∈ L−1 (n) ∪En
}
are mutually orthogonal. For example, the projections (α), α ∈ L−1 (n) are mutu-
ally orthogonal by Lemma 4.5, and if α ∈ L−1 (n) and γ = (δi) ∈ En with L (δ) < n,
L (δ) + i > n, then both Case 1 and 2 are excluded, so (α) (γ) = 0; and similarly, if
α = (εj) and γ = (δi) are in En, then (α) (γ) 6= 0 implies α = γ. It remains to show
that the projections in these two families add up to 1. If not, there would exist a
multi-index (δ) such that (δ) is orthogonal to all projections in the two families. If
then L (δ) < n, we could find a δ′ such that δδ′ ∈ L−1 (n) or δδ′ ∈ En, but since
(δ) (δδ′) = (δδ′) 6= 0, this is impossible. If L (δ) = n, then δ ∈ L−1 (n), which is
impossible. If L (δ) > n, write δ = (δ1δ2 . . . δk). If there exists an m < k such that∑m
i=1 Lδi = n, then (δ) ≤ ((δ1 . . . δm)), which is impossible; and, if not, there is
an m with
∑m
i=1 Lδi < n and
∑m+1
i=1 Lδi > n. But then (δ1 . . . δm+1) ∈ En, and
(δ) ≤ ((δ1 . . . δm+1)), so this is equally impossible. Thus the projections in the two
families add up to 1, and Lemma 4.6 is proved. 
Example 4.7. The procedure in the proof of Lemma 4.6 may be illustrated graph-
ically as follows: Let α = (α1 . . . αp) ∈ L−1 (n), and set
En (α) = {γ | ∃q < p such that γ = (α1 . . . αqγq+1) and L (γ) > n} .
For the example d = 3, L1 = 1, L2 = 2, L3 = 4, we have
E4 ((1111)) = {(1112) , (1113) , (113) , (13)} ;
E4 ((121))E4 ((1111)) = {(122) , (123)} ;
E4 ((22)) contains a new element (23) ;
E4 ((211)) contains the rest, i.e., (212) , (213) .
This is illustrated in Figure 6. Elements from L−1 (4) have arrows coming from
the left ending at dark bars, while elements from E4 have arrows coming from the
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(3)
(22)
(23)
(113)
(112)
(121)
(211)
(123)
(213)
(1113)
(1111)
(13)
(122)
(212)
(1112)
Figure 6. Illustration of procedure in proof of Lemma 4.6, with
d = 3, L = {1, 2, 4}. Compare with Figure 7 and Example 4.7.
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o/
(1) (2) (3)
(2)
(11) (12) (3) (13)
(12)
(21)
(111)
(3)
(22)
(112)
(13) (23)(113)
(3)
(22)
(112)
(121)
(211)
(1111)
(13)
(122)
(212)
(1112)
(23)
(113)
(123)
(213)
(1113)
(13)
(122)
(212)
(1112)
(31)
(221)
(1121)
(1211)
(2111)
(11111)
(23)
(113)
(32)
(222)
(1122)
(1212)
(2112)
(11112)
(123)
(213)
(1113)
(33)
(223)
(1123)
(1213)
(2113)
(11113)
Figure 7. d = 3; L = {1, 2, 4}; first matrix column = (1 1 0 1)t.
Compare with Figure 6 and Example 4.7.
4. SUBALGEBRAS OF Od 33
Level 1:
(3)
(1)
(2)
Level 3:
(3)
(13)
(23)
(11)
(21)
(12)
(22)
Level 2:
(1)
(2)
(3)
Level 4:
(33)
(11)
(12)
(21)
(22)
(13)
(23)
(31)
(32)
Figure 8. L = {2, 2, 3}; levels 1–4. Compare Figures 8, 9, and 10
with Figure 11.
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Level 5:
(13)
(23)
(31)
(32)
(113)
(213)
(123)
(223)
(33)
(111)
(211)
(121)
(221)
(112)
(212)
(122)
(222)
Level 6:
(33)
(111)
(112)
(121)
(122)
(211)
(212)
(221)
(222)
(133)
(233)
(313)
(323)
(113)
(213)
(123)
(223)
(131)
(231)
(311)
(321)
(132)
(232)
(312)
(322)
Figure 9. L = {2, 2, 3}; levels 5–6.
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Level 7:
(113)
(123)
(131)
(132)
(213)
(223)
(231)
(232)
(311)
(312)
(321)
(322)
(333)
(1113)
(2113)
(1213)
(2213)
(1123)
(2123)
(1223)
(2223)
(133)
(233)
(313)
(323)
(331)
(1111)
(2111)
(1211)
(2211)
(1121)
(2121)
(1221)
(2221)
(332)
(1112)
(2112)
(1212)
(2212)
(1122)
(2122)
(1222)
(2222)
Figure 10. L = {2, 2, 3}; level 7.
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o/
(1)
(2) (3)
(1)
(2) (3)
(3)
(11)
(21)
(12)
(22)
(13)
(23)
(11)
(21)
(12)
(22)
(13)
(23)
(31)
(32)
(33)
(13)
(23)
(31)
(32)
(33)
(111)
(211)
(121)
(221)
(112)
(212)
(122)
(222)
(113)
(213)
(123)
(223)
(33)
(111)
(211)
(121)
(221)
(112)
(212)
(122)
(222)
(113)
(213)
(123)
(223)
(131)
(231)
(311)
(321)
(132)
(232)
(312)
(322)
(133)
(233)
(313)
(323)
(113)
(213)
(123)
(223)
(131)
(231)
(311)
(321)
(132)
(232)
(312)
(322)
(333)
(1113)
(2113)
(1213)
(2213)
(1123)
(2123)
(1223)
(2223)
Figure 11. d = 3; L = {2, 2, 3}; first matrix column = (0 2 1)t.
Compare with Figures 8, 9, and 10.
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right ending at light bars. The points in L−1 (4) ∪ E4 together represent Cuntz
algebra generators. The ordinary diagram for this AL is illustrated in Figure 7.
Corresponding diagrams for L1 = L2 = 2, L3 = 3 are shown in Figures 8, 9, 10,
and 11.
Proof of Theorem 4.2 and Remark 4.3. Referring to Lemma 4.6, define
(4.19) En (0) = L
−1 (n)
and
(4.20) En (m) = {γ ∈ En | L (γ) = n+m}
for m = 1, 2, . . . , Ld − 1; for greater m’s, En (m) becomes the empty set. En (m)
may also be the empty set for some m ∈ {0, . . . , Ld − 1}, but we will prove in a
moment that if the greatest common divisor of L1, . . . , Ld is 1, this only happens
for finitely many pairs (n,m). Now, define A(n,m) as the linear span of elements
eαγ = sαs
∗
γ with α, γ ∈ En (m), m = 0, . . . , Ld− 1, with the convention that A(n,m)
is empty if En (m) = ø and A
(0,0) = C1 , A(0,m) = 0 for m = 1, . . . , Ld − 1. It
follows from Lemma 4.5 that each A(n,m) is a full # (En (m))×#(En (m)) matrix
algebra, and that the units of A(n,m) are orthogonal and add up to 1 as m runs
over 0, 1, . . . , Ld − 1 for fixed n. Put
(4.21) An =
Ld−1⊕
k=0
A
(n,k).
If L (γ) = n, then
(4.22) (γ) =
d∑
i=1
(γi)
and
(4.23) γi ∈ En+1 (Li − 1) , i = 1, . . . , d;
and hence A(n,0) is partially embedded in A(n+1,m) with multiplicity equal to the
number of k’s such that Lk − 1 = m. We also have
(4.24) En+1 (m) ⊆ En (m+ 1)
for m = 0, 1, . . . , Lk − 2, and thus A(n,m+1) is embedded into A(n+1,m) with mul-
tiplicity 1 for m = 0, 1, . . . , Lk − 2. It follows that An is indeed an increasing
sequence of finite-dimensional subalgebras, and in particular An contains all mono-
mials sαs
∗
γ ∈ AL of grade ≤ n. Thus
⋃
n An is dense in AL, reestablishing that AL is
an AF-algebra, and the description of the embedding An →֒ An+1 proves Remark
4.3. The remaining statements in Theorem 4.2 will be proved after Lemma 4.8,
below.
By Proposition 3.1, the state defined on Od by (4.13) is a (σ, β)-KMS state.
Thus the restriction to AL = Oσd is a trace state. Now the embeddings An →֒ An+1
are given by a constant embedding matrix J : if, for example, d = 4, L1 = 1,
L2 = L3 = 3, L4 = 4, then
J =

1 1 0 0
0 0 1 0
2 0 0 1
1 0 0 0
 .
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In general J has the property that Jn has strictly positive matrix elements for some
positive n. This is in fact equivalent to the property that the numbers L1, . . . , Ld
have greatest common divisor 1, which may be seen as follows:
Lemma 4.8. Let P be the semigroup generated by L1, . . . , Ld:
(4.25) P =
{
d∑
k=1
nkLk
∣∣∣∣ nk ∈ N ∪ {0}
}
.
Then NP is finite.
Proof. Since L1, . . . , Ld have greatest common divisor 1, there are nk ∈ Z such that
d∑
k=1
nkLk = 1,
and hence there are x1, x2 ∈ P such that
x1 = x2 + 1.
Now, if ad absurdum NP is infinite we may find arbitrarily large y ∈ NP ,
but then y − x1, y − x2 are not contained in P ; thus y − x1 − x1, y − x1 − x2,
y−x2−x2 are not in P , etc., and thus we can find arbitrarily long sequences of the
form (z, z + 1, z + 2, . . . , z + k) not in P . But as P contains NL1, this is impossible.
Thus NP is finite. 
End of proof of Theorem 4.2. Since any node in the Bratteli diagram is connected
to a node of the form (n, 0) further down, and (n, 0) is connected to all nodes
(n+m, 0) where m ∈ P , it follows that all nodes in a row will be connected to all
nodes in some row further down, which means that Jn has strictly positive matrix
elements for some n ∈ N. Therefore AL is simple [6], and A has a unique trace
state [32, Theorem 6.1], [87]. This ends the proof of Theorem 4.2. 
Remark 4.9. The semigroup P defined by (4.25) can be read off the diagram of
AL as follows: n ∈ P if and only if the node (n, 0) actually occurs in the diagram,
i.e.,, if and only if L−1 (n) 6= ø. To decide which (n,m) actually occurs, start with
the vector (0, 0) = 1, (0,m) = 0, m = 1, . . . , Ld−1, and apply the incidence matrix
J . For example, in the example illustrated in Figure 3, with L = {4, 4, 5, 8}, we
have P = {4, 5, 8, 9, 10, 12, 13, 14, . . .}, while in the right-hand example in Figure
14, we have P = {3, 6, 7, 9, 10, 12, 13, 14, . . .} (both P ’s continuing with no further
gaps in the sequence).
Remark 4.10. The result on the unique trace state cited at the end of the proof
above is actually related to the classical Perron–Frobenius theorem [46, 74, 44].
If v(n) is the value of the trace state on the minimal projections in A
(n)
m = A(n,m),
and v(n) =
(
v
(n)
0 , . . . , v
(n)
Ld−1
)
, then
(4.26) v(n−1) = v(n)J,
provided n is so large that the Bratteli diagram has stabilized, i.e., A
(n)
m 6= {0} for
m = 0, 1, . . . , Ld − 1. Since the components of v(n) have to be nonnegative, the
4. SUBALGEBRAS OF Od 39
1
1 3 2
1 3 5 2
4 5 5 2
9 5 14 8
14 14 35 18
28 35 60 28
63 60 112 56
123 112 245 126
235 245 495 246
480 495 951 470
1
3 1 2
3 1 2
1 11 3 6
11 6 7 2
6 40 13 22
40 31 28 12
31 148 52 80
148 145 111 62
145 555 210 296
555 645 441 290
Figure 12. d = 6; L = {1, 3, 3, 3, 4, 4} (left), L = {2, 2, 2, 3, 4, 4}
(right). These define non-isomorphic algebras (see Chapter 16).
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J =

m1 1 0 0 0 0 · · · 0 0 0
0 0 1 0 0 0 · · · 0 0 0
0 0 0 1 0 0 · · · 0 0 0
m2 0 0 0 1 0 · · · 0 0 0
0 0 0 0 0 1 · · · 0 0 0
0 0 0 0 0 0
. . . 0 0 0
...
...
...
...
...
. . .
. . .
...
...
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 · · · 0 0 1
mk 0 0 0 0 0 · · · 0 0 0

← place M1
← place M2
← place Mk
Figure 13. Incidence matrix.
only solutions of (4.26) are such that each v(n) (for large n) is a multiple of the
Perron–Frobenius eigenvector v of J , i.e.,
(4.27) vJ = λ0v.
Recall that the irreducibility of J (some power of J has only positive matrix units)
implies that J has a simple positive eigenvalue λ0 such that λ0 > |µ| for all other
eigenvalues µ, and the corresponding one-dimensional eigenspace is spanned by a
vector v with positive components. All v(n)’s for large n are multiples of v. (This
is because of the uniqueness of the normalized positive solution of (4.27), together
with the fact that v(n) = const.·e−βnv is indeed a solution. Note that the Perron–
Frobenius eigenvalue of J is eβ .) Thus v may be computed explicitly in the examples
by choosing n so large that the diagram has stabilized, and using (4.13) and (4.20)
to evaluate the trace on the minimal projections in A
(n)
m . The result is surprisingly
simple; see (5.17) in the next chapter.
Let us give the details of the graphic description of the embedding of An into
An+1. Suppose that the integral weights of Theorem 4.2 are 1 ≤ L1 ≤ L2 ≤ · · · ≤
Ld with possible multiple occupancy. Let
(4.28)
Li =M1 for 1 ≤ i ≤ i1,
Li =M2 for i1 < i ≤ i2,
...
...
Li =Mk for ik−1 < i ≤ ik = d.
Let mj = ij − ij−1 be the multiplicities. Then, after stabilization, the partial
embedding of A
(n−1)
0 into the factors A
(n)
m , m = 0, . . . , Ld − 1, are given by the
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diagram in (4.29) below (illustrated in the case L1 = 1):
(4.29)
M1 M2 M3 Mk
. . .
m1 lines m2 lines m3 lines mk lines.
Then J−1 is given by the matrix
(4.30) J−1 =

0 0 0 0 0 · · · · · · 0 0 1mk
1 0 0 0 0 · · · · · · 0 0 −m1mk
0 1 0 0 0 · · · · · · 0 0 0
0 0 1 0 0 · · · · · · 0 0 0
0 0 0 1 0 · · · · · · 0 0 −m2mk
...
...
...
...
. . .
. . .
...
...
...
...
...
...
. . .
. . .
... −mjmk
...
...
...
...
. . .
. . .
...
...
0 0 0 0 0 · · · · · · 1 0 0
0 0 0 0 0 · · · · · · 0 1 0

← place Mj+1,
j=1,...,k−1
The characteristic polynomial for the corresponding inverse J−1 is proportional to
(4.31) pm (x) = mkx
Mk +mk−1xMk−1 + · · ·+m1xM1 − 1
Since
∑k
i=1mie
−βMi = 1, we see that x = e−β is the unique positive root for this
polynomial. Thus eβ is the Perron–Frobenius eigenvalue for J .
Remark 4.11. Note that the implications (i) ⇐ (ii) ⇔ (iii) in Proposition 4.1
remain true even if L1, . . . , Ld are not integers, by essentially the same proof. This
is because the action σ(L) defined by (4.1) is almost periodic in all cases, and hence
AL is the closure of the linear span of sαs
∗
γ with L (α) = L (γ) even in the general
case, using (4.5) and the definition
L (α) =
k∑
m=1
Lαm .
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It is no longer true that (i) ⇒ (ii). Take for example d = 2 and L1, L2 rationally
independent irrational numbers of opposite sign. Then AL is the GICAR algebra
[29].
Part B
Numerical AF-Invariants

CHAPTER 5
The dimension group of AL
In this chapter and the following ones we will construct isomorphism invariants
for AL and try to classify the AL. It is known that there exists a complete isomor-
phism invariant for AF-algebras A, namely the dimension group. In the case that
A has a unit this is the triple
(
K0 (A) ,K0 (A)+ , [1 ]
)
where K0 (A) is an abelian
group, K0 (A)+ are the positive elements of K0 (A) relative to an order making
K0 (A) into a Riesz ordered group without perforation, and [1 ] is the class of the
identity in K0 (A) (if A is nonunital, replace [1 ] by the hereditary subset {[p] | p
projection in A} of K0 (A)+). See [32] for details on this and the following state-
ments. (Connections to ergodic theory are also described in [90], [89].) Let us
now specialize to the case that A is given by a constant N × N incidence matrix
J (with nonnegative integer entries) which is primitive, i.e., Jn has only positive
entries for some n ∈ N. Then A is simple with a unique trace state τ . In the
case that K0 (A) ∼= ZN , this class of AF-algebras (or rather dimension groups) has
been characterized intrinsically in [50, Theorems 3.3 and 4.1]. In general when J
is an n× n = Ld ×Ld matrix with nonnegative entries, the dimension group is the
inductive limit
(5.1) ZN J−→ ZN J−→ ZN J−→ · · ·
with order generated by the order defined by
(5.2) (m1, . . . ,mN ) ≥ 0⇐⇒ mi ≥ 0 on ZN .
This group can be computed explicitly as a subgroup of RN as follows when
det (J) 6= 0 (as it is in our case): Put
(5.3) Gm = J
−m (ZN ) , m = 0, 1, . . . ,
and equip Gm with the order
(5.4) G+m = J
−m
((
ZN
)+)
.
Then
(5.5) G0 ⊆ G1 ⊆ G2 ⊆ · · · ,
and
(5.6) K0 (AL) =
⋃
m
Gm,
a subgroup of RN (containing ZN ), with order defined by
(5.7) g ≥ 0 if g ≥ 0 in some Gm.
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The action of the trace state τ on K0 (AL) may be computed as follows: If λ is the
Frobenius eigenvalue of J , and α = (α1, . . . , αN ) is a corresponding eigenvector in
the sense
(5.8) αJ = λα
(i.e., J tαt = λαt, see [32, pp. 33–37]), then if α is suitably normalized (by mul-
tiplying with a positive factor), the trace applied to something at the m’th stage
of
(5.9) ZN
1
−→ ZN
2
−→ ZN
3
−→ . . . −→
g
∩
ZN
m
−→ · · ·
is
(5.10) τ (g) = λ−m+1 〈α g〉 ,
where 〈 · · 〉 here denotes the usual inner product in RN , i.e., 〈α g〉 =∑Ni=1 αigi.
Taking α as the Frobenius eigenvector in (5.10) makes the ansatz well defined: if
g ∈ Gm ⊆ Gm+1, then
(5.11) λ−m+1 〈α g〉 = λ−(m+1)+1 〈α Jg〉 .
Thus τ is an additive character on K0 (AL), and up to normalization the unique
positive such. If we identify [1 ]0 with (1, 0, 0, . . . ) in the first Z
N , the normalization
of α is α1 = 1.
Elements of the kernel of the additive real-valued character τ on K0 (A) are
called infinitesimal elements. Thus K0 (A) is an extension of τ (K0 (A)) by the
kernel of τ . But in general it is not the trivial extension, i.e.,
K0 (AL) ≇ τ (K0 (AL))⊕ (kernel of τ) ,
which complicates classification; see Chapter 10.
Suppose we calculate the groups τ (K0 (AL)) and ker (τL) for a specific pair,
given by L and L′, say. Then if one of the two groups τ (K0 (AL)) or ker (τL) is
different for L and for L′, the AF-algebras AL and AL′ are non-isomorphic. We
show, however, in Chapter 10 that the AF-algebras can be non-isomorphic even if
the two groups agree for L and L′.
It can then be shown that the range of the trace on projections is
τ (K0 (AL)) ∩ [0, 1].
When K0 (AL) is given concretely in RN as above, the trace can be computed
as
(5.12) τ (g) = 〈α g〉 ,
where g ∈ m’th term ZN is identified with its image J−m+1g in RN ; and the
positive cone in K0 (AL) ⊆ RN identifies with those g such that τ (g) > 0, or g = 0.
Let us now specialize to the case that J = JL has the special form we are
interested in . So assume that 1 ≤ L1 ≤ L2 ≤ · · · ≤ Ld, that the greatest common
divisor of L1, . . . , Ld is 1, and put
(5.13) {L1, . . . , Ld} =
{
M1
m1
, . . .
...
,Mk
m
k
}
,
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where mi is the multiplicity of Mi. Put
(5.14) N =Mk = Ld.
Then the incidence matrix J is
(5.15)
J =

1 0 1 0 · · · 0 0 0 · · · 0 0 0 · · · · · · 0 0
0 0 1 0 0 0 · · · 0 0 0 · · · · · · 0 0
...
. . .
. . .
...
...
...
...
...
...
...
0 0 0
. . . 1 0 0 · · · 0 0 0 · · · · · · 0 0
M1 m1 0 0 0 1 0 · · · 0 0 0 · · · · · · 0 0
0 0 0 · · · 0 0 1 0 0 0 · · · · · · 0 0
...
...
...
...
. . .
. . .
...
...
...
...
0 0 0 · · · 0 0 0 . . . 1 0 0 · · · · · · 0 0
M2 m2 0 0 · · · 0 0 0 0 1 0 · · · · · · 0 0
0 0 0 · · · 0 0 0 · · · 0 0 1 · · · 0 0
...
...
...
...
...
...
...
. . .
. . .
...
...
...
...
...
...
...
...
...
...
. . .
. . .
...
0 0 0 · · · 0 0 0 · · · 0 0 0 . . . 1 0
0 0 0 · · · 0 0 0 · · · 0 0 0 · · · 0 1
Mk mk 0 0 · · · 0 0 0 · · · 0 0 0 · · · · · · 0 0

.
Let x = e−β be the unique solution in (0, 1) of
(5.16) 1−
∑
i
mix
Mi = 0.
If
(5.17) α =
(
1, e−β, e−2β, . . . , e−(N−1)β
)
,
then α is the left Frobenius eigenvector
(5.18) αJ = eβα.
As explained before, we have the identification
(5.19) K0 (AL) =
∞⋃
n=0
J−nZN (⊆ RN )
with the trace functional
(5.20) τ (y) = 〈α y〉 , y ∈
∞⋃
n=0
J−nZN .
Using
(5.21)
〈
α J−nk
〉
= e−nβ 〈α k〉 = e−nβ
N∑
i=1
kie
−β(i−1)
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for k ∈ ZN , n ∈ N, together with the fact that the range of the trace is a subgroup
of the additive group R, it is clear that the range of the trace is Z
[
e−β
]
, i.e.,
(5.22) τ (K0 (AL)) = Z
[
e−β
]
,
and, furthermore, from [32],
(5.23) τ ({p | p projection in AL}) = Z
[
e−β
] ∩ [0, 1] .
Now, if m = (m1, . . . ,mN ) is an element of the k’th group
(5.24) ZN J−→ ZN J−→ ZN J−→ · · ·
and m is an infinitesimal element then 〈α mt〉 = 0, i.e.,
(5.25)
N∑
i=1
mi
(
e−β
)i−1
= 0
(where we include zero terms!). This sum
∑N
i=1mix
i−1 is a multiple of the minimal
polynomial pβ (x) having e
−β as a root. If this minimal polynomial happens to
be 1 −∑imixMi , which has degree N , then there are no nontrivial infinitesimal
elements, and
(5.26) K0 (G) ∼= Z
[
e−β
]
.
If pβ has degree deg (pβ) < N , it follows that
(5.27)
N∑
i=1
mkx
k−1 = p (x) · (arbitrary polynomial of degree ≤ (N − 1) - deg pβ) .
It follows that the group of infinitesimal elements of the m’th group ZN is isomor-
phic to
(5.28) ZN- deg pβ ,
and as J maps these groups into each other, we obtain the infinitesimal elements
as an inductive limit
(5.29) ZN- deg pβ J0−→ ZN- deg pβ J0−→ · · · ,
where J0 is a restriction of J , so J0 is an injective matrix with integer entries,
but the entries are no longer necessarily positive, as we see in the examples. See
Chapter 7 for more details on J0.
In conclusion, the complete invariant
(5.30)
(
K0 (AL) ,K0 (AL)+ , [1 ]
)
of the algebras AL defines an extension
(5.31) 0 −→ ker (τ) i−→ K0 (AL) τ−→ Z
[
e−β
] −→ 0
together with an element [1 ] of K0 (AL) such that
(5.32) τ ([1 ]) = 1.
See Chapter 10 for more details on these extensions. Concretely, K0 (AL) is the
subgroup (5.19) of RN , τ is given by (5.20) and (5.17) and
(5.33) [1 ] = (1, 0, 0, . . . , 0)
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and
(5.34) K0 (AL)+ = {0} ∪ {v ∈ K0 (AL) | 〈α v〉 > 0} .
Note in passing that if G is any countable abelian group which is an extension
0 −→ G0 −֒→ G τ−→ Z [a] −→ 0
whereG0 is a torsion-free abelian group and a is a real number, and Z [a] is equipped
with the order coming from Z [a] ⊆ R, and if G is equipped with the order g > 0
if and only if τ (g) > 0, then G is unperforated and has the Riesz interpolation
property, so G is the dimension group of an AF-algebra by Effros–Handelman–
Shen’s theorem [33], [29].
Another way of describing
(
K0 (AL) ,K0 (AL)+ , [1 ]
)
which will be quite useful
in the sequel is the following: Let pL (x) be |detJ | times the characteristic polyno-
mial of J−1, see (4.31), (5.16), (5.48), and let a = e−β be the positive real root of
this polynomial (i.e., 1/a is the Perron–Frobenius eigenvalue of J). Then
(5.35) K0 (AL) ∼= Z [x]upslope (pL)
as additive groups, and the order on K0 (AL) is given by that p + Z [x] pL (x) > 0
if and only if
(5.36) p (a) > 0
(this condition is well defined since pL (a) = 0). The element [1 ] corresponds to
1+Z [x] pL (x) by this isomorphism. Application of J−1 on K0 (AL) (which is well
defined by (5.19)) corresponds to multiplication by x, i.e.,
(5.37) J−1 (p (x) + Z [x] pL (x)) = xp (x) + Z [x] pL (x)
where the left-hand polynomial is identified with its representative inK0 (AL) given
as in (5.38), below. The isomorphism between the concrete realization of K0 (AL)
in (5.19) and Z [x]upslope (pL) is thus given by
(5.38) (a0, . . . , aN−1) 7−→ a0 + a1x+ · · ·+ aN−1xN−1 mod pL (x) ,
and using this and (5.21) the statements above follow immediately. Note also that
in this picture
(5.39) ker τ = Z [x] pa (x)upslope (pL (x)) ,
where pa ∈ Z [x] is the minimal polynomial of a, which is a factor of pL. Factorizing
(5.40) pL (x) = p0 (x) pa (x)
we thus have
(5.41) ker τ ∼= Z [x]upslope (p0 (x)) .
This viewpoint will be important in Chapter 7 and later chapters.
One connection between the cone (5.2) and that of (5.34) can be made by
the use of [45, Lemma 2], which shows that a given element g of K0 (AL) =⋃
k≥0 J
−k
L Z
N satisfies τ (g) > 0 if and only if there are k ∈ {0, 1, 2, . . .}, n =
(n1, . . . , nN) ∈ ZN , such that ni > 0, and v ∈ ker (τ) such that
g = v + J−kL n.
In applications, this “concrete” realization of
(
K0 (AL) ,K0 (AL)+ , [1 ]
)
is often
nevertheless not concrete enough to decide isomorphism and non-isomorphism of
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the algebras AL, but there is a simple sufficient condition for isomorphism, namely
equality:
Corollary 5.1. Let 1 ≤ L1 ≤ · · · ≤ Ld and 1 ≤ L′1 ≤ · · · ≤ L′d′ be two sets of
integers, each with greatest common divisor 1. Assume
the unique solutions x, y ∈ (0, 1) of the equations(5.42)
1−
d∑
i
xLi = 0 and 1−
d′∑
i
yL
′
i = 0 are the same, i.e., x = y;
and
(5.43) Ld = L
′
d′( = N) and
∞⋃
n=0
J−nL
(
ZN
)
=
∞⋃
n=0
J−nL′
(
ZN
)
.
It follows that AL and AL′ are isomorphic C
∗-algebras.
Proof. By condition (5.42) and (5.16)–(5.18) the Perron–Frobenius eigenvalue eβ
and the normalized left Perron–Frobenius eigenvector α are the same for JL and
JL′ . But (5.43) states that K0 (AL) and K0 (AL′) are the same subgroup of QN ,
and by (5.34) the positive cones are the same. By (5.33), [1 ] is represented by
the same element of the two cases, and thus the complete invariants (5.30) are the
same. Thus AL and AL′ are isomorphic C
∗-algebras. 
Still we will see in the examples that the computation of
⋃∞
n=0 J
−n
L
(
ZN
)
is not
so simple in general. But there is one simple special case, namely when mk = 1 in
(5.15), i.e., |det (JL)| = 1. Then J−1L is a matrix with integer entries, so JL : ZN →
ZN is bijective and hence
(5.44) K0 (AL) = ZN
by (5.19). It follows immediately from Corollary 5.1 that
Corollary 5.2. Let 1 ≤ L1 ≤ · · · ≤ Ld and 1 ≤ L′1 ≤ · · · ≤ L′d′ be two sets of
integers, each with greatest common divisor 1. Assume
the unique solutions x, y ∈ (0, 1) of the equations(5.45)
1−
d∑
i
xLi = 0 and 1−
d′∑
i
yL
′
i = 0 are the same, i.e., x = y;
and
(5.46) Ld = L
′
d′ and Ld−1 < Ld and L
′
d′−1 < L
′
d′(i.e., the matrices JL
and JL′ have the same rank, and the lower left matrix element is 1).
It follows that AL and AL′ are isomorphic C
∗-algebras.
Proof. In this case |detJL| = |detJL′ | = 1 so K0 (AL) = K0 (AL′) = ZN and the
result follows from Corollary 5.1. 
In general we will see in the examples that the algebras AL for different L’s
are “almost never” isomorphic. However, Corollary 5.2 may be used to make some
isomorphic tuples:
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Example 5.3. It is convenient from here and henceforth to write J in the form
(5.47) J =

m1 1 0 · · · 0 0
m2 0 1 · · · 0 0
...
. . .
. . .
...
...
mN−2 0
. . . 1 0
mN−1 0 0 0 1
mN 0 0 · · · 0 0

,
instead of (5.15), and then equation (5.16) becomes
(5.48) pL (x) =
N∑
j=1
mjx
j − 1 = 0.
As noted in (4.30)–(4.31) this equation is mN times the characteristic equation of
(5.49) J−1 =

0 0 · · · 0 0 1mN
1 0 0 0 − m1mN
0 1
. . . 0 − m2mN
...
...
. . .
. . .
...
0 0 · · · 1 0 −mN−2mN
0 0 · · · 0 1 −mN−1mN

The condition in Corollary 5.2 is that mN = 1, i.e., the polynomial (5.48) should
be monic. Now it follows from Corollary 5.2 that two monic polynomials of the
form (5.48) give rise to isomorphic algebras if they have the same degree N and
the root in (0, 1) is the same for the two polynomials (under the overall condition
gcd ({i | mi 6= 0}) = 1). (This is no longer true if the polynomials are not monic;
see, e.g., the examples in Chapters 16 and 17.) To generate polynomials of the form
(5.48) with the same root, one may start with a fixed polynomial of the required
form, e.g.,
p0 (x) = x
3 + x2 − 1,
and then multiply p0 (x) with a polynomial
q (x) = xn + kn−1xn−1 + kn−2xn−2 + · · ·+ k1x+ 1.
Choose the coefficients k1, . . . , kn−1 as integers such that mj ≥ 0 for all j in
p0 (x) q (x) = x
n+3 +
n+2∑
j=1
mjx
j − 1.
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This procedure, applied to n = 2, 3, 4, 5, gives the following values for the possible
first column  m1...
mn+3
 =
m1...
mN
 =

m1
...
mN−1
1

of the incidence matrix J :
n = 2: Two isomorphic algebras:
1
0
0
0
1
 ,

0
0
1
1
1
 .
n = 3: Two isomorphic algebras:
0
1
0
0
1
1
 ,

0
0
0
1
2
1
 .
n = 4: Three isomorphic algebras, which are subalgebras of O5, O4, O3,
respectively: 
0
0
0
0
2
2
1

,

0
0
1
0
1
1
1

,

0
0
2
0
0
0
1

.
See Figure 14.
n = 5: There are 6 + 1 possibilities to begin with,
0
0
0
0
1
2
2
1

,

0
0
0
1
1
1
1
1

,

0
1
0
0
0
1
1
1

,

0
0
1
1
0
0
1
1

,

1
0
0
0
0
0
1
1

,

0
0
0
2
1
0
0
1

,

0
1
0
1
0
0
0
1

,
but in the last example gcd (L) = 2, so this falls outside our scope.
The remaining 6 vectors give rise to isomorphic subalgebras of Od with
d = 6, 5, 4, 4, 3, 4, respectively. Note that this shows that d is not an
invariant. The next-to-last example is illustrated in Figure 3.
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1
2 2 1
2 2 1
2 2 1
2 2 1
2 2 1
2 1 4 4 2
1 4 8 6 2
4 8 8 4 1
4 8 8 4 1
4 8 8 4 1
8 8 4 1 8 8 4
8 4 1 8 24 20 8
1
1 1 1 1
1 1 1 1
1 1 1 1
1 2 1 1 1 1
1 2 1 1 1 1
2 1 2 1 2 1 1
1 2 3 2 3 3 2
1
2 1
2 1
2 1
4 1 2
4 1 2
4 1 2
1 8 2 4
8 4 4 1
8 4 4 1
4 16 4 1 8
16 12 1 8 4
16 12 1 8 4
12 1 32 8 4 16
1 32 32 4 16 12
32 32 6 16 12 1
32 6 64 16 12 1 32
6 64 80 12 1 32 32
64 80 24 1 32 32 6
Figure 14. L = {5, 5, 6, 6, 7} (top left), {3, 5, 6, 7} (bottom left),
and {3, 3, 7} (right), illustrating the n = 4 case in Example 5.3.
These represent isomorphic algebras.
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Remark 5.4. The isomorphism of the algebras AL and AL′ established in Ex-
ample 5.3 for various pairs L, L′ was arrived at in a quite roundabout way. In
general it follows from [6, Theorem 2.7] that AL and AL′ are stably isomorphic
if and only if there exist natural numbers k1, k2, k3, . . . , l1, l2, l3, . . . , and matri-
ces A1, A2, . . . , B1, B2, . . . with nonnegative integer matrix elements such that the
following diagram commutes:
(5.50)
•
•
•
•
•
•
•
•
...
...
A1
A2
A3
A4
B1
B2
B3
Jk1L
Jk2L
Jk3L
J l1L′
J l2L′
J l3L′
This means that
(5.51)
JkiL = BiAi,
J liL′ = Ai+1Bi
for i = 1, 2, . . . . There are examples showing that the sequences A, B, k, l cannot
always be taken to be constant when they exist [13]. In our case, when the JL’s
are nonsingular, the existence of constant sequences would entail that JL and JL′
have the same dimension, and JkL be conjugate to J
l
L′ . Note in this connection that
5. THE DIMENSION GROUP OF AL 55
JL is conjugate to JL′ if and only if L = L
′, because the characteristic polynomial
of JL completely determines L = (L1, . . . , Ld), as we have seen.
In the covariant version of this isomorphism problem, it is known from a the-
orem by Krieger that the sequences can be taken to be constant. Let G (L) be
the dimension group associated to L, and (σL)∗ the automorphism of G (L) deter-
mined by JL. Let now BL = AL ⊗ K
(
ℓ2
)
be the stable AF-algebra associated to
G (L), and σL an automorphism of BL such that the corresponding automorphism
of G (L) is (σL)∗. Then Krieger’s theorem [61] says that (G (L) , (σL)∗) is isomor-
phic to (G (L′) , (σL′)∗) if and only if there is a k ∈ N and nonnegative rectangular
matrices A, B such that
(5.52)
AJL = JL′A,
BJL′ = JLB,
AB = JkL,
BA = JkL′ .
If also N > 1, it was proved recently in [17] that this is also equivalent to outer
conjugacy of σL and σL′ . All these results were proved in the more general setting
of constant incidence matrices. In the JL case, the conditions simply mean L = L
′.
In fact, the third condition in (5.52) implies that both A and B are nonsingular.
Hence, the first condition reads JL′ = AJLA
−1, and we conclude that JL and JL′
have the same characteristic polynomial. Since the coefficients in the characteristic
polynomial of JL are the numbers in the first column of JL, it follows that JL = JL′
as claimed. (See also (11.1)–(11.2) for more details.)
Note that the Williams conjecture discussed at the end of Chapter 6 in [32]
has been settled in the negative in [58].
Let us end this chapter by mentioning another corollary of results in [17], which
classifies the actions σ(L) of T on Od defined by (4.1):
Corollary 5.5. Let 1 ≤ L1 ≤ · · · ≤ Ld and 1 ≤ L′1 ≤ · · · ≤ L′d′ be two sets
of integers, each with greatest common divisor 1. The following conditions are
equivalent.
(i) The automorphism σL of AL ⊗ K
(
ℓ2
)
defined prior to (5.52) is outer
conjugate to σL′ .
(ii) (G (L) , (σL)∗) is isomorphic to (G (L
′) , (σL′)∗).
(iii) The action σ(L) of T on Od defined by (4.1) is outer conjugate to the
action σ(L
′).
(iv) σ(L) and σ(L
′) are conjugate actions of T.
(v) L = L′.
Proof. We already noted above that (i) ⇔ (ii) is [17, Corollary 1.5]. But (ii) ⇔
(iv) follows from [17, Corollary 4.1]. The implication (iii) ⇒ (ii) follows by noting
that the stabilization of the dual actions of σ(L), σ(L
′) is outer conjugate to σL,
σL′ by Takai duality. The only remaining nontrivial implication is (ii) ⇒ (v); as
noted in [13], the relations (5.52) imply that JL and JL′ are similar, and thus have
the same characteristic polynomial. But by (10.10), the characteristic polynomial
determines JL and thus L uniquely. Thus (ii) ⇒ (v). 
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Remark 5.6. The equivalence relation of Bratteli diagrams referred to in the
second paragraph in the Introduction can be described as follows: The diagram
itself can be described as a sequence of incidence matrices
(5.53) J1, J2, J3, J4, . . . .
These are (not necessarily square) matrices with integer nonnegative matrix units
such that the number of columns in Jn+1 is equal to the number of rows in Jn. One
way of obtaining an equivalent diagram is then to remove rows from the diagram
and connect the remaining vertices by edges with multiplicity given by the number
of ways one can go from the upper vertex to the lower along the original diagram.
In terms of incidence matrices, one picks an increasing sequence 1 ≤ n1 < n2 < n3
of integers, and replaces the sequence (5.53) by
(5.54) Jn2−1Jn2−2 · · · Jn1 , Jn3−1Jn3−2 · · · Jn2 , . . . .
The equivalence relation is then simply the equivalence relation on sequences of
incidence matrices generated by this relation. One has to apply the relation or its
inverse four times to go from one diagram to another. Roughly, start from
A1 −→ A2 −→ A3 −→ · · ·
by removing rows to obtain
An1 −→ An2 −→ An3 −→ · · · ,
then insert new rows to obtain
An1 −→ Bm1 −→ An2 −→ Bm2 −→ · · · ,
then remove rows to obtain
Bm1 −→ Bm2 −→ Bm3 −→ · · · ,
and finally insert rows to obtain
B1 −→ B2 −→ B3 −→ · · · .
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One example from [6], where the first and last steps are unnecessary, is
1
2
4
8
16
❅
❅
❅
❅❅
❅
❅
❅
❅❅
❅
❅
❅
❅❅
❅
❅
❅
❅❅
❅❅
1
2
4
8
16
 
 
 
  
 
 
 
  
 
 
 
  
 
 
 
  
  
· · · · · · · · · · · · · · ·
✲Insert rows
· · · · · · · · · · · · · · ·
1
2
4
8
16
❅❅
❅❅
❅❅
❅❅
❅❅
1
2
4
8
16
  
  
  
  
  
❅❅
❅❅
❅❅
❅❅
❅❅
1
2
4
8
16
  
  
  
  
  
· · · · · · · · · · · · · · · · · · · · ·
✲Remove rows
· · · · · · · · · · · · · · · · · · · · ·
1
2
4
8
16
Here the algebra is the UHF algebra
⊗∞
M2 of Glimm type 2
∞, also illustrated in
Figure 1. The algebra to the left is the fixed-point subalgebra of
⊗∞
M2 under the
infinite-product action
⊗∞
Ad
(
1 0
0 −1
)
of Z2, and the figure shows that this fixed-
point algebra is isomorphic to the full algebra [85]. To show directly that the pairs
or triples of diagrams shown in Figures 14, 15, 17, 19, and 20 can be transformed
into each other by this method is presumably a much harder task, as it is to show
directly that the pair in Figure 12 cannot be transformed into each other.
CHAPTER 6
Invariants related to the Perron–Frobenius
eigenvalue
Let J , K be two nonsingular N×N matrices with nonnegative matrix elements
which are primitive, i.e., for sufficiently large n ∈ N, Jn and Kn have only strictly
positive matrix elements. Let λ1, λ2 be the Perron–Frobenius eigenvalues of J , K.
Then λ1, λ2 are algebraic numbers, and Q [λ1] and Q [λ2] are fields which are finite
extensions of Q. If λ1 and λ2 are rational, they are integers since they satisfy a
monic equation. If in addition N = 1, then the stable C∗-algebras associated with
the corresponding dimension groups characterized in (5.1)–(5.34) areMλ∞i ⊗K (H),
where Mλ∞ is the UHF algebra of Glimm type λ
∞ and K (H) is the compact
operators on a separable Hilbert space H. It follows from Glimm’s theorem [47]
that these algebras are isomorphic if and only if λ1 and λ2 contain the same prime
factors. In particular, if J = (6) andK = (12) (as 1×1 matrices), the associated C∗-
algebras are isomorphic. See also [13, Example 9]. This was partly generalized in
[13, Theorem 10], where it was proved that if J , K are nonsingular primitive N×N
matrices and the stable C∗-algebras they define are isomorphic, then Q [λ1] = Q [λ2]
and λ1, λ2 are products of the same primes over this field (i.e., primes in the subring
generated by the algebraic integers in the field). The example mentioned above
shows that λ itself is not an invariant, and the purpose of this chapter is to show
that λ itself is not an invariant in more interesting examples of matrices of type
(5.47),
(6.1) J =

m1 1 0 · · · 0 0
m2 0 1 · · · 0 0
...
. . .
. . .
...
...
mN−2 0
. . . 1 0
mN−1 0 0 0 1
mN 0 0 · · · 0 0

,
where the mi are nonnegative integers, mN 6= 0 and gcd {i | mi 6= 0} = 1. The
characteristic polynomial of J is
(6.2) det (t1 − J) = tN −m1tN−1 −m2tN−2 − · · · −mN−1t−mN
and the Perron–Frobenius eigenvalue λ is the unique positive solution of this equa-
tion.
More examples of this kind where the J ’s are 2×2 matrices can be constructed
by a machine developed in Chapter 13; see in particular Example 13.5 and remarks
prior to Proposition 13.4.
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The example we shall give here is a modification of another example in [13,
Example 9]. For a = 2, 3, 4, . . . , consider the monic polynomial
(6.3) pa (t) =
(
t− a2) (t2 + at+ a2) = t3 + (−a2 + a) t2 + (−a3 + a2) t− a4.
The last three coefficients are negative for a = 2, 3, . . . , so this is the characteristic
polynomial of
(6.4) J =
 a2 − a 1 0a3 − a2 0 1
a4 0 0
 .
The spectrum of Ja consists of the roots
(6.5) sp (Ja) =
{
a2,
(
−1
2
+
i
2
√
3
)
a,
(
−1
2
− i
2
√
3
)
a
}
and hence we observe
(6.6) sp (Ja2) =
{
λ2 | λ ∈ sp (Ja)
}
.
Thus Ja2 and J
2
a are conjugate over Q
[√
3
]
, and hence over Q. Now put
(6.7) K = J2 =
 2 1 04 0 1
16 0 0
 , J = J4 =
 12 1 048 0 1
256 0 0
 .
Then we compute that
(6.8) JT = TK2
for
(6.9) T =
 1 0 0−4 2 1
0 16 −4
 .
Let
(6.10) S = T−1 =

1 0 0
2
3
1
6
1
24
8
3
2
3 − 112
 .
It follows from (6.8) that
(6.11) SJ = K2S.
For a given n ∈ N, put
(6.12) A = K2nS = SJn, B = T.
It follows from (6.8), (6.11), and ST = TS = 1 that
(6.13) Jn = TSJn = BA, K2n = K2nST = AB.
This is a version of (5.51) except that A, B are not necessarily matrices with positive
integer matrix elements, only rational elements. To remedy this we now replace J ,
K by scaled versions
(6.14) Kd =
 2d 1 04d2 0 1
16d3 0 0
 , Jd =
 12d2 1 048d4 0 1
256d6 0 0
 ,
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where d is an integer. One now checks that the eigenvalues of both K2d and Jd are
(6.15) 16d2, 4
(
−1
2
± i
2
√
3
)
d2,
and then
(6.16) JdTd = TdK
2
d , SdJd = K
2
dSd,
with
(6.17) Td =
 1 0 0−4d2 2d 1
0 16d3 −4d2
 , Sd = T−1d =

1 0 0
2
3d
1
6d
1
24d3
8
3d
2 2
3 − 112d2
 .
With this change, we note that Knd is a multiple of an arbitrary large power of d
with an integer matrix provided n is large enough. Taking n = 4 we compute
(6.18) K4dSd =

192d4 12d2 1
1184
3 d
5 80
3 d
3 2
3d
2432
3 d
6 128
3 d
4 8
3d
2
 .
Choosing d = 3 we see that
(6.19) A = K43S3 = S3J
2
3
is a positive integer matrix. Similarly
(6.20) TdK
4
d =
 144d4 40d3 8d2640d6 96d5 48d4
2048d8 512d7 256d6

is a positive integer matrix whatever integer value d has, and we put
(6.21) B = T3K
4
3 = J
2
3T3.
Now, redefining
(6.22) K := K3 =
 6 1 036 0 1
432 0 0
 , J := J3 =
 108 1 03888 0 1
186624 0 0
 ,
it follows from (6.16), (6.17), (6.19), and (6.21) that
(6.23)
AJ = K2A,
JB = BK2,
J4 = BA,
K8 = AB.
Thus, J and K2 are shift equivalent in the sense of (5.52), and in particular, J and
K define isomorphic AF-algebras by (5.51). But the Perron–Frobenius eigenvalues
of these matrices are 16d2 = 122 = 144 and 4d = 12, respectively. Hence this
eigenvalue in itself is not an isomorphism invariant.
CHAPTER 7
The invariants N , D, Prim (mN), Prim (RD),
Prim (QN−D)
In this chapter, we establish a triangular representation JL =
(
J0 Q
0 JD
)
of a
matrix JL in the standard form (7.2) such that the submatrices J0 and JD are again
in the same standard form (with the exception that the integers corresponding to
m1, . . . ,mN are no longer necessarily positive), and ker (τ) is obtained from J0 the
same way K0 (AL) is obtained from JL. We then use this for the derivation of
numerical C∗-isomorphism invariants.
Proposition 8.1, Corollary 8.3, and Theorem 7.5 below account for the terms
Z
[
1
k
]
(where k ∈ Z, k ≥ 2) inK0 (AL) and in ker (τL) when they are present, as they
are in many examples; see, e.g., Examples 18.1 and 18.2. The convention regarding
L = (L1, . . . , Ld) is as in Theorem 4.2. We assume 1 ≤ L1 ≤ L2 ≤ · · · ≤ Ld, and
we count the values of the Li’s with multiplicity according to:
(7.1) mj := # {Li | Li = j}
for j = 1, . . . , N where N := Ld. Then the matrix J = JL takes the form
(7.2) JL =

m1 1 0 · · · 0 0
m2 0 1 · · · 0 0
m3 0 0
. . . 0 0
...
...
. . .
. . .
...
mN−1 0 0 0 1
mN 0 0 · · · 0 0

.
We always assume gcd {i | mi 6= 0} = 1. With this convention, we have mN ≥ 1.
Let a := e−β where β is the unique solution to
(7.3)
∑
i
e−βLi =
∑
j
mje
−βj = 1.
As explained in (5.15)–(5.18), λ := eβ is the Perron–Frobenius eigenvalue for JL.
The results in this chapter are somewhat technical. The matrix J is given a
representation which admits a triangular form
(
J0 Q
0 R
)
where J0 and R have
the same type (7.2) as J , and Q is of rank one (see Theorem 7.5). Hence it is
easy to read off the determinants of J and J0. We use this to show that the prime
factors of these determinants are C∗-isomorphism invariants (Theorem 7.8).
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Each lattice ZN is (linearly) isomorphic to the space VN of polynomials f ∈
Z [x] of degree ≤ N − 1. This means that matrix multiplication by JL in ZN
is equivalent to an operation on the polynomials Z [x] of degree ≤ N − 1. This
operation can be described by the following explicit representation.
Lemma 7.1. Define
(7.4) VN := {f (x) ∈ Z [x] | deg f ≤ N − 1} .
Let
(7.5) fm (x) := m1 +m2x+ · · ·+mNxN−1.
Then matrix multiplication by J in ZN induces the following operation J˜ on VN :
(7.6) (J˜f) (x) = f (0) fm (x) +
f (x)− f (0)
x
, f ∈ VN .
Proof. For k = (k1, . . . , kN ) ∈ ZN , let fk (x) = k1 + k2x+ · · ·+ kNxN−1. Then
(J˜fk) (x) = fJk (x)
= m1k1 + k2 + (m2k1 + k3)x+ . . .
+ (mN−1k1 + kN )xN−2 +mNk1xN−1
= k1
N∑
i=1
mix
i−1 +
N∑
j=2
kjx
j−2
= fk (0) fm (x) +
fk (x)− fk (0)
x
,
which proves the lemma. 
The construction of K0 (AL) and ker (τL) involves the Frobenius eigenvector
α = (α1, α2, . . . , αN ) which solves
(7.7) αJ = λα
where λ = eβ is the Frobenius eigenvalue. (See (5.8).)
Lemma 7.2. Let a := λ−1 = e−β. When normalized with α1 = 1, the eigenvector
α from (7.7) is
(7.8) α =
(
1, a, a2, . . . , aN−1
)
.
Proof. This was verified in (5.17). 
Lemma 7.3. Let α =
(
1, a, . . . , aN−1
)
be the Frobenius eigenvector, and let
pa (x) ∈ Z [x]
be the minimal polynomial of a = e−β. With the identification
ZN ∼= VN = {f ∈ Z [x] | deg f ≤ N − 1} ,
as in (7.4), the following two conditions are equivalent for k = (k1, . . . , kN ) ∈ ZN :
(i) k ∈ {α}⊥.
(ii) pa (x) |fk (x), where fk (x) =
∑N
i=1 kix
i−1.
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Proof. We have
(7.9) 〈k α〉 =
N∑
i=1
kia
i−1 = fk (a) ,
showing that fk (a) = 0 if and only if k ∈ {α}⊥. But fk (x) is divisible by pa (x) if
and only if a is a root. 
Corollary 7.4. If D := degree of pa ≤ N − 1, then the subgroup {α}⊥ ∩ ZN may
be represented in the form
{q (x) pa (x) | q (x) ∈ VN−D} .
If D = N , then {α}⊥ ∩ZN = {0}. In any case, J leaves {α}⊥ ∩ZN invariant, and
if D ≤ N − 1, J induces an operator q 7→ J0 (q) on VN−D by
(7.10) J (qpa) (x) = (J0q) (x) pa (x) , q ∈ VN−D.
Proof. The representation q (x) pa (x) is unique since pa (x) is irreducible. To see
that {α}⊥ ∩ ZN is invariant under J , use (7.7) directly, or substitute x = a into
(7.6) as follows: If f ∈ Z [x] satisfies f (a) = 0, then
(J˜f) (a) = f (0) fm (a) +
f (a)− f (0)
a
= f (0)a−1 − f (0)a−1 = 0,
where we used the identity fm (a) = a
−1 which in turn is equivalent to (7.3). 
We need one more prelude to the main theorem of this chapter. As in Lemma
7.3, let pa ∈ Z [x] be the minimal polynomial of a = e−β , and let pλ be the minimal
polynomial of the Perron–Frobenius eigenvalue λ = 1/a = eβ. It is clear that these
polynomials have the same degree D, and up to a sign
(7.11) pλ (x) = x
Dpa
(
1
x
)
, pa (x) = x
Dpλ
(
1
x
)
.
Since λ is a root of the monic polynomial (10.10) in Z [x], it follows that pλ is a
monic polynomial, and hence the constant term in pa (x) is ±1, i.e.,
(7.12) pa (0) ∈ {±1} .
(This also follows from (4.31), or (5.48).) We will often fix the normalization of pa
such that pa (0) = 1.
Theorem 7.5. Let J be a matrix of the form (7.2) with the mi positive integers,
mN 6= 0, gcd {i | mi 6= 0} = 1. Normalize the minimal polynomial pa (x) by pa (0) =
1. Decompose the polynomial fm (x) = m1 +m2x+ · · ·+mNxN−1, given in (7.5),
by the Euclidean algorithm, yielding
(7.13) fm (x) = qm (x) pa (x) + rm (x) ,
where qm (x) =
∑N−D
k=1 Qkx
k−1, rm (x) =
∑D
k=1Rkx
k−1. It follows that, in the
basis
(7.14)
{
pa (x) , xpa (x) , . . . , x
N−D−1pa (x) , 1, x, . . . , xD−1
}
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for ZN ∼= VN , the operator J is given by
(7.15) J =

Q1 1 0 · · · 0 0 Q1 0 0 · · · 0 0
Q2 0 1 · · · 0 0 Q2 0 0 · · · 0 0
Q3 0 0
. . . 0 0 Q3 0 0 · · · 0 0
...
...
. . .
. . .
...
...
...
...
. . .
...
...
QN−D−1 0 0 0 1 QN−D−1 0 0 · · · 0 0
QN−D 0 0 · · · 0 0 QN−D 0 0 · · · 0 0
0 · · · 0 R1 1 0 · · · 0 0
R2 0 1 · · · 0 0
... 0
...
R3 0 0
. . . 0 0
...
...
. . .
. . .
...
RD−1 0 0 0 1
0 · · · 0 RD 0 0 · · · 0 0

.
In the extreme case D = N , the upper left-hand matrix in (7.15) disappears, and
the lower right-hand matrix is just (7.2). If D = N − 1, the upper left-hand matrix
is (Q1), and if D = 1, the lower right-hand matrix is (R1) = (RD). In general, the
coefficients R1, . . . , RD can be computed from the formula
(7.16) rm (x) =
1− pa (x)
x
.
(Without the normalization pa (0) = 1, the upper left-hand matrix elements Qi must
be replaced by pa (0)Qi where pa (0) ∈ {±1}.)
Proof. We leave the modifications needed to cope with the extremal cases D =
N,N − 1, 1 to the reader, and consider the generic situation 1 < D < N − 1.
We use formula (7.6) in calculating J in the basis defined from Lemma 7.3 and
Corollary 7.4. Define
(7.17) ej := x
jpa (x) , j = 0, . . . , N −D − 1.
Then {ej} is a basis for {α}⊥ ∩ Z by Lemma 7.3. Furthermore,
J (e0) = J (pa) = pa (0) fm (x) +
pa (x)− pa (0)
x
= pa (0) qm (x) pa (x) +
(
pa (0) rm (x) +
pa (x)− pa (0)
x
)
︸ ︷︷ ︸
remainder
.
Since deg ((pa (x)− pa (0)) /x) < D it follows from Corollary 7.4 that the remainder
is zero (this accounts for (7.16)), and
J (e0) = pa (0) qm (x) pa (x) = pa (0)
N−D∑
j=1
Qjej−1,
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which accounts for the upper left column in (7.15) via formula (7.13). Since for
j > 0
J
(
xjpa
)
= 0 +
xjpa − 0
x
= xj−1pa,
the rest of the left half of the matrix (7.15) is accounted for.
For the rest of the entries in the formula (7.15) for J , pick the monomials
1, x, . . . , xD−1 as a basis for the remainder terms in the Euclidean representation
of ZN ∼= VN . Using again (7.6), we get
J (1) = fm (x) = qm (x) pa (x) + rm (x) ,
which accounts for the (N −D + 1)’st column in (7.15).
For j such that 0 < j < D we have, using (7.6):
J
(
xj
)
= 0 +
xj − 0
x
= xj−1,
and that accounts for the remaining columns in (7.15). 
Corollary 7.6. Assume 1 ≤ D ≤ N − 1. Then the relationship between the
determinants of J and the restriction J0 of J to {α}⊥ ∩ ZN is given by
(7.18) det (J) = (−1)D−1RD det (J0) = (−1)N−1mN ,
and
(7.19) det (J0) = (−1)N−D−1 pa (0)QN−D,
and therefore
(7.20) pa (0)QN−D = (−1)D mN
RD
,
which implies that QN−D 6= 0.
Proof. Use the standard rules for computing determinants on (7.15), and use (7.13).

Note that the number mN is not an isomorphism invariant. See, for example,
(6.22)–(6.23), or let us consider the following example from [13, Proposition 5 and
following remark]. If
(7.21) J =
(
4 1
32 0
)
, J ′ =
(
6 1
16 0
)
,
then in both cases the dimension group GJ (resp. GJ′) is Z
[
1
2
]⊕ Z [ 12] with order
given by (x, y) > 0 ⇐⇒ 8x + y > 0. Furthermore, a = 18 , so the minimal
polynomial is pa (x) = 8x − 1 in both cases. Clearly m2 = 32 for J and m′2 = 16
for J ′, so mN = m2 is not an invariant. But, as
4 + 32x = 4pa (x) + 8, 6 + 16x = 2pa (x) + 8
we have R1 = 8 for both J and J
′, so this does not a priori rule out that RD is an
invariant. This is, however, ruled out by (6.22), where RD has the value 144, 12 for
the two matrices respectively. We will in fact prove in Theorem 7.8 that the sets
of prime factors of mN , RD, respectively, are invariants. See (10.11) and Figure 15
for more on (7.21).
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Proposition 7.7. Let
(
J,ZN
)
, D = deg (pa), and the trace τ ( · ) = 〈 · α〉 be
as described in Theorem 7.5 and (5.20). Let J0 denote the restriction of J to
{α}⊥ ∩ ZN ∼= ZN−D. Then
(7.22) ker (τ) =
⋃
n≥0
J−n0
(
ZN−D
)
,
where the equality refers to the identification (7.17).
Proof. This proposition is essentially also true in the more general situation where
J is a primitive nonsingular matrix. Using the standard basis for ZN , we saw in
(5.3)-(5.6) that
K0 (AL) =
∞⋃
m=1
J−m
(
ZN
)
.
But g = J−m (n) is in ker τ if and only if (using (5.8) and (5.10)):
0 = τ (g) = τ
(
J−m (n)
)
=
〈
α J−mn
〉
= λ−m 〈α n〉 ,
i.e., if and only if n ∈ ZN ∩ {α}⊥, that is,
J−m (n) ∩ ker τ = J−m
(
ZN ∩ {α}⊥
)
.
Using the basis (7.14) in Theorem 7.5, this is (7.18). More specifically, we saw
in (7.15) of Theorem 7.5 that J takes the block form
(
J0 Q
0 JR
)
relative to the
decomposition
(7.23) ZN ∼= L0 ⊕ ZD, L0 = ZN−D.
The submatrices J0 and JR are both invertible in dimensions N−D and D, respec-
tively. Moreover (7.15) shows that each of the submatrices J0 and JR has a form
which is similar to that of J itself. The (N −D)×D matrix Q was also computed
in (7.15). For J−1, we therefore have the formula
(7.24) J−1 =
(
J−10 −J−10 QJ−1R
0 J−1R
)
and, similarly,
(7.25) J−n =
 J−n0 ∗ ∗∗ ∗
0 J−nR
 .

Theorem 7.8. The following numbers and sets of primes are isomorphism in-
variants for the AF-algebras AL, where the members of L satisfy the hypothesis in
Theorem 4.2:
(i) N , i.e., Ld,
(ii) the set of prime factors of mN ,
(iii), resp. (iii)′, the set of prime factors of QN−D, resp. RD, the coefficient
in the highest-order term in qm (x), resp. rm (x), where
(7.26) m1 +m2x+ · · ·+mNxN−1 = qm (x) pa (x) + rm (x) ,
and
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(iv) D = deg (pa).
The invariants can be read off from the following commutative diagram:
(7.27)
0 0 0 0
↓ ↓ ↓ ↓
ZN−D J0−→ ZN−D J0−→ ZN−D J0−→ · · · −→
ind
ker (τ)
↓ ↓ ↓ ↓
ZN J−→ ZN J−→ ZN J−→ · · · −→
ind
K0 (A)
↓ ↓ ↓ ↓
ZD JR−→ ZD JR−→ ZD JR−→ · · · −→
ind
Z
[
λ−1
]
↓ ↓ ↓ ↓
0 0 0 0
where the vertical sequences of maps are short exact sequences, and the horizontal
maps are injective, and where J has the form (7.15), J =
(
J0 Q
0 JR
)
. This
picture is also valid when J is a general nonsingular primitive N×N matrix, except
that J0, Q, JR do not then have the special form in Theorem 7.5. Nevertheless,
N , D, Prim (detJ), Prim (detJ0), Prim (detJR) are still invariants for stable C
∗-
isomorphism, where Prim (n) denotes the set of prime factors of n for any n ∈
Z {0}.
Remark 7.9. The Prim-invariants are independent in the following sense: In Chap-
ter 16, we give examples J , J ′ for the same fixed values of N and D where
Prim
(
QN−D
)
= Prim
(
Q′N−D
)
but
Prim (RD) 6= Prim (R′D) ;
and also examples with {
Prim (mN ) = Prim (m
′
N )
Prim (RD) = Prim (R
′
D)
but
Prim
(
QN−D
) 6= Prim (Q′N−D) .
Proof of Theorem 7.8. (i) We have already commented that N = Ld is the rank of
the group K0 (AL), so N is an isomorphism invariant.
(ii) If n ∈ N, let again Prim (n) denote the set of prime factors of n, with the
convention Prim (1) = ∅. If AL and AL′ are isomorphic, it follows from (5.51) by
taking the determinant on both sides that
(7.28)
Prim (mN ) = Prim (|det (Bi)|) ∪ Prim (|det (Ai)|) ,
Prim (m′N ′) = Prim (|det (Ai+1)|) ∪ Prim (|det (Bi)|) ,
Prim (mN ) = Prim (|det (Bi+1)|) ∪ Prim (|det (Ai+1)|) ,
Prim (m′N ′) = Prim (|detAi+2|) ∪ Prim (|detBi+1|) ,
where we used Corollary 7.6. Hence
Prim (m′N ′) ⊆ Prim (mN) ⊆ Prim (m′N ′)
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so
(7.29) Prim (m′N ′) = Prim (mN) .
Thus in particular Prim (mN ) is an isomorphism invariant, as claimed.
As the exact sequence
(7.30) 0 −→ ker τ −֒→ K0 (AL) −→ τ (K0 (AL)) −→ 0
is uniquely determined by the dimension group
(
K0 (AL) ,K0 (AL)+
)
, the group
ker τ is an isomorphism invariant. But if J0 denotes the restriction of J to ker τ =
ZN ∩ {α}⊥, then J0 identifies with the upper left-hand part of the matrix (7.15).
But QN−D 6= 0 by Corollary 7.6 and hence det J0 6= 0 by (7.19). It follows from
Proposition 7.7 that N −D = rank (ker τ) is an isomorphism invariant and thus D
is so. Thus (iv) is proved. Furthermore, if J ′ is another nonsingular primitive inci-
dence matrix defining the same dimension group as J , it follows from Proposition
7.7 that
(7.31)
⋃
n≥0
(J ′0)
−n (ZN−D) ∼= ⋃
n≥0
J−n0
(
ZN−D
)
and thus J0 and J
′
0 are related as JL and JL′ in (5.51), except that the Bi, Ai now
are just (necessarily nonsingular) integer matrices, without any positivity. (See an
elaboration of this in the following paragraph.) But positivity did not play any role
in the first part of the present proof, and hence
Prim (|det J0|) = Prim (|detJ ′0|) .
But |detJ0| = |QN−D| and |detJ ′0| =
∣∣Q′N−D∣∣, so Prim (QN−D) is an isomorphism
invariant, which shows (iii).
By [32], the groups K0 (A (JL)) and K0 (A (JL′)) order isomorphic. Let θ be
the corresponding order isomorphism. It follows from (5.34) that θ restricts to an
isomorphism of ker (τ) onto ker (τ ′). We have shown in Proposition 7.7 that ker (τ)
is constructed from J0 the same way K0 (A (JL)) is gotten from JL as an inductive
limit. Now apply (7.22) to both ker (τ) and ker (τ ′). Then the argument from
(5.51) yields
Jki0 = CiEi,
(J ′0)
li = Ei+1Ci,
where k1, k2, . . . , l1, l2, . . . are natural numbers, and the matrices C1, C2, . . . and
E1, E2, . . . are (N −D)× (N −D) over Z.
The argument which yields ker (τ) as the inductive limit
⋃
n≥0 J
−n
0 Z
N−D in
(7.22) also yields the following associated isomorphism:
(7.32) K0 (AL)upslope ker (τ) ∼=
⋃
n≥0
J−nR Z
D.
This follows by general category theory from the commutativity of the diagram
(7.27) and exactness of the vertical short exact sequences of this diagram. Let us
elaborate on this: Use induction, and (7.22) for ker (τ), starting with the obvious
isomorphism
ZNupslopeZN−D ∼= ZD
7. THE INVARIANTS N , D, Prim (mN ), Prim (RD), Prim (QN−D) 69
given by (
ZN−D
ZD
)
∋
(
k
l
)
7−→ l ∈ ZD,
and arriving at
(7.33) J−n
(
k
l
)
ρn7−→ J−nR l.
Since
(7.34) J−n
(
k
l
)
=
(
J−n0 k +Q
∗
nl
J−nR l
)
for a suitable matrix Q∗n by (7.25), we get
(7.35) J−nZNupslopeJ−n0 Z
N−D ∼= J−nR ZD
with the isomorphism induced by ρn of (7.33). It is an isomorphism, for if J
−n
R l = 0
then l = 0 since JR is nonsingular. So then
J−n
(
k
0
)
=
(
J−n0 k
0
)
by (7.34). This proves (7.35).
By (7.27), we get
K0 (AL)upslope ker (τ) ∼= ( the inductive limit
constructed from J−nZNupslopeJ−n0 Z
N−D),
and so
K0 (AL)upslope ker (τ) ∼= ind
n
J−nR Z
D
=
⋃
n≥0
J−nR Z
D
by (7.35). To see this, we must also check that the defining homomorphism
(7.33) does indeed pass to the respective inductive limit groups
⋃
n≥0 J
−nZN and⋃
n≥0 J
−n
R Z
D. But note that
J−n
(
k
l
)
= J−(n+1)
(
J0k +Ql
JRl
)
and the right-hand side is mapped into
J
−(n+1)
R JRl = J
−n
R l
under ρn+1 from (7.33). So we have the commutative diagram
J−nZN −֒→ J−(n+1)ZN
ց
ρn
ւ
ρn+1
J−nR Z
D
of homomorphisms of abelian groups. As a result, there is an induced homomor-
phism of the respective inductive limit groups
K0 (AJ)
ρ−→
⋃
n≥0
J−nR Z
D,
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where J = JL for short. The formula (7.34) shows that
ker (ρ) ∼=
⋃
n≥0
J−n0 Z
N−D ∼= ker (τ)
where we used (7.22) in the last step. Hence, by the homomorphism theorem, we
have
K0 (AJ)upslope ker (τ)
ρ˜∼=
⋃
n≥0
J−nR Z
D,
which is the assertion (7.32).
Let L and L′ be as in Theorem 4.2 with associated matrices J = JL and J ′ =
JL′ , and suppose the C
∗-algebras AL and AL′ are isomorphic. The corresponding
order isomorphism
θ : K0 (AL) −→ K0 (AL′)
therefore induces isomorphisms
θ(restriction) : ker (τ) −→ ker (τ ′)
and
θ(quotient) : K0 (AL)upslope ker (τ) −→ K0 (AL′)upslope ker (τ ′) .
It follows further that θ(quotient) then induces an isomorphism⋃
n≥0
J−nR Z
D ∼=
⋃
n≥0
(J ′R)
−n ZD.
This makes sense since we have already concluded that N = N ′ and D = D′.
(Recall that N −D = rank (ker (τ)).)
Now the argument after (7.31) applies to JR and J
′
R, the same way as we used
it to get identity of the sets of primes for |detJ0| and |detJ ′0|. Using finally
RD = |det JR| , R′D = |detJ ′R| ,
we conclude that
Prim (RD) = Prim (R
′
D) ,
which is the claim. The final statement of Theorem 7.8 is clear from the proof
in the special case that J has the form (7.2). The only thing that separates the
general case from the special one is the special form of J0, Q, JR in (7.15), and
thus the formulae |det (J)| = mN , |det (J0)| = |QN−D| and |detJR| = |RD|. 
Corollary 7.10. Assume that J satisfies the hypotheses of Theorem 7.5 and let λ
be the Perron–Frobenius eigenvalue of J . Define JR as in the proof of Proposition
7.7.
(i) There is a natural isomorphism between the two (unordered) groups Z
[
1
λ
]
and ind (JR) =
⋃
n≥0 J
−n
R Z
D.
(ii) If αD :=
(
1, 1/λ, . . . , 1/λD−1
)
, so that αDJR = λαD, the isomorphism is
determined by 〈αD · 〉 as follows:
0 −→ ind (JR) −→ Z [1/λ] −→ 0
✄ 
↓
✄ 
↓
QD −→ R
∪ ∪
v 7−→ 〈αD v〉
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where 〈 · · 〉 is the usual inner product in RD.
Proof. The result follows from the equality τ (K0 (AJ)) = Z
[
1
λ
]
in (5.22), and the
natural isomorphism
τ (K0 (AJ)) ∼= K0 (AJ)upslope ker (τ) ∼=
⋃
n≥0
J−nR Z
D
coming from (7.27) in Theorem 7.8 above. See also (7.40)–(7.43) below. 
Corollary 7.11. If J , J ′ are two matrices of the form (7.2), one of them has
a rational Perron–Frobenius eigenvalue, and they define isomorphic AF-algebras,
then both the Perron–Frobenius eigenvalues λ, λ′ are integral, and RD = λ and
R′D = λ
′, so
Prim (RD) = Prim (λ) = Prim (λ
′) = Prim (R′D) .
Proof. If for example λ is rational then λ is integral since it is a solution of a monic
polynomial. If J and J ′ define isomorphic AF-algebras, then it follows from [13,
Theorem 10] that Q [λ′] = Q [λ] = Q, i.e., λ′ is rational and thus integral, and
λ, λ′ are products of the same primes, Prim (λ) = Prim (λ′). But in this case
pa (x) = 1− λx, and by (7.16) rm (x) = λx/x = λ = RD = R. 
Remark 7.12. If g ∈ K0 (AL) ⊆ QN has coordinates gA = (k0, k1, . . . , kN−1)
relative to the old basisA = (1, x, . . . , xN−1) and coordinates gB = (l0, l1, . . . , lN−1)
relative to the new basis in Theorem 7.8, then g corresponds to the polynomial
(7.36) pg (x) =
N−1∑
i=0
kix
i =
N−D−1∑
i=0
lix
ipa (x) +
N−1∑
i=N−D
lix
i−N+D.
If
(7.37) pa (x) =
D∑
m=0
amx
m,
we hence compute
(7.38) pg (x) =
N−1∑
j=0
j∧(N−D−1)∑
i=(j−D)∨0
aj−ili
 xj + D−1∑
j=0
lj+N−Dxj ,
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and hence the transformation matrix between the new and the old coordinate sys-
tem is
(7.39) IAB =

0
0
a0 0 0 · · · 0 0
N−D−1
1
N−D
0 · · ·
N−1
0 0
a1 a0 0 · · · 0 0 0 1 0
... . . .
...
...
. . .
...
D−1 aD−1 aD−2 0 0 0 · · · 1 D−1
D aD aD−1 aD−1 · · · a0 0 0 · · · 0 D
0 aD . . .
. . .
...
...
...
...
. . . a0 0
0 aD · · · a2 a1 a0
0 a2 a1
...
. . . ...
0 0 · · · 0 aD aD−1
...
...
N−1
0
0 0 · · · 0 0 aD
N−D−1
0
N−D
· · ·
N−1
0 N−1

.
More interestingly, let us illustrate the power of the polynomial representation in
the computation of the trace functional τ (g) in the new representation. Recall
from Lemma 7.2 that
(7.40) τ (g) =
〈
α gA
〉
= pg (a) .
If β ∈ (RN)∗ is the row vector such that
(7.41) τ (g) =
〈
β gB
〉
=
〈
β IBAg
A〉
we have β = αIAB = α
(
IBA
)−1
. But note that
(7.42)
τ (g) = pa (a) =
N−1∑
i=0
kia
i =
N−D−1∑
i=0
lia
ipa (a) +
N−1∑
i=N−D
lia
i−N+D =
N−1∑
i=0
lia
i−N+D
and hence
(7.43) β = (0
0
, 0
1
, . . . , 0
N−D−1
, 1
N−D
, a
N−D+1
, . . . , aD−1
N−1
)
gives the trace functional in the representation (7.14)–(7.15). This is useful in
explicit computations of the dimension group from the formulae (5.19)–(5.20):
(7.44) K0 (AL) =
∞⋃
n=0
J−nZN ,
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which in the new representation becomes
(7.45) K0 (AL) =
∞⋃
n=0
(
JBB
)−n
IBAZ
N .
Here JBB is J in the alias (7.15) and I
B
A =
(
IAB
)−1
where IAB is given in (7.39). Note
that
(7.46)
∣∣det IAB ∣∣ = |aD|N−D
so IBAZ
N is a lattice containing ZN as a proper sublattice if |aD| 6= 1.
CHAPTER 8
The invariants K0 (AL)⊗Z Zn and (ker τ)⊗Z Zn for
n = 2, 3, 4, . . .
In this chapter we will mainly study invariants deducible from the groups
K0 (AL) = G and ker τ = G0 alone without the order structure. Of course any
invariant associated to these groups will be an invariant of the algebra. For exam-
ple viewing G as a Z-module, the groups G ⊗ Zp, for p = 2, 3, . . . , are invariants.
We will also discuss structure on G coming from the embedding ZN →֒ G given by
(5.3)–(5.6) and the shift automorphism defined by G, but since this is extraneous
structure it is not clear that it leads to invariants (the shift itself is not an invariant
by the example (6.22)–(6.23)).
Both in the construction of K0 (AL), and in that of ker (τL), the following
inductive limit is involved:
(8.1) L ⊆ J−1 (L) ⊆ J−2 (L) ⊆ · · ·
where L is a lattice of the same rank as the matrix J . But both L and J change in
passing from K0 (AL) to ker (τL) for the inductive limit construction.
We next show that quotients of these lattices, which are obviously finite groups,
are necessarily cyclic when J is the original JL.
Proposition 8.1. The quotient
(8.2) J−(k+1) (L)upslopeJ−k (L)
is isomorphic to the cyclic group ZmN = ZupslopemNZ for each k = 0, 1, . . . .
Proof. In general, if Γ is a lattice in RN and if M is an N × N matrix such that
M (Γ) ⊆ Γ, then ΓupslopeM (Γ) is a finite abelian group of order |det (M)|. See, e.g.,
[94, Proposition 5.5, p. 109]. Applying this to (8.2) for each k, we get that
(8.3) Ak := J
−(k+1)LupslopeJ−kL
has order = |detJ | = mN . Note from Corollary 7.6 that
(8.4) det (J) = (−1)N−1mN .
A further calculation shows that the usual matrix multiplication, L ∋ l 7→ Jl,
induces an isomorphism of abelian groups Ak ∼= Ak+1 for each k; so, in proving
cyclicity, it is enough to deal with k = 0 where the assertion amounts to the
Claim 8.2. There is an isomorphism
(8.5) ZNupslopeJZN −→ ZmN
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given by
(8.6)

0
0
...
0
i
+ JZN 7−→ i+mNZ, i ∈ Z.
Proof of Claim. Since ZNupslopeJZN has ordermN it is enough to show that the lattice
element vi :=
 00...
0
i
 = ieN is in JZN if and only if the number i is divisible by mN .
Hence, we must show that, if i ∈ Z, then the equation vi = Jk is solvable in ZN if
and only if mN |i. But k = J−1 (vi) = iJ−1 (eN) is a solution in RN ; in fact, the
explicit formula is given by (4.30) or (5.49) as follows:
(8.7)

k1 =
i
mN
,
k2 = −m1 i
mN
,
k3 = −m2 i
mN
,
...
...
kN = −mN−1 i
mN
.
This proves that k ∈ ZN if and only if mN |i as claimed. 
As mentioned, the claim proves Proposition 8.1. 
This can be used to give a unique representation of elements g ∈ G.
Corollary 8.3. Let G be the inductive limit group formed from (8.1).
(i) In terms of the elements vi = ieN , i = 1, . . . ,mN , introduced in the proof
of Claim 8.2, the following unique representation for points g in G is
valid:
(8.8) g = l + J−1vi1 + J
−2vi2 + · · ·
where l ∈ L, i1, i2, . . . ∈ {0, 1, . . . ,mN − 1}, and the sum is finite.
(ii) The ZN -coordinates of g in (8.8) are elements of Z
[
1
mN
]
.
(iii) If g is represented as in (8.8) and l = (l1, . . . , lN ) ∈ ZN , and the trace τ
is given by the Frobenius eigenvector α in (7.8) as in (5.20), then
(8.9) τ (g) =
N∑
j=1
lja
j−1 +
∑
k≥1
ika
N+k−1.
Proof. Follows directly from Proposition 8.1, Lemma 7.1, and Lemma 7.2. See in
particular (8.7) and (5.3)–(5.6). 
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Remark 8.4. Note that the right-hand side of (8.9) is related to the β-expansion
(a = 1/β, or β = λ) of the number τ (g) ([71] or [45]). But the expansion here is
finite.
Corollary 8.5. If G is described in the polynomial representation (5.35) as
(8.10) G ∼= Z [x]upslopepL (x)Z [x] ,
where
(8.11) pL (x) =
N∑
j=1
mjx
j − 1,
then the element g in (8.8) is given in this representation by the polynomial
(8.12) p (x) =
N∑
j=1
ljx
j−1 +
∑
k≥1
ikx
N+k−1.
This representation is unique within the constraint 0 ≤ ik ≤ mN − 1.
Proof. Immediate from (5.35)–(5.38) and Corollary 8.3. 
We will consider an analogue of Corollary 8.3 for ker (τ) later, in (8.16) and
Corollary 8.8.
Remark 8.6. If q (x) is some representative polynomial in Z [x] for g ∈ G =
Z [x]upslope (pL (x)), one may obtain p (x) as follows: Let nxM be the leading term
in q (x). If M ≤ N − 1, there is nothing to do. If M ≥ N , add an integer
multiple of pL (x)x
M−N to q (x) such that the leading coefficient is contained in
{0, 1, . . . ,mN − 1}. Then do the same thing for the second leading term in the new
polynomial, etc. We are soon going to adapt this procedure to the case where Z is
replaced by Zp = ZupslopepZ.
So far we have mainly considered ordered groups in this chapter and Chapter
7. The order is not essential for most of the results, however. Let us first consider
Theorem 7.5.
Let J be a nonsingular N ×N matrix over Z, and set ind (J) := ⋃n≥0 J−nZN .
We identify it concretely as a subgroup of QN (actually of Z [1/ |det J |]N ), by the
natural inclusion mapping
ind (J) −֒→ QN .
Corollary 8.7. Let J be a nonsingular N × N matrix over Z, and suppose that
there is some D such that J has the triangular representation
(8.13)
(
J0 V N−D
0
N−D
JD
D
D
)
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where the entry block matrices are also over Z, and their sizes are as indicated.
Then there is a natural short exact sequence in the category of abelian groups
0 −→ ind (J0) −→ ind (J) −→ ind (JD) −→ 0
✄ 
↓
✄ 
↓
✄ 
↓
0 −→ QN−D −→ QN −→ QD −→ 0
∪ ∪
u
ι7→
(
u
0
)
∈
(
QN−D
QD
)
∋
(
u
v
)
pi7→ v
where the morphisms in the first row are restrictions of those in the second one, as
follows: If k ∈ ZN−D, and l ∈ ZD, then
ι
(
J−n0 k
)
= J−n
(
k
0
)
and
π
(
J−n
(
k
l
))
= J−nD l.
Proof. The details are contained in the last part of the proof of Theorem 7.8. 
We now specialize to the case where J has a form similar to (5.47),
(8.14) J0 =

q1 1 0 · · · 0 0
q2 0 1 · · · 0 0
...
. . .
. . .
...
...
qM−2 0
. . . 1 0
qM−1 0 0 0 1
qM 0 0 · · · 0 0

,
but now we merely assume that q1, . . . , qM are (not necessarily positive) integers
and that J0 is nonsingular, i.e., qM 6= 0. Again one verifies that qM times the
characteristic polynomial of J−10 is
(8.15) p0 (x) =
M∑
j=1
qjx
j − 1,
and one verifies as in (5.35)–(5.38) that G0 = ind J0 identifies with the additive
group
(8.16) G0 ∼= Z [x]upslope (p0 (x))
in such a way that application of J−10 corresponds to multiplication by x.
Corollary 8.8. Adopt the notation and assumptions in the preceding paragraph,
in particular
(8.17) G0 = ind (J0) =
∞⋃
n=0
J−n0 Z
M .
Then the results (i), (ii) in Corollary 8.3 and (8.12) in Corollary 8.5 remain valid,
i.e.:
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(i) In terms of the elements vi = ieM , i = 1, . . . , qM , the following unique
representations of elements g of G0 are valid:
(8.18) g = l + J−10 vi1 + J
−2
0 vi2 + · · ·
where l ∈ ZM , i1, i2, . . . ∈ {0, 1, . . . , qM − 1}, and the sum is finite.
(ii) The polynomial representative of g in (8.18) is
(8.19)
M∑
j=1
ljx
j−1 +
∑
k≥1
ikx
M+k−1,
and this form of the representative (i.e., with 0 ≤ ik < qM ) is unique.
Proof. As the proofs of Corollary 8.3 and Corollary 8.5. 
In the following we will consider derived groups of the form G0⊗ZC where C is
an abelian group. Recall from [20] that G0⊗ZC is the free abelian group generated
by g⊗C, with g ∈ G0, c ∈ C, modulo the relations (g1 + g2)⊗C = g1⊗C+g2⊗C,
g⊗ (C1 + C2) = g⊗C1+g⊗C2. (This and all the other remarks also apply to G as
an unordered abelian group with the obvious modifications.) We will be interested
in the case C = Zn, where n ∈ {2, 3, . . . }.
Since G0 = Z [x]upslopep0 (x)Z [x] we have a short exact sequence
(8.20) 0 −→ p0 (x)Z [x] −→ Z [x] −→ G0 −→ 0.
But by [20, Proposition II.4.5] the functor · ⊗Z C is right exact for any abelian
group C, so in particular,
(8.21) p0 (x)Z [x]⊗Z Zn −→ Z [x]⊗ Zn = Zn [x] −→ G0 ⊗Z Zn −→ 0
is exact for n = 2, 3, 4, . . . . Thus G0⊗ZZn is isomorphic to Zn [x] modulo the image
of p0 (x)Z [x]⊗ZZn in Zn [x], and this image is easily seen to be p(n)0 (x)Zn [x], where
p
(n)
0 (x) is the polynomial p0 (x) with the coefficients reduced modulo n. (This is
because the map m→ m mod n is a ring morphism Z→ Zn.) Thus
(8.22) G0 ⊗Z Zn ∼= Zn [x]upslope
(
p
(n)
0 (x)Zn [x]
)
Corollary 8.9. Adopt the notation and assumptions in Corollary 8.8, and let n ∈
{2, 3, . . . }. Let
(8.23) div = gcd {n, qM} ,
where qM is the leading coefficient in p0 (x) (see (8.15)). Then any
(8.24) g ∈ G0 ⊗ Zn ∼= Zn [x]upslopep(n)0 (x)Zn [x]
has a unique polynomial representative of the form
(8.25)
M∑
j=1
ljx
j−1 +
∑
k≥1
ikx
M+k−1,
where 0 ≤ lj < n, 0 ≤ ik < div = gcd {n, qM}, and the right-hand sum is finite. In
particular, if gcd {n, qM} = 1, then
(8.26) G0 ⊗ Zn ∼= ZMn .
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Proof. If q (x) is a polynomial in Zn [x]upslope(p
(n)
0 (x)), we may assume that all the
coefficients of q are in {0, 1, . . . , n− 1} by reducing modulo n. Let mxN be the
leading term in q (x). If N ≤ M − 1, there is nothing to do. If N ≥ M add an
integer multiple of p0 (x) x
N−M to q (x) mod n such that the leading coefficient
is contained in {0, 1, . . . , gcd (n, qM )− 1}. Then do the same thing for the second
leading term in the new polynomial, etc. It is clear that this procedure determines
the coefficients ik uniquely.
In the special case that gcd (n, qM ) = 1, the expansion (8.25) reduces to
M∑
j=1
ljx
j−1
and hence
G0 ⊗ Zn ∼= ZMn
in that case. 
Remark 8.10. We will see later, in Chapter 16, that Corollary 8.9 gives an efficient
method of distinguishing cases which are not distinguished by the invariants in
Chapters 6 and 7.
CHAPTER 9
Associated structure of the groups K0 (AL) and
ker τ
In this chapter we will study associated structure of the groups K0 (AL) and
ker τ which is related to the action of J , to the embeddings ZN ⊆ K0 (AL) and
ZN−D ⊆ ker τ , and to invariant subgroup structure of J . It is not clear that these
additional structures define invariants per se, but we will see in Chapter 16 that they
can be used to establish a quite effective machine to determine non-isomorphism
when the basic invariants from Chapter 7 are the same.
Remark 9.1. Let J be a nonsingular matrix with nonnegative integer entries, and
suppose, for some k ∈ N, that Jk has only positive entries. We saw near (5.1)–(5.6)
that then GJ may be obtained as the inductive limit
(9.1) ZN −֒→ J−1ZN −֒→ J−2ZN −֒→ · · · ,
and N is the rank of GJ . Moreover, (9.1) defines an embedding of ZN as a subgroup
of GJ , and we can consider the quotient group F (J) := GJupslopeZN . (It is not clear
that the group F (J) is an isomorphism invariant.) Using Theorem 7.5 we can
similarly show that ker (τ) has an analogous representation. Its rank isM = N−D,
and it is obtained as an inductive limit
(9.2) ZM −֒→ J−10 ZM −֒→ J−20 ZM −֒→ · · · ,
where J0 is the upper left-hand submatrix of (7.15):
(9.3) J0 =

Q1 1 · · · 0 0
Q2 0
. . . 0 0
...
. . .
. . .
...
QM−1 0 0 1
QM 0 · · · 0 0

, Qi ∈ Z, QM 6= 0.
The numbermN cannot be derived from the groups F (L) := GLupslopeZN and Fτ (L) :=
ker (τ)upslopeZM by the example below, where N , resp. M , is still the rank of GL, resp.
ker (τ).
Three important properties we establish in Lemma 9.2 below, which relate mN
and the group F (J), are the following (see details below):
(i) F (J) has elements of minimal order mN ;
(ii) every element of F (J) has a finite order which is a divisor of a power of
mN ; and
(iii) mNF (J) = F (J).
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Lemma 9.2. Let the (Li)
d
i=1 system be as in Theorem 4.2. Let J be the inci-
dence matrix (7.2), and assume |detJ | = mN > 1. Consider the group F (L) =
K0 (AL)upslopeZN , where we use the concrete realization (5.6) or (9.1) of K0 (AL).
Let e1, . . . , eN be the standard basis for ZN , and define
(9.4) gi = J
−ieN
for i = 1, 2, 3, . . . , and
(9.5) g−i = eN−i
for i = 0, 1, . . . , N − 1. Then the elements gi generate K0 (A) as an abelian group,
and satisfy the relations
(9.6) mNgN+i = gi −m1gi+1 − · · · −mN−1gN+i−1
for i = − (N − 1) ,− (N − 1) + 1, . . . . Moreover, K0 (A) can be characterized as a
group as the abelian group generated by elements g−N+1, g−N+2, . . . satisfying these
relations, and the order in K0 (A) is given by
(9.7)
∑
i≥1−N
cigi > 0 ⇐⇒
∑
i≥1−N
ciλ
−i > 0,
where the sums are finite and λ is the Perron–Frobenius eigenvalue of J .
Correspondingly, if we put
(9.8) xi = gi mod ZN ,
the xi satisfy the relations
(9.9) xi = 0
for i = 1−N, 2−N, . . . , 0 and
(9.10) mNxN+i = xi −m1xi+1 − · · · −mN−1xN+i−1
for i = 1 − N, 2 − N, . . . , and F (L) can be characterized as the abelian group
generated by these relations.
Proof. Let gi = J
−ieN ∈ G (L), xi = gi mod ZN , and m = mN . Then
mg1 = e1 −m1e2 − · · · −mN−1eN ,
mg2 = J
−1e1 −m1J−1e2 − · · · −mN−1J−1eN
= e2 −m1e3 − · · · −mN−2eN −mN−1g1,
and
mg3 = e3 −m1e4 − · · · −mN−2g1 −mN−1g2,
...
...
mgN+i = gi −m1gi+1 − · · · −mN−1gN+i−1,
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and in F (L) = G (L)upslopeZN :
mx1 = 0,
mx2 = −mN−1x1,
mx3 = −mN−2x1 −mN−1x2,
...
...
mxN = −m1x1 − · · · −mN−1xN−1,
...
...
mxN+i = xi −m1xi+1 − · · · −mN−1xN+i−1.
This proves the relations (9.6), (9.9) and (9.10). To prove that the relations
(9.6) actually characterize K0 (AL) we use the polynomial representation (5.35)–
(5.38). ThereK0 (AL) is characterized as the additive group Z [x] modulo the linear
combinations of the elements
xnpL (x)
for n = 0, 1, 2, where pL (x) is given by (5.48) as
pL (x) =
N∑
j=1
mjx
j − 1.
ThusK0 (AL) is characterized as the abelian group generated by elements 1, x, x
2, . . .
with the relations
mNx
N+i = xi −m1xi+1 − · · · −mN−1xN+i−1
for i = 0, 1, 2, . . . . But then the abelian group defined by the relations (9.6) above
is isomorphic to this polynomial group through the map
gi 7−→ xi+N−1
for i = 1 − N, 2 − N, . . . . This proves that the abelian group defined by (9.6) is
isomorphic to K0 (AL), and furthermore, an isomorphism between the groups is
given by ∑
i≥1−N
cigi 7−→
∑
i≥1−N
cix
i+N−1.
Using (5.36), we thus see that (9.7) is valid.
Since ZN ⊆ K0 (A) identifies with the free abelian group generated by
g1−N , g2−N , . . . , g0 in the above picture, the remaining statement about F (L) is
immediate. 
Remark 9.3. For the example J =
(
1 1 0
0 0 1
4 0 0
)
, the relations for the xi take the form
4x1 = 0,
4x2 = 0,
4x3 = −x1,
...
...
4xi = xi−3 − xi−2, i = 4, 5, . . . .
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This example has Perron–Frobenius eigenvalue λ = 2. Thus we see that the group
F (L) for this example is isomorphic to
(
Z
[
1
2
]
upslopeZ
)2
by the isomorphism
x1 −→
(
1
4
, 0
)
,
x2 −→
(
0,
1
4
)
,
x3 −→
(
− 1
42
, 0
)
,
x4 −→
(
1
42
,−1
4
)
,
x5 −→
(
1
43
,
1
42
)
,
x6 −→
(
− 2
43
,
1
42
)
, etc.
We will later, in Proposition 11.25 and Remark 11.23, use these relations to prove
the useful scaling property{
g ∈ K0 (AJ) | 4ig ∈ Z3
}
= J−2iZ3
for i = 1, 2, . . . ; see, e.g., Corollary 11.22 for the use of the scaling. We know from
(5.31) that K0 (AJ) is an extension of Z
[
1
2
]
by ker τ , and we will show in Example
18.1 by using relations analogous to the above for ker τ that ker τ is an extension
of Z
[
1
2
]
by Z.
For the example J = ( 4 14 0 ), λ = 2 ·
(
1 +
√
2
)
, we have N = 2. Here order (x1) =
order (x2) = 4, while {
4x2i+1 = x2i−1
4x2i+2 = 3x2i−1 + x2i
for i ∈ N; that is, the transition matrix in this example is ( 1 03 1 ). It follows from
Proposition 11.25 and Remark 11.23 that also this example has the scaling property{
g ∈ K0 (AJ) | 4ig ∈ Z2
}
= J−2iZ2.
Remark 9.4. The spectra of the respective matrices of the decomposition J =(
J0 Q
0 JR
)
in Theorem 7.8 and Corollary 7.10 may be summarized by the fac-
torization
(9.11) det (t1N − J) = det (t1N−D − J0) det (t1D − JR) .
Since all three matrices J , J0, and JR have the form (7.2), the coefficients in the
respective characteristic polynomials are just the numbers from the first columns
in the three matrices. It is also clear from Theorem 7.5 that the Perron–Frobenius
eigenvalue λ is in the spectrum of JR, and so the points σ in the spectrum of J0
satisfy |σ| < λ.
Corollary 9.5. Let (J,L), L = ZN , be as described in Proposition 7.7. Then there
is a finite decomposition series of lattices L1,L2, . . . ,Lp such that
(i) the characteristic polynomial of J |Lp is irreducible;
(ii) N > rankL1 > rankL2 > · · · > rankLp (if more than one term) with
each Li invariant under J ;
84 REPRESENTATION THEORY AND NUMERICAL AF-INVARIANTS
(iii) when the corresponding inductive limit groups Gi are formed from each
Li, they satisfy Gp →֒ . . . →֒ G2 →֒ G1 →֒ K0 (AL) and G1 = ker (τ).
The step from Li to Li+1 is that of Theorems 7.5 and 7.8. The first col-
umn in Ji = J |Li defines an element of Z [x] by (7.5). If this polynomial
is irreducible, then the algorithm stops. If not, it has a real root ai, and
we use the corresponding minimal polynomial pai (t) ∈ Z [t] in passing to
the next step i + 1 of the algorithm as done above in the proof of Theo-
rems 7.5 and 7.8. The corresponding absolute determinants |detJi| and
polynomials pi (t) form successions of divisors.
Proof. The proof is similar to the proof of Proposition 7.7. We use the fact that if
J =
(
J0 Q
0 JR
)
represents a step in the algorithm, and if pJ (t), pJ0 (t) and pJR (t)
are the corresponding characteristic polynomials, then pJ (t) = pJ0 (t) · pJR (t).
As described in (iii), the argument is by recursion: Suppose
J ∼=
(
J1 V1
0 K1
)
is a triangular representation as in Corollary 8.7. Then formula (9.11) yields divis-
ibility for the respective characteristic polynomials
(9.12) chJ (t) = chJ1 (t) chK1 (t) .
If this first reduction decreases the rank, then (9.12) shows that chJ (t) could not
be irreducible. At the first step in the reduction, Theorem 7.8 and Corollary 7.10
show that the Perron–Frobenius eigenvalue λ is a root of chK1 (t). We must show
that, if chJ1 (t) factors nontrivially, i.e., chJ1 (t) = q (t) p (t), with q (t) , p (t) ∈ Z [t],
and say p (t) irreducible, then the process may continue. Since the matrices J1 and
K1 have the same form as J at the outset, we would get
(9.13) J1 ∼=
(
J2 V2
0 K2
)
,
again with the properties from the proof of Theorem 7.8 and Corollary 8.7. Let
f (t) = chJ1 (t). Then J1 may be represented, via (7.11), as multiplication by t
on Z [t]upslope (f (t)). Let W denote the following induced linear mapping (quotient by
ideals):
Z [t]upslope (q (t))
W−֒→ Z [t]upslope (f (t)) ,
W (h (t) + q) := p (t)h (t)+ (f), for h (t) ∈ Z [t]. It is well defined and injective due
to the assumptions made on f (t). Since J1 is represented as multiplication by t in
Z [t]upslope (f (t)), the range of W is then a nontrivial invariant subspace (over Z) for
J1, and we arrive at the triangular form (9.13). The argument from the proof of
Theorem 7.8 shows that the entries of (9.13) must have the same standard form as
described in the previous step. Hence the process may continue until at some step,
p say, chJp (t) is irreducible. 
CHAPTER 10
The invariant Ext (τ (K0 (AL)) , ker τ)
In this chapter and the next we study the set L (λ) of matrices Jm of the
form (7.2) such that λN −m1λN−1 − · · · −mN−1λ −mN = 0. For the case when
λ ∈ Z+, we will show in Theorem 11.10, Corollary 11.12, Corollary 11.13, Theorem
11.17, Corollary 11.20, and Proposition 11.21 that τ (v) can be used to show non-
isomorphism where τ is the normalized trace, and v is the right Perron–Frobenius
eigenvector, i.e., Jv = λv, v1 = 1. See (14.5) for the explicit form of v.
There are examples J , J ′ such that all the three Prim-invariants agree on J
and J ′ while the C∗-algebras AJ and AJ′ are non-isomorphic. Take, for example,
N = 3, D = 1, λ = λ′ = 2, and
m =
m1m2
m3
 =
 10
4
 , and m′ =
m′1m′2
m′3
 =
 02
4
 .
(For more examples, see also Chapter 16 and Table 1 in Chapter 11.) Then the
respective triangular forms are
J ∼=
 −1 1 1−2 0 2
0 0 2
 , J ′ ∼=
 −2 1 2−2 0 2
0 0 2
 .
and therefore
Q2 = Q
′
2 = R1 = R
′
1 = 2.
In the next chapters, we identify additional quantities which can be used to distin-
guish AJ and AJ′ . If v denotes the right Perron–Frobenius eigenvector, then one of
these quantities is τ (v). The actual non-isomorphism of the two specimens above
can, however, be established by using (8.26) in Corollary 8.9; see the N = 3 case
in Chapter 16.
We mentioned in Chapter 5 that the dimension group D (AL), that is the group
K0 (AL) with the Riesz order and the element [1 ]0, is a complete isomorphism
invariant by the general theory. Objects that can be derived from D (AL), like
τ (K0 (AL)), ker τ , Ext, N = rank (K0 (AL)), and the sets of prime factors of mN ,
RD, and QN−D, are secondary invariants. In this chapter and the next we shall
treat the invariant in Ext (τ (K0 (AL)) , ker τ) defined by K0 (AL).
Aside from the two groups ker (τ) and τ (K0 (AL)) themselves, D (AL) deter-
mines the intrinsic exact sequence:
(10.1) 0 −→ ker (τ) ι−֒→ G τ−→ τ (G) −→ 0,
where we use the shorthand notation G = GL := K0 (AL). Hence the complete
invariant D (AL) for isomorphism of the AF-C
∗-algebras AL includes (10.1), char-
acterized as an element of Ext (τ (G) , ker (τ)). We shall need a few facts from
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homology about the Ext-groups, and we refer to [64] for background material: if A
and C are abelian groups, an element of Ext (C,A) is an equivalence class of short
exact sequences of abelian groups
(10.2) 0 −→ A ι−֒→ E τ−→ C −→ 0.
It is conventional to use the same letter E also to denote this exact sequence and
E or [E] to denote the equivalence class. Two elements E and E′ are said to be
equivalent in Ext (C,A) if there is an isomorphism θ : E → E′ of abelian groups
such that
(10.3)
E
ι
ր
τ
ց
0 −→ A
↓
θ C −→ 0
ց
ι′
ր
τ ′
E′
commutes, or more globally if
(10.4)
0 −→ A −→ E −→ C −→ 0
α ↓ θ ↓ ↓ γ
0 −→ A′ −→ E′ −→ C′ −→ 0
commutes, where α, γ are isomorphisms of abelian groups. Note if we have θ ∈
Hom(E,E′), and if α and γ are isomorphisms, then θ will be an isomorphism by
the Short Five Lemma; see [64]. With a standard addition E+E′, Ext (C,A) itself
acquires the structure of an abelian group. E′′ = E + E′ is defined by
E′′ = {(x, y) ∈ E ⊕ E′ | τ (x) = τ ′ (y)}upslope {(ι (a) ,−ι′ (a)) | a ∈ A}
with
ι′′ : A −→ E′′ : a 7−→ [(ι (a) , 0)]
and
τ ′′ : E′′ −→ C : [(x, y)] −→ τ (x) .
(In these considerations, τ , τ ′, and τ ′′ are only viewed as maps of abelian semi-
groups.) This makes Ext (C,A) into an abelian semigroup, with identity element
the trivial extension
E0 = A⊕ C,
ι0 : A −→ E0 : a −→ (a, 0) ,
τ0 : E0 −→ C : (a, b) −→ b.
Any element has an inverse given by
E′ = E,
ι′ = −ι,
τ ′ = τ,
and this makes Ext (C,A) into an abelian group.
We say that (10.2) splits if there is a ψ ∈ Hom(C,E) such that τ ◦ ψ = id.
This is equivalent to
E ∼= A⊕ C (direct sum of abelian groups),
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with trivial maps ι, τ , and then the corresponding E is the zero element of the
abelian group Ext (C,A). Note that Ext (Z2,Z) ∼= Z2. The corresponding two
group elements, 0, resp., 1, are (the equivalence classes of) (10.5) and (10.6):
(10.5) 0 −→ 2Z −֒→ (2Z)⊕ Z2 0+id−→ Z2 −→ 0
and
(10.6) 0 −→ 2Z −֒→ Z proj.−→ Z2 −→ 0,
where the second, (10.6), is non-split. More generally,
(10.7) Ext (Zm, A) ∼= AupslopemA;
see [64]. A refinement of (10.7), also due to Mac Lane et al., is the characterization
of
(10.8) Ext
(
Z
[
1
k
]
,Zl
)
as a solenoid, depending on k, l ∈ N, k > 1. In particular, (10.8) is overcountable.
The description of our AL’s associated with |detJL| = k in the special case that
ker (τ) ∼= Zl, must be given in terms of (10.8).
In the general case, we have JL of the form
(10.9) JL =

m1 1 0 · · · 0 0
m2 0 1 · · · 0 0
m3 0 0
. . . 0 0
...
...
. . .
. . .
...
mN−1 0 0 0 1
mN 0 0 · · · 0 0

,
where mN = (−1)N−1 detJL, and the characteristic polynomial pL (λ) is
(10.10) pL (λ) = det (λ− JL) = λN −m1λN−1 − · · · −mN−1λ−mN .
Here N is the rank of GL. Then ZN is embedded in GL, and we can introduce the
quotient group GLupslopeZN . Using this, we show that GLupslopeZN is a specific extension
of the inductive limit group CmN defined by
ZmN
mN−→ Zm2
N
mN−→ Zm3
N
−→ · · · .
Let τ be the normalized trace on GL. Then there is a short exact sequence
0 −→ ker (τ) −→ GL τ−→ τ (GL) −→ 0.
We further show that, if M is the rank of ker (τ), then ker (τ)upslopeZM is an extension
of a second inductive limit group Ck formed from finite cyclic groups:
Zk
k−→ Zk2 k−→ Zk3 k−→ · · · ,
where k divides mN . It will follow in particular from the construction that every
element of GLupslopeZN has a (finite) order which divides a power ofmN ; and, similarly,
that every element of ker (τ)upslopeZM has an order which is a divisor of ki for some i
(depending on the element).
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Note that, as a consequence of (10.10), the vector (m1, . . . ,mN ) is a similarity
invariant for JL, i.e., two nonsingular matrices JL and JL′ of the form (10.9) are
similar if and only if they are equal. But similarity of two JL’s is a condition which
a priori is much more restrictive than isomorphism of the corresponding pair of C∗-
algebras, AL and AL′ . In [13] this is discussed in detail, and we show for example
that the matrices we discussed in (7.21),
(10.11) JL =
(
4 1
32 0
)
and JL′ =
(
6 1
16 0
)
,
define isomorphic C∗-algebras. (See Figure 15, below.) Other examples are in
Example 5.3, in (6.22), in Chapters 13 and 16, and in [13].
Let L be such that τ (GL) = Z
[
1
k
]
for some k. Then AL corresponds to a
nonzero element of Ext
(
Z
[
1
k
]
, ker (τ)
)
, if and only if
(10.12) 0 −→ ker (τ) −→ GL τ−→ Z
[
1
k
] −→ 0
is non-split. Let JL be given as usual (see (10.9)), and let GL be the inductive limit
from
(10.13) ZN ⊆ J−1L
(
ZN
) ⊆ J−2L (ZN) ⊆ · · · .
For the pair (10.11) we show in [13], or, more generically, in Proposition 13.3,
that (10.12) is the following exact sequence:
(10.14) 0 −→ Z [12] z 7→(z,−8z)−−−−−−−→ Z [ 12]× Z [ 12] τ=〈 · (1,1/8)〉−−−−−−−−→ Z [12 ] −→ 0.
This is the zero element of Ext
(
Z
[
1
2
]
,Z
[
1
2
])
: an injection ψ : Z
[
1
2
]→ Z [ 12]×Z [ 12]
may be defined by
(10.15) ψ (u) :=
(
7
8
u, u
)
, u ∈ Z [ 12] .
Then clearly τ (ψ (u)) = u, so ψ defines a section, and (10.14) splits.
The inductive limit GL from (10.13), and τ (GL) = Z
[
1
k
]
, k > 1, in general
define a nontrivial element of Ext, i.e., (10.12) is non-split in general. It is split
if and only if there is an element g ∈ GL such that
(
k−i
)
g ∈ GL, ∀ i ∈ N, and
τ (g) = 1.
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1
4 32
48 128
320 1536
2816 10240
1
6 16
52 96
408 832
3280 6528
Figure 15. L = {1, 1, 1, 1, 2, . . . , 2︸ ︷︷ ︸
32
}, first column = (4 32)t (left);
L = {1, 1, 1, 1, 1, 1, 2, . . . , 2︸ ︷︷ ︸
16
}, first column = (6 16)t (right). See
(10.11). These diagrams represent isomorphic algebras.
CHAPTER 11
Scaling and non-isomorphism
In this chapter we introduce a number τ (v), and prove in Theorem 11.10 and
Corollary 11.22 that it can be used to establish non-isomorphism for classes of
algebras where the basic invariants in Theorem 7.8 are the same..
Let λ ∈ R+, and let
L (λ) = {J | J is of the form (11.2) with Perron–Frobenius eigenvalue λ}.
In particular, the standard matrix Jm is in L (λ) if and only if
(11.1) λN −m1λN−1 −m2λN−2 − · · · −mN−1λ−mN = 0.
The admissible numbers λ must therefore be algebraic. These algebraic integers
λ may be specified further; see, e.g., [51], [79], and [71] for more details on this
point.
We are not restricting the size N ×N of the matrices J in L (λ).
Our main result, Theorem 11.10, in this chapter, is that τ (v) = 〈α v〉, intro-
duced in (11.3)–(11.4), can be used to show non-isomorphism of a class of cases in
L (λ) when λ ∈ Z+, λ > 1.
We consider matrices J = Jm = JL having the form
(11.2) Jm =

m1 1 0 · · · 0 0
m2 0 1 · · · 0 0
m3 0 0
. . . 0 0
...
...
. . .
. . .
...
mN−1 0 0 0 1
mN 0 0 · · · 0 0

,
with mi ∈ Z, mi ≥ 0, mN > 0, and satisfying the further requirement that for
some k ∈ N, Jk has only positive entries (equivalently, gcd {i | mi 6= 0} = 1). Non-
unimodularity means mN > 1.
Recall from (5.17) that the vector α = αλ =
(
1, λ−1, . . . , λ−(N−1)
)
satisfies
(11.3) αJ = λα,
and also there is a unique v ∈ Z [λ]N such that
(11.4) Jv = λv and v1 = 1.
An explicit expression for v is given in (14.5). When J is given, let AJ be the
corresponding AF-algebra.
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Table 1. Parameters for Examples A and B in (11.5)–(11.6).
λ mN RD ker (τ) F = K0upslopeZ3 〈α v〉
Example A: 2 2 2 Z2 Z
[
1
2
]
upslopeZ 94
Example B: 4 4 4 Z2 Z
[
1
2
]
upslopeZ 3316
Our list of invariants, so far, cannot separate the AF-isomorphism classes cor-
responding to the following pair of examples (Examples A and B) where:
(11.5)
m1m2
m3

A
=
03
2
 and
m1m2
m3

B
=
 015
4
 , λA = 2 and λB = 4.
(11.6)
The stabilized Bratteli diagrams:
Example A:
Example B:
For both these examples, the basic invariants in Chapter 7 have the values
N = 3, D = 1, Prim (mN ) = {2}, Prim (RD) = {2}, Prim (QN−D) = ∅. These
invariants do not directly separate the isomorphism classes of the examples. How-
ever, since one Perron–Frobenius eigenvalue is a power of the other, we will show
that τ (v) can be used to check non-isomorphism of the two AF-algebras AA and
AB. This is shown for this specific example in Observation 11.2, and more generally
in Theorem 11.10.
It is easy to check that both examples have ker (τ) ∼= Z2, and τ (K0) ∼= Z
[
1
2
]
.
Strictly speaking, τ (K0) is Z
[
1
2
]
for Example A, and Z
[
1
4
]
for Example B; but
Z
[
1
2
]
= Z
[
1
4
]
with the natural isomorphism specified by
1
4i
7−→ 1
22i
.
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Hence, both of the examples are characterized as elements of Ext
(
Z
[
1
2
]
,Z2
)
, in
the usual manner. Let GA and GB be the respective K0-groups. The rank of each
group is clearly N = 3.
The next Observation illustrates the previous remarks about mN . Let FA :=
GAupslopeZ3, and similarly for FB .
Observation 11.1. GAupslopeZ3 ∼= GBupslopeZ3 ∼= Z
[
1
2
]
upslopeZ.
Proof. The respective quotient groups have the following generators:
FA : xi = J
−i
A e3 mod Z
3
and
FB : yi = J
−i
B e3 mod Z
3,
and a use of Lemma 9.2 yields:
(a) 2x1 = 0, 2xi+1 = xi, i ∈ N, and
(b) 4y1 = 0, 4yi+1 = yi, i ∈ N.
Hence GAupslopeZ3 ∼= Z
[
1
2
]
upslopeZ, and GBupslopeZ3 ∼= Z
[
1
4
]
upslopeZ = Z
[
1
2
]
upslopeZ. 
The crucial property derived from (a)–(b) above is not really Observation 11.1,
but that scaling by a power of 2 (in Example A) and 4 (in B) determines a filtration
of GA =
⋃
n≥0 J
−n
A Z
3. Specifically, let πA : GA → FA = GAupslopeZ3 be the quotient
mapping. If elements of FA are represented as (i1, i2, . . . , in−1, 1), ij ∈ Z2, we write
gn = x+ i1J
−1
A e3 + i2J
−2
A e3 + . . .
+ in−1J−n−1A e3 + 1 · J−nA e3 for x ∈ Z3, ij ∈ {0, 1} .
Recall from Corollary 8.3 that this representation is unique. Then
πA (gn) =
(
i′1, i
′
2, . . . , i
′
n−1, 1
)
, gn ∈ Gn (A) = J−nA Z3,
and we note that
πA (2gn) = (i
′
2, i
′
3, . . . , i
′
n−1, 1︸ ︷︷ ︸)
n−1 places
= πA (JAgn) .
A similar remark applies to FB = GBupslopeZ3, but there the scaling is by a power of
4. We have proved the following:
An element g of GA is in Gn (A) if and only if 2
ng ∈ Z3.
Similarly, when g ∈ GB, then g ∈ Gn (B) = J−nB Z3 if and only if 4ng ∈ Z3. We
shall need this in the proof of Observation 11.2 below. (See Figure 16.)
In summary, both examples have N = 3, D = 1, and τ (K0 (A)) = Z
[
1
2
]
, and
the other data are as in Table 1 (above).
The proof of non-isomorphism for A and B uses the fact that 〈αA vA〉 and
〈αB vB〉 have different prime factors than 2 for their numerators.
Observation 11.2. Examples A and B correspond to non-isomorphic AF-algebras
AA and AB.
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The argument proves that there is not even a nontrivial homomorphism θ : GB →
GA which makes the diagrams in (11.7) and Figure 16 (below) commutative.
The nonexistent isomorphism θ : GB → GA:
0 −→ ker (τB) iB−֒→ GB τB−→ τB (GB) −→ 0
∼= ∼=
Z2 ≇
↓
θ Z
[
1
2
]
∼= ∼=
0 −→ ker (τA) iA−֒→ GA τA−→ τA (GA) −→ 0
(11.7)
Proof. It is enough to show that GA and GB represent different elements of
Ext
(
Z
[
1
2
]
,Z2
)
. This can be done by recursion, and use of the relations (a)–(b).
Alternatively, it can be checked directly by the argument from the proof of Theorem
11.10 below that the two Ext-elements GA and GB are different in Ext
(
Z
[
1
2
]
,Z2
)
.
Both arguments are essentially based on the 〈α v〉-number, even though λA 6= λB.
In the present case, λ2A = 4 = λB , which is good enough. The present argument is
essentially a “baby” version of the argument in the rest of this chapter.
We sketch the details. It is a proof by contradiction. Suppose θ were an
isomorphism of the ordered K0-groups, say θ : GB → GA, which made them the
same element of Ext
(
Z
[
1
2
]
,Z2
)
. Since GA =
⋃
n≥0 J
−n
A Z
3, there is a k such that
θ
(
Z3
) ⊆ J−kA Z3. We then claim that θ (J−nB Z3) ⊆ J−(k+2n)A Z3 for all n. The
argument for this is based on properties (a)–(b) for the generators: Let x ∈ Z3. To
verify that θ
(
J−nB x
) ∈ J−k−2nA Z3, we must check that 22n+kθ (J−nB x) ∈ Z3. This
holds since 22n+kθ
(
J−nB x
)
= 2kθ
(
4nJ−nB x
) ∈ 2kθ (Z3) ⊆ 2kJ−kA Z3 ⊆ Z3. Hence
22n+kθ
(
J−nB x
) ∈ Z3, and therefore θ (J−nB x) ∈ J−(k+2n)A Z3 as claimed.
These maps may be represented with matrices ψn ∈M3 (Z) as follows:
θ
(
J−nB x
)
= J
−(k+2n)
A ψn (x) , x ∈ Z3, n = 0, 1, 2, . . . ,
with the consistency conditions
ψn = J
2n
A ψ0J
−n
B , n ∈ N.
Thus ψ0 = J
k
Aθ|Z3 , and ψn = Jk+2nA θJ−nB |Z3 (see Figure 16). This defines the
sequence ψn as a sequence of linear endomorphisms of Z3, and so each ψn is rep-
resented by a matrix in M3 (Z). That turns out to be very restrictive. It is not
satisfied for ψ0 = I3. In fact, even J
2
AJ
−1
B has a non-integral entry. (The matri-
ces ψn play the role of the intertwiners An in the diagram (5.50), with A1 = ψ0,
A2 = ψ1, etc., but in the reasoning here positivity does not play a role.)
Let vA =
(
1
2
1
)
and vB =
(
1
4
1
)
be the normalized Perron–Frobenius eigenvectors:
JAvA = 2vA, JBvB = 4vB.
Hence
ψn (vB) = J
2n
A ψ0J
−n
B vB = 4
−nJ2nA ψ0 (vB) −→n→∞
τA (ψ0vB)
τA (vA)
vA
by the Perron–Frobenius theorem. But
τA (ψ0vB) = 2
kτB (vB)
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Gn (B) Gn (A)
J−nB
Jk+2nA
JkA
ψn
ψ0
θ
θ
θ
θ
θ
θ
n = 0
n = 1
n = 2
n = 3
n = 4
n = 5
n = 6
n = 7
n = 8
n = 9
n = 10
n = 11
n = 12
n = 13
n = 14
Figure 16. The (nonexistent) matrices ψn in the proof of Obser-
vation 11.2 (example with k = 3).
since θ preserves the normalized trace; see (11.7).
Hence, by taking n large, ψn (vB) (∈ Z3) will be arbitrarily close to 2k τB(vB)τA(vA) vA =
2k 1112
(
1
2
1
)
, where we used the numbers from the last column in Table 1. If
(
Q
(n)
ij
)3
i,j=1
denote the matrix entries of ψn, then Q
(n)
ij ∈ Z, and ψn (vB)1 = Q(n)11 +4Q(n)12 +Q(n)13 .
But they are integers, so there is an n0 ∈ N such that Z ∋ ψn (vB)1 = 11·2
k
12 for all
n ≥ n0. Since 3 does not divide 11, this is a contradiction. We have proved that
the Ext-elements are different as claimed. 
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Remark 11.3. We will get back to the idea of defining θ by a matrix in GL (N,R)
in a more systematic way later, in Proposition 11.7.
Let J be a matrix specified as in (11.2) and let G = GJ be the corresponding
inductive limit group (see Chapter 5). Recall mN = |detJ |. Setting Gi := J−iZN ,
we shall use the homomorphisms, g 7→ mkNg, in localizing the scaling Gi, i =
1, 2, . . . . It is immediate from the proof of Claim 8.2 that mNJ
−1 has integral
entries, i.e., is in MN (Z). Since miNJ
−i =
(
mNJ
−1)i, this is also true for the
iterations. We have proved the following implication:
(11.8) g ∈ Gi =⇒ g ∈ G and miNg ∈ ZN .
It will be useful that a scaled version of the converse also is true.
Proposition 11.4. Let J be given as specified in (11.2). Then there exists a p ∈ N
such that the following implication (a) ⇒ (b) holds for g ∈ GJ :
(a) mNg ∈ ZN
⇓
(b) g ∈ J−p(ZN )
Furthermore, for the same p ∈ N we have the following implications for g ∈ GJ :
(c) miNg ∈ ZN
⇓
(d) g ∈ J−ip(ZN ) for i = 1, 2, 3, . . ..
Proof. If mNg ∈ ZN , then g ∈ 1mN ZN , and hence g has the form
g =
(k1, . . . , kN )
mN
+m
where ki ∈ {0, 1, . . . ,mN − 1} for i = 1, . . . , N , and m ∈ ZN . But GJ can contain
at most mNN elements of the form (k1, . . . , kN ) /mN where ki ∈ {0, 1, . . . ,mN − 1},
and since this number is finite and
GJ =
⋃
n
J−nZN
is an increasing union, it follows that there is a p ∈ N such that all these elements
are contained in J−pZN . But as ZN ⊆ J−pZN , the implication (a) ⇒ (b) follows.
Next, choose p ∈ N such that (a) ⇒ (b) holds. We prove by induction with
respect to i that (c) ⇒ (d) holds. i = 1 is (a) ⇒ (b), so assume (c) ⇒ (d) holds for
i− 1, and assume that g ∈ GJ and
miNg = m
i−1
N mNg ∈ ZN .
By the induction hypothesis, we then have
mNg ∈ J−p(i−1)ZN .
But applying Jp(i−1) to both sides, we have
mNJ
p(i−1)g ∈ ZN .
Applying the case i = 1, one obtains
Jp(i−1)g ∈ J−pZN ,
and applying J−p(i−1) to both sides
g ∈ J−piZN
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and this proves (c) ⇒ (d). 
Note that the implication (a) ⇒ (b) holds if there is a p ∈ N, and an E ∈
MN (Z), such that
(11.9) Jp = mNE.
If (c) ⇒ (d) holds for all g ∈ QN , then J ip (ZN ) ⊆ miNZN for all i, so (11.9) is
valid. Thus (11.9) is stronger than (c) ⇒ (d).
Definition 11.5. Suppose J is a matrix of the form (11.2). We say that J has
scaling degree ≤ p, and write deg(J) ≤ p if there exists an n0 ∈ N such that, for
g ∈ GJ ,
miNg ∈ ZN =⇒ g ∈ J−⌊ip⌋−n0ZN .
More generally, if m is a positive integer containing exactly the same prime factors
as mN , we say that J has m-scaling degree ≤ p = p(m) and write m-deg(J) ≤ p if
there exists an n0 ∈ N such that, for g ∈ GJ
mig ∈ ZN =⇒ g ∈ J−⌊ip⌋−n0ZN .
Note that as m contains the same prime factors as mN , J has a finite m-scaling
degree if and only if it has a finite scaling degree, and the last is true by Proposition
11.4.
We note en passant that the above remark implies the following corollary, which
is true whether the Perron–Frobenius eigenvalue λ is rational or not. (But if λ is
rational under the conditions in the corollary, it follows from the characteristic
equation that Prim(λ) ⊆ Prim (mN )).
Corollary 11.6. Let J be a matrix of the form (11.2), and assume that each mi
is either 0 or contains all the prime factors of mN . It follows that
G = Z
[
1
mN
]N
when G is identified as a subgroup of QN by (5.6).
Proof. Since J−1 = 1mNE where E is a matrix with integer coefficients, it is clear
from (5.6) that
G ⊆ Z
[
1
mN
]N
.
But it follows from (11.9) that
1
mnN
ZN ⊆ J−pnZN ⊆ G
for n = 1, 2, . . . , and hence the converse inclusion is valid. 
It follows from the inductive limit construction for G, i.e., G =
⋃
i≥0Gi, Gi ⊆
Gi+1, that if the implication (c) ⇒ (d) holds for some p ∈ N, then it also holds for
p+ 1, and so the scaling degree is well defined.
While the two groups from (10.11), K0 (AJL) and K0 (AL′), agree, the relation-
ship between the corresponding scale of subgroups is more subtle. Using (11.9) we
can establish the following subgroup inclusions:
(11.10) (a) Gi ⊆ G′6i and (b) G′i ⊆ G3i,
where
Gk := J
−k
L Z
2 and G′k := J
−k
L′ Z
2.
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To prove this, let J = JL and K = JL′ . We proved after the statement of
(11.9) that there is an E ∈M2 (Z) such that J3 = 16E. Since 16K−1 ∈M2 (Z), we
conclude that
J3K−1 = E · (16K−1) ∈M2 (Z)
and so
K−1Z2 ⊆ J−3Z2.
Similarly
J3iK−i = Ei
(
16iK−1
) ∈M2 (Z)
since each factor is in M2 (Z). This yields
K−iZ2 ⊆ J−3iZ2,
which is the assertion (11.10)(b). The claim (11.10)(a) follows by the same argu-
ment applied to the factorization K6 = 32F for some F ∈ M2 (Z), and 32J−1 ∈
M2 (Z).
The discussion above leads to the notion of the degree of an isomorphism or
homomorphism θ : G → G′ as follows. When talking about isomorphisms and
homomorphisms, we will henceforth always assume that θ ([1 ]) = [1 ′], i.e., in the
concrete representations,
(11.11) G =
⋃
n
J−nZN =
⋃
n
Gn, G
′ =
⋃
n
J ′ −nZN =
⋃
n
G′n,
θ maps
 10...
0
0
 into
 10...
0
0
. We may assume N = N ′ in the discussion since N is an
isomorphism invariant. But as θ is an order isomorphism, this means that τ ′ ◦θ = τ
for the associated normalized traces. Recall from (5.20) that
(11.12) τ ′ =
〈
1, a′, a′ 2, . . . , a′N−1
∣∣ , τ = 〈1, a, . . . , aN−1∣∣
where a′ = 1/λ′, a = 1/λ where λ is the Perron–Frobenius eigenvalue of J ′, J ,
respectively.
The following proposition is a globalization of Corollary 5.1.
Proposition 11.7. A map
(11.13) θ : G =
⋃
n
J−nZN → G′ =
⋃
n
J ′−nZN
is an isomorphism between the ordered groups (G,G+) and (G
′, G′+) (mapping [1 ]
into [1 ′]) if and only if there exists a matrix Λ ∈ GL(N,R) and a sequence (ni) in
N with the following properties:
(11.14)
1. θ(g) = Λg for g ∈ G ⊆ RN ;
2. α′Λ = α where α = (1, a, . . . , aN−1), etc.;
3. J ′niΛJ−i ∈MN (Z) for i = 1, 2, . . . ;
4. JniΛ−1J ′ −i ∈MN(Z) for i = 1, 2, . . . ;
5. Λ
(
1
0...
0
)
=
(
1
0...
0
)
.
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Furthermore, θ is a homomorphism from (G,G+) into (G
′, G′+) (mapping [1 ] into
[1 ′]) if and only if there exists a matrix Λ ∈ MN (R) with the properties (1), (2),
(3) and (5). In both cases we actually have
Λ ∈MN
(
1
m′n1N
Z
)
Proof. Assume first that θ is given, and define the matrix Λ by
(11.15) Λ =
θ

1
0
0
...
0
 , θ

0
1
0
...
0
 , . . . , θ

0
0
0
...
1

 .
If g ∈ G, then g ∈ Gi = J−iZN for some i, and hence g ∈ m−iN ZN , i.e., miNg ∈ ZN .
But then
(11.16) miNθ(g) = θ(m
i
Ng) = Λ(m
i
Ng) = m
i
NΛg
and as G has no torsion,
(11.17) θ(g) = Λg
which shows (1). But then (2) follows from τ ′◦θ = τ . Furthermore, as Gi = J−iZN
is finitely generated, it follows that θ(Gi) ⊆ G′ni for some ni, i.e.,
(11.18) ΛJ−iZN ⊆ J−niZN
which shows (3). The property (4) follows likewise from θ−1(G′i) ⊆ Gmi for some
mi. Property (5) follows from
(11.19) θ([1 ]) = [1 ′].
Conversely, if Λ ∈ GL(N,R) is given with the properties (2)–(4), one deduces that
θ defined by (1) has the properties:
(11.20)
τ ′ ◦ θ = τ,
θ(Gi) ⊆ G′ni ,
θ−1(G
′
i) ⊆ Gmi ,
θ([1 ]) = [1 ′],
so θ is an order-automorphism from the property (5.34), i.e.,
(11.21) G+ = {g ∈ G | τ(g) > 0} ∪ {0}.
The last statements in Proposition 11.7 are straightforward from |det(J ′ni)| =
m′miN . 
Our next aim is to show that the constants ni, mi in Proposition 11.7 can be
chosen such that they increase linearly with i. First, a definition:
Definition 11.8. Adopt the notation (11.11), and let θ be a homomorphism from
G into G′. We say that the degree of θ ≤ s, and write deg(θ) ≤ s, if there exists
an n0 ∈ N such that
(11.22) θ(Gi) ⊆ G′n0+⌊si⌋
for all i ∈ N. (Here ⌊si⌋ is the largest integer ≤ si).
11. SCALING AND NON-ISOMORPHISM 99
We next show that any homomorphism θ : G→ G′ (mapping [1 ] into [1 ′]) has
a finite degree which can be computed in concrete examples.
Proposition 11.9. Let G = GJ , G
′ = GJ′ and let θ be a morphism from G into
G′ mapping [1 ] into [1 ′]. Assume that N = N ′,Prim(mN ) = Prim(m′N ) and let
m = lcm(mN ,m
′
N ). Then
(11.23) deg θ ≤ m- deg(J ′).
(The last statement means that if m-deg(J ′) ≤ s, then deg θ ≤ s.)
Proof. If
(11.24) θ :
⋃
n
J−nZN −→
⋃
n
J ′ −nZN
is a morphism, there is a k0 such that
(11.25) θ(ZN ) ⊆ J ′ −k0ZN = G′k0 .
Then
mk0+iθ(Gi) =
(
m
mN
)i
mk0θ(miNGi)(11.26)
⊆
(
m
mN
)i
mk0θ(ZN )
=
(
m
mN
)i(
m
m′N
)k0
m′ k0N θ(Z
N )
⊆
(
m
mN
)i(
m
m′N
)k0
m′ k0N G
′
k0
⊆
(
m
mN
)i(
m
m′N
)k0
ZN
⊆ ZN .
Thus, if m-deg(J ′) ≤ p, then
(11.27) θ(Gi) ⊆ G′⌊(i+k0)p⌋+n0
for some n0 and all i, and hence deg θ ≤ p. 
Note now that if
(11.28) m- deg(J ′) ≤ p
q
where p, q ∈ N, then the conclusion in Proposition 11.9 says that there is an n0
such that
(11.29) J ′np+n0ΛJ−nq ∈MN(Z)
for n = 1, 2, . . . , where Λ is the matrix in Proposition 11.7. This implies the main
result on the Ext-invariant in this chapter, which, together with Remark 11.11,
is surprisingly effective in establishing non-isomorphism when all the elementary
invariants in Chapter 7 are the same.
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Theorem 11.10. Let J , J ′ be matrices of the form (11.2) with N = N ′ and
PrimmN = Primm
′
N . Assume that the associated Perron–Frobenius eigenvalues
λ, λ′ are rational (and thus integers), and let m = lcm(mN ,m′N). Assume there
exist rational numbers p, q with
(11.30) m-deg(J ′) ≤ p
q
and such that
(11.31) λ′ p = λq.
Let α′, α, resp. v′, v, be the left, respectively right, Perron–Frobenius eigenvectors
of J , J ′ given by (5.17), (14.5), respectively.
If there exists a unital isomorphism AJ → AJ′ , then
(11.32)
〈α | v〉
〈α′ | v′〉 ∈ Z
[
1
λ′
]
.
Remark 11.11. A rather effective “workhorse” to show non-isomorphism in cases
where all the basic invariants in Theorem 7.8 are the same and the Perron–Frobenius
eigenvalues are integers, is to use Theorem 11.10 together with the fact that m′N -
deg(J ′) = 1 ifm′N−1 is nonzero andm
′
N ,m
′
N−1 are mutually prime. See Proposition
11.25 and Remark 11.23 below. More generally, m′N -deg(J
′) = n if m′N−k = 0
mod mN for k = 1, . . . , n− 1 and m′N−n and m′N are mutually prime.
Note for example that this theorem covers the two matrices:
JA =
 0 1 03 0 1
2 0 0
 JB =
 0 1 015 0 1
2 0 0

considered in Observation 11.2. We have λA = 2, λB = 4, and since 3 and 15 are
mutually prime with 2, we have 2 deg JA = 1 = 4-degJB . (This also follows from
Lemma 11.14). Using the computation in Observation 11.2,
〈αA | vA〉 = 9
4
, 〈aB | vB〉 = 13
4
.
Since 1-deg JA = 1, we have 2-deg JA = 2 by Proposition 11.4, and applying The-
orem 11.10 with m = lcm(2, 4) = 4, J ′ = JA, J = JB, p = 2, q = 1, we see that
(11.32) takes the form
13
9
∈ Z [12]
which is clearly false. Hence, there is no unital morphism AB → AA. Of course, the
proof of Theorem 11.10 is just a more general version of the proof of Observation
11.2.
Proof. By (11.30) in the form (11.29), it follows that there exists an n0 such that
(11.33) J ′np+n0ΛJ−nq ∈MN(Z)
for n = 1, 2, . . ., when Λ is the matrix associated to the homomorphism
θ : GΓ −→ GΓ′
by Proposition 11.7. We have
(11.34) J ′np+n0ΛJ−nqv = λ−nqJ ′np+n0Λv
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Since λ−nqλ′np = 1 for all n, it follows from Perron–Frobenius theory that there
exists a constant c ∈ R such that
(11.35) lim
n→∞λ
−nqJ ′np+n0Λv = cv′.
But the first component of v′ is 1 by (14.5) and
J ′np+n0ΛJ−nq ∈MN(Z)
for all n, and since all components of v are integer by (14.5) and λ ∈ N, it follows
that c in an integer. But it follows from (11.35) that
c 〈α′ | v′〉 = lim
n→∞
λ−nq
〈
α′ | J ′np+n0Λv〉
= lim
n→∞
λ−nqλ′np+n0 〈α′ | Λv〉
= λ′n0 〈α | v〉
where we used (11.14)(2). It follows that
〈α | v〉
〈α′ | v′〉 =
c
λ′n0
so 〈α | v〉
〈α′ | v′〉 ∈ Z
[
1
λ′
]
= Z
[
1
λ
]
. 
We will often apply this theorem in the following special form:
Corollary 11.12. Let J , J ′ be matrices of the form (11.2) with N = N ′ and
mN | m′N , and same Perron–Frobenius eigenvalue λ = λ′. If deg(J ′) ≤ 1 and there
exists a unital morphism AJ → AJ′ , then
(11.36)
〈α | v〉
〈α′ | v′〉 ∈ Z
[
1
λ
]
= Z
[
1
λ′
]
.
Proof. In this case m = m′N . 
The following even more special corollary will be useful in Chapter 16.
Corollary 11.13. Let J , J ′ be matrices of the form (11.2) with N = N ′ and
mN = mN ′ = λ = λ
′. If there exists a unital morphism AJ → AJ′ , then
(11.37)
〈α | v〉
〈α′ | v′〉 ∈ Z
[
1
λ
]
.
Proof. First apply Lemma 11.14 below to deducemN -deg J = 1 andm
′
k-deg J
′ = 1.
But then we may apply Theorem 11.10 with p = q = 1 and m = mN = m
′
N . 
Lemma 11.14. Let J be a matrix of the form (11.2) with mN = λ. Then
(11.38) mN -deg(J) = deg(J) = 1.
Remark 11.15. If λ = mN , it follows that RD = λ = ±mN and QN−D = ±1 in
(7.15), hence |detJ0| = 1 where J0 is given by (9.3) and ker τ ∼= ZN−1 by Theorem
7.8. Conversely, if ker τ ∼= ZN−1 we must have |det J0| = 1, hence RD = ±λ =
±mN , i.e., λ = mN .
Conclusion:
λ = mN ⇐⇒ ker τ ∼= ZN−1.
The theory for the λ = mN case will be developed in much more detail in Chapter
17.
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Proof. If λ = mN , the matrix J
B
B in (7.15) takes the form (now D = 1):
(11.39) JBB =

Q1 1 0 · · · 0 0 Q1
Q2 0 1 · · · 0 0 Q2
Q3 0 0
. . . 0 0 Q3
...
...
. . .
. . .
...
...
QN−2 0 0 0 1 QN−2
−1 0 0 · · · 0 0 −1
0 0 0 · · · 0 0 mN

where
(11.40)
Q1 = m1 − λ
Q2 = m2 + λm1 − λ2
Q3 = m3 + λm2 + λ
2m1 − λ3
...
...
QN−1 = mN−1 + λmN−2 + · · ·+ λN−2m1 − λN−1 = −1
Note in passing that
(11.41) v =

1
−Q1
−Q2
...
−QN−1

is the right Perron–Frobenius eigenvector of J by (14.5).
Using (7.24) one computes that
(11.42) JB−1B =

0 0 · · · 0 0 −1 − 1mN
1 0 0 0 Q1 0
0 1
. . . 0 Q2 0
...
...
. . .
. . .
...
...
0 0 · · · 1 0 QN−3 0
0 0 · · · 0 1 QN−2 0
0 0 · · · 0 0 0 1mN

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Iterating, one computes that
(11.43) JB−kB =

p
(k)
1
(
1
mN
)
J−k0
...
...
p
(k)
N−1
(
1
mN
)
0 0 · · · · · · 0 0 1
mkN

where p
(k)
l (x) ∈ Z[x] and the degree of the polynomial p(k)l is:
deg p
(k)
l = (k − l + 1) ∨ 0
for l = 1, . . . , N − 1. Using this and the transformation matrix
(11.44) IBA = (I
A
B )
−1
=

0 − 1mN − 1m2
N
· · · − 1
mN−3
N
− 1
mN−2
N
− 1
mN−1
N
0 0 − 1mN − 1mN−4
N
− 1
mN−3
N
− 1
mN−2
N
...
. . .
. . .
...
...
...
. . .
. . .
...
...
0 0 0 0 − 1mN − 1m2N
0 0 0 · · · 0 0 − 1mN
1 1mN
1
m2
N
· · · 1
mN−3
N
1
mN−2
N
1
mN−1
N

and the definition of mN -deg together with (7.45) one has to show that for any
l, k ∈ N with l ≤ k and any n ∈ ZN that
(11.45)

mlNJ
B−k
B I
B
An ∈ IBAZN
⇓
JB−kB I
B
An ∈ JB−lB IBAZN
m
JB l−kB I
B
An ∈ IBAZN .
(The last equivalence is trivial.) This can be done by brute force, looking at highest
order terms in 1mN . We do omit the painful details, however, since the result can
also be proved by another method described below. 
The alternative way of proving Lemma 11.14 is based on:
Proposition 11.16. Let J be a matrix of the form (11.2) with mN = λ = m.
Use the concrete realization (5.6) or (9.1) of G = K0(AJ ), and define F = G/ZN .
Then the generators x1, x2, x3 of F defined in Lemma 9.2 satisfy
(11.46) mx1 = 0
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and
(11.47) mxi = xi−1, i = 2, 3, . . . .
Thus,
(11.48) F ∼= Z [ 1m]upslopeZ
the isomorphism being given by
(11.49) xi −→ 1
mi
.
Proof. From the relations (11.40), it follows that
m1 = Q1 +m(11.50)
m2 = −mQ1 +Q2
m3 = −mQ2 +Q3
...
...
mN−1 = −mQN−2 +QN−1
mN = m = −mQN−1 ⇒ QN−1 = −1.
Inserting these relations in the relations (9.10) for xi in Lemma 9.2 gives
mxi = xi−N − (Q1 +m)xi−N+1(11.51)
− (−mQ1 +Q2)xi−N+2
− (−mQ2 +Q3)xi−N+3
− · · ·
− (−mQN−2 +QN−1)xi−1.
We know already from (9.9) that xi = 0 for i = 1 − N, 2 − N, . . . , 0. Assume by
induction that xj−1 = mxj for all j < i. It follows from (11.51) that
mxi = xi−N −Q1xi−N+1 − xi−N
−Q2xi−N−2 +Q1xi−N+1
−Q3xi−N+3 +Q2xi−N+2
− · · ·
−QN−1xi−1 +QN−2xi
=− (−1)xi−1 = xi−1.
This shows (11.47), and the remaining statements in Proposition 11.16 are obvious.

Alternative Proof of Lemma 11.14. Use the notation of Proposition 11.16 and de-
fine
(11.52) Gi = J
−iZN , Fi = GiupslopeZN .
It follows from Proposition 11.16 that
(11.53) Fi ∼= ZNi = ZupslopeN iZ.
The conclusion in Lemma 11.14 is
(11.54) Gi = {g ∈ G | mig ∈ Zn}.
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But
(11.55) mig ∈ ZN ⇐⇒ mi(g + Zn) = 0,
so this conclusion is equivalent to
(11.56) Fi = {h ∈ F | miF = 0}.
But the last statement is obvious from (11.49) and (11.53). This proves Lemma
11.14. 
We will now prove a theorem somewhat close in spirit to Theorem 11.10. If G
is a torsion free abelian group, and n = 2, 3, 4, . . ., we define
Dn(G) =
∞⋂
k=1
nkG(11.57)
= the set of elements
of G which are
infinitely divisible by n.
Dn(G), as well as its rank, is clearly an isomorphism invariant of G, and any
homomorphism G → G′ will map Dn(G) into Dn(G′). Dn(G) only depends on G
and the prime factors of n, and Dn(G) is in a natural way a Z
[
1
n
]
-module. Note
that even if the rank of Dn(G) is 1, Dn(G) is not necessarily isomorphic to Z
[
1
n
]
,
as seen from the example G = Z
[
1
6
]
and n = 2. But in the rank 1 case, Dn(G) is
isomorphic with a subgroup of the additive group R containing Z[ 1n ].
In the special case that G = K0(AJ ), where J is a matrix of the form (11.2),
and the Perron–Frobenius eigenvalue λ of J is rational, and thus an integer, we note
that the right Perron–Frobenius eigenvector v, normalized as in (14.5), is contained
in Dλ(G). In fact, since J
−1v = λ−1v we have
(11.58) Dλ(G) ⊇ Z
[
1
λ
]
v.
If, furthermore, rank (Dλ(G)) = 1, there exists a subgroup D
Q
λ (G) ⊆ Q such
that
(11.59) Dλ(G) = D
Q
λ (G)v
and this identity defines an isomorphism between Dλ(G) and D
Q
λ (G).
Let DQUλ (G) be the set of multiplicatively invertible elements of D
Q
λ (G), so if
for example DQUλ (G) = Z
[
1
n
]
, this is the set of numbers of the form pn11 p
n2
2 . . . p
nm
m
where p1 · · · pm are the prime factors in n and n1, n2, . . . , nm ∈ Z.
Theorem 11.17. Let J , J ′ be matrices of the form (11.2) with rational Perron–
Frobenius eigenvalues λ, λ′ and Prim(λ) = Prim(λ′) = {p1, . . . , pm}. Assume
rank(Dλ′(K0(AJ′))) = 1
and let α, α′, resp. v, v′, be the left, respectively right, Perron–Frobenius eigenvec-
tors of J , J ′ given by (5.17), (14.5), respectively. If there exists a unital morphism
AJ → AJ′ , then
(11.60)
〈α | v〉
〈α′ | v′〉 ∈ D
Q
λ′(G
′)
In particular, if
(11.61) Dλ′(K0(AJ′)) = Z
[
1
λ′
]
v′
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we conclude
(11.62)
〈α | v〉
〈α′ | v′〉 ∈ Z
[
1
λ
]
= Z
[
1
λ′
]
.
If in addition the unital homomorphism AJ → AJ′ is an isomorphism, and
(11.63) Dλ(K0(AJ )) = Z
[
1
λ
]
v,
then there exist integers n1, . . . , nm such that
(11.64)
〈α | v〉
〈α′ | v′〉 = p
n1
1 p
n2
2 · · · pnmm .
Remark 11.18. It does not suffice instead of (11.61) to assume that Dλ′(K0(AJ′))
is isomorphic to Z
[
1
λ′
]
, because, say, Z
[
1
λ′
]
upslopep is isomorphic to Z
[
1
λ′
]
if p is a
prime not in the set {p1, . . . , pm}. For the same reason, even though the existence
of an isomorphism AJ → AJ′ implies that Dλ(K0(AJ)) ≈ Z
[
1
λ′
]
one cannot omit
condition (11.63) to obtain (11.64). See the proof for explanation of this.
Proof. Let ψ : K0(AJ)→ K0(AJ′) be the K-theory morphism defined by the mor-
phism AJ → AJ′ . Since Prim(λ) = Prim(λ′) we have
Dλ(K0(AJ)) = Dλ′(K0(AJ))
and since
Dλ′(K0(AJ′)) = D
Q
λ′(G
′)v′
and thus
ψ(v) ∈ ψ(Dλ(K0(AJ)) ⊆ DQλ′(G′)v′
there is a ξ ∈ DQλ′(G′) such that
ψ(v) = ξv′.
Apply 〈α′ | to both sides
〈α′ | ψ(v)〉 = ξ 〈α′ | v′〉 .
But since the morphism is assumed to be unital, we have 〈α′ | ψ = 〈α | by unique-
ness of the trace, and hence
〈α | v〉 = ξ 〈α′ | v′〉 .
This proves (11.60). Since (11.61) means DQλ′(K0(AJ′)) = Z
[
1
λ′
]
, (11.62) follows.
Finally, if the homomorphism AJ → AJ′ is an isomorphism and (11.63) holds, it
follows by reverting the proof that
〈α′|v′〉
〈α|v〉 ∈ Z
[
1
λ
]
, and thus 〈α|v〉〈α′|v′〉 has a multi-
plicative inverse in Z
[
1
λ
]
. But multiplicative invertible elements of Z
[
1
λ
]
have the
form on the right-hand side of (11.64). 
There is one interesting circumstance where (11.62) or (11.64) is automatically
satisfied.
Lemma 11.19. Let J be a matrix of the form (11.2) with rational (and thus
integer) Perron–Frobenius eigenvalue λ. Assume that
(11.65) Prim(mN ) = Prim(λ)
and that
(11.66) rank(Dλ(G)) = 1.
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It follows that
(11.67) Dλ(G) = Z
[
1
λ
]
v
where v is the right Perron–Frobenius eigenvector given by (14.5).
Proof. Since J−nv = λ−nv, it is clear that
(11.68) Z
[
1
λ
]
v ⊆ Dλ(G).
Conversely, if g ∈ Dλ(G) ⊆ G, then miNg ∈ ZN for some N since
mN = (−1)N+1 det(J).
But as Prim(λ) = Prim(mN ), it follows that λ
jg ∈ ZN for some j. But Dλ(G) has
rank1 and v ∈ Dλ(G), so Dλ(G) ⊆ Qv. Thus
λjg ∈ Qv ∩ ZN .
But as v ∈ ZN and the first component of v is 1, it follows that Qv ∩ ZN = Zv.
Thus λjg = nv for an n ∈ Z, so
g =
n
λj
v ∈ Z [ 1λ ] v.
This together with (11.68) proves the lemma. 
Corollary 11.20. Let J , J ′ be matrices of the form (11.2) with integer Perron–
Frobenius eigenvalues λ, λ′, and let α, α′, resp. v, v′, be the left, resp. right, Perron–
Frobenius eigenvectors of J , J ′ given by (5.17), (14.5), respectively. Assume that
(11.69) Prim(λ) = Prim(λ′) = Prim(mN ) = Prim(m′N ′) = {p1, . . . , pm}
and that
(11.70) rank(Dλ′(K0(AJ′))) = 1.
If there exists a unital morphism AJ → AJ′ , then
(11.71)
〈α | v〉
〈α′ | v′〉 ∈ Z
[
1
λ
]
and if this morphism is an isomorphism, there exist integers n1, . . . , nm such that
(11.72)
〈α | v〉
〈α′ | v′〉 = p
n1
1 p
n2
2 · · · pnmm .
Proof. If there exists an isomorphism, then
Dλ(K0(AJ )) = Dλ′(K0(AJ))(11.73)
∼= Dλ′(K0(AJ′))
and hence it follows from (11.70) that rankDλ(K0(AJ)). The rest is straightforward
from Lemma 11.19 and Theorem 11.17. 
In applying Corollary 11.20, the most difficult condition to verify is of course
(11.70). To this end, the following criterion is often useful.
Proposition 11.21. Let J be a matrix of the form (11.2) with integer Perron–
Frobenius eigenvalue λ, and let v be the corresponding right eigenvector given by
(14.5). Put
Gi = J
−iZN and G =
⋃
i
Gi
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as usual. Assume that there is an n ∈ N such that
(11.74) {g ∈ G | λnig ∈ ZN} ⊆ Gni
for all i ∈ N, and assume that
(11.75) λnJ−n has integer entries.
It follows that
(11.76) Dλ(G) = Z
[
1
λ
]
v,
so in particular (11.70) is fulfilled.
Proof. It suffices to show that
(11.77) Dλ(G) ∩ ZN = Zv.
For this, let w ∈ Dλ(G) ∩ ZN . Then w = λnigi for a gi ∈ G for all i ∈ N. Using
(11.74) we have
gi ∈ Gni = J−niZN
so
w = λnigi ∈ (λnJ−n)iZN .
Thus
w ∈
⋂
i≥0
(λnJ−n)iZN .
But λn, being the Perron–Frobenius eigenvalue of the primitive matrix Jn, is strictly
larger in absolute value than any other eigenvalue, and since λnJ−n is a matrix with
integer matrix elements, it follows that⋂
i≥0
(λnJ−n)iZN ⊆ Rv ∩ ZN .
But since the first component of v is 1 by (14.5), it follows that
Rv ∩ ZN = Zv ∩ ZN
so
w ∈ Zv ∩ ZN
and this proves (11.77) and thereby (11.76). 
Corollary 11.22. Let J , J ′ be matrices of the form (11.2) with integer Perron–
Frobenius eigenvalues λ, λ′ and let α, α′, resp. v, v′, be the left, resp. right, Perron–
Frobenius eigenvectors of J , J ′ given by (5.17), (14.5), respectively. Assume that
(11.78) Prim(λ) = Prim(λ′) = Prim(mN ) = Prim(m′N ) = {p1, . . . , pm}
and there is an n ∈ N such that
(11.79) {g ∈ G′ | λnig ∈ ZN} ⊆ G′ni
for all i ∈ N, where
G′ni = J
′ −niZN ,
and
(11.80) λ′nJ ′ −n has integer entries.
If there exists a unital morphism AJ → AJ′ , then
(11.81)
〈α | v〉
〈α′ | v′〉 ∈ Z
[
1
λ
]
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and if this morphism is an isomorphism, there exist integers n1, . . . , nm such that
(11.82)
〈α | v〉
〈α′ | v′〉 = p
n1
1 p
n2
2 · · · pnmm .
Proof. This follows from Corollary 11.20 and Proposition 11.21. 
Remark 11.23. Note that condition (11.80) is equivalent to λ′ inJ ′ −in having
integer entries for i = 1, 2, . . . and hence this condition is equivalent to
G′ni ⊆ {g ∈ G′ | λnig ∈ ZN}
for i = 1, 2, . . .. Thus, conditions (11.79) and (11.80) taken together are equivalent
to the single condition
(11.83) {g ∈ G′ | λnig ∈ ZN} = G′ni
for i = 1, 2, . . ..
Now one proves as in Proposition 11.4 that (11.79) is equivalent to the same
condition for i = 1, and hence (11.83) is equivalent to the single condition
(11.84) {g ∈ G′ | λng ∈ ZN} = G′n.
By the same token, (11.74) ∧ (11.75) is equivalent to (11.84).
Scholium 11.24. We saw in Lemma 11.14 that if λ = mN , condition (11.84) is
automatically fulfilled with n = 1, and this was used in the proof of Corollary 11.13.
Thus, Corollary 11.13 may be viewed as a special case of Corollary 11.22. But in
order to verify the hypotheses (11.84), we need an efficient algorithm. One such
algorithm is one that in particularly “pure” form occurs in the proof of Proposition
11.16. So in terms of G = K0(AL),
F = GupslopeZN
Fi = GiupslopeZN = J−iZNupslopeZN
we want to establish (11.84), i.e.,
(11.85) {h ∈ F | λnh = 0} = Fn.
In the special case λn = mN = m, we may proceed like this: If x1, x2 are the
generators of F in Lemma 9.2, (9.8) and (9.9), then
(11.86)
mx1 = 0
mx2 = −mN−1x1
mx3 = −mN−2x1 −mN−1x2
...
...
mxk = xk−N −m1xk−N+1 − · · · −mN−1xk−1
(where we use xl = 0 for l ≤ 0). As seen for example in Corollary 8.8, any element
h ∈ F can be uniquely represented as
(11.87) h = t1x1 + t2x2 + · · ·+ tkxk
for some k, where ti ∈ {0, 1, . . . ,m − 1}. It follows from (11.86) that mh = 0 is
equivalent to
(11.88) −t2mN−1x1 + · · ·+ tk(xk−N −m1xk−N+1 − · · · −mN−1xk−1) = 0.
The leading term here is −tkmN−1xk−1. If now
tkmN−1 6= 0 mod m
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for tk = 1, 2, . . . ,m − 1, it follows that mh = 0 ⇒ tk = 0. Thus tkxk cannot be
the leading term in h. Continuing in this manner, one loops off tk−1, tk−2, etc.,
and one ends up showing mh = 0 ⇔ h ∈ F1. If now mN−1 = 0 mod m, one
gets from the outset that mx2 = 0, and hence there are no restrictions on t2, and
since now mN−1xk−1 can be expanded in xk−2, xk−3, etc., one may try to go one
step further and show that tk = 0, etc., and then h ∈ F2 if tmN−2 6= 0 mod m
for t ∈ {1, . . . ,m − 1}, etc. In general, it may of course happen for example that
tmN−2 6= 0 mod m for some t ∈ {1, . . . ,m− 1} and tmN−2 = 0 mod m for some
other t, and then the computation of {h ∈ F | mh = 0} becomes much more
complicated. Let us single out the simple case.
Proposition 11.25. Let J be a matrix of the form (11.2) and put m = mN .
Choose n ∈ {1, . . . , N} such that
(11.89) mN−k = 0 mod mN
for k = 0, . . . , n− 1, and assume that
(11.90) gcd(mN−n,mN ) = 1.
It follows that
(11.91) {h ∈ F | mh = 0} = Fn.
If n = N, condition (11.90) may be omitted.
Proof. Once one notes that condition (11.90),
gcd(mN−n,mN) = 1,
means that
tmN−n 6= 0 mod mN
for t = 1, 2, . . . ,mN−1, this is clear from the discussion preceding the proposition.

Example 11.26. Consider
J =

0 1 0 0
1 0 1 0
2 0 0 1
8 0 0 0
 , J ′ =

1 1 0 0
1 0 1 0
0 0 0 1
4 0 0 0
 .
Here λ = λ′ = 2, so
Prim(λ) = Prim(λ′) = Prim(mN ) = Prim(m′N ) = {2}.
Note that
4J ′ −2 =

0 0 1 0
0 0 −1 1
4 0 −1 −1
0 4 0 −1

so (11.75) is satisfied with n = 2. Further note that
〈α | v〉 =
(
1,
1
2
,
1
4
,
1
8
)
1
2
3
4
 = 134
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and
〈a′ | v′〉 =
(
1,
1
2
,
1
4
,
1
8
)
1
1
1
2
 = 2
and hence
〈α | v〉
〈α′ | v′〉 =
13
2
∈ Z
[
1
2
]
,
but this number does not have a multiplicative inverse in Z
[
1
2
]
. Thus, if we can
show (11.79),
{g ∈ G′ | λ2ig ∈ ZN} ⊆ G′2i,
it follows from Corollary 11.22 that AJ and AJ′ are non-isomorphic. But Proposi-
tion 11.25 applied to J ′ shows that
{h ∈ F | 4h = 0} = F2.
Thus (11.84) holds with n = 2 and in particular (11.79) is valid. This shows the
non-isomorphism of the two dimension groups.
In addition to the criteria of non-isomorphism given by Theorem 11.10, Corol-
lary 11.12, Corollary 11.13, Theorem 11.17, Corollary 11.20 and Proposition 11.21,
it is frequently possible to decide non-isomorphism by another route, namely by
establishing that the exact sequence (5.31):
0 −→ ker τ −֒→ K0(AJ) τ−→ Z
[
1
λ
] −→ 0
splits for one specimen but not for another. With K0(AJ ) realized as (5.19), there
is a simple criterion for this.
Lemma 11.27. Let J be a matrix of the form (11.2) with integer Perron–Frobenius
eigenvalue λ with
Prim(λ) = {p1, . . . , pm}.
The following conditions (i) and (ii) are equivalent.
(i) The exact sequence
0 −→ ker τ −֒→ K0(AJ) τ−→ Z
[
1
λ
] −→ 0
splits.
(ii) There is a w ∈ Dλ(G) such that τ(w) has a multiplicative inverse in
Z
[
1
λ
]
, i.e., τ(w) = pn11 p
n2
2 · · · pnmm for suitable n1, . . . , nm ∈ Z.
Proof. (i)⇒(ii): If the sequence splits, let
ψ : Z
[
1
λ
] −→ K0(AJ)
be a section, and put w = ψ(1). Then
w ∈ ψ (Z [ 1λ ]) ⊆ Dλ(G) and τ(w) = 1.
(ii)⇒(i): If (ii) holds, we can define a section ψ by
ψ(τ(w)) = w
and since Z
[
1
λ
]
τ(w) = Z
[
1
λ
]
, and w ∈ Dλ(G), ψ extends uniquely to Z
[
1
λ
]
. 
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Corollary 11.28. Let J be a matrix of the form (11.2) with integer Perron–
Frobenius eigenvalue λ with Prim(λ) = {p1, . . . , pm} and left and right Frobenius
eigenvectors α, v given by (5.17), (14.5), respectively. The exact sequence (5.31):
(11.92) 0 −→ ker τ −֒→ K0(AJ) τ−→ Z
[
1
λ
]→ 0
splits if
(11.93) 〈α | v〉 = pn11 pn22 · · · pnmm
for suitable n1, n2, . . . , nm in Z.
Conversely, if (11.92) splits and rank(Dλ(G)) = 1 and Prim(mN ) = Prim(λ),
then 〈α | v〉 has the form (11.93).
Proof. Since always v ∈ Dλ(G), the first statement follows from Lemma 11.27.
The last statement follows from Lemma 11.19: If rank(Dλ(G)) = 1 and Prim(mN ) =
Prim(λ), then Dλ(G) = Z
[
1
λ
]
v and if ψ is a section for (11.92), then ψ(1) ∈
Dλ(G) = Z
[
1
λ
]
v. Thus, there is a t ∈ Z [ 1λ ] such that ψ(1) = tv. But then
1 = 〈α | ψ(1)〉 = 〈α | tv〉 = t 〈α | v〉
and it follows that 〈α | v〉 has the multiplicative inverse t in Z [ 1λ], so 〈α | v〉 has
the form (11.93). 
Example 11.29. An instance where the isomorphism question for two C∗-algebras
AJ and AJ′ is not immediate is when
J =
1 1 01 0 1
2 0 0
 and J ′ =
0 1 03 0 1
2 0 0
 .
Both matrices are regular, and both have determinant 2 and Perron–Frobenius
eigenvalue 2. The respective right eigenvectors are
vJ =
11
1
 and vJ′ =
12
1
 .
Since
τ (vJ)
τ (vJ′)
=
7
9
,
it follows from Corollary 11.13 that the two C∗-algebras AJ and AJ′ are non-
isomorphic. The non-isomorphism here is perhaps a bit surprising since the two
matrices J6 and J ′ 6 have the same spectrum.
Later, in Theorem 17.14, we will show that
{
Primλ, λ2τ (v)
}
is a complete
isomorphism invariant for 3 × 3 matrices with λ = m3. For the two matrices
above one computes that λ2τ (v) is 7, 9, respectively, confirming that they are
non-isomorphic. See also Theorem 17.16.
CHAPTER 12
Subgroups of G0 =
⋃∞
n=0 J
−n
0 L
Before applying our general theory of isomorphism of stationary AF-algebras
to more specific examples in Chapters 13–18, we will mention one more example
of how to decide nontriviality of extensions which is sometimes useful. In many
examples we compute that G = K0 (AL) or G0 = ker τ or some other group is an
extension of the form
(12.1) 0 −→ H −→ G0 −→ Z
[
1
d
] −→ 0.
We first state a proposition which is a variation of a result due to David Han-
delman [11, Proposition 10.1].
Proposition 12.1. Let E be an N × N matrix with integer entries and assume
det (E) 6= 0. Let f (x) = det (x1 − E) be the characteristic polynomial of E and let
f (x) = f1 (x) f2 (x) · · · fn (x) be the decomposition of f into irreducible polynomials
in Z [x]. Define
q (x) =
∏
i
|fi(0)|=1
fi (x) , p (x) =
∏
i
|fi(0)|6=1
fi (x) .
Then
p (E)ZN ⊆ {m ∈ ZN | q (E)m = 0} =⋂
k
EkZN .
Proof. The left inclusion follows from q (E) p (E) = f (E) = 0. Next note that
W =
{
m ∈ ZN | q (E)m = 0} is an E-invariant sublattice of ZN . Note that if
q (x) =
∑k
i=0 qix
i, then q0 = ±1, so we may assume q0 = −1, and hence m ∈ W if
and only if
m =
k∑
i=1
qiEim.
But then by iteration
m =
(
k∑
i=1
qiEi
)l
m
for l = 1, 2, . . . , and expanding those polynomials we see that
m ∈
⋂
l
ElZN .
Thus
W ⊆ V ≡
⋂
i
EiZN .
But V is also an E-invariant sublattice of ZN , and thus a free abelian group, and
the restriction of E to V is clearly surjective. Since E is injective, it follows that
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E|V is invertible and thus |det (E|V )| = 1. But the characteristic polynomial of E|V
is a factor of the characteristic polynomial of E, and since the constant term of the
former polynomial is ±1, it is a factor of q (x). It follows that q (E|V ) = 0, which
means V ⊆W . 
In order that an extension such as (12.1) shall be trivial, it is necessary that
G0 contain Z
[
1
d
]
as a subgroup. In order to decide that, the following more local
proposition is sometimes useful. The condition on L means that L ∼= ZM and that
L spans QM over Q.
Proposition 12.2. Let J0 be a nonsingular M ×M matrix with integer matrix
elements, and let L be a free abelian subgroup of rank M of QM . Consider the
additive subgroup
(12.2) G0 =
∞⋃
n=0
J−n0 L
of QM . Let d ∈ N be a number such that
(12.3) E = dJ−10
is a matrix with integer matrix elements. Assume that
(i) there is a prime factor f of the monic polynomial
det (λ1 − E) = (−λ)
M
detJ0
det
(
d
λ
1 − J0
)
such that |f (0)| = 1.
It follows that
(ii) G0 contains a subgroup isomorphic to Z
[
1
d
]
but (ii) does not imply (i) in general.
Remark 12.3. Let us exhibit a partial example showing that (ii) does not imply
(i). Let
J0 =

0 1 0 · · · 0 0
0 0 1 · · · 0 0
0 0 0
. . . 0 0
...
...
. . .
. . .
...
0 0 0 0 1
d 0 0 · · · 0 0

and L = ZM . Then JM0 = d1 , so G0 =
⋃
k J
−Mk
0 Z
M = Z
[
1
d
]M
and hence (ii)
holds. But since ⋂
k
EkZM =
⋂
k
EMkZM =
⋂
k
d(M−1)kZM = 0
it follows from the equivalent form (iii) of (i) in the proof below that (i) does not
hold.
Proof. We know from Proposition 12.1 that (i) is equivalent to
(iii)
⋂∞
k=1 E
kZM 6= 0.
We now argue that (iii) is equivalent to
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(iv)
⋂∞
k=1 E
kL 6= 0.
But since both L and ZM are the free abelian groups generated by M points in
QM , and there is an element of GL (Q,M) transforming these M -tuples into each
other, it follows that there is a natural number n such that
(12.4) L ⊆ 1
n
ZM and ZM ⊆ 1
n
L.
Thus the equivalence of (iii) and (iv) follows by linearity. Next, put
(12.5) H =
⋂
k≥0
dkG0.
Clearly, H is a subgroup of G0 containing 0. We now show
(12.6)
∞⋂
k
EkL ⊆ H.
But this follows from
∞⋂
k
EkL =
∞⋂
k
dkJ−k0 L ⊆
∞⋂
k
dkG0 = H.
But since (i) ⇔ (iv), it follows from (i) and (12.6) that H 6= 0. But if g ∈ H , then
d−kg ∈ G0 for all k by (12.5). Thus G0 contains a subgroup isomorphic to Z
[
1
d
]
.

CHAPTER 13
Classification of the AF-algebras AL with
rank (K0 (AL)) = 2
Let us consider matrices of the form (5.47) with N = 2,
(13.1) J =
(
m1 1
m2 0
)
,
where m1,m2 ∈ N. We divide the discussion into two cases.
Case 1. The Perron–Frobenius eigenvalue λ is rational, and thus λ ∈ N.
In this case one computes that J has the form
(13.2) J =
(
λ− k 1
kλ 0
)
, k = 1, . . . , λ− 1,
and the spectrum is
(13.3) spec (J) = {−k, λ} .
Referring to Theorem 7.5, we have D = 1, N = 2, and the triangular form (7.15)
is (with pa (x) = λx− 1):
(13.4)
(−k k
0 λ
)
.
Hence the invariants of Theorem 7.8 are:
(a) N = 2,
(b) Prim (kλ),
(c) Prim (k),
(c)′ Prim (λ),
(d) D = 1.
Furthermore, we will argue below that
(13.5) ker (τ) ∼= Z [ 1k ] , τ (K0 (A)) = Z [ 1λ ] ,
so K0 (A) is an extension of Z
[
1
λ
]
by Z
[
1
k
]
:
(13.6) 0 −→ Z [ 1k ] −→ K0 (A) −→ Z [ 1λ] −→ 0.
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To see this, one computes
(
λ− k 1
kλ 0
)−n
=
1
λ+ k
(
1 1
k −λ
)(
λ−n 0
0 (−k)−n
)(
λ 1
k −1
)(13.7)
=
1
λ+ k
(
λ−n+1 − (−k)−n+1 λ−n − (−k)−n
kλ−n+1 + λ (−k)−n+1 kλ−n + λ (−k)−n
)
=
1
λ+ k
(
λ−n+1 − (−k)−n+1 λ−n − (−k)−n
kλ
(
λ−n − (−k)−n
)
kλ
(
λ−n−1 − (−k)−n−1
)) .
Hence, using (13.7), one computes
g =
(
λ− k 1
kλ 0
)−n(
n1
n2
)
(13.8)
=
1
λ+ k
[
(λn1 + n2)λ
−n
(
1
k
)
+ (kn1 − n2) (−k)−n
(
1
−λ
)]
,
and thus, using (5.17),
(13.9) τ (g) =
(
1,
1
λ
)
g = (λn1 + n2)λ
−n−1.
This confirms (5.22): τ (K0 (A)) = Z
(
1
λ
)
, and we see that g ∈ ker (τ) if and only if
λn1 + n2 = 0, i.e., n2 = −λn1, so g ∈ ker (τ) if and only if
(13.10) g =
1
λ+ k
(kn1 + λn1) (−k)−n
(
1
−λ
)
= n1 (−k)−n
(
1
−λ
)
for an n1 ∈ Z, n ∈ N, which confirms ker (τ) ∼= Z
[
1
k
]
, so the sequence (13.6) is well
defined and exact.
Now, using (13.8) we can prove
Proposition 13.1. If G = K0 (A) is realized concretely in Q2 as above we have
(13.11)
Z
[
1
λ
](1
k
)
+ Z
[
1
k
] ( 1
−λ
)
⊆ G ⊆ 1
(λ+ k, λ)
Z
[
1
λ
] (1
k
)
+
1
(λ+ k, k)
Z
[
1
k
]( 1
−λ
)
,
where
(13.12) (n1, n2) =
n1
gcd (n1, n
∞
2 )
for n1, n2 ∈ N, where gcd (n1, n∞2 ) is the (unique) greatest common divisor of n1
and nm2 for large m. Furthermore an element a
(
1
k
)
+ b
(
1
−λ
)
of G is (nonzero)
positive if and only if
(13.13) a > 0.
In particular, the following conditions are equivalent:
(a) G = Z
[
1
λ
] (1
k
)
+ Z
[
1
k
]( 1
−λ
)
,
and
(b) Prim (λ+ k) ⊆ Prim (λ) ∩ Prim (k).
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G can also in general be characterized as the set of linear combinations of
elements of Z2 and the elements
(13.14)
1
λ+ k
(
λ−n − (−k)−n
kλ−n + (−k)−n λ
)
with integer coefficients, n = 1, 2, . . . .
In the special case
(13.15) Prim (λ) = Prim (k) ,
put
(13.16) λ0 =
∏
{p | p ∈ Prim (λ) = Prim (k)} .
Then
(13.17) G =
Z
[
1
λ0
]
Z
[
1
λ0
]
 ∼= Z [ 1λ0 ]2 .
Remark 13.2. Note that the condition (b) in Proposition 13.1 is equivalent to
each of the conditions
(c) Prim (λ+ k) ⊆ Prim (λ),
(d) Prim (λ+ k) ⊆ Prim (k).
Clearly (b) ⇒ (c) and (b) ⇒ (d). For (c) ⇒ (b), use k = (λ+ k)− λ, etc.
Proof. Setting n2 = −λn1 in (13.8) we obtain
(13.18) g =
1
λ+ k
(kn1 + λn1) (−k)−n
(
1
−λ
)
= n1 (−k)−n
(
1
−λ
)
and hence
(13.19) Z
[
1
k
] ( 1
−λ
)
⊆ G..
Next setting n2 = kn1 in (13.8) we obtain similarly
(13.20) g =
1
λ+ k
(λn1 + kn1)λ
−n
(
1
k
)
= n1λ
−n
(
1
k
)
,
so
(13.21) Z
[
1
λ
](1
k
)
⊆ G.
We conclude that
(13.22) Z
[
1
λ
](1
k
)
+ Z
[
1
k
] ( 1
−λ
)
⊆ G.
Conversely, if g ∈ G it follows from (13.8) that g has the form
(13.23) g = a
(
1
k
)
+ b
(
1
−λ
)
,
where the pair a, b has the form
(13.24) a =
1
λ+ k
(λn1 + n2)λ
−n, b =
1
λ+ k
(kn1 − n2) (−k)−n
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for suitable n1, n2 ∈ Z, n ∈ Z. But writing
a =
λm
λ+ k
(λn1 + n2)λ
−(n+m)
and choosing m large enough, it follows that
a ∈ 1
(λ+ k, λ)
Z
[
1
λ
]
,
and using the same reasoning on b, the inclusion
(13.25) G ⊆ 1
(λ+ k, λ)
Z
[
1
λ
](1
k
)
+
1
(λ+ k, λ)
Z
[
1
k
] ( 1
−λ
)
follows. Applying (5.17) and (5.34) to α = (1, 1/λ), it follows that g = a ( 1k ) +
b
(
1
−λ
)
is positive if and only if a > 0.
We have (λ+ k, k) = 1 if and only if Prim (λ+ k) ⊆ Prim (k), and hence (b)⇒
(a). But if (b) is not fulfilled, then (λ+ k, k) > 1 or (λ+ k, λ) > 1, and choosing
n1 = 0 (or n2 = 0) in (13.8) we see that G contains elements that are not in
Z
[
1
λ
]
( 1k ) + Z
[
1
k
] (
1
−λ
)
. Thus (a) ⇒ (b).
Next, define
(13.26) g (n1, n2, n) =
1
λ+ k
[
(λn1 + n2) λ
−n
(
1
k
)
+ (kn1 − n2) (−k)−n
(
1
−λ
)]
for n ∈ N, n1, n2 ∈ Z. Then
g (n1, n2, n) = n1g (1, 0, n) + n2g (0, 1, n)
and
g (1, 0, n+ 1) = g (0, 1, n) ,
so G is spanned over Z by Z2 and the elements
g (0, 1, n) =
1
λ+ k
(
λ−n
(
1
k
)
− (−k)−n
(
1
−λ
))
(13.27)
=
1
λ+ k
(
λ−n − (−k)−n
kλ−n + (−k)−n λ
)
.
It remains to prove the last statement in the proposition. So assume Prim (λ) =
Prim (k) and define λ0 by (13.16) as the product of the primes in this set. It follows
that the matrix elements in the left column of
J =
(
λ− k 1
kλ 0
)
all are divisible by λ0 and hence all matrix elements of J
2n are divisible by λn0 , i.e.,
λn0Z
2 ⊇ J2nZ2,
and hence, applying λ−n0 J
−2n to both sides,
J−2nZ2 ⊇ λ−n0 Z2.
It follows that
(13.28) G ⊇ Z
[
1
λ0
]
Z2 =
Z
[
1
λ0
]
Z
[
1
λ0
]
 .
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Conversely, G is spanned over Z by Z2 and the elements (13.14) for n = 1, 2, . . . .
But
1
λ+ k
(
λ−n − (−k)−n
kλ−n + (−k)−n λ
)
=
1
λnkn
1
λ+ k
(
kn − (−λ)n
kn+1 + (−1)n λn+1
)
(13.29)
=
(−1)n+1
λnkn
1
λ+ k
(
λn − (−k)n
−
(
λn+1 − (−k)n+1
))
.
But since λ = −k (mod λ + k), we have λn = (−k)n (mod λ + k), so the vec-
tor
1
λ+ k
(
λn − (−k)n
−
(
λn+1 − (−k)n+1
))
has integral components. It follows that the
elements (13.14) are contained in Z
[
1
λ0
]2
. Thus
(13.30) G ⊆ Z
[
1
λ0
]
.
Now, (13.28) and (13.30) finally establish (13.17). (The last argument was also
used in [13, Remark after Proposition 5].) 
In general, the sequence (13.6) does not split, i.e., there does not exist a well
defined homomorphism ψ : Z
[
1
λ
] → K0 (A) with τ ◦ ψ = id. (Well defined means
for example ψ (mλ−n) = ψ
(
(mλ) λ−n−1
)
.) In general, the class of K0 (A) in
Ext
(
Z
[
1
λ
]
,Z
[
1
k
])
depends on properties of the prime decompositions of λ and
k, and seems to have to be treated on a case-by-case basis. There are, however, two
special cases that behave nicely. The first of these is the last case in Proposition
13.1,
(13.31) Prim (λ) = Prim (k) .
Then
(13.32) K0 (G) =
(
Z
[
1
k
]
Z
[
1
k
]) = (Z [ 1λ]
Z
[
1
λ
])
with trace functional (1, 1/λ). Since the dimension group is a complete invariant,
the following Proposition ensues.
Proposition 13.3. Let J1, J2 be 2× 2 matrices of the form (13.1)–(13.2) and let
the subindices 1, 2 refer to J1, J2 respectively.
(a) If J1, J2 define isomorphic C
∗-algebras, then Prim (λ1) = Prim (λ2) and
Prim (k1) = Prim (k2).
(b) If Prim (k1) = Prim (k2) = Prim (λ2) = Prim (λ1), then J1, J2 define
isomorphic algebras.
In the latter case, the dimension group is
(13.33) G ∼= Z
[{
1
k | k ∈ Prim (λ1)
}]2
with positivity determined as follows: g = (g1, g2) ∈ G is positive if and only if
g1 + λ0g2 > 0, where λ0 =
∏
p∈Prim(λ1) p.
Proof. As already remarked, (a) is a special case of Theorem 7.5 and [13, Theorem
10]. As for (b), Proposition 13.1 shows that
(13.34) G1 = G2 = Z
[
1
λ0
]2
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as unordered groups, with positive cones determined by
(13.35) (Gi)+ =
{
g = (g1, g2) ∈ Gi | g1 + 1
λi
g2 > 0
}
.
But then the map
(13.36) (g1, g2) 7−→
(
g1,
λi
λ0
g2
)
defines an isomorphism of ordered groups G → Gi for i = 1, 2. Thus
(
Gi, (Gi)+
)
,
i = 1, 2, are both isomorphic to (G,G+), and Proposition 13.3 follows. 
The second special case that behaves nicely is when condition (b) in Proposition
13.1 is fulfilled, i.e., Prim (λ+ k) ⊆ Prim (λ) ∩ Prim (k). Let us first mention a
simple algorithm to construct all pairs (λ, k) of positive integers with 1 ≤ k ≤ λ−1
satisfying these properties: One first picks such a pair (λ′, k′) with gcd (λ′, k′) = 1,
then lets µ be the product of all the prime factors of λ′ + k′, and then the pair
λ = nµλ′, k = nµk′,
where n is an arbitrary positive integer, will have the property (b). One obtains all
pairs (λ, k) having the property (b) in this way, since given one such pair one may
divide by gcd (λ, k) to obtain (λ′, k′), and then get back to (λ, k) by the process
above.
As a simple example of the procedure above, take λ′ = 2 and k′ = 1. This gives
µ = 3, so all pairs
λ = n · 6, k = n · 3
are examples.
If (b) is fulfilled, there is an exact sequence
0 −→ Z [ 1k ] −֒→ G τ−→ Z [ 1λ] −→ 0
which splits. This is because G has the form (a) in Proposition 13.1, and one verifies
directly that the map
ψ : Z
[
1
λ
] −→ G : g −→ λg
λ+ k
(
1
k
)
is a section (it is well defined since Prim (λ+ k) ⊆ Prim (λ)). Hence we get a
different criterion from that in Proposition 13.3:
Proposition 13.4. Let J1, J2 be 2× 2 matrices of the form (13.1)–(13.2) and let
the subindices 1, 2 refer to J1, J2 respectively.
If Prim (k1) = Prim (k2) and Prim (λ1) = Prim (λ2), and
Prim (λi + ki) ⊆ Prim (λi) ∩ Prim (ki)
for i = 1, 2 (see Remark 13.2 after Proposition 13.1), then J1, J2 define isomorphic
algebras. Furthermore in this case the dimension group is
G ∼= Z
[
1
λ1
]
⊕ Z
[
1
k1
]
with positivity determined by positivity of the first coordinate.
Proof. This follows from the discussion before the Proposition. 
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Example 13.5. If
J1 =
(
6n1 1
3n1 0
)
J2 =
(
6n2 1
3n2 0
)
where the positive integers n1, n2 contain the same prime factors, then the corre-
sponding AF-algebras are isomorphic. The case n1 = 2, n2 = 4 is illustrated in
Figure 17, below.
Remark 13.6. If
J =
(
λ− k 1
λk 0
)
then the right Perron–Frobenius eigenvector v in (14.5) is v = ( 1k ) and hence
〈α v〉 = 1 + k
λ
=
λ+ k
λ
.
But if Prim (λ+ k) ⊆ Primλ, this number has a multiplicative inverse in Z [ 1λ ].
Hence the split property used in the proof of Proposition 13.4 can also be deduced
from Corollary 11.28.
Let us focus on an example of the use of Propositions 13.1 and 13.3: Consider
the list of matrices in Table 2, below. It follows from Proposition 13.3(a) that the
only candidates for nontrivial pairs defining isomorphic AF-algebras from this list
are
(13.37)
(
6 1
16 0
)
,
(
4 1
32 0
)
and
(13.38) J =
(
7 1
78 0
)
, J ′ =
(
1 1
156 0
)
.
The first of these pairs actually defines isomorphic algebras by Proposition 13.3(b).
(This was already proved in [13, Proposition 5].) For the latter of these pairs the
special criteria of Proposition 13.1 cannot be employed. But as 78 = 2 · 3 · 13 and
156 = 2 · 2 · 3 · 13 we have gcd (7, 78) = 1 and gcd (1, 156) = 1, and it follows
from Proposition 11.25 that deg J ′ = 156-degJ ′ = 1 = deg J = 78-degJ . But
m = lcm (78, 156) = 156 and hence we may apply Theorem 11.10 to the pair J , J ′.
Using the formula in Remark 13.6 we see that
〈α v〉 = 19
13
, 〈α′ v′〉 = 25
13
,
and hence
〈α v〉
〈α′ v′〉 =
19
25
/∈ Z [ 113] .
It follows from Theorem 11.10 that AJ and AJ′ are non-isomorphic.
Finally, note that the set of 2 × 2 matrices of the form (11.2), or (13.2), with
λ = m2, i.e., the matrices (
λ− 1 1
λ 0
)
for λ = 2, 3, 4, . . . all give rise to non-isomorphic algebras. This is proved in Section
2.
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1
12 6
150 72
1872 900
23364 11232
1
24 12
588 288
14400 7056
352656 172800
Figure 17. L = {1, . . . , 1︸ ︷︷ ︸
12
, 2, 2, 2, 2, 2, 2}, first column = (12 6)t
(left); L = {1, . . . , 1︸ ︷︷ ︸
24
, 2, . . . , 2︸ ︷︷ ︸
12
}, first column = (24 12)t (right). See
Example 13.5. These diagrams represent isomorphic algebras.
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Table 2. Prim invariants for various AL algebras with
rank (K0 (AL)) = 2.
Matrix (13.2):
(
λ−k 1
k·λ 0
)
Block form (13.4):
(−k k
0 λ
)
Prim (k) Prim (λ)
λ = 8 (
7 1
8 0
) (−1 1
0 8
)
∅ {2}
(
6 1
16 0
) (−2 2
0 8
)
{2} {2}
(
5 1
24 0
) (−3 3
0 8
)
{3} {2}
(
4 1
32 0
) (−4 4
0 8
)
{2} {2}
(
3 1
40 0
) (−5 5
0 8
)
{5} {2}
(
2 1
48 0
) (−6 6
0 8
)
{2, 3} {2}
(
1 1
56 0
) (−7 7
0 8
)
{7} {2}
λ = 13(
7 1
6 · 13 0
) (−6 6
0 13
)
{2, 3} {13}
(
1 1
12 · 13 0
) (−12 12
0 13
)
{2, 3} {13}
Case 2. The Perron–Frobenius eigenvalue λ is irrational, and hence in a quadratic
extension of Z, since λ satisfies a monic quadratic equation.
In this case, the exact sequence (5.31) is
0 −→ 0 −→ K0 (A) −→ Z
[
1
λ
] −→ 0,
soK0 (A) equals Z
[
1
λ
]
, in the sense of ordered groups. But since
(
K0 (A) ,K0 (A)+
)
is a complete invariant, and the ordered group Z [λ] determines 1/λ uniquely when
1/λ is in a quadratic extension of Q, it follows that the irrational number
1
λ
=
√
m21 + 4m2 −m1
2m2
is a complete invariant. But since the equation
1−m1x−m2x2 = 0
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for 1/λ is irreducible, and 1/λ is characterized as the positive solution of this
equation it follows that λ determines m1, m2 in this case. Conclusion:
Proposition 13.7. If
(13.39) J =
(
m1 1
m2 0
)
, J ′ =
(
m′1 1
m′2 0
)
are matrices with m1,m2,m
′
1,m
′
2 ∈ N and at least one of the numbers
√
m21 + 4m2
or
√
m′ 21 + 4m
′
2 is irrational, then the AF-algebra AJ is isomorphic to AJ′ if and
only if
(13.40) m1 = m
′
1 and m2 = m
′
2.
Finally, recall that if m1 = 1, m2 = m ∈ N, then AJ is the Pimsner–Voiculescu
algebra associated with the continued fraction
(13.41) λ =
m1 +
√
m21 + 4m2
2
= m1 +
m2
λ
= m1 +
m2
m1 +
m2
m1 +
m2
m1 + · · ·
;
see [75]. See Figure 2 for the special case m1 = m2 = 1.
CHAPTER 14
Linear algebra of J
We have introduced several parameters related to C∗-isomorphism invariants
on the AF-algebras AL, L = (L1, . . . , Ld) such that gcd (Li) = 1. Those parameters
compute out as shown in Table 3 for the examples in Figures 1–5 and 12. We have
included the value of d fromOd, and the Perron–Frobenius eigenvalue λ, in the table
(we have shown in Example 5.3 that d is not an invariant in general). The actual
invariants are Z
[
1
λ
]
, D, N , Prim (mN/RD), Prim (RD), while τ (v) is a restricted
invariant (see Theorems 7.8 and 11.10).
Remark 14.1. It is to be stressed that the parameters are computed for examples
(L1, . . . , Ld), subject to the restriction that the greatest common divisor is one,
i.e., gcd (Li) = 1. It is immediate from Chapter 3 that the pair of AF-algebras AL
and AsL computed from the two, (L1, . . . , Ld) and (sL1, . . . , sLd), are isomorphic.
But, in a sense, the two parameters N and ϕτ = λ
−1p′L
(
1
λ
)
scale by s. Since
Table 3. Some parameters related to invariants for various AL algebras.
Fig.
#
Equation d λ D N mN RD τ (v)
1 2x = 1 2 λ = 2 1 1 2 2 1
2 x+ x2 = 1 2 λ = 1+
√
5
2 2 2 1 1
5−√5
2 =
√
5
λ
3 2x4 + x5 + x8 = 1 4 λ = a−13 ,
a3 = 0.7549
∗
3 8 1 1 4 + a53 + 4a
8
3
≈ 4.6669
4 x2 + x3 = 1 2 λ = a−13
∗ 3 3 1 1 2 + a33
≈ 2.4302
5 x2 + x3 + x5 = 1 3 λ = a−1,
a = 0.6997
5 5 1 1 2 + a3 + 3a5
≈ 2.8459
x+ x5 = 1 2 λ = a−13
∗ 3 5 1 1 1 + 4a53
≈ 1.9805
x+ 4x3 = 1 5 λ = 2 1 3 4 2 2
3x2 + 2x3 = 1 5 λ = 2 1 3 2 2 94
12 x+ 3x3 + 2x4 = 1 6 λ = 2 1 4 2 2 178
12 3x2 + x3 + 2x4 = 1 6 λ = 2 1 4 2 2 198
x+ 2x3 + 4x4 = 1 7 λ = 2 1 4 4 2 94
3x2 + 4x4 = 1 7 λ = 2 1 4 4 2 52
∗ Note: x2 + x3 − 1 is a factor of both 2x4 + x5 + x8 − 1 and x+ x5 − 1; see lines 3, 4, 6.
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mN = |detJ |, mN does not. To see this, note that the scaling L 7→ sL, s ∈ N,
corresponds to a simple inflation of J , as illustrated by (s = 2):
m1 1 0m2 0 1
m3 0 0
 7−→

0 1 0 0 0 0
m1 0 1 0 0 0
0 0 0 1 0 0
m2 0 0 0 1 0
0 0 0 0 0 1
m3 0 0 0 0 0
 ,
and these matrices define isomorphic stable AF-algebras. (For the 6 × 6 matrix
the maps in the inductive sequence are not injective.) In the last example, to get
back from the inflated matrix to J , simply delete the rows numbered 1, 3, and 5
(shaded), and the columns numbered 2, 4, and 6.
Hence, to compute parameters for a general divisible (Li)-system, first pass to
(L′i) where L
′
i =
1
gcd(Lj)
Li, and then use the prescribed formulas (for the parame-
ters) on the (L′i)-system.
We next consider the following observation regarding the parameter τ (v).
Proposition 14.2 (Scaling Property for the Parameter). Let (L1, . . . , Ld) be given,
and let s ∈ Q+. Let τ (v) and τ (vs) be the respective numbers for L and sL, as
follows: let v ∈ RN satisfy Jv = λv, v1 = 1, where λ is the Perron–Frobenius
eigenvalue for αJ = λα. Then
(14.1) τ (v) = λ−1p′L
(
1
λ
)
where
(14.2) pL (x) =
d∑
i=1
xLi − 1,
and the corresponding number for sL is
(14.3) τ (vs) = sτ (v) .
Suppose deg (L) > 1. Let the other roots of pL (x) be {ai}Ld−1i=1 . Then, by the
assumptions,
∣∣a−1i ∣∣ < λ, and
p′L
(
e−βL
)
=
Ld−1∏
i=1
(
e−βL − ai
)
.
Proof. Writing J in the form
(14.4) J =

m1 1 0 · · · 0 0
m2 0 1 · · · 0 0
...
. . .
. . .
...
...
mN−2 0 0
. . . 1 0
mN−1 0 0 0 1
mN 0 0 · · · 0 0

,
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note that then (14.2) becomes
pL (x) =
N∑
j=1
mjx
j − 1,
and the eigenvector v may be computed by directly solving Jv = λv:
(14.5) v =

1
λ−m1
λ2 −m1λ−m2
λ3 −m1λ2 −m2λ−m3
...
λN−1 −m1λN−2 − · · · −mN−2λ−mN−1

∈ RN .
Since τ (x) = 〈α x〉, with α = (1, a, a2, . . . , aN−1), and a = 1λ , we get
τ (v) = 〈α v〉
= N − (N − 1)m1a− (N − 2)m2a2 − · · · − 2mN−2aN−2 −mN−1aN−1
= NmNa
N +m1a+ 2m2a
2 + · · ·+ (N − 1)mN−1aN−1
= ap′L (a) ,
where we used the fact that
m1a+m2a
2 + · · ·+mNaN = 1.
We claimed in (14.1)–(14.2) that τ (v) = ap′L (a), and this now follows. The scaling
property (14.3) is immediate from this. 
Corollary 14.3. Let J , J ′ be two matrices specified as in (14.4), and suppose they
have the same value for the rank N and the same Perron–Frobenius eigenvalue λ.
Let v, resp. v′, be the right Perron–Frobenius eigenvectors (with v1 = v
′
1 = 1).
Then
v = v′ ⇐⇒ J = J ′.
Proof. If v = v′, then recursion in (14.5) yields mi = m
′
i for i = 1, 2, . . . , N − 1.
Since N and λ take the same values on J and J ′, the identity (in each case),
λN−1 −m1λN−2 − · · · −mN−2λ−mN−1 = mN
λ
,
shows that then also mN = m
′
N , and therefore, by (14.4), J = J
′. The converse is
clear. 
CHAPTER 15
Lattice points
Let (Li)
d
i=1 be a standard system, and let AL be the corresponding AF-algebra.
We saw that the trace is unique and determined by the value of the Li’s. It is clear
that when (Li) is given (Li > 0 say), there is a unique β such that
∑d
i=1 e
−βLi = 1.
This means that xβ := e
−β is a root of
pL (x) = x
L1 + · · ·+ xLd − 1.
But with the restrictions Li ∈ N, L1 ≤ L2 < · · · ≤ Ld, it follows from Example 5.3,
and, later, Chapter 16, that the Li’s are not determined by β. We have already
seen examples illustrating that, up to the obvious permutations, there is for fixed
0 < x < 1 and d, a multiplicity of lattice points on the variety (Li) ⊆ Rd, Li > 0
with Perron–Frobenius eigenvalue 1/x. The pair of lattice points (2, 3), (1, 5) in
Figure 18 are on the same curve. For d = 2, we know of no other pair of distinct
lattice points over the 45◦ line lying on the same curve.
Example 15.1. Consider the AF-algebra of x2 + x3 = 1 in Figure 4. There
e−β = a ≈ 0.7549 is the positive root and pβ (x) := 1 − x2 − x3 is the minimal
polynomial. K0 of this example is therefore given by (5.26), and ker (τ) = 0. But
there is also an example for N = 5, J5 =
(
1 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
)
with the same β (and therefore
root a = e−β). Now for this related example, there are infinitesimal elements, i.e.,
ker (τ5) 6= 0 (in fact ker (τ5) ∼= Z2), and hence the corresponding two AF-algebras
are non-isomorphic. Specifically, ker (τ5) may be computed from (5.29) where the
restriction matrix J0 is
(
1 1
−1 0
)
. Since detJ0 = 1, it follows that ker (τ5) ∼= Z2, as
claimed.
The examples x5 + x − 1 and x3 + x2 − 1 show that we must at least add
N = N ′ as a condition for isomorphism, because these two have the same β. (In fact
x5 + x − 1 = (x3 + x2 − 1) (x2 − x+ 1).) The triangular form J5 = ( J0 Q0 JR
)
from Theorem 7.5 which corresponds to this factorization is
J :

J0 → −1 1 1 0 0 ← Q1 0 −1 0 0
0 0 0 1 0
0 0 1 0 1 ← JR0 0 1 0 0

and the three Prim-invariants from Theorem 7.8 are all ∅.
However, in Chapter 16, for d ≥ 5, we will give other examples of multiple
lattice points. (We also gave such examples in Example 5.3.) In those examples,
for each of the cases d = 5 and d = 6, there are three such multiple points on the
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1 2 3 4 5
1
2
3
4
5
L1
L2
x ≈ 0.7549
x =
√
5−1
2 ≈ 0.6180
x = 12
2−
√
2 = x
xց 0
xր 1
Figure 18. Examples from lattice points:
dL2
dL1
= −xL1−L2 .
e−β = 12 variety. There are others for different values of β, but none with d = 2.
The value of d is different for the two in the above pair; and if it is further assumed
that l = L1 + L2 be the same, convexity and symmetry show that there cannot be
double points.
For d = 2, the picture is as shown in Figure 18. There is some non-uniqueness
as follows: if
m1x
L1 +m2x
L2 + · · ·+mkxLk = 1
where Li,mi ∈ N, then, if Q (x) is any polynomial of the form
Q (x) = 1 +
∑k
m=1 nmx
Lm , where nm are positive integers, 0 ≤ nm ≤ Lm, then
Q (x)
(
m1x
L1 + · · ·+mkxLk − 1
)
= 0, which gives another polynomial of the form
above. Even the added condition ∑
i
mi = d
does not imply uniqueness, by Example 5.3 and Chapter 16.
CHAPTER 16
Complete classification in the cases λ = 2,
N = 2, 3, 4
The examples when the Perron–Frobenius eigenvalue λ = 2 entail some of the
essential features of the dimension groups associated with the corresponding AF-
algebras AL.
The construction in the examples below is a special case of the following: Let
p (x) ∈ Z [x] be given, and assume it is irreducible. Let N ∈ N, and let FN (p) be
the set of N ×N matrices over Z of the form
(16.1) J =

m1 1 · · · 0 0
m2 0
. . . 0 0
...
. . .
. . .
...
mN−1 0 0 1
mN 0 · · · 0 0

with mN ≥ 1, and mi ≥ 0, such that p (x) divides pJ (x) =
∑N
i=1mix
i − 1. We
saw that, for p (x) = 2x− 1, xN = #FN (2x− 1) is finite for all N = 2, 3, . . . . An
analogue of this holds true in general. If p (x) = x2 + x3 − 1 (see Example 5.3),
then F4 (p) = ∅, while x5 (p) = #F5 (p) = 2. The two elements of F5 (p) are
m1
m2
m3
m4
m5
 :

1
0
0
0
1
 ,

0
0
1
1
1
 ,
corresponding to isomorphic AL’s. This approach is in general most useful if p (x)
has the form
∑D
i=1 nix
i − 1 where the ni are nonnegative integers, nD 6= 0 and
gcd {i | ni 6= 0} = 1, because then we can say at the outset that the Perron–
Frobenius eigenvalue of (16.1) is 1/a, where a is the unique positive root of p (x).
For each N = 2, 3, 4, . . . , there is only a finite number xN of possibilities for
the matrix J . Since the matrix J is of the form (16.1) they are described by
the numbers mi of the first column. They are given by the following algorithm:
If Q1, . . . , QN−1 ∈ Z, and q (x) = 1 + QN−1x + · · · + Q1xN−1, then pL (x) =
(2x− 1) q (x) has the form
pL (x) = −1 +m1x+ · · ·+mNxN
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with mi ≥ 0, mN > 0 if and only if Q1 > 0 and
(16.2)

Q1 ≤ 2Q2,
Q2 ≤ 2Q3,
...
...
QN−2 ≤ 2QN−1,
QN−1 ≤ 2.
This is proved by simple algebra. The numbers xN are x2 = 2, x3 = 6, x4 = 26,
. . . . In a slightly more condensed form, the conditions are
0 < Q1 ≤ 2 ·Q2 ≤ 4 ·Q3 ≤ 8 ·Q4 ≤ · · · ≤ 2N−2 ·QN−1 ≤ 2N−1.
It follows that the specific cases may be summarized forN = 2, 3, and 4 (lexicographic
order from (16.2)):(
m1
m2
)
:
(
1
2
)
,
(
0
4
)∗
,(16.3) m1m2
m3
 :
11
2
 ,
10
4
 ,
03
2
 ,
02
4
 ,
01
6
 ,
00
8
∗ ,(16.4)
and 
m1
m2
m3
m4
 :

1
1
1
2
 ,

1
1
0
4
 ,

1
0
3
2
 ,

1
0
2
4
 ,

1
0
1
6
 ,

1
0
0
8
 ,

0
3
1
2
 ,

0
3
0
4

∗
,

0
2
3
2
 ,(16.5)

0
2
2
4
 ,

0
2
1
6
 ,

0
2
0
8

∗
,

0
1
5
2
 ,

0
1
4
4
 ,

0
1
3
6
 ,

0
1
2
8
 ,

0
1
1
10
 ,

0
1
0
12

∗
,

0
0
7
2
 ,

0
0
6
4
 ,

0
0
5
6
 ,

0
0
4
8
 ,

0
0
3
10
 ,

0
0
2
12
 ,

0
0
1
14
 ,

0
0
0
16

∗
.
But inspection reveals that, of the two N = 2 cases (16.3), only the first one has
Li-values with greatest common divisor equal to one. For the six N = 3 cases
(16.4), all but the last of them have this property. Finally, for the N = 4 examples
(16.5), the property holds for all but the 8th, 12th, 18th and the last one. Note
that the AL’s associated to the last vector in each of the three sequences are all
isomorphic, and isomorphic to the algebra defined by the constant 1× 1 incidence
matrix
(
2
)
, i.e., the Glimm algebra of type 2∞ illustrated in Figure 1. The algebras
corresponding to the third and seventh vectors in the N = 4 sequence (16.5) are
illustrated in Figure 12.
In order to distinguish the isomorphism classes of the remaining specimens, we
will use the invariants developed in Chapters 6–12. Since λ = 2 in these cases,
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we always have τ (K0 (AL)) = Z
[
1
2
]
and D = 1. Thus the invariants in Chapter
7 reduce to N , Prim (mN ), and Prim (QN−1) = Prim (mN/2). It follows from
Remark 11.15 that in these cases mN = 2 if and only if ker τ ∼= ZN−1, and then
Corollary 11.13 can be used to distinguish some cases. Here α =
(
1, 12 ,
1
4 , . . . ,
1
2N−1
)
by (5.17) and v is given by (14.5) with λ = 2. (The case λ = mN will be studied in
detail in Chapter 17.) We will also use some secondary invariants derived from the
groupG0 = ker τ , since of course any group invariant derived fromG0 is an invariant
for AL. Since G0 is a natural Z-module, the tensor product group G0 ⊗Zp (tensor
products as Z-modules) is a secondary invariant. For example Zq ⊗ Zp ∼= Zgcd(q,p),
Z⊗ Zp ∼= Zp and Z
[
1
q
]
⊗ Zp ∼= Z(p,q) where (p, q) = p/ gcd (p, q∞) is defined
by (13.12). For our specimens, it will be useful to use p = 2, and using (5.41):
G0 ∼= Z [x]upslope (p0 (x)), we obtain G0 ⊗ Z2 ∼= Z2 (x)upslope (p0,2 (x)) where p0,2 (x) is
the polynomial obtained from p0 (x) by reducing the coefficients modulo 2. Thus
G0⊗Z2 is the direct sum of a finite number of copies of Z2, and this finite number
is an invariant. See Corollary 8.9.
Then to work on the list (16.3)–(16.5).
Rank 2 (N = 2): By (16.3) there is only one specimen,
(
1
2
)
.
Rank 3 (N = 3): By (16.4), there are five specimens, which can first be classified
as follows:
Group
number
Prim (m3)
Prim (m3/2)
1
{2}
∅
11
2
(a) ,
03
2
(b) ,
2
{2}
{2}
10
4
(a) ,
02
4
(b) ,
3
{2, 3}
{3}
01
6
 .
For Group 1, we may use Corollary 11.13. But this was done already in
Example 11.29 with the result that these two specimens define non-isomorphic
algebras. (Specimen (b) will be considered further in Example 18.2.)
For Group 2, we compute, using (8.26) in Corollary 8.9,
Group 2 Specimen p0 (x) G0 ⊗ Z2
(a)
10
4
 2x2 + x+ 1 Z2
(b)
02
4
 2x2 + 2x+ 1 0
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and hence G0 is non-isomorphic for the two examples. (Specimen (a) here has
already been studied in Remark 9.3, and will again be considered in Example 18.1.)
We conclude that all the 5 specimens in the N = 3 case are mutually non-
isomorphic.
Rank 4 (N = 4): Here we have 22 specimens which can be divided into 6 groups
according to the invariants Prim (m4), Prim (m4/2):
Group
number
Prim (m4)
Prim (m4/2)
1
{2}
∅

1
1
1
2

(1)
1
0
3
2

(2)
0
3
1
2

(3)
0
2
3
2

(4)
0
1
5
2

(5)
0
0
7
2

(6)
2
{2}
{2}

1
1
0
4

(a)
1
0
2
4

(b)
1
0
0
8

(c)
0
2
2
4

(d)
0
1
4
4

(e)
0
1
2
8

(f)
0
0
6
4

(g)
0
0
4
8

(h)
3
{2, 3}
{3}

1
0
1
6

(a)
0
2
1
6

(b)
0
1
3
6

(c)
0
0
5
6

(d)
4
{2, 3}
{2, 3}

0
0
2
12

5
{2, 5}
{5}

0
1
1
10

(a)
0
0
3
10

(b)
6
{2, 7}
{7}

0
0
1
14

For Group 1, we may apply Corollary 11.13. Using (5.17) with e−β = 12 and
(14.5) together with pL (2) = 0, we compute for two general matrices of the form
(14.4) with N = 4 and λ = 2 that
〈α v〉 = 1
8
(4 (m1 +m2) + 3m3 + 2m4) .
For the 6 specimens in group 1 this leads to
〈α vi〉 = 13 + 2i
8
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for i = 1, 2, . . . , 6. It follows that
〈α vi〉
〈α vj〉 /∈ Z
[
1
2
]
whenever i 6= j, i, j = 1, . . . , 6. We conclude from Corollary 11.13 that all these 6
specimens define mutually non-isomorphic algebras AL, although each defines an
exact sequence of the form
0 −→ Z3 −→ G −→ Z [12] −→ 0.
In Group 2 there are 8 specimens. Let us compute the polynomial p0 (x) =
pL (x) / (2x− 1) for these, and use the result to compute G0 ⊗ Z2, where G0 =
ker τ = Z [x]upslope (p0 (x)), using (8.26) in Corollary 8.9. The result is exhibited in
Table 4 on the next page.
It follows from Table 4 that we can group the 8 specimens into 3 subgroups
with no isomorphism between the different subgroups:
Subgroup 1
(d):

0
2
2
4
 , (g):

0
0
6
4
 , (h):

0
0
4
8
 .
Here ker τ ⊗ Z2 = 0, so ker τ is a torsion-free abelian group of rank 3 such that all
the elements are divisible by 2, and also ker (τ) ⊆ Z [12]3. It follows that
ker τ = Z
[
1
2
]3
.
Thus G is an extension
0 −→ Z [ 12]3 −→ G −→ Z [ 12] −→ 0
in all three cases. But Ext
(
Z
[
1
2
]
,Z
[
1
2
]3)
= 0 by [20, Proposition VI.2.1]. (If one
assumes a priori that G is divisible by 2 this is trivial, but in the general case one
proceeds as follows: It is clear that Ext
(
Z
[
1
2
]
,Z
[
1
2
]3) ∼= Ext (Z [ 12] ,Z [ 12])3 (i.e.,
three copies). Assume that
(16.6) 0 −→ Z [ 12] −→M −→ Z [12] −→ 0
is an exact sequence of Z-modules. Since Z
[
1
2
]
= Z{2} (localized in {2}), Z
[
1
2
]
will
be Z-flat. Take the tensor product of (16.6) with Z
[
1
2
]
over Z to obtain
(16.7) 0 −→ Z [12] −→M ⊗Z Z [12 ] −→ Z [ 12] −→ 0,
which has to be isomorphic to (16.6). But (16.7) splits by the initial remark.) Thus
the three vectors in subgroup 1 define isomorphic algebras.
This can also be seen much more directly as follows: It follows directly from
Corollary 11.6 that G = Z
[
1
2
]4
for these three specimens (d,g,h) and the Perron–
Frobenius eigenvalue λ = 2 in all three cases, so it follows from (5.17) and (5.34)
that the three specimens are isomorphic.
Subgroup 2
(b):

1
0
2
4
 , (c):

1
0
0
8
 .
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Table 4. The specimens in Group 2 for Rank 4.
Group 2 Specimen p0 (x) G0 ⊗Z Z2
(a)

1
1
0
4
 1 + x+ x2 + 2x3 Z22
(b)

1
0
2
4
 1 + x+ 2x2 + 2x3= (1 + x) (1 + 2x3) Z2
(c)

1
0
0
8
 1 + x+ 2x2 + 4x3 Z2
(d)

0
2
2
4
 1 + 2x+ 2x2 + 2x3 0
(e)

0
1
4
4
 1 + 2x+ 3x2 + 2x3= (1 + x) (1 + x+ 2x2) Z22
(f)

0
1
2
8
 1 + 2x+ 3x2 + 4x3 Z22
(g)

0
0
6
4
 1 + 2x+ 4x2 + 2x3 0
(h)

0
0
4
8
 1 + 2x+ 4x2 + 4x3 0
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In specimen (b), p0 (x) = (1 + x)
(
1 + 2x2
)
so ker τ is given by an extension
0 −→ Z [ 12]2 −→ ker τ −→ Z −→ 0
(the right morphism is evaluation of the polynomial at −1, where p0 (−1) = 0).
By Z being a free Z-module, this extension automatically splits. In specimen (c),
p0 (x) = 1 + x+ 2x
2 + 4x3 is irreducible, and we have an exact sequence
0 −→ Z −→ ker τ −→ Z [ 12]2 −→ 0.
We will show that these specimens are non-isomorphic by using Corollary 11.22.
Let J correspond to specimen (b) and J ′ to specimen (c). By Proposition 11.25 we
have
{h ∈ F ′ | 8h = 0} = F ′3
and hence (11.84) is fulfilled:{
g ∈ G′ | 23g ∈ ZN} = G′3.
One now computes 〈α v〉 = 94 and 〈α′ v′〉 = 52 , so
〈α v〉
〈α′ v′〉 =
9
10
/∈ Z [ 12] .
It follows from Corollary 11.22 that there does not exist a unital morphism AJ →
AJ′ , and in particular specimens (b) and (c) are non-isomorphic.
Subgroup 3
(a):

1
1
0
4
 , (e):

0
1
4
4
 , (f):

0
1
2
8
 .
Specimen (e) has the reducible polynomial
p0 (x) = 2x
3 + 3x2 + 2x+ 1 = (x+ 1)
(
2x2 + x+ 1
)
so there is an exact diagram
(16.8)
0
↓
0 −→ Z −→ E −→ Z [ 12] −→ 0.↓
ker τ
↓
Z
↓
0
The horizontal sequence is described in detail in the end of Example 18.1. The
vertical sequence necessarily splits since Z is free, i.e.,
G0 = ker τ ∼= Z⊕ E.
Since p0 (1) = 0, evaluation at −1 gives a homomorphism ker (τ) → Z, which is
the lower vertical map in the diagram. Specimens (a) and (f) have irreducible p0-
polynomials, so there are no homomorphisms G→ Z, and therefore these are non-
isomorphic to specimen (e). But specimens (a) and (f) are mutually non-isomorphic
by Example 11.26. Hence all three specimens (a,e,f) are mutually non-isomorphic.
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Note also that for (e), it follows from Proposition 11.25 that
{
h ∈ F (e) | 4h = 0} =
F
(e)
2 and hence {
g ∈ F (e) | 4g = 0
}
= G
(e)
2 .
For this specimen we have
〈
α(e) v(e)
〉
=
(
1 12
1
4
1
8
)
1
2
3
2
 = 3
and since 〈
α(a) v(a)
〉
= 2 and
〈
α(f) v(f)
〉
=
13
4
,
it follows also directly from Corollary 11.22 and Remark 11.23 that these specimens
all are non-isomorphic.
In Group 3, there are 4 specimens. We compute the polynomial p0 (x) =
pL (x) / (2x− 1) for these, and use the result to compute G0⊗Z3, where G0 = ker τ
=Z [x]upslope (p0 (x)Z [x]), using (8.26) in Corollary 8.9.
Group 3 Specimen p0 (x) G0 ⊗ Z3
(a)

1
0
1
6
 1 + x+ 2x2 + 3x3 Z23
(b)

0
2
1
6
 1 + 2x+ 2x2 + 3x3 Z23
(c)

0
1
3
6
 1 + 2x+ 3x2 + 3x3 Z3
(d)

0
0
5
6
 1 + 2x+ 4x2 + 3x3= (1 + x) (1 + x+ 3x2) Z23
Thus we see immediately that specimen (c) is non-isomorphic to the three others.
Also, we see that specimen (d) permits a homomorphism from ker τ into Z, but
not the two others, so it remains to consider the pair (a,b). But for both these
specimens we have m4 = 6 and m3 = 1, so applying Proposition 11.25 we have
{h ∈ F | 6h = 0} = F1
for both. But this means that 6-deg J = deg J = 1 for both. But
〈
α(a) v(a)
〉
= 198
and
〈
α(b) v(b)
〉
= 238 , and hence Theorem 11.10 implies that there cannot be a
unital homomorphism from either of these specimens into the other. It follows that
the four specimens in this group are mutually non-isomorphic.
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Groups 4 and 6 have only one specimen each, so the basic invariants Prim (m4)
and Prim (m4/2) suffice to separate this group from the others.
In Group 5 there are two specimens,
(a):

0
1
1
10
 , (b):

0
0
3
10
 .
For both of these m4 = 10 and m3 6= 0 and m3 is mutually prime with m4. Thus
Proposition 11.25 implies that
10- deg J = deg J = 1
for both these specimens. But in this case
〈
α(a) v(a)
〉
= 278 and
〈
α(b) v(b)
〉
= 298 ,
and it follows from Theorem 11.10 that there are no unital homomorphisms from
one of these two into the other.
In summary, all the 22 permitted specimens in (16.5) are mutually non-isomorphic
except for one group of 3 isomorphic specimens, namely the ones in Subgroup 1 of
Group 2:
(16.9)

0
2
2
4
 ,

0
0
6
4
 ,

0
0
4
8
 .
These specimens are illustrated in Figure 19.
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1
2 2 4
2 2 4
2 8 4 8
8 8 12 8
8 28 24 32
28 40 48 32
40 104 88 112
104 168 192 160
168 400 368 416
400 704 752 672
704 1552 1472 1600
1552 2880 3008 2816
2880 6112 5920 6208
1
6 4
6 4
6 4
4 36 24
36 48 16
36 48 16
48 16 216 144
16 216 432 192
216 432 288 64
432 288 1360 864
288 1360 3456 1728
1360 3456 3456 1152
3456 3456 9312 5440
1
4 8
4 8
4 8
8 16 32
16 64 64
16 64 64
64 64 64 128
64 64 384 512
64 384 768 512
384 768 768 512
768 768 2048 3072
768 2048 6144 6144
2048 6144 9216 6144
Figure 19. L = {2, 2, 3, 3, 4, 4, 4, 4}; first column = (0 2 2 4)t
(left); L = {3, 3, 3, 3, 3, 3, 4, 4, 4, 4}; first column = (0 0 6 4)t (cen-
ter); L = {3, 3, 3, 3, 4, 4, 4, 4, 4, 4, 4, 4}; first column = (0 0 4 8)t
(right): The three isomorphic algebras in the final summary of
Chapter 16 (see (16.9)).
CHAPTER 17
Complete classification in the case λ = mN
We will now continue the study of the case λ = mN begun in Corollary 11.13,
Lemma 11.14 and Proposition 11.16. We will introduce a new invariant I (J) in
(17.12) and Corollary 17.6 below. In the case N = 1, the invariant always has the
value 1 (Section 1), but in the case N = 2, the invariant separates all specimens
in this class, so they are all non-isomorphic (Section 2). More interestingly, in the
case N = 3, the pair (Primλ, I (J)) turns out to be a complete invariant (Theorem
17.14), and this can be used to exhibit nontrivial pairs of 3×3 matrices in this class
giving isomorphic algebras. It is curious that for N = 3, the equality I (J) = I (J ′)
forces λ to be unequal to λ′ (unless J = J ′; Proposition 17.13). For N = 4 we
do exhibit an isomorphic pair with λ = λ′, and we present a proof of K.H. Kim
and F. Roush that (N,Primλ, I (J)) is a complete invariant in general for the class
λ = mN (Theorem 17.18). In this class, it also turns out that (N,Primλ, I (J)) is
a complete invariant for stable isomorphism (see Corollary 17.21).
Lemma 17.1. Let J be a matrix of the form (11.2), and assume that the Perron–
Frobenius eigenvalue λ of J is equal to mN . It follows that
(17.1) G :=
⋃
n
J−nZN = ZN + Z
[
1
λ
]
v,
where v is the right Perron–Frobenius eigenvector given by (14.5).
Proof. Clearly ZN ⊆ G and v ∈ ZN , so J−nv = λ−nv ∈ G, and hence
(17.2) ZN + Z
[
1
λ
]
v ⊆ G.
Since G is the smallest J−1-invariant subgroup of QN , in order to show the converse
inclusion it suffices to show that
(17.3) J−1
(
ZN + Z
[
1
λ
]
v
) ⊆ ZN + Z [ 1λ]v.
But as J−1v = 1λv, it suffices to show that
(17.4) J−1ZN ⊆ ZN + Z [ 1λ]v.
Then it suffices to show that the right column vector in J−1 in (5.49) is in ZN +
Z
[
1
λ
]
v. But using mN = λ and (14.5) we see that this column vector has the form
λ−1v+m, wherem ∈ ZN . This proves (17.4) and thus Lemma 17.1 is proved. 
Lemma 17.2. Let J be a matrix of the form (11.2), and assume that λ = mN .
Let v be the right Perron–Frobenius eigenvector of J normalized as in (14.5). It
141
142 REPRESENTATION THEORY AND NUMERICAL AF-INVARIANTS
follows that v has the form
(17.5) v =

1
v2
...
vN−1
1

where
(17.6) vi+1 = λvi −mi
for i = 1, 2, . . . , N − 1.
Proof. This is an immediate consequence of (11.40) and (11.41) in the proof of
Lemma 11.14. 
Lemma 17.3. Let J , λ = mN , v be as in Lemma 17.2 and define the (N − 1)×N
matrix Mv by
(17.7) Mv =

v2 −1 0 · · · 0 0
v3 0 −1 0 0
...
...
. . .
...
vN−1 0 0 −1 0
1 0 0 · · · 0 −1
 .
Then
(17.8) G :=
⋃
n
J−nZN =
{
x ∈ Z [ 1λ ]N ∣∣Mvx ∈ ZN−1} .
Proof. Let v⊥ =
{
y ∈ ZN | 〈y v〉 = 0}. We will also prove that
(17.9) G =
{
x ∈ Z [ 1λ ]N ∣∣ ∀y ∈ v⊥ : 〈y x〉 ∈ Z}
by establishing the following relations between the right-hand sets of (17.1), (17.8)
and (17.9):
(17.1)R ⊆ (17.9)R ⊆ (17.8)R ⊆ (17.1)R.
The first inclusion to the left is immediate, and since the vectors
(v2,−1, 0, . . . , 0) , (v3, 0,−1, 0, . . . , 0) , . . . , (1, 0, . . . , 0,−1)
are all in v⊥ by (17.5), the second inclusion follows. But if x ∈(17.8)R, then
x1 ∈ Z
[
1
λ
]
x2 = v2x1 +m2
x2 = v3x1 +m3
...
...
xN−1 = vN−1x1 +mN−1
xN = x1 +mN = vNx1 +mN
where m2, . . . ,mN ∈ Z, and hence x =m+ x1v ∈(17.1)R. 
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Lemma 17.4. Let J , J ′ be as in Lemma 17.2, and assume that there is an isomor-
phism θ : G→ G′ (and thus N = N ′, Prim (λ) = Prim (λ′)). Let Λ ∈ GL (N,Z [ 1λ ])
be the matrix in Proposition 11.7 implementing the isomorphism. It follows that
(17.10) Λv = ξv′
where ξ is an element of Z
[
1
λ
]
with multiplicative inverse (i.e., ξ is a product of
powers of the primes in Prim (λ)).
Proof. By Lemma 17.1 we have
G = ZN + Z
[
1
λ
]
v,
G′ = ZN + Z
[
1
λ
]
v′,
so
Dλ (G) = Z
[
1
λ
]
v,
and
Dλ (G
′) = Z
[
1
λ
]
v′
(see (11.57) for the definition of Dλ). But θ must map Dλ (G) onto Dλ (G
′), from
which the assertion follows. 
Note that Lemma 17.4 immediately gives a strengthening of Corollary 11.13.
But we will do better: see Lemma 17.9.
Corollary 17.5. Let J , J ′ be matrices of the form (11.2) with mN = λ and
mN ′ = λ
′. If there is a unital isomorphism AJ → AJ′ , then N = N ′, Prim (λ) =
Prim (λ′) = {p1, . . . , pn}, and there are integers m1, . . . ,mn such that
(17.11)
〈α v〉
〈α′ v′〉 = p
m1
1 p
m2
2 · · · pmnn .
Proof. We have N = N ′ and Prim (mN ) = Prim (m′N ′) by Theorem 7.8. From
(17.10) and Proposition 11.7, it follows that
〈α v〉 = 〈α′ Λv〉 = 〈α′ ξv′〉 = ξ 〈α′ v′〉 .

We will now give a useful alternative form of Corollary 17.5 by means of the
number
(17.12) I (J) =
N∑
i=1
viλ
N−i = λN−1 + v2λN−2 + · · ·+ vN−1λ+ 1,
where v1 = 1, v2, . . . , vN−1, vN = 1 are the components of the right Perron–
Frobenius eigenvector in Lemma 17.2. The next corollary says that I (J) is an
invariant in the context λ = mN .
Corollary 17.6. Let J , J ′ be matrices of the form (11.2) with mN = λ and
m′N ′ = λ
′. If AJ is isomorphic to AJ′ then
(17.13) I (J) = I (J ′) .
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Proof. Using Lemma 7.2 and (17.5) we have
〈α v〉 = 1 + v2 1
λ
+ · · ·+ vN−1 1
λN−2
+
1
λN−1
=
1
λN−1
(
λN−1 + v2λN−2 + · · ·+ vN−1λ+ 1
)
,
and a similar expression is valid for 〈α′ v′〉. Combining this with (17.11) we find
an element ξ′ ∈ Z [ 1λ ] with a multiplicative inverse such that
ξ′
(
λN−1 + v2λN−2 + · · ·+ vN−1λ+ 1
)
=
(
λ′N−1 + v′N−22 + · · ·+ v′N−1λ′ + 1
)
.
Now, we may find two disjoint subsets of {p1, . . . , pn}, say P+ and P−, such that
ξ′ =
∏
p∈P+
pn(p)
∏
q∈P−
q−n(q),
where n (p) ∈ N, n (q) ∈ N. The relation above may be written∏
p∈P+
pn(p)
(
λN−1 + v2λN−2 + · · ·+ vN−1λ+ 1
)
=
∏
q∈P−
qn(q)
(
λ′N−1 + v′2λ
′N−2 + · · ·+ v′N−1λ′ + 1
)
.
Since the primes p1, . . . , pn are all distinct, and all of them are factors of both λ
and λ′, and thus none of them are factors of the polynomials (· · ·+ 1) above, it
follows that P+ = P− = ∅. Thus ξ′ = 1. But this means
λN−1 〈α v〉 = λ′N−1 〈α′ v′〉
and
I (J) = λN−1 + v2λN−2 + · · ·+ vN−1λ+ 1(17.14)
= λ′N−1 + v′2λ
′N−2 + · · ·+ v′N−1λ′ + 1
= I (J ′) . 
Under some circumstances, Corollary 17.6 can be used to give more amenable
conditions for isomorphism.
Corollary 17.7. Let J , J ′ be matrices of the form (11.2) with mN = λ and
m′N ′ = λ
′.
If there is a unital isomorphism AJ → AJ′ and λ = λ′, then
(17.15) 〈α v〉 = 〈α′ v′〉 .
If there is a unital isomorphism AJ → AJ′ and λ′ is an integer multiple of λ,
then
(17.16) λ = λ′.
Proof. The first statement follows from the formula
〈α v〉 = λ−(N−1)I (J)
in the beginning of the proof of Corollary 17.6, as well as from the corollary itself,
and the fact that N is an isomorphism invariant (Theorem 7.8).
For the second statement, note that (17.13) implies
(17.17) v2λ
N−2 + · · ·+ vN−1λ = λ′N−1 − λN−1 +
(
v′2λ
′N−2 + · · ·+ v′N−1λ′
)
,
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and the expression in parentheses is positive. We have assumed that λ′ is an integer
multiple of λ, and if this multiple is > 1 we will show the contradiction
(17.18) v2λ
N−2 + · · ·+ vN−1λ < λ′N−1 − λN−1.
This will prove the lemma. Since
v2λ
N−2 + · · ·+ vN−1λ ≤ λλN−2 + λ2λN−3 + · · ·+ λN−2λ(17.19)
= (N − 2)λN−1
by (14.5), (17.18) will follow if we can show that
(N − 1)λN−1 ≤ λ′N−1 − λN−1
or
(N − 1) < (λ′/λ)N−1 .
But as λ′ is an integer multiple of λ, this says
(N − 1) < 2N−1,
which is obvious when N > 1. 
Lemma 17.8. Adopt the assumptions and notation in Lemma 17.1. Then G has
a direct sum decomposition
(17.20) G = ZN−1 ⊕ Z [ 1λ]v,
where ZN−1 identifies with the elements of ZN with zero first coordinate. If α =(
1, 1λ , . . . ,
1
λN−1
)
and β =
(
1
λ ,
1
λ2
, . . . , 1
λN−1
)
, an element x ⊕ ξv of G is positive if
and only if 〈β x〉+ ξ 〈α v〉 > 0.
Proof. Put H = ZN−1 ⊕ Z [ 1λ]v. Since v1 = 1, this sum is really direct, and it
follows from (17.1) thatH ⊆ G. Conversely, if y+ξv ∈ G, define ξ′ = ξ+y1 ∈ Z
[
1
λ
]
and write y + ξv = (y − y1v) + ξ′v. But y − y1v ∈ ZN−1 since v1 = 1, and hence
y+ ξv = (y − y1v)+ ξ′v ∈ ZN−1+Z
[
1
λ
]
v. Thus G ⊆ H and G = H . Since x ∈ G
is positive if and only if 〈α x〉 > 0 the last statement is clear. 
Lemma 17.9. Let J , J ′ be matrices of the form (11.2) with λ = mN and λ′ = m′N ′ ,
Prim (λ) = Prim (λ′), N = N ′, and I (J) = I (J ′), so that
(17.21)
G = ZN + Z
[
1
λ
]
v = ZN−1 ⊕ Z [ 1λ]v,
G′ = ZN + Z
[
1
λ
]
v′ = ZN−1 ⊕ Z [ 1λ]v′
by Lemma 17.1 and Lemma 17.8. Then any unital order isomorphism θ : G → G′
has the form
(17.22) θ (x, ξv) =
(
Ax,
(
η (x) + ξλ′N−1λ−(N−1)
)
v′
)
relative to the right decompositions, where
A ∈ GL (N − 1,Z) ,(17.23)
η ∈ Hom (ZN−1,Z [ 1λ]) ,(17.24)
〈β x〉 = 〈β′ Ax〉+ η (x) 〈α′ v′〉 ,(17.25)
Av¯ = v¯′ and η (v¯) = λ′N−1λ−(N−1) − 1(17.26)
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where
(17.27) v¯ =

v2
...
vN−1
1
 and v¯′ =

v′2
...
v′N−1
1
 .
Conversely, if (A, η) satisfies (17.23)–(17.26), then (17.22) defines a unital order
isomorphism G→ G′.
Proof. Let Λ ∈ GL (N,Z [ 1λ]) be the matrix in Proposition 11.7 implementing the
isomorphism. By Lemma 17.4, Λv = ξv′, and by the proof of Corollary 17.5,
ξ =
〈α v〉
〈α′ v′〉 =
λ−(N−1)I (J)
λ′ −(N−1)I (J ′)
= λ′N−1λ−(N−1),
and thus
(17.28) Λv = λ′N−1λ−(N−1)v′.
This shows that
θ (ξv) = ξλ′N−1λ−(N−1)v′
for all ξ ∈ Z [ 1λ ]. Furthermore we must have
(17.29) θ|ZN−1 = A⊕ η ( · )v′,
where A ∈ MN−1 (Z) and η ∈ Hom
(
ZN−1,Z
[
1
λ
])
. Now, (17.22) follows from
(17.28) and (17.29). For θ to be onto, A must be surjective and hence A ∈
GL(N,Z). The condition (11.14)(2) in Proposition 11.7 is equivalent to
〈β x〉+ ξ 〈α v〉 = 〈β′ Ax〉 + 〈α′ η (x)v′〉+ ξλ′N−1λ−(N−1) 〈α′ v′〉
for all x ⊕ ξv ∈ ZN−1 ⊕ Z [ 1λ]v and since λN−1 〈α v〉 = I (J) = I (J ′) =
λ′N−1 〈α′ v′〉, this is (17.25). Finally noting that
1
0
...
0
 = v − v′,
(17.26) is a transcription of (11.14)(5):
Λv − Λv¯ = λ′N−1λ−(N−1)v′ − (Av¯, η (v¯)v′)
=
(
−Av¯,
(
−η (v¯) + λ′N−1λ−(N−1)v′
))
.
But since Λ
(
1
0...
0
)
=
(
1
0...
0
)
, this is equal to
v′ − v¯′ = (−v¯′,v′) ,
which is equivalent to (17.26).
For the converse statement, one has to verify that if θ is defined by (17.22),
then θ satisfies the conditions in Proposition 11.7, but this follows by the same
computations as above. (Note that as θ (G) = G′, the conditions (3) and (4) in
Proposition 11.7 are automatic. To show θ (G) = G′, note first that θ
(
Z
[
1
λ
]
v
)
=
Z
[
1
λ
]
v′, and next, since A is onto, there is for any m ∈ ZN−1 an n ∈ ZN−1 with
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An =m, but then θ (n⊕ (−η (m)v)) = Av⊕ 0 =m⊕ 0, thus θ is surjective. It is
clearly injective.) 
Note that Lemma 17.9 hints at a method of constructing unital order isomor-
phisms (A, η). First find an A ∈ GL (N − 1,Z) satisfying Av¯ = v¯′, and then solve
(17.25) for η (x). However, one then has to check (17.24) and the remaining condi-
tion in (17.26), and these conditions are very restrictive. This is illustrated by the
following lemma.
Lemma 17.10. Adopt the notation and general assumptions in Lemma 17.9. If
(A, η) is a solution of the conditions (17.23)–(17.26), then
(17.30) η
(
ZN−1
) ⊆ (gcd (λ, λ′)
λ
)N−1
Z,
and thus one may without loss of generality replace (17.24) by
(17.31) η ∈ Hom
(
ZN−1,
(
gcd (λ, λ′)
λ
)N−1
Z
)
.
In particular, if λ = λ′, then
(17.32) η ∈ Hom (ZN−1,Z) .
Proof. Note first that by the beginning of the proof of Lemma 17.7, 〈α′ v′〉 has
the form
(17.33) 〈α′ v′〉 = (aλ+ 1)
λ′N−1
=
I (J ′)
λ′N−1
,
where a is a positive integer. But it follows from (17.25) that
η (x) =
(〈β x〉 − 〈β′ Ax〉)
〈α′ v′〉
=
λ′N−1 (〈β x〉 − 〈β′ Ax〉)
I (J ′)
⊆ λ
′N−1 ( 1
λN−1
Z+ 1
λ′N−1
Z
)
I (J ′)
=
((
λ′
λ
)N−1
Z+ Z
)
I (J ′)
=
gcd (λ, λ′)N−1
λN−1I (J)
Z.
But on the other hand
η (x) ∈ Z [ 1λ]
by (17.24), and since I (J) = (aλ′ + 1) is mutually prime with λ, (17.30) follows.
The remaining statements in Lemma 17.10 are obvious. 
Note that among the solutions of the relations in Lemma 17.9 one can always
look for one of them with η = 0. Because of (17.26) such solutions only exist if
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λ = λ′, and then A must satisfy
(17.34)

A ∈ GL (N − 1,Z)
〈β A = 〈β
Av¯ = v¯′.
Thus if λ = λ′, the existence of an A with the properties in (17.34) is a sufficient
condition for isomorphism. We next formulate a rather complicated condition which
is both sufficient and necessary for general λ, λ′.
Lemma 17.11. Adopt the notation and general assumptions in Lemma 17.9. Then
a necessary and sufficient condition that G and G′ are unital order isomorphic
is that there exists an integer (N − 1) × (N − 1) matrix A = [aij ]Ni,j=1 with the
properties
A ∈ GL (N − 1,Z) ,(17.35)
λ′N−1λ1−i −
N∑
j=2
ajiλ
′N−j ∈ I (J)Z [ 1λ] for i = 2, 3, . . . , N,(17.36)
Av¯ = v¯′.(17.37)
Thus a necessary condition for isomorphism is that
(17.38) λ′N−1λ1−N ∈ I (J)Z [ 1λ]+ Z.
Remark 17.12. Note that since all the terms on the left side of (17.36) are integers
except λ1−i, and I (J) is mutually prime with λ and λ′, and Z
[
1
λ
]
is closed under
division by λ, the condition (17.36) can be formulated in the following more user-
friendly way:
(17.39) λi−1
N∑
j=2
ajiλ
′N−j ∈ λ′N−1 + I (J)Z
for i = 2, 3, . . . , N .
Proof. We know that the conditions (17.23)–(17.26) in Lemma 17.9 are necessary
and sufficient. But with A given, one may use (17.25) to define η,
η (x) =
〈β x〉 − 〈β′ Ax〉
〈α′ v′〉
=
λ′N−1 (〈β x〉 − 〈β′ Ax〉)
I (J ′)
and since I (J ′) = I (J) is relatively prime to both λ and λ′, we see that (17.36)
is necessary and sufficient for (17.24) by putting x = e2, e3, . . . , eN . Finally if η is
defined as above we have
η (v¯) =
λ′N−1 〈β v¯〉 − λ′N−1 〈β′ v¯′〉
I (J)
=
λ′N−1 (〈α v〉 − 1)− λ′N−1 (〈α′ v′〉 − 1)
I (J)
=
λ′N−1λ−(N−1)I (J)− I (J)
I (J)
= λ′N−1λ−(N−1) − 1,
17. COMPLETE CLASSIFICATION IN THE CASE λ = mN 149
so the last condition in (17.26) is fulfilled.
Finally, (17.38) follows by putting i = N in (17.36). 
We will now apply this theory to more specific examples.
1. The case N = 1
Here one has λ = mN automatically, and the corresponding C
∗-algebra AL is
the UHF-algebra of Glimm type λ∞ [47]. Thus the algebras corresponding to λ
and λ′ are isomorphic if and only if Prim(λ) = Prim (λ′). (Note that I (J) = 1 in
all these cases, so this invariant does not separate isomorphism classes.)
2. The case N = 2
Here it follows from (13.2) that the possible J ’s with N = 2 and λ = mN are
(17.40) J =
(
λ− 1 1
λ 0
)
for λ = 2, 3, . . . . By Lemma 17.2, v = ( 11 ), and by (17.12),
(17.41) I (J) = λ+ 1.
It follows from Corollary 17.6 that all the algebras corresponding to (17.40) for
λ = 2, 3, 4, 5, . . . are pairwise non-isomorphic.
3. The case N = 3
Using Lemma 17.2 one observes that if λ ∈ {2, 3, . . .} is given and λ = m3,
then J has the form
(17.42) J =
 λ− v2 1 0λv2 − 1 0 1
λ 0 0
 with v =
 1v2
1

where 1 ≤ v2 ≤ λ. Using (17.12) one computes
I (J) = λ2 + v2λ+ 1.
Hence an immediate corollary of Corollary 17.6 is:
Proposition 17.13. If J , J ′ are matrices of the form (17.42) with λ = λ′ and
N = 3, then AJ and AJ′ are isomorphic if and only if J = J
′. The same is true if
one λ is an integer multiple of the other.
Proof. The last statement follows from Lemma 17.7, (17.16). 
Let us now look at the example
λ = 48 = 24 · 3, λ′ = 54 = 2 · 33.
Then one computes that I (J) = I (J ′) for exactly the following four pairs:
v2 15 24 33 42
v′2 2 10 18 26
In general the solutions of (17.39) together with (17.35) and (17.37) in Lemma
17.11 may be found as follows.
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Let A =
(
a b
c d
)
=
(
a22 a23
a32 a33
)
. Then (17.37) is fulfilled if and only if
b = v′2 − av2,
d = 1− cv2,
and then (17.35) holds if and only if
detA = a− cv′2 = ±1,
and it follows that the conjunction of (17.35) and (17.37) is valid if and only if
(17.43) A =
(
cv′2 ± 1 v′2 − cv2v′2 ∓ v2
c 1− cv2
)
for an integer c. To determine this integer, we use (17.39) to deduce (for i = 2, 3):
cλ (v′2λ
′ + 1) ∈ (∓λ+ λ′)λ′ + I (J)Z,(17.44)
cv2λ
2 (v′2λ
′ + 1) ∈ (v′2 ∓ v2)λ2λ′ + λ2 − λ′ 2 + I (J)Z,(17.45)
where
(17.46) I (J) = λ2 + v2λ+ 1 = λ
′ 2 + v′2λ
′ + 1 = I (J ′) .
Now, let us note that (17.45) actually follows from (17.44), with the same c. This
is because (17.44) implies that
cλ (v2λ) (v
′
2λ
′ + 1) ⊆ v2λ (∓λ+ λ′)λ′ + I (J) v2λZ(17.47)
⊆ v2λ (∓λ+ λ′)λ′ + I (J)Z.
But note that
D := v2λ (∓λ+ λ′)λ′ −
(
(v′2 ∓ v2) λ2λ′ + λ2 − λ′ 2
)
= v2λλ
′ 2 − v′2λ2λ′ − λ2 + λ′ 2.
As I (J) = λ2 + v2λ+ 1 = λ
′ 2 + v′2λ
′ + 1 = I (J ′) we have that
λ2 − λ′ 2 = v′2λ′ − v2λ,
and hence
D = v2λλ
′ 2 − v′2λ2λ′ − v′2λ′ + v2λ
= v2λ
(
λ′ 2 + 1
)− v′2λ′ (λ2 + I)
= v2λI (J
′)− v2λv′2λ′ − v′2λ′I (J) + v′2λ′v2λ
∈ I (J)Z.
Thus (17.45) follows from (17.44), i.e., the two conditions (17.44) and (17.45) are
equivalent to (17.44) alone. But now observe that
v′2λ
′ + 1 = I (J ′)− λ′ 2,
and hence (17.44) is equivalent to
−cλλ′ 2 ∈ (∓λ+ λ′)λ′ + I (J)Z.
Since λλ′ 2 is relatively prime to I (J), it follows from the Euclidean algorithm
within Z that this relation always has a solution c in Z! Thus we have proved:
Theorem 17.14. If J , J ′ are matrices of the form (17.42), the following conditions
are equivalent.
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(a) AJ and AJ′ are isomorphic.
(b) Prim (λ) = Prim (λ′) and I (J) = λ2 + v2λ+ 1 = λ′ 2 + v′2λ
′ + 1 = I (J ′).
Proof. The necessity of the conditions was established in Theorem 7.8 and Corollary
17.6. The sufficiency follows from Lemma 17.11 as argued before the theorem. 
Remark 17.15. It follows from the argument that the A ∈ GL (2,Z) and the
η ∈ Hom (ZN−1,Z [ 1λ]) corresponding to the isomorphism can and must be taken
to be
A =
(
cv′2 ± 1 v′2 − cv2v′2 ∓ v2
c 1− cv2
)
,
where c is any solution of
cλλ′ 2 ∈ (±λ− λ′)λ′ + I (J)Z
and η is then defined by (17.25).
In particular the four pairs mentioned after Proposition 17.13 define isomorphic
algebras. For example, the algebra defined by
J =
 33 1 0719 0 1
48 0 0
 with λ = 48 and v =
 115
1

is isomorphic to
J ′ =
 52 1 0107 0 1
54 0 0
 with λ′ = 54 and v′ =
12
1
 .
Here I (J) = I (J ′) = 3025, and the Euclidean algorithm gives
c = −313308 = 1292 (mod 3025)
and thus one A that can be used is
A =
(
2585 −38773
1292 −19379
)
.
4. The case N ≥ 4
In this section we prove that Theorem 17.14 remains valid also in the general
λ = mN case, i.e., {N,Primλ, I (J)} is a complete invariant. If A is a matrix in
MN−1 (Z) of the form
(17.48) A =
(
a2 a3 · · · aN
)
in terms of column vectors a2, . . . , aN , then an easy computation shows that Av =
v′ as in (17.37) if and only if
(17.49) aN = v
′ − v2a2 − v3a3 − · · · − vN−1aN−1.
Thus condition (17.35) says that
(17.50) det
(
a2 a3 · · · aN−1 v′
)
= ±1,
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and what remains is to choose a2, a3, . . . , aN−1 such that (17.39) is satisfied. For
example, try
(17.51) A =

a2 0 · · · 0 v′2 − a2v2
0 a3 0 v
′
3 − a3v3
...
. . .
...
0 0 aN−1 v′N−1 − aN−1vN−1
c2 c3 · · · cN−1 1− c2v2 − c3v3 − · · · − cN−1vN−1
 .
Fixing c2, c3, . . . , cN−1, one may now choose aN−1, aN−2, . . . , a2 successively such
that the determinant of the lower right k × k matrix is 1 for k = 2, 3, . . . , N − 1.
This leads to the recursion relations
(17.52)
aN−1 = 1 + cN−1v′N−1,
aN−2 = 1 + cN−2aN−1v′N−2,
aN−3 = 1 + cN−3aN−2aN−1v′N−3,
...
...
a2 = 1 + c2a3a4 · · ·aN−1v′2.
Inserting this in (17.39) gives a way of determining suitable values of c2, . . . , cN−1 as
in the N = 3 case, but we have by now already made several arbitrary choices which
we did not need to do in the N = 3 case, and it is not quite clear that this approach
leads to the goal. There is, however, one case where it does, namely if λ = λ′. Then
one may simply choose c2 = c3 = · · · = cN−1 = 0, and so a2 = a3 = · · · = aN−1 = 1
and
(17.53) A =

1 0 · · · 0 v′2 − v2
0 1 0 v′3 − v3
...
. . .
...
0 0 1 v′N−1 − vN−1
0 0 · · · 0 1
 .
Since λ = λ′, (17.39) is automatically satisfied, and we have
Theorem 17.16. Let J , J ′ be matrices of the form (11.2), and assume that λ =
mN = λ
′ = m′N . Then the following three conditions are equivalent:
(a) AJ and AJ′ are isomorphic;
(b) N = N ′ and I (J) = I (J ′);
and
(c) N = N ′ and 〈α v〉 = 〈α′ v′〉.
Proof. This follows from the remarks before the theorem, Lemma 17.11, Corollary
17.6, and the formula
(17.54) 〈α v〉 = I (J) /λN−1. 
Example 17.17. The present example shows that Proposition 17.13 does not
extend to the case N = 4, i.e., isomorphism does not imply λ 6= λ′, and it also
shows that Theorem 17.16 is not merely concerned with the empty set.
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The example is
(17.55) J =

1 1 0 0
2 0 1 0
11 0 0 1
3 0 0 0
 , J ′ =

0 1 0 0
8 0 1 0
2 0 0 1
3 0 0 0
 .
Here λ = λ′ = 3, and
(17.56) v =

1
2
4
1
 , v′ =

1
3
1
1
 .
See Figure 20. Using the unique decomposition
(17.57)

1
0
0
0
 = v〈α v〉 +w,
where 〈α w〉 = 0, one sees that the n’th row vector in the left diagram in Figure
20 behaves asymptotically like
(17.58) 3n
vt
〈α v〉 =
27
58
· 3n · (1, 2, 4, 1) ,
and the n’th row vector in the right diagram in Figure 20 behaves asymptotically
like
(17.59)
27
58
· 3n · (1, 3, 1, 1) .
(The latter matrix has an eigenvalue −2.769 . . . , which is negative and close to 3
in absolute value, therefore the slow and oscillatory convergence to the asymptotic
behaviour indicated by the figure.) One can now check that the conditions in
Lemma 17.9 are fulfilled with
(17.60) A =
1 0 10 1 −3
0 0 1
 , η = 0.
In fact, since λ = λ′ = 3 and η = 0 it suffices to check (17.34), and that is
straightforward. Thus the two AF-algebras AJ and AJ′ are isomorphic, showing
that Proposition (17.13) does not extend to N = 4. Computing the matrix Λ in
Proposition 11.7 for this example, one finds
(17.61) Λ =

1 0 0 0
0 1 0 1
0 0 1 −3
0 0 0 1
 .
We are now ready to state and give the proof of the main result in this chapter.
Theorem 17.18. (K.H. Kim and F. Roush) Let J , J ′ be matrices of the form
(11.2) satisfying the standard requirements there, and assume that λ = mN and
λ′ = m′N ′ . Then the following conditions are equivalent.
(a) AJ and AJ′ are isomorphic.
(b) N = N ′, Prim (λ) = Prim (λ′), and I (J) = I (J ′).
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1
1 2 11 3
3 13 14 3
16 20 36 9
36 68 185 48
104 257 444 108
361 652 1252 312
1013 1974 4283 1083
2987 6309 12226 3039
9296 18200 35896 8961
27496 54488 111217 27888
1
8 2 3
8 2 3
2 67 16 24
67 32 28 6
32 564 140 201
564 396 265 96
396 4777 1224 1692
4777 4392 2484 1188
4392 40700 10742 14331
40700 45878 23115 13176
Figure 20. L = {1, 2, 2, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 4, 4, 4}, first col-
umn = (1 2 11 3)t (left); L = {2, 2, 2, 2, 2, 2, 2, 2, 3, 3, 4, 4, 4}, first
column = (0 8 2 3)t (right). See (17.55)–(17.61). These diagrams
represent isomorphic AF-algebras.
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We will establish later, in Corollary 17.21, that these conditions are also equiv-
alent to stable isomorphism of AJ and AJ′ .
In order to prove this theorem, we will need some elementary facts about
(17.62) Sn = {x ∈ Zn \ {0} | gcdx = 1} ,
where n is a natural number, and gcdx is the greatest common divisor of the
components of x. If x ∈ Zn we write 〈x if we think about x as a row vector and
x〉 if we consider x as the column vector which is the transpose of 〈x . Thus, by
the Euclidean algorithm,
(17.63) Sn = { x〉 ∈ Zn | ∃ 〈t ∈ Zn ∋− 〈t x〉 = 1} .
Note that GL (n,Z) (i.e., the group of matrices in Mn (Z) with determinant ±1)
acts on Sn〉 by multiplication from the left. The reason is that if x ∈ Sn, there is
a t ∈ Zn with 〈t x〉 = 1, and hence 〈t A−1A x〉 = 1, so Ax ∈ Sn. We next argue
that
(17.64) The action of GL (n,Z) on Sn is transitive.
Proof. By [68, Theorem II.1], there exists for any α〉 ∈ Sn〉 a matrix Aα ∈
GL(n,Z) such that the first column of Aα is α〉: this means α〉 = Aα e1〉. But
if β〉 ∈ Sn〉, this means AαA−1β β〉 = α〉 and transitivity follows. 
Now, let us prove
Lemma 17.19. If α(1), α(2), v1, v2 ∈ Sn, the following conditions (17.65) and
(17.66) are equivalent if n ≥ 3.
(17.65) There is an A ∈ GL (n,Z) such that 〈α(1) A = 〈α(2) and A v1〉 = v2〉 .
(17.66) 〈α(1) v2〉 = 〈α(2) v1〉 .
(The implication (17.65) ⇒ (17.66) is true for all n, but the converse implication
may fail for n = 2.)
Proof. (Due to K.H. Kim and F. Roush.) If (17.65) holds, then
〈α(1) v2〉 = 〈α(1) A v1〉 = 〈α(2) v1〉 .
If, conversely, (17.66) holds, first choose matrices U, V ∈ GL (n,Z) with
〈α(1) U = 〈e1 , V v1〉 = e1〉 .
This is possible by (17.64). It follows from Lemma 17.20, below, that there exists
a matrix B ∈ GL (n,Z) such that the first column in B is U−1 v2〉 and the first
row in B is 〈α(2) V −1. For this, we note that U−1 v2〉 ∈ Sn〉 and 〈α(2) V −1 ∈
〈Sn , and the first component of U−1 v2〉 is 〈e1 U−1 v2〉 = 〈α(1) UU−1 v2〉 =
〈α(1) v2〉 = 〈α(2) v1〉 = 〈α(2) V −1V v1〉 = 〈α(2) V −1 e1〉 = the first component
of 〈α(2) V −1. Now put
A = UBV.
Then
〈α(1) A = 〈α(1) UBV = 〈e1 BV = 〈α(2) V −1V = 〈α(2) ,
and
A v1〉 = UBV v1〉 = UB e1〉 = UU−1 v2〉 = v2〉 . 
Thus, we have to prove
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Lemma 17.20. Let α, β be vectors in Sn with α1 = β1, and assume that n ≥ 3.
Then there exists a matrix V ∈ GL (n,Z) such that the first column in B is α〉
and the first row is 〈β .
Proof. (Due to K.H. Kim and F. Roush.) We will use the fact that row, respectively
column, operations on a matrix can be effectuated by multiplying from the left,
respectively right, by matrices in GL (n,Z). For example, interchanging the first
two rows in A corresponds to multiplying A from the left by ( 0 11 0 ) ⊕ 1 n−2, and
adding µ times row 2 to row 1 corresponds to left-multiplying by
(
1 µ
0 1
) ⊕ 1 n−2.
The corresponding column operations follow by taking the transpose. If now A ∈
GL(n,Z) is a matrix of the form
A =

α1 β2 · · · βn
α2
...
αn
∗ ∗
∗ ∗
 ,
let γ1 = gcd (β2, . . . , βn), and choose ρ2, ρ3, . . . , ρd such that ρ2β2+ · · ·+ρnβn = γ1.
Let U1 be a matrix in GL (n− 1,Z) with first column
( ρ2
...
ρn
)
(it exists by [68,
Theorem II.1]). Now multiply by A from the left to obtain
A

1 0 · · · 0
0
... U1
0
 = A

1 0 · · · 0
0 ρ2 ∗
...
...
0 ρn ∗
 =

α1 γ1 γ2 · · · γn−1
α2 ∗ ∗
α3
... ∗ ∗
αn

,
where the remaining elements γ2, . . . , γn−1 on the first row are linear combinations
of β2, . . . , βn, and thus multiples of γ1. By subtracting integer multiples of the
second column from the remaining columns, one finally finds a matrix U ∈ GL (n,Z)
such that
AU =

α1 γ1 0 · · · 0
α2 ∗ ∗
α3
... ∗ ∗
αn

.
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Putting γ2 = gcd (α2, . . . , αn) and transposing all these operations, one finds a
V ∈ GL (n,Z) such that
V AU =

α1 γ1 0 · · · 0
γ2 ∗ ∗
0
... ∗ ∗
0

,
where gcd (γ2, α1) = 1. Thus, if we can prove Lemma 17.20 for this kind of matrices,
the general Lemma 17.20 follows by multiplying from the left and right by the
inverses V −1, U−1. This reduces the proof of Lemma 17.20 to the case
α3 = α4 = · · · = αn = 0 = β3 = β4 = · · · = βn,
and gcd (α1, α2) = gcd (β1, β2) = 1 where still α1 = β1. But to this end one can
use the matrix 
α1 β2 0 0 · · · 0
α2 1 x 0 · · · 0
0 1 y 0 · · · 0
0 0 0 1 0
...
...
...
. . .
...
0 0 0 0 · · · 1

.
The determinant is α1 (y − x)−α2β2y, but as gcd (α1, α2β2) = 1, this can be made
equal to 1 by choosing the integers (y − x) and (−y) by the Euclidean algorithm.
This ends the proof of Lemma 17.20, and thus of Lemma 17.19. Note that if n = 2
the proof above does not work: One must choose an integer x such that∣∣∣∣α1 β2α2 x
∣∣∣∣ = α1x− α2β2 = ±1
when α1, α2, β2 are given with gcd (α1, α2) = 1 = gcd (α1, β2), and this is clearly
impossible in general. 
Proof of Theorem 17.18. (Due to K.H. Kim and F. Roush.) If J , J ′ are matrices of
the form (11.2) with λ = mN and λ
′ = m′N ′ , then N = N
′ and Prim (λ) = Prim (λ′)
by Theorem 7.8, and then I (J) = I (J ′) by Corollary 17.6. This proves (a) ⇒ (b).
The converse implication follows in the cases N = 1, 2, 3 by Theorem 17.14 and the
discussion around (17.41), so we may assume N ≥ 4 from now on. Assuming (b)
it follows from Lemma 17.11 and Remark 17.12 that AJ and AJ′ are isomorphic if
and only if there exists a matrix A ∈ GL (N − 1,Z) such that
(17.67) 〈β′ A = 〈β mod I (J)ZN−1
where we now define
(17.68) β′ = λN−1
(
λ′N−2, λ′N−3, . . . , λ′, 1
)
and
(17.69) β = λ′N−1
(
λN−2, λN−3, . . . , λ, 1
)
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and
(17.70) A v¯〉 = v¯′〉 .
Now, one checks that
(17.71) 〈β′ v¯′〉 = λN−1 (λ′N−2c′2 + · · ·+ λ′c′N−1 + 1) = λN−1I (J)−λN−1λ′N−1
and
(17.72) 〈β v¯〉 = λ′N−1I (J)− λ′N−1λN−1,
and thus
(17.73) 〈β′ v¯′〉 = 〈β v¯〉+ (λN−1 − λ′N−1) I (J) = 〈β v¯〉 mod I (J) .
Now we cannot apply Lemma 17.19 directly on α(1) = β′, α(2) = β, v1 = v¯, v2 = v¯′,
for two reasons: we do not have β, β′ ∈ Sn, and the condition (17.66) is only ful-
filled modulo I (J). But let us remedy this by modifying β, β′ as follows: First add
an integer multiple of I (J) (0, 0, . . . , 1) to β′ to obtain a new β′, called β(1)′, such
that 〈β(1)′ v¯′〉 = 〈β v¯〉. This is possible since the last component of v¯′ is 1 by
(17.27). Now modify the new β(1)′ to β(2)′ by adding integer multiples of the vec-
tor I (J)
(
0, 0, . . . , 0,−1, v′N−1
)
to β(1)′ until the second-to-last component contains
none of the prime factors in Prim (λ) = Prim (λ′). This is possible since I (J) is rel-
atively prime to λ and λ′. Then 〈β(2)′ v¯′〉 = 〈β(1)′ v¯′〉 since (0, 0, . . . , 0,−1, v′N−1)
is orthogonal to v¯′ and β(2)′ ∈ Sn. Finally, modify β to β(2) by adding multiples of
I (J) (0, 0, . . . , 0,−1, vN−1) until the second-to-last component is relatively prime
to the first N − 3 components. Then 〈β(2) v¯〉 = 〈β v¯〉 and hence
〈β(2)′ v¯′〉 = 〈β v¯〉 .
But since N − 1 ≥ 3 we may now apply Lemma 17.19 to find an A ∈ GL (N − 1,Z)
such that
〈β(2)′ A = 〈β(2) and A v¯〉 = v¯′〉 .
But since
〈β(2)′ = 〈β′ mod I (J)ZN−1
and
〈β(2) = 〈β mod I (J)ZN−1,
it follows that
〈β′ A = 〈β mod I (J)ZN−1.
Thus (17.67) and (17.70) are fulfilled and Theorem 17.18 is proved. 
Let us end this chapter by mentioning that the equivalent conditions (a) and
(b) again are equivalent to the condition that AJ and AJ′ are stably isomorphic,
i.e., to that AJ⊗K (H) is isomorphic to AJ′⊗K (H), where K (H) is the C∗-algebra
of compact operators on a separable Hilbert spaceH. This is due to the very special
position of [1 ] in K0 (AJ), and this property has no general analogue: For example,
it is impossible to find an automorphism of Z
[
1
2
]
mapping 1 into 3.
Corollary 17.21. Let J , J ′ be matrices of the form (11.2) satisfying the standard
requirement there, and assume that λ = mN and λ
′ = m′N ′ . Then the following
three conditions are equivalent.
(a) The triples
(
K0 (AJ) ,K0 (AJ)+ , [1 ]
)
and
(
K0 (AJ′) ,K0 (AJ′)+ , [1 ]
)
are
isomorphic, i.e., the dimension groups are isomorphic by an isomorphism
mapping [1 ] into [1 ].
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(b) The dimension groups
(
K0 (AJ) ,K0 (AJ)+
)
and
(
K0 (AJ′) ,K0 (AJ′)+
)
are isomorphic.
(c) N = N ′, Prim (λ) = Prim (λ′), and I (J) = I (J ′).
Proof. The equivalence (a) ⇔ (c) is Theorem 17.18, and (a) ⇒ (b) is trivial. Thus
it suffices to show that (b) ⇒ (c), so assume (b). Then one establishes N = N ′
and Prim (λ) = Prim (λ′) exactly as in Theorem 7.8, and it remains to establish
I (J) = I (J ′). For this one notes that Proposition 11.7 remains true in the context
of nonunital isomorphism with the exception that the condition 5 is just removed,
and condition 2 is replaced by
〈α′ Λ = µ 〈α ,
where µ is a positive scalar. But since µ induces an automorphism on the range
Z
[
1
λ
]
= Z
[
1
λ′
]
of the trace, it follows that µ is an invertible element of the ring
Z
[
1
λ
]
. Now the Lemmas 17.1–17.3 do not involve [1 ] and are still valid, and then
Lemma 17.4 is valid with the same proof. Now the equation in the proof of Corollary
17.5 becomes
〈α v〉 = µ−1 〈α′ Λv〉 = µ−1 〈α′ ξv′〉 = µ−1ξ 〈α′ v′〉 ,
so Corollary 17.5 is still valid. The proof that I (J) = I (J ′) is now exactly as in
the proof of Corollary 17.6. 
CHAPTER 18
Further comments on two examples from Chapter
16
We now consider two sub-examples with N = 3, d = 5. Although the groups
K0 (AL) and K0 (AL′) have the same rank, we will show directly in Examples 18.1
and 18.2 that they are non-isomorphic. The details also serve to illustrate what goes
into the computation of some particular inductive limit which is not immediately
transparent.
The two algebras corresponding to x+ 4x3 = 1 and 3x2 + 2x3 = 1 are the two
with stabilized diagrams
,
i.e., with incidence matrices
J1 =
1 1 00 0 1
4 0 0
 , J2 =
0 1 03 0 1
2 0 0
 .
The two examples above both have β = ln 2, and rank (K0 (AL)) = 3 (and d =
5), but the two dimension groups are actually non-isomorphic since the Prim (Q)
invariants are different; see the N = 3 case in Chapter 16. We will, however,
establish this the hard way in Examples 18.1 and 18.2 by showing that the respective
ker (τ)-groups in the two examples are non-isomorphic.
Example 18.1. This is an elaboration on Remark 9.3.
J1 =
1 1 00 0 1
4 0 0

The Frobenius eigenvalue is 2 (see (5.8)) and the corresponding normalized left
eigenvector α is
α =
(
1, 12 ,
1
4
)
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by (5.17). J1 has eigenvalues 2 and λ± =
−1±√−7
2
, |λ±| < 2; J1 leaves the
subspace orthogonal to α =
(
1, 12 ,
1
4
)
invariant. This is spanned by the vectors
e1 =
 1−2
0
 , e2 =
 01
−2
 ,
and one computes that the matrix of the restriction of J to this subspace is
J0 =
(−1 1
−2 0
)
.
We may compute the iterated inverses J−n0 by straightforward spectral theory, and
if we put
µ =
(
1− i
√
7
)
/4
the result is
J−n0 =
(−1 1
−2 0
)−n
=
1
(−2)n
1
µ− µ¯
(
1
µn−1
− 1
µ¯n−1
− µ¯
µn−1
+ µ
µ¯n−1
1
µn
− 1
µ¯n
− µ¯
µn
+ µ
µ¯n
)
.
The eigenvector of J1 with eigenvalue 2 is
e0 =
11
2
 .
Thus, if
∆ =
(
e0 e1 e2
)
=
1 1 01 −2 1
2 0 −2
 ,
then
∆−1J1∆ =
2 0 00 −1 1
0 −2 0

and
∆−1J−n1 ∆ =
(
∆−1J1∆
)−n
=
 2−n 0 00
0
J−n0
 .
Thus
J−n1 = ∆
 2−n 0 00
0
J−n0
∆−1.
We have
∆−1 =
1
8
4 2 14 −2 −1
4 2 −3
 .
Thus the dimension group, as a subgroup of R3 (N = 3), is
∞⋃
n=0
1
8
1 1 01 −2 1
2 0 −2
 2−n 0 00
0
J−n0
4 2 14 −2 −1
4 2 −3
Z3
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(where the union is increasing), i.e.,
⋃
nMnZ
3 whenMn is the product matrix. The
range of the trace on K0 is α applied to this set (the range of the trace on AL is
gotten by intersecting with [0, 1]). We have
α
1
8
1 1 01 −2 1
2 0 −2
2−n 0 00 ∗ ∗
0 ∗ ∗
4 2 14 −2 −1
4 2 −3

=
1
4
(
1 0 0
)2−n 0 00 ∗ ∗
0 ∗ ∗
4 2 14 −2 −1
4 2 −3

=
(
2−n−2 0 0
)4 2 1∗ ∗ ∗
∗ ∗ ∗

=
(
2−n 2−n+1 2−n−2
)
,
i.e., αMn =
(
2−n 2−n−1 2−n−2
)
, and applying this to Z3 we reconfirm that the
range of the trace is the set of all dyadic rationals. The range of the trace on the
m’th term in
Z3 −→ Z3 −→ · · ·
is
2−m+1
〈
α Z3
〉
= 2−m+1
(
1, 12 ,
1
4
)
Z3
= 2−m+1Z.
Now, the infinitesimal elements of the m’th Z3 are the elements of the kernel of
αJ−m+11 = 2
−m+1α, i.e., the elements of the kernel of α, that is elements of Z3 of
the form  n1n2
−4n1 − 2n2
 = n1e1 + (2n1 + n2) e2,
where n1, n2 ∈ Z. Thus
J−n1
 n1n2
−4n1 − 2n2
 = ∆
 2−n 0 00
0
J−n0
 0n1
2n1 + n2
 .
Thus the dimension group of AL is an extension
0 −֒→ G0 −֒→ K0 (AL) τ−→ Z
[
1
2
] −→ 0,
where G0 = ker τ is the group of infinitesimal elements. It is rather complicated
to describe G0 in the matrix formalism above, so let us instead use the algebraic
description in (5.41), that is,
G0 ∼= Z [x]upslopep0 (x)Z [x] ,
where
p0 (x) =
pL (x)
pa (x)
=
x+ 4x3 − 1
2x− 1 = 2x
2 + x+ 1.
Now, embed Z in G0 as the group H generated by 1 (mod p0 (x)) (note that n1 6= 0
(mod p0 (x)) for all n ∈ Z {0}, so this is really an embedding). We argue that
G0upslopeH ∼= Z
[
1
2
]
.
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We have
G0upslopeH = (Z [x]upslopep0 (x)Z [x])upslopeZ1
=
(
Z [x]upslope
(
2x2 + x+ 1
)
Z [x]
)
upslopeZ1
= Z [x]upslope
((
2x2 + x+ 1
)
Z [x] + 1Z
)
as abelian groups. Let (p (x)) denote the residue class of the polynomial p in G0upslopeH .
Let
u0 = (x) =
(−2x2) = 2u1,
where u1 =
(−x2). Since (
2xn+1 + xn + xn−1
)
= 0,
we obtain
(xn) = − (xn−1)+ 2 (−xn+1)
for n = 1, 2, . . . . It follows by induction that the elements (xn) are divisible by 2
for n = 1, 2, . . . (this is not true for n = 0 by a use of Lemma 9.2.) Furthermore, we
can find monic polynomials pn of degree n+1 such that the sequence un = (pn (x))
has the property
un+1 = 2un
for all n. But then {1, p0 (x) = x, p1 (x) = −x2, . . . , p2k−1 (x) = −x2 + x3 − · · · −
x2k, p2k (x) = x
2 − x3 + · · · − x2k+1, · · · } span all of Z [x], so u0, u1, . . . span all of
G0upslopeH . It follows that
G0upslopeH ∼= Z
[
1
2
]
.
Thus G0 is an extension of the form
0 −→ Z −→ G0 −→ Z
[
1
2
] −→ 0.
In conclusion we have the exact diagram
0
↓
Z
↓
0 −→ G0 −→ K0 (AL) τ−→ Z
[
1
2
] −→ 0.
↓
Z
[
1
2
]
↓
0
Example 18.2.
J2 =
0 1 03 0 1
2 0 0

Again the Frobenius eigenvalue is 2 and the normalized solution of
αJ2 = 2α
is
α =
(
1, 12 ,
1
4
)
.
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J2 has eigenvalues 2, −1, −1. With e1, e2 as before, J2 leaves the subspace spanned
by e1 and e2 invariant, and the matrix of the restriction is(−2 1
−1 0
)
.
The determinant is 1, and one computes that
e1 + e2 =
 1−1
−2

is the unique eigenvector with eigenvalue −1. Using
f1 = e1 + e2 =
 1−1
−2

and
f2 = e2 =
 01
−2

as basis instead, one computes that the matrix is(−1 1
0 −1
)
and hence (−1 1
0 −1
)−n
= (−1)n
(
1 n
0 1
)
for n = 0, 1, 2, . . . . The right eigenvector of J2 with eigenvalue 2 is
f0 =
12
1
 .
Thus, if
∆ =
(
f0 f1 f2
)
=
1 1 02 −1 1
1 −2 −2
 ,
then
∆−1J2∆ =
2 0 00 −1 1
0 0 −1

and
∆−1J−n2 ∆ =
(
∆−1J2∆
)−n
=
2−n 0 00 (−1)n (−1)n n
0 0 (−1)n
 .
Thus
J−n2 = ∆
2−n 0 00 (−1)n (−1)n n
0 0 (−1)n
∆−1.
We have
∆−1 =
1
9
 4 2 15 −2 −1
−3 3 −3
 .
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Thus the dimension group as a subgroup of R3 is
∞⋃
n=0
1
9
1 1 02 −1 1
1 −2 −2
2−n 0 00 (−1)n (−1)n n
0 0 (−1)n
 4 2 15 −2 −1
−3 3 −3
Z3.
The range of the trace is α =
(
1, 12 ,
1
4
)
applied to this set, which is
∞⋃
n=0
1
4
(
1 0 0
)2−n 0 0∗ ∗ ∗
∗ ∗ ∗
4 2 1∗ ∗ ∗
∗ ∗ ∗
Z3 = ∞⋃
n=0
(
2−n 2−n+1 2−n−2
)
Z3,
which is not unexpectedly the set of dyadic rationals. Since the determinant of the
matrix
(−1 1
0 −1
)
(or
(−2 1
−1 0
)
) is 1, this matrix defines a 1—1 map on the infinitesimal
elements, so the group of infinitesimal elements is isomorphic to Z2. Thus K0 (AL)
is an extension
0 −֒→ Z2 −֒→ K0 (AL) τ−→ Z
[
1
2
] −→ 0.
We see that the dimension groups of the two examples 18.1 and 18.2 are non-
isomorphic, so the algebras are non-isomorphic.
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