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Abstract
We investigate the multi-layer superimposed transmission for optical wireless scattering communication where
the symbol boundaries on different signal layers are not necessarily aligned in the time domain. We characterize
the multi-layer transmission based on a hidden markov model. Then, we obtain the achievable rates of all signal
layers and a single layer, and provide a numerical solution. Furthermore, we propose approaches on the channel
estimation as well as joint symbol detection and decoding. Finally, both simulations and experiments are conducted
to evaluate the performance of the proposed approaches, and validate the feasibility of the proposed transmission
and signal detection approaches.
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2I. Introduction
Non-line of sight (NLOS) Ultra-violet (UV) scattering communication serves as a good candidate
for the applications where radio-silence is required and the transmitter-receiver alignment is hard to
guarantee due to obstacles or the user mobility. Moreover, it is promising for outdoor communication
under strong solar background because of negligible solar radiation in the UV spectrum [1]. Theoretical
analysis [2], numerical simulation [3] and real experiments [4], [5] show an extremely large path loss
between the transmitter and receiver, where the received signal can be detected by photon-counting receiver
and characterized by Poisson distributed number of discrete photoelectrons.
The capacity of point-to-point continuous-time Poisson channel has been investigated in [6], [7], [8]
and the capacity of discrete-time Poisson channel has been derived in [9], [10]. Based on the Poisson
channel model, several types of channel model such as Poisson fading [11], MIMO [12], interfering
[13], broadcast [14] , and multiple access [15], [16], [17] channels have been studied in recent years.
Specifically, code-division and non-orthogonal multiple transmission has been studied in [18], and random
access packet-switched systems was proposed in [19]. Other existing works on NLOS UV scattering
communication based on the Poisson and extended channel model are the channel link gain with impulse
response [20], [21], channel estimation with inter-symbol interference [22], signal detection with receiver
diversity [23], and the relay protocol [24].
In this work, we characterize multi-layer superimposed transmission in discrete Poisson channel, where
the transmitted symbols in various layers are superimposed, and the symbol boundaries on different
signal layers are not necessarily aligned. Specifically, we adopt hidden markov model (HMM) [25], [26]
to characterize the superimposed channel. Then, we conceive the achievable transmission rates for all
signal layers and a single layer, and obtain the exact and approximated solution [27]. For receiver-side
signal processing, we propose channel estimation based on expectation-maximization (EM) algorithm
[28], [29], and adopt Viterbi [30] and Bahl-Cocke-Jelinek-Raviv (BCJR) [31] algorithms for symbol
detection. Furthermore, we propose iterative algorithm for maximum-likelihood/maximum a posteriori
3probability (ML/MAP) joint decoding [32], [33]. Finally, we conduct offline experiments to evaluate the
performance of the proposed approaches. It is seen that based on the experimental measurements, the
proposed approaches perform close to the simulation results with identical channel parameters.
The remainder of the paper is organized as follows. In Section II, we characterize the superimposed
NLOS scattering communication using HMM. In Section III, we investigate the achievable transmission
rates and obtain a numerical solution on the achievable transmission rate of all signal layers and a single
layer. In Section IV, we propose the EM-based channel estimation as well as joint symbol detection and
decoding. Numerical and experimental results are given in Sections V and VI, respectively. Finally, we
conclude this paper in Section VII.
II. System Model
A. Superimposed Transmission based on Discrete Poisson Asynchronous Channel
We consider a NLOS scattering communication system adopting on-off key (OOK) modulation that
outperforms pulse-position modulation (PPM, please refer to Appendix A for more details). The overall
transmission signal can be split into multiple signal layers which are superimposed possibly in an
asynchronous manner, i. e., the symbols in different layers are not necessarily aligned. As shown in Figure
1, the overall transmission can be split into L signal layers, denoted as layer 1, 2, ..., L. Let M denote the
number of transmitted symbols in each single layer; Ts denote the symbol duration; and ρ1, ρ2, . . . , ρL
denote the normalized relative delay in terms of Ts
(∑L
i=1 ρi = 1
)
, where ρi denotes the normalized delay
between layer i and layer i + 1, for 1 ≤ i ≤ L (here layer L + 1 equals Layer 1).
In order to characterize the symbol duration offset in different signal layers, we divide the symbols in
different signal layers into chips subjected to symbol boundaries, where the symbol detection is performed
based on the received signal in each chip. The symbol misalignment and relative delay are illustrated in
Figure 1, where T denotes the number of overall chips and T = ML + L − 1.
Due to the weak received signal intensity of NLOS scattering communications, the received signal
can be characterized by discrete photoelectrons, whose number satisfies a Poisson distribution. More
4Fig. 1. Illustration for 3-layer superimposed transmission.
specifically, let λ1, λ2, . . . , λL denote the mean number of detected photoelectrons in each symbol duration,
and z1, z2, . . . , zL denote the transmitted binary symbols in the L signal layers, where zi = [zi,1, zi,2, ..., zi,M] ∈
{0, 1}M; zi,m demotes the mth symbol in layer i for 1 ≤ i ≤ L and 1 ≤ m ≤ M; and the transmitted symbols
are independent of each others. The number of detected photoelectrons Nt in the t-th chip for 1 ≤ t ≤ T
satisfies the following Poisson distribution
P(Nt = n) =
τnt
n!
(λ0 + ΛTSt)ne−τt(λ0+Λ
TSt), (1)
where Λ = [λ1, λ2, . . . , λM]T ; τt = ρ(t−1 mod M)+1; St = [z1,d tL e, z2,d t−1L e, . . . , zL,d t−L+1L e]
T ; zi,0 = 0, zi,M+1 = 0 for
1 ≤ i ≤ L; and λ0 denotes the mean number of background radiation photoelectrons in a symbol duration.
B. Hidden Markov Model for Asynchronous Signal Superposition
Due to the overlap of different layers, the numbers of detected photoelectrons in adjacent chips are
correlated with each other. In the t-th chip, Nt depends on St, which depends on St−1. Consequently, we
can adopt HMM to characterize the signal model in the chip level.
We denote T = {St|1 ≤ t ≤ T } and NT = [N1,N2, · · · ,NT ] ∈ NL as the state and observation sequences
of the HMM, respectively, where St ∈ BL, and BL denotes the state space of the t-th chip given by
BL =
{ L∑
i=1
θiei | θi ∈ {0, 1}, 1 ≤ i ≤ L
}
, (2)
where ei denotes the i-th column of L × L identity matrix.
5An HMM is determined by parameters (pi1, At, Bt), where pi1, At and Bt denote the initial distribution,
state transition matrix and observation emission matrix, respectively. Note that the initial state depends
on the first symbol in the first layer, thus pi1 is given by
pi1 =
{
q1,1, 1 − q1,1, 0, 0, . . . , 0
}
, (3)
where qi, j = P(zi, j = 1) denotes the prior possibility of symbol zi, j for 1 ≤ i ≤ L and 1 ≤ j ≤ M. The
symbols in the same signal layer may have different prior probabilities since they may be allocated to
different users.
The state transition matrix is given by At =
[
at,i, j|st,i ∈ BL, st+1, j ∈ BL
]
, where each element at,i, j is
given by
at,i, j = P(St+1 = st+1, j|St = st,i) = qst+1, j·ekk,d t−k+2L e(1 − qk,d t−k+2L e)
st+1, j·ek
∏
r,k
(
st+1, j · er)  (st,i · er), (4)
and k = (t mod L) + 1, which means At is cyclical of period L; st,i, st+1, j ∈ BL take values among all
possible choices of St and St+1, respectively; Moreover,  indicates binary logical XNOR.
Proof: Please refer to Appendix B.
The observation emission matrix is given by Bt =
[
bt,i,n+1|st,i ∈ BL, n ∈ N
]
, where based on Equation
(1) each element bt,i,n+1 is given by
bt,i,n+1 = P(Nt = n|St = st,i) = τ
n
t
n!
(λ0 + ΛT st,i)e−τt(λ0+Λ
T st,i). (5)
C. Modeling System With Superimposed Communication
The superimposed transmission can be applied to multi-user communication. Let K denote the number
of users. For K ≤ L, we can assign each signal layer or multiple layers to one user. For K > L, some
users have to share a common signal layer. Figure 2 illustrates the scenario with 5 users sharing 2 layers
via time-division.
6Fig. 2. Two-layer transmission with five users.
III. Achievable Transmission Rate
We consider the achievable rates for HMM, and give a numerical solution to the achievable transmission
rate of asynchronous signal superposition.
A. Achievable Rates for HMM
The achievable rates can be derived based on the mutual information between hidden states and
observation sequences for HMM. Let L = {1, 2, . . . , L} denote the entire set of signal layers; U ⊂ L
denote a subset of layers; and U = {zk|k ∈ U} denote the set of transmission symbols in layer set U.
Due to the statistical independence of different transmitted symbols, the entropy and conditional entropy
of transmitted symbols are given as follows,
H(L) =
L∑
i=1
M∑
j=1
H(qi, j),
H(U |L\U) =
∑
i∈U
M∑
j=1
H(qi, j),
(6)
where H(x) = −x log2 x − (1 − x) log2(1 − x).
The entropy and conditional entropy of the transmitted symbols given the observation sequences are
given by
H(L|NT )=−E z∈BT
n∈NT
[
log2P(L= z|NT =n)
]
,
H(U |L\U, NT )=−E z∈BT
n∈NT
[
log2P(U= zU |L\U= zL\U, NT =n)
]
,
(7)
where N denotes the set of natural number; and ΩT denotes the T -time expansion of set Ω.
Note that for ∀U ⊆ L, U , ∅, the overall achievable rate [34] of the signal layers in set U must
7satisfy ∑
k∈U
Rk ≤ 1M I(U; NT |L\U), (8)
where coefficient 1/M is due to the fact of M symbols in the Markov chain for each signal layer, and Rk
denotes the achievable rate of layer k; and I(U; NT |L\U) denotes the conditional mutual information
given by
I(U; NT |L\U) = H(U |L\U) − H(U |L\U, NT ). (9)
Letting U = {k} and U = L, we have the following two achievable rates of the asynchronous signal
superposition,
R∗k = supRk =
1
M
I(Zk; NT |ZL\k),
R∗Σ = sup
L∑
k=1
Rk =
1
M
I(L, NT ),
(10)
where R∗k and R
∗
Σ
denote the maximum single-user rate and sum user rate, respectively.
B. Maximum Achievable Transmission Rate for a Single Layer
We give an algorithm to obtain the maximum achievable rate of a signal layer R∗k for 1 ≤ k ≤ L.
According to Equation (10), we have
R∗k =
1
M
I(Zk; NT |ZL\k) = 1M
M∑
i=1
H(qk,i) − 1MH(Zk|ZL\k, NT ). (11)
We have the following propositions on H(Zk|ZL\k, NT ).
Proposition 1. The chain rule on the conditional probabilities are given as follows
P(Zk|ZL\k, NT ) =
M∏
j=1
P
(
Zk, j|{Zi,d t j−i+1L e}, {Nt j}
)
, (12)
where i ∈ L\k, k + ( j − 1)L ≤ t j ≤ k + jL − 1; and P(Zk, j|{Zi,d t j−i+1L e}, {Nt j}) is the conditional probability of
Zk, j given sets {Zi,d t j−i+1L e} and {Nt j}.
8Proof: Please refer to Appendix C.
Proposition 2. The conditional entropy of a single layer is given by
H(Zk|ZL\k, NT ) =
M∑
j=1
∑
Zk, j∈B
( ∑
Zi,d(t−i+1)/Le∈B
) k+( j−1)L≤t≤k+ jL−1
i∈L\k
P(Zk, j)
[ ∏
i∈L\k
k+ jL−1∏
t=k+( j−1)L
P(Zi,d t−i+1L e)
] ∑
{Nt j }∈NL
[ k+ jL−1∏
t=k+( j−1)L
P(Nt|Zk, j, {Zi,d t−i+1L e})
]
log2
P
(
Zk, j
)∏k+ jL−1
t=k+( j−1)L P(Nt|Zk, j, {Zi,d t−i+1L e})∑
Zk, j∈B P
(
Zk, j
)∏k+ jL−1
t=k+( j−1)L P(Nt|Zk, j, {Zi,d t−i+1L e})
,
(13)
where (
∑
Zi,t∈B)
i∈{φ1 ,φ2 ,...}
t∈{ω1 ,ω2 ,...} is the abbreviation of
∑
Zφ1 ,ω1∈B
∑
Zφ1 ,ω2∈B . . .
∑
Zφ2 ,ω1∈B
∑
Zφ2 ,ω2∈B . . .; P(zk, j) = q
zk, j
k, j (1−
qk, j)(1−zk, j); and
P(Nt|Zk, j, {Zi,d t−i+1L e}) =
τNtt
Nt!
(
λ0 + λkZk, j +
∑
i∈L\k
λiZi,d t−i+1L e
)Nt
e
−τt(λ0+λkZk, j+∑i∈L\k λiZi,d t−i+1L e). (14)
Specifically, for single user communication the prior probability of transmitted symbols remains
constant, i. e, qi, j = q for 1 ≤ i ≤ L and 1 ≤ j ≤ M, and the entropy of a single layer can be further
simplified into
H(Zk|ZL\k, NT ) = M
∑
Zk∈B
( ∑
Zi,2∈B
∑
Zi,3∈B
)1≤i<k( ∑
Zi,1∈B
∑
Zi,2∈B
)k<i≤L
P(Zk)
[ ∏
1≤i<k
P(Zi,2)P(Zi,3)
∏
k<i≤L
P(Zi,1)P(Zi,2)
]
∑
{Nk+L,...,Nk+2L−1}∈NL
[ k+2L−1∏
t=k+L
P(Nt|Zk, {Zi,d t−i+1L e})
]
log2
P
(
Zk
)∏k+2L−1
t=k+L P(Nt|Zk, {Zi,d t−i+1L e})∑
Zk∈B P
(
Zk
)∏k+2L−1
t=k+L P(Nt|Zk, {Zi,d t−i+1L e})
.
(15)
Proof: Please refer to Appendix D.
C. Maximum Achievable Sum Rate
We give an algorithm to obtain the achievable sum rate R∗
Σ
. According to Equation (10), we have
R∗Σ =
1
M
I(L; NT ) =
1
M
M∑
i=1
L∑
k=1
H(qk,i) − 1MH(L|NT ). (16)
Note that the computational complexity of H(L|NT ) grows exponentially with T due to exhaustive
enumeration of the state and observation sequences in BT and NT . Consequently, brute-force computation
9on the exact value is intractable for large T . The computational complexity can be reduced via samplingBT
and NT , and the solution for conditional entropies can be approximated by the empirical mean according
to the following equation,
H(L|NT ) ≈ E z∈Ψz
n∈Ψn
[
H(L|NT = n)
]
, (17)
where Ψz ⊂ BT and Ψn ⊂ NT denote the set of sufficiently many samples on BT and NT such that the
empirical mean becomes converged, respectively.
We resort to Monte Carlo method, which keeps generating random states and observation sequences
based on the initial state distribution, the transition probability matrices, and the observation emission
matrices. For each state and observation sequence realization, we have that
H(L|NT = n) = H(T |NT = n), (18)
where efficient computation of the conditional entropy in Equation (18) can be conducted following [35].
D. Power Allocation of Overlapped Transmission
We regard the achievable rate as the objective function of power allocation. Generally, the practical
issue can be summarized as the following two cases.
Case 1: Given λs, maximize the sum achievable rate R∗Σ, subject to
∑L
k=1 λk = λs.
Case 2: Given λs, i and R jin f , for 1 ≤ j ≤ L, j , i, maximize the achievable rate R∗i of layer i, subject
to R∗j ≥ R jin f and
∑L
k=1 λk = λs.
The numerical solution for L = 2 is provided in Section VI.C.
IV. Channel Estimation and Symbol Detection
We present the receiver-side signal processing including channel estimation, symbol detection as well
as joint detection and decoding.
10
Fig. 3. Illustration of partial pilot-based channel estimation for L = 2, Lp = 1.
A. Channel Estimation Algorithm
We can employ pilot sequences to estimate the mean number of detected photoelectrons of each
state. However, considering the pilots on all signal layers, the overhead is still non-negligible. In this
work, the channel estimation can be performed based on pilot sequences on certain signal layers but
not necessarily on all, which is called partial pilot-based channel estimation, as illustrated in Figure 3.
Without loss of generality, we assume to transmit pilot sequences Zp = [zp1 , z
p
2 , . . . , z
p
Lp
] in Lp layers,
where zpi denotes the pilot sequence in layer i for 1 ≤ i ≤ Lp and 0 ≤ Lp < L. Let Sp1 ,Sp2 , . . . ,SpTp
denote the state sequence for channel estimation, where Tp denotes the number of chips. We have
that Spt = [z
p
1,d tL e
, . . . , zp
Lp,d t−1L e
, zLp+1,d t−1L e, . . . , zL,d t−L+1L e]
T , and Λˆ is estimated based on EM algorithm. Let
Np = [N p1 ,N
p
2 , . . . ,N
p
Tp
] denote the number of received photoelectrons in each chip for channel estimation,
where Np is the observation sequence of Spt for 1 ≤ t ≤ Tp. The estimation for Λˆ is processed by V
iterations, and in each iteration the updating rule is provided as follows.
E-step: In the vth iteration, based on the estimate result λˆ(v−1)si in the (v − 1)th iteration, the a posterior
probability of Spt is given by
Q(v)(Spt = si) = P(S
p
t = si|Np, λsi = λˆ(v−1)si )
=
P(Np,Spt = si|λsi = λˆ(v−1)si )∑
si∈BL\Lp P(N
p,Spt = si|λsi = λˆ(v−1)si )
,
(19)
where BL\Lp =
{∑Lp
i=1 z
p
i,d t−i+1L e
ei +
∑L
i=Lp+1 θiei | θi ∈ {0, 1}, Lp + 1 ≤ i ≤ L
}
, and
P(Np,Spt = si|λsi = λˆ(v−1)si ) =
(
τtλˆ
(v−1)
si
)N pt
N pt !
e−τtλˆ
(v−1)
si . (20)
11
Fig. 4. The trellis diagram for L = 3.
M-step: Given a posterior probability Q(v)(Spt = si) for the vth iteration, the ML-estimation for Λˆ
(v)
T =
{λˆ(v)si |si ∈ BL\Lp} is given by
λˆ(v)s j =
∑Tp
t=1 Q
(v)(Spt = si)N
p
t∑Tp
t=1 Q
(v)(Spt = si)τt
, (21)
where the preset initial Λˆ
(0)
must satisfy
(
λˆ(0)si − λˆ(0)s j
)(
λsi − λs j
)
> 0 for i , j and λsi , λs j .
Proof: Please refer to Appendix E.
B. HMM-Based Symbol Detection
Based on HMM, the receiver aims to detect state sequence T according to the observation sequence
NT and (pi1, At, Bt). The trellis diagram for HMM is adopted to find the optimal state transition path
maximizing the likelihood function or a posteriori probability. Figure 4 illustrates the trellis diagram
for L = 3, where each state St is expressed as {zk,d t−k+1L e|1 ≤ k ≤ L}, and each branch between adjacent
states corresponds to a non-zero element of At. We adopt Viterbi and Bahl-Cocke-Jelinek-Raviv (BCJR)
algorithms to maximize the likelihood function P(NT |T = sT ) and a posteriori probability P(T = zT |NT ),
respectively, and minimizes the error rate of sequence and symbol detection, respectively.
For Viterbi algorithm, we maximize the log-likelihood function of state sequence summarized as follows
ˆT = arg max log P(NT |T = sT ) = arg max
St∈BL
T∑
t=1
Nt log τtλSt − τtλSt , (22)
where λSt for St ∈ BL can be obtained from channel estimation.
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Letting L(Nt|St) = Nt log τtλSt − τtλSt , we have that L(Nt|t) = L(Nt|St) + L(Nt−1|t−1) for 2 ≤ t ≤ T .
Thus dynamic programming is adopted with the following updated equation
maxL(Nt+1|t,St+1, j) = L(Nt+1|St+1, j) + max
ai, j,t,0
{L(Nt|t−1,St,i)}, (23)
which is initialized by L(N1|1) = L(N1|S1) ∼ N1 log τ1(λ0 + λS1) − τ1(λ0 + λS1). The detected symbol
sequence can be retrieved via tracing back the optimal path.
For BCJR Algorithm, we maximize the posterior probability for each symbol zk,i for 1 ≤ k ≤ L and
1 ≤ i ≤ M as follows
zˆi, j = arg max log P(zk,i|NT )
= arg max log P(zk,i |NT )
∼ arg max log P(zk,i , NT ),
(24)
where zk,i = {St|t = (i − 1)L + k, (i − 1)L + k + 1, . . . , iL + k − 1}.
To obtain P(zk,i , NT ), we define the following probability functions
αt(s) = P(St = s, Nt),
βt(s) = P(N[t+1,T ]|St = s),
γt(v, s) = P(Nt,St = s|St−1 = v),
(25)
where N[a,b] = {Nt|a ≤ t ≤ b}. Note that we have
P(zk,i = $k,i, NT ) = α(i−1)L+k(s(i−1)L+k)βiL+k−1(siL+k−1)
iL+k−2∏
t=(i−1)L+k
γt(st, st+1), (26)
where $k,i = {st|(i − 1)L + k ≤ t ≤ iL + k − 1}. Furthermore, we have that γt(st−1,i, st, j, n) = at−1,i, jbt, j,n+1
for st−1,i, st, j ∈ BL and n ∈ N. Then, the calculations of α(st) and β(st) are conducted according to the
13
following recursive equations
αt(st) =
∑
st−1∈BL
αt−1(st−1)γt(st−1, st),
βt(st) =
∑
st+1∈BL
βt+1(st+1)γt+1(st, st+1).
(27)
The initial values are α1(s1,i) = pi1(s1,i)bi,1,N1+1 for s1,i ∈ BL and βT (sT ) = piT (sT ) for sT ∈ BL, where pi1 is
given by Equation (3); and pit(st+1,i) = P(St+1 = st+1,i) can be obtained by the following recursive equation,
pit(st+1,i) =
∑
st, j∈BL
at, j,ipit−1(st, j). (28)
C. Joint Detection and Decoding
We adopt joint detection and decoding based on turbo processing. For ML and MAP decoding, the log-
likelihood ratio (LLR) and log-aposterior ratio (LAR) are adopted as the input soft information to the soft
channel decoder, respectively. Let LLR(v)zk,i and LAR
(v)
zk,i denote the log-likelihood ratio and log-aposterior-
ratio of zk,i after the v-th iteration, respectively. Typically each iteration of the turbo processing consists
of one ML/MAP symbol detection operation followed by V channel decoding iterations.
For the ML-decoding, the initial LLR values are obtained by Viterbi algorithm as follows,
LLR(0)zk,i = log
P(NT |zk,i = 1)
P(NT |zk,i = 0) =
iL+k−1∑
t=(i−1)L+k
log
P(Nt|zk,i = 1)
P(Nt|zk,i = 0) , (29)
and the LLR of the i-th transmitted symbol in layer k in the v-th iteration is calculated by
LLR(v)zk,i = log
P(NT |zk,i = 1)
P(NT |zk,i = 0) =
iL+k−1∑
t=(i−1)L+k
log
Ezk,i=1P(Nt|St = st)
Ezk,i=0P(Nt|St = st)
, (30)
where the expectation Ezk,i=θ[•] for θ ∈ {0, 1} is calculated based on a posterior probabilities by the (v−1)th
iteration of channels in L \ k as follows
Est∈Szk,i=θ[•] =
∑
st∈Szk,i=θ
∏
j∈L\k
P
1−z
j,d t− j+1L e
(v−1) (z j,d t− j+1L e = 0|Nt)P
z
j,d t− j+1L e
(v−1) (z j,d t− j+1L e = 1|Nt)[•], (31)
where Szk,i=θ = {st|eTk · st = θ}; z j,d t− j+1L e = e
T
j · st; and the a posterior probability of z j,d t− j+1L e after the (v−1)-th
14
iteration is given by
P(v−1)(z j,d t− j+1L e = 0|Nt)=1−P(v−1)(z j,d t− j+1L e = 1|Nt)=
1
1 + exp
( q
j,d t− j+1L e
1−q
j,d t− j+1L e
LLR(v−1)
j,d t− j+1L e
) . (32)
For MAP-decoding, the initial LAR is determined by BLJR detection as follows
LAR(0)zk,i = log
P(zk,i = 1|NT )
P(zk,i = 0|NT ) ;
(33)
and the LAR of symbol zk,i from the v-th iteration is given by
LAR(v)zk,i = log
P(v−1)(z j,d t− j+1L e = 1|NT )
P(v−1)(z j,d t− j+1L e = 0|NT )
= log
P(NT |zk,i = 1)
P(NT |zk,i = 0) + log
P(zk,i = 1)
P(zk,i = 0)
= LLR(v−1)zk,i + log
qk,i
1 − qk,i ,
(34)
where LLR(v−1)zk,i is computed according to Equations (30) and (31). Furthermore, the a posterior probability
of MAP-decoding is given by
P(v−1)(z j,d t− j+1L e = 0|Nt)=1−P(v−1)(z j,d t− j+1L e = 1|Nt)=
1
1 + exp
(
LAR(v−1)
j,d t− j+1L e
) . (35)
V. Numerical and Sumulation Results
In this section, we provide numerical and simulation results on the achievable rates, power allocation,
channel estimation as well as joint detection and decoding.
A. Achievable Rates
Consider the superimposed transmission with L = 2 signal layers, where λ1 = λ2 = 10 and background
radiation λ0 = 0.01. We evaluate the sum achievable transmission rate versus symbol number M and
relative delay ρ1 in Figure 5, where the scenario of ρ1 = 0, ρ2 = 1 for perfect symbol boundary alignment
is also shown for comparison. It is implied that introducing relative relays can enhance the achievable
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Fig. 5. The achievable sum rates with different relative delays.
sum rate, and ρ1 = 0.5 can maximize the sum rate, which can converge for M exceeding 102, where an
improvement of 0.5 bit per symbol can be observed.
Consider a more general scenario with possibly more than 2 signal layers, i.e., M = 1×104, λi = λ j = λ
for 1 ≤ i < j ≤ L and background radiation λ0 = 0.01. The achievable sum rates for the case of L = 2, 3, 4
with the relative delays are shown in Figure 6, where the scenario of L = 1 without signal superposition is
also shown for comparison. It is seen that the achievable sum rate can be improved with sufficient receiver-
side signal intensity. Since the computational complexity of symbol detection grows exponentially with
L, we can set a standard on the minimum L subject to at least σ bit per symbol gain over L − 1 signal
layers. Accordingly, we can achieve the optimal number of signal layers L∗ corresponding to different λ.
For example σ = 0.2; when λ < 3, L = 1 is optimal; when 3 ≤ λ ≤ 8, L = 2; when 8 ≤ λ ≤ 18, L = 3;
and when λ > 18, L = 4.
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Fig. 6. The achievable sum rates of 2,3,4 signal layers.
B. Power Allocation
We consider the power allocation in Section III.D for L = 2. The first optimization problem is max
(
R∗1 +
R∗2
)
, subject to λ1 + λ2 = λs. Figure 7 plots the maximum achievable sum rates and their optimal power
allocation versus λs. It is seen that as λs increases, the optimal power allocation tends to become equal
distribution, where the achievable sum rate enhances as ρ grows from 0.1 to 0.5. The second optimization
problem is to maxR∗1, subjected to R
∗
2 ≥ R2in f and λ1 + λ2 = λs, as shown in Figure 8. Let P denote
the intersection of lines R = R2in f and λ1 + λ2 = λs; and λP denote the x-coordinates of P. The feasible
solution for the problem is that λ1 = λs − λP, λ2 = λP.
C. Joint Detection and Decoding
Assume that λi = λave for 1 ≤ i ≤ L. The average symbol error rates for L = 2 and L = 3 of
joint detection versus λave are illustrated in Figures 9(a) and 9(b), respectively. Furthermore, we adopt
a (12620, 6310) LDPC code for each signal layer, where the parity check matrix construction and low-
complexity message pass decoding follow [36], [37] and [38]. The average bit error rates for L = 2 and
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Fig. 8. The achievable transmission rate of a single layer.
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Fig. 9. The symbol error rate of joint detection.
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Fig. 10. The bit error rate of joint detection and decoding with (12620, 6310) LDPC code.
L = 3 by joint detection and decoding versus λave are shown in Figures 10(a) and 10(b), respectively. It
is seen that for L = 2, ρ = 0.5 has the lowest error rate for both detection and decoding, which accords
with the maximum achievable sum rate.
VI. Experimental Results for 2-layer-superimposed Transmission
We conduct offline experiments on the 2-layer-superposition transmission for optical wireless scattering
communication to experimentally evaluate the proposed joint detection and decoding. At the transmitter
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Fig. 11. Diagram of the experimental superimposed communication system.
Fig. 12. Demonstration of the transmitter-side (left) and receiver-side (right) test beds.
side, a waveform generator is adopted to produce OOK signals. A Bias-Tee is employed to combine the AC
and DC signals to drive the UV LED. At the receiver side, a photomultiplier tube (PMT) is employed as
the photon-detector, which is integrated with an optical filter in a sealed box. The UV signal of wavelength
around 280nm can be detected, while the background radiation of other wavelengths is blocked. The PMT
output signal is attenuated by an attenuator, amplified by an amplifier, and then filtered by a low-pass
filter, which is then sampled by the oscilloscope. Finally, the photon counting processing, HMM-based
MAP joint detection and decoding are realized in the received-side personal computer (PC) based on the
sampled waveforms from the oscilloscope. Table I shows the specification of experimental equipment,
and Figures 11 and 12 illustrate the entire experimental block diagram and the test bed realizations,
respectively.
In the experiment, the background radiation intensity is around 150 photoelectrons per second in the
indoor environment (λ0 ≈ 1.5 × 10−4). Furthermore, we adopt the following parameters for two signal
layers: symbol duration Ts = 1µs; ρ = 0.5; uniform power allocation for 2 signal layers (λ1 = λ2 = λave);
20
TABLE I
Specification of device for experiment.
UV LED Model TO-3zz PO#2036Wavelength 280nm
Optical filter Peak transmission 28.2%Aperture size Φ31.5mm ×28.3mm
PMT
Model R7154
Spectral response 160nm ∼ 320nm
Dark counts < 10 per second
Detection bandwidth > 200MHz
the same parity check matrix construction and decoding algorithm of LDPC codes as those in simulation;
and the uniform prior probabilities for 0 − 1 symbols. For each λave, we implement MAP joint detection
and decoding and count the bit error rate based on the transmission of 1000 frames (1.262 × 107 random
bits).
We experimentally evaluate channel estimation for L = 2, ρ1 = 0.5, where we exploit a 255-bit m
sequence as a pilot sequence zp. For Lp = 1, zp1 = z
p; and for Lp = 2, zp1 = z
p
2 = z
p. The performance of
channel estimation versus the number of iterations is illustrated in Figure 14(a), where the result of Lp = 2
is from the ML estimation. It is implied that real time estimation for both Lp = 0 and 1 can converge
to the ML solution; and assisted by the pilot sequence, the convergency of Lp = 1 is faster than Lp = 0.
Furthermore, higher λsi with large receiver-side SNR can lead to faster convergence, which is close to the
simulation result on the channel estimation with the same system parameters, as shown in Figure 14(b).
Moreover, the MAP detection with and without LDPC code (denoted as EXP) is evaluated in Figure
13, where the simulation results with the same channel parameters (denoted as SL) is plotted for
comparison. It is seen that the experimental results on the channel estimation, symbol detection and joint
detection/decoding are close to the simulation results, which illustrates the feasibility of the proposed
channel estimation and signal detection approaches in real communication scenarios.
VII. Conclusion
We have proposed superposition transmission for optical wireless scattering communication based on
HMM. We have obtained the achievable rates of proposed superposition transmission, and proposed
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Fig. 14. Convergence of channel estimation from both experiments and simulations.
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the EM-based channel estimation and joint detection and decoding. The performance of the proposed
approaches are verified by numerical results. Moreover, for two- and three-layer transmission, both
simulation and experimental results are employed to validate the feasibility of the proposed algorithms
for channel estimation as well as joint detection and decoding.
VIII. Appendix
A. Comparison of Achievable Rates between OOK and 2-Pulse-Position Modulations (2-PPM)
The mutual information of single-use OOK modulation is given by
IOOK(X; N) = max
0<q<1
{
H
[ ∑
Xq∈{0,1}
P(Xq)POOK(N |Xq)
]
−
∑
Xq∈{0,1}
P(Xq)H[POOK(N|Xq)]}, (36)
and that of 2-PPM is given by
I2−PPM(X; N1,N2) = max
0<q<1
max
0<τ<1
{
H
[ ∑
Xq∈{0,1}
P(Xq)P2−PPM(N1,N2|Xq, τ)
]
−
∑
Xq∈{0,1}
P(Xq)H[P2−PPM(N1,N2|Xq, τ)]},
(37)
where Xq ∼ {q, 1 − q};
POOK(N|Xq = 0) =
λN0
N!
e−λ0 ,
POOK(N |Xq = 1) = (λ0 + λ1)
N
N!
e−(λ0+λ1),
P2−PPM(N1,N2|Xq = 0, τ) =
τN1λN10 (1 − τ)N2(λ0 + λ1)N2
N1!N2!
e−τλ0−(1−τ)(λ0+λ1),
P2−PPM(N1,N2|Xq = 1, τ) =
τN1(λ0 + λ1)N1(1 − τ)N2λN20
N1!N2!
e−τ(λ0+λ1)−(1−τ)λ0;
(38)
λ1 denotes the mean number of detected photoelectrons in each symbol duration; N,N1,N2 denote the
number of received photoelectrons; and τ denotes the duty ratio of the pulse in each symbol duration for
2-PPM. The achievable rates of OOK and 2-PPM modulation are compared in Figure 15, where OOK
modulation shows higher achievable rate.
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Fig. 15. The comparison between OOK and 2-PPM modulations with background intensity 1 × 104 per second.
B. Proof of State Transition Matrix
For k = (t mod L) + 1, we have d t+1−k+1L e = d t−k+1L e + 1, and d t+1−r+1L e = d t−r+1L e for r , k. Due to
St = [z1,d tL e, z2,d t−1L e, . . . , zL,d t−L+1L e]
T , the r-th element of St and St+1 must satisfy zr,d t−r+1L e = zr,d t+1−r+1L e for r , k.
Consequently, The state transition probability P(St+1 = st+1, j|St = st,i) = 0, if zr,d t−r+1L e , zr,d t+1−r+1L e; and
P(St+1 = st+1, j|St = st,i) = P(zk,d t+1−k+1L e|zk,d t−k+1L e). Furthermore, zk,d t+1−k+1L e is independent with zk,d t−k+1L e, hence
we have P(zk,d t+1−k+1L e|zk,d t−k+1L e) = q
z
k,d t+1−k+1L e
k,d t+1−k+1L e
(1 − qk,d t+1−k+1L e)
z
k,d t+1−k+1L e . In addition, zi,d t−i+1L e = St · ei for 1 ≤ i ≤ L.
Therefore, zr,d t−r+1L e , zr,d t+1−r+1L e is equivalent with
(
st+1, j · er)  (st,i · er) = 0, and P(St+1 = st+1, j|St = st,i) can
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be simplified into Equation (4).
C. Proof of Chain Rules on Conditional Probabilities
We prove the proposition based on the following chain rule on the probability of received signal given
two users since the numbers of received photoelectrons in different chips are independent of each other,
P(NT |ZL) =
T∏
t=1
P(Nt|Z1,d tL e,Z2,d t−1L e, . . . ,ZL,d t−L+1L e). (39)
Consequently, Equation (12) can be proved by
P(Zk|ZL\k, NT ) = P(Zk,1, Zk,[2,L]|{Zi,d t1−i+1L e}, {Nt1}, {Zi,d t˜−i+1L e}, {Nt˜})
=
P
(
Zk,1, Zk,[2,L], {Nt1}, {Nt˜} | {Zi,d t1−i+1L e}, {Zi,d t˜−i+1L e}
)∑
Zk,1
∑
Zk,[2,L] P
(
Zk,1, Zk,[2,L], {Nt1}, {Nt˜} | {Zi,d t1−i+1L e}, {Zi,d t˜−i+1L e}
)
=
P
({Nt1} | Zk,1, {Zi,d t1−i+1L e})P(Zk,1)P({Nt˜} | Zk,[2,L], {Zi,d t˜−i+1L e})P(Zk,[2,L])∑
Zk,1
∑
Zk,[2,L] P
({Nt1} | Zk,1, {Zi,d t1−i+1L e})P(Zk,1)P({Nt˜} | Zk,[2,L], {Zi,d t˜−i+1L e})P(Zk,[2,L])
=
P
({Nt1} | Zk,1, {Zi,d t1−i+1L e})P(Zk,1)∑
Zk,1 P
({Nt1} | Zk,1, {Zi,d t1−i+1L e})P(Zk,1)
P
({Nt˜} | Zk,[2,L], {Zi,d t˜−i+1L e})P(Zk,[2,L])∑
Zk,[2,L] P
({Nt˜} | Zk,[2,L], {Zi,d t˜−i+1L e})P(Zk,[2,L])
= P
(
Zk,1 | {Nt1}, {Zi,d t1−i+1L e}
)
P
(
Zk,[2,L] | {Nt˜}, {Zi,d t˜−i+1L e}
)
,
(40)
where Zk,[2,M] = [Zk,2,Zk,2, . . . ,Zk,M], and the indexes involved in the brackets i ∈ L\k, k ≤ t1 ≤ k + L − 1
and k + L ≤ t˜ ≤ k + ML − 1. Re-factorizing Equation (40), we have
P(Zk|ZM\k, NT ) = P(Zk,1 | {Nt1}, {Zi,d t1−i+1L e})P(Zk,2 | {Nt2}, {Zi,d t2−i+1L e})P(Zk,[3,M] | {Nt˜}, {Zi,d t˜−i+1L e}), (41)
where the indexes involved in the brackets i ∈ L\k, k + L ≤ t2 ≤ k + 2L − 1 and k + 2L ≤ t˜ ≤ k + ML − 1.
Re-factorize Equation (41) for M − 2 times, we have
P(Zk|ZL\k, NT ) =
M∏
j=1
P
(
Zk, j|{Zi,d t j−i+1L e}, {Nt j}
)
, (42)
where the indexes involved in the brackets i ∈ L\k and k + ( j − 1)L ≤ t j ≤ k + jL − 1.
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D. Proof of conditional entropies
We prove the proposition by Equation (43) based on Proposition 1.
H(Zk|ZL\k, NT ) =
∑
ZL∈BML
∑
NT∈NT
P(ZL, NT ) log2 P(Zk|ZL\k, NT )
=
∑
ZL∈BML
P(ZL)
∑
NT∈NT
P(NT |ZL) log2 P(Zk|ZL\k, NT )
=
∑
ZL∈BML
P(ZL)
∑
NT∈NT
P(NT |ZL) log2
M∏
j=1
P
(
Zk, j|{Zi,d t j−i+1L e}, {Nt j}
)
=
∑
ZL∈BML
P(ZL)
∑
NT∈NT
P(NT |ZL) log2
M∏
j=1
P
(
Zk, j, {Nt j}|{Zi,d t j−i+1L e}
)
P
({Nt j}|{Zi,d t j−i+1L e})
=
M∑
j=1
∑
Zk, j∈B
( ∑
Zi,d(t−i+1)/Le∈B
) k+( j−1)L≤t≤k+ jL−1
i∈L\k
P(Zk, j)
[ ∏
i∈L\k
P({Z
i,d t j−i+1L e
})
] ∑
{Nt j }∈NL
P({Nt j}|Zk, j, {Zi,d t j−i+1L e})
log2
P
(
Zk, j, {Nt j}|{Zi,d t j−i+1L e}
)
P
({Nt j}|{Zi,d t j−i+1L e})
=
M∑
j=1
∑
Zk, j∈B
( ∑
Zi,d(t−i+1)/Le∈B
) k+( j−1)L≤t≤k+ jL−1
i∈L\k
P(Zk, j)
[ ∏
i∈L\k
k+ jL−1∏
t=k+( j−1)L
P(Zi,d t−i+1L e)
] ∑
{Nt j }∈NL
[ k+ jL−1∏
t=k+( j−1)L
P(Nt|Zk, j, {Zi,d t−i+1L e})
]
log2
P
(
Zk, j, {Nt j}|{Zi,d t j−i+1L e}
)
P
({Nt j}|{Zi,d t j−i+1L e})
=
M∑
j=1
∑
Zk, j∈B
( ∑
Zi,d(t−i+1)/Le∈B
) k+( j−1)L≤t≤k+ jL−1
i∈L\k
P(Zk, j)
[ ∏
i∈L\k
k+ jL−1∏
t=k+( j−1)L
P(Zi,d t−i+1L e)
] ∑
{Nt j }∈NL
[ k+ jL−1∏
t=k+( j−1)L
P(Nt|Zk, j, {Zi,d t−i+1L e})
]
log2
P
(
Zk, j
)∏k+ jL−1
t=k+( j−1)L P(Nt|Zk, j, {Zi,d t−i+1L e})∑
Zk, j∈B P
(
Zk, j
)∏k+ jL−1
t=k+( j−1)L P(Nt|Zk, j, {Zi,d t−i+1L e})
(43)
Typically, for single user transmission, the prior probability of the transmitted symbols remains constant,
i. e, qi, j = q for 1 ≤ i ≤ L and 1 ≤ j ≤ M. Consequently, each term in ∑Mj=1[•] remain constant for
2 ≤ j ≤ M − 1. When j = 1 or j = M, d t−i+1L e may equal 0 or M + 1, we define Zi,0 = Zi,M+1 = 0 for
1 ≤ i ≤ L due to the finite number of transmitted symbols. Neglecting the effect of j = 1 and j = M, we
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have that
∑M
j=1
∑
Zk, j∈B[•] = M
∑
Zk, j0∈B[•], where j0 can take any integer value in [2,M − 1]; and
⌈ t − i + 1
L
⌉
=

j0, if 1 ≤ i < k, k + ( j0 − 1)L ≤ t ≤ i + j0L − 1;
j0 + 1, if 1 ≤ i < k, i + j0L ≤ t ≤ k + j0L − 1;
j0 − 1, if k < i ≤ L, k + ( j0 − 1)L ≤ t ≤ i + ( j0 − 1)L − 1;
j0, if k < i ≤ L, i + ( j0 − 1)L ≤ t ≤ k + j0L − 1.
(44)
Letting j0 = 2, we have the following simplified form of Equation (43),
H(Zk|ZL\k, NT ) = M
∑
Zk∈B
( ∑
Zi,2∈B
∑
Zi,3∈B
)1≤i<k( ∑
Zi,1∈B
∑
Zi,2∈B
)k<i≤L
P(Zk)
[ ∏
1≤i<k
P(Zi,2)P(Zi,3)
∏
k<i≤L
P(Zi,1)P(Zi,2)
]
∑
{Nk+L,...,Nk+2L−1}∈NL
[ k+2L−1∏
t=k+L
P(Nt|Zk, {Zi,d t−i+1L e})
]
log2
P
(
Zk
)∏k+2L−1
t=k+L P(Nt|Zk, {Zi,d t−i+1L e})∑
Zk∈B P
(
Zk
)∏k+2L−1
t=k+L P(Nt|Zk, {Zi,d t−i+1L e})
.
(45)
E. Derivation of Λˆ
(v)
in the M-Step of Channel Estimation
The likelihood function is given by
L(Np|λsi = λˆ(v)si ) =
Tp∑
t=1
log
∑
si∈BL\Lp
P(Np,Spt = si|λsi = λˆ(v)si )
≥
Tp∑
t=1
∑
si∈BL\Lp
Q(v)(Spt = si) log
P(Np,Spt = si|λsi = λˆ(v)si )
Q(v)(Spt = si)
.
(46)
Letting L˜(v)(Np|λsi = λˆ(v)si ) denote the last term of above inequality, we have that
L˜(v)(Np|λsi = λˆ(v)si ) ∼
Tp∑
t=1
∑
si∈BL\Lp
Q(v)(Spt = si)
(
N pt log τtλˆ
(v)
si −log N pt ! − τtλˆ(v)si
)
.
Hence, the partial derivative of likelihood function is given by
∂
∂λ(v)si
L˜(v)(Np = n|λsi = λˆ(v)si ) =
Tp∑
t=1
Q(v)(Spt = si)
(
N pt
λˆ(v)si
− τt
)
. (47)
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Letting ∂
∂λs j
L(Np = n|λs j = λˆ(v)s j ) = 0, we have that
λˆ(v)s j = arg max L˜(v)(Np = n|λsi = λˆ(v)si ) =
∑Tp
t=1 Q
(v)(Spt = si)N
p
t∑Tp
t=1 Q
(v)(Spt = si)τt
. (48)
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