Thalassemia is a major health problem in Iraq, and despites a prevention programme. There has been no decrease in the prevalence of the disease, due to a lack of awareness, implying that genetic counseling was a failure. This failure has been attributed to a lack of recognition of problems related to Thalassemia, unorganised teamwork and services, lack of knowledge and insufficient numbers of extension workers, lack of Thalassemia support groups, and inadequate research in Thalassemia prevention and control. Autoregressive Integrated Moving Average (ARIMA) model and forecasting has become a major tool in different applications. The ARIMA model introduced by Box and Jenkins (1971) is among the most effective approaches for analysing time-series data. In this study, we used Box and Jenkins methodology to build an ARIMA model to forecast the number of people with Thalassemia, for the period from 2016-2018, from the data base from Maysan Health Center specific for Thalassemia the Maysan Provence, Iraq. After the model selection, the best model for forecasting was ARIMA (0, 1, 1) and of models were used for forecasting Thalassemia.
famous genetic diseases that lead to severe anaemia and other complications in the long term. It requires quoting a regular blood transfusion every three to four weeks, accompanied by pain to the patients and great suffering to their families.
On top of this, the transfer of continuous blood also leads to the accumulation of iron in the vital organs of the body, such as the liver and heart, which leads to serious complications. Infected cases of this disease are divided into two types:
Thalassemia Minor-characterises people who have the disease, but are living a normal life and not complaining of any symptoms. The second type is Thalassemia major, which can occur in offspring of two carriers of Thalassemia Minor, with 25% likelihood that their children are not infected with the disease, 25% that they suffer a severe form of the disease, and 50% that they have Thalassemia
Minor [1] . Iraq is witnessing a monthly birth-rate of between (100 -150) children with the disease, which is the same as getting approximately (2000) cases per year and these numbers are disastrous compared to neighbouring countries.
Another classification of Thalassemia is according to the site of the defect in the protein molecule of the red blood cells, according to which: α-and β-Thalassemia, β-Thalassemia is a common hereditary disorder caused by mutations in one or more of the β-globin gene loci that result in reduced β-globin production [2] . Recently, more than 200 different mutations have been detected affecting a variety of levels of β-globin gene expression causing β-Thalassemia. These mutations are not uniformly distributed, but have a geographical particularity and racial origin, as each is characterised by the presence of a few common mutations and variable numbers of rare ones [3] . Mutations such as nucleotide substitutions and/or frame shifts of the insertion/deletion kind have been reported to interfere with the transcription of the β-globin gene, splicing procedures, and translation of β-globin gene mRNA, which causes either absence or reduction of synthesis of β-globin chains [4] . One of the most important elements of building health is the prevention of all diseases, including serious diseases, such as Thalassemia, that cause a high percentage of deaths compared to other diseases, due to the increasing number of people infected with this disease in recent times.
This study was conducted in order to forecast the prevalence of this disease in future, which has been increasing in all areas of Iraq, especially in the province of Maysan. This study was based on monthly data for the patients with Thalassemia for the period between 2005-2015, and used data of patients as a series of time for the purpose of analysis for optimal modelling using the ARIMA Methodology, the forecasting to predict the numbers of people with this disease in subsequent, periods in order to take the necessary measures and substitutions to reduce morbidity in the future. A time-series typically consists of a set of observations of a variable taken at evenly spaced intervals of time [5] . The most comprehensive of all popular and widely known statistical models which have been used in the last four decades for time series forecasting are the Box-Jenkins method. However, the ARIMA model is only a class of linear model and, thus, it can only capture linear feature of data time series [6] . Many of standards determining the rank of model have been proposed by researchers [7] [8] [9] . There are different models of precision can juggle in time series analysis to clarify the given set of data, not be easy to choose the better model, in many cases, it has developed several criteria to compare models in the process of selecting the rank of model, and derive the importance of selecting the rank of the model from the fact that choosing the lowest rank of the actual rank of the model leads to inconsistency of the model parameters, while choosing a higher rank than the actual rank of the form to increase the model variance; this leads to a loss of accuracy due to the increase in the number of model parameters chosen.
Method
For realizing the forecast of the analysed time-series we use modern methods, such as ARIMA models, because they are among the models that can analyse large time-series data and forecast future cases
Models of Box & Jenkins
The pioneers in this area were Box and Jenkins, who popularized an approach that combines the moving average and the autoregressive models (1971 
Here t y and t ε are respectively the actual value and random error (or random shock) at time period t, Usually ARMA models are manipulated using the lag operator notation. The lag or Backshift operator is defined as
Ly y − = . Polynomials of lag operator or lag polynomials are used to represent ARMA models as follows [11] :
Here ( )
It is shown in that an important property of AR (p) process is invertibility, i.e. an AR (p) process can always be written in terms of an MA (∞) process. Whereas for an MA (q) process to be invertible, all the roots of the equation
must lie outside the unit circle. This Condition is known as the Inevitability Condition for an MA process.
ARIMA Model
In both statistics and econometrics, time series analysis of an autoregressive integrated moving average, an ARIMA model is the integration of an autoregressive moving average (ARMA) model. These models are fitted to time-series data, either to better understanding the data or to forecast future points in the series (forecasting). It is applied, in some cases where the figures show proof that they are not stationary, where an initial differencing step (corresponding to the integrated fraction of the model) can be applied to reduce the non-stationarity [12] , non-periodical ARIMA models which are generally denoted by ARIMA (p,d,q)
where parameters p, d, and q are non-negative integers, p is the order of the Autoregressive model, d is the degree of differencing, and q is to arrange of the Moving-average model. ARIMA models form is an important part of the BoxJenkins approach to time-series modeling [13] . ARIMA models can be seen as a chain of two models. The first is not fixed:
where X t and e t are the actual values and random error at time t, respectively, 
Steps of ARIMA Methodology [14]
• Analysis of the series: The first step in the process of modelling is to check for the stationary of the time series data. • Diagnostic checking: In this stage it is assumed that the errors represent a stationary process and the residues are white noise (or independent if the distribution is normal), a normal distribution with mean and variance stable.
The tests used to validate the model are based on the estimated residues. It is checked that the components of this vector are autocorrelated. If there is autocorrelation, the checked model is not correctly specified. In this case, the dependencies between the components series are specified in an incomplete manner, and we have to return to the model identification step and try another model. Otherwise, the model is good and can be used to make predictions for a given time horizon.
• Forecasting.
Criteria for Selection of the Rank of the Model

Bayesian Information Criterions (BIC) [8]
( )
ln ln 1 lnˆ 
The Application of Data
This study is based on the time-series data provided by the hereditary blood disease centre in Iraq (Maysan) from people diagnosed with Thalassemia for the period 2005-2015.
Analysis of the Series
The first step in the process of modelling is to check for the stationary of the time series data. This is done by observing the graph of the data or autocorrelation and the partial autocorrelation functions [2] . It notes, through a graph of the time series, that there are high rates of Thalassemia as compared with previous years (Figure 1 ).
Stationary
The first stage of ARIMA model building is to identify whether the variable, which is being forecasted, is stationary in the time-series or not. By stationary, with autocovariance functions, we can define the covariance stationarity, or weak stationarity. In the literature, usually stationarity means weak stationarity, unless otherwise specified. The time serie ( )
Where z is the integer set is said to be stationarity if:
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The time plot of the { } 
In Figure 1 the thalassemia data, clearly shows that the data is not stationary 
Using the adjusted (ADF) test [15]:
Our null hypothesis (H0) in the test is that the time series data is non-stationary; while the alternative hypothesis (Ha) is that the series is stationary. The Table 1 .
We, therefore, fail to accept H0 and, hence, can conclude that the alternative hypothesis is true i.e. the series is stationary in its mean and variance. 
Selecting the Rank of Model [16]
Seen from the Table 2 
The Forecasting
The results showed that after we apply (eviews, gretl, minitab) specific statistical programs on our data and charts, there is an increase in cases with Thalassemia in the coming years from 2016 to 2018, according to the Figure 4 , Figure 5 and Table 3 , where the number of patients monthly will be between (7 -11) patients 
Final Prediction Error (FPE) [9]
Been using the final prediction error (FPE) a good estimate of prediction error for model with n parameters is given by the final prediction error see Table 4 : 
2 r σ =variance of the residuals. N is the number of values in the estimation data set.
From Table 4 that the model ARIMA (0, 1, 1) has the lowest value of the criterion of (FPE).
Conclusions
1) ARIMA model was suitable for application to Thalassemia data and analysis of other similar medical data.
2) By application of ARIMA model, we were able to forecast future cases easily and accurately.
3) Cases of Thalassemia will increase within coming years, which means that, currently, no serious efforts are offered to solve or treat this disease in Iraq.
Recommendations
1) Doing more similar studies using data from other provinces of Iraq to overcome the disease.
2) Doing pre-marriage tests to detect the carriers to limit the future incidence.
3) The bone marrow transplant is the most suitable treatment of the disease but it is so costly for patients that governmental support will be very helpful.
4) Should take care to Sanitaryware industry pain less and more safety during blood transfusions to relieve pain and prevent infection from bacterial and viral diseases.
