Metastatic prostate cancer is initially treated with androgen deprivation therapy (ADT). However, resistance typically develops in about 1 year -a clinical condition termed metastatic castrateresistant prostate cancer (mCRPC). We develop and investigate a spatial game (agent based continuous space) of mCRPC that considers three distinct cancer cell types: 1) those dependent on exogenous testosterone (T + ), 2) those with increased CYP17A expression that produce testosterone and provide it to the environment as a public good (T P ), and 3) those independent of testosterone (T − ). The interactions within and between cancer cell types can be represented by a 3 × 3 matrix. Based on the known biology of this cancer there are 22 potential matrices that give roughly three major outcomes depending upon the absence (good prognosis), near absence or high frequency (poor prognosis) of T − cells at the evolutionarily stable strategy (ESS). When just two cell types coexist the spatial game faithfully reproduces the ESS of the corresponding matrix game. With three cell types divergences occur, in some cases just two strategies coexist in the spatial game even as a non-spatial matrix game supports all three. Discrepancies between the spatial game and non-spatial ESS happen because different cell types become more or less clumped in the spatial game -leading to non-random assortative interactions between cell types. Three key spatial scales influence the distribution and abundance of cell types in the spatial game: i. Increasing the radius at which cells interact with each other can lead to higher clumping of each type, ii. Increasing the radius at which cells experience limits to population growth can cause densely packed tumor clusters in space, iii. Increasing the dispersal radius of daughter cells promotes increased mixing of cell types. To our knowledge the effects of these spatial scales on eco-evolutionary dynamics have not been explored in cancer models. The fact that cancer interactions are spatially explicit and that our spatial game of mCRPC provides in general different outcomes than the non-spatial game might suggest that non-spatial models are insufficient for capturing key elements of tumorigenesis.
Introduction
In cancer biology, tumors are viewed as complex ecosystems consisting of cancer cells, normal cells, blood vasculature, inter-cellular spaces, and various nutrients such as oxygen and glucose [? ]. This heterogeneity likely has significance for tumor progression, metastases and patient outcome [? ] . 15 Mathematical models of cancer have been employed to understand tumor initiation, progression and metastases [? ] . Such models can be used to fit existing data, evaluate key factors relevant to cancer progression, or provide qualitative and quantitative predictions that can be experimentally validated [? ? ]. Non-spatial models of cancer can be deterministic or stochastic. They can take the form of ordinary differential equations that track the dynamics of the cancer 20 cells (often seen as growing logistically or according to a Gompertz equation [? ] ) and perhaps that of normal cells and/or immune cells. Spatially explicit models may take the form of diffusion processes framed as partial differential equations models [? ] , or the models may be agent based [? ] . As agent based models, the cancer cells or other features of the tumor may be represented on vertices of a lattice or network. Or, individual cells may occupy a space on a spatial grid Mathematical models can consider the eco-evolutionary dynamics that occur in tumors. Here we define a cancer cell "type" as cells that share the same heritable phenotype relevant to the 30 cancer under study. Ecological dynamics represent changes in the population size or density of cancer cells. The evolutionary dynamics consider how the heritable traits of cancer cell lineages change with time, or how the frequencies of different cancer cell types change with time. When a cancer cell's survival or proliferation probabilities are influenced by its type and the types of other cancer cells, the dynamics are frequency-dependent and therefore can be described using game 35 theory. Evolutionary game theory (EGT) provides an excellent modeling tool for considering complex tumors that include several interacting cancer cell types.
EGT deals with interactions between players [? ? ]. As a game, cancer cells represent the players, their types or heritable phenotypes represent the different strategies, and survival and proliferation rates represent the payoffs. A cell's payoff will be influenced by its strategy and the 40 strategies of others. EGT includes tools for modeling population dynamics and the evolutionary dynamics of changes in the frequency of different cancer cell types. EGT can be used to find ecoevolutionary equilibria and to evaluate their stability. When there are a finite number of different possible strategies among the cancer cells, then the evolutionary dynamics can be modeled using replicator dynamics (RD) [? ] . RD are non-spatial and apply when an individual interacts with 45 the population at large either via random interactions or through "playing the (entire) field". Recent research has focused on extending RD Recently, cancer has been modeled using replicator dynamics. These models have either been . Here we use a spatially-explicit agent based approach to model cancer as an evolutionary game. First, we describe metastatic castrate-resistant prostate cancer that provides the motivation for our modeling work. The biology of this cancer suggests three important cancer cell types (strategies) whose interactions and payoffs can be described with a 3 × 3 matrix game. We can analyze 55 this matrix game as a non-spatial model using RD, and we develop a spatial version of the prostate cancer model where the space is continuous. Second, we find the evolutionarily stable strategies (ESS) for the non-spatial game, and the stable equilibria that arise in the spatial variant of the model. Finally, using the spatial model, we explore three relevant processes and scale dependencies that must occur in actual tumors. To our knowledge these processes and their 60 interactions have not been collectively explored in cancer models. The first of these processes relates to the density-dependence radius. A given tumor cell will be negatively affected by the density of other cancer cells within some neighborhood that represents the local depletion of resources or buildup of toxins. The second process relates to the frequency-dependence radius, that describes the distance at which cancer cells play the game.
Up to what distance does the strategy of neighbors matter in terms of influencing the payoff to an individual tumor cell? The third process relates to the dispersal radius. Cancer cells exhibit motility and the resulting movement of cells determines the distance between two daughter cells. Prior models have not made the distinction between the three scale dependent processes of density-dependence, frequency-dependence, and dispersal radius. By considering continuous 70 space, our model lends itself to examining the effects of these three scale-dependent processes on the eco-evolutionary equilibrium and on the dispersion of cancer cells and strategies in space. In what follows we introduce the metastatic castrate-resistant prostate cancer models used in this paper (Section 2); we compare the eco-evolutionary outcomes of the non-spatial and spatial models (Section 3); we examine the effects of varying the three scale-dependent processes on 75 spatial equilibria (Sections 4); and we discuss our results and highlight some directions for future research (Section 5). to ADT typically occurs through two different strategies. One of these involves the upregulation of CYP17A whereby the cancer cell produces its own testosterone [? ? ]. These we shall refer to as T P cells. They retain androgen receptors. The T P cells have the side effect of providing testosterone to their external environment where it becomes available to T + cells. Finally, resistance to androgen deprivation can take the form of cancer cells becoming wholly independent 95 of testosterone: T − . Treatment of mCRPC depends on the dominant resistance strategy. When T P cells are that largest intratumoral population, abiraterone, a CYP17A inhibitor, is typically effective. However, even in patients who respond to abiraterone, the disease progresses usually within 1-2 years.
Models
Here we investigate the eco-evolutionary dynamics of mCRPC by modeling the composition 100 and dispersion patterns of the three cell types (T + , T P and T − ) within a tumor. The resulting eco-evolutionary equilibria become important in that a tumor with primarily T + and T P cells can be effectively treated with drugs such as abiraterone that target androgen receptors [? ] . However, tumors with high frequencies of T − cells will be unresponsive to abiraterone and require chemotherapy. 
Model basics
Let T = {T + , T P , T − } be the set of cell types from Section 2.1. Let x i , i ∈ T, denote the frequency of the cells of type i ∈ T in the population. We assume that the cancer cells interact with each other as a game. When a focal cell of type i ∈ T interacts with a cell of type j ∈ T , the outcome is the probability that the focal cell divides and creates an offspring of type i. These 110 division probabilities for interaction between all types form a payoff (fitness) matrix A depicted in Table 1 . Please consult Appendix A for details about the non-spatial model corresponding to this payoff matrix. 
Replicator dynamics in metastatic castrate-resistant prostate cancer
For each type i ∈ T, the replicator dynamics [? ] define the time changeẋ i of its cell frequency
where
, and e i is the i-th row of a 3 × 3 identity matrix. Even with the same 115 initial conditions (x(0) = x 0 ), the frequency dynamics (1) will vary with the payoff matrix A.
For the 22 cases, we can map the frequency trajectories and the evolutionary stable strategies (ESSs) on a simplex ( Figure 1 ). When starting from positive initial frequencies, i.e., x(0) = (1/3, 1/3, 1/3) , each case of our model results in a single ESS, which is the attractor for the dynamics given by (1) . In the notation of Bomze [? ] , the games we consider fall into the 120 following two groups: (i) "no fixed point in the interior simplex" and "no edge pointwise fixed"; and (ii) they will exhibit "one fixed point in interior simplex" and "three non-corner fixed points on edges". Based on the frequency of the T − cells at the ESS, we can divide the 22 cases for replicator dynamics into three different groups (Table 2) In this section, we model the density and frequency dynamics of the prostate cancer cells as a spatial game on a continuous space. We imagine the cancer cells as players on a torus Θ = [0, 50) × [0, 50) with periodic boundary conditions. Rather than having a fixed grid or For the spatial game we specify rules regarding cell death, density-dependent interactions, frequency-dependent interactions and cell proliferation, which occur in generations. During a generation all living cells are selected in a random order to undergo the following actions: Cell death. We imagine that cell death can be either stochastic or deterministic. A cancer cell dies with either a fixed probability (stochastic) or after a fixed number of generations (deterministic). If the focal cell dies, it does not undergo any further actions. Following death, the cell either stays in the field permanently or is removed after a pre-specified number of generations. The combinations of deterministic or stochastic cell death and the rate at which dead cells stay in the 145 field (5 generations, 30 generations, or permanently) generate six possible mortality regimes (see Table 3 ). If the focal cell remains alive, it undergoes the next action. Density-dependent cell interactions. We imagine that available space and resources are necessary for successful cell proliferation. We define the density-dependence neighborhood as a disc around the focal cell with a pre-specified radius, called the density-dependence radius (Figure 2a) . If the number of cells (itself and dead cells included) within this density-dependence neighborhood is greater than or equal to 10 cells per unit area, then the focal cell cannot proliferate and it does not move onto additional actions in the current generation. If the density of cells within the density-dependence neighborhood is less than 10 cells per unit area then the focal cell moves onto the next action.
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Frequency-dependent cell interactions. We imagine the cells also have a frequency-dependence neighborhood, which is a disc around the focal cell with a pre-specified radius, called the frequencydependence radius (Figure 2b ). The focal cell randomly selects a neighbor cell from the living cells occurring within this frequency-dependence neighborhood. Having selected the focal cell's "opponent" for the game we move to the last action.
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Cell proliferation. The probability of the focal cell undergoing cell division and producing a daughter cell is determined by the payoff from the matrix A if we let the type of the focal cell be the row strategy and the type of the opponent be the column strategy (Table 1) . If the focal cell reproduces, it generates a daughter cell of its own type. This daughter cell is not placed in the field immediately, but only after all living cells have completed their actions for 165 the current generation. A given daughter cell is placed at a random location in the focal cell's dispersal neighborhood (Figure 2c ). The dispersal neighborhood is a disc around the focal cell with pre-specified radius, called the dispersal radius. The focal cell's likelihood of proliferating will be determined from an interaction between it and a randomly selected cell from within the disc defined by the frequency-dependence radius. (c) Dispersal neighborhood. If a focal cell proliferates, its daughter cell is placed randomly within the disc defined by the dispersal radius.
Tumor growth and composition
In this section we simulate tumor growth under the six different mortality regimes (Table 3) .
170
We compare the tumor composition of the six scenarios with the ESS of the non-spatial models for the 22 payoff matrices. In the simulations we track changes in 190 In the reminder of the paper, whenever we refer to "equilibria", what we mean is "stable equilibria", just to simplify the notation.
We might be able to observe two different types of (stable) equilibria: The transient (stable) equilibrium and saturated (stable) equilibrium. The former might occur when the total number of tumor cells is still growing, while the latter occurs once the space is saturated, i.e., once the In the following definition, we use the term maximal total population, which refers to the largest total population of cells reached over the run of the simulation, including both dead and living cells in this count. 
The effects of the mortality regime on tumor growth
Whether death is stochastic or deterministic and how long dead cells remain in the tumor strongly influence both the transient and saturated spatial equilibria. Figure 3 shows the spatial 210 dynamics of matrix #19 for each scenario from Table 3 . By generation 200 for matrix #19, the frequencies of cell types have reached transient equilibria in all scenarios even as the entire space has yet to be filled ( Figure 4 ). In scenario 1 (mortality regime: stochastic death and removal of dead cells after 5 generations) we observe that T + , T P , and T − cells are rather well mixed with dead cells and the tumor is tightly packed throughout. A similar tumor is observed in 215 scenario 5 (mortality regime: deterministic death after 20 generations and removal of dead cells after 5 generations) and scenario 6 (mortality regime: 5% stochastic death and removal of dead cells after 30 generations), while more dead cells are observed in the field in scenario 6 (with ≈ 60% cells dead) than in scenario 1 (with ≈ 20% cells dead) and scenario 5 (with ≈ 22% cells dead). In scenario 2 (mortality regime: deterministic death and no removal of dead cells) we 220 see the formation of a necrotic core of densely packed dead cells. Scenario 3 (mortality regime: 5% stochastic death rate and no removal of dead cells) is similar to scenario 2, except that a small number of living cells persist within the necrotic core. In scenario 4 (mortality regime: deterministic death and removal of dead cells after 30 generations) the tumor becomes a ring with an outer surface of living cells, an inner surface of dead cells and bulges of living cells 225 recolonizing an otherwise empty center. Figure 5 illustrates the tumors at their saturated equilibria for the six scenarios using payoff matrix #19. In scenarios 1 and 4 the living cells of the three types are relatively well mixed. In Table 3 , respectively, with payoff matrix #19. T + , T P , T − and dead cells are denoted by blue, red, green and black color, respectively. Table 3 , respectively, with payoff matrix #19. T + , T P , T − and dead cells are denoted by blue, red, green and black color, respectively. Tables 5, 6 and 7 (in Appendix C) record the transient and saturated equilibrium frequencies of the three cell types for all six scenarios and for all 22 payoff matrices, respectively.
Based on the six scenarios and the twenty-two possible arrangements of payoff matrices, we 235 observe the following:
• In scenario 1 (mortality regime: 5% stochastic death rate and removal of dead cells after 5 generations), the transient and saturated equilibrium frequencies for matrices from group I (positive) are very close to the matrix game ESS, while their equilibrium frequencies for matrices from group II (neutral) and III (negative) deviate from the matrix game ESS. In 240 conclusion, when the ESS for the matrix game contains just two cell types (T + and T P ), the spatial model yields cell type frequencies near identical to this ESS. When the ESS of the matrix game contains all three cell types, the spatial game results in equilibrium cell type frequencies quite different than the non-spatial ESS.
• In scenario 2 (mortality regime: deterministic death after 20 generations and no removal 245 of dead cells), the transient equilibrium frequencies for matrices from group I (positive) are close to the ESS while the transient equilibrium frequencies for matrices from group II (neutral) and III (negative) deviate substantially from the non-spatial ESS. For matrices in group II, T − cells die out during the transient equilibrium, and the frequencies of T + and T P cells converge on the 2-strategy non-spatial equilibrium if only T + and T P exist.
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For the matrices in group III, the transient equilibrium frequency of T − is much lower, and the frequencies of T + and T P cells are higher than the non-spatial ESS. There is no stable saturated equilibrium as all cells die when the space is filled no matter which matrix is examined. This is due to the existence of the necrotic core, which keeps spreading and eventually takes over the entire field.
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• In scenario 3 (mortality regime: 5% stochastic death rate and no removal of dead cells), the equilibrium frequencies are quite similar to those in scenario 2. The necrotic core eventually takes over the space. While some living cells do survive for many generations, they eventually fail to proliferate as they become surrounded by dead cells. Eventually, all cells die. Figure 5d . A thicker band of dead cells results in a tumor at saturation that has large empty spaces and a relatively low number of living cells. The frequencies of cell types at the saturated equilibria for matrices from group I (positive) and matrices #8, #12 and #15 deviate substantially from 275 the non-spatial ESS as clumps of living cells become separated and patchy due to the large empty spaces within the tumor. The saturated equilibrium frequencies for the remaining matrices are close to a 2-strategy ESS, as either T + or T − dies out; T P cells occur at higher frequencies than expected by the ESS for all matrices in groups II and III.
• In scenario 5 (mortality regime: deterministic death after 20 generations and removal of 280 dead cells after 5 generations), the transient equilibrium frequencies as well as the saturated equilibrium frequencies are very close to those generated from scenario 1.
• In scenario 6 (mortality regime: 5% stochastic death rate and removal of dead cells after 30 generations), the transient and saturated equilibrium frequencies for matrices from group I (positive) are close to the ESS, while their equilibrium frequencies for matrices from group II 
Spatial vs. non-spatial dynamics
To compare in more detail the dynamics and equilibria of the spatial versus non-spatial models, we consider the saturated equilibria for the 22 payoff matrices under just the first scenario (stochastic mortality and short duration before removing dead cells). This scenario produces a highly dynamic tumor that saturates at dense populations of living cells. We focus on the three 305 important themes in tumorigenesis:
1. the population size of live cancer cells at the saturated equilibrium 2. the frequencies of cell types at the saturated equilibrium 3. the dispersion patterns of cell types within the tumor To measure the dispersion pattern of a given cell type within the saturated tumor, we use the variance-to-mean ratio [? ] . The variance-to-mean ratio of type i ∈ T is defined as
where the space is evenly divided into N = 900 subsquares. Varying the number of subsquares a 310 bit gives us qualitatively similar results, therefore we consider N = 900 as being representative. Quantity n k i is the number of type i cells in the k-th subsquare andn i is the average number of type i cells per subsquare. The variance-to-mean ratio provides a quantitative measure of spatial dispersion or clumpiness (i.e., degree of aggregation of cells within certain regions of the field) [? ]: A variance-to-mean ratio ρ i = 1 indicates that cells of type i are randomly dispersed 315 in space, a ρ i > 1 indicates a clumped dispersion, and a ρ i < 1 indicates an over-dispersed or more uniform dispersion in space.
For the 22 payoff matrices at saturated equilibria, Table 4 depicts the living population size, cell type frequencies, the variance-to-mean ratio for each cell type, and the ESSs for the nonspatial model. Results show the mean value for 5 runs. Standard deviations were very low and 320 so we omit them from the table. In all runs, population sizes rose rapidly until the space was completely filled, usually after about 500 generations.
In terms of population size, there are only small differences between the 22 payoff matrices; though two subtle patterns are evident (Table 4) . Matrix 2 of group I had the highest mean of 17837 living cells, and matrix 19 of group III had the lowest mean of 17427; a mere 2.3% 325 difference. In the absence of any cell death, 25000 represents an absolute maximum cell density because in our model no cell proliferation can occur when cell densities are at or above 10 cells per unit area.
We observe the following:
• Tumors from group III (negative) reach slightly smaller population sizes when the frequency 330 of T − is greater than 0.1. There is also a small and negative correlation between the clumping of cell types (high variance-to-mean ratios) and their population size. We conclude that a smaller population size results because tumors with high T − frequencies exhibit a clumped dispersion. This clumping of all cell types reduces proliferation rates from like cell types interacting.
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• Population sizes are relatively large for matrices from group I where only T + and T P coexist. These tumors have near random dispersion patterns by cell type; thus eliminating non-random, positive assortative interactions by cell type. Matrices from group II (low frequency of T − ) have population sizes close to those of group I. In group II, only T − cells exhibit substantial clumping; but they are too few to impact the tumor's overall population 340 size.
Many of the payoff matrices result in large differences between the cell type frequencies in the spatial model as compared to the non-spatial ESS (Table 4) We highlight 2 results:
• Spatial dynamics converge to the ESS for all of the matrices in group I. With these matrices only T + and T P persist in both replicator and spatial dynamics.
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• For matrices in groups II and III, the rarest cell type in the ESS suffers and equilibrates at a lower frequency then predicted by the ESS. For matrices in group II (neutral), T − does much worse than at the ESS. Also, a highly clumped dispersion occurs for T − cells for these matrices. For matrices #16, #19 and #21 of group III, T + cells do much worse than predicted by the ESS. In these cases, the T + cells have a highly clumped dispersion.
350 Figure 6 shows examples of different saturated equilibria with different levels of clumping. For matrix #7 (group I), we see the spatial population converging to the ESS with a random dispersion of both T + and T P cells (Figure 6a ). The tumors become quite well mixed for all saturated equilibria from group I payoff matrices. For matrices #19 and #22, respectively, the cell type that does worst relative to the ESS has the highest variance-to-mean ratio at the 355 saturated spatial equilibria (Figures 6b and 6c ). This result holds for all matrices in groups II (neutral) and III (negative).
Whether cell clumping is observed or not depends on the particular payoff matrix. because the diagonal of each payoff matrix is 0. We conclude that the inter-cell type facilitation leads to the two cell types becoming well mixed with each other. Cell clumping (either T + or T − cell clumping) is observed for matrices in groups II and III, for which ESSs have three types present. Interestingly, across all matrices, T P always shows low levels of clumping. Its dispersion is always near random, or for some matrices, over-dispersed. In the first 10 generations, all cell 365 types exhibit a clumped dispersion, due to the small dispersal radius. However, T P cells always grow fast and spread rapidly across the field, because T P cells enjoy an initially high average payoff when compared to other types, i.e.,
The spread of T P cells provides a higher probability of interacting with the other two cell types. As a result, T P cells keep growing and spreading. Eventually, T P cells become 370 randomly or over-dispersed throughout the tumor.
4. Effects of the frequency-dependence radius, the dispersal radius and the densitydependence radius on spatial equilibria
In this section we investigate the effects of independently varying the frequency-dependence, dispersal and density-dependence radius on the eco-evolutionary dynamics of the spatial model.
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The spatial game will be analyzed with matrices #7 (group I; no T − cells in the ESS), #8 (group II; low frequency of T − cells in the ESS), and #22 (group III; high frequency of T − cells in the ESS) as these are typical representatives of their groups.
Effect of the frequency-dependence radius
We compared the outcomes of the spatial game when the frequency-dependence radius was set 380 to 0.5, 1, 10, and 50, while holding the dispersal and density-dependence radii to 1. Regardless of the frequency-dependence radius, T − cells die out for the group I matrix #7 (Figure 7b ). For group II matrix #8 and group III matrix #22 the frequencies of T − approach their non-spatial ESS values as the frequency-dependence radius increases (Figure 7b) .
Interactions become random with respect to cell type once the frequency dependence radius 385 encompasses the entire field. When this happens the equilibrium of the spatial model must converge on the ESS of the non-spatial model. The probability of a focal cell interacting with a neighbor of type j ∈ T equals the overall frequency of type j. The saturated equilibrium frequencies are very close to the ESS (with maximal difference ±0.001). As the frequency-dependence radius increases all cell types exhibit an increasingly clumped dispersion (Figures 7 and 13 ). The 390 variance-to-mean ratio increases with the frequency-dependence radius because the game now involves distant cells even as daughter cells remain close together.
Effect of the dispersal radius
We compared the outcomes of the spatial game when the dispersal radius was set to 0.5, 1, 10, and 50, while holding the frequency-dependence and density-dependence radii at 1. Like increasing the frequency-dependence radius, increasing the dispersal radius results in a convergence of the cell type frequencies on the ESS (Figure 8b) . Moreover, when the dispersal neighborhood covers the entire field (dispersal radius of 50), the spatial equilibrium frequencies are nearly identical to their ESS (with difference ±0.001). Increasing the dispersal radius reduces the variance-to-mean ratio for all cell types. A high dispersal radius disperses daughter cells widely and creates a within 400 cell type dispersion pattern that is random or even over-dispersed (Figures 8b and 13) . 
Effect of the density-dependence radius
We compared the outcome of the spatial game when the density-dependence radius is set to 0.5, 1, 10, and 50, while holding the frequency-dependence and dispersal radii at 1. The frequency of cell types in the saturated community converge to the ESS as the density-dependence radius 405 increases. Group I matrix #7 leads to no T − cells in the field. For group II matrix #8 and group III matrix #22 the frequencies of T − approach their non-spatial ESS values as the densitydependence radius increases (Figure 9b ). We observe very high levels of clumping by cell type when the density-dependence radius is 10 and 50. Curiously, a density-dependence radius of 10 results in a higher variance-to-mean ratio than a density-dependence radius of 50 ( Figure 9b) .
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When the density-dependence radius is low the tumor expands to fill the entire space (Figure 11a ). At a high density-dependence radius of 10 the tumor becomes a number of densely packed clusters with empty spaces between these clusters (Figure 10b) . Each cluster has a very high density in the interior and a much lower density at its exterior. With a density-dependence radius that encompasses the entire space (= 50), we observed one large cluster of cells (Figure 10c) . A large 
Concluding remarks
We used an agent-based, spatially-explicit model to study tumor dynamics as an evolutionary 420 game. The individual cancer cells represent the players, three cell types represent their strategies, and interactions between cells result in payoffs that influence a given cell's proliferation rate. We used a continuous space model meaning that cancer cells can occupy any point in the space. We included density-dependent effects where limited space and resources place upper bounds on the number and density of cancer cells inhabiting the resulting tumor. We included frequency-425 dependent effects by having three cell types. The proliferation rate of a given cancer cell is influenced by its type and the cell types around it. The tumor itself grows as daughter cells disperse some distance from proliferating cells. an external source of testosterone), T P (cells capable of producing their own testosterone, some of this becomes publicly available to other cells), and T − (cells that lack androgen receptors, and neither synthesize nor require testosterone). We extend a matrix game model based upon these three cancer cell types and their known biology [? ] . Of interest in the modeling is the resulting success and frequency of the T − cells as this likely relates to the success of subsequent therapy.
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Advanced prostate cancer generally metastasizes to the bone and may eventually form tumors in one to over a dozen locations within the patient's skeleton. Such tumors seem to be largely composed of T + cells that respond well to anti-androgen therapy. But, therapy may fail and the tumor progresses to metastatic androgen resistance. This may occur through the emergence of T P cells and/or T − cells. By producing testosterone, T P cells "rescue" the T + cells and 440 may promote their resurgence within the progressing cancer. The next line of therapy (e.g., abiraterone) targets the mechanisms used to create testosterone. If T − cells are absent to rare then such therapy should show success, but if T − cells form a sizeable portion of the tumor, then such patients will be non-responders and the targeted therapy may fail immediately. The underlying matrix game can take on 22 distinct forms based on the rank-ordering of payoffs within 445 the matrix. Interestingly, 12 of these show an absence of T − at the ESS, 4 show a low frequency of T − cells coexisting with T + and T P cells, while 6 show a high frequency of T − cells at the ESS.
Our model is intended to make several advances and contributions to spatially-explicit models of tumor growth. First, we consider different mortality regimes that result in substantially differ- We ran six scenarios corresponding to mortality regimes representing extremes of stochastic mortality rates versus fixed cell lifespans, and rapid decomposition versus no decomposition of With respect to the frequency of cancer cell types, we examined the transient and saturated equilibria of the model tumors. We observe an interesting difference between these two equilibria, which corresponds to actual tumors. Prostate cancer at an early stage, i.e., in our case in a 480 transient phase, is likely more treatable as the number of T − cells remains low. Ideally, treatment should start at this early stage and this makes studying spatial dynamics at a transient phase important. Yet, diagnosis or therapy may not occur until a saturated equilibrium has occurred where a given tumor has reached a large size and become less treatable.
In our spatial model, the saturated equilibrium frequencies of cell types frequently deviated 485 from the non-spatial ESS, and such discrepancies vary with the 22 possible payoff matrices. Matrices with an ESS of just two cell types show no discrepancies between the spatial and nonspatial models. When the ESS includes all three cell types, the rarest strategy at the ESS (generally the T + or T − cell type) tends to suffer in the spatial game and exhibit a lower steadystate frequency than predicted by the non-spatial ESS. In fact, for some matrices with very low
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T − frequencies at the non-spatial ESS, T − goes extinct for most replicates of the simulations. Clumping or kin effects explain this property of the spatial model. With a relatively small dispersal radius, cell types become clumped and hence a cell type interacts with its own type more than would be expected by chance. This is a standard property of many spatial models, and in fact can promote the evolution of cooperation [? ] . But here, this matrix model of prostate cancer
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"punishes" like interacting with like, and so positive assortative interactions reduce proliferation rates. The more clumped a cell type, the greater this disadvantage. With just two cell types, there is little clumping. With three cell types, all else equal, the rarer cell types become more clumped, and T − seems to become more clumped than either T P or T + . The clumping of cell types observed in our spatial model has significance for drawing inferences segregation of cell types in space. When the frequency-dependence radius encompasses the entire tumor, then cell-cell interactions occur at random, regardless of clumping. Hence, frequency interactions no longer counterbalance the clumping caused by a limited dispersal radius. Our results highlight to the need to pay more attention to the interplay between the distance over which cells disperse and the neighborhood size over which frequency-dependent interactions take 520 place. For instance, in grow-or-go models dispersal occurs at a larger scale than cell-cell interactions. The converse happens in models where a cell experiences the collective or diffuse actions of a large number of perhaps distant neighbors. Measuring or inferring the spatial scale of dispersal versus cell-cell interactions within actual tumors from biopsies presents both an opportunity and a challenge.
525
In our spatial model, we could independently vary the radius at which tumor cells experience the negative effects of competition from neighbors and the radius at which cells interact in a frequency dependent manner based on their type. Whereas increasing the dispersal radius and the frequency-dependence radius causes the cell type frequencies of the spatial model to converge to those of the non-spatial ESS, increasing the density-dependence radius merely causes incomplete 530 convergence. Increasing the density-dependence radius relative to the dispersal radius results in different dispersion patterns of cells regardless of type. When smaller than the dispersal radius, the cancer cells become almost uniformly dispersed in space. When the density-dependence and dispersal radii are equal, the cancer cells are essentially randomly dispersed. When the densitydependence radius is ten times the dispersal radius, the model no longer produces a continuous 535 tumor spread across the space. Instead, the space is occupied by clusters of smaller tumors. The small dispersal radius promotes clumping. The empty spaces between the micro-tumors remain because of the long-distance suppression of proliferation by the densely packed cells of the clusters. Finally, when the suppressive effects of the cancer cells on each other's proliferation rates span the entire space, then the tumor becomes a very dense single mass that does not expand to 540 fully fill the space. The dispersal radius keeps cells clumped while the space-wide suppression of proliferation prevents expansion beyond the boundaries of the tumor mass into the empty space.
Spatial models that have been introduced in the context of evolutionary game theory are usually confined to spatially explicit structures, such as graphs or lattices, including fields composed of identical hexagonal or square cells. In these models, individuals are represented as vertices of 545 the graph or cells in a regular field. Individuals usually interact with their immediate neighbors and their payoffs and strategies depend on and evolve with these interactions. The simplest forms of such models were originally adopted to study evolution of social behaviors [? ] . Early models had no births and deaths. Later ones included additional interactions, reproduction, and death rules to study evolution [? ? ? ]. Empty vertices, created when cells die or move and limitations 550 on cells growth were included in these models as well. While such models are more general than the original ones, they are still limited by assumptions on the structure of the field and definitions of the neighborhood. In this paper we went beyond rigid spatial models, by putting forward a continuous-space model of tumorigenesis. The advantage of using such a model is the flexibility of the continuous space and of the action rules. In our previous work we have shown how varying 555 a fixed number of neighbors majorly impacts the predictions of grid models [? ] . Moreover, the continuous-space models seem to be more appropriate for modeling cancer where tumor cells may occur throughout a space and at very different local densities. Even though more rigid spatial models can be computationally efficient, this efficiency decreases rapidly when population sizes become large or when the radii of density-dependence, frequency-dependence, and dispersal 560 increase. Our implementation of the continuous-space model is efficient. A simulation running on a standard computer cloud takes a matter of seconds or maximally minutes, independent of population or interaction radii size.
In summary, we have shown that spatially-explicit evolutionary models often provide outcomes that differ from those in non-spatial ones. This, together with the spatial character of real tumors,
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suggests that space is a key element of tumorigenesis. Moreover, we have shown that continuousspace models are appropriate for modeling tumor growth, as they allow for flexibility of interaction rules and the spatial scales crucial to cell proliferation. In this work, we show how the scale at which cancer cells disperse and experience frequency-and density-dependent processes strongly influences the frequency and dispersion patterns of cell types within the tumor. As a result,
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we have discovered various distinct cell dispersion patterns in space, such as near complete cell segregation, random cell dispersion, and over-dispersion. Furthermore, the scale at which densitydependent processes operate can alter tumor architecture and create continuous masses of cells, separate clusters of cancer cells, and dense tumor masses surrounded by empty space. Some of our results accord with clinical and laboratory observations and others may help in the further 575 development of spatial evolutionary models of cancer.
Our model and results invite future research. First, the scenario in which rings of dead cells form needs further and more detailed analysis, as results from such scenarios resemble real tumors for many cancer types. Second, the spatial model can be expanded to include blood vasculature and the immune system to determine tumor growth and heterogeneity. Third, the model can compare to our spatial model. When individuals interact randomly with others over the entire field, the saturated equilibrium strategy frequencies of our spatial game match those of the nonspatial ESS. In general, the replicator dynamics [? ] represent one of the dynamics which, under certain conditions, converge to the ESS. For each cell type i ∈ T, the replicator dynamics define the time changeẋ i of cell frequency
with x(0) = (1/3, 1/3, 1/3) . Here matrix A is the fitness (or payoff) matrix,
is a vector of cell type frequencies, and e i is the i-th row of a 3 × 3 identity matrix. Each element A(i, j) of the fitness matrix A defines a probability that a cell of type i will produce a daughter cell of the same type when interacting with a cell of type j ∈ T. The non-spatial model (3) assumes that the population of cells is well mixed and, therefore, a probability that a cell of type i meets a cell of type j at time t is given by the frequency of the j cells in the entire population 750 at time t.
We assume that each cell type competes most with its own type. Intra-type interactions do not increase proliferation rates. For this reason, we have set the diagonal elements of A equal to 0 to reflect this lack of effect. The off-diagonal elements are positive (but less than 1) to reflect the lower competition between cell types and the gains that can accrue to a cell type from interactions 755 with an alternative cell type. Standardizing the elements so that the off-diagonal elements are 0 may introduce a possible artifact. In the spatial model these elements are the probability of proliferating when two cells interact, and hence no proliferation can occur when two cells of the same type interact. Thus, at least two cell types must be present for the tumor to grow. Frequency-dependent processes favor the coexistence of the diverse cell types even as density-760 dependence limits the overall population size of cancer cells within the space. In Appendix D we show that having 0 elements on the diagonal of the matrix does not influence any of the conclusions qualitatively.
Therefore, A has the form
The rest of the elements of matrix A are assumed to be distinct from each other and from the The first three inequalities are based on observations regarding which cell type receives the 770 greater benefit when interacting with a particular cell type:
• a > f : A T + cell profits more than a T − cell from interacting with a T P cell, because a T P cell produces a systematic testosterone that a T + cell needs for proliferation. When testosterone is available a T + cell is expected to have a higher proliferation rate than a T − cell.
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• c > e: A T + creates a cellular infrastructure that a T P cell benefits from. Therefore, we expect that a T P cell is more fit than a T − cell when interacting with a T + cell.
• b < d: When interacting with a T − cell, a T + cell receives no testosterone to proliferate, while a T P cell may profit from less competition for resources.
The rest of the inequalities are based on observations regarding which cancer cell type provides 780 more benefit to a particular cell type:
• a > b: A T + cell has a higher chance to proliferate when interacting with a T P cell than when interacting with a T − cell, because a T P cell produces testosterone which a T + cell needs.
• c > d: A T P cell will be more fit when interacting with a T + cell than compared to its 785 interaction with a T − cell, as a T P cell gains extra resources from cellular infrastructure that a T + cell builds.
• e > f : A T − cell profits more from interacting with a T + cell than from interacting with a T P cell, because a T − may profit from the cellular infrastructure the T + cell produces, while it cannot utilize a systematic testosterone produced by a T P cell.
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While we know well which of the coefficients in the fitness matrix A are bigger than others, it is currently impossible to measure their precise values. Figure 14 . For all parameter variations the 3 groups of matrices are maintained, which means that our observations are not sensitive to the magnitude of the 810 matrix elements but rather their rank ordering. This appendix includes tables 5-7 with detail information regarding the transient and saturated equilibria for all scenarios introduced in this paper. Here, we explore the consequences of having 0's along the diagonal of our matrix model. To do so we added 0.2 to all elements of payoff matrix A. We shall refer to this matrix with increased elements as the enhanced matrix as opposed to the original matrix. By adding a constant amount to each element, the non-spatial ESSs remain the same (Table 2) .
We focused on Scenario 1 (mortality regime: 5 % stochastic death rate and removal of dead 820 cells after 5 generations). We examined three representative matrices, enhanced matrices #7, #8 and #22 from groups I, II and III, respectively, under all combinations of the three frequencydependence radii (= 1, 10, 50), the three density-dependence radii (= 1, 10, 50), and the three dispersal radii (= 1, 10, 50). In total there are 21 matrix and parameter combinations. We ran simulations for 2000 generations and ran five replicates for each parameter combination. The 825 five replicates exhibited very small standard deviations in terms of equilibrium frequencies and variance-to-mean ratios of cell types. The following tables show the average outcome for each enhanced matrix. In terms of conclusions, there were no qualitative differences between the results from the enhanced and original matrices (Tables 9, 13, 14 and 15 and Figures 15 and 16 ). When the 830 dispersal, frequency-dependence and density-dependence radii are small, the enhanced matrices produce greater within cell-type clumping (higher variance-to-mean ratios). This is to be expected. When the density-dependence limit permits, a cell that interacts with its own type now has some probability of proliferating which adds another like-type cell to the clump. When the enhanced matrix has no T − at the non-spatial ESS, both the enhanced and original matrices for 835 the spatial game result in the ESS frequencies of T + and T P cells. When the non-spatial ESS has a very small frequency of T − , the resulting spatial game (for enhanced matrix) results in a near absence of T − . When the non-spatial ESS has a sizable frequency of T − , the resulting spatial game (for enhanced matrix) stabilizes on frequencies of T − that are below the non-spatial ESS. However, the discrepancy between T − in the spatial game (for enhanced matrix) and the 840 non-spatial game becomes smaller.
In exploring the consequences of increasing either the frequency-dependence, dispersal, or density-dependence radii in the spatial games, the games with enhanced matrices yield higher variance-to-mean ratios for the increased frequency-dependence radii (Tables 10 and 13 ), but there is little change when the other 2 radii are increased as well (Tables 11, 14 , 12 and 15). When 845 increasing these particular radii, the resulting spatial equilibrium frequencies of the original and enhanced matrices are almost identical. Visually, there is no difference regarding the dispersion of cells when the density-dependence radius is 10 or 50, in comparison to the original matrices. For both, a density-dependence radius of 10 still yields numerous small clumps of cells across the space (Figure 15 ) and a radius of 50 yields a single large cluster in the middle of the space 850 ( Figure 16 ). Table 8 : The frequencies and variance-to-mean ratios achieved at the saturated spatial equilibrium for the enhanced matrices, when dispersal, frequency-dependence and density-dependence radii are all equal to 1. The standard deviation of spatial equilibrium frequencies and variance-to-mean ratios over 5 runs are reported in Table 9 . Table 4 shows saturated equilibrium frequencies and variance-to-mean ratios of the original matrices. Table 10 : The frequencies and variance-to-mean ratios achieved at the saturated spatial equilibrium for enhanced matrices, when the dispersal and density-dependence radii are both set to 1, while the frequency-dependence radius is 10. The standard deviations of the equilibrium frequencies and variance-to-mean ratios are very small and comparable to those in Table 9 . For comparison, Figure 7 shows the saturated equilibrium frequencies and variance-to-mean ratios of the original matrices. The frequencies and variance-to-mean ratios achieved at the saturated spatial equilibrium for enhanced matrices, when the frequency-dependence and density-dependence radii are set to 1, while the dispersal radius is 10. The standard deviations of the equilibrium frequencies and variance-to-mean ratios are very small and comparable to those in Table 9 . For comparison, Figure 8 shows the saturated equilibrium frequencies and variance-to-mean ratios of the original matrices. # ESS Saturated equilibrium frequencies Variance-to-mean ratio (T + ,T P ,T − ) (T + ,T P ,T − ) (T + ,T P ,T − ) 7 (0.4000, 0.6000, 0) (0. The frequencies and variance-to-mean ratios achieved at the saturated spatial equilibrium for enhanced matrices, when the frequency-dependence and dispersal radii are set to 1, while the density-dependence radius is 10. The standard deviations of the equilibrium frequencies and variance-to-mean ratios are very small and comparable to those in Table 9 . For comparison, Figure 9 shows the saturated equilibrium frequencies and variance-to-mean ratios of the original matrices. # ESS Saturated equilibrium frequencies Variance-to-mean ratio (T + ,T P ,T − ) (T + ,T P ,T − ) (T + ,T P ,T − ) 7 (0.4000, 0.6000, 0) (0. The frequencies and variance-to-mean ratios achieved at the saturated spatial equilibrium for enhanced matrices, when the dispersal and density-dependence radii are set to 1, while the frequency-dependence radius is 50. The standard deviations of the equilibrium frequencies and variance-to-mean ratios are very small and comparable to those in Table 9 . For comparison, Figure 7 shows the saturated equilibrium frequencies and variance-to-mean ratios of the original matrices. The frequencies and variance-to-mean ratios achieved at the spatial equilibrium for enhanced matrices, when the frequency-dependence and density-dependence radii are set to 1, while the dispersal radius is 50. The standard deviations of the equilibrium frequencies and variance-to-mean ratios are very small and comparable to those in Table 9 . For comparison, Figure 8 shows the saturated equilibrium frequencies and variance-to-mean ratios of the original matrices. Table 15 : The frequencies and variance-to-mean ratios at saturated equilibria for enhanced matrices, when the frequency-dependence and dispersal radii are set to 1, while the density-dependence radius is 50. The standard deviations of the equilibrium frequencies and variance-to-mean ratios are very small and comparable to those in Table 9 . For comparison, Figure 9 shows the saturated equilibrium frequencies and variance-to-mean ratios of the original matrices.
(a) (b) (c) Figure 15 : Snapshots of the field at saturated equilibria for enhanced matrices (a) #7, (b) #8 and (c) #22, when the density-dependence radius is set to 10. 
