We propose a framework for studying visual morphological patterns across histopathological whole-slide images (WSIs). Image representation is an important component of computeraided decision support systems for histopathological cancer diagnosis. Such systems extract hundreds of quantitative image features from digitized tissue biopsy slides and produce models for prediction. The performance of these models depends on the identification of informative features for selection of appropriate regions-of-interest (ROIs) from heterogeneous WSIs and for development of models. However, identification of informative features is hindered by the semantic gap between human interpretation of visual morphological patterns and quantitative image features. We address this challenge by using data mining and information visualization tools to study spatial patterns formed by features extracted from sub-sections of WSIs. Using ovarian serous cystadenocarcinoma (OvCa) WSIs provided by the cancer genome atlas (TCGA), we show that (1) individual and (2) multivariate image features correspond to biologically relevant ROIs, and (3) supervised image feature selection can map histopathology domain knowledge to quantitative image features.
INTRODUCTION
Computer-aided decision support systems provide a fast and quantitative means for processing histopathological images. Such systems convert image samples into lists of quantitative image features and use pre-trained mathematical models to predict various clinical diagnoses. However, in the last decade, only a few computer-aided cancer diagnostic systems were accepted in clinical practice [1] [2] [3] . The main challenges for translation of these systems to clinical practice include (1) the semantic gap between image descriptors and histopathology domain knowledge and (2) the noise in histopathological image samples and in subsequent extracted features. With the emergence of whole-slide digital pathology, algorithms for automating the identification of regions-of-interest (ROIs) in large, heterogeneous whole-slide images (WSIs) are essential for reducing noise and improving diagnostic accuracy. We present a visualization and analysis framework that addresses two questions pertaining to WSI analysis: (1) Do common quantitative image features form spatial patterns on WSIs? (2) Do these spatial patterns correspond to biologically relevant WSI properties such tissue necrosis or cancer grade? Visualization techniques have previously been applied to clinical histopathological images, but have only recently expanded to include WSIs.
Most existing visualizations focus on linking image features to clinical patient information such as cancer grade, subtype and prognosis. Cruz-Roa et al. applied biclustering to simultaneously cluster image samples and code-words used in a bag-of-features description of the samples. Dendrograms from the biclustering allow users to observe the combination of code-words that represent any concept class [4] . Liu et al. used heat maps with dendrograms (TreeView software) to discover clusters among tissue microarray (TMA) samples [5] . Lessman et al. used selforganizing maps (SOMs) to interpret wavelet-based features [6] .
Iglesias-Rozas and Hopf used SOMs to cluster human glioblastoma samples [7] . They discovered four prominent clusters and associated these clusters with the presence of semantic histological features. Lobenhofer et al. used hierarchal clustering to visualize biologically related histopathological samples generated as part of a toxigenomics compendium study [8] . Researchers have proposed interactive information visualization systems to link multivariate bio-image features to clinical factors [9] . Besides visualizing relationships between samples and their diagnoses, some researchers have illustrated the utility of spatial pattern visualization for multivariate bio-images [10, 11] . Researchers have also developed histological image retrieval systems that annotate image blocks with semantic labels such as necrosis, glands, and lymphocytes [12, 13] . These systems were used for analysis of rectangular histological image portions rather than WSIs.
The emergence of large data repositories such as the Cancer Genome Atlas (TCGA) has shifted the focus of morphological cancer analysis and digital pathology to WSIs. TCGA is a joint project by the National Cancer Institute (NCI) and the National Human Genome Research Institute (NHGRI) that aims to accelerate the understanding of cancer in order to more effectively diagnose, cure and prevent cancer [14] . TCGA provides open access to high-quality genomic, proteomic and imaging data. The imaging data includes whole-slide tissue biopsy samples for several types of cancers. Recently, several researchers have used TCGA data for discovering relevant morphological properties associated with clinical diagnoses. Using ovarian serous carcinoma, Liu et al. studied the relationship between gene expression profiles, morphological properties of histological images, and chemotherapy response [15] . Soslow et al. established morphological properties associated with the BRCA1 and BRCA2 genotypes in ovarian serous carcinoma [16] . Cooper et al. discovered patient clusters in glioblastoma samples based on morphological features that have different prognoses [17] . Kong et al. associated morphological features to genomic subtypes in glioblastoma samples [18] . Chang et al. also established new subtypes in glioblastoma based on morphological features and associated them to differentially expressed genes [19] . They also developed BioSig, a system that allows the user the zoom and pan TCGAs WSIs similar to Google maps [19] . However, these systems do not have provisions for exploring quantitative image features across WSIs.
We propose a framework for studying visual morphological patterns across whole-slide images in order to address challenges related to biological interpretation of image features and to noise in heterogeneous WSIs that affects diagnostic accuracy. Using this framework, we demonstrate that (1) common histopathological image features are qualitatively associated with biologically interesting regions of WSIs, (2) sets of multiple image features can cluster sections of WSIs into biologically relevant regions, and (3) histopathology domain knowledge pertaining to ROIs can be translated to image features using supervised analysis. Our results indicate that this visualization and analysis framework is useful for discovering informative image features, understanding their biological relevance, and guiding identification of ROIs in WSIs (e.g., regions with cancer cells or regions of necrosis). In the following section, we describe the TCGA image data, image processing and feature extraction, and three visualization-based analysis methods. In the results section, we show how these three visualization-based analysis methods can identify useful biological information or provide useful clinical functionality.
METHODS 2.1 Data
We use 1301 hematoxylin and eosin-stained WSI samples of ovarian serous carcinoma (OvCa) from 571 patients provided by TCGA [14] . For each patient, cancer grade, cancer stage and prognosis data is provided by TCGA. For each WSI, information about percent of necrosis, stromal cells, tumor cells and normal cells is also provided by TCGA. All morphological patterns discussed in this paper and their biological interpretation was validated by a pathologist. WSIs from TCGA are available at 4 different resolutions. We use highest and lowest (thumbnail) resolution data for our analysis. Figure 1 is an example of an OvCa WSI. Typical TCGA WSIs are approximately 20,000x40,000 pixels. Moreover, these WSIs usually contain a large amount of blank space surrounding the tissue specimen as well as artifacts that include (1) dark regions caused by folding of tissue slices when they were placed on glass slides, and (2) pen marks used by pathologists while they were studying the slide. These artifacts must be flagged prior to analysis of the meaningful portions or ROIs of each image.
Image Processing
In order to efficiently identify ROIs in the large TCGA WSIs we crop HxW-pixel WSIs into a matrix of non-overlapping, 512x512-pixel tiles such that there are M rows and N columns in the tile matrix, where 
ROI Selection
We perform ROI selection in HSV-color space. ROI selection is a two step process. First, we identify tiles in the tissue region of a WSI using the following three conditions: (1) Percent blank (white or gray) space is less than 80%, where a pixel (i,j) in a binary blank mask, w, is given by
; (2) Percent pen-mark (bluishgreen) is less than 5%, where a pixel (i,j) in a binary pen-mark mask, p,
tissue is greater than 50%, where a pixel (i,j) in binary tissue mask, t, is given by 
Pen mark
Tissue fold Table 1 : Morphological image feature subsets.
Feature Subset # of Features Description
Next, among the selected tissue tiles, we select ROI tiles that contain less than 10% tissue fold artifacts. We detect tissue fold artifacts from the lowest resolution image provided by TCGA Tissue folds regions have high saturation and low intensity [20] . Therefore, we calculate for WSI pixels in each tissue tile and segment the image by identifying regions with and pixel area greater than five (to avoid noise). All of these regions are included in tissue folds. We then find pixels that are within two pixels of tissue folds (measured using the norm)
and that have '
. Based on visual analysis of the results, we observed that this tissue fold detection method has low false negatives. However, in some WSIs, regions with strongly stained basophilic cytoplasm appear as tissue folds, leading to false positives. In this study, we consider these regions to be folds. The thresholds used in this section were empirically determined based on some TCGA WSIs with image artifacts, but they translate well across different datasets. We visually inspected results for ovarian and kidney clear cell carcinoma datasets.
Image Feature Extraction
We extract nine image-feature subsets, including 461 features, from each tile in the ROI of a WSI ( Table 1) . These feature subsets capture important morphological properties of a histopathological image such as color, texture, shape and topology [21] . We address color batch-effects in samples by color normalizing each tile to a standard H&E reference, and then extract color features [22] . We convert the normalized image into a grayscale image and extract global texture features. We segment each tile image into eosinphilic, basophilic, no-stain and redblood-cell regions using color segmentation [22] . We then extract shape properties of eosinphilic, basophilic, and no-stain objects. We also extract grayscale texture of eosinphilic and basophilic regions. Basophilic structures often have nuclear clusters with overlapping nuclei [23, 24] . We segment individual nuclei from the basophilic mask and extract shape and topological features.
Visual Analysis

Visualizing Single Feature Variations
We visualize spatial patterns in WSIs formed by single image features in order to determine their biological relevance. By overlaying a heat map on a WSI thumbnail such that the heat map colors correspond to feature values, we can visually associate the feature values with morphological patterns. We map image feature values to heat map colors by discretizing the feature space into 20 equal-sized bins and use two methods for selecting the range of feature values: image-specific and dataset-specific. The image-specific feature range is calculated based on the distribution of feature values across all tiles of the WSI. Let be the distribution of a feature, m, across all of the tiles in a WSI sample, n. Then the dynamic range of is given by a lower limit, , and an upper limit, U , which are defined as follows:
Where function is the p th percentile of distribution R, and the interquartile distance, IQD, is given by .
Similarly, for the dataset-specific range and for each feature, m, are the lower and upper limits of the feature across all tiles in all WSI samples. Both methods for determining heat map range are useful. The image-specific range is useful for studying spatial patterns within individual image samples while the dataset-specific range is useful for studying spatial patterns in images with respect to the entire dataset. Figure 2 illustrates the variation of a single image feature (median Delaunay triangle area) across a WSI using the image-specific range (Figure 2.A) and dataset-specific range (Figure 2.E) . This feature captures the topology/architecture of histopathology images. As such, it is lower in the region of the WSI with cohesive lymphocytes (Figure 2.A) . In Figure 2 , the image-specific range of the median-Delaunay-area feature is 146-567, which is the upper part of the dataset-specific range (40-454) of this feature. Therefore, the visualization in Figure 2 .E is mostly red. Biologically, we observe that this WSI sample has Cribriform/pseudoendometrioid architecture (Figure 2.D) . Thus, nuclei in this WSI are farther apart compared to nuclei across the whole OvCa dataset, which tends to exhibit other cohesive architectures such as papillary [16] .
Unsupervised Multi-Dimensional Clustering
We study spatial patterns formed by clustering tiles in a multidimensional space defined by combinations of feature subsets (listed in . is the Euclidian distance.
We visualize clustering by highlighting similar tiles with the same color and generating a heat map to show the grouping of both image features (rows) and tiles (columns) (see Figure 5 .B and 5.C). By studying both the WSI with highlighted tiles and the hierarchical clustering heat map, we can associate ROIs in the WSI to image feature groups. The number of clusters for visualization is a variable parameter and we observed that up to six clusters were sufficient for discovering meaningful ROIs.
Supervised Classification
Studying the variations of single image features and the clusters formed by multi-dimensional image features is useful for interpreting the biological relevance of these features. However, it is also important to link histopathology domain knowledge to image features. In order to do this, we start by selecting two biologically different regions in the WSI, and develop a mathematical model using supervised machine learning methods to distinguish these two regions. We then use the predictive model to classify the remaining WSI tiles and visualize the result by highlighting tiles according to the probability of belonging to a selected region (Figure 3 ). This visualization is useful for (1) identifying image features associated with biologically distinct WSI regions and, based on these features, for (2) identifying image tiles that are similar to these regions. We use the mRMR-q (minimum-redundancy maximum-relevance) feature selection method for ranking features [26] . We then use the top features to develop a classification model using the linear-SVM classifier (LibSVM) [27] . We optimize the number of features used in the classification model using 5-fold, 10-iterations of cross-validation accuracy. The model may be incrementally trained by iteratively adding training samples (from different WSIs) to provide the classifier with more challenging training samples [28] . In Figure  3 , we illustrate the selection of tumor (green) and non-tumor (red) regions of a WSI and show the result of classifying the remaining image tiles by visualizing the probability of each tile belonging to the non-tumor region (Figure 3 .B, red indicates higher probability). 
RESULTS AND DISCUSSION
We studied OvCa WSIs using three visualization methods and found several biologically interpretable morphological patterns. In this section, we discuss an example pattern for each visualization method.
Average Basophilic-Object Eccentricity Differentiates Stroma/Necrosis, Tumor, and Lymphocyte-Infiltrated Tumor Regions
We studied spatial patterns captured using average basophilicobject (i.e., nuclear object) eccentricity (ec), a morphological shape property. Using the dataset-specific range of values for the visualization heat map, we observed that image tiles in the stroma/necrosis region have high ec while tiles with lymphocytes have low ec. This is due to the spindle-like nuclei of stroma/necrosis regions and the circular disc-like structures of lymphocytes [29] . Nuclei in tumor cells have intermediate eccentricity. necrosis, 5% stroma, and 95% tumor. We observed that: (1) due to the higher percentage of lymphocytic infiltration, the visualization of the second sample contains more green tiles (Figure 4 .K), (2) tiles in stroma/necrosis regions are highlighted with shades of red, (3) high resolution images confirm that tiles with low, medium and high ec are from stroma/necrosis, tumor and lymphocytic-infiltrated tumor regions, respectively. Lymphocytic infiltration is considered useful for predicting patient prognosis [29] and has been correlated to the BRCA1 genotype in OvCa [16] .
Color and Basophilic-Object Shape Features Reveal Three Distinct Clusters
We studied spatial patterns formed by the morphological color and basophilic-object shape feature subsets that include 124 features. Using Ward's linkage with agglomerative clustering (as described in section 2.3.2), we illustrate the spatial patterns formed by three clusters of tiles in a grade-3 sample reported to have 15% necrosis, 15% stroma, and 70% tumor ( 
5.C)
shows that there are several correlated features in these subsets that separate these clusters. We use the mRMR-q feature selection method to find the top five most informative, uncorrelated features in these subsets that will separate C1, C2 and C3. In Table 2 , we report these features (in the order of preference) with their average value and standard deviation for each cluster. These features can be easily visually associated with morphological properties of tumor, necrosis, and stroma. Due to the red appearance of stroma/necrosis regions compared to tumor regions, color features are important. Moreover, as discussed in the previous section, stroma/necrosis regions have spindle-like nuclei. Therefore, C2 and C3 have larger standard deviation in major-axis length and larger maximum eccentricity of basophilic structures. Due to the more elliptical nuclei in tumor regions, the mean boundary-fractal dimension is higher than that of stroma and necrosis. Therefore, using this visualization we can discover morphological patterns in WSI based on multiple features.
Identification of Tumor and Non-Tumor ROIs in WSIs
We developed a classification model that separates tumor and non-tumor (including stroma and necrosis) in OvCa WSIs. We selected this model because pathologists generally focus on tumor regions, excluding necrotic and stroma regions, while making (Figure 3.A) . We use these annotated tiles as ground truth. In total, 2098 tiles were used for training, among which 638 and 1460 tiles were from non-tumor and tumor regions, respectively. We performed 5-fold, 10-iterations of crossvalidation to select an appropriate feature size (from 1 to 20 top features out of 461 features). Based on average classification accuracy, we selected 17 as the optimal feature size. Table 3 lists the top 5 features. Similar to Table 2 , there are some color and basophilic-object shape properties that were useful for classifying tumor and non-tumor regions. In addition, energy of Gabor filter response is higher for tumor regions than non-tumor regions. Gabor filter response is high if there are edges in the image in the ș + ʌ/2 direction. Higher Gabor filter response in the tumor region is mostly due to stronger edges formed in the grayscale image by basophilic-structures compared to eosinphilic-structures. Also, mean intensity of eosin stained pixels is slightly higher (brighter/whiter) in non-tumor compared to tumor.
We validate this classification model on a separate test set of 100 OvCa WSIs. Again, tiles in the tumor and non-tumor regions of these images were marked by a pathologist. In total, there were 29424 tiles in the testing dataset with 17181 tumor and 12243 non-tumor tiles. Overall classification accuracy on the testing dataset was 90%. In Table 4 , we have provided a confusion matrix for the classification model performance on the test set. Most of the error is due to false negatives, i.e., our system classifies borderline cases as non-tumor rather than tumor. From the point of view of highlighting useful regions for diagnosis, false negatives are more favorable than false positives.
We also apply this model to all tumor samples in the OvCa TCGA dataset (including the training samples) that have reported 
CONCLUSION
We have proposed a visualization framework for studying morphological patterns across histopathological whole-slide images (WSIs). This visualization highlights variations across regions in WSIs based on one or more quantitative image features. The visualization can be used to study patterns formed by features (single feature variations and unsupervised multidimensional clustering) or it can be used to identify features that capture histopathology domain knowledge (supervised classification). Our results indicate that these visualization techniques are useful for semantic interpretation of quantitative image features. These visualizations can address the challenge of translating computer-aided decision support systems to clinical practice by reducing the semantic gap between quantitative image features and histopathology domain knowledge. We have considered each tile to be independent of its neighborhood; however, in future work, we plan to develop a Markov model to account for each tile's neighborhood. Although we have used ovarian serous cystadenocarcinoma (OvCa) WSIs provided by TCGA, our methods can be applied to any WSI dataset.
