Abstract. We consider solutions of the equation −Δu + λ u + |∇u| q = f , which blow up uniformly at the boundary of a smooth domain, that can be interpreted as the value function of a state constraint control problem for a Brownian motion. We prove a complete asymptotic expansion of the gradient at the boundary, giving the precise behavior of normal and tangent components. The result is achieved by proving Lipschitz regularity for u − S, where S is an explicit singular corrector term. As the main motivation and application of our result, we characterize the behavior of the singular optimal control law and of the constrained dynamics near the boundary.
Introduction.
In this work we study the solutions of the following elliptic equation:
which satisfy the singular boundary condition
where Ω is a bounded smooth subset in R N , N ≥ 2. In (1.1), we assume that 1 < q ≤ 2, λ > 0, and f satisfies suitable regularity conditions. Let us stress that the condition 1 < q ≤ 2 is necessary in order that solutions satisfying (1.2) exist. Indeed, if q > 2, any solution of (1.1) can be proved to be bounded (universally) and Hölder continuous up to the boundary (see [17] ); hence, the maximal trace in that case is bounded: This explains why the study of (1.1) for q > 2 needs, in general, a completely different approach.
The study of solutions of (1.1)-(1.2) was suggested in a pioneering paper by Lasry and Lions [15] motivated by a state constraint problem for the Brownian motion, which was roughly presented in an intuitive way as the problem of "constraining a Brownian motion in a given domain by controlling its drift." More precisely, given a Brownian motion B t (on a standard probability space) and a diffusion process X t which solves the stochastic differential equation (1.3) dX t = a t dt + dB t , X 0 = x ∈ Ω, they considered the problem of finding optimal feedback controls (i.e., controls a t = a(X t ), where a ∈ C(Ω; R N )) such that X t never leaves the domain Ω. Clearly, as TOMMASO LEONORI AND ALESSIO PORRETTA explained in [15] , a control has to be singular (at ∂Ω) in order to realize a similar state constraint (for a nondegenerate diffusion). The criterion for optimality was given by the cost functional
where E is the expected value, q =−1 , C q = (q − 1)q −−1 , and e −λt is a discount factor. Then the value function (1.5) u(x) = inf a∈A J(x, a), A = {a ∈ C(Ω) : X t ∈ Ω ∀t > 0, a.s.} was proved to be the maximal solution of (1.1). We note that here there was no restriction on q, but for q > 1. Then, in the case 1 < q ≤ 2, they proved that u is the unique solution of (1.1)-(1.2) (in the sense that u ∈ W 2,p loc (Ω) for any p < ∞ and satisfies (1.2) uniformly) and moreover that the optimal feedback state control law is given by (1.6) a
(·) = −q|∇u(·)| q−2 ∇u(·);
i.e., a(X t ) is the unique optimal control. Some asymptotic estimates for u were also proved (in [15] and also in [2] ) and in particular that . Let us note that the rate of explosion decreases as q gets close to 2, which is consistent with the fact that, when q > 2, solutions of (1.1) are bounded. Further results for the case q > 2 can be found in [15] , although a characterization of the optimal control law such as (1.6) is missing in that case.
Once more, we stress that we will restrict to the range 1 < q ≤ 2, when blow-up solutions exist, and moreover, after the results in [15] , the unique optimal control a(X t ) is explicitly given through (1.6). In particular, this gives significant motivation for studying the asymptotic behavior of ∇u, which locally determines, near the boundary, the constrained dynamics (1.3). A first estimate in this sense has been proved in [18] , using (1.7) and scaling and blow-up arguments, precisely that 
where ν(x) is the outward unit vector on ∂Ω . Note that (q − 1)
q−1 , so that (1.8) is the expected "derivation" of (1.7). Moreover, from (1.7) and (1.8) we observe that the first order asymptotic behavior of u and ∇u depends only on q and is described by the one-dimensional solution of the corresponding ODE.
The aim of the present paper is to give a more precise description of the blow-up of ∇u in order both to point out the influence of the geometry of the domain (by looking at second order effects) and to get a complete picture of the local behavior, near the boundary, of the controlled dynamics. In particular, by studying the asymptotic expansion of ∇u, we are able to detail the roles of normal and tangential directions and the influence of the boundary curvature in the behavior of the optimal control law defined in (1.6). To give a rough idea of the main consequence of our results, we are going to prove that the optimal control is tangentially bounded, it blows up pointing in the inward normal direction, and it achieves its maximum in those points (close to the boundary) where the domain has a maximal mean curvature. Actually this proves (as intuition suggests, when a uniform diffusion is constrained) that the control has to be "stronger" where the domain is more curved.
The above-mentioned properties are contained in the following result on the asymptotic behavior of the optimal (feedback state) control law: (1.9) a(x) = −q|∇u(x)| q−2 ∇u(x).
Notation. Let us stress that from now on we will denote by d(x) (often simply d) a positive smooth function such that d(x) ≡dist(x, ∂Ω) in a suitable inner neighborhood of ∂Ω. Moreover, we will indicate by ν(x) = −∇d(x) (hence ν(x) is the outward unit normal vector if x ∈ ∂Ω) and by τ (x) any unit vector field at x which satisfies τ (x) · ν(x) = 0.
Observe that, since Ω will be assumed to be at least of class C 2 , any x ∈ Ω lying in a sufficiently small neighborhood of the boundary admits a unique projection onto ∂Ω, denoted as x = P roj ∂Ω (x). Moreover, for ς ∈ ∂Ω, we denote by H(ς) the mean curvature of ∂Ω computed at ς.
Finally, we write Let f ∈ W 1,∞ (Ω), let u be the unique solution of (1.1)-(1.2) and a(x) be the optimal control law (1.9). Then for any 1 < q < 2 we have, as d(x) → 0,
where η(x) is such that
where τ (x) ∈ R N , |τ | = 1, τ · ν = 0, and ψ ∈ L ∞ (Ω). To our knowledge, such characterization of the behavior of singular feedback controls related to (1.3)-(1.5) is new in the literature. Actually, similar state constraint problems have been considered in previous works mainly in the case of degenerate diffusions and bounded controls and for a bounded value function (see also, e.g., [7] , [6] , [13] , [14] , and references therein), while the case of nondegenerate diffusions and a singular value function seems not to have been developed since the reference work [15] .
The results in Theorem 1.1 are the main consequence of our study of second order terms in the asymptotics of the gradient of solutions of (1. 
and (1.13)
Note that if q ≤ 3 2 one has that ∂u ∂τ blows up, but the optimal control law (1.9), which is the only relevant quantity for the dynamics, always remains tangentially bounded. Actually, the precise behavior of the tangential gradient represents a significant improvement with respect to the estimate (1.8) and, together with the second order terms of normal gradient, allows one to regard the dyamics near the boundary as
. Note that this corresponds to a linearization of (1.1), and the behavior of the process can then be described explicitly. In particular, observe how the drift acts differently on points which have the same distance to the boundary but different curvatures.
Let us point out that curvature effects in the boundary blow-up of solutions of elliptic equations were already observed previously in the case of semilinear equations with absorption zeroth order terms. In that context, it was recently proved in [10] , [4] (see also references therein) how second order terms in the blow-up of u precisely depend on the mean curvature of the boundary. These results, which also motivated our work, are obtained through a refined construction of sub-and supersolutions. However, in the context of solutions of (1.1)-(1.2), the main local features of the blowup are observed in the asymptotic behavior of ∇u, which cannot be studied using only comparison functions. Therefore, in some sense our results extend those proved in a different context in [10] , [4] , although we use a completely different method. Indeed, our estimates on ∇u in (1.12)-(1.13) are not derived by some asymptotic estimate on u, as was the case, for instance, for (1.8), which is proved in [18] using (1.7) and a scaling argument. A similar technique based on second order estimates for u is not possible here unless it is restricted to a smaller range of values of q (see section 3.2 for more details). We develop instead a totally different approach which, through a regularity result for solutions of (1.1)-(1.2), directly leads to a complete asymptotic expansion of ∇u as a vector field.
More precisely, we introduce as a corrector term the formal asymptotic expansion
; this is for q < 2), and we prove that u − S is Lipschitz in Ω, up to a suitable (unique and explicit) choice of the coefficients σ k . As a consequence, we obtain all singular terms in the asymptotic expansion of ∇u. In order to give a proper statement of this result, which is the main content of the article, we denote by α the following number:
and we observe that 
we have
As a consequence, we have for any α > 0:
• if α ∈ N:
[Let us observe, with respect to the above statement, that, due to (1.14), one has α ∈ N ⇐⇒−1 ∈ N; i.e., the case α ∈ N corresponds to having a cost of integer power type in the functional (1.4).]
The proof of Theorem 1.3 will be given in section 2, consisting of two main ideas. The first one is to look at the equation satisfied by the function z = u − S, keeping in mind the first estimate (1.8). Indeed, thanks to (1.8) we have that, near the boundary, |∇z| = o(|∇S|), which suggests us to write the equation of z as , so that the left-hand side is a singular but regularizing operator with respect to z. Second, choosing the coefficients of S in a way that F is smooth, we obtain gradient estimates depending only on the regularity of f . These gradient estimates, which are the crucial point in our proof, are obtained by using the classical Bernstein method (see [8] ) largely developed by Serrin and Lions (see, e.g., [19] , [17] , [16] , [5] ), although we use here a slightly different approach which is more adapted to our situation. Last but not least, we are interested in getting global estimates for the gradients in the whole of Ω and not merely local interior estimates. Following ideas in [17] , [16] , we make it possible by working with a Neumann-type condition at the boundary. Thus we introduce a regular approximation u n of the solution u of (1.1)-(1.2), constructed through the following Neumann-type problems:
where
for n fixed, is not singular). Here we prove a uniform (in n) version of the preliminary estimates (1.7) and (1.8), and then we prove the Bernstein-type estimates on z n = u n −S n , obtaining the Lipschitz regularity claimed in Theorem 1.3.
Note that the results of Theorems 1.1 and 1.2 immediately follow from (1.16)-(1.17) by computing σ 0 and σ 1 (in particular, one has σ 0 = C * ). Only in the case where q = 2 we need more information in order to get (1.12) (and then (1.11)), which will be proved with a simple blow-up argument. In fact, we will show that the normal derivative of u − S tends to zero on the boundary, refining the result in Theorem 1.3.
Finally, let us point out that the regularity condition on f in Theorem 1.3 (and consequently in Theorems 1.1-1.2) can be highly weakened, thanks to our approach to Bernstein's estimates. This will be detailed in section 3, where we prove an extended version of Theorem 1.3 in the case of f singular at the boundary (see Theorem 3.2) as well as an intermediate result (such as Hölder-type regularity for u − S) in cases where the singularity of f does not allow u − S to be Lipschitz.
Proof of Theorem 1.3.
In order to simplify some expressions, we set λ = 1 in (1.1); in fact, our results are not really affected by changing the values of λ (see also Remark 2.8).
2.1. The case 1 < q < 2: Preliminary results. Let us introduce some notations: For 1 < q < 2 we set
and we will often use the following properties of α and C * :
Moreover from now on we denote
and we will indicate by C various constants (independent on n) whose value may vary from line to line. Finally, we will write
Since we need a suitable smooth approximation of the solution of (1.1)-(1.2), we will consider the sequence {u n } of solutions of the Neumann problem:
where f n is a suitable regular approximation of f and
with ψ(x) smooth (to be precised later).
Observe that, for fixed n, f n and S n being smooth, the existence of a classical solution u n ∈ C 2 (Ω) is a standard result (see, e.g., [16] ). The goal of this subsection is to prove the following preliminary result.
Proposition 2.1. Let u n be a solution of (2.3), with 1 < q < 2. Assume that
, and
, with ψ(x) smooth. Then we have
and
n , the limit as d n (x) → 0 means that both n tends to ∞ and d(x) → 0, as a two-variable limit.
The proof of Proposition 2.1 will be achieved through the following lemmas, which contain first order (uniform) estimates for u n of the same kind as (1.7) and (1.8) proved in [15] and in [18] , respectively. Lemma 2.2. Let u n be a solution of (2.3). Then there exists C > 0 such that:
where α and C * have been defined in (2.1). Proof. Let us first consider 0 < α < 1 and
Thus, using (2.1)-(2.2), after standard computations (here we use that, in a neighborhood of t = 0, (1 + t)
Hence, by choosing M 0 and M 1 large enough we get that the right-hand side of (2.9) is positive and, by (2.10), ∂ ν ψ n ≥ ∂ ν S n on ∂Ω, so that ψ n (x) turns out to be a supersolution for (2.3). Similarly, arguing as above, there exist M 2 , M 3 > 0 such that
is a subsolution for (2.3). Hence by the maximum principle we deduce that
so that (2.6) holds true.
In the same way we prove estimates (2.7) and (2.8) by choosing, respectively,
where M i > 0 are large enough, for i = 0, 1, 2, 3. Remark 2.3. Let us note that (2.6), (2.7), and (2.8) imply
We will often use this weaker result later. We also remark that in order to obtain (2.11) it is enough to ask that
The proof is similar but for a different choice of the sub and supersolutions; for instance, it is enough to choose
The next lemma will be very useful in getting global Bernstein-type estimates, as, for instance, in [17] , [16] . Indeed it allows us to get information about the normal derivative of a weighted power of the gradient of a solution of (2.3). Observe that the homogeneous Neumann condition is crucial in order to prove such a result. 
Remark 2.5. Let us observe that both Φ(s) = s β and Φ(s) = e θ(s) satisfy condition (2.12) for any β > 0 and for any increasing θ(s) such that θ(0) = 0 and θ (0) > C 0 , respectively. Moreover, we remark that if Φ(s) satisfies (2.12), the same is true for Φ(s + 1 n ) if n is large enough. Proof. Let us compute
since η satisfies the homogeneous Neumann boundary condition, there exists μ(x) such that on ∂Ω we have
Thus using again the boundary condition ∂η ∂ν = 0 and since
and by (2.12) we deduce (2.13).
Here we prove a first estimate on the gradient of the solution of the problem (a suitable translation of (2.3)): (2.14)
Lemma 2.6. Let z n ∈ C 2 (Ω) be a solution of (2.14), where G n and F n are a vector field and a function, respectively, such that
Then we have
Proof. Observe first that the maximum principle and the assumptions on F n and
where θ is a positive number. By Lemma 2.4 we have, for θ and n large enough, (2.17) ∂w n ∂ν ≤ 0 on∂Ω.
On the other hand,
and so, since by the Cauchy-Schwarz inequality
we have, recalling that Δz
Moreover, the Young inequality with exponents (
, and similarly, for all δ > 0, we have
Thus we get from (2.18)
Let us note that, since
where η is any positive constant. Using that, by convexity,
we deduce from (2.19) and (2.20), choosing δ and η small enough:
Finally, since 2q q+1 < q, using the Young inequality and that 1 ≤ e θdn ≤ C Ω , we conclude that there exists τ > 0 and constants
The above inequality and (2.17) say that w n is a subsolution for the problem
Let us note that from (2.15), using that
. In order to prove (2.16), let us prove that ϕ = td
is a supersolution for large t ∈ R + . First let us observe that ∂ϕ ∂ν ≥ 0; moreover
and using (2.21), recalling once again that q > 2q q+1 , we have, for t large,
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Thus there exists t * > 0 such that the right-hand side of the previous inequality is positive and the maximum principle lets us conclude that w n ≤ ϕ and finally (2.16).
Our next step consists in a refinement of (2.16) which sounds like the asymptotic estimate (1.8) proved in [18] , though here we need a uniform estimate with respect to n as well. We will use for this purpose a scaling and blow-up argument for which we need a suitable localization near the boundary. Let us denote Σ = ∂Ω and
Given a generic point on ∂Ω, let us denote by (σ 1 , . . . , σ N −1 ) its coordinates in some local chart and by x(σ) its representation in Cartesian coordinates. It is well known (see, e.g., [12] ) that if Ω is of class C k , k > 1, then there exists a positive number ρ such that any point x in Ω ρ can be represented as
where x is the projection of x onto ∂Ω,n is the inward normal computed at x, and
is an open set. If we denote by T (x) this mapping, in the new coordinates (δ, σ) the Laplace operator takes the form
.g., [9] ). However, since ∇d(x) · ∇σ j (x) = 0 for any j = 1, . . . , N − 1 (the projection of x is invariant along the normal), then we have a 1i = a i1 = 0 for i = 2, . . . , N, while a 11 = |∇d(x)| 2 and a ij = ∇σ i−1 · ∇σ j−1 for i, j = 2, . . . , N. Let us note that A has regular coefficients since Ω is smooth, and moreover A is uniformly elliptic. In order to fix the ideas, we may consider that the curve Σ is locally the graph of a smooth function f and hence that x(σ) = (σ, f (σ)), f : U ⊂ R N −1 → R. In that case one explicitly computes |det(DT −1 )| = 1 + |∇f | 2 + O(δ), which shows that the map T and T −1 are nondegenerate and yields the ellipticity of A (in a neighborhood of the boundary).
In the next lemma, we are going to use such a local change of coordinates x → (δ, σ) in order to straighten the boundary: The main advantage is that the matrix A(δ, σ) has zeros in the first row and column but for the term a 11 . The reader familiar with differential geometry will also recognize in (2.22) the form of the Laplacian in curvilinear coordinates, since it can be rewritten as
where the last part, when δ = 0, is nothing but the Laplace-Beltrami operator. Let us recall (see also [12] ) that (2.23) may be used to compute the mean curvature at a given point x 0 ∈ ∂Ω in terms of the distance function. Indeed, by choosing σ i as the principal directions at x 0 (hence the matrix A is diagonal at x 0 ), one can verify that
where we indicate by H(σ) the mean curvature of Σ at σ.
Lemma 2.7. Let z n ∈ C 2 (Ω) be a solution of (2.14) such that
Assume moreover that (2.15) holds true. Then
Proof. We argue by contradiction: Let us suppose that there exists ε and a sequence
Let us denote δ j = d(x j ); we can extract a subsequence j k such that x j k → x 0 ∈ ∂Ω and (2.28)
We localize then around x 0 using the system of local coordinates introduced above: In a neighborhood J of x 0 (with {x j } ⊂ J ∩Ω) we define a map T :
0 ) and y ∈ U denotes the local coordinates in R N −1 of the projection of x on the boundary. With respect to the above presentation, we changed only the notations, setting y = (δ, σ), δ = y 1 , σ = y . Moreover we set T (x 0 ) = (0, y 0 ), and without loss of generality, we may assume that U = B(y 0 , R) for some R > 0.
Define now v n (y) = z n (x) = z n (T −1 (y)), so that ∇z n (x) = DT (x)∇v n (y). Then the map T changes (2.14) into
where A(y) is the matrix defined as in (2.22),F n (y) = F n (x), andG n (y) = G n (x). Clearly from (2.25) we know that
Moreover we are in the hypotheses of Lemma 2.6 so that |∇z n | ≤ Cd
, which in turn yields
We will contradict (2.27) by proving that (2.32)
, which converges toward (0, y 0 ).
For simplicity, we denote henceforth δ k = δ j k , n k = n j k , and y k = y j k . Let us introduce the rescaled variable ξ = (ξ 1 , ξ ) defined by
Since, using assumption (2.15), (2.31), and that q(α + 1) = α + 2, we have
by rescaling (2.29) we get that v k solves an equation of the type
where 
In particular, by (2.30) and (2.33), v k (ξ) converges to 0 in C 
which is (2.32).
If l = 1, the sequence ξ k = (
, and hence we need a C 1 compactness up to the boundary. This can be done, for instance, in the same spirit of [11] , by extending through reflection the problem on the whole of R N . Thus set v *
Note that in the reflected problem the mixed terms a 1k (ξ 1 , ξ ), with k = 1, change into −a 1k (−ξ 1 , ξ ): However, our change of coordinates gives a 1k = 0 for k = 1 and hence we really have A * Using the boundary condition
Clearly we have
Moreover, since l = 1, we deduce from (2.28) and (2.34) that H * k is locally uniformly bounded in R N , in particular in any compact neighborhood of ξ = 0. Similarly (2.30) and (2.33) imply, using (2.36) 
. Thus we obtain (2.37), and hence (2.32) holds in any case. This contradicts (2.27).
Collecting the results of Lemmas 2.2, 2.6, and 2.7, we have all of the ingredients for the proof of Proposition 2.1.
Proof of Proposition 2.1 Let us observe that since
, with ψ(x) smooth,
We can first apply Lemma 2.2 to u n , which implies (see (2.11 ) and the definition of S n ) that z n d α n → 0 as d n → 0. Subsequently Lemmas 2.6 and 2.7 applied to z n give that |∇z n | ≤ Cd 
Bernstein-type estimates.
Now we come to the proof of Theorem 1.3; to this purpose, we consider the solutions u n of (2.3), and we look for Lipschitz estimates on the translated function
The choice of the "corrector term" S n will be explained below; unfortunately, this choice (uniquely determined) will be slightly different according to whether α = 2−q q−1 belongs to N or not, so that we have to treat separately some details of the two situations. However, in any case the function S n will satisfy the assumptions of Proposition 2.1, in particular
) and, what is more important,
. This fact plays a crucial role in the estimates below, and this is why we needed the preliminary Proposition 2.1 (except for q = 2, i.e., α = 0).
Proof of Theorem 1.3. Case 1: α ∈ N. Let us set
2)), and σ k , k = 1, . . . , m, are smooth functions we will fix later. Let also f n be a smooth approximation of f . Then let u n be the solution of (2.3), and define z n = u n − S n so that z n satisfies (2.38) ∂z n ∂ν = 0 on ∂Ω and the following equation:
where (2.40)
Applying Proposition 2.1, and rephrasing (2.4) and (2.5) in terms of z n , we get
Step 1. We apply Bernstein's method on |∇z n | 2 weighted with a suitable power of d n , so let us define
where β is a positive number. First, by Lemma 2.4 and (2.38), we deduce the condition on the normal derivative of w n on the boundary, namely,
Moreover, computing the Laplacian of w n we observe that it satisfies
Using (2.39) we have
where, recalling that q(α + 1) = α + 2,
Now let us compute
and we set
Note that, since σ 0 = C * , T can be written more explicitly as
In particular both |T | and |ξ| (due to (2.42)) do not vanish in a suitable neighborhood of ∂Ω, and we have
We compute then
since by the definition of ξ (we use now the notation (
we obtain
Let us observe that
In the third term on the right, we write that ξ = T + d α+1 n ∇z n . Then, using (2.42) and (2.47), we can simplify the previous inequality by writing
where (here and later) ω n is some function satisfying
Note that (2.42) implies ω n → 0 as d n → 0. Now we use (2.46), (2.47), and the algebraic relations in (2.2) (i.e., (C * α) q−1 = α + 1, q(α + 1) = α + 2), and we deduce
Substituting the previous inequality into (2.45) we finally get (2.50)
Moreover since
Then using (2.42) we get from (2.50) (2.52)
Here we use again (2.46), (2.47), and (2.2), so that
We conclude then from (2.52), since
Using the above inequality in (2.43) and (2.44), we finally obtain (2.54)
Now let us write explicitly the term F n defined in (2.40), i.e., (2.55)
Recall that σ 0 = C * is a constant: Then we can write last term as
where l 0 = (ασ 0 ) q and l k , k = 1, . . . , m are coefficients that depend on σ 0 , . . . , σ k , precisely
Hence, since q(ασ 0 ) q−1 = α + 2 (see (2.2)) and m = [α] + 1, we have from (2.55)
for some functions ψ k . Then by induction we can choose
Consequently, by Young's inequality we have
Thus in a suitable neighborhood Ω δ0 of ∂Ω, we have that w n solves (2.57)
By Young's inequality, we have for all ε > 0 (2.58) 2d
Here we set β < α + 1 and δ 0 , n 0 such that in Ω δ0 and for n > n 0 we have
Hence, fixing ε small enough and dropping positive terms, we get for some constants c 0 ,
with the condition ∂w n ∂ν ≤ 0 on ∂Ω.
the maximum principle implies that max
and last term is uniformly bounded thanks to (2.41): Then,
Step 2. In order to get a uniform L ∞ (Ω) estimate on ∇z n , now we deal with
where θ(s) is a positive increasing function such that θ(0) = 0. Then w n satisfies in Ω (2.62)
Following previous computations we obtain (2.50); then since
we get
Here recall that ξ = d α+1 n ∇z n + T ; we use (2.46), (2.47), and the relations between q, α, C * in (2.2), and we obtain, similarly as we did for (2.53), that
where ω n satisfies (2.49). Choosing σ 1 , . . . , σ m as before we have
so we conclude that
where again σ 0 = C * andσ α+1 , σ i , i = 0, . . . , α + 1, are smooth functions to be fixed. Hence now we have (after standard computations)
Then, as in (2.46), we have that T = −α C * ∇d + O(d n ) and (2.47) still holds, so we can argue as above until we obtain (2.54). The choice of S n is involved in the regularity of F n defined in (2.40): In fact we find
where τ is smooth (say, W 1,∞ (Ω)). From the expression in (2.69), we notice that by choosing σ α+1 = −∇σ α · ∇d we can write the last term as
where τ 1 is smooth, l 0 = (αC * ) q and the l k , k = 1, . . . , α + 1, are coefficients that depend on σ 0 , . . . , σ k as follows:
Hence, using q(αC * ) q−1 = α + 2, as in Case 1 we can choose by induction σ k , k = 1, . . . , α (which are the same as in the previous case), andσ α+1 in a way that
Then, by Young's inequality,
which replaces (2.56). We conclude as in the previous case by getting estimate (2.60), and then, using again (2.70), as in Step 2 we obtain the Lipschitz estimate and the claimed regularity for u − S. We deduce the asymptotic development (1.17) (using again that σ α+1 = −∇σ α · ∇d). Case 3: α = 0. We recall that α = 0 means q = 2: This case in fact is much simpler than the previous ones, since (2.39) reads as
and there is no need to use Taylor's expansion of the nonlinearity (this is why Lemma 2.7 is not needed). In particular, the computation of ∇z n ∇Δz n is straightforward, and one can easily follow the previous steps. As far as the choice of S n is concerned, this is exactly as in (2.68), which here assumes the simple form
We observe that the computation of the functions σ k in the previous theorem can be done explicitly. In particular, it turns out that σ 1 (x) = (q − 1)
and hence, recalling (2.24), (2.71)
Remark 2.8. Nothing really changes in the proof of Theorem 1.3 according to the value of λ appearing in (1.1), but for the possibly different values of the coefficients σ k defining the corrector term S. However, the first two terms σ 0 = C * and σ 1 defined in (2.71) would remain the same for solutions of (1.1), independently of the value of λ, and so the conclusions of Theorems 1.2 and 1.1. In particular, let us stress that the gradient estimates remain valid for the solution of the ergodic problem, which is well defined from the results in [15] . 
Proof. Let us set S = − log d(x) + 
and we define
Hence v δ (ξ) solves the following equation:
in the domain D δ , where with the additional information that |∇v| ≤ C and |v(ξ)| ≤ c|ξ|. We claim now that ∂ ξ1 v = 0 for any solution v of (2.78) having these properties. Indeed, let us derive (2.78) with respect to the ξ 1 direction so that z = ∂ ξ1 v solves 
Note that by the strong maximum principle, 0 ≤ z ε ≤ M and z ≤ z ε for any other solution of (2.79) with |z| ≤ M , and hence the limit Z is maximal in this class. Since the equation is invariant with respect to translations along ξ 2 , . . . , ξ N , the maximality of Z implies that Z(ξ) = Z(ξ 1 ). In the same way, since the equation is linear, we construct a minimal solution that depends only on ξ 1 . However, the associated ODE
is a standard Euler equation which admits a unique bounded solution ψ = 0. Therefore the maximal and minimal solutions are zero, and hence z ≡ 0. As a consequence, whatever subsequence v δ is converging in C 
Now observe that in a neighborhood of ∂Ω any point x ∈ Ω can be represented as x = x 0 + δ∇d(x 0 ) for some x 0 ∈ ∂Ω, with δ = d(x). This corresponds to ξ = (1, 0 . . . , 0) in the previous framework, and using (2.80) with ξ = (1, 0 . . . , 0) we can deduce (2.73).
We can now complete the results stated in the introduction. Proof of Theorem 1.2. The result is a consequence of Theorem 1.3 and Proposition 2.9, with the characterization of σ 1 in (2.71).
Proof of Theorem 1.1. Both (1.10) and (1.11) follow straightforward from Theorem 1.2, expanding
near the boundary of Ω. Remark 2.10. Let us remark that if q = 2 the optimal control law a(x) in general is not tangentially zero (differently than for 1 < q < 2). Indeed, it is enough to take Ω as the unit ball in R N and, in polar coordinates, define u(x) = ψ(ρ) + ϕ(θ), where ρ is the radial coordinate and θ is the angular one. If ψ is the radial explosive solution of −Δψ + ψ + |∇ψ| 2 = 0, then u solves
Here a(x) = 2∇u(x), and its tangential component may not vanish on the boundary. Note that f can be taken as smooth as desired.
Similarly one can show that the results in Theorem 1.2 are optimal both in the normal and in the tangential components and that these latter ones have not in general a universal behavior (independent of f ) as is the case for the normal derivative.
The idea of the proof of Proposition 2.9 can be used in order to improve the result of Theorem 1.3 concerning the normal derivative of u: Indeed from Theorem 3.2 we have that u − S is Lipschitz continuous, so that we can look at the equation solved by the rescaled function 
which yields in particular, for any 1 < q < 2,
3. Extensions and remarks.
3.1. The case of singular data f . Here we extend the results of Theorem 1.3 (and consequently those of Theorems 1.1 and 1.2) by considering data f possibly singular at the boundary. This is possible by taking full advantage of our use of weighted Bernstein-type estimates in the proof of Theorem 1.3, which allows us to treat data f with weighted regularity. A first result in this sense was essentially contained in the intermediate estimate (2.60) given in the proof of Theorem 1.3, which can be used to get Hölder-type estimates when a Lipschitz regularity cannot be expected.
Theorem 3.1. Let u(x) be the solution of (1.1)-(1.2), and for any 0 < β < α + 1 set 
Using the maximum principle we conclude that
which yields |∇z n | 2 ≤ C, and then in the limit as n → +∞ the Lipschitz regularity of z = u − S. . In particular, if we assume the condition that d(x)f is smooth (which is more demanding than (3.6) as regards the tangential behavior but possibly less strong in the normal component), then the result of Theorem 3.2 still holds true. This suggests that (3.6) may possibly be relaxed as far as the normal derivative of f is concerned, but we suspect it to be optimal due to tangential effects. On the other hand, we observe that the assumption (3.2) in Theorem 3.1 is optimal in order to get the intermediate estimate (3.3) .
Remark 3.5. In the case of data f singular at the boundary, the method of proof of Theorem 1.3 may be used (although this extension is not trivial) to obtain a stabilization result as follows: Let u 1 and u 2 be solutions of (1.1)-(1.2) corresponding to different data f 1 and f 2 such that |∇f i | = O(d −γ ), with γ < α + 2. Then one has
Expansion of ∇u via blow-up argument.
As pointed out in the introduction, the typical approach used in previous papers (see, e.g., the works [1] , [3] , [18] , and references therein) for the asymptotic development of the gradient of explosive solutions consists in deriving the behavior of ∇u via scaling and blow-up once a precise estimate on the asymptotics of u has been established. In the present context, one could rephrase this method as follows: If one knows that is the method used in [18] to get estimate (1.8) for solutions of (1.1)-(1.2), which the reader has also found in Lemma 2.7 in a similar version for the approximating solutions. Let us point out that this alternative approach works provided α > k, i.e., if the translated function u(x) − S k (x) is still explosive. Recalling the value of α = 2−q q−1 , this means, for instance, that the second order terms of the expansion (k = 1 in (3.9)) can be recovered with this method provided q < 3 2 . Thus, although the result of Theorem 1.3 is clearly more general and complete, in some particular cases the approach via blow-up may still provide some intermediate results on the expansion of ∇u at the boundary, with the advantage of requiring slightly weaker assumptions on f (namely, no assumption on ∇f is required) and on ∂Ω. It may be of interest to state explicitly this result.
Theorem 3.6. Let Ω be of class C k+3 , and let u(x) be the unique solution of (1.1)-(1.2). Let f be such that d α+2−k |f | is bounded and tends to zero at the boundary, and suppose α > k, k ∈ N, k ≥ 1. Then
where S k (x) are the first k + 1 terms in the formal expansion introduced in (1.15). The result of the above theorem generalizes, in some sense, the first order estimate proved in [18] (that is, (3.10)-(3.11) for k = 0). We also stress that from (3.10)-(3.11) with k = 1 we already can deduce an estimate on the control law which is weaker than (1.10) but requires weaker hypotheses, i.e., ∂Ω ∈ C 4 and f (x) = o(d −α−1 ); namely, we have for α > 1 (i.e. q < Sketch of the proof. Suppose α ∈ N (otherwise, the proof is slightly different). It is easy to prove, via sub-and supersolutions, that if α > k, k ∈ N, then (3.9) holds true. Note that, in order to get such an estimate, we use the regularity of the boundary and the assumption on f (x). Then we use the same blow-up framework as in Proposition 2. 
