Abstract. Optimal multilevel thresholding is a quite important problem in image segmentation and pattern recognition. Although efficient algorithms have been proposed recently, they do not address the issue of irregularly sampled histograms. A polynomial-time algorithm for multilevel thresholding of irregularly sampled histograms is proposed. The algorithm is polynomial not just on the number of bins of the histogram, n, but also on the number of thresholds, k, i.e. it runs in Θ(kn 2 ). The proposed algorithm is general enough for a wide range of thresholding and clustering criteria, and has the capability of dealing with irregularly sampled histograms. This implies important consequences on pattern recognition, since optimal clustering in the one-dimensional space can be obtained in polynomial time. Experiments on synthetic and real-life histograms show that for typical cases, the proposed algorithm can find the optimal thresholds in a fraction of a second.
Introduction
Multilevel thresholding is an important technique that has many applications in image processing, including segmentation, classification, clustering and object discrimination. Various parametric and non-parametric thresholding methods and criteria have been proposed, being the three most important streams the following: Otsu's method [8] , which aims to maximize the separability of the classes measured by means of the sum of between-class variances, Kittler and Illingworth's criterion [4] , which minimizes the error between a mixture of Gaussians and the actual histogram, and the criterion that uses information-theoretic measures to maximize the separability of the classes [3] . Variations of these criteria include a bi-level method that correlates the discrepancy between the original and thresholded image and the number of bits used to represent the segmented image [14] , the use of an information-theoretic criterion based on Renyi's entropy [10] , and a unified method introduced in [13] . Other criteria that have been proposed use spatial information about the pixels, also known as 2D thresholding [11, 17] . All these criteria proposed efficient algorithms for bi-level thresholding.
For optimal multilevel thresholding, various algorithms have been proposed. A fast multilevel thresholding algorithm was proposed in [5] , and efficient implementations of the three criteria were proposed in [12] , in which a reduced number of subsets are evaluated. Other efficient, but yet sub-optimal, thresholding algorithms have been proposed and which use different kinds of heuristics, including a method based on genetic algorithms [15] , a hybrid method that combines Gaussian curve fitting and particle swarm optimization [16] , and a hybrid approach that combines particle swarm optimization and expectation maximization [2] . All these approaches suffer from the lack of either optimality or running time efficiency. Polynomial-time algorithms have been recently proposed , which solve the problem efficiently [6] . However, these algorithms are for specific thresholding methods and for regularly sampled histograms only (i.e., the bins are consecutive over a certain range). Some image segmentation problems contain sparse histograms, or in some cases only a few gray levels are available. These can be represented by means of irregularly sampled histograms, which do not necessarily have consecutive bins, and which can be sampled in other domains (e.g. real numbers). In this paper, a polynomial-time algorithm for optimal multilevel thresholding of irregularly sampled histograms is proposed. This algorithm has important applications and consequences in pattern recognition, since optimal clustering in the one-dimensional space can be efficiently obtained.
Exhaustive Search Multilevel Thresholding
Although various thresholding criteria and methods have been proposed, three main streams of thresholding criteria are the most-widely used: maximizing the sum of between-class variances [8] , maximizing the sum of entropies of each individual class [3] , and minimizing the error between the actual histogram and a mixture of Gaussians [4] . A general framework for the thresholding problem on irregularly sampled histograms is discussed here. If the probabilities are unknown, and given in terms of frequencies, they can be computed as follows. If F = {f 1 , f 2 , . . . , f n } are the frequencies of a histogram
Definition 1 (Histogram
For an ordered subset of T , the notation T i,j = {t i , t i+1 , . . . , t j } is used, where i, j = 0, 1, . . . , k, k + 1, i < j, and T = T 0,k+1 . The problem of multilevel thresholding consists of finding a threshold set T * , in such a way that a function Ψ :
In the original works of Otsu [8] , Kapur et al. [3] , and Kittler-Illingworth [4] , efficient algorithms for finding bi-level thresholding were proposed. For optimal multilevel thresholding, different ways of implementing exhaustive-search algorithms were proposed in [5, 12] , which search for combinations of t 1 < t 2 < . . . < t k . This implies a number of subsets reduced to n k different subsets, or equivalently Ω n k k subsets, and subsequently an exponential complexity on the number of thresholds.
A Dynamic Programming Scheme
Dynamic programming algorithms for optimal multilevel thresholding have been designed specifically for the between-class, minimum error and entropy-based criteria, for regularly sampled histograms [6] . A generalized algorithm and framework for a wide range of criteria and for irregularly sampled histograms are given here.
Definition 3 (function ψ). Let
. . , p r ) or for short, ψ l,r , will be used to denote the function ψ for l, r, {p l , p l+1 , . . . , p r }. Also, if r < l, by definition ψ l,r 0, and if r = l = 0, ψ 0,0 0.
As a consequence of this,
where ∅ is the empty thresholding set.
The optimal solution for multilevel thresholding can be characterized in terms of solutions to sub-problems. For this, Ψ and ψ l,r must satisfy positivity, decomposition into sum of independent terms, and a third condition on computing ψ l,r . The polynomial-time algorithm for optimal thresholding resorts on characterizing the optimal solution in terms of the solutions to sub-problems. Suppose that the optimal solution for T 0,j−1 = {t 0 , t 1 , . . . , t j−1 }, Ψ * (T 0,j−1 ), is known. Then, the optimal solution for T 0,j , Ψ * (T 0,j ), is computed as:
Condition 1 For any probability set P and any threshold set T , Ψ > 0 and
where
and
The optimal solution for T is obtained by computing Ψ * (T ) = Ψ * (T 0,k+1 ), and taking T * = arg max T Ψ * (T ). The optimality is stated in the following theorem, whose proof follows by contradiction. Note that the above characterization of the optimal solution can also be used for a minimization criterion by substituting "max min{t j−1 }≤t j−1 ≤max{t j−1 } " for "min min{t j−1 }≤t j−1 ≤max{t j−1 } " in (3).
Theorem 1. For any value of
Due to the recursive nature of the optimal solution for T 0,j , it is not difficult to see that a recursive algorithm can be derived by considering the base case for j = 0 and the general case for values of j ≥ 1. Such an algorithm would run in the worst case in τ (n, j) = n−1 i=j τ (i, j − 1) + Ω(n) time, where i is for computing the maximum and Ω(n) is needed to compute ψ tj−1+1,tj in the worst case. However, Equation (1) suggests a dynamic programming solution. This algorithm can be implemented for any criterion 2 , whenever the objective function satisfies the underlying definitions and conditions. We show here how it can be implemented for the between-class variance criterion. The between-class criterion, function Ψ BC (T ), can be expressed as follows:
where 
Condition 3: If ψ tj−1+1,tj is known, then ψ tj−1+2,tj can be computed in Θ(1) time. From (6), and using the definitions of ω j and µ j , ψ tj−1+1,tj can be expressed as follows: 
The algorithm, depicted in Fig. 1 , starts by setting the ranges for t 0 , t 1 , . . ., t k , t k+1 as in (4) and (5), which is done by invoking findThresholdRanges(k). It uses a table C to store the solution to smaller values of k, and the table is incrementally filled by column, for k = 1, 2, 3, and so on. Thus, C(t j , j) contains the optimal solution for T 0,j = t 0 , t 1 , . . . , t j , Ψ * (T 0,j ), for min{t j } ≤ t j ≤ max{t j }. The cell at position (0, 0) is set to 0, while the cell at position (n, k + 1) contains the optimal value of Ψ * (T ). As stated in Condition 3, ψ i+1,t j is computed in Θ(1) by knowing the value of ψ i,t j , and stored in variable "psi". The index 'i' in the inner for loop is used to represent t j−1 . Similarly, table D stores the thresholds for all the optimal solutions. Thus, D(t j , j) contains the value of t j−1 for which Ψ * (T 0,j ) is optimal. A detailed example can be found in [9] . The worstcase time complexity of Algorithm Multilevel Thresholding is Θ(kn 2 ). For the between-class variance and minimum error criteria, it has been shown that the worst-case time complexity can be even reduced to Θ(kn), which implies linear time on the number of bins, and this, assuming regularly sampled histograms. For the entropy-based criterion, the worst-case time complexity is still Θ(kn 2 ).
Applications
The salient features of the proposed algorithm and general framework for optimal multilevel thresholding is that it can be applied to any criterion and irregularly sampled histograms. This provides a much more general framework than the previous approaches and algorithms. The implications of this generalization are in various aspects and applications of pattern recognition and image segmentation, and also, in general, in signal processing. Three of them are discussed below.
Segmentation of images using multilevel thresholding, in some cases, involves sparse histograms (i.e., histograms that with nonzero probabilities for a reduced number of bins, and spread out over a large domain). This is a typical case in segmentation of images representing the biofilm physical structure, and which are extracted extracted from three-dimensional confocal laser scanning microscopy [1] . These images have a very high resolution and lead to sparse histograms on large domains.
Another important application of the proposed framework is to use it to finding the optimal number of clusters or classes, and still maintaining the optimality of the clustering and/or thresholding. Many indices of validity have been proposed, namely the I index, Davies Bouldin (DB) index, Dunns index, and the Xie-Beni index, among others [7] . It is not difficult to see that most of these indices satisfy the three conditions and can be used (i) to find the best number of clusters or classes, and (ii) as multilevel thresholding criteria on irregularly sampled histograms.
Lastly, an extremely important consequence of the proposed framework and algorithm in pattern recognition is in clustering. By modeling a one-dimensional clustering problem as an irregularly sampled histogram, the optimal clustering and optimal number of clusters can be obtained as follows. Assume that a given dataset, D = {x 1 , x 2 , . . . , x n }, is to be clustered, where x i ∈ R. By sorting D in increasing order, obtaining a new dataset, say for convenience in notation, H = {h 1 , h 2 , . . . , h n }, and assigning each probability p i = 1/n, it is straightforward to see that the proposed framework and algorithm can optimally cluster D using any criteria, and even find the best (optimal, based on a certain criteiron) number of clusters.
Experimental Results
A few experiments were performed on randomly generated histograms and on multilevel thresholding segmentation of real-life images. For the ease of notation, MTBC is used to refer to the implementation of the between-class variance criterion. The first set of experiments was performed on randomly generated histograms of various sizes and thresholded for various levels (values of k). The algorithm was implemented in Matlab and the experiments were run on a PC workstation at 3.4Ghz with 1GB of RAM. Nine different values of n, n = 256, 512, . . . , 65536. For each value of n, nine different values of k were considered: k = 2, 3, . . . , 10. Thus, for each value of n, nine different histograms were generated by a using a distribution that obeys a mixture of k + 1 Gaussians, to which white noise with a N (0, 0.005) was incorporated in order to make it as real as possible. One such histogram generated with a mixture of three Gaussians (n = 256 and k = 2) is depicted in Fig. 2 . The two optimal threshold levels were obtained by MTBC using only 0.005 seconds of CPU time.
The CPU time (in seconds) for all values of n and k are listed in Table 1 . It can be observed that increasing n, the time taken by MTBC increases but polynomially. That is, for 2n bins, it takes approximately 3-4 times more than the time taken for n bins. This behavior is followed in general for all values of k. On the other hand, for a fixed value of n, increasing the value of k, again, increases the number of CPU seconds but linearly. It is interesting to see that for n = 65536 bins (or gray levels in image segmentation), MTBC can find k = 10 thresholds in only 2117 seconds, or approximately 35 minutes. Note that an exhaustive search multilevel thresholding algorithm (cf. [12] ) would need to test Other experiments were conducted with Lena and Peppers, for which the original images are depicted in Figs. 3 (a) and (d) . The images segmented using the thresholds found by MTBC are depicted in Figs. 3 (b) and (e). The histogram was constructed for each of these images, and the optimal thresholds were found by using MTBC, where k = 5, 4 respectively. The histograms along with the optimal thresholds are depicted in Figs. 3 (c) and (f). All these images are 8-bit graylevel, and the segmentation of the images by computing the optimal thresholds were performed in 0.0224 and 0.0194 CPU seconds respectively. For all the images, an appropriate number of thresholds was found manually, and the histograms reported correspond to the best number of thresholds based on visually analyzing the histograms. However, it is not difficult to see that finding the best number of thresholds automatically is not a difficult task, as it would imply to test an index of cluster validity after each column of table C is completed -thus, the complexity would remain the same.
Conclusions
An efficient algorithm for optimal multilevel thresholding of irregularly sampled histograms is proposed, which runs in polynomial time. A general algorithm based on dynamic programming is discussed, for which the optimality of the solution is also stated. Experiments have been carried out on randomly generated histograms and on segmentation of real-life grayscale images showing the efficiency of the algorithm. Applications of the proposed framework to different pattern recognition problems have been discussed, being the most important optimal one-dimensional clustering in polynomial time. As a consequence of this, clustering and thresholding problems for more than one dimension are topics that deserve further investigation.
