Bigraphs and their algebra is a model of concurrency. Fuzzy bigraphs are a generalization of birgraphs intended to be a model of concurrency that incorporates vagueness. More specifically, this model assumes that agents are similar, communication is not perfect, and, in general, everything is or happens to some degree.
Mathematical structures (e.g., Hilbert spaces and Scott domains) are also used to describe physical and computational processes so category theory may give a bird's eye view of physics and computation. However, I am more interested in computation, in general, and fuzzy computation, in particular.
The theory of fuzzy computation employs crisp models of computation or crisp conceptual computing devices to define vague models of computation and vague conceptual computing devices. These models are defined by fuzzifying the corresponding crisp models. This may seem like an oxymoron since in computation we are interested in exact results and here I am talking about vague computing. To resolve this problem, suffices to say that vague computing devices employ vagueness to deliver an exact result. For example, the Hintikka-Mutanen TAE-machines [18] compute results in the limit by continuously printing "yes" and/or "no" on one of their tapes and in the limit they print their final answer to the problem they are supposed to solve. Using vagueness would mean that valid answers would include "maybe", "quite possibly"', etc. These answers could be used to deliver the final answer easier as the machine does not oscillate between "yes" and "no" but approaches one of the two ends. Of course this is not a fully worked out model of computation but it gives an idea of how vagueness is used in computation.
If we want to have a fuzzy version of Milner's bigraphs, we need to give a definition of fuzzy bigraphs. This definition should extend the definition of crisp bigraphs. Roughly a bigraph consists of a forest (i.e., a graph without any graph cycles) and a hypergraph (i.e., a graph in which edges, which are called hyperedges, may connect more than two nodes). Thus it is necessary to define fuzzy graphs and fuzzy hypergraphs. Fortunately, fuzzy graphs and fuzzy hypergraphs have been introduced by Azriel Rosenfeld [14] and by William L. Craine [6] , respectively. Milner's theory uses precategories and s-categories, which are like categories and partial monoidal categories, respectively, however they differ in that arrow composition is not always defined. To the best of my knowledge there are two fuzzy versions of category theory. In particular, Alexandeř Sostak [15] and this author [16] presented two different definitions of fuzzy categories. Here we are going to use the later definition.
Plan of the paper First I will briefly explain basic notions of bigraph theory. Then, I will introduce all the fuzzy mathematical structures that are required in order to give a fuzzy version of bigraphs. Next, I will introduce fuzzy bigraphs and type 2 fuzzy bigraphs and I will a sketch of categories that have as arrows these structures.
Bigraphs in a Nutshell
I expect readers to be familiar with basic notions from graph theory. However, I think most readers will not be familiar with the notion of a hypergraph, which is a generalization of the concept of a graph. The definition that follows is from [3] :
is a finite set and
is a family of subsets of V . The family E is said to be a hypergraph on V if
1. E i = ∅ for all i ∈ I; and 2. i∈I E i = V .
The pair H = (V, E) is called a hypergraph. The number n = card V is called the order of the hypergraph. The elements v 1 , . . . , v n are called the vertices and the sets E 1 , . . . , E m are called the edges. Thus the big difference between a graph and a hypergraph is that the edges of a hypergraph can be determined by one or more vertices while the edges of a graph are determined always by two vertices.
Informal Description of Bigraphs
A bare bigraph consists of a forest (i.e., a graph that consists of trees) and a hypergraph. Their common set of vertices or nodes is the set V ⊂ V, where V is the infinite set of all possible nodes. On the other hand, the edges of the hypergraph form the set E. The set of vertices and the set of edges of the bigraph are the sets V and E, respectively. Let us add some structure to these components. First, the trees that make up the forest should be rooted but also they should have designated terminal vertices (or nodes) that that are called sites. Such a forest will be called a place graph. The hypergraph should have edges with missing endpoints. These edges should be used to compose one hypergraph with another one. Such a hypergraph will be called a link graph. A concrete bigraph is a pair consisting of a place graph and a link graph.
A bigraph represents a snapshot of a ubiquitous computing system. A system represented by a bigraph can reconfigure itself and it can interact with its environment (e.g., other systems). A graphical representation of a bigraph is shown in figure 3 . The nodes of a bigraph are used to encode real or virtual agents and are represented as ovals or circles. An agent can be a computer, a pad, a smartphone, etc. The nesting of nodes describes their spatial placement. Interactions between agents are represented by links. Each node can have zero, one or more ports (the bullets on the bigraph). These ports are entry points and function just like the ports of a computer server that provides various Internet services like SMTP at port 25, HTTP at port 80, etc. Nodes are characterized by a control. Nodes that have the same control, have the same number of ports. Dashed rectangles denote regions and are called roots. The roots specify adjacent parts of a system. Shaded squares are called sites. They encode holes in a system that can be replaced with agents. A bigraph can have inner and outer names (e.g., y is an outer name and x 1 , x 2 are inner names). These names encode links (or potential links) to other bigraphs. The elements that make up a bigraph (i.e., nodes and edges) can be assigned unique identifiers, which is called the support of a bigraph. When a bigraphical structure has a support, it is called concrete.
Mathematical Description of Bigraphs
The notation f n (x) is used to describe acyclic maps:
Also, S T denotes the union of sets that are disjoint (i.e., S ∩ T = ∅). Before giving the formal definition of a concrete bigraph we need three auxiliary definitions.
Definition 2.2 A basic signature is a pair (K, ar), where K is a set of nodes that are called controls and ar : K → N is a function that assigns an arity to each control.
For simplicity, when the arity is understood, the signature is written as K.
Definition 2.3 A concrete place graph
is a triple having an inner interface m and an outer interface n, where n and m are ordinal numbers. 1 These ordinals are used to enumerate the sites and the roots of the place graph. V F ⊂ V is the set of nodes, where V is an infinite set of node-identifiers, ctrl F : V F → K is a control map, and prnt 1 In set theory the natural number 0 is defined to be the empty set, that is, 0 def = ∅. If x is a natural number, then x + is its successor is defined as follows: The concrete place graph H P : 3 → 2. Note that this is a forest consisting of two rooted trees.
The bullets on vertices are ports.
Definition 2.4 A concrete link graph
is a quadruple with inner interfaces X and outer interfaces Y that are finite subsets of X , where X is an infinite set of names. X and Y are called the inner and outer names of the link graph, respectively. V F ⊂ V and E F is a finite subset of the infinite set E of edges. Also, ctrl F : V F → K is a control map, and link F : X P F → E F Y is a link map, where
is the set of ports of F . The pair (v, i) denotes the ith port of vertex v. The sets X P F and E F Y are the points (i.e., ports or inner names) and the links of F, respectively. Thus, numbers are identified with sets and so
The reader should consult any basic introduction to set theory for more details (e.g., see [7] ). 
consists of a concrete place graph
Figure 3 shows a concrete bigraph H that consists of the place graph shown in figure 1 and the link graph shown in figure 2 . The dynamics of bigraphs is defined in terms of rewrite rules that are known as reaction rules. These rules specify how bigraphs reconfigure themselves. In particular, a reaction rule specifies a pattern that may be matched by a bigraph and how this should change any bigraph that matches it. Stochastic bigraphs [9] and probabilistic bigraphs [2] are bigraphs where reaction rules are associated with a rate constant and likelihood degree, respectively. However, one should note that in the literature the terms "stochastic" and "probabilistic" tend to mean exactly the same thing. By replacing either the likelihood degrees or the rate constants with plausibility degrees, we obtain fuzzy bigraphs. From a syntactic point of view (i.e., how they look when we write them down on paper) there is no difference between stochastic, probabilistic, and fuzzy bigraphs. However, from a semantic point of view (i.e., what is the meaning of the numbers associated with rules and how each rule is chosen) there is a big difference between stochastic/probabilistic and fuzzy bigraphs. However, I am not going to discuss fuzzy reaction rules here. Instead, I will discuss how to fuzzify bigraphs themselves.
Fuzzifying Bigraphs
In order to fuzzify bigraphs I will demonstrate how one can fuzzify its constituents, that is, how to fuzzify place and link graphs. This means that at least some parts of a fuzzy bigraph should be fuzzified. In particular, the mappings ctrl F , prnt F , and link F will be replaced by the fuzzy mappings ctrl F , prnt F , and link F . There are at least two methods to define fuzzy mappings. The first method is based on the remark that a function is actually a relation [5] . Thus a fuzzy mapping f from X to Y is a fuzzy set on X × Y . A second approach is making use of the extension principle (e.g., see [4] ) but in our case, fuzzy mappings that are fuzzy relations are quite adequate.
Fuzzy Bigraphs
First, I need to describe fuzzy place graphs. Definition 3.1 A fuzzy place graphs is a triple
Here L is assumed to be frame.
2 Usually, L = [0, 1] with the implied ordering.
The map ctrl F specifies that a given node has a number of ports with some plausibility degree. When we write F : m → n, we assume that F has m outer interfaces and n inner interfaces but, in general, it is quite possible that some interfaces are not really operational for any possible reason. Bigraphs are used to model existing systems and naturally there are many systems that are far from being perfect. Thus the plausibility degree should be used to describe such special systems. In a similar way we define fuzzy link graphs:
Definition 3.2 A fuzzy link graphs is as a quadruple
Equipped with the definitions of fuzzy place and fuzzy link graphs, it trivial to give the definition of fuzzy bigraphs.
Definition 3.3 A concrete fuzzy bigraph is a quintuple:
F = (V F , E F , ctrl F , prnt F , link F ) : k, X → m, Y .
Support of Fuzzy Bigraphs
Suppose that F is fuzzy bigraph. Then, the support of F P , denoted | F |, is the set V F . Also, the support of F L is the set V F E F . Further, assume that F and G are two fuzzy bigraphs that share the same sets of interfaces. Then, a support translation ρ : | F | → | G| consists of a pair of bijections ρ V : V F → V G and ρ E : E F → E G . These bijections induce the L-fuzzy relations ρ V : V F × V G → L and ρ E : E F × E G → defined as follows:
and ρ E (e, e ) = , if ρ E (e) = e ⊥, if ρ E (e) = e , where and ⊥ are the top and bottom elements of L. These mappings should have the following properties:
2. Map ρ induces a bijection ρ P :
Clearly, this map induces the L-fuzzy relation ρ P : P F × P G → L defined as follows:
where Id m is a fuzzy L-relation produced from the identity function Id m .
Although, I have promised not to discuss reaction rules, suffices to say that it is definitely possible to have fuzzy bigraphs with fuzzy reaction rules. In addition, being able only to modify bigraphs is not that useful. At least, one should be able to compose bigraphs and create more complex structures. In fact, it is possible to compose bigraphs and so to define a category of whose arrows are bigraphs (see [13] for the definition of bigraph composition). By extending the definition of bigraph composition, one can define the composition of fuzzy bigraph. It turns out that it is easier to define the composition of fuzzy plane graphs and the composition of fuzzy link graphs and based on these to define the composition of fuzzy bigraphs.
Composition of Fuzzy Place Graphs Assume that F : k → m and G : m → n are two fuzzy place graphs such that | G| ∩ | F | = ∅. Then, the composite is the triple
if w ∈ k V F and j ∈ m, prnt(w, w ), if w ∈ prnt G (w, w )and w ∈ V G .
The identity fuzzy place graph at m is id
Composition of Fuzzy Link Graphs Suppose that F : X → Y and G : Y → Z are two link graphs such that | F | ∩ | G| = ∅. Then, their composite is the link graph:
The identity fuzzy link graph at X is id
Composition of Fuzzy Bigraphs If F : I → J and G : J → K are two fuzzy bigraphs, such that | F | ∩ | G = ∅, their composite is the pair
and the identity fuzzy bigraph at I = m, X is id m , id X .
Theorem 3.1 Given three fuzzy bigraphs A : I → J, B : J → K, and C :
The proof is based on the solution of exercise 2.1 in Milner's book [13] and the fact that composition of fuzzy relations is associative.
Tensor Product of Fuzzy Bigraphs Given two disjoint fuzzy place graphs F : k → l and G : m → n, their tensor product is the fuzzy place graph F ⊗ G : k + m → l + n defined as follows:
Given two fuzzy link graphs F : X → Y and G : W → Z, then their tensor product is the fuzzy link graph F ⊗ G : X W → Y Z defined as follows:
The unit of the tensor product of fuzzy link graphs is ∅. It is now obvious what is the tensor product of two fuzzy bigraphs. The unit of the tensor product for fuzzy bigraphs is = 0, ∅ .
Type 2 Fuzzy Bigraphs
It is quite possible to have "fuzzier" bigraphs by fuzzifying the sets V F and E F . Thus the set V F will be replaced by the fuzzy set V F : V → L and the fuzzy set E F will be replaced by the fuzzy set E F : E → L. The meaning of these fuzzy sets is that nodes are part of a forest to some degree and edges "exist" up to some degree because connections are broken, etc.
Definition 3.4 A type 2 fuzzy place graph is a triple:
where ctrl F : V × K → L and prnt F : V × V → L are two L-fuzzy relations, and β ∈ L specifies the degree to which the type 2 fuzzy place graph has m (functional) inner interfaces and n (functional) outer interfaces.
Similarly, one can define type 2 fuzzy link graph as follows: Definition 3.5 A type 2 fuzzy link graph is a quadruple
is the degree to which the type 2 fuzzy link graph has card X (functional) inner interfaces and card Y (functional) outer interfaces. Here the set P F is defined as follows:
Note that here we examine all pairs (v, k) and chose the one that can be used to compute the infimum and then use this k to compute ar(k).
Equipped with these definition, it is straightforward to formulate the definition of a concrete fuzzy bigraph as a quintuple:
where γ = β ∧ δ.
Support of Type 2 Fuzzy Bigraphs
For a type 2 fuzzy place graph G its support | G| is V G and for a type 2 fuzzy link graph or a type 2 fuzzy bigraph G its support | G| is V G E G , where
Note that V G (e) = ⊥ and E G (v) = and so I "simulate" the functionality of V F E G .
A support translation ρ : | F | → | G| from F to G consists of pair of fuzzy relations ρ V : V × V → L and
and ρ E (e, e ) = E G (e ).
Moreover, ρ preserves controls, that is, crtl G • ρ V ≤ ctrl F . Also, ρ V induces another fuzzy relation ρ P :
In addition, the following inequalities should hold:
and Id m (n, m) = ⊥, respectively. Similar definitions hold for Id n , Id X , and Id Y . Given F and ρ we can determine G. When this happens, then we say that they are support equivalent and write F G. 
Composition of Type 2 Fuzzy Bigraphs
→ Z are two type 2 fuzzy link graphs, then the following quadruple is the composite type 2 fuzzy link graph:
where E(e) = E F E G (e) and
From here it is a straightforward exercise to define the composition of type 2 fuzzy bigraphs. Also, one can prove that composition is an associative operation. The identities are the identities of fuzzy bigraphs and their plausibility degree is equal to .
Fuzzy Bigraphical Categories
Usually, when we define a category, first we define its objects and then the arrows between objects. However, in the case if fuzzy bigraphical categories I have already introduced arrows in the previous section. Fuzzy place graphs, fuzzy link graphs, and fuzzy bigraphs are arrows that can be composed also but not all compositions are possible. If fuzzy place graphs, fuzzy link graphs, and fuzzy bigraphs are the arrows of different categories, what are the objects of these categories? The answer is very simple: The objects of these categories are natural numbers, finite sets of symbols, and pairs of a natural number and a finite set of symbols, respectively. For type 2 fuzzy bigraphs, we need a new kind of category where each arrow is associated with a plausibility degree. The following definition introduces such a new kind of category theory (see [16] for more details).
Definition 4.1 A fuzzy category C is an ordinary category C but in addition:
1. There is an operation p that assigns to each arrow a plausibility degree ρ = p (f ) ∈ [0, 1]. Thus an arrow that starts from A and ends at B with plausibility degree ρ is written as:
2. For the composite g • f it holds that p (g • f ) = p (f ) ∧ p (g). The associative law holds since ∧ is an associative operation.
3. an assignment to each C-object B of a C-arrow 1 B : B 
Conclusions
I have introduced fuzzy bigraphs and type 2 fuzzy bigraphs. I have described how one can compose fuzzy bigraphs and type 2 fuzzy bigraphs. Also, I described how to define a category whose arrows are fuzzy bigraphs and I introduced a fuzzy version of a category in order to be able to define a fuzzy category whose objects are type 2 fuzzy bigraphs. Naturally, there are many things to be done in order to have a fully fledged theory of fuzzy ubiquitous computing but this is a task that requires only time. . .
