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31 Einführung
Polynomiale Splinefunktionen, d.h. differenzierbar zusammengesetzte Polynome, haben
sich in der Vergangenheit wegen ihrer hohen Flexibilität und einfachen Berechenbarkeit
a.ls giinstig bei der effizienten Approximation selbst von nicht-glatten Funktionen erwie-
sen. In polynomialen Splineräurnell gilt der bekannte Satz von Schoenberg & Whitney,
der aussagt, daß eine Menge von Punkten genau dann eindeutige Lagrange-Interpolation
zuläßt, wenn diese Punkte eine gewisse Lage zu den Knoten besitzen. Dieser Satz ist von
fundamentaler Bedeutung in der Theorie der Approximation mit polynomialen Splines.
Wir untersuchen hier verallgemeinerte Splineräume, die unter anderem dadurch gekenn-
zeichnet sind, daß die Polynomräume durch tschebyscheffsche Räume ersetzt werden und
diese nicht mehr für alle Knotenintervalle identisch sein müssen. Sie können insbesondere
Ilnterschiedliche Dimensionen besitzen. Ferner werden die Differenzierbarkeitsbedingun-
gen an den Knoten mit Hilfe linearer Funktionale verallgemeinert und zunächst auch
Verknüpfungen zwischen nicht-benachbarten Knotenintervallen zugelassen.
In Nürnberger, Schumaker, Sommer & Strauß [7] werden die verallgemeinerten Spli-
neräume charakterisiert, in denen eine dem oben angeführten Satz von Schoenberg &
Whitney entsprechende Aussage gilt. Gleichmäßig beste Approximationen mit solchen
Splineräumen wurden in [9] behandelt.
Unser Ziel in dieser Arbeit ist es, diese Untersuchungen fortzuführen, wobei wir wie folgt
vorgehen. In 32 geben wir die grundlegenden Definitionen und Resultate aus [7] und [9]
sowie einige elementare Folgerungen aus Wagner [13] an. 33 beinhaltet unter anderem
einen neuen Beweis der Charakterisierung stark eindeutig bester Approximationen aus
[9J. Eindeutig beste Approximationen können selbst im polynomialen Fall nicht allein mit
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2 Approxima.tion mit vera.llgemeinerten Splines
Hilfe von alternierenden Extremalpunkten charakterisiert werden, wie in Nürnberger &
Singer [10]' Satz 2.4 gezeigt wird. Wir zeiigen, daß auch für verallgemeinerte Splineräume
I
eine Charakterisierung mit Hilfe eines Flachheitsbegriffes möglich ist.
In 94 untersuchen wir verallgemeinerte tschebyscheffsche Splineräume, die in [8] ein-
geführt wllfden. Da die Theorie aus [7] nicht direkt anwendbar ist, führen wir zunächst
Untersuchungen über Interpolation in solchen Räumen und über die Dimension von ge-
wissen Teilräumen durch. Das Hauptresultat dieses Abschnitts besagt, daß für eine
I,
stetige Funktion f die Menge, auf der alle besten Approximationen von f übereinstim-
men, die Vereinigung von Knotenintervailen ist.
32 Grundlagen
,~ ~
In diesem Abschnitt definieren wir die hier relevanten Splineräume und wiederholen die
für uns wesentlichen Resultate aus Nürnberger, Schumaker, Sommer & Strauß [7] und
[9]. Anschließend geben wir einen kurzen Beweis zweier Folgerungen aus Wagner [13] an,
lind zwar einer Dimensionsformel sowie der Beobachtung, daß bei den hier relevanten
Räumen nur Beziehungen zwischen bena~hbarten Knotenintervailen möglich sind. Wir
definieren nun die Räume, die für uns v0D.Interesse sind.
Sei a = Xo < XI < ... < Xk < Xk+l = b. Dann partitioniert ~:= {xiH=l das Intervall
[a, b] in k + 1 Teilintervalle Ii := [Xi, Xi+:d, i = 0, ... , k - 1 und h := [Xk, Xk+l]. Für
jedes i = O, ... ,k sei Ui:= span{ui,l,,,,,Ui,n,} ~ C(Ii) ein tschebyscheffscher Raum.
Schließlich seien
und
r .. '= {("Vi,j ;;yi,j)}r;,j
',J . J...I/' 11/ I/=l









Seien 6., Uo, ... ,Uk und f wie oben.
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Rang Tj := 1'j,k + ... + rj,j+l besitzt.
(ii) Die Menge
S(Uo,,,,,Uk;f;6.):= {s: [a,b] -'>IR; Si:= S II;EUi, i = O, ... ,k und
i j -i j 11,; Si = Iv' sj, 1/ = , ... , ri,j für alle 0 S; i < j S; k}
heißt verallgemeinerter Splineraum, falls r zulässig ist und S(Uo, ... ,Uk; r;6.) ~
C[a,b] gilt.
Die Paare linearer Funktionale in C,j geben also an, wie das i -te Teilstück des Splines
mit dem j -ten Teilstück verknüpft ist. Durch die Zulässigkeit von f ist gewährleistet,
daß die linearen Funktionale in gewisser Weise unabhängig voneinander sind. Diese
lJnabhängigkeit ist zur Bestimmung der Dimension von verallgemeinerten Splineräumen
notwendig.
Dip Zahl T] gibt die Anzahl der Bedingungen an, mit denen der Spline imj -ten Intervall
mit a.llen vorhergehenden Intervallen verknüpft ist, und analog beschreibt Tj die Anza.hl
der Verknüpfungen zu allen folgenden Intervallen. Schließlich merken wir noch an, daß
gemäß Definition 2.1 in einem verallgemeinerten Splineraum insbesondere Tj S; nj und
Tj S; nj gelten.
Ist S ein verallgemeinerter Splineraum, so setzen wir für alle 0 S; i < j S; k +1
S?,j := {~E s; s(x) = 0 für alle xE [Xi,Xj]}
(2.3)
(2.4 )
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und
o d' SOni,j:= Im i,j'
(2.5)
(2.6)
Da vpraJlgemeinerte Splinerällme nur aus stetigen Funktionen bestehen, gilt in solchen
Räumen
ni,j = dimSi,j' (2.7)
(Wir haben ni,j dennoch wie in (2.5) definiert, da wir diese Definition auch für die unter
Umständen nicht nur aus stetigen Funktionen bestehenden Räume aus 34 verwenden
werden.) Schließlich seien
'In" := n" - T" für v= 1, ... , k (2,8)
lind
m" := n" - T" für v = 0, ... ,k- l. (2.9)
Die nun folgenden Dimensionsformeln wlflrden in [7] gezeigt.
Lemma 2.2 In einem verallgemeinerten Splineraum S gelten:
dirn S = no + m] + . , , + mk = mo + ... + m'k-l + nk,
für alle 0 < i < k + 1,onO,i = mi + ' ., + mk
n~,k+l = mo + ' ,. + mj-l
für alle 0 < i < k + 1,
für alle 0 < j < k + 1,






interpolation ist eine Standardmethode, um eine gegebene Funktion f E C[a,b] durch
Funktionen einfacherer Struktur zu approximieren. Wir definieren das folgende Interpo-
lationsproblem,
Definition 2.3 Seien ein n -dimensionaler Teilraum G von C[a,b], Punkte h <
... < l" a.us [a, b] lind reelle Zahlen Z[",., Zn gegeben. Das Lagrange-Interpolations-
prohlem besteht darin, pille Funktion g Ei G zu fiuden mit.
I
g(t;) = Zi für alle i = 1, ... ,n. (2.15 )
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Sei .fJ1, ... , gn eIne beliebige Basis von G. Nach einem bekannten Resultat aus der
linearen Algebra hat das Lagrange-Interpolationsproblem genau dann für beliebige Werte
ZI,' .. , Zn eine Lösung, wenn
(2.16)
Da (2.16) unabhängig von der Wahl der Basis ist, ergibt sich die folgende Definition.
Definition 2.4 Sei gj, ... ,gn Basis eines n -dimensionalen Teilraumes G von
ern, b]. Eine Menge von Punkten a S; tt < t2 < ... < tn S; b heißt poised bzgl. G,
falls (2.16) gilt.
Das folgende Lemma aus [7] gibt eine Bedingung an, die In verallgemeinerten Spli-
neräumen notwendig für eine poised Menge ist.
Lemma 2.5 Seien S eIn verallgemeinerter Splineraum der Dimension n und
a S; I J < l2 < ... < ln S; beine poised Menge. Dann gilt die Interlacing Condition
für alle i = 1, ... , k. (2.17)
Wi<' in [9] schreiben wir N,(T) für die Anzahl der Punkte einer Menge T ~ [a,b], die
in <'iIl(,lll Intervall I ~ [n, IJ] liegen. Hieraus erhalten wir:
Lemma 2.6 Eine Menge von Punkten T = {lt, ... ,ln} mit a S; l] < ... < tn S; b
geniigt genau dann der Interlacing Condition (2.17), wenn
N[ .](T) < no .xo,x, _ ,t
f'iir alle i = 1, ... ,k ge/ten.
und (2.18)
Beweis: Der Beweis ist klar. <>
Wie einfache Beispiele aus [7] zeigen, ist die Interlacing Condition (2.17) in verallgemei-
nerten Splineräumen im allgemeinen nicht hinreichend für eine poised Menge. Dies gibt
Anlaß zu folgender Definition.
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Definition 2.7 Ein n -dimensionaler verallgemeinerter Splineraum S besitzt die
Interlacing Property, falls eine Menge a :s; tl < t2 < ... < tn :s; b genau dann poised ist,
wenn die Interlacing Condition (2.17) gilt. In diesem Fall heißt S auch IP-Raum.
Die folgende Charakterisierung der IP-Räume wurde in [7] bewiesen.
Satz 2.8 Für einen verallgemeinerten Splineraum S sind äquivalent:
(i) S ist lP-R;-1UIlJ.
(ii) Es gelten die folgenden drei Bedingungen:
S ist schwach tschebyscheff, (2.19)
I bd Z(5)1 ::; n?,j für alle 5 E S?,j' o:s; i < j :s; k + 1, (2.20)
dim(Sg,i n SJ,k+l) = max{ n - nO,i - nj,k+l, O}, 1 :s; i < j ::; k. (2.21)
Hierbei setzen wir für 5 E S
Z(8):= {x E [a,b]; s(x) = O},
bd Z( s) := Rand von Z( 8) in [a, b],
I bd Z(8)1 := Kardinalität von bd Z(8).
Die folgenden beiden Resultate aus [7] und [9] enthalten eine Aussage über die Struktur
llnd die Dimension von gewissen Teilräumen eines IP-Raumes.
Lemma 2.9 In einem IP.Raum S gelten:
S?j ist schwach tschebyscheff, 0 :s; i < j :s; k + 1,
S8,i n SJ,k+1 ist schwach tschebyscheff, 1 :s; i < j :s; k.
Weiterhin gelten für alle 0 :s; i < j :s; k + 1 die Dimensionsformeln
ni,k+l = ni,j + mj + ... + mk,







Sei Sein IP-Raum. Dann ist für alle 0 :s; i < j :s; k + 1 auch Si,j eIn
Wir zeigen nun ein elementares Lemma.
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Lemma 2.11 Sind ein verallgemeinerter Splineraum S und ein Knotenintervall
[Xj, Xj+d gegeben, so existiert zu jedem Uj E Ui ein sES mit




Beweis: Wie in Schumaker [12]' Lemma 11.5 erweitert man Ui zunächst suksessive
zu einem Element aus Si,k+1 und anschließend zu einem verallgemeinerten Spline sES.
Hieraus folgt sofort (2.26), und (2.27) beweist man analog zu [12], Satz 11.4. <)
Wir können nun zwei Dimensionsformeln aus Wagner [13] beweisen.
Lemma 2.12
mein
In einem IP-Raum gelten für 0 ~ i < j ~ k + 1 die Dimensionsfor-
lind
ni,j = ni + rni+1 + ... + rnj-I





Wegen (2.24) und (2.26) folgen
ni,k+1 = ni,i+1 + rni+l + ... + rnk = ni + mi+l + ... + rnk
ni,k+l = ni,j + mj + ... + rnk,
also (2.28). (2.29) beweist man analog unter Benutzung von (2.25). <)
Das nun folgende Korollar aus [13] sagt aus, daß wir uns bei IP-Räumen auf Räume mit
Beziehungen nur zwischen benachbarten Knotenintervallen beschränken können. (Es
steht nicht im Widerspruch zu [7]' Beispiel 6.1, da die dem dort betrachteten Splineraum
S zugehörige Menge r nicht zulässig im Sinne von Definition 2.1 ist, also S kein
verallgemeinerter Splineraum ist.)
Korollar 2.13
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In einem IP-Rauml S gilt
'1'j = '1'j -1,J = '1'j - 1 für alle j = 1, ... , k.
Beweis: Offenbar (vgl. Lemma 2.d) gilt
Uj-I,j+l = nj_l + nj - Tj-l,.7'
und aus (2.28) erhalten wir
nj-l,j+l = nj-l + nj - rj,
d.h.
rj = rj_l,j.
Die andere Gleichung folgt analog unter Benutzung von (2.29). <>
fj3 Eindeutigkeit bester Approximationen
Ist I E C[a,b] gegeben, so existiert zU jedem IP-Raum S eine beste Approximation
sES von I, d.h.
111 - 811 ::; 111 - gll (3.1 )
für alle g ES, wobei mit 11. 11 die Supremum-Norm bezeichnet wird. Wir sagen, daß
s fES stark eindeutig beste Approximation von I allS S ist, falls es eine Konstante
1\' f > () gibt mit
für alle gE S. (3.2)
,
Nürnberger, Schumaker, Sommer & Stduß [9] zeigten eine Charakterisierung bester Ap-
proximationen und eine Charakterisierung stark eindeutig bester Approximationen aus
IP-Räumen. Wir wiederholen hier das erste Ergebnis und geben anschließend einen Be-
weis des zweiten Resultats ohne Benutzyng von Nürnberger [5]' Satz 1.4. Eine zentrale
Rollp spielt dabei der Begriff der alterni1erenden Extremalpunkte.
Definition 3.1
Eindeutigkeit bester Approximationen
Seien h E C[a, b] und T ~ [a, bJ .
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(i) Beliebige Punkte 11 < ... < tp aus T heißen alternierende Extremalpunkte (kurz:
A-Punkte) von h, falls es ein a E {-1, 1} gibt mit
a( -lfh(t;) = Ilhll für i = 1, ... ,po (3.3)
Die maximale Anzahl von A-Punkten von h in T bezeichnen wir mit A(h} IT .
(ii) Beliebige Punkte t1 < ... < tp aus T heißen schwach alternierend bzgl. h, falls
es ein a E {-1,1} gibt mit
a( -I )'h(l;) ;::: 0 für alle l = I, ... , p. (3.4)
Die maximale Anzahl von bzgl. h schwach alternierenden Punkten aus T be-
zeichnen wir mit SA(h) IT .
Wir formulieren nun die Charakterisierung bester Approximationen aus [9J. Die Zählung
der A.Punkte nach Definition 3.1 unterscheidet sich von der Zählung aus [9J.
Satz 3.2 Seien Sein IP-Raum, JE C[a,bJ \S und sES. Dann sind iiquivalent:
(i) .'i ist beste Approximation von f aus S .
(ii) Es gibt 0 ::; i < j ::; k + 1 mit
(3.5)
Zum Beweis der (;harakterisierung stark eindeutig bester Approximationen benötigen
wir die folgenden beiden Resultate (siehe [6]' II, Korollar 1.7 und [6], II, Lemma 1.11).
Lemma 3.3 Sei G' ~ C[a, b] ein n -dimensionaler schwach tschebyscheffscher
HaUlll. Fiir alle Punkte a = 10 < t1 < ... < tm-1 < tm = b mit 1 < m < n
existiert eine nicht-triviale Funktion 9 E G' mit
I E [ti-I, td, i = l, ... ,'nl. (3.6)
10
Lemma 3.4
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Seien G eIn n -dimensionaler schwach tschebyscheffscher Teilraum
von C[a,b] und T={tl, ... ,tn+d eine Teilmenge von [a,b]. Dann sind äquivalent:
(i) Es gibt kein nicht-triviales 9 E G! mit
SA(g) IT= n + 1.
(ii) F'iiralle iE {l, ... ,n+ l} ist die Menge T\{t;} poised bzgl. G.
Das nächste Resultat zeigt, daß eine gewiisse Anzahl von schwach alternierenden Punkten
eines Splines s aus einem IP-Raum die Existenz eines "Nullstellenintervalls" von s
impliziert.
Lemma 3.5 Seien Sein IP-Raum und sES.
(i) Existieren 0 ~ i < j ::; k + 1 mit
SA(s) I[xi'x;];::: ni,j + 1,
(ii) Gelten i > 0, s = 0 auf [Xi-I, Xi] und
SA(s) I(xllx;);::: mi + ... + mj-l + 1
für ein i < j ~ k + 1 , so existiert ein Tei/intervall [xp, xqJ ~ [Xi, X jJ mit oS = 0
auf [.Tp, xqJ .
(iii) Ge/ten j < k + 1, S = 0 auf [Xj,Xj+l] und
SA(s) I[x"x;);::: mi + ... + mj-l + 1
für ein 0 ~ i < j, so existiert e~n Tei/intervall [xp,xq] ~ [Xi,Xj] mit s = 0 auf
[xp, xq].
(iv) Gelten 0< i < j < k + 1, s = O! auf [Xi-I,Xi] U [xj,xj+d und




(i): Wir wählen ein Teilintervall [xp,xq] von [Xi,Xj] mit
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für jedes echte Teilintervall [XI, Xm] ~ [Xp, xq]. Damit genügen jeweils np,q der np,q + 1
schwach alternierenden Punkte der Bedingung (2.18) und sind daher poised, da Sp,q
nach Satz 2.10 ebenfalls ein IP-Raum ist. Lemma 3.4 ergibt s = 0 auf [xp, xq) •
(ii): Wir wählen ni-l beliebige Punkte aus [Xi-I, Xi] und bezeichnen die Menge dieser
Punkte mit T. Dann folgt nach (2.28)
8/1(8) I'['u(x,,~.,] ~ ni-l + mi + ... + mj-l + 1 = ni_I,) + 1.
Wie in (i) wählen wir ein TeilintervaJl [xv, xw] von [Xi-I, :I:j] so, daß [xv, xw] mindestens
Tlv,w + I schwach alternierende Punkte aus TU (Xi, X j] und jedes echte Teilintervall
[XI, :cm] ~ [xv, xw] höchstens nl,rn schwach alternierende Punkte aus TU(Xi, X j) enthält,
und schließen s = 0 auf [xv,xw]' Da [Xi-l,X;J genau ni-l Punkte aus TU (Xi,Xj]
enthält, folgt [xv, xw] i= [Xi-I, Xi].
(iii) beweist man a.nalog zu (ii).
(iv): Wir wählen ni-l (bzw. nj) beliebige Punkte aus [Xi-I,Xi] (bzw. [Xj,Xj+d),
uno nach (2.28) folgt
ni-J + nj + mi + + mj-l - Tj + 1
= ni-l + mi + + mj-J + mj + 1 = ni-l,j+l + 1,
d.h., wir können weiter schließen wie in (ii). 0
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Seien ein n -dimensionaler IP-Raum S , T ~ [a, b] und eine Abbildung
a : T ......•{-I, I} gegeben. Dann sind äquivalent:
(i) Ss gibt kein nicht-triviales sES I mit folgender Eigenschaft:
a(t)s(t) .2: 0 für alle t E 7' . (3.7)
(ii) Es gelten die folgenden vier Bedingungen:
Es gibt tI < ... < tn+I in T mit a(tv)a(tv+d = -1 für 11 = 1, ... ,n. (3.8)
Für alle j = I, ... ,k gibt es;w J.L := mo + ... + mj-l + 1
tl < <tjJ. aus [a,x])nT mit a(tv)a(tH1)=-1 füralle
// = I, , IL - 1 .
punkte}
(3.9)
Für alle i = 1, ... ,k gibt es1zu J.L := mi'+ ... + mk + 1




Für alle 1 ~ i < j ~ k gibtieszu J.L:= mi+ ... +rnj_I-rj+1}
p~kte tl <~ .. < tjJ. aus (x;,xj)nT mit a(tv)a(tv+d = -1 füralle (3.11)
// - I,... ,IL I.
I
Beweis: (i) => (ii): Wir zeigen zuniichst (:3.8). Angenommen, T enthält höchstens
J.L Punkte tI < ... < tl-' mit
für .// = 1, ... ,J.L - 1 (3.12)
und IL ~ n. Dann definieren wir für // = 2, ... , J.L
Zv-I := inf{t; tE (lv-I,tv] n T und a(t) = a(tv)}
lind Sl't.zen Zu := a, Z,t := b.
(3.13)
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WPgCIl Satz 2.8 ist S schwach tschebyscheff, und damit existiert nach Lemma 3.3 ein
nicht-triviales sES mit
für alle tE [ZlI-l,ZlI], v = 1, ... ,fl.. (3.14)
Wir zeigen nun (3.7) und haben damit den gewünschten Widerspruch zu (i) erhalten.
Sei dazu t E T beliebig. Falls t E {Zl"", zl"-d , so folgt 8(£) = 0 nach (3.14), d.h.,
(3.7) ist trivialerweise erfüllt. Andernfalls wählen wir v E {l, ... ,fl.} mit i E [ZlI-l,ZlI],
und a.lIS (3.13) sowie der Maximalität von J], erhalten wir a(l) = a(t,,) (denn sonst gibt
es einen zusätzlichen alternierenden Punkt), d.h., nach (3.12) und (3.14) folgt
Damit ist (:3.8) bewiesen.
(3.9): Angenommen, in [a,xj)nT gibt es höchstens t1 < ... < tl" mit
für v = 1, ... , fl. - 1
und fl. ~ mo+ ... +mj-l . Nach Lemma 2.2 und Lemma 2.9 ist SJ,k+l ein schwach tsche-
I>yscheffscher Ra.um der Dimension mo + ... +m j-l , und man erhält einen Widerspruch
wip im Beweis von (3.8).
(:1.1 ()) \I nd (:L 11) beweist man analog.
(ii) => (i): Angenommen, es gibt ein nicht-triviales .9 E S mit (3.7). Wegen (3.8) und
Lemma 3.5, (i) existiert ein Intervall [xp, xq] mit s = 0 auf [xp, xq] , und wir haben
[xp, xq] = [a, bJ zu zeigen (denn dann gilt s = 0, ein Widerspruch). Falls dies nicht so
ist, nehmen wir o.ß.d.A. [xp, xq] als maximales Intervall, in dem s verschwindet, und
q < k + 1 an. Wir unterscheiden zwei Fälle:
oS besitzt nur endlich viele Nullstellen in [xq, xk+d .
Nach (:J.7) und (3.10) folgt
d.h., aus Lemma 3.5, (ii) ergibt sich ein Teilintervall von [xq,xk+d, auf dem s ver-
schwindet, im Widerspruch zur Voraussetzung dieses Falles.
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Fall 2: Es gibt ein Intervall [xv, xw] mit v > q, S = 0 auf [xv, xw] , und s besitzt
nur endlich viele Nullstellen in I [xq,:Z:v]' (Dies ist wegen der Maximalität
von [xp,xq] der verbleibende Fall.)
Dann gilt nach (:.L7) und (3.10)
SA(s) Itxq,x")~ mq + ... + mv-l - Tv + 1,
und der gewünschte Widerspruch ergibt sich aus Lemma 3.5, (iv). <)
Wir benötigen zur Charakterisierung st~rk eindeutig bester Approximationen noch das
folgende Resultat aus Wulbert [14] (siehT auch Bartelt & McLaughlin [1] und Nürnberger
[6]).
Satz 3.7 Seien G ein endlich-dimensionaler Teilraum von C[a,b], fE C[a,b] \ G
lind YI E G. Dann sind äquivalent:
(i) YI ist stark eindeutig beste ApProximation von f aus G.
(ii) Viir jede nicht-triviale Funktion g E G gilt:
min ' (f(t) - gl(t))g(t) < O.
tEE(f-g~)
(3.15)
Wir können nun die Charakterisierung stark eindeutig bester Approximationen aus [9]
beweisen. Wie bereits oben erwähnt, unterscheidet sich die Zählung der A-Punkte nach
Definition 3.1 von der Zählung aus [9].
Satz 3.8
sind äquivalent:
Für einen n -dimensiorialen IP-Raum S, f E C[a,b] \ Sund sIE S
(i) s I ist stark eindeutig beste Approximation von f aus S .
(ii) Es gelten die folgenden vier Bedingungen:
AU - 8 I) I[a,bl ~ n + ],
AU - sI) I[".IJ)~ iho + + mj-l +] fiir alle 1 :Sj:S k,





für alle 1 :S i < j :S k. (3.19)
Beweis:
Eindeutigkeit bester Approximationen
Setzen wir T:= E(J - S f) und (J := sgn(J - S f) , so ist (i) nach Satz 3.7
dazu äquivalent, daß es kein nicht-triviales sES gibt mit
(J(t) - sf(t))s(t) ~ 0
Nach Lemma 3.6 ist dies äquivalent zu (ii). <)
für alle t E T .
Wie N iirnberger & Singer [10] zeigten, ist eine Charakterisierung eindeutig bester Ap-
proximationen in polynomialen Splineräumen allein mit einem Kolmogoroff-Kriterium
bzw. nur mit Hilfe alternierender Extremalpunkte nicht möglich. Berens & Nürnberger
[2] zeigten, daß man in beliebigen endlich-dimensionalen Teilräumen G von G[a, b] die
Funktionen aus dem Abschluß von
U(G) = {J E G[a,b] \ G; f hat eine eindeutig beste Approximation aus G}
a.llein mit Hilfe eines Kriteriums vom Kolmogoroff- Typ charakterisieren kann.
Satz 3.9 Seien G endlich-dimensionaler Teilraum von G[a,b] und fE G[a,b] \ G.
Danll sind äquivalent:
(i) fEU(G).
(ii) f besitzt eine beste Approximation gf E G, so daß für alle nicht-trivialen g E G
/lnd alle Umgebungen U von E(J - gf)
inf(J(t) - gf(t))g(t) < O.
tEU
(3.20)
BCJ'('IlS & Niirnberger [2] zeigten mit Hilfe dieses Satzes, daß für polynomiale Splineräurne
S die Funktionen aus U(S) allein durch alternierende Extremalpunkte charakterisiert
werden können. Das nun folgende Resultat zeigt, daß eine sölche Charakterisierung auch
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Für einen n -dimensionalen IP-Raum Sund f E C[a,b] \ S sind
(ii) r;s existiert eine bes/.e Approximation sI von f mit:
A(f - sI) I[a,b]2: n + 1,
A(f - sI) I[a,xj} 2: iho + + ~j-l + 1 für alle 1 S; j S; k,
A(f - .9I) I[Xi ,b]2: mi + + m~ + 1 für alle 1 S; i S; k,






Beweis: Nach Satz :L9 ist JE U(S) äquivalent zu folgender Aussage:
Es gibt eine beste Approximation sIE S von f, so daß für alle Umgehungen U von
E(/ - sI) es kein nicht-triviales sE S'gibt mit (f(t) - sI(t))s(t) 2: 0 für alle tE U.
Dips ist nach Lemma :3.6 äquivalent zu:!
Es p;ibt eine beste Approximation sI 6 S von f, so daß für alle UmgeblIIlgen (J von
1:;(/-81) dieAussagen(:L8)-(3.11)mit T=U und a=sgn(f-sI) gelten.
Wegen der Stetigkeit von sgn(f-sI) in, den Punkten aus EU-sI) erhalten wir hieraus
die i;'quivaJenz zu (ii). 0
Nürnberger & Singer [10] verwenden in lhrer Charakterisierung eindeutig bester Approxi-
mationen aus polynornialen Splineräumen den Begriff der "Flachheit" der Fehlerfunktion.
Dieses Resultat wurde VOll Nürnbergel', Schurnaker, Sommer & Strauß [9] auf verallge-
meinerte tschebyscheffsche Spüneräume (die wir in !i4 definieren werden) erweitert. Unser
Ziel ist es, ein vergleichbares Ergebnis. für IP-Räume zu erhalten. Dazu benötigen wir
einen Begriff aus [9].
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Definition 3.11 Es seien f, 9 E C[a,b], a :s; x < b (bzw. a < x :s; b), und es
gebe ein (> 0 mit g(t) cf g(x) für alle x< t < x+( (bzw. x-( < t < x). Wir sagen,
f is L in x ff ach von rechts (bzw. von links) bzgl. g, falls
lim inf If(x) - f( tJl = 0
i-x+ l,q(x) - g(t)1
(bzw.
. . If(x) - f(t)1
hm Inf I () ()I = 0 ).i-x- 9 X -,q t
Um die Situation für IP-Räume zu beleuchten, betrachten wir zunächst das folgende
Beispiel.
Beispiel 3.12 Wir untersuchen den Raum S ~ C[ -1,71"] mit 6. = {O} und
s 1[-I.oIE span{l}, s l[o,1rjE span{l, tsint, tcost} für alle sES. Nach Zielke [15] ist
~pan {I, t sin t, t cos t} ein tschebyscheffscher Raum auf [0,71"] , und damit ist Sein ver-
;tligellleinerter Splineraurn, der stetig aus tschebyscheffschen Räumen zusammengesetzt
ist. diso ndch [7] ein IP. Rdum. (Die lnterlacing Property kann man hier auch mühelos
direkt nachprüfen.)
Wir betrachten nun die Funktion f gegeben durch f( -1) = f(2) := 1, f(t) := t sin t-1




Offenbar ist die Nullfunktion ellle beste Approximation von f aus S und eindeutig
beste Approximation von f au r [- 1 ,0] .
Wir setzen sdt) := tt+ cos t und "2(t):= tt+ sin t (wobei t+ die sogenannte "abge-
brochene Potenz" ist, d.h. t+ = max{t,O}) und erhalten damit S8,l = span{s],s2}'
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Sei;; := 0ISI + °282 eine beste Approximation von J aus S. Dann folgt
71"
1 = IIJII = IIJ - 5112: IJ(71") - 8(71")1 = I - 1 + 0:1"21
und damit 0:1 2: 0 .
Falls ü! > 0 erhalten wir ein positives, nahe bei 0 liegendes t mit
IJ(t) - s(t)1 > 1 = IIJ - sll
(denn J und 82 sind In 0 flach von rechts bzgl. SI), ein Widerspruch. Also gilt
(l' I = 0, und wegen
1 = IIJ - 811 2: IJ(2) - s(2)1 = 11- a2 sin 21
folgt n2 2: 0 .
Umgekehrt sind alle Funktionen 0:2S2 mit 0:2 2: 0 und hinreichend kleinem la21 offen-
uar beste Approximationen von J aus S. Also ist die beste Approximation von J aus
S nicht eindeutig bestimmt, obwohl J in 0 flach von rechts ist bzgl. der in 0 "steil-
sten" Funktion aus 88.1 . Damit ist eine direkte Verallgemeinerung des oben erwähnten
Resultats aus [9] auf IP-Räume nicht möglich.
Andert man J lokal um 71" so ab, daß J flach von links bzgl. S2 ist, so gilt für aUe
(.l' > 0 lokal
IJ(t) - aS2(t)1 > 1,
d.h., die NuUfunktion ist eindeutig beste Approximation von J aus S. Also hängt
eine Charakterisierung eindeutig bester Approximationen auch vom Verhalten der Feh-
lprfunktion um 71" ab.
Zusammenfassend läßt sich sagen: Eine Charakterisierung eindeutig bester Approxima-
tionen allein mit Hilfe von alternierenden Extremalpunkten und der Flachheit an gewissen
inneren Knoten wie im Fall der polynomialen und der verallgemeinerten tschebyscheff-




Seien f, .s, Sj E C[a,bJ und a::; to ::; b mit to E E(J - Sj).
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(i) Gelte s(to) = Sj(to). Existiert ein ( > 0 mit
(J(t) - Sj(t))(s(t) - Sj(t)) < 0 (3.25)
für alle to < t < to + £ (bzw. to - £ < t < to) und ist 1- S j in to flach von
rechts (bzw. flach von links) bzgl. S - S j , so gibt es ein i E (ta, to + £) (bzw.
i E (to - f,tO») mit
II(i) - s(t)1 > 11I - S jll.
(ii) Gelte s(lo) = O. Existiert ein (> 0 mit
(J(t) - Sj(t))s(t) < 0 (3.26)
fiir aUe to < t < to + £ (bzw. to - £ < t < to) und ist 1- Sj in to nicht flach
von rechts (bzw. flach von links) bzgl. s, so gibt es (0 > 0 und 0'0 > 0 mit
I/(t) - (sj(l) + as(t))1 ::; 1II - 8111
fiir aUe 0 ::; n ::; 0'0 und lo ::; l < to + <0 (bzw. to - £0 < l ::; to ).
Beweis:
mit
(i): Da 1- Sj flach von rechts bzgl. s - Sj ist, gibt es ein i E (to,lo + £)
1(J(to) - Sj(to) - (J(i) - sj(t))1 < I(s(lo) - Sj(to)) - (s(t) - sj(i))1
= Is(i) - S j(i)l.
(3.27)
Nach (3.25) kann I - S j in (ta, to + f) keine Nullstelle besitzen, und damit folgt wegen
Lo E E(J - Sj), daß If(to) - Sj(to)/ > O. Dies impliziert mit (3.25)
sgn(J(t) - Sj(t)) = sgn(J(to) - Sj(to)).
l,'alls i E ~'(J - Sj), folgt aus (3.25)
11(t) - s(i)1 = I(JU) - SjU)) - (8(t) - SjU))1
= IIU) - sj(t)1 + Is(i) - sj(i)1
= 11 I - S j 11 + I s (t) - S j (i) 1
> III-sjll.
(3.28)
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Im Fall i rf. E(J - 05 /) folgt aus to E E(J - 05 / )
llnd damit nach (3.25), (3.27) und (3.28)
IJ(i) - o5(i)1 = I(JU) - o5/(t)) - (J(to) - o5/(to)) - (s(i) - 8/(i)) + (J(to) - 8/(to))1
= IJ(to) - s/(to)1 + lo5(i) ~ 8/(i)1-1(J(i) - s/(i)) - (J(to) - 8/(to))1
> li(to) - s/(to)1 = Ili - 5/11.
(ii): Da f - s/ in to nicht flach von rechts bzgl. 5 ist, gibt es ao,E> 0 mit
1(J(to) - 8/(to)) - (J(t) - 5/(t))1 ~ nls(to) - s(t)1 = als(l)1 (3.29)
fii r allt, O:S; a :s; 0'0, 10 < t < 10 + 1.. Wie im Beweis von (i) schließen wi r
sgn(J(t) - s/(t)) = sgn(J(to) - 5/(tO))
für alle t E (to, to + f) und erhalten hieraus wegen to E E(f - 5 f )
(3.30)
(3.31)
fiiralle I E (/o,lo+(). Nach (3.29) und (3.30) gilt t rf. E(f-s/) für alle tE (to,lo+(o)
mit (0 := min{i,d. Wie im Beweis vOn (i) folgt nun allS (3.26), (3.29), (3.30) und
(:UI), daß fiir alle tE (to,to + to) und O:s; a::; an
If(l) - (8/(l) + a5(t))1 = 1(J(t) - s/(t)) - (f(tn) - 5/(tO)) - a5(t) + (f(to) - 5/(to))1
= If(to) - 5/(to)1 + aI5(t)\-I(f(t) - 5f(t)) - (f(to) - 5f(to))1
:s; If(to) - 5/(to)1 = Ili - 5/11. 0
Das folgende Resultat wurde im Fall polynomialer Splines von Nürnberger & Sommer
[11] bewiesen.
Lemma 3.14 Sind ein n -dimensionaler IP-Raum Sund fE C[a,b] \ S gegeben,
sogiht ('5 ein Tei/intervall [x"Xj] von [a,b], so daß jede beste Approximation 5 von f
aus S sogar stark eindeutig beste Approximation von f auf [Xi, X j] ist.
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Beweis: Da S naeh Satz L.H schwach tschebyscheIT ist, gibt es nach einem bekannten
Resultat von .Iones & Karlowitz [3] eine beste Approximation .5/ von f mit
Wir wählen nun ein Teilintervall [Xi, X j] von [a, b] mit
und (3.32)
Falls s / i[x"xil nicht stark eindeutig beste Approximation von f aus Si,j ist, existiert
nach Satz 3.7 eine nicht-triviale Funktion sE Si,j mit
(1(1.) - s/(l)).s(t) 2: 0
l1ipraus folgt mit (3.32)
SA(s) i[x"x})nE(J-"f) 2: ni,j + 1
und
für jedes echte Teilintervail [xp,xq] ~ [Xi,Xj]. Da Si,j nach den Sätzen 2.8 und 2.10
schwach tschebyscheff ist, schließen wir mit Lemma 3.4, daß s = 0 auf [Xi, Xj], ein
Widerspruch. 0
Wir geben nun eine Charakterisierung eindeutig bester Approximationen aus IP-Räumen.
Ilpis pipi :1.l2 zeigt, daß ei ne ei Tl fachere Charakterisierung nieh t möglich ist.
Satz 3.15
sind äquivalent:
Für einen n -dimensionalen IP-Raum S, f E C[a, b] \ Sund s fES
(i) "/ ist eindeutig beste Approximation von f aus S.
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(ii) Es gelten (3.21) - (3.24) und zusätzlich:
Falls A(f - sI) I(x, ,bI = mi + ... +mk für ein 1 ~ i ~k gilt, so existiert
zujedem sES8,i\{O} mit (f(t)-sl(t))s(t);:::O füraJJe tEE(f-sl)
ein i E [,-,'(f - sI) und ein a E {-, +} mit folgenden Eigenschaften:
( Q) .sU) = O.
(ß) Es gibt ein ~ > 0 mit (f(t) - sl(t)).s(l) < 0 für alle
tE {(f -= ~,i), faJJs a = -;
( t, t + ~), falls a = +.
(3.3:1)




falls a = -;
falls a = +.
Falls A(f - .sI) I[Cl,Xj)= mo + ... + mj-l für ein 1 ~ j ~ k gilt, so
existiert zu Jedem .5 E SJ,k+l \ {O} mit (f(t) - sl(t))s(t) ;::: 0 für
alle tE E(f - 81) ein i E E(f - SI) und ein a E {-,+} mit den
Eigenschaften ( Cl' ) - (, ) aus (3.33).
Falls A(f - sI) I(x ••xj)~ mi + ... + mj-l - Tj für 1 ~ i < j ~ k gilt,
so existiert zu jedem 8 E (S8,i n SJ,k+ 1) \ {O} mit (f( t) - 8I( t) )8( t) ;:::0
für alle tE E(f - SI) ein i E E(f - Sj) und ein a E {-,+} mit den
£igenschaften ( Cl' ) - (, ) aus (3.33).
(3.34)
(:3.35)
Beweis: (i) =:;. (ii): (3.21) - (3.24) gelten nach Satz 3.10.
Angenommen, (3.:13) gilt nicht. Sei also 8 E S8,i \ {O} mit (f(t) - .5/(t))s(t) ;:::0 für
alle t E E(f - 8 I) so gewählt, daß kein i wie in (3.33) existiert. Da jede nicht-triviale
Funktion eines tschebyscheffschen Raumes nur endlich viele Nullstellen haben kann, gilt
für aUe i E E(f - S j) eine der drei Aussagen:
( a) 8 (i) -j; 0 , d. h. (f (i) - .51( i) )s (i) > 0 .
(ß) Es gibt ein ( > 0 mit (f(t) - Sj(t))s(t) ;:::0 für alle tE (i - E,i + E) n [a,b].
(I) Falls ein ( > 0 existiert mit (f(t) - sl(t))s(t) < 0 für alle t E (i - (,i) (bzw.
tE (i,i +~)), so ist f - 8j in i nicht flach bzgl. 8 von links (bzw. rechts).
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Nach Lemma 3.13, (ii) existiert eine in [a, b] offene Umgebung U von EU - S f) und
ein 00 > 0 mit
li(l) - (sf(t) + as(l))1 ~ 111 - 8fll
für a,lle 0 ~ a ~ ao und lEU.
Da [a, b] \ U kompakt ist, existiert ein I( > 0 mit
li(t) - Sj(t)1 ~ Ili- Sjll- K
für alle l E [a, b] \ U . Setzen wir nun a:= min{ aa, lffrr} , so folgt aus (3.37)
11(0 - (sf(t) + as(t))1 ~ li(t) - Sj(t)1 + als(t)1
~ Ili - S fll - J( + [( = Ili - S fll
(3.36 )
(3.37)
für aUe l E [a,b] \ U , und wegen (3.36) gilt diese Aussage auch für alle tE U, d.h.,
8 f + IXS ist best.e Approximation von i im Widerspruch zur Eindeutigkeit von s j .
(:Llil) IInd (3.:35) zeigt. man analog.
(ii) => (i): Wegen (3.21) und Satz 3.2 ist sf beste Approximation von i. Wir nehmen
nun an, daß S f. S f ebenfalls eine beste Approximation von 1 aus S ist. Dann gilt
offenbar
für alle tE EU - sf) (3.38)
(SOllst I;ilt. li(t) - 8(t)1 = IU(t) - sf(t)) - (s(t) - sf(t))1 = li(t) - sf(t)1 + Is(t) - sf(t)1 >
11(1.) - 8f(01 = 111 - sfll = Ili - sll, ein Widerspruch).
Nach Lemma 3.14 existiert ein Intervall [Xi,Xj] mit S = sf auf [Xi,Xj]' Sei o.B.d.A.
[Xi,Xj] maximal mit dieser Eigenschaft gewählt. Wegen S f. SI gilt [Xi,Xj] f. [a,b].
Wir nehmen o.B.d.A. j < k + 1 an und unterscheiden zwei Fälle.
Fall I: S - SI besitzt nur endlich viele Nullstellen in [xj,b].
AU - sf) I[x, ,bi 2: ffij + ... + '(Hk + I.
Falls /1(1- 8 I) b'J ,bi 2: Tn j + ... + Tnk + 1 so folgt nach (3.38)
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d.h., nach Lemma 3.5, (ii) existiert ein Teilintervall von [xj,bJ mit s = .sf auf diesem
Teilintervall, ein Widerspruch zur Vorau~setzung dieses Falles. Also gilt
Wir definieren nun s durch
(3.39)
ö(t).- {Sf(t),
" . - s( t),
falls t < x j;
falls t ~ Xj.
We~en S = sf auf [Xj_I,Xj] und Komllar 2.13 folgt .s E S. Offenbar bleibt (3.3R)
richtig, wenll man s durch oS ersetzt, und wegen s -.sf E S8,j \ {O} existiert zu s -.sf
ein i wie in (3.33).
i
Natürlich gilt i E [xj,b] und im Fall ~ = Xj auch a
Lemma 3.13, (i) die Existenz eines t* E (xj,bJ mit
+. In jedem Fall folgt aus
11 f - S f 11 < I f (t *) - .9 ( t * ) I = I f Ci *) - s (t * ) I ,
d.h., .' ist nicht beste' Approximation von f, ein Widerspruch.
1:;111 '2: [s gibt ein Intervall [xp, xqJ , sq>daß j < p, s = S f auf [xp, xqJ und s - 8 f
nur endlich viele NullstelIen ini [Xj,xpJ besitzt. (Dies ist wegen der Maxima-
iität von [Xi,Xj] der verbleibende Fall.)
Diesen Fall beweist man analog unter Benutzung von (3.35) und Lemma 3.5, (iv). 0
Satz 3.15 charakterisiert eindeutig beste Approximationen aus IP-Räumen mit Hilfe von
alternierenden Extremalpunkten und einer Flachheitsbedingung der Fehlerfunktion an
eincm nicht näher spezifizierten Punkt. Wie Beispiel 3.12 zeigt, ist bei IP-Räumen eine
I
Charakterisierung nur mit Alternantenb~dingungen und der Flachheit an gewissen inne-
ren Knoten (wie im Fall po!ynomialer mld verallgemeinerter tschebyscheffscher SpEiles)
nicht möglich. Man kann jedoch mit diesen Hilfsmitteln notwendige Bedingungen und
hinreichende Bedingungen für eindeutig qeste Approximationen aus IP-Räumen erhalten.
I
Wir formulieren zunächst die notwendigen Bedingungen.
[':indeuligkeil bester Approximationen 25
Korollar 3.16 Seien SeIn n - dimensionaler IP-Raum und sIE S die eindeutig
beste Approximation von J E C[a,b] \ Saus S. Dann gelten (3.21) - (3.24) und
zusätzlich:
Cilt AU - 8 I) /(,', :b] = 7ni + ... + 7nk > 0 für ein 1 :S i :S k , so eXistiert}
ein 8 E sg,i ' so daß J - .';I in Xi flach von rechts bzgl . .5 ist.
Gilt AU - 51) i[a.x,)= mo + ... + mj-l > 0 für ein 1 :S j :S k, SO}




Gilt AU - sI) I(x, ,x,) = 7ni + ... + 7nj-l - Tj > 0
so existiert ein 5 E S8.i n SJ,k+l , so daß f - SI In
iJzgl . .'; oder in x) flach von links bzgl. 5 ist,
Gilt AU-'';/) i(x"x,l= 7ni+ ... +7nj_l -Tj > 0
so existiert ein s E Sg,i n SJ,k+ \ , so daß f - sI in
bzgl. 5 ist.
für 1 :S i < j :S k '}
Xi flach von rechts
fü r 1 :S i < j :S k '}
Xi flach von rechts
(3.42)
(3.43)
Gilt AU - SI) irx;,x,)= 7ni + ... + 7nj-l - Tj > 0 für 1:S i < j:S k,}
so cxistiPort ein s E Sg,i n SJ,k+l , so daß f - 5] in Xj flach von links
kgl. S 1st.
(3.44 )
Beweis: (3.21) - (:3.2,1) gelten nach Satz 3.10. Wir zeigen nun (3.40).
C;ilt /I(J - Si) I(l""bj= 1TIj + .,. + 7nk > 0, so existieren eindeutig bestimmte Mengen
TI , ... , 'l~, IIIit 11 := mt + ... + rn k ,
I-'
EU - 5]) n (xi,b] == U Tv
v=\
lv+ I E Tv+ 1 und v = I, ... , f.L - 1. Wir wählen nun Zl, ... , Z'l-l mit
max Tv < Zv < min TV+1
für alle v == 1, ... , f.L - I und setzen Zo :== a, zl-' :== b. Nach Lemma 2.9 und Lemma
:3,:\ existiert ein nicht-triviales s E S8,i mit
für tE [Zv-l,ZvJ, // == 1, ... ,11,
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Nach Satz 3.15 existieren i und a E ~{-, +} mit den Eigenschaften (0') - er) aus
••
(3.3~n. Offenbar folgt i = Xi und a == +. Dies beweist (3.40), und der Beweis von
(:H 1) - (:3.44) verläuft analog. 0
Als Korollar zum Beweis von Satz 3.15 ,ergeben sich hinreichende Bedingungen für eiIl-
I
deutig beste Approximationen aus IP-R'äumen.
Korollar 3.17 Seien Sein n-diC{lensionaler IP-Raum, JE C[a,bJ\S und neben
(3.21) - (3.24) noch folgende Bedingungen erfüllt:
fa.lIs A(f-'~/)I(xi,bl=mi+ ... +mk [ürein 1 ::;i::;k gilt, so ist}
f - .~I in Xi flach von rechts bzgl. allen s E S8,i \ S8,i+1 .
Falls A(f - S J) i[a,x;) = mo + ... + mj-1 für ein 1::; j ::; k gilt, so ist}
f - 51 in Xj flach von links bzgl. ,allen 5 E SJ,k+l \ SJ-1,k+l' '
Fi-d/s A(f - SI) I(x"x,)= mi + ... r- mj_1 - Tj für 1 ::; i < j :S k, so
gilt [iir aJle 8 E (S8,i n Sj,k+l) \ (88.i+1 U SJ-l,k+1):





Falls A(f - 51) I(x"x,j= mi + ... + mj-l - Tj
ist f - 5 I in Xi flach von rechts bzgl. aJlen
.5 E (S8,; n SJ,k+l) \ (S8,i+l U SJ-l,k+1)'
Falls A (f - .5 I) I[x"x; )= m; + ... + m j - 1 - Tj
ist f - sI in Xj flach von links bFgI. allen
sE (S8,i n SJ,k+l) \ (S8,i+1 U SJ-1,k+l)'
für I " i < j " k , SO}
(3.48 )
(3.49)
Dallll ist. SI eindeutig beste Approxim~tion von f a.llS S.
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Beweis: Wir gehen ähnlich wie im Beweis von Satz 3.15, (ii) ~ (i) vor. Fall 1 führt
man genau wie dort zum Widerspruch, denn Lemma 3.13, (i) ist wegen Lemma 3.5, (ii)
und (:3.45) anwendbar. Wir zeigen nun Fall 2. Setzen wir I-l := mj + ... + mp-l - rp , so
gilt wegen (3.24), daß AU - sI) I[Xi,Xpl~ I-l + 1.
Falls AU - sI) I(Xi'Xp)~ I-l + 1 gilt, folgt aus (3.38), daß SA(s - sI) I(Xi'Xp)~ I-l + 1,
und damit existiert nach Lemma 3.5, (iv) ein Teilintervall von [Xj,xpJ mit s = sI auf
diesem Teilintervall, ein Widerspruch.
Wir betrachten nun den Fall AU - 81) I(Xi'Xp)= I-l. Gilt zusätzlich AU - 81) i[xi,xpj=
11. + 2, so folgt nach (3.38), Lemma 3.5, (iv) und (3.47), daß Lemma 3.13, (i) anwendbar
ist, ein Widerspruch. Im Fall AU - sI) I[Xi'Xp)= I-l + 1 nehmen wir o.B.d.A. AU-
'" I) l(x, ,xp) = I-l an und können in diesem Fall das Lemma 3.13, (i) wegen (3.38), Lemma
3.5, (iv) und (3.48) anwenden.
Im verbleibenden Fall AU - sI) I(Xi ,xp) = I-l- 1 ergibt sich der gewünschte Widerspruch
aus (3.48) und (3.49). 0
Aus Korollar 3.16 und Korollar 3.17 ergibt sich im Fall polynomialer Splineräume mit
einfachen Knoten die bekannte Charakterisierung eindeutig bester Approximationen in
dies('n RiiuITlen aus Nürnberger & Singer [10] (siehe auch [6]' 11, Satz 4.6).
S4 Verallgemeinerte tschebyscheffsche Splineräume
In diesem Abschnitt untersuchen wir verallgemeinerte tschebyscheffsche Splineräume,
die in Nürnberger, Schumaker, Sommer & Strauß [8] eingeführt wurden. Diese Räume
wurden ineiner solchen Allgemeinheit definiert, daß die Theorie aus [7] nicht direkt an-
wendbar ist. Daher zeigen wir zunächst einige Aussagen iiber Interpolation in solchen
R~i.UIlll'flund die Dimension von gewissen Teilräumen. Schließlich beweisen wir ein Resul-
tat über die Eindeutigkeit bester Approximationen, das für polynomiale Splines bereits
in Berens & Nürnberger [2] enthalten ist.
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Wir beginnen mit der Definition der hier relevanten Räume. Für gegebene positive
Funktionen Wi E Cm-'[a,b], i = 1, ... ,m definieren wir
,
x




Um(X):=Wdx)JW2(82)J ... J wm(sm)dsm ... ds2.
a a u.
Karlin &. Studden [4] zeigte!], Jaß diese Funktionen ein erweitertes vollständiges Tsche-
byscheff-System bilden. Wir setzen U :,= span{ UI, ..• , Um} .
Sei nun 6. := {xd7=! mit a = Xo <, Xl < ... < Xk < Xk+l = b eine Partition des
I
Intervalls [a, b] in Teilintervalle [i:= [Xi, Xi+l), i = 0, ... , k - 1 und h := [Xk, Xk+l] .
Ferner seien N:= (nO, ... ,nk) und IR:= (Tl, ... ,Tk) Vektoren ganzer Zahlen mit
():S nj:S m, i = O, ... ,k und O:S Ti:S ni, i = 1, ... ,k. Schließlich setzen wir
Definition 4.1 Sind U , N, R 'und 6. wie oben gegeben, so heißt die Menge
S (U; N; R; 6.) := {s : [a, b] -+ 1$; s II.E Ui, i = 0, ... , k
I
Dj-1s(x ) ~ Dj-1s(x.) J' - 1 1"_ i ~ + I, - , ..• , "
und
i = 1, ... ,k}
PlIl verallgemeinerter tschebyscheffsche'r Splineraum (VTS-Raum).
Die 'l\'ilstücke der Splinefunktionen stammen also aus gewissen" Abschnitten" eines fi-
xiert.en Raumes lind sind durch Diffcrenzif;rbarkeitsbcdingungen an den Knoten mitein-
ander verknüpft. Die Zahl Ti gibt hier!bei die Anzahl der Verknüpfungen von s II'-J zu
., 1/, ,Ul. In obiger Definition wird lediglich Ti:S ni gefordert, wobei ni die Dimension
I
des auf [i zugrundeliegenden Raumes :ist. Insbesondere ist ni-I> Ti möglich, d.h., ein
verallgemeinerter tschebyscheffscher Splineraum ist kein verallgemeinerter Splineraum
I
im Sinne von Definition 2.1. Die Resul'tate aus S2 sind daher nicht anwendbar.
Der folgende Satz aus [8] gibt Auskunft über die Dimension von VTS-Räumen. Wie in
32 setzen wir mi := ni - Ti für alle ,i = 1, ... ,k und ni,j := dimS !rX.,Xi) für einen
VTS- Raum Sund O:S i < j :S k + 1 .
Satz 4.2
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In einem VTS-Haum S gilt die Dimensionsformel
dirn S = no + 1nl + ... + 1nk.
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(4.2)
Die Dimensionsforrnel (2.28) ist Im allgemeinen III VTS-Räumen nicht richtig, wie das
folgende einfache Beispiel zeigt.
Beispiel 4.3 In einem VTS-Raum S mit k = no = 1, Tl = 2 und nl = 3 gilt
Unser Ziel ist es, ein (2.28) in VTS-Räumen entsprechendes Resultat zu beweisen. Wir
definieren z.unächst einen VTS-Raum auf einem Teilintervall von [a,b], der als Dimension
die Zahl auf der rechten Seite der Gleichung (2.28) besitzt.
Definition 4.4
bezeichnen wir mit
Sei S = S(U;N; 'Tl;L\) ein VTS-Raum. Für 0 S; i < j S; k + 1
den VTS-Raulll auf [Xi,Xj] mit lVi,j:= (ni, ... ,nj_t}, Ri,j'- (Ti+I, ... ,Tj_l) und
~1.} :=(xi+I, .... xj_Il. Weiterhin setzen wir
Bemerkung 4.5
~ d' Sni,j:= Im i,J'
Nach Satz 4.2 gilt
ni,j = ni + 1ni+l + ... + 1nj_l'
(4.4 )
(4.5 )
Man erhält eine Einbettung von S I[x"xj) in Si,j , indem man jede Funktion sES I[x. ,xi)
in J: j stetig fortsetzt, d.h.
ni,j S; ni,j'
[m Fall i = 0 gilt
nO,j = dimS i[xo,x,)= dim~,j = nO,j
d.h .. in diesem Fall bIPibt (2.2S) richtig.
für alle j = 1, ... ,k+ 1,
(4.6)
(4.7)
Wesentlic.hes Hilfsmittel unserer Untersuchungen von VTS-Räurnen ist ein Resultat aus
[8], das eine obere Schranke für die Anzahl der NullstelIen in VTS-Räumen angibt. Wir
definieren dazu zunächst die Zählweise der Nullstellen.
:lO
Definition 4.6
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Seien S ein VTS~Raum und SES.
(i) Isolierte Nullstelle: Seien
! 1-1 I.s(t-) = D_s(t)= ... = D_ s(t) = 0 i= D_s(t)
für l,r ~ 0 lind s verschwinde \n keinem Teilintervall von [a,b], das t enthält.
Setzen wir (X:= max{l,r}, so hat s eine isolierte Nullstelle in t der Vielfachheit
{
0' + 1,
z = a + 1,
a,
falls a gerade und s in t das Vorzeichen wechselt;
falls a ungerade und s in t nicht das Vorzeichen wechselt;
sonst.
(ii) Linksseitiges Endintervall: Seieh 0 < j < k + 1, s(t) = 0 für alle a ~ t < Xj
und s(t) i= 0 für ein Xj < t < Xj+l. Dann ist [a,x)) eine Intervallnullstelle von
I
s der Vielfachheit z = nO,j .
I
(iii) Rechtsseitiges Endintervall: Seien 0 < i < k + 1, s(t) = 0 für alle Xi < t ~ b
und s(t) i= 0 für ein Xi-I< t < Xi. Dann ist (Xi, b] eine Tntervallnullstelle von
!
,<; der Vielf •.lchheit z = ni.k+ I .
!
(iv) Inneres Intervall: Seien 0< i < j < k + 1, s(t) = 0 für alle Xi< t < Xj und
sUd i= 0 i= 8(t2) für ein Xi-l j( t1 < Xi und ein Xj < t2 < Xj+l' Setzen wir
a:= ni,j, so ist (Xi,Xj) eine Intervallnullstelle von s der Vielfachheit
{
a + 1, falls a gerade und s das Vorzeichen wechselt;
z = a + 1, falls a ungerade und s nicht das Vorzeichen wechselt;
a, sonst.
Fiir pincn Spline ,<; E S schreiben wir ~S(s) für die (vom Raum S abhängige) Anzahl
der NullsteUen von s. Damit ergibt siyh der folgende Satz aus [8].
Satz 4.7
5 E S
In einem n -dimensionalen VTS-Raum S gilt für jedes nicht-triviale
!
Z1 (s) ~ n - 1. (4.8)
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Wie schon in [8] angemerkt wurde, erhält man als Korollar zu diesem Satz, daß jeder
V'T'S- Raum, der nur aus stetigen Funktionen besteht (d.h. 'i 2: 1 für alle i = 1, ... , k ),
schwach tschebyscheff ist. (Dies gilt nicht nach [8]' Korollar :3.7, da ein VTS-Raum aus
Definition 4.1 kein verallgemeinerter Splineraum im Sinne von Definition 2.1 ist und
dahl'r Satz 2.8 nicht angewendet werden kann.)
Korollar 4.8 Jeder VTS-Raum S ~ G[a, bJ ist schwach tschebyscheff.
Beweis: Angenommen, es existiert ein sES mit n = dirn S Vorzeichen wechseln,
d.h., es gibt Zl < ... < zn+1 mit
für LJ = I,... ,n. (4.9)
Nach dl'm Zwischenwertsatz existiert eine Menge T = {lI,"" ln} mit tv E (zv, zv+d
und ,,(Iv) = 0 für alle v = 1, ... ,n. Da s wegen (4.9) nicht trival ist, besitzt s nach
Satz ,1.7 höchstens n - 1 Nullstellen, wenn diese gemäß Definition 4.6 gezählt werden.
Also existiert ein Intervall I mit
s( t) = 0 für alle tEl, (4.10)
das als 7' 2: 0 NuUstellen gezählt wird, und so daß 7 mindestens I + I Punkte aus T
pnthält.
Falls I ein linksseitiges Endintervall ist, folgt tl E 7 und damit Zl EI, ein Widerspruch
zu (/1.0) und (4.10).
And('rnfa.1!s erha.lten wir aus Definition 4.6, daß I 2: np 2: 'p 2: 1 (wobei xp der linke
Endpunkt des Interva.lls 1 ist), d.h., 7 enthält mindestens zwei Punkte aus T, etwa tv
und lv+l . Dies impliziert aber Zv+1 E J, ein Widerspruch zu (4.9) und (4.10). <)
Hermite-Interpolation ist eme Verallgemeinerung der Lagrange-Interploation in dem
Sinne. da.ß nicht nur Funktionswerte sondern auch noch Werte von bestimmten Ab-
leitungen interpoliert werden können. Dei der Formulierung des Hermite-Interploations-
problems in [8J werden statt der Ableitungen die dem erweiterten vollständigen Tsche-
hysch('(f'-Syst.C'rn (4.1) zugeordneten Differentialoperatoren Li verwendet, die wie folgt
definiert sind:
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I
sowie
Dof:= f und fDd:= D(-), i = 1, ... ,m
Wi
(4.11)
i = a, ... ,m. (4.12)
Nach Schumaker [12]' (9.6) ist die Spezifikation der Differentialoperatoren Lof(t),
L, f(t), ... , Lrf(t) an einer Stelle t äquivalent zur Vorgabe der Ableitungen an dieser
Stelle. lrlsbesondcre besitzt eine Funktion u E span{ Ul, ... , 'um} im Fall
I
u(t) = LI u(t) = ... = Lz-1 u(t) = a i= Lzu(t)
eine z-fache Nullstelle.
Wir formulieren nun das Hermite-Interpolationsproblem.
Definition 4.9 Seien S ein TI. .dimensionaler VTS- Raum, CL ::; t J ::; ••• ::; tn ::; b
und 2"1,"" Zn gegebene reelle Zahlen., Weiterhin gelte für alle i = 1, ... , TI. :
!
Aus Xj-J ::; ti < Xj folgt d; < nj-l ,
di := max{v; ti = .. , = ti-v}.
(4.13)
(4.14 )
Da-s I/ermite-!nterpoiatiollsprobiem bepteht darin, eine Funktion sES zu finden mit
I
L~ S(ti) = Zi, i=l, ... ,n. (4.15)
Die Linschränkung (4.13) ist notwendig, da an S 11,-1 nicht mehr Bedingungen gestellt
wE'rden sollen als die Dimension des Ra.umes beträgt, aus dem dieses Teilstück des Splines
kommt. Das lIermite-Interpolationsprbblern ist genau dann eindeutig lösbar, wenn für
eine beliebige Basis 05" ••• , Sn von S die Determinante




Im Folgenden definieren wir das erwei~erte Hermite-!nterpolationsproblem aus [8].
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Definition 4.10 Seien S ein n -dimensionaler VTS-Raum, Zl, ... , Zn gegebene
reelle Za.hlen und a :s; tl :s; ... :s; tn :s; b Punkte mit wgehörigen Vorzeichen (h, ... ,Bn E





falls ti = X j für ein 1 :s; j :s; k,
sonst (4.17)
d .- {max{v; ti = ... = ti-v und Bi = ... = Bi-v},
1'- Pi + max{ v; ti = ... = ti+v und Bi = ... = Bi+v},
Es gelten weiterhin die Einschränkungen:
I
Aus /i rf. 0. U {J:k+l} folgt Bi = +.
Aus /i = Xk+1 folgt B, = -.
Aus Xj_l < ti < Xl folgt di < nj-l'
{
nj, falls Bi = +;
i\ US ti = X j folgt d, < . fall B, __
n]_!, s I - •
Aus Bi = + und Bi+1 = - folgt ti < ti+l'
falls Bi = +;






Aus Bi = - mit ti < Xk+1 folgt die Existenz eines j > i
mit Bj = + und li = lj.
Aus Bi = - und Bi+1 = + folgt, daß für ein j gilt
ti = ... = ti+r; = Xj und Bi+1 = ... = Bi+r; = +.
(4.24)
(4.25)
I),LS erweit.erte I-Ierrnite-Int.erpo/ationsprob/em besteht nun darin, eine Funktion sES
I.U li !Iden rnit
für z=l, ... ,n (4.26)
Die Idee bei dieser Verallgemeinerung des Hermite-Interpolationsproblems besteht darin,
an den Knoten Xj neben den rechtsseitigen Ableitungen (bis zur Ordnung nj - 1 )
auch noch linksseitge Ableitungen der Ordnung Tj und größer vorgeben zu können.
Bedingung ('1.19) besagt, daß nur an den Knoten X j linksseitige Ableitungen spezifiziert
w('['den können, und nach den Bedingungen (4.24) - (4.25) ist dies nur möglich, wenn die
rechtsseitigen Ableitungen bis zur Ordnung Tj - 1 bereits festgelegt sind.
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Die Bedingungen (4.21) - (4.22) entsprechen der Bedingung (4.13) des Hermite-Interpola-
t.ionsproblems, d.h., es sollen an ein Teilstück des Splines nicht mehr Interpolationsbedin-
gungen gestellt werden als die Dimension des entsprechenden Teilraumes beträgt. Wegen
(4.20) kann man in b nur linksseitige Ableitungen vorgeben, und schließlich garantiert
(4.23), daß die Punkte in einer natürlichen .ordnung sind.
Das vera.llgemeinerte Hermite-lnterpolationsproblem (4.26) besitzt genau dann eine Lö-
SUB?;, wenn für eine beliebige Basis 8), ... , Sn von S die Determinante
(4.27)
nicht verschwindet.
Der folgende Interpolationssatz wurde in [8] bewiesen.
Satz 4.11
I
Für eine bcliebige Basis 5), ... , Sn ellles VTS-Raumes S lind Punkte




(ii) Fs geltcn die folgenden drei ßcdiflgungcn
(ü) t"-",.k+l:S Xi :S t"o ..+1 nir alle i = 1, ... , k.
({j) Gilt :Z:i = t"o .. +) ,so folgt t"o,;+1 = ... = tno,,+I-r; und
I
+ = 8no,,+1 = ... = O"o,.+I-r; .
(,) Gilt t"-n,,k+l = Xi, so folgt 0"_";,0+1
(4.29)
Da die in Satz 4.11 auftretenden Dimensionen ni,k+l nicht bekannt sind (vgl. Beispiel
4.3), werden wir ein vergleichbares Resu)tat beweisen, bei denen diese Größen durch die
bekannten Dimensionen ni,k+l ersetzt \verden.
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Satz 4.12 Für eine beliebige Basis SI, ... , Sn eines VTS-Raumes S und Punkte
a. :'S 1.1 :'S ... :'S in :'S b mit den dazugehörigen Vorzeichen BI,'" ,Bn, die (4.19) - (4.25)




I. ~ :'S Xi :'S 1."0 +1 für alle i = 1, ... , k.n-n',k+l ,I
Gilt ~.i = I.no .. + I , so folgt tno .• + 1 = ... = I.no .• + I-ri und
+ = Bno .• +1 = ... = Bno,.+I-r •.
Gilt t ~ = Xi, so folgt () .
n-n",k+l n-ni,k+l
(4.30)
Beweis: (4.28) => (4.30): Wegen (4.6) gilt ni,k+l :'S ni,k+l , d.h., Satz 4.11 impliziert
t :'S in-ni.k+l :'S Xi,n-nl.k+l
also (0' ). (/i) gilt w('gen Satz 4.11. Falls t = .Ti, so folgt
n-n',k+1
1111d damit nach Satz 4.11, daß Bn-n;.k+l = -. Aus der Einschränkung (4.23) erhalten
wir schließlich () ~ = - , was den Beweis von ( I ) beendet.
n-n',k+l
(11.30) => (4.28): Angenommen, es gibt einen nicht-trivialen Spline s mit
für z = 1, ... , n. (4.31)
Sei J = [Xi,X)] ern maximales Teilintervail, so daß S auf keinem Teilintervall von J
v(,fschwindet und es kein I.v in (Xi,Xj) gibt mit (}v = -. Gelte
J:i = 1"0 .. +1 = ... = 1."0 +1< 1110 +I+I:'S ... :s I. ~ .
I I n-nJ.k+1-7
<l ~ =,..=l =Xj
n-n1.k+l-r+1 n-ni,k+l
für f.r ~ O.





falls I. E [Xi,Xj);
falls i = x j
lind zä.hlen oie Nullstellen von S In dem Raum Si,j' Zunächst zeigen wir:
~ besitzt in :r, eine mindestens Ti + I-fache NuUstelle, (4.33)
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I
wobei wir ra = rk+1 := 0 setzen.
[m Fa.ll i = 0 gilt wegen (4.31) und (4.32)
Lts(x,) = 0 für v=0, ... ,1-1,
d.h., mit der Anmerkung vor Definition 4.9folgt
DVs(x;)=O i für v=0, ... ,1-1,
also ist (4.33) im Fall i = 0 richtig.
Falls i > 0 lind s = 0 auf [Xi-l,Xi], S0 folgt DVs(x;) = 0 für v = O, ... ,ri -1.
Falls I > 0 lInd in Xi eine linksseitige Ableitung spezifiziert wurde, erhalten wir aus
(4.:11) lind den Einschränkungen (,1.24):- (4.25)
I
für v = O, ... ,Ti -1,
und ('s folgt wie oben DV s( Xi) == 0 für IV = 0, ... , Ti - 1. Damit ist (4.33) im Fall 1 = 0
bewiesen. Gilt schließlich l > 0, so folgt wegen (ß ) und (4.31)
Lt S(Xi) = 0 für v = O, ... ,ri +1 -1,
also Iiabl'n wir auch in diesem Fall DV s( x;) = 0 für v = 0, ... , ri + l- 1. Dies beendet
den B(~weis von (4.33).
A na.log beweist man:
.~ besitzt in Xj eine mjndestens rj + r -fache Nullstelle. (4.:34)
Wegen (4.2), (4.5), (4.7) und (1.31) - (4.34) beträgt die Anzahl der Nullstellen von s
mindestens
Wegen .~ f- 0 ist dies ein Widerspruch zu Satz 4.7. 0
. !
Als I-':orollar zu dil'sem Satz erhalten wir eine entsprechende Aussage über LagranglL
Interpolation.
Verallgemeinerte tschebyscheffsche Splineräume 37
Korollar 4.13 In einem lI-(limcnsionalen VTS-Haum S ~ C[a,b] für a < tl <
... < tn :S b ä.quivalent:
(i) t1, ••• , tn sind poised.
(ii) t < Xi < ino,,+1 für i = 1, ... ,k.n-n.,Ic+l
Beweis: Wegen S ~ C[a,bJ gilt Ti> 0 für alle I = 1, ... ,k, und die Behauptung
folgt sofort aus Satz tl. 12. 0
Als Folgerunl?; unseres Resultats über Hermite-Interpolation können wir nun die Dimen-
sion der Teilräume S fix, .x,) eines VTS-Raumes S berechnen.
Satz 4.14
formel
In einem VTS-Raum S gilt für alle 0 :S i < j :S k + 1 die Dimensions-
ni j' = mlll nl J'.
. °9:Si' (4.35 )
Insbesondere folgt nlo,J = nlOd ' falls das Minimum in 10 angenommen wird.
Beweis: Wir zeigen zunächst:
.Jedes Element .5 E S[o ,j Iä.ßt sich zu einer Funktion aus SO,j fortsetzen. (4.36)
Wir wenden im Fall 10 > 0 (sonst ist nichts zu zeigen) Satz 4.12 auf den Raum SO,lo
,Ln. \Vegen der Minirnalit~it von La folgt nlo,j :S nlo-l,j und damit
d.h .. es gilt




nO.la ('rhalten wir hieraus mit Satz '1.12 ein So E SO,lo durch Inter-
38
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I
für v = nO,lo - 1'/0 + 1, ... , nO,lo . Nach der Anmerkung vor Definition 4.9 folgt
für v = 0, ... ,1'10 - 1,
i
d.h., "0 setzt s nach [a,xlo) fort. Daihit ist (4.36) bewiesen.
Aus der Minimalität von TL/od folgt
Also kann man nach Satz 4.12 im Raum 510,j mit nlo,j Punkten, die größer als Xi
sind, interpolieren und erhält damit in der offensichtlichen Weise m := nlo,J Funktionen
!
SI, ... ,8m aus Slo,j, so daß
linear unabhängig ist.
\lach (,1.:lö) sind diese Funktionen zu Funktionen '~l, ... ,Sm aus L<;O,j fortsetzbar. Aus
I
I'{ ~ f/{ für alk' = j, ... ,k folgt bekanrjterweise (siehe etwaSchumaker [12]' SII) für alle
1/ = I, ... , m die Fortsetzbarkeit von Sv /[a;xj) zu einer Funktion aus 5 , also insgesamt
ni,j ~ n/o,j .
Da. jl'doch die Ungleichung TLi,j :S TL/o,j:S n/o,j klar ist, erhalten wir schließlich
Bemerkung 4.15 Liegt eine Situation wie JTl vorangegangenen Beweis vor, so
kann man eine "einseitige" Basis von Slo,j wie in Schumaker [12], SI1.2 konstruieren.
Wegen der Dimensionsformel (4.35) erh1ält man durch Einschränkung der Basiselemente
auf [Xi,Xj) (bzw. [Xi,Xk+d im Fall j = k + 1) eine Basis des Raumes 51[x;,xj) (bzw.
S ![L'"Xk+J1 im Fall j = k + 1) und damit die lineare Unabhängigkeit dieser Elemente,
was jl' nach Wahl des Raumes S nicht limmer offensichtlich ist.
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Wählen wir z.B. k = 2, no = 1, n\ = n2 = 4 und Tl = 1'2 = 3, so folgt
ciim S = :~= min n[:J = n2 3.
0~1~2' ,
I\lso sind die Funktionen SI , 82 und 8:\ gegeben durch
x 32 3)




S:I(X):= 'W](X)! 'W2(S2)! W:\(S3)! 'W4(S1)ds4 ... ds2
linear unabhängig auf [X2, x:d .
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Da.s folgende Resultat besagt insbesondere, daß es auch in einem VTS-Raum S zu
piner vorgegebenen Funktion f E C[a,b] ein Knotenintervali gibt, auf dem alle besten
Approximationen von f aus S übereinstimmen.
Lemma 4.16 In einem VTS.Raum S ~ C[a,b] gilt die Aussage von Lemma 3.14.
Beweis: Wir modifizieren den Beweis von Lemma 3.14 wie folgt. Das Intervall
[Xi,X]] wird nUll so gewählt, daß
lind
für jedes echte Teilintervall [xp,xq] ~ [Xi,Xj]'
Nach Korollar 4.13 ist Si,j ~ C[Xj,Xj] als VTS.Raum schwach tschebyscheff, und wegen
Satz 4.12 können wir weiter schließen wie im Beweis von Lemma 3.14. 0
Wir formulieren nun da.s Hauptresultat dieses Abschnitt~, das für polynomiale Splines
lwreits in Berens SoL Nürnberger [2] enthalten ist.
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Satz 4.17
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Seien eIn VTS-Raum 8 ~ C(a,b] und f E C[a,b] \ S gegeben. Die
Menge (ier Punkte, auf der alle besten Approximationen von f aus 8 übereinstimmen,
ist die' Vereinigung von KnotenintervallcIJ.
Wir zerlegen den Beweis in mehrere Schritte.
Lemma 4.18 Seien 8 ~ C[a,b] elll VTS-Raum und sE 8.
(i) Falls 0 < i < k + I, s = 0 auf [Xi-l,Xi] und ein t E [Xi,Xi+l] mit s(t) =f. 0
existiert, so folgt ni > Ti .
(ii) Falls 0 < J < k + I . s = 0 auf [Xj,xj+d und ein t E [Xj_l,Xj] mit s(t) =f. 0
existiert, so folgen nj,k+l = nj,k11 und nl,j > rj für alle 0 ::; l < J.
(iii) !'~tlls 0 < i < j < k + I , s = 0 auf [Xi_I,Xi] U (xj,xj+d und ein tE (Xj_I,Xj]
Imit 8(1.) i:. 0 existiert. so folgt TRi + ... + mj_1 - rj > O.
Beweis: (i) ist klar. (ii): Wir wend:en Satz 4.7 auf den Raum 81,j+l an.
s besitzt höchstens nl,)+l - I NuUstel1en, wobei das Intervall (Xj,xj+d mit nj gezählt
wird. Daraus folgt
J.h. li,,) > rj für alle 0 ::; l < J. Dies iimpliziert wegen




also (ii). (iii): Wir zählen die NuUsteUen von s im Raum 8i-l,j+l' Das Intervall
I
(x),Xj+d wird mit nj gezählt, und ist l maximal gewählt mit s = 0 auf (Xi-l,xd,
so zä.hlen wir das IntervaJl [Xi-I, xL) mit ni-I,I. Wegen nv 2: rv für aUe 1/ = 1, ... , k
erhaltcn wir hieraus LInd alls Satz 4.7 I
d.h. 111,+ ... +771)-1-7'»0. 0
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Die Rolle der sogenannten abgebrochenen Potenzen in polynomiaJen Splineräumen wird
in verallgemeinerten tschebyscheffschen Splineräumen im wesentlichen von den dem er-
weiterten vollständigen Tschebyscheff-System (4.1) zugeordneten Greensehen Funktionen
übernommen, die wir nun definieren werden. Für 1 ~ j ~ m seien
und
Yj(X; V) :=
falls x < V;
falls x ~ V (4.37)
(4.38)
:-v1it Hilfe dieser Greenschell Funktionen kann man eine "lokale" Basis der Räume 58,i
11I1d S~),k+1 ('rhalten (vgl. [12]' 39.:lund [12]' ~11.2).
Lemma 4.19
lind
In einem VTS-Raum 5 gelten für 0 < i < k + 1
(4.39)
(4.40)
Wip illl Beweis von [9]' S;-ltz :J.;~gezeigt wurde, sind die Greensehen Funktionen in gewisser
Lemma 4.20 Seien () ~ 7'i ~ ni und gr.+I(' ;x;), ... ,gn.C ; x;) die in (4.37)
definh~rten Greensehen Funktionen, Dann gilt
g/(X;Xi)
lim ----- = 0,
x-x,+ g,'.+I(X;Xi)
l=Ti+2, ... ,ni. (4.41)
Vie i-waloge Aussage gilt für die in (4,38) definierten Funktionen ?iL, d.h.
l
. ?iL(x; x;)
Im _ = 0,
X-Xi- Y,.,+L(X;X;)
I = Ti + 2, ... ,ni-I' (4.42)
Das lI\ln folgende Resultat. ül)(-'rt.rägt Lemma 3.13, (i) auf eille speziellere Sit.uation.
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Lemma 4.21
Approximation mit verallgemeinerten Splincs
Seien S ~ C[a,b] ein VTS-Raum, fE C[a,bJ \ S , 81 beste Appro-
ximatioll von f aus Sund 8 ES. Gehe weiterhin 0 < i < k + 1 (bzw. 0 < j < k + 1),
I
oS = "/ auf [Xi-l,Xi] (bzw. [Xj,Xj+di), Xi E E(J - SI) (bzw. Xj E E(J - 81)), sei
f - "/ in Xi flach von rechts bzgl. gr.+1 (bzw. in Xj flach von links bzgi. grj+I), und
('S gebe ein ( > 0 mit
(J(t) - s/(t))(s(l) - 8/(t)) < 0 (4.43)
für alle Xi < t < Xi + f(bzw. Xj - f < t < Xj). Dann existiert ein i E (Xi, Xi + E) (bzw.
i E (X j - E, X j ) ) mit
IfU) - s(i)1 > 111 - 5111.
I
insbesondere ist 5 nicht beste Approximation von 1 aus S .
Beweis: Wir zeigen zunächst die E¥1stenz eines i E (Xi, Xi + E) mit der gewünschten
1'~ig(,lIscltaft. Aus (4.43) llnd Lemma 4.18, (i) folgt ni > 'f'i, d.h., wir erhalten wegen
oS - oS / = 0 auf [Xi-I, x;J und Lemma 4.19 eine Darstellung
set) - s jet) = Ür,+lgr,+l (ti x;) + ... + ün,gn.(ti xiJ
für alle t E [Xi, Xi+d. Wegen Lemma 4!.20 gibt es ein EI > 0 mit




rüralk J:i < t < Xi+(j. Gelteo.B.d.A. (I::; min{f,xi+J -x;}. Da f-sl in Xi flach
VOll rpcltts bzgl. .!Jr.+l ist, gibt es ein i E (Xi,Xi + EI) mit
(4.46)
Nun folgt allS (4.43) - (4.46)
II(i) - 8(i)1 = l(Jet) - s/(i)) - (s(i) - sf(t))1
= lJet) - s/(l)/ +f Is(£) - 8f(i)1
= If(i) - s /(01 + lÜ'r,+IYr,+I(i; x;) + ... + ün,gn. (i; xi)1
- -Ü'r+1 -2If(t) - 8/(t)l-1+ 1-2-gr,+I(t;x;)1
> If(x;) - s/(Xi)1
=lIf-5/11.
Dif' Existenz eines i E (x] - (, x]) zeigt man analog unter Verwendung von Lemma 4.18,
(ii). (>
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Bezeichnung 4.22 Für einen VTS-Raum S s;:; G[a,b] und f E G[a, b] \ S nennen
wir ein Intervall I ein Eindeutigkeitsintervall bzgl. J, falls alle besten Approximationen
von f aus S auf I identisch sind.
Wir gpben nun hinreichende Bedingungen für ein Eindeutigkeitsintervall in VTS-Räumen
an.
Lemma4.23 Seien S s;:; G[a,b] ein VTS-Raum, fE G[a,bJ\S und si eine beste
Approximation von f aus S. Das Intervall [Xi,Xj] enthält ein Eindeutigkeitsintervall
bzgl. f, falls eine der folgenden Bedingungen erfüllt ist:
(i) Es gilt:
A(f - 8i) i[x"xJ)2: ni,i + 1.
(ii) Es geiten i > 0, [Xi-I, Xi] ist Eindeutigkeitsintervall bzgl. J und
AU - 8i) i(x"xJ)2: mi + ... + mj-l + 1
{lir ein i < j ::; k + 1 .
(iii) Es gelten j< k + 1, [Xj,Xj+t1 ist Eindeutigkeitsintervall bzgl. fund
(iir ein 0 Si< j .
(iv) Es gplten 0 < i < j < k + 1, [Xi-I,Xi] und [Xj,Xj+l] sind Eindeutigkeitsin-
tprvaJle b;;gl. fund
A(f - Si) l(x"x
J
)2: mi+ ... + mj-l - T'j + 1.
(v) Es gelten i > 0, [Xi-l,Xi] ist Eindeutigkeitsintervall bzgl. f, f - Si ist in
Xi flach von rechts bzgl. gr,+l und
AU - 8/) l[x"x,l2: mj + ... + mj-l + ]
f1i r ein i < j ::; k + I .
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(vi) Es gelten j < k + 1, [Xj,xj+d ist Eindeutigkeitsintervall bzgl. /, / - sJ ist
In x j flach von links bzgl. YT;+I und
I,
für ein O:S i < j .
(vii) Es gelten 0< i < j < k + 1, [Xi-I,Xi] und [.T.j,Xj+d sind Eindellt.igkeitsin-
tcrvallc bzgl. /, / - "J ist in Xi flach von rechts bzgl. gTi+1 und
i
A(f - sJ) l[x,!,x;)2: mi+ ... +mj-I - Tj + 1.
(viii) Es geIten 0< i < j < k + 1,,[Xi_I,Xi] und [Xj,Xj+r1 sind Eindeutigkeitsin-
tervalle bzgl. /, / - sJ ist in Xj flach von links bzgl. g"J+l und
A(f - sJ) l{x"x;l2: mi + ... + mj-l - T'j + L.
Beweis: (i) folgt sofort alls dem Beweis von Lemma 4.16.
Ist .~ beste Approximation von /, so folgt
(f(t) - sJ(t.))(s(t) - sJ(t)) 2: 0 für alle tE E(f - sJ) (4.4 7)
(sonst gilt I/(t) - s(t)1 = l(f(t) - sJ(l)) - (s(t) - sJ(t))1 = I/(t) - sJ(t)1 + Is(t) - sJ(t)1 >
I/(t) - sJ(t)1 = 11/ - slll = 11/ - sll, ei9 Widerspruch).
(ii): Wir wählen ni-I beliebige Punkte aus [Xi-L,xd und bezeichnen diese Menge
mit TI. Sei T2 <:::: (Xi,Xj] eine Menge1alternierender Extremalpunkte von / - sJ der
l\ardilliLlität In, + ... +mi-l + I. Dahn folgt ITI u T21 = ni-I,j + 1. Wir wählen ein
Teilinll'rvail [J:]J'Xq] von [Xi-l,X)] mit
(4.48)
für jedes echte Teilintervall [:I:/,xm] <:::: [xp,xq]. Wegen ITII = ni-I gilt [xp,xq] =I
[J'i-i ,Xi],
Mit der inzwischen vertrauten Schlußweise erhalten wir aus (4.47), (4.48), Korollar 4.8,
Korollar 4.13 und Lemma ;U. daß [xp,xq] ein Eindeutigkeitsintervall bzgl. / ist.
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(iii): Falls [Xj-I,XjJ kein Sindeutigkeitsintervall bzgl. f ist, folgt aus Lemma 4.18, (ii),
daß ni,j > 7'j ,d.h. mi + ... + mj_1 > 0., und wir können weiter schließen wie in (ii).
(iv): Falls [Xj-l,XjJ kein Eindeutigkeitsintervall bzgl. f ist, wählen wir ni-l bzw. nj
beliebige Punkte aus [:ri-l,xd bzw. [Xj,Xj+d und fahren fort wie in (ii).
(v): Falls AU - 8j) l(x"x,12 7T!i + ... + 7T!j-l + 1, ist wegen (ii) nichts zu zeigen.
Andernfalls gibt es nach Lemma 4.21 für alle besten Approximationen S VOll fund aJle
( > 0 ein i mit Xi < t < Xi + ( lind
(f(i) - Sj(i))(s(i) - sl(i)) 2 o.
Gelte o.B.d.A. i< Xj+l und i< t für alle tE E(f -sl)n(Xj,XjJ. Ferner sei i so nahe
iJei X, p;ewählt. daß (f(Xj)-8/(xiJ)(f(i)-sl(i)) 2 o. Fügen wir i der Menge Tz aus
dem Beweis von (ii) (die hier Ilur die Kardinalität Inj + ... + m.i-l besitzt) hinzu, so
nhaltcn wir wie im Bew('is von (ii) ein von der Wahl von s unabhängiges TeilintervaU
[:rp,.J:"l rnit 8 = SI a.uf [xp,;c,,], a.lso ein Sindeutigkeitsintervall bzgl. f.
(vi) - (viii) beweist man analog zu (v). 0
Da.5 Ilun folgende Lemma enthält einen wesentlichen Teil des Beweises von Satz 4.17.
Lemma 4.24 Seien S<: C[a,bJ ein VTS-Haum, SI ES beste Approximation von
fE C[a.o] \ Sund T<: E(f - SI)' Weiterhin gelten 0< i < j < k + 1,
mj > 0, (4.49)
7T!j + ... + 7T!j_1 - Tj > 0,
mt+ ... +iiij_l >0 für alle i < l < j, (4.50)
(4.51)
lind





für alle i < l < j,
für alle i < l < j,A(f - sI) i[x"xdnT S; 7T!j + ... + m/-l
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Dann existiert ein S E Sg,i n SJ,k+1 mit folgenden Eigenschaften:
(/(l) - sJ(t))s(l) > O. für alle lET n (Xi,Xj)'
FCills Xi E T (bzw. x JET) gilt, fjxistiert ein f > 0 mit }
(f(l)-sJ(l)).s(t)>0 für alle lE(Xi,Xi+f) (bzw. lE(Xj-f,Xj)).
in (Xi, X j) besitzt s nu.r endlich Vl..'eie Nullstellen, und diese IW."nnen so}




1m Fall i = 0 bzw. j = k + 1 gelten dfe entsprechenden AnalogCi; [Cills etwa j = k + 1
gilt, so folgt aus (4.49), (4.53) für alle i< l:S; k+ 1 und (4.55) für alle i < p< q:S; k+ 1
dip Existenz eines sE Sg,i mit (4.56) für alle l E Tn(Xi,b], (4.57) und (4.58) für (xi,b].
Beweis: Wir zeigen den Fall 0 < i < j < k + 1. Setzen wir
so exist.ieren eindeutig bestimmte Mengen Tl,"" TIJ. mit
IJ.
T n [li,Xj] = U Tl'
, 1'=1
lind Iv < lv+l, sgn(f(lv) - sJ(tv)) == -sgn(J(tv+tl - sJ(tv+tl) für alle tv E Tl"
1.1'+1 E Tv+1 lind 1/ = l, ... ,/-l- I. Weiterhin definieren wir tv:= min{l; tE Tl'} und
'10 := [Ilax{l: l E 'I~} für alle v = I,... ,IL.
Fall I: /1 == Tni .+ ... + mj-l - Tj .
Für 1-' = I, ... ,/-l- I setzen wir
qv := ma.x{q; q> i und mi + ... + mq-1 :s; v}
lind
PI' := min{p; p < j und mp + ... + mj-l :s;j1- v},






für alle 1I = l, ... , /1- - 1 .
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(4.63)
Aus (4.59) erhalten wir mi + ... + mqv-l :S v, und damit enthält [Xi, xqvl nach (4.53)
höchstens v alternierende Extremalpunkte von f - sI aus T, d.h. xqv < L+l . Ana-
log folgt nach (4.,')4) und (4.60), daß [xpv,Xj] höchstens mpv + ... + mj-l :S JL - v
eJterniel'cnde Extremalpunkte von f - 81 aus T besitzt, also "L < xpv .
Wegen 1Hi+ ... +mj_1 =/L+T]>/L>V für alle v=l, ... ,JL-l gilt q,,<j für alle
11. 1111danalog haben wir wegen Tlii + ... + mj-l = JL + Ti > JL > JL - //, daß i < p" für
edle 1/. Also ist (4.63) in den fällen q" = i und p" = j bewiesen. Andernfalls folgt
woraus wir im Fall p" :S (/" schließen, daß
(,lrl vVidel'spruch. Dies beendet den Beweis von (4.61) - (4.63).
ILdll'f können wir nun für alle 1/ = l, ... ,JL - 1 eIn z" wählen mit
(4.64 )
und .1: rf- MI := {zl, ... ,zJ.L-d für ein fest vorgegebenes xE (Xi,Xj)' Wir wählen !lun
belipbige Mengen M2 bzw. M3 von nO,i bzw. nj,k+l Punkten, die poised sind bzgl.
- ~
So,. bzw. Sj,k+1 und behaupten:
Fürj('des ZE(Xi,Xj)\M1 ist Mz:={z}UM1UM2UM3 poisedbzgl. S. (4.65)
\iach I":ol'ollar 4.13 genügt PS dazu zu zeigen:
.Jedes Intervall [a,x",] enthält höchstens no," Punkte aus Mz,
und
jedes Intervall [x"' b] enthält höchstens n",k+l Punkte aus Mz•
(4.66)
(4.67)
eilt [J 'S i oder /1 ~ j, so ist (4.66) nach (4.51) und der Wahl von M2 und AI:! klar.
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Im hdli < 11< j haben wir zu zeigen, daß mj + ... + mv-I 2: 1 und
(4.68)
Die erste Behauptung ist wegen (4.49) klar. Setzen wir m:== mj + ... + mv-1 , so folgt
aus (4.59), daß v ~ qm (denn mj + .:. + mv-1 ~ m, und qm ist das MaJdmum der
Indizes mit dieser Eigenschaft), also Xv ~ xqm < Zm, und damit folgen (4.68) und (4.66).
Wegen (1.50) ist im Beweis von (1.67) wieder nur der Fall i < v < j von Interesse.
Setzen wir m:= i"iiv + ... + mj_1 ,so gilt nach (4.60), daß Pp,-m ~ lJ, und damit folgt
I
::"-,,, < Xv aus (4.{j;\). Also enthält [xv,Xj) höchstens (j.L - 1) - (j.L - m) == m - 1
Punkte, aus MI, d.h. (4.67). Dies beendet den Beweis von (4.65).
Wir hxieren nun ein i E (Xj,zd (bzw. i E (Xj,Xj) im Extremfall j.L == 1) und bezeichnen
mit s den nach (4.65) eindeutig bestimmten Spline aus S mit
I
(4.69)
Gemäß der Wahl von M2 und M3 folgt S E sg,j n SJ,k+1' Da s nicht trivial ist,
erhalll~n wir aus (1.65) und (4.69), d~ß s in (Xj,Xj) nur die Elemente von MI als
Nullst<'ilen lH'sitzt. Zä.hlen wir nun die Nullstellen wie in Definition 4.6, so folgt aus Satz
1.7. d;tß jl'de Nullstelle aus MI eine einfache NulJstelle ist, also nach Definition 4.6 einen
Vorzcirl1l'nwechsei besitzt. Da,rnit genügt s den Bedingungen (4.56) - (4.58), und der
I3ew{'is von Fall 1 ist beendet.
Fall 2: o < J.L < mj + ... + mj-l - Tj •
Wir fiihren diesen Fall auf Fall 1 zurück, indem wir einen VTS-Raum S. ~ S konstru-
ieren. der den Voraussetzungen von Fall 1 genügt. Seien dazu
I
a;:= rnax{l,max{v; fv ~ Xp+l}}
und
ajT1 := J.L+ Tj.
I
Wir definieren nun rekursiv für alle i ~P ~ j - 1




woiJpi 'mi:= ni - Tl für alle 1= i, ... ,p- I.
Wir behaupten, daß S' := S(U.N*, R, tl) mit
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ein VTS-Raum ist, der S' <:;; S erfüllt und den Voraussetzungen von Fall 1 genügt. Dazu
sind ZII zeigen:
n~ > l"i (d.h. m; > 0), (4.73)
n;2:r" füra.l1e p=i+l, ... ,j-l,
n;:Sn,p [üralle p=i, ... ,j-l,




für alle i < I < j (wobei ini := ni - Tl+l ), (4.77)
lind
AU - .5/) i[x"xtlnT :S rni + ... + mi_l für alle i < I < j,
für alle i < l < j
(4.78)
(4.79)
für a.lle i < p< q < j. (4.80)
\<lch (l,iO) i!;ilt 0,; 2: I, ,tiso lolp;t alls (4.72), daß ni 2: 1 + Ti> Ti, cl.h. (4.7:3).
Wir zeigen nun (4.74). Aus (4.72) folgt
lü r pi n l/ 2: p - I . Im Fall // 2: p erhalten wir hieraus wegen mp 2: 0
[illd damit n;' 2: Tp' Andernfalls gilt l/ = P - 1, also
und wegen a; 2: 0,;-1 folgt
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c1.h. 1/; ~ Tp• Damit ist (4.74) gezeigt.
Wir zeigen ('1.75) zunächst für p = i. Nach (4.72) folgt
für ein LJ ~ i. Wegen (4.49) und (4.5;3) folgt auch mi + ... + mll ~ a: , und somit
erhalten wir insgesamt mi ~ mi ,d.h. ~i ~ ni . Falls p > i, gilt nach (4.72)
fiir ein LJ ~ Ti und für dieses LJ
Aus (4.81) und (4.82) folgt auch in dies~m Fall mp ~ m;, cl.h. np ~ n;.
Wegen (4.71) und (4.72) gilt
mi + ... + mj_l = aj_l = J.L+ Tj,
also ('I.7(i). Wir zeigen nun (4.77). Nacr (4.72) gilt
I
• • * ( )mi + ... + 7n1_1 = (111 - m, + ... + mll
fiir ('in l - j 'S [/ 'SJ - 1. Im Fall [/ 'S j - 2 erhalten wir hieraus
c1.h., mit (4.76) folgt
mi + .'.. + mj_l ~ Tj,
aJso
7r).i + ... + iiti_l = 1'[ +,mi + ... + mj_l - Tj ~ TI> O.
Cilt v = j - 1 , so folgt
mi + ... + mi-l = ,J.L + Tj - (mi + ... + mj-d,
cl.h., mit (4.76) gilt





und da.mit folgt nach (4.50) auch in diesem Fall die Behauptung (4.77).
Wegen (,1.70) und (4.72) gilt
Wir zeigen nun (4.79). Nach (4.72) haben wir
mi + ... + mi-l = a: - (m{ + ... + ml/)
für ('in l - I ~ lJ ~ j - I , und wir betrachten zunächst den Fall [/ = l - 1.
Falls ai_I> I gilt, folgt nach (4.70), daß Li_J ~ XI, also
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(4.83)
lInd di('se Abschätzung gilt auch im Fall ai-l = I. Wegen 7"1 > 1 erhalten wir aus
(4.7G) lind (/1.83) mit v = l - I
J.L - ai_I + 1 = (mi + ... + mj_l - 7"j) - (mi + ... + mi-I) + 1
~ 7"{+ mi + ... + mj_l - 7"j
= rni + ... + mj_l'
was den Beweis von (4.79) im Fall v = l- 1 beendet. Falls v 2: l gilt, folgt aus (4.83)
mi + ... + mi-l + m{ + ... + 1n" = a:.
(-I. 7'2) (' rgi b t
d.h .. wir erhalten aus (4.84) und (4.75)
m[ = mi 1 ••• , ml/ = m:
lind




Falls [/ = j - I gilt, folgt (4.79) sofort aus (4.54) und (4.85). Wir nehmen somit im
Folgenden I ~ v ~ j - 2 an. Falls
(4.87)
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so folgt a: = 1 und daher mit (4.86) uI[ld (4.76)
/1. = mi + ... + mj_l - Tj = 1+ m:+1 + ... + mj_1 - Tj
Weiterhin folgt aus (4.86) und (4.87) offenba.r mi = ... = m~ = 0, d.h.
I
J.L ~ Tl + mi + ... + mj_l - Tj = mi + ... + mj_l'
also insgesamt
Ls bkibt der Fall A(f - Sj) hx"xv+dnr > O. Dann gilt nach (4.70)
SetzeIl wir p:= min{p; XI ~ Ip} , so folgt aus (4.55) und (4.88)
lInd da.lllit wc/!;en (.'1.8.'))
Scldie13iich erhalten wir insgesamt aus (14.76), (4.86) und (4.89)
I
A(f - S j) i[xl,x,jnT = 11 - i> + 1= mi + ... + mj_l - T j - /i + 1
• -+1+ • + + •=rLv-,p mv+1 ... mi-I-Tj
I '
<•• •_ nl + ml+1 + ... + mj_l - Tj
Dies heendet den Beweis von (4.79).
ZUIII lkweis von (4.80) setzen wir
und




Aus (4.78) und (4.79) folgen
lind
Wegen (4.76) schließen wi I' hieraus
S mi + + m~_l + m; + ... + mj_l - {l
= mi + + m;_1 + Tp + m; + ... + mj_l - Tj - fl
= rp + m; + ... + m;_1
. • + + •= Hp + mp+1 . . • mq_l.
Damit ist (4.80) gezeigt und der Beweis von Fall 2 beendet.
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{l = O.
In di('s(~rn Fa.1l wiihlen wir einen beliebigen Punkt t E (Xj,Xj) und führen mit ~I := t
lind I; := I das Vl'rfahren alls Fall '2 dllrch. 0
Beweis von Satz 4.17:
h,d)('ll ZII zl'igcll:
Sei s] E S eine fixierte beste Approximation von J. Wir
Liegt x E [a, b] in keinern Eindeutigkeitsintervall bzgl. f, so existiert eine beste Appro-
ximation sES von f mit s(x) f= s](x). Wir zeigen dies nur in folgendem Fall (die
beiden anderen Fä.lle zeigt man analog):
Es I;e!tf'n 0< i < J < k + 1, xE (Xi,Xj), [Xi-I,Xi] und [Xj,Xj+d sind Eindeutigkeits-
intervalle bzgl. f, und [:7;" x j] enthält kein Eindeutigkeitsintervall bzgl. f.
Na.ch Lemma 4.18 folgen (4.49) - (4.51), und Lemma 4.23 ergibt
für alle i < p< q < J, (4.90)
A(f -,,]) l(x"xtl:S Jni + ... + mi_I fii I' alle i < l < J,
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A(f - sI) I(r"xj)~ mj + ... + mj-l -I'j.
A(f - sI) I[x"x,)= mi + ... + mj-l - T.j + 1
(4.93)
A(f - sI) i[x"x,j= mi + ... + ml-l + 1 für ein i < l < j,
so ist f - sI nach Lemma 1.23 in Xi nicht flach von rechts bzgl. !}r,+I, und wir setzen
'1':= E(f-"/)\{x;}, Andcrnfa.llssei !T:=E(f-sl)' Gilt
A(f - sI) l(x,,~',I~ mi + ... + ffij_1 - Tj + 1
I
für ein i < l < j,
so ist f - sI nach Lemma 4.23 in Xj N.icht flach von links bzgl. grj+l , und wir setzen
T:=:r \ {x]}. Sonst sei T:=:r. Weg1n (4.90) - (4.93) erfüllt T die Voraussetzungen
(.1..')2) - (-1.5.5) alls Lemma .1.2'1, d.h .. ('s existiert ein sE Sg.inSJ.k+1 mit (/1.56) - (4.58).
\-Vir hdlaupten Illl!l, dclß es ('in 0: > 0 gibt, so daß "/ + 0'8 beste Approximation von J
ist. (Wq!;en s(x) l' 0 h('end(~t dies dcniBeweis von Satz 4.17.)
Cilt .[, E E(f - si) \'1', so ist J - SI, in Xi nicht flach von rechts bzgl. gr.+l, also
I
l'xistil'rcn 0'1,£1 >0 mit
für aUe Xi < t < Xj + tl. (4.94)
Nach Lemma 4.20 können wir (I o.B.d.A. so klein w~ihlen, daß £1 < Xi+1 - .Xi und
I
für alle. Tj + 1 ~ T ~ nj und tE (Xj,Xj + tl). ( 4.95)
Aus dem Beweis von Lemma 4.24 ergibt sich im Fall Xj E E(J - sI) \ T sofort, daß s
zwischen .1:, und delll kleinsten Elerne~t aus (x"Xj) n T keine Nullstelle besitzt (denn
mit der dortigen Notation gilt L < ZI ), also können wir (I auch o.B.d.A. so wählen,
daß
(J(X;) - SI(Xi))S(t) < 0 für alle Xi < t < Xi + tl' (4.96)
Verall!\,,,nei nt'rle Lschebyscheffsche S 1'1 ineriill me
Wegen S E S3.i und Lemma 4.19 haben wir eine Darstellung
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;;(i) = cr,+I.iJr,+tll;x,l + ... + Cn,.lJn,(l;xd für aUe :1:i < l < Xi + (1 < Xi + 1 .
Sdzen wir nun c:= rnax{[c,.,+ll, .... lcn,I}, so folgt hieraus mit CL95)
für alle l E (.Ti, Xi + (1),
also mit (4.94)
Analog erhält man im Fall x] E E(f - 8f) \ T die Existenz von (2,a > 0 mit
(4.97)
(4.98)
für alle Xj - (2 < l < Xj. (4.99)
Ist nllll 0 sogewählt, daß 0< Ci ::; minL(n~':"i),a}, dann folgt im FaU Xi E E(f-sf)\T
nach (4.96) und (4.97)
II(t) - (sf(t) + Qs(l))1
= l(f(l) - sf(t)) - (f(Xi) - sf(xd) - os(l) + (f(Xi) - .'if(xil)1
= II(.Z:i) - sf(xi)l- (I(f(l) - sf(t)) - (f(xd - 8f(xil)l- nls(l)l)
::; II(xi) - 8f(x,)1
= 111 - "fll
fiir ,dip I. E (Xj,Xj + (I) lind im Fall .Tj E E(f - sf) \ T analog aus (4.98) lind (4.99)
II(t) - (sf(t) + os(l))I::; 111 - sfll •
für alle l E (Xj - (2,Xj)' Wir wä.hlen 0> 0 zusätzlich so, daß 110511::; till - sfll, und
erhalten damit ZlIsammen mit (4.56) und (4.57) eine offene Umgebung V von E(f -sf)
mit
für alle t E V.
ILl [a. b] \ V kompakt ist. ('xistiert ('in I( > 0 mit
11(1) - sf(l)1 ::; 111- 5fll- J( für alle I E [a, b] \ V,
56 Approximation mit verallgemeinerten Splines
und wählen wir schließlich (t > 0 so, daß auch noch Ilasll ~ ]( gilt, dann folgt
IJ(t) - (sl(t) + üs(t))1 ~,IJ(t) - sl(t)1 + als(t)1 ~ IIJ- Sill
für a.lle t E [a, b] , d.h., sI + üS ist in der Tat eine beste Approxima.tion von f
. a.us S. <)
Zum Abschluß geben wir ein Beispiel eines IP-Ra.umes, der nicht Satz 4.17 genügt.
Beispiel 4.25 Seien S der Raum: aus Beispiel 3.12 und f die Funktion zu Beginn
dieses Beispiels (d.h. vor der "Abänderung"). Ist MI die Menge, auf der alle besten
Approximationen von J aus S ü bereinr'timmen, so folgt nach dem dort Gezeigten M f =
[-1,0] U {Ir}.
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