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Abstract
In the conjectured correspondence between supergravity and geodesic models on
infinite-dimensional hyperbolic coset spaces, and E10/K(E10) in particular, the con-
straints play a central role. We present a Sugawara-type construction in terms of
the E10 Noether charges that extends these constraints infinitely into the hyperbolic
algebra, in contrast to the truncated expressions obtained in arXiv:0709.2691 that
involved only finitely many generators. Our extended constraints are associated to an
infinite set of roots which are all imaginary, and in fact fill the closed past light-cone of
the Lorentzian root lattice. The construction makes crucial use of the E10 Weyl group
and of the fact that the E10 model contains both D = 11 supergravity and D = 10 IIB
supergravity. Our extended constraints appear to unite in a remarkable manner the
different canonical constraints of these two theories. This construction may also shed
new light on the issue of ‘open constraint algebras’ in traditional canonical approaches
to gravity.
1 Introduction
In canonical formulations of gravity, the constraints are the essential ingre-
dients for, and main obstacles to, carrying out a canonical quantization of
gravity [1] (for an overview and bibliography see [2]). This applies in partic-
ular to the Hamiltonian (scalar) constraint determining evolution in ‘time’,
and therefore the dynamics. The problem of properly setting up and defin-
ing the quantum constraints has been tackled in a variety of approaches but,
arguably, the problem remains as open as in Bryce DeWitt’s seminal 1967
paper [1]. A further cause of difficulties, shared by all approaches so far, can
be traced to the fact that the constraints form an open algebra, that is, the
structure ‘constants’ are not constants, but field dependent.
At the level of classical maximal supergravity, progress has been made in
the last years towards establishing a correspondence between the equations
of D = 11 supergravity on the one hand and a geodesic coset model based on
the hyperbolic Kac–Moody structure E10 [3] on the other (similar correspon-
dences exist for other supergravity models). The supergravity equations are
treated canonically and therefore comprise dynamical (evolution) equations
and constraint equations. There is a precise correspondence between a trun-
cation of the dynamical equations and a truncation of the geodesic equation
on the coset E10/K(E10) [3]. The D = 11 supergravity constraint equations
can similarly be mapped to constraints that can be imposed consistently
on the geodesic motion [4]. For instance, imposition of the Hamiltonian
constraint implies that the geodesic is null. According to [4] the weakly
conserved constraints of D = 11 supergravity can be translated into weakly
conserved coset model constraints, which in turn allow for a reformulation as
bilinear expressions in terms of conserved charges, that is, as strongly con-
served constraints.1 As noted there, this construction is very reminiscent of
the well-known Sugawara construction [5] for affine Lie algebras [6, 7]. It is
the purpose of the present paper to follow up on this observation, making it
more precise and giving the beginning of a generalized Sugawara construc-
tion for hyperbolic Kac–Moody algebras which makes the analogy with the
affine construction much more compelling.
1As usual, the term ‘weakly conserved constraints’ here refers to a set of constraints
C satisfying (modulo the coset equations of motion) dC/dt = f(C) ≈ 0, where f(C) is a
function vanishing on the constraint surface defined by C = 0, while ‘strongly conserved’
constraints satisfy dC/dt = 0 (upon use of the equations of motion).
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Understanding and reformulating supergravity in these algebraic terms
could prove very useful for the transition to the quantum theory (see [8]
for first steps towards the quantization of the E10/K(E10) model and [9]
for pure gravity). An analogy to be kept in mind in this discussion is that
of (bosonic) string theory. There, the dynamical equation for the embed-
ding (target space) coordinates can be written as a free wave equation if one
adopts a conformal gauge. This free wave equation admits an infinite set
of conserved charges αµn. The price to pay for the simple dynamical equa-
tion is that one has to impose the (Fubini-Veneziano-)Virasoro constraints,
L ∼ αα, on the solutions. In the quantum version, the Virasoro constraints
and the existence of a proper Hilbert space imply the critical dimension [10].
Assuming the validity of the Kac–Moody/supergravity correspondence, the
dynamical equations of supergravity also become simple, yielding geodesics
on a symmetric space as their solutions. This system is fully integrable. It
admits an infinite set of conserved charges, J , that do not (Poisson) commute
among themselves, and one can formally write down the general solution in
terms of J and some initial data. The complications and interesting struc-
tures are then again to be found in the constraints and their algebra. The
fact that all constraints found so far admit a Sugawara-like structure, i.e.,
L ∼ J J , is tantalizing in this analogy, and may turn out to be crucial for
the quantisation of the theory. The gauge symmetries encoded in the coset
constraints are directly linked to the space-time and gauge symmetries that
are known from the geometrical formulation of supergravity.
The replacement of the supergravity constraints by coset model con-
straints with an underlying algebraic structure may also shed new light on
the old problem of open constraint algebras alluded to above, circumvent-
ing some of the seemingly insurmountable difficulties of the usual canonical
formulation. The main new feature here is that the ‘structure constants’,
while still dependent on the dynamical degrees of freedom (fields), become
constants of motion in the present formulation. More explicitly, suppose the
classical constraints CA(φ) satisfy the first-class canonical (Poisson) algebra{
CA(φ), CB(φ)
}
= fABC(φ)C
C(φ) , (1.1)
where φ denotes the canonical variables. In the standard formulation of
canonical gravity and supergravity, the φ-dependent structure ‘constants’
fABC(φ) do not (Poisson) commute with the Hamiltonian and thus vary in
time. By contrast, the structure constants obtained with the Sugawara-like
form of the constraints do commute with the Hamiltonian constraint, and
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are thus preserved in time, even though they still depend on the canonical
variables φ. Because the correspondence between the space-time based field
theory and the one-dimensional E10/K(E10) model is only very incompletely
understood, it is, however, not clear how to translate the coset model con-
straints back into more conventional field theory language. At the very least,
one can say that the relation between the field variables of the geometric
theory and the E10 variables must be extremely non-local.
Obtaining a universal algebraic description of the constraints and their
algebra is also desirable from an M-theory point of view. In the same way
that the unique dynamical geodesic equation on E10/K(E10) allows for maps
to different maximal supergravity theories, depending on the level decompo-
sition chosen to describe the infinite-dimensional Lie algebra [11, 12, 13, 14],
the constraints should also exhibit this ‘versatility’. Our construction be-
low has this property, albeit in a novel way. More precisely, we will define
a ‘universal scaffold’ of hyperbolic Sugawara constraints by using null root
vectors α of the hyperbolic algebra, decomposed into a sum of two real roots
β1 + β2 = α, and the hyperbolic Weyl group. This will define an infinite
number of constraints Lα associated with a ‘skeleton’ of roots α on the light-
cone in terms of current bilinears. (The notions of skeleton and scaffold are
depicted in figures 2 and 3 below.) Extending (away from the real βi case)
the set of current-bilinear contributions Lα ∼ Jβ1 Jβ2 to a given null-root con-
straint (α2 = 0), or extending the skeleton of supporting roots α constraints
into the light-cone (α2 < 0), however, seems to require the choice of a subal-
gebra of the hyperbolic algebra that is kept manifest. In analogy with affine
algebras, this procedure is very suggestive of a choice of ‘spectral parameters’
for the hyperbolic algebra, even though we do not know whether such a re-
alization of the hyperbolic algebra exists. However, the picture that emerges
from the present work is that if such realizations exist, they do so only in
combination with suitable constraints. Furthermore, such realizations cannot
be unique, giving the algebra a ‘chameleon-like’ aspect. This feature would
be in line with the conjectured emergence of a space-time structure from the
Lie algebra, where the dimension of the emergent space would depend on the
decomposition and the chosen form of the constraints, such that the ‘spectral
parameters’ would become associated to spatial coordinates2. These points
2However, this association is likely to be more subtle than just a simple equality, as can
already be seen for the affine spectral parameter in D = 2 supergravities, cf. Eqn. (2.1)
of [15] with ρ = t (time) and ρ˜ = x1 (space).
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will be elaborated on and explained below by means of the constraints of
D = 11 supergravity and of type IIB supergravity, respectively, but similar
results are expected to hold for other decompositions, such as massive IIA
theory, as well as for maximal supergravities in lower dimensions. Impor-
tantly, though the set of roots ‘supporting’ the constraints is clearly related
to the weight diagram of particular highest-weight representations of E10, the
constraints themselves do not form (under Poisson commutation) a highest
or lowest weight representation of the hyperbolic E10, as already observed
in [4], and explained in much more detail here. Rather, they indicate the ex-
istence of new unexplored algebraic structures inside the hyperbolic algebra
and its envelopping algebra.
We emphasize that our approach is canonical and crucially relies on a
split of space and time, as well as certain gauge choices required for match-
ing the supergravity and coset model degrees of freedom. An earlier and
conceptually different M-theory proposal based on the indefinite, but non-
hyperbolic, ‘very extended’ Kac–Moody algebra E11 has been developed by
Peter West and collaborators [16, 17]. In contradistinction to the present
work, their approach is ‘covariant’ in the sense that neither a split of space-
time nor gauge choices for the supergravity fields are required, and the issue
of writing down canonical constraints thus does not arise in the same way.
Instead, one needs to introduce extra gauge invariances encompassing the
gauge transformations of supergravity, and the problem becomes one of ‘fit-
ting’ such gauge symmetries into the E11 framework [18]. However, despite
many similarities at the kinematical level, especially with regard to embed-
ding the bosonic sectors of maximal supergravities [19, 20, 21, 22], it appears
doubtful whether a gauge-fixed version of that approach matches with the
structures presented here.
From the mathematical point of view, it would also be desirable to as-
sociate a Sugawara-type construction to a hyperbolic algebra. In the affine
case, the existence of this construction is directly linked to the realization of
affine algebras as loop algebras via the so-called spectral parameter. A simi-
lar description and understanding is lacking for hyperbolic algebras, the only
known description is in terms of generators and relations in the Chevalley–
Serre basis. Any construction hinting at an alternative description could shed
light on the deeper and to date elusive structure of hyperbolic Kac–Moody
algebras. After all, even not knowing about the current algebra realization of
affine algebras, the existence of a preferred set of bilinear Virasoro operators
in the envelopping algebra would almost inevitably lead to this realization.
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Here, we are searching for a similarly distinguished structure in the envelop-
ping algebra of the hyperbolic algebra.
The remainder of the paper is structured as follows. In section 2 we
first review the affine Sugawara construction and rephrase it in a slightly
unconventional form. We use this form to propose a (partly schematic) trial
expression for Sugawara generators for hyperbolic algebras. In section 3
we then explore this trial expression in more detail in the case of E10 and
show that our trial expression does not only serve to reproduce the D = 11
constraints but also those of type IIB supergravity. This also allows for
a more precise definition of the Sugawara constraints and an exploration
of their structure in terms of a skeleton of constraints associated with null
roots and terms induced by covariantization. In appendices, we collect some
known results on level decomposition in order to render the presentation
self-contained, as well as some more detailed computations.
2 Sugawara construction
Before proceeding to the discussion of the hyperbolic Sugawara construction
we first review briefly the definition of Sugawara operators for affine Lie
algebras, see [7] (as well as [5, 6] for earlier work).
2.1 Affine Sugawara construction
A non-twisted affine Lie algebra can be defined for any finite-dimensional Lie
algebra. Let the finite-dimensional Lie algebra g be simple and generated by
TA (A = 1, . . . , dim g) with commutation relations
[
TA, TB
]
= fABCT
C and
non-degenerate invariant form 〈TA|TB〉 = κAB. Then the corresponding
affine Lie algebra gˆ has generators TAm (for m ∈ Z), c and d with non-trivial
commutation relations[
TAm , T
B
n
]
= fABCT
C
m+n + κ
ABmδm,−nc ,
[
d, TAm
]
= −mTAm . (2.1)
The generator c commutes with all Lie algebra generators and is called the
central element,3 while the generator d is called the derivation.4
3The central element of the affine Lie algebra, here denoted c, is often denoted K; it
should not be confused with the central element of the Virasoro algebra associated to the
affine algebra.
4This terminology follows from the presentation of affine algebras as loop algebras
where d is the derivative with respect to the spectral parameter [7].
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In any irreducible highest weight representation, the central element c acts
as a scalar; its eigenvalue k on that representation is called the level of the
representation. For such a level k representation, the Sugawara generators
are defined (within the enveloping algebra of the TAm ’s) by [7] (for n ∈ Z)
Ln =
1
2(k + h∨)
∑
m∈Z
: TAn−mT
B
m : κAB , (2.2)
where the colons denote normal ordering as appropriate for the highest weight
representation and κAB is the inverse of κ
AB; h∨ is the dual Coxeter number
defined by fACDf
BD
C = 2h
∨κAB. We note that there are two separate
contributions to the normalization of the Sugawara generators (2.2): The
first one is k, related to the central extension, the second one h∨ comes
from normal ordering. Both contributions are quantum effects. Below, we
will treat these two contributions differently. In the hyperbolic extension,
the central generator ceases to be central and is on par with all the other
Lie algebra generators. Normal ordering, on the other hand, will be mostly
ignored, as our discussion deals with the classical constraints only. Normal
ordering ensures that the generators Lm are well defined on any element of
the representation. The operators (2.2) obey a Virasoro algebra
[Lm, Ln] = (m− n)Lm+n +
k dim g
12(k + h∨)
m(m2 − 1)δm,−n (2.3)
Their commutators with the affine generators are
[
Lm, T
A
n
]
= −nTAm+n . (2.4)
Here, we would like to take a more formal point of view and rewrite (2.2)
as a quadratic expression in the generators without resorting to an inte-
grable representation. The reason is that the normalization in (2.2) involves
the inverse of the (shifted) eigenvalue of the central generator c. However,
in the full hyperbolic algebra the element c is no longer central (in fact, the
hyperbolic algebra does not possess any central elements), and a direct gen-
eralization of (2.2) would thus necessarily involve the inverse of an operator,
which furthermore is no longer singled out in the full algebra. For this reason,
we formally multiply (2.2) by the central element and drop the normalization
constant. We also recall that affine Lie algebras have two different kinds of
roots: real roots and null roots. In particular, there is a primitive null root
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δ which can be used to describe all roots of the affine algebra via an affine
ladder diagram: Let ∆fin ≡ ∆(g) be the set of roots of the finite-dimensional
algebra g (where we include α = 0 for simplicity), then the root system of
the affine extension gˆ is
∆aff ≡ ∆(gˆ) =
{
α + nδ : α ∈ ∆fin and n ∈ Z
}
, (2.5)
that is, there are Z copies of the finite root system. The roots nδ are null
roots and the associated root space gˆnδ has dimension given by the rank:
mult(nδ) = dim gˆnδ = rank(g) for n 6= 0. For n = 0 the dimension is equal
to that of the Cartan subalgebra and takes the value rank(g) + 2 (the two
extra elements are c and d). All other roots are real and the corresponding
root spaces are one-dimensional.
Using the structure of the affine root system we can rewrite the commu-
tation relations (2.1) as
[Tα1 , Tα2 ] = fα1 α2
α1+α2Tα1+α2 + κα1,α2c , (2.6)
where we have suppressed the multiplicity index for null roots. The values
of fα1α2
α1+α2 and κα1,α2 can be obtained by comparison with (2.1). We
furthermore define quadratic generators in the enveloping algebra U(gˆ) by
Lnδ :=
∑
β∈∆aff
Tnδ−βTβ , (2.7)
where Tβ is a canonically normalized element in the root space gˆβ. If the β
root space is degenerate, we choose an orthonormal basis and contract with
the canonically conjugate basis. Then the definition (2.7) is unambiguous
except when the root spaces of nδ−β and β have different dimensions. This
happens only when one of nδ − β or β is equal to zero, i.e., when one of the
generators belongs to the Cartan subalgebra. In that case the generators are
to be contracted according to the definition (2.2), i.e., we omit any terms
involving a contraction with c or d, but contract only with elements of the
Cartan subalgebra of the horizontal g. Except for this point and the lack of
normal ordering, the expression (2.7) is a reformulation of (2.2). Note that
although we could have defined quadratic generators of the form (2.7) for any
point on the root lattice, we do this only for null roots. To get a Virasoro
algebra it is furthermore essential that the space of null roots has an additive
structure since all null roots lie on a Z-graded line.
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The affine Weyl group is the semi-direct product of the finite Weyl group
with a translation group [23]. After the standard embedding of the affine
algebra into a hyperbolic algebra of over-extended type [24], the affine Weyl
group can also be described as the subgroup of the hyperbolic Weyl group
stabilizing an affine null root [25]; the so-called affine translations are then
realized as Lorentz boosts along this null direction.5 Since null roots nδ are
stabilized by the affine Weyl group Waff, the l.h.s. of the definition (2.7) is
invariant under the action of the Weyl group. One can check that the r.h.s.
is also invariant.
Besides the convention for null root spaces, the definition (2.7) differs
from the standard one (2.2) by its lack of normal ordering. However, as is
well known, this affects only the generator L0 for affine algebras. In addi-
tion, normal ordering is only required for the quantum theory, whereas we
are here mainly concerned with the structure of the classical constraints. In
the classical theory, one associates to each symmetry generator Tα a cor-
responding conserved charge, say Jα. Accordingly, we will below consider
expressions such as (2.7) (with the replacement Tα → Jα) as functions on
phase space and leave open the quantum definition of the constraints. We
also remark that the generator L0 as defined in (2.2) differs from the Hamil-
tonian (quadratic Casimir) by a term proportional to cd. Omission of this
term is admissible in the affine case, but not in the hyperbolic algebra. [In
other words, our hyperbolic-algebra generalization of (2.2) will contain terms
of the type cd, which do not enter the affine version of (2.2).] Correlatively,
while the affine Hamiltonian is bounded below, i.e., L0 ≥ 0, the full Hamil-
tonian is not because the Cartan-Killing metric on the Cartan subalgebra is
indefinite for hyperbolic algebras (with 〈c|c〉 = 〈d|d〉 = 0 and 〈c|d〉 = 1).
We now proceed to compute the algebra of the constraints as defined by
(2.7). In the course of the following computations we manipulate infinite
sums formally, well aware that they are not well-defined and normally would
require a normal ordered evaluation on a representation space. With this in
mind one computes in the universal enveloping algebra
[Lmδ, Tα] = −2κα,−αc Tmδ+α . (2.8)
5We also note that the Weyl orbit of the ‘cusp’ δ is dense on the boundary of the
hyperbolic space obtained by projecting the interior of the forward lightcone onto the
unit hyperboloid. Equivalently, the rays through all the hyperbolic null roots cover the
boundary of the lightcone densely.
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which is he same as (2.4), but now expressed in terms of affine roots. The
important point we wish to emphasize here is that the r.h.s is bilinear in
affine generators since we multiplied the Sugawara generators by the central
element. Continuing now to the commutator of two Sugawara generators
(2.7) leads to
[Lmδ, Lnδ] = 2(m− n) c L(m+n)δ , (2.9)
so that in this formulation the algebra closes with a pre-factor (= c) that is
itself an algebra generator. Due to the lack of normal ordering one does not
obtain the central term as in (2.3). Neither is the shift by the dual Coxeter
number visible in this formal computation in the enveloping algebra.
2.2 Hyperbolic Sugawara construction
The expression (2.7) can be formally generalized to hyperbolic Lie algebras of
the over-extended type [24].6 In the hyperbolic case the root system ∆hyp is
much more complicated than (2.5): Besides the real and null roots there are
now time-like (purely imaginary) roots α with α2 < 0. The multiplicities of
these roots grows exponentially and no closed formula for their multiplicities
is known although these can be computed algorithmically, for example via
the Peterson recursion formula. For each α root space gα ⊂ g , we choose a
basis
T (s)α for s = 1, . . . ,mult(α). (2.10)
which is ‘null orthonormal’ (when using the standard bilinear form) with
respect to the corresponding dual basis in the g−α root space:
〈T (s)α |T
(s′)
β 〉 = δs,s′δα+β,0 . (2.11)
The commutation relations are then
[
T (s1)α1 , T
(s2)
α2
]
= f
(s1)(s2)α1+α2
α1 α2 (s12)
T
(s12)
α1+α2 . (2.12)
Our hyperbolic generalization of the affine Sugawara construction (2.7)
then consists of two elements:
6By ‘over-extension’ we mean the canonical extension via the non-twisted affine exten-
sion, whereby two nodes are added to the Dynkin diagram; adding a third node would
yield ‘very-extended’ algebras [26].
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(i) the choice of a special set of ‘constraint’ generators, labelled by a subset,
say C, of the set of pairs (α, s¯) labelling the roots (including their
degeneracy); and
(ii) a general expression for the hyperbolic Sugawara generator Lα,s¯ (or
‘generalized Virasoro constraint’) associated to a particular pair7 (α, s¯) ∈
C of the form
Lα,s¯ =
∑
β1,β2∈∆
hyp
β1+β2=α
∑
s1,s2
Ms1,s2(β1, β2)T
(s1)
β1
T
(s2)
β2
. (2.13)
Here Ms1,s2(β1, β2) denote some numerical coefficients that we expect to be
simply ±1 or 0 (or possibly other rational numbers) for an appropriate choice
of the dual bases T
(s)
±α in the ±α root spaces.
We do not have yet a full understanding of the precise set C of ‘con-
straint’ generators8, nor of the numerical coefficients Ms1,s2(β1, β2) entering
the definition of our generalized Virasoro constraints Lα,s¯. We will argue
that a distinguished role is played by the ‘null subset’ of C, i.e., by the case
where α is a null root. In that case, the corresponding constraint degeneracy
index takes only one value (while the degeneracy of a null root within the
hyperbolic algebra is equal to the rank). Moreover, still in the case where
α is a null root, we will be able to verify that the coefficients Ms1,s2(β1, β2)
in (2.13) are indeed simply equal to ±1 when both of β1 and β2 (such that
α = β1 + β2) are real roots. In the following, we shall refer to the better
understood ‘null’ subset of C as being the skeleton of C; and we shall refer
to the better understood set of special configurations (α, β1, β2), with α null,
β1, and β2 real, and α = β1 + β2, as being the universal scaffold at the basis
of our construction.
As the name ‘skeleton’ suggests, there are more constraints than those
associated to null roots. Below, we shall give explicit examples of (‘fleshy’)
constraints associated with strictly imaginary roots α2 < 0. However, con-
straints associated to null roots play a distinguished role in our construction.
The special role of light-like α is already suggested by the affine Sugawara
7Note that while α runs over a subset of ∆, s¯ correspondingly runs over a subset of the
full degeneracy of the root α ∈ ∆.
8The letter C is used here to evoke both the word ‘constraint’, and the fact that the
set C appears to have the structure of a convex cone.
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construction (2.7) where constraints were only defined for null roots. In ad-
dition, the special configurations where both β1 and β2 are real introduce a
significant simplification in our construction. Indeed, in that case the root
spaces associated to β1 and β2 are one-dimensional, so that there exists a
unique (up to sign) contraction between the associated step operators. By
contrast, when not both of β1 and β2 are real, the root spaces that are paired
are multidimensional, and moreover not necessarily of equal dimension. This
leaves open many possibilities for ‘contracting’ T
(s1)
β1
with T
(s2)
β2
in forming
Lα,s¯. The information on how to contract the elements of different root
spaces is then encoded in the choice of the coefficients Ms1,s2(β1, β2). Let
us note, however, that, given a certain pair (α, s¯) ∈ C, i.e., given a certain
Lie algebra generator T
(s¯)
α , there exists (when α = β1 + β2) a distinguished
way of contracting (a part of) the β1 root space gβ1 with the β2 one gβ2 .
Indeed, if we denote β1 = α− β, so that β2 = +β, the adjoint action of T
(s¯)
α ,
ad
T
(s¯)
α
x ≡
[
T
(s¯)
α , x
]
maps g−β onto (a part of) gβ1 = gα−β . We can then use
the natural ‘dual’ pairing between g−β and g+β (i.e., between g−β2 and g+β2)
to write putative constraints of the form9
Lα,s¯ =
∑
β∈∆hyp
∑
s
N(α, β)
[
T (s¯)α , T
(s)
−β
]
T
(s)
β . (2.14)
Here the coefficients N(α, β) no longer depend on the degeneracy index s
within the dual spaces g±β, and the sum over s is easily seen to be independent
of the choice of (dual) bases T
(s)
±β (as long as the orthonormalization condition
(2.11) is satisfied). We leave to future work further study of the usefulness
of the special construction (2.14).
One advantage of expressing the constraints as in (2.13) is that, con-
trary to the expressions derived in [4] (which were formulated in terms of the
GL(10) level decomposition of E10), such a definition a priori appears not
to be tied to any particular level decomposition of the hyperbolic algebra.
Therefore, this opens up the possibility of writing a ‘universal’ set of coset
constraints, whose further (particular) level decompositions could give rise
to the apparently different canonical constraints arising in different maximal
supergravities (mIIA, IIB, . . .). However, we shall give evidence below that
this hope of a universal constraint construction is not fulfilled in this simple
9To see that expression (2.14) is indeed well-defined, one can invoke the invariance of
the bilinear form, see Lemma 2.4 in [23].
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way. Rather, we will encounter a more refined construction, where only the
scaffold is universal. The reason appears to lie in the existence of various
ways of contracting (multi-dimensional) root spaces, i.e., in the possibility of
various consistent choices for the coefficients Ms1,s2(β1, β2). Each particular
level decomposition might be tied to a particular corresponding choice for
these coefficients. Even if this turns out to be the case, it seems that our
construction still involves a universal part, namely the part of (2.13) involv-
ing the skeleton of ‘null’ constraints, and its associated scaffold of special
configurations where a null root α is decomposed into two real roots β1 and
β2. As we shall emphasize below, this universal part is invariant under the
Weyl group of the hyperbolic algebra and already yields an infinite number
of constraints (associated to the intersection of the light-cone with the root
lattice). This ‘universal part’ is, however, not invariant under the hyperbolic
algebra itself. As we shall see below, one can associate to each choice of a
finite-dimensional subalgebra (used as a way of ‘slicing’ the hyperbolic alge-
bra by means of a corresponding level decomposition) a way of generating
additional constraints by covariantizing under that subalgebra. Each such
covariantization procedure allows one to ‘flesh out’ the skeleton by adding
new constraints inside the light cone and also terms with β1 and β2 not both
real. The prescription will be made more precise in section 3 when we discuss
the example of E10.
A further general issue regarding (2.13) is the operator ordering. Below
we will work with similar expressions involving functions on classical phase
space which are commuting. [Note that they commute as functions, but do
not ‘Poisson commute’.] For those the issue of ordering becomes relevant
only after the transition to the quantum theory, which we will not consider
here. Finally, as written, (2.13) is meant to define only one constraint per
root even though null roots have multiplicity greater than one.
The structure of null roots in hyperbolic over-extended algebras is known
to be given by Weyl orbits through
∆null =
⋃
n∈Z\{0}
W · (n δ) , (2.15)
where W is the hyperbolic Weyl group and δ the primitive null root of the
affine algebra embedded in the hyperbolic extension. Restricting the con-
struction (3.5) to affine generators reduces all the Weyl orbits to points since
δ is invariant under the affine Weyl group. Hence the construction gives
12
constraints only for the roots α = n δ in agreement with the affine Sugawara
construction (2.7).
At this point, we stress a possible qualitative difference between the usual
affine Sugawara construction (2.7) and the corresponding hyperbolic con-
struction (2.13) at the present stage of our understanding of the construction.
The affine Virasoro constraints Ln δ form a two-sided tower, where n runs over
the set of integers Z, while it seems consistent that the hyperbolic constraints
Lα,s¯ run over a set C which is a one-sided convex cone, contained within the
past light-cone of the Lorentzian root lattice. This one-sided structure of
the constraints was clearly apparent in [4], where only constraints Lα corre-
sponding to negative imaginary α were found, as will be shown in section 3
below.10
This asymmetry between the two-sidedness of the usual affine (Virasoro)
constraints, and the one-sidedness of the hyperbolic ones, seems to be deeply
rooted in the different physics (and mathematics) associated to the origin of
these constraints. In the usual affine case, the origin of the constraints is
a gauge invariance under reparametrizations of (two) periodic (world-sheet
light-cone) variables σ± = τ ± σ. The periodic nature of these variables,
and the real (or hermitian) character of the worldsheet embedding func-
tions, e.g. ∂±X
µ(τ, σ), implies the existence of two-sided Fourier expansions
involving, for each choice of sign in σ± the two complex-conjugated basis
functions exp(+inσ±) and exp(−inσ±). By contrast, the hyperbolic coset
models should describe the gravitational physics taking place near a space-
like singularity, i.e., in a time-asymmetric situation of the type t→ 0+, say.
Moreover, the hyperbolic coset model is itself parametrized asymmetrically
in terms of positive roots only. The analysis of the dynamics of supergravity
in [3] found evidence for relating the supergravity fields to one-sided towers of
coset variables. This tower consists of the so-called ‘gradient generators’ that
are conjectured to correspond to multiple spatial gradients, roughly in terms
of a spatial Taylor expansion. It is then natural to conjecture that the usual
space-dependent supergravity constraints will also give rise to one-sided-only
towers of ‘gradient cousins’ of the (already one-sided) low-level constraints
discussed in [4].
10There was a further one-sidedness in [4] related to the fact that we were working in
a truncated coset whence only a Borel subalgebra of the hyperbolic algebra played a role.
This effect is an artefact of the truncation and irrelevant to the present construction.
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Another (related) argument for expecting that the tower of coset con-
straints be one-sided only, is the idea proposed in [4] that the set of con-
straints be just large enough to reduce the exponentially infinite number of
variables entering the hyperbolic coset models to a much smaller number of
degrees of freedom involving only a rather small vicinity of the future light-
cone in root space (i.e., essentially the gradient generators, plus a relatively
manageable set of extra M-theoretic degrees of freedom). To achieve such a
strong reduction in the number of degrees of freedom, without killing them
all, it is natural to have a set of constraints C which fills, like the coset
variables, a one-sided cone and whose degeneracies do not grow faster than
the ones of the roots. Note, however, that our intuitive argument cannot
exclude the possibility that the constraints fill a double-sided cone, if the de-
generacies of the constraints are such that the sum of the positive-sided and
negative-sided ones does not grow faster than the positive-root degeneracies.
Whatever be the ultimate definition of the physically correct set of coset
constraints, Lα,s¯, one would expect it to satisfy some commutation relations
(of the general type [L,L] = O(L)) reflecting some aspects of the (currently
unknown) underlying gauge symmetry of the hyperbolic models, in the same
way that the Virasoro algebra (2.9) is a gauge-fixed remnant of the world-
sheet diffeomorphism symmetry of the underlying (Nambu-Goto-type) string
action. Given the trial expression (2.13) one can wonder what algebra these
expressions satisfy, i.e., whether there is a generalization of the Virasoro alge-
bra (2.9) associated with our construction. While a conclusive answer to this
question would require a knowledge of the E10 algebra which is presently
not available, we can at least formulate the following expectation. Under
the Poisson (or Dirac) bracket the grading of the algebra implies that the
simplest type of commutation relation one might have is of the form
{Lα,Lβ} =
∑
γ
Jα+β−γLγ . (2.16)
As we shall discuss in the next section below, relations of the type (2.16) do
hold if we consider only the (truncated, low-level) constraints of [4]. How-
ever, the vast generalization of the definition of the constraints introduced
in the present paper makes the validity of a result of the type (2.16) highly
non-trivial and dependent upon delicate structures that we do not currently
understand in detail. Indeed, there are two non-trivial assertions contained
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in the expected result (2.16). The first one is that the trilinear11 expression
in current components on the r.h.s. organizes itself into products between
constraints and certain current components, much in the same way as for the
affine Virasoro algebra (cf. (2.9) where the r.h.s. is a product of a constraint
Lnδ by a (conserved) algebra generator c). The second claim relates to the
roots γ contributing on the r.h.s. and the question whether these only cover
constraints that had been defined previously. Both points are important for
ascertaining the closure of the constraint algebra. The fact that only strongly
conserved coefficients appear in the algebra of constraints is important for the
discussion of open algebras, as mentioned in the introduction. We note one
point concerning (2.16) in comparison to the affine Virasoro algebra (2.9).
There it was important that an additive structure existed on the set of all
roots for which generators Lmδ were defined. Here, we expect that this ad-
ditive structure will be replaced by a certain convexity-related structure of
the cone C, akin to the structure of integrable highest-weight representations
[23]. Though we do not yet fully comprehend this structure, we shall see
below that our proposed ‘fleshing out’ of the skeleton ensures (when starting
from a past-light-cone-only skeleton) the convex structure of a solid cone,
i.e., all α’s generated by our construction lie on or inside the light-cone.
3 Universality and relation to supergravity
In this section we specialize to the case of E10 whose Dynkin diagram is given
in figure 1. The relation to supergravity will help to make the construction
of the preceding section more concrete. An important role will be seen to be
played by the relation between D = 11 supergravity (or type IIA in D = 10),
and type IIB in D = 10.
3.1 Consistency with supergravity constraints: D = 11
The Sugawara constraints (2.13) can be interpreted as constraints to be im-
posed on geodesics on the infinite-dimensional coset space E10/K(E10) as
follows [4]. The global E10 symmetry gives rise to conserved Noether charges
J ∈ Lie(E10) that can be expanded in the orthonormal basis {T
(s)
α |α ∈
11The hyperbolic Lie algebra structure {J, J} = J guarantees that the commutator of
two J-bilinear constraints L is only trilinear in the J ’s.
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Figure 1: Dynkin diagram of E10 with numbering of nodes.
∆hyp, s = 1, ...,multα} as
J =
∑
α∈∆hyp
multα∑
s=1
J (s)α T
(s)
α . (3.1)
The pairing between charges and generators is as in [4]:
J = . . .+
1
3!
(−1)
J
m1m2m3Fm1m2m3+
(0)
J
m
nK
n
m
+
1
3!
(1)
Jm1m2m3E
m1m2m3 + . . . , (3.2)
where we have for definiteness chosen the gl(10) level decomposition of E10
that is reviewed in appendix A.1. An important point to note here is that
tensor generators and coefficients transform contragrediently. For instance,
for the Chevalley-Serre generators this translates into the following identifi-
cation
Tα1 = K
1
2
[
∼ e1
]
Jα1 = J
2
1
[
∼ f1 = −ω(e1)
]
(3.3)
and so on, where ω is the Chevalley involution on E10. With this identifica-
tion of algebra generators and current components we can work either in the
universal enveloping algebra, generated by the Tα, or in the Poisson algebra,
generated by the current components Jα. Namely, when considered as ele-
ments of a Poisson algebra on phase space, the components J
(s)
α close into
the same hyperbolic algebra under Poisson commutation, as follows directly
from the Hamiltonian formulation of the coset space dynamics. That is, we
have the canonical brackets
{
J (s1)α1 , J
(s2)
α2
}
= f
(s1)(s2)α1+α2
α1 α2 (s12)
J
(s12)
α1+α2 , (3.4)
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identical (including the sign) to the commutation relations of the hyperbolic
algebra (2.11). The classically conserved charges of the E10/K(E10) model
are commuting functions on phase space in terms of which we write the
classical constraints as
Lα =
∑
β∈∆hyp
∑
s,s′
Ms,s′(α, β)J
(s)
α−βJ
(s′)
β . (3.5)
without specifying the summation over the ‘internal’ degrees of freedom at
this point (that is, the matrix Ms,s′(α, β)). The Hamiltonian (scalar) con-
straint entering the coset model of [3] can be represented as the special mem-
ber of the hierarchy of constraints (3.5) corresponding to α = 0
L0 ≡ H =
∑
β≥0
multβ∑
s=1
J
(s)
−βJ
(s)
β . (3.6)
In this way one confirms that all Noether charges J
(s)
α are indeed classically
conserved because they Poisson commute with H:
{
H, J (s)α
}
= 0 . (3.7)
This is a direct consequence of the fact that H is just the quadratic Casimir
operator for the hyperbolic algebra (see chapter 2 of [23] for a proof and
the explicit computation). We note also that for the Hamiltonian constraint
(3.6) the issues of contracting generators from root spaces of different dimen-
sions are absent since the root spaces of α and −α always have the same
dimension. Since all components of J are conserved, any expression of the
type (3.5) is strictly conserved for any geodesic. We can therefore consis-
tently constrain the geodesic motion on the coset space by demanding that
the initial conditions satisfy Lα = 0.
In [4] we have shown (with the same truncation of higher order spatial
gradients as in [3]) that the canonical constraints of D = 11 supergravity can
be successively rewritten in two different (but related) forms. Our analysis
used an A9 = sl(10) level decomposition of the E10 algebra, corresponding
to the removal of node 10 in fig. 1. The results of this level decomposition
of [3, 27] are reproduced in appendix A.1. The explicit computation involved
the determination of various numerical coefficients in the E10 expressions
that were originally fixed by requiring weak conservation of the constraint
surface under the coset model equations of motion. Comparison with the
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canonical D = 11 supergravity constraints and use of the dictionary then
showed precise agreement of these numerical coefficients, thus extending the
correspondence between the E10/K(E10) coset model and the (truncated)
D = 11 supergravity equations of motion to the full canonical formulation.
In section 3.1.2, we shall show that, remarkably, these specific numerical
coefficients found for the supergravity constraints in [4] coincide with our
proposed sum over canonically normalized current components (3.5) when
both β and α−β are real and for unit coefficients Ms,s′(α−β, β). In addition
to this unearthing of a hidden simplicity in the definition of the constraints,
another advantage of writing the constraints in the form (3.5) is that this
will allow us to evaluate them also for other level decompositions, and in this
way to verify agreement with the canonical constraints of massive IIA and
IIB supergravity as well. The agreement between the dynamical (evolution)
equations of these theories with the coset model equations in appropriate
truncations had already been established in [11, 13, 14]. Moreover, the form
(3.5) is directly amenable to an affine reduction, and brings out more clearly
the analogy with the affine Sugawara construction.
3.1.1 On the roots associated to the supergravity constraints
Let us first turn to the detailed consideration of the set of roots, including
their multiplicities, that are associated to supergravity constraints. In the
case of D = 11 supergravity, these constraints are, respectively, the diffeo-
morphism and Gauss constraints, and the Bianchi identities for the 4-form
field strength and the Riemann tensor.12 The analysis of [4] was based on
a gl(10) level decomposition truncated at level ℓ = 3, such that, when ex-
pressed in terms of the conserved E10 Noether current in this decomposition,
the constraints take the form
(−3)
L
n1...n9 = 28
(−1)
J
[n1n2n3
(−2)
J
n4...n9] + 3
(−3)
J
p|[n1...n8
(0)
J
n9]
p , (3.8a)
(−4)
L
m1...m10||n1n2 =
21
10
(−2)
J
n1[m1...m5
(−2)
J
m6...m10]n2 +
3
2
(−3)
J
n2|[m1...m8
(−1)
J
m9m10]n1
−(n1 ↔ n2) , (3.8b)
12In a more conventional canonical analysis, one would not interpret the Bianchi iden-
tities as proper constraints, as they are not directly associated to gauge transformations,
unlike the diffeomorphism and Gauss constraints. In the present setting, however, they
would correspond to generators of gauge transformations on the dual fields, i.e., on the
7-form field and the ‘dual graviton’.
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for the diffeomorphism and Gauss constraints and
(−5)
L
m1...m10||n1...n5 = 3
(−2)
J
m1m2[n1...n4
(−3)
J
n5]|m3...m10 , (3.8c)
(−6)
L
m1...m10||n0|n1...n7 = 9
(−3)
J
n0|m1...m8
(−3)
J
m9|m10n1...n7 . (3.8d)
for the Bianchi identities. Here, we have changed the normalization of the
charge J (−3) compared to [4, 12] so that all highest weight states are uniformly
normalized to unity (the usefulness of this re-definition was already pointed
out in footnote 19 of [4]). Explicitly, the normalizations of the E10 generators,
in their A9 decomposition, are
〈
(0)
J
a
b|
(0)
J
c
d〉 = δ
a
dδ
c
b − δ
a
b δ
c
d , 〈
(−1)
J
a1a2a3 |
(1)
Jb1b2b3〉 = 3! δ
a1a2a3
b1b2b3
,
〈
(−2)
J
a1...a6 |
(2)
Jb1...b6〉 = 6! δ
a1...a6
b1...b6
, (3.9)
By contrast, for the mixed symmetry field on level |ℓ| = 3 we shall take here
a normalization that differs from the one given in Eq. (2.30) of [12] by a
factor 1/9, viz.
〈
(−3)
J
a0|a1...a8 |
(3)
Jb0|b1...b8〉 =
8 · 8!
9
(
δa0b0 δ
a1...a8
b1...b8
− δa0[b1δ
a1...a7 a8
b2...b8]b0
)
. (3.10)
This normalization is chosen so that operators associated to real roots (two
indices identical) have unit norm, like the highest weight
〈
(−3)
J
10|3 4 5 6 7 8 9 10|
(3)
J10|3 4 5 6 7 8 9 10〉 = 1 (3.11)
whereas for operators associated to null roots (all indices different)
〈
(−3)
J
2|3 4 5 6 7 8 9 10|
(3)
J2|3 4 5 6 7 8 9 10〉 =
8
9
. (3.12)
In addition to these normalizations, we have used in (3.8) the same
implicit antisymmetrization conventions as in [4]. For instance, the ex-
pression in (3.8c), corresponding to a Bianchi constraint on the four-form
field strength, is understood to be antisymmetrized (with weight one) over
m1 . . .m10; furthermore the last relation (3.8d) is to be projected onto a
(7, 1) hook for the indices n1 . . . n7 and n0. We note that for the constraints
listed in (3.8) there are no ordering ambiguities in a possible transition to
19
operator expressions in a quantum theory, except for L(−6) in (3.8d), since
all commutator terms vanish by Jacobi or Serre relations; for instance
[
(−1)
J
[m1m2m3 ,
(−2)
J
m4...m9]
]
∝
(−3)
J
[m1|m2...m9] = 0 (3.13)
Let us now exhibit the roots underlying the diffeomorphism constraint
(3.8a). For this, we first consider its highest component, corresponding to the
indices 2 3 4 5 6 7 8 9 10. To identify the root α to which it belongs we must
find the eigenvalues under the ten Cartan generators of E10. (Indeed, the
‘covariant’ components, αi ≡ α(hi) of a root precisely encode the eigenvalues
in [hi, eα] = α(hi)eα.) Since we are working with the current components J
we display the Cartan elements in this description. In the gl(10) basis the
Cartan elements are
hi = J
i
i − J
i+1
i+1 (i = 1, . . . , 9) ,
h10 = −
1
3
(
J11 + . . .+ J
7
7
)
+
2
3
(
J88 + J
9
9 + J
10
10
)
. (3.14)
Alternatively, one can do the calculation with Lie algebra elements, using
the more familiar expressions of the Cartan generators hi in terms of Lie
algebra generators recalled in appendix A.1. (In that case, one notes that the
constraint L(−3) 2 3 4 5 6 7 8 9 10 is associated with the contragredient Lie-algebra
basis element F2 3 4 5 6 7 8 9 10.) An easy calculation shows that the only non-
zero eigenvalue corresponds to h1 (first node in figure 1), and is equal to +1.
Hence, the list of ‘covariant’ components αi ≡ α(hi), also known as ‘Dynkin
labels’, is [+1, 0, 0, 0, 0, 0, 0, 0, 0, 0]. This is equivalent to saying that the root
associated to the highest component of the diffeomorphism constraint is equal
to the fundamental weight Λ1 associated to the simple root α1.
13 To explicitly
write the root α = Λ1 associated to the highest diffeomorphism constraint in
terms of the simple roots, we must convert its Dynkin labels to root labels,
i.e., pass from covariant indices to contravariant ones by using the inverse
of the Cartan matrix Aij = 〈hi|hj〉. This leads to the corresponding root
13 The fundamental weights Λi are defined as dual to the simple roots αj w.r.t. the
Cartan inner product: 〈Λi|αj〉 = +δij . The fact that Λ1, and the integrable highest-weight
representation L(Λ1) built from it, is related to the tower of constraints was already dis-
cussed at some length in [4]. This relation does not mean, however, that L(−3) 2 3 4 5 6 7 8 9 10
is a highest weight vector for the action of all the E10 generators. Actually, as was already
shown in [4], and will be further discussed in section 3.3, it fails to be one.
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α = −(α2+2α3+3α4+4α5+5α6+6α7+4α8+2α9+3α10) ≡ −δ, where the
(positive) root δ denotes the primitive null root of E9 ⊂ E10. In particular,
this shows that the root α = Λ1 associated to the highest component of the
diffeomorphism constraint is a negative null root.14 We can therefore write
for this particular component
(−3)
L
2 3 4 5 6 7 8 9 10 ≡ Lα with α = Λ1 = −δ ≡ −δ
(3) . (3.15)
Let us now consider consider the roots associated to the other components
of the diffeomorphism constraint (3.8a). They are obtained by the action of
the permutation group S10 on the indices. Since the permutation group is the
Weyl group of sl(10), we conclude that all components of the diffeomorphism
constraint are associated with (negative) null roots, forming a single orbit of
the Weyl group W (sl(10)). These null roots can be obtained by acting with
the corresponding Weyl transformation on δ, such that
w (Lα) = Lw(α) (3.16)
where w on the left hand side acts on the indices of the constraint L by
permuting them.
Let us now proceed to considering the roots associated to the higher-level
(or rather ‘lower-level’, as the levels are negative) constraints. To find the
roots for the level ℓ = −4 and ℓ = −5 constraints in (3.8b) and (3.8c), we con-
sider their highest weight components. These are L(−4) 1 2 3 4 5 6 7 8 9 10||9 10 and
L(−5) 1 2 3 4 5 6 7 8 9 10||6 7 8 9 10, respectively. A straightforward calculation gives
the eigenvalues [0, 0, 0, 0, 0, 0, 0, 1, 0,−1] and [0, 0, 0, 0, 1, 0, 0, 0, 0,−1], respec-
tively. The corresponding roots are again found to be null and negative. In
view of the fact, recalled in (2.15), that all null roots are Weyl images of
the basic one-dimensional string of affine null roots n δ, we can look for the
specific affine root n δ from which they descend. We find that it is −δ, i.e.,
n = −1. In other words, in addition to being null, the roots associated to
14We note that the association of the ‘null’ ( or ‘cusp’) fundamental weight Λ1 to the
diffeomorphism constraint is valid not only for maximal supergravity and E10, but also for
other (super)gravity theories. For instance, for pure gravity in any spatial dimension d the
basic (diffeomorphism) constraint is always associated to roots of the form −µa, where µa
(with a = 1, . . . , d) denotes the null roots that are contained within the GL(d) multiplet
of the ‘gravity root’. The notation µa = −β
a +
∑
c β
c is the notation used in [28]. Note
that the null root −µ1 is indeed the fundamental weight associated with the ‘hyperbolic’
node of AEd (as explicitly dispayed in equation (3.14) of [29]).
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the level ℓ = −4 and ℓ = −5 constraints can be obtained from the ‘basic’
ℓ = −3 ‘diffeomorphism-constraint’ root α = Λ1 = −δ ≡ −δ
(3) by applying
some E10 Weyl reflection: wα(β) = β − (α · β)α (here simplified by taking
into account the fact that α · α = 2 for the roots of a simply laced algebra).
More explicitly, we have:
δ(4) = wθ(δ
(3)) , θ := α1 + α2 + α3 + α4 + α5 + α6 + α7 + α10 (3.17)
and
δ(5) = wθ′(δ
(4)) , θ′ := α6 + 2α7 + 2α8 + α9 + α10 (3.18)
where we have given the explicit Weyl reflections in W(E10) that move be-
tween the different levels. Note that θ is the highest root of the embedded
A8 algebra associated with the IIB theory, and θ
′ is the highest weight of an
embedded D5 algebra. Finally, similarly to the case of the roots associated to
L(−3), the fact that the Young tableaux describing the GL(10) index struc-
ture of L(−4) and L(−5) are totally antisymmetric guarantees that all the roots
associated to the other components of these constraints are obtained from
the basic ones (3.17) and (3.18) by GL(10) permutations, i.e., by further
Weyl reflections. In particular, all of them are null.
So far all the roots associated to the first three levels of constraints have
been found to be light-like (and negative). The constraint L(−6) differs from
the lower level ones in that it is the first in the hierarchy of constraints to
involve a non-trivial Young tableau. As a consequence, we are going to see
that it contains a mixture of null (α2 = 0) and time-like (α2 = −2) roots.
More precisely, the highest weight component L(−6) 1 2 3 4 5 6 7 8 9 10||10|4 5 6 7 8 9 10
is easily checked to be associated to a null root, which can be obtained from
−δ(5) by the following Weyl transformation
δ(6) = wθ′′(δ
(5)) , θ′′ = α4 + 2α5 + 2α6 + 2α7 + α8 + α10 (3.19)
Here, θ′′ is the highest root of an embedded D6 algebra. Covariantizing this
component under the action of the sl(10) = A9 subalgebra gives a represen-
tation of (7, 1) hook type which is not a pure antisymmetric tensor unlike
the constraints on levels −3, −4 and −5. From the point of view of the
permutation group S10 = W(sl(10)) this means that there are two separate
orbits under W(sl(10)). The ‘outer’ orbit consists of permutations of the
lowest weight indices and corresponds to null roots of E10. The inner orbit
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corresponds to imaginary E10 roots with α
2 = −2. In terms of the super-
gravity constraint (3.8d) these two orbits correspond to cases when there are
two identical indices on the (7, 1) hook part or when they are all different,
respectively. The ‘skeleton’ of null roots −δ(3),−δ(4),−δ(5), . . ., together with
their multiples (discussed below) and their time-like descendants, is sketched
in figure 2.
Figure 2: Sketch of the set C of roots (and notably its ‘skeleton’ of null roots
on the past light-cone) labelling the extended set of constraints constructed
in this paper.
Let us finally note that all null roots α appearing in these constraints ap-
pear with multiplicity one, although the same roots, considered as E10 roots
have the non-trivial root multiplicity eight. That the null roots appear with
multiplicity one in the Sugawara construction should be so by consistency
with the affine case. By contrast, the purely imaginary roots belonging to
the inner orbit of L(−6) have multiplicity seven as constraints compared to
multiplicity 44 as roots of E10.
3.1.2 Supergravity constraints and canonical normalization
So far we have analyzed the roots α labelling the l.h.s. of our basic Sugawara-
like expression (2.13). Next we analyze the roots β1, β2 contributing to the
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right hand side of (2.13). Our principal aim here will be to see what are the
values of the numerical coefficients Ms1,s2(β1, β2) that enter the Sugawara-
like sum. We start here from the explicit GL(10)-decomposed form (3.8).
To this aim let us consider the components of the currents J on the r.h.s.
where the indices are distributed in a specific way. For example, we can pick
out two representative terms where only operators for real roots appear and
obtain
(−3)
L
2 3 4 5 6 7 8 9 10 ∋ 28 ·
3! · 6!
9!
(−1)
J
2 3 4
(−2)
J
5 6 7 8 9 10 + 3 ·
8!
9!
(−3)
J
2|2 3 4 5 6 7 8 9
(0)
J
10
2
=
1
3
(
(−1)
J
2 3 4
(−2)
J
5 6 7 8 9 10+
(−3)
J
2|2 3 4 5 6 7 8 9
(0)
J
10
2
)
. (3.20)
Hence, we find the remarkable fact that the combinatorial factors appearing
in (3.8a) are precisely such as to imply, in the root basis, a relative normaliza-
tion equal to unity. As the overall prefactor 1/3 (as well as the corresponding
1/60 in the formulas below) is merely chosen to agree with the normalisa-
tions in [4], it might eventually be traded for a more convenient one. Thus,
all terms in the bracket belong to real roots and are canonically normalized,
justifying in retrospect the relative factor in (3.8a) by (3.5).
For the Gauss constraint (3.8b) one similarly finds
(−4)
L
1 2 3 4 5 6 7 8 9 10||9 10 ∋
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10
·
2 · 5! · 5!
10!
(−2)
J
9 1 2 3 10 4
(−2)
J
5 6 7 8 9 10
+
3
2
·
1
2
·
2 · 8!
10!
(−3)
J
9|9 10 1 2 3 4 5 6
(−1)
J
7 8 10 (3.21)
=
1
60
(
(−2)
J
9 1 2 3 10 4
(−2)
J
5 6 7 8 9 10+
(−3)
J
9|9 10 1 2 3 4 5 6
(−1)
J
7 8 10
)
.
Again, the terms appear with the same relative coefficient and confirm the
expression (3.5) for real roots.
For the constraints (3.8c) and (3.8d) on levels ℓ = −5 and ℓ = −6 there
is nothing to check since there is only one type of term. The basic ‘scaffold’
of Sugawara constraints exhibiting a decomposition α = β1 + β2 with α null
and β1, β2 real is illustrated in figure 3. Note that the relations α
2 = 0 and
β21 = β
2
2 = 2 imply that α ·β1 = 0 = α ·β2, i.e., that β1 and β2 are orthogonal
to α, so that they belong to the hyperplane tangent to the light-cone along
the considered null root (see figure 3, where one has chosen α = −δ). One has
to imagine the infinite ‘scaffold’ made by the tangent hyperplanes associated
to the infinite skeleton of Weyl images of −δ.
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Figure 3: Sketch of one of the basic elements of the infinite ‘scaffold’ of
special Sugawara configurations α = β1+β2 with α null and β1, β2 real. The
real roots β1, β2 lie within the hyperplane tangent to the light-cone along the
null root (here chosen to be α = −δ). One must imagine completing the
structure shown here by all its Weyl images.
3.1.3 General structure of constraints
We note that there are also terms contributing to (3.5) where not both of
Jα−β and Jβ are real. For example, (3.8a) contains a term
(−3)
L
2 3 4 5 6 7 8 9 10 ∋
1
3
(−3)
J
1|2 3 4 5 6 7 8 9
(0)
J
10
1 , (3.22)
where an imaginary level three root is contracted with a real level zero root
(albeit positive). Similar contractions appear also for the other constraints.
Note that, though, after removing the same prefactor (1/3) as above, we
have again a simple coefficient unity, the time-like-root generator associated
to the level −3 root is such that its normalization involves the fraction 8/9,
see (3.12).
At this stage, we start seeing several patterns appearing within the struc-
ture of the constraints, and notably in the set C labelling the roots (together
with their multiplicity) associated to the constraints. A first pattern is that,
so far, all the constraints can be labelled by the members of the integrable
25
highest-weight representation descending from the fundamental weight Λ1,
which is dual to the first (‘hyperbolic’) node of the Dynkin diagram, figure 1.
A second, closely related, pattern is that the pattern of roots comprise many
null roots, and that the null constraint-roots studied so far all belong to the
Weyl orbit of Λ1 = −δ. A third pattern is the simple (unit) relative nor-
malization of the contributions (α, β1, β2) to the Sugawara expression (2.13)
involving the decomposition of a null root α into two real roots (β1, β2). A
fourth pattern is that the null roots associated to non purely antisymmetric
Young tableaux give rise, upon covariantization under GL(10), to a set of
roots which ‘penetrate’ within the past light-cone, i.e., which are time-like
(and past-directed) rather than light-like.
It is tantalizing to generalize these patterns to the infinite tower of coset
constraints that we are trying to construct. We can first assume that the set
C of ‘constraint roots’ contains the full weight diagram, say P (Λ1), of the
fundamental representation L(Λ1) based on Λ1 = −δ. By proposition 10.1
of [23] we know that P (Λ1) (including its multiplicities) is invariant under
the full E10 Weyl group, W(E10). In particular, this would imply, in view
of (2.15), that there is an infinite sequence of null constraints related to the
orbit of minus the primitive null element −δ. Upon covariantization of the
resulting highest weight vectors under sl(10) we obtain a series of constraints
related to δ as indicated in the first row of the following table
ℓ = −3 ℓ = −4 ℓ = −5 ℓ = −6 ℓ = −7 ℓ = −8 . . .
−δ L
(−3)
(−δ) L
(−4)
(−δ) L
(−5)
(−δ) L
(−6)
(−δ) L
(−7)
(−δ) L
(−8)
(−δ) . . .
−2δ L
(−6)
(−2δ) L
(−8)
(−2δ) . . .
...
Here, we added a subscript (−δ) to all the constraints in theW(E10) orbit
of −δ and suppressed the labels for the W(sl(10)) suborbits in the columns.
Let us also recall the existence of the Hamiltonian constraint, L0, which could
be thought of as being associated to the 0th multiple of δ.
In addition to the ‘skeleton’ of null roots constituting the Weyl orbit of
Λ1 = −δ, the weight diagram P (Λ1) of L(Λ1) contains all (past-directed)
time-like roots. This follows from proposition 11.2a of [23]. To apply this
proposition, we need, for each putative weight µ within the Weyl chamber
(µ ∈ P+; i.e. µ =
∑10
i=1 piΛi, with pi ≥ 0), to control the ‘support’ of the
root Λ1−µ, i.e. the non-zero coefficients mj in its simple-root decomposition:
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Λ1 − µ =
∑10
j=1mjαj. Using 〈Λ1|αj〉 = δ1j , and 〈αi|αj〉 = Aij , the root-basis
integers mj are easily seen to be related to the weight-basis integers pi via
the knowledge of the inverse of the E10 Cartan matrix Aij. Now, by explicit
inspection of this inverse Cartan matrix (see, e.g, [30]), one finds that the
only place in it where there is a zero in the first column is in the first row.
This shows that any element of the Weyl chamber µ =
∑10
i=1 piΛi such that
pi 6= 0 for at least one i among 2, . . . , 10, the vector Λ1−µ has non-vanishing
‘support’ m1 on the first node and hence is ‘non-degenerate w.r.t Λ1’ (in
the sense defined in section 11.2 of [23]). Hence, by Kac’s proposition 11.2a
such µ’s are indeed weights (together with their Weyl images). The only
exceptional case is when pj = 0 for j = 2, . . . , 10, which corresponds to
µ = p1Λ1. In other words, we have found that all the negative time-like
weights belong to P (Λ1), but that the multiples of Λ1 = −δ are not part of
the weight diagram P (Λ1).
15
Though the set P (Λ1) is already quite large, it only corresponds to the
GL(10) covariantization of the first row in the table above. In view of
the structure of the usual affine Virasoro-Sugawara constraints Ln δ recalled
above, together with the known structure of E10 null roots (2.15), it is now
quite natural to conjecture that the ‘null skeleton’ of C contains, in addi-
tion to the orbit of −δ (first row in the table) the Weyl orbits of (negative)
multiples of δ: −nδ. This amounts to conjecturing that, besides the weight
diagram P (Λ1) of the fundamental representation L(Λ1), we must add the
weight diagrams P (nΛ1) (with n = 2, 3, . . .) corresponding to the multiple
tensor product of L(Λ1) with itself: L(Λ1)⊗ L(Λ1), L(Λ1)⊗ L(Λ1)⊗ L(Λ1),
etc..
Besides this mathematical argument for conjecturing an extension of the
set of constraints beyond the ones related to the Weyl orbit of −δ (and its
covariantization), there is a physical argument suggesting the necessity of
this extension. Indeed, all the constraints discussed so far correspond, in
view of the ‘dictionary’ of [3], to the values at one spatial point, of some
space-dependent supergravity constraints. For instance, L(−3)n1...n9 is the
15Another way of seeing this is by using proposition 11.3 of [23] where P (Λ1) is described
as the convex hull of the Weyl orbit of Λ1. The infinitely many Weyl images of Λ1 all lie on
the light-cone (and densely approximate any null direction) and one might think that the
convex hull covers all points on the light-cone. This is not true since one is constructing
the convex hull as an infinite union of closed sets but this is not necessarily closed. In the
present case it is open and misses exactly the multiples of Λ1 and their Weyl images but
the convex hull covers all points inside the light-cone.
27
spatial ǫn1...n10 dual of the diffeomorphism constraint Hm(x0), taken at the
specific spatial point x0 around which one analyzes the asymptotic behaviour
of the supergravity fields as t→ 0. However, the full supergravity diffeomor-
phism constraint consists of imposing the vanishing of Hm(x) at all spatial
points. When expanding the diffeomorphism constraint Hm(x) in a (ten-
dimensional) spatial Taylor expansion around the base point x0, we see that
we should replace the unique constraint Hm(x0) ∼ L
(−3) n1...n9 by an infi-
nite gradient tower of spatial derivatives of the form ∂m1...mkHm(x0). For
instance, at the first spatial-gradient level m = 1, we should be considering
the two irreducible GL(10) tensors contained in ∂mHn(x0), i.e., its symmetric
and antisymmetric parts. Dualizing back these first-gradient constraints by
means of ǫn1...n10 , we are led to expecting that the ‘first-gradient descendants’
of L(−3)n1...n9 will comprise two GL(10) tensors bearing 18 contravariant in-
dices, and belonging to two different Young tableaux: one with [9,9] boxes
(corresponding to the symmetric combination) and one with [10,8] boxes
(corresponding to the antisymmetric combination). The former corresponds
to the null root −2δ = 2Λ1, whereas the latter corresponds to the imaginary
Λ2 and so lies inside the past light-cone.
The extension of this gradient construction to the other supergravity
constraints (Gauss, etc.) then naturally leads us to conjecture the existence of
the second row of the table. Then, when considering higher spatial gradients
we are led to conjecturing the existence of further rows ‘stemming’ from −3 δ,
−4 δ, etc. One finds that the putative constraints associated with the Weyl
orbit of −nδ start on level ℓ = −3n and are spaced by n. Finally, it seems
that the full table is describing all possible weights on or inside the (past)
light-cone.
The notation in the table is condensed and does not display the sl(10)
representation structure of the various constraints. For example, the set of
constraints labelled by L
(−6)
(−δ) and L
(−6)
(−2δ) transform in different sl(10) repre-
sentations. The former one is in the hook representation of (3.8d), whereas
the latter has two sets of antisymmetric 9-tuples. Explicitly, one has the
following two index structures
(−6)
L
m1...m10||n0|n1...n7
(−δ) and
(−6)
L
m1...m9|n1...n9
(−2δ) . (3.23)
In the affine truncation to E9 only one member in each infinite sequence
(row) for a given −nδ is non-trivial because of the presence of 10-tuples of
antisymmetrized indices in the higher components. In the example (3.23)
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above, the first tensor vanishes in the affine truncation, whereas the second
one is non-zero. In addition, all the surviving constraints from the beginning
of each sequence reduce to singlets under sl(9). These are the L
(−3n)
(−nδ). This
(one-sided) sequence of constraints naturally correspond to the generators
L−nδ (for n > 0) of the affine Sugawara construction that we had introduced
in (2.7). (We will return below to specific issues concerning the contractions
of the null roots and Cartan subalgebra generators).
We do not present an explicit expression for the second rung of con-
straints, like the second term in (3.23), but note that on the contractions of
real root spaces it is given by the same general formula (3.5) as the other
constraints we have considered so far. Among the other constraints in L
(−nℓ)
(−nδ),
some have an index structure similar to the elementary L
(−ℓ)
(−δ), but with all
tuples replicated n times. For example, the index structure of L
(−8)
(−2δ) contains
a tensor with two 10-tuples and two 2-tuples
(−8)
L
m1...m10||p1...p10||n1n2|q1q2
(−2δ) . (3.24)
To complete this discussion, let us point out the following ‘experimental’
relation between the constraints and the level decomposition of the adjoint of
E10 under A9 [27]. ‘Admissible’ A9 representations in the level decomposition
rarely appear with outer multiplicity zero. Here, ‘admissible’ refers to solving
necessary diophantine conditions on the lowest weight vectors of a possible
A9 representation occurring in the adjoint representation of E10, see eqns. (6)
and (7) in [3]. The only cases up to ℓ ≤ 28 for which the outer multiplicity
of an admissible representation is zero are those when the associated lowest
root in the representation is null.16 More precisely, the only entries with
vanishing outer multiplicities in the tables of [27] occur at17
16This is no longer necessarily true when considering Kac–Moody algebras different from
E10 [21] or decompositions other than that under A9.
17We use two different notations for describing elements α of the (self-dual) E10 root
lattice, namely in terms of either the basis of simple roots αi or of the basis of fundamental
weights Λi: α =
∑
imiαi =
∑
i piΛi. In the former we write the ten-tuple of coefficients
with round parentheses (m1, . . . ,m10) and in the latter with square brackets [p1, . . . , p10].
The pi are often referred to as Dynkin labels. The A9 weight is obtained from [p1, . . . , p10]
by dropping the last entry p10 since this corresponds to the node that is deleted in the A9
level decomposition.
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Level E10 root A9 weight
ℓ = 3n n(0, 1, 2, 3, 4, 5, 6, 4, 2, 3) [n, 0, 0, 0, 0, 0, 0, 0, 0]
ℓ = 4n n(1, 2, 3, 4, 5, 6, 7, 4, 2, 4) [0, 0, 0, 0, 0, 0, 0, n, 0]
ℓ = 5n n(1, 2, 3, 4, 5, 7, 9, 6, 3, 5) [0, 0, 0, 0, n, 0, 0, 0, 0]
The first line corresponds to the root nδ and both the second and the
third line can be obtained from the first line by the Weyl transformations
given explicitly in eqs. (3.17) and (3.18). These entries have vanishing outer
multiplicities since the corresponding E10 generators are already contained in
the gradient representations on the relevant level. One potentially important
implication of the vanishing outer multiplicities is that there are no ordering
ambiguities because the relevant commutators always vanish, as in (3.13),
whereas ordering ambiguities will occur in general for higher level constraints
like L
(−6)
(−δ).
3.1.4 Algebra of constraints
Let us now return to the question of the constraint algebra (2.16) raised at
the end of section 2. We discuss this issue by using the explicit expressions
for the constraints (3.8). As discussed above, one would like the constraint
algebra to close with structure constants given by current components. From
the results of [4] it follows that one can generate higher level constraints from
lower level constraints by the action of the negative level current operator,
J (−1), i.e., that schematically
(−(ℓ+1))
L =
{
(−1)
J ,
(−ℓ)
L
}
, (3.25)
is valid for ℓ = −3,−4,−5. This property is equivalent to the result of [4] that
the constraints are ‘covariant’ under the upper Borel group E+10 (i.e., that
they form a representation of E+10; even if they do not form a representation
of the full group E10). In addition, the level-three truncated constraints (3.8)
have the property that their Sugawara expression contains only negative level
currents, i.e., schematically
(−ℓ)
L =
∑
p+q=ℓ
(−p)
J ·
(−q)
J , (3.26)
It is now easy to see that the two properties (3.25) and (3.26) imply that
the Poisson bracket of two constraints closes in the desired manner of (2.16).
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This is certainly an encouraging result, which suggests that the structure of
the constraints incorporates special features allowing for the existence of a
closed algebra of the type of a generalized Virasoro algebra (2.16).
However, it is not clear whether the two special properties (3.25) and
(3.26) continue to hold for the generalized infinite tower of E10 constraints
whose construction was sketched above. We shall see that the property (3.26)
is likely to be violated when implementing a certain ‘see-saw’ construction
defined below. As for the property (3.25) (which says that the contraints
form a representation of E+10), one reason for believing that it might not be
universally valid comes from the example of the affine Sugawara construc-
tion. There the constraints do not transform in a representation of the affine
algebra: L(−ℓ−n) 6=
{
J (−n),L(−ℓ)
}
. Rather one finds that it is the algebra
which transforms under the constraints, i.e., J (−ℓ−n) =
{
J (−n),L(−ℓ)
}
. We
leave to future work further discussion of this important issue.
3.2 Universality: D = 11, IIB and massive IIA
The full E10 Lie algebra can be obtained from the closure (via commutators)
of two of its finite-dimensional sub-algebras: (i) its A9 subalgebra (relevant
forD = 11 supergravity), and (ii) its A8⊕A1 subalgebra (relevant for type IIB
supergravity). The A9 subalgebra corresponds to nodes 1, 2, 3, 4, 5, 6, 7, 8, 9
of the Dynkin diagram in fig. 1; the A8 ⊕ A1 algebra corresponds to the
nodes 1, 2, 3, 4, 5, 6, 7, 10 and 9 in fig. 1. The two subalgebras A9 and A8⊕A1
together cover all ten nodes of the E10 diagram, and therefore their closure is
all of E10. For the A8 ⊕ A1 decomposition, the term ‘level’ refers to node 8.
For low levels, the decomposition under this A8 ⊕ A1 subalgebra, originally
performed in [21, 13], is reproduced in appendix A.2.
The two decompositions under A9 and A8 ⊕ A1 provide two different
bases for the same Lie algebra E10. In order to distinguish them we use
the letter J for the current components in the A9 decomposition, as already
done for example in (3.8), and the letter I for current components in the
A8 ⊕ A1 decomposition. Since the real root spaces are one dimensional it is
usually straightforward to explicitly work out the ‘change of basis’ between
the current components expressed in the J basis or the I basis. For example,
the root space of the real root α = −α10 contains the current component
J8 9 10 in the A9 decomposition. In the A8⊕A1 decomposition this root space
is part of the A8 ‘gravity line’ and therefore one obtains the following relation
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between the vectors of the two bases in the α = −α10 root space
(−1)
J
8 9 10 =
(0)
I
8
9 corresponding to E−α10 ≡ f10 . (3.27)
That the two generators are not on the same level with regard to the two
decompositions of the E10 algebra will be of crucial importance for the con-
struction we shall discuss next. In appendix A, we also recall the association
of the level decompositions with low-lying generators in an explicit tensor
basis for the two decompositions.
The fact that A9 and A8 ⊕ A1 together generate the whole E10 algebra
allows in principle to extend the lowest level supergravity constraints to ar-
bitrarily high levels by the following mechanism (which for obvious reasons
we will refer to as a ‘see-saw mechanism’). Among the root components
contributing to a given known constraint in one level decomposition, there
are some that correspond to ‘unknown’ levels in a different decomposition.
Covariantizing the resulting expression with regard to the gl(n,R) subalge-
bra relevant for that new decomposition we generate new components, which
in turn can be analyzed in terms of the first decomposition. Covariantizing
again, but now with respect to the first decomposition, we again generate
new components. It is easy to see that this procedure never stops, and so
continues ad infinitum.
To see how this construction works in a concrete example consider the
following terms in the D = 11 diffeomorphism constraint (3.8a), see also
(3.20),
(−3)
L
2 3 4 5 6 7 8 9 10 ∋
1
3
(
(−1)
J
2 3 4
(−2)
J
5 6 7 8 9 10 +
(−3)
J
9|2 3 4 5 6 7 9 10
(0)
J
8
9
+
(−3)
J
9|2 3 4 5 6 7 8 9
(0)
J
10
9 −
(−3)
J
8|2 3 4 5 6 8 9 10
(0)
J
7
8
)
. (3.28)
All the terms in the bracket correspond to canonically normalized real root
components of the current. In analogy with (3.27) one can now convert these
terms into the alternative basis provided by the A8 ⊕ A1 decomposition. In
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this way we obtain (see appendix A for the notation)
(−1)
J
2 3 4 =
(−2)
I
2 3 4 9 ,
(−2)
J
5 6 7 8 9 10 =
(−2)
I
5 6 7 8 ,
(−3)
J
9|2 3 4 5 6 7 9 10 =
(−3)
I
2 3 4 5 6 7,1˙ ,
(0)
J
8
9 =
(−1)
I
8 9,2˙ ,
(−3)
J
9|2 3 4 5 6 7 8 9 =
(−4)
I
2 3 4 5 6 7 8 9,1˙1˙ ,
(0)
J
10
9 =
(0)
I
2˙
1˙ ,
(−3)
J
8|2 3 4 5 6 8 9 10 =
(−4)
I
8|2 3 4 5 6 8 9 ,
(0)
J
7
8 =
(0)
I
7
8 . (3.29)
where dotted indices refer to the sl(2,R) algebra associated with node 9.
Putting this back into (3.28) one can see that this is part of a GL(9,R) ×
SL(2,R) covariant expression of the form18
(−4)
C
n1...n8 =
35
3
(−2)
I
[n1...n4
(−2)
I
n5...n8] −
28
3
(−1)
I
[n1n2,α
(−3)
I
n3...n8],βǫαβ
−
1
3
(−4)
I
n1...n8,αγ
(0)
I
β
γǫαβ −
8
3
(−4)
I
p|[n1...n7
(0)
I
n8]
p + . . . .(3.30)
where for clarity of notation we use the symbol C to denote the IIB con-
straints. Remarkably, this expression is exactly the diffeomorphism constraint
of IIB supergravity when the correspondence with E10 of [13] is used. This is
explained in more detail in appendix B.19 Indeed, using the expressions (A.5)
and (A.6) for the Cartan generators expressed in IIB variables, one finds that
the component 2 3 4 5 6 7 8 9 of the IIB diffeomorphism constraint is associ-
ated with the root space of −δ, just as is the component 2 3 4 5 6 7 8 9 10 of
the D = 11 diffeomorphism constraint, see appendix B. This suggests that,
possibly the two expressions agree completely. Inspecting all the different
root components and E10 generators one verifies
(−3)
L
2 3 4 5 6 7 8 9 10
∣∣∣
real roots
=
(−4)
C
2 3 4 5 6 7 8 9
∣∣∣
real roots
=
1
3
L−δ
∣∣∣
real roots
, (3.31)
i.e., the expressions agree on the bilinear expressions involving two real root
generators — as was, in fact, guaranteed by our use of the Weyl group in
18The 8-index tensor on the l.h.s. is fully antisymmetric. We use the convention that
ǫ1˙2˙ = +1 = −ǫ1˙2˙.
19We take this opportunity to point out a typo in the Einstein equation (67) in [13]:
The terms involving the (self-dual) five-form field strength should be multiplied by 1/2.
This does not affect the dictionary derived in that paper.
33
the covariantization procedure. We find it remarkable that there is such an
agreement between the constraints of two different physical theories expressed
in the simple algebraic fashion (3.5).
However, considering the bilinear terms contributing to the two expres-
sions, one finds that there are terms that differ, an explicit example can be
found in appendix C. One way to interpret this difference is the following:
The full set of constraints can be divided in two parts: (i) a universal part,
based on the ‘skeleton’ of null roots, and comprising the ‘scaffold’ of special
configurations
Lα =
∑
β1+β2=α
β1,β2 real
Jβ1Jβ2 for α null (3.32)
and, (ii) a non-universal part (the ‘flesh’) that depends on the choice of
subgroup under which one covariantizes the ‘scaffold’ part (3.32).
The universal part of the construction (3.32) has the property of being
preserved by the action of the discrete Weyl groupW (E10) and its subgroups
W (A9) and W (A8 ⊕ A1). By contrast, the covariantization of the skeleton
under the corresponding continuous groups GL(10,R) (for D = 11) and
GL(9,R)×SL(2,R) (for type IIB) leads to different results on the additional
new terms inside the light-cone that are generated by the covariantization.
That different new terms are possible is due to the fact that in those terms
one has to specify the coefficients Ms1,s2(β1, β2) for the contraction of root
spaces of different dimensions.20 These are fixed by covariance under a chosen
level decomposition subgroup.21
We believe there is some evidence that hyperbolic algebras may admit
a realisation akin to the realisation of affine algebras in terms of a spectral
parameter22, but our results here strongly suggest that, if there is such a re-
alisation, it will not be unique. Thinking of Sugawara constructions as being
associated with spectral parameters, this can be interpreted by saying that
the E10 algebra may not possess a single or unique set of spectral parameters.
Rather, one can and has to choose a set of spectral parameters by covariantiz-
ing under a subalgebra of one’s choice. If the spectral parameters are related
20A similar difference was already noted for the E9 contraction in [4].
21See, however, the suggestion above, Eq. (2.14) that one might use the Lie algebra
generator associated to the considered constraint-root α to define a universal way of pairing
the two different root spaces gβ1 , gβ2 .
22Some evidence from the structure of the compact subgroup K(E10) was given in [31].
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to space variables (as is the case for the affine algebras appearing in D = 2
supergravities), then this would be in good agreement with the anticipation
that one can make space-times of different dimensions emergent from E10,
depending on the choice of level decomposition [32]. From this point of view
the hyperbolic Sugawara construction considered here is less unique than in
the affine case since it depends on the choice of level decomposition. At the
same time it nicely incorporates the expected possibility of having different
spaces emerging from an U-duality (Weyl group) invariant scaffold.
On the other hand, restricting only to real root generators, we can now
use the agreement between the two expressions to construct new terms in-
volving higher level generators, showing the full power of the approach. The
crucial point is that the IIB diffeomorphism constraint (3.30) also contains
other components that are not contained in the previous expressions (3.8)
corresponding to the A9 level decomposition with the level truncation appro-
priate to D = 11 supergravity, for example the real root combination
(−4)
C
2 3 4 5 6 7 8 9 ∋
1
3
(−4)
I
8|2 3 4 5 6 7 8
(0)
I
9
8 . (3.33)
Translating again between the two different bases of E10 using
(0)
I
9
8 =
(+1)
J 8 9 10 ,
(−4)
I
8|2 3 4 5 6 7 8 =
(−4)
J
8 9 10|2 3 4 5 6 7 8 9 10 . (3.34)
we infer that this is part of an extended sl(10) covariant expression, namely
(−3)
L
m1...m9 → (3.8a) +
1
3 · 3!
(+1)
J p1p2p3
(−4)
J
p1p2p3|m1...m9 . (3.35)
The normalization is fixed by the term in the IIB expansion. This is also the
only possible contraction between A9 level +1 and −4 contributing to the
diffeomorphism constraint in D = 11. (The mass deformation generator on
ℓ = 4 does not contribute to the diffeomorphism constraint [14].) We note
that the generator appearing in this new piece of the D = 11 diffeomorphism
constraint is a gradient generator in the language of [3]. The new term in
the D = 11 constraint now has components on IIB level ℓ = −5 and ℓ = −6
that can be covariantized now under sl(9)⊕ sl(2) generating new terms. We
have carried out this procedure one step farther and found the following
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expressions for the ‘diffeomorphism constraints’ in A9 decomposition
(−3)
L
m1...m9 = 28
(−1)
J
m1m2m3
(−2)
J
m4...m6 + 3
(−3)
J
p|m1...m8
(0)
J
m9
p (3.36)
+
1
3 · 3!
(−4)
J
p1p2p3|m1...m9
(+1)
J p1p2p3 +
1
3 · 6!
(−5)
J
p1...p6|m1...m9
(+2)
J p1...p6
+ . . . .
with implicit antisymmetrization over [m1 . . .m9], and a corresponding ex-
pression in A8 ⊕ A1 decomposition
(−4)
C
m1...m8 =
35
3
(−2)
I
m1...m4
(−2)
I
m5...m8 −
28
3
(−1)
I
m1m2,α
(−3)
I
m3...m8,βǫαβ
−
1
3
(−4)
I
m1...m8,αγ
(0)
I
β
γǫαβ −
8
3
(−4)
I
p|m1...m7
(0)
I
m8
p (3.37)
+
1
3 · 2!
(−5)
I
p1p2|m1...m8,α
(+1)
I p1p2,α +
1
3 · 4!
(−6)
I
p1...p4|m1...m8
(+2)
I p1...p4
+ . . .
with implicit antisymmetrization over [m1 . . .m8]. Note that the index range
of the world indices is different in the two decompositions: In the D = 11
case, corresponding to A9, the index range is m = 1, . . . , 10 and in the type
IIB case, corresponding to A8 ⊕ A1, the index range is m = 1, . . . , 9. By
construction, these two expressions have the property that they agree on the
real roots. In this way one produces an expression for a Sugawara constraint
L−δ which extends to arbitrarily positive and negative step operators. We
also note the appearance of gradient generators precisely in accord with (2.2),
as these generators are the ones that reduce to the higher level affine gener-
ators in the truncation of E10 to E9 [31]. The gradient generators are those
generators related to real roots of the affine E9 [3, 27]. It is straightforward
to see that the infinite prolongation of our procedure will give rise to all the
terms needed to match with the full sum in (2.2), for negative values of n.
Our see-saw mechanism not only demands the extension of the constraints
Lα (for a given α) to infinite strings of bilinears of Noether charges in agree-
ment with the affine Sugarawara construction, but also allows to switch be-
tween constraints that are distinct as supergravity constraints. For instance,
certain components of the IIB diffeomorphism constraint metamorphose into
components of the D = 11 Gauss constraint when viewed in a different level
decomposition! To see this more explicitly, consider the following component
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of the IIB diffeomorphism constraint (3.37)
(−4)
C
1 2 3 4 5 6 7 8 ∋
1
3
(−2)
I
1 2 3 4
(−2)
I
5 6 7 8 + . . . (3.38)
where we only picked out one real root combination for simplicity. Translat-
ing this to the A9 basis via
(−2)
I
1 2 3 4 =
(−2)
J
1 2 3 4 9 10 ,
(−2)
I
5 6 7 8 =
(−2)
J
5 6 7 8 9 10 , (3.39)
we find that it is part of a covariant expression
(−4)
L
m1...m10||n1n2 = 42
(−2)
J
n1[m1...m5
(−2)
J
m6...m10]n2 − (n1 ↔ n2) (3.40)
where the overall normalization differs by a factor of 20 from (3.8b), see also
(3.20) in comparison to (3.21). This is exactly the combination that appears
in the Gauss constraint of D = 11 supergravity, a result not too surprising
from the point of view of U-duality. Evidently, this process could now be
continued ad libitum.
One can similarly generate new terms for the Gauss constraint in D = 11,
given up to ℓ = 3 in (3.8b). Starting from the following components of the
IIB diffeomorphism constraint
(−4)
C
1 2 3 4 5 6 7 8 ∋
1
3
(
(−4)
I
1 2 3 4 5 6 7 8,1˙1˙
(0)
I
2˙
1˙ +
(−4)
I
8|2 3 4 5 6 7 8
(0)
I
1
8
)
+ . . . .(3.41)
They can be mapped to A9 quantities using the two distinct A9 level ℓ = 4
representations
(−4)
I
1 2 3 4 5 6 7 8,1˙1˙ =
(−4)
J
9|9|1 2 3 4 5 6 7 8 9 10 ,
(−4)
I
8|2 3 4 5 6 7 8 =
(−4)
J
8 9 10|2 3 4 5 6 7 8 9 10
(3.42)
to give sl(10) covariant additions to (3.8b) via
(−4)
L
m1...m10||n1n2 → (3.8b) +
2
3
(−4)
J
m1...m10|p[n1
(0)
J
n2]
p
+
10
3
(−4)
J
m1...m9|n1n2p
(0)
J
m10
p + . . . . (3.43)
We note that here both the gradient and non-gradient generator on A9 level
ℓ = 4 contribute. Since the mass deformation parameter of massive type
IIA is contained in the non-gradient generator, this is in agreement with the
fact that the Gauss constraint of massive IIA gets modified by the Romans
mass [33, 14].
37
3.3 General remarks on the construction
Let us summarize the construction and comment on some open questions
concerning this procedure. Starting from a single constraint L−δ, associated
to the primitive null root, we construct the ‘scaffold’ as in (3.32), based on the
decomposition α = β1 + β2 for α null and β1, β2 real.
23 Since all root spaces
involved are real, they are one-dimensional and there is no ambiguity in the
contraction. There are also no ordering ambiguities at this level. We can then
act on the expression (3.32) with W (E10) to generate similar expressions for
all null roots. This constitutes the full scaffold of the hyperbolic Sugawara
constraints which is invariant (only) under W (E10). The constraints of the
type in (3.32) are both infinite in number and each consists of an infinite
number of bilinears in the current components.
In order to construct constraints for the full E10 one then needs to choose
a level decomposition under a regular, finite-dimensional subalgebra. Covari-
ance under this subalgebra induces additional terms on top of those already
contained in the skeleton. The precise form of these additional terms de-
pends on the subalgebra one chose in a systematic way, as is apparent from
the explicit expressions in appendix C. From that point of view it is clear
that our construction is not covariant with respect to the full E10 Lie algebra,
but involves only the Weyl group W(E10) in a canonical way. Everything
beyond that depends on the chosen subalgebra for the level decomposition.24
We can also bring out the lack of ‘E10 covariance’ by relating our con-
struction to the question of an E10 representation structure in the bilinear
expression in E10 generators. As already pointed out in footnote 13 one
might have liked to identify the constraint L−δ with a highest weight vector
of an integrable E10 representation with highest weight Λ1 = −δ. If this were
the case the constraint should be annihilated by all raising operators. Here,
we recall that we express the step operators in terms of current components
(rather than in terms of the ‘contragredient’ E10 Lie algebra generators T
(s)
α ),
so that for example e1 = J
2
1. Using the explicit expression for L−δ in A9
decomposition we find that[
ei,
(−3)
L
2 3 4 5 6 7 8 9 10
]
=
[
(0)
J
i+1
i ,
(−3)
L
2 3 4 5 6 7 8 9 10
]
= 0 for i = 1, . . . , 9(3.44)
23We note that decompositions of imaginary roots into real roots have been considered
in a different context in [34].
24In some sense this is also true for the affine E9 Sugawara construction which uses as
choice of subalgebra for the level decomposition E8.
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where all commutators should be read as Poisson (or Dirac) brackets in the
canonical setting. However, for the e generator corresponding to the omitted
node we get
[
e10,
(−3)
L
2 3 4 5 6 7 8 9 10
]
=
[
(1)
J 8 9 10,
(−3)
L
2 3 4 5 6 7 8 9 10
]
6= 0 , (3.45)
showing that this component of the constraint generator is only a highest
weight state with respect to the A9 subalgebra, but not the full E10 algebra.
Since the A9 expression agrees with the A8⊕A1 expression on the real roots,
we can repeat the calculation in IIB variables to find
[
ei,
(−4)
C
2 3 4 5 6 7 8 9
]
= 0 for i = 1, . . . , 7, 9, 10 (3.46)
and [
e8,
(−4)
C
2 3 4 5 6 7 8 9
]
6= 0 , (3.47)
Being a highest weight vector now with respect to A8 ⊕ A1, this is different
from the result for the A9 decomposition, but again illustrates the lack of
full E10 covariance.
Similar conclusions hold for the D9 ≡ SO(9, 9) decomposition of [11].
Without going into the details of the calculation, the lowest order constraint
for the D9 decomposition is
(−2)
L
I =
1
2
(0)
J
KL
(−2)
J
IKL +
1
2
(−1)
J
A(CΓI)AB
(−1)
J
B + . . . (3.48)
where I,K, L = 1, . . . , 18 and A,B = 1, . . . , 256 are SO(9, 9) vector and
spinor indices, respectively, and we use again the symbol J to denote the
components of the conserved E10 current, but now in the D9 decomposi-
tion. The 18=9+9 constraints in (3.48) correspond to the diffeomorphism
constraint and the Gauss constraint for the Neveu-Schwarz 2-form field of
IIA theory; alternatively, they might be interpreted as a doubled set of dif-
feomorphism constraints w.r.t. the nine spatial target space coordinates X i
and their (world-sheet) ‘duals’ X˜ i [11]. As before it is the omitted node (i.e.,
node 9 for the massive IIA theory) which causes failure of the construction:
by SO(9, 9) covariance, the dilaton field associated with this node cannot
39
appear in (3.48). Accordingly, it is now the generator e9 which does not
annihilate the relevant component of L(−2).
To summarize: The failure of the constraint to be a highest weight vector
w.r.t. the full E10 algebra is invariably associated with the node that has
been deleted for the given level decomposition. In Appendix C we show
that a related statement applies to the dependence of the constraints on the
Cartan subalgebra generators.
One further interesting aspect of our construction is that, to start with,
it associates a constraint with every Weyl image of the fundamental null root
−δ. In the same way one can associate constraints to the Weyl images of
−nδ and in this way obtains a constraint for every E10 root on the (past)
light-cone. After choosing a level decomposition subalgebra one generates
additional constraints inside the light-cone by covariantization under this
subalgebra.
It is possible that, as indicated in subsection 3.1.3, the set of roots C
‘supporting’ the full set of constraints be universally given by all the weights
inside the (past) light-cone. This set can also be described as the union of
the weight diagrams of the representations L(Λ1), L(Λ1) ⊗ L(Λ1), L(Λ1) ⊗
L(Λ1)⊗L(Λ1), etc.. On the other hand, the precise Sugawara-like expression
defining the constraint Lα associated to some α ∈ C seems to depend on the
choice of a level decomposition.
Finally, note that since we are defining an infinity of constraints asso-
ciated with all null roots of the hyperbolic algebra E10, one might worry
whether there are any solutions that satisfy the geodesic equation and all
the Sugawara constraints. It is reassuring to note that there are such so-
lutions, namely for example the Kasner cosmologies. These correspond to
only non-vanishing Cartan subalgebra components of the current and hence
all constraints except the Hamiltonian constraint (3.6) are trivially satisfied.
Other solutions correspond to specific cases of Bianchi cosmologies. The ex-
act count of the remaining number of degrees of freedom is quite involved
and beyond the scope of this paper.
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A Level decompositions
For the reader’s convenience, we collect in this appendix some results on the
level decompositions of E10 appropriate for D = 11 supergravity and for type
IIB in D = 10. These appeared originally in [3, 27] and [21, 13], respectively.
A.1 Level decomposition under A9
The A9 ∼= sl(10) subalgebra relevant for D = 11 supergravity is obtained by
removing node 10 from the Dynkin diagram of fig. 1.
ℓ A9 Dynkin labels E10 root for lowest weight µ α
2
0 [1,0,0,0,0,0,0,0,1] (-1,-1,-1,-1,-1,-1,-1,-1,-1,0) 1 2
0 [0,0,0,0,0,0,0,0,0] (0,0,0,0,0,0,0,0,0,0) 1 0
1 [0,0,0,0,0,0,1,0,0] (0,0,0,0,0,0,0,0,0,1) 1 2
2 [0,0,0,1,0,0,0,0,0] (0,0,0,0,1,2,3,2,1,2) 1 2
3 [0,1,0,0,0,0,0,0,1] (0,0,1,2,3,4,5,3,1,3) 1 2
3 [1,0,0,0,0,0,0,0,0] (0,1,2,3,4,5,6,4,2,3) 0 0
4 [0,0,0,0,0,0,0,0,2] (1,2,3,4,5,6,7,4,1,4) 1 2
4 [0,0,0,0,0,0,0,1,0] (1,2,3,4,5,6,7,4,2,4) 0 0
4 [1,0,0,0,0,0,1,0,0] (0,1,2,3,4,5,6,4,2,4) 1 2
5 [0,0,0,0,0,1,0,0,1] (1,2,3,4,5,6,8,5,2,5) 1 2
5 [0,0,0,0,1,0,0,0,0] (1,2,3,4,5,7,9,6,3,5) 0 0
5 [1,0,0,1,0,0,0,0,0] (0,1,2,3,5,7,9,6,3,5) 1 2
6 [0,0,0,1,0,0,0,1,0] (1,2,3,4,6,8,10,6,3,6) 1 2
6 [0,0,1,0,0,0,0,0,1] (1,2,3,5,7,9,11,7,3,6) 1 0
6 [0,1,0,0,0,0,0,0,0] (1,2,4,6,8,10,12,8,4,6) 1 -2
6 [1,1,0,0,0,0,0,0,1] (0,1,3,5,7,9,11,7,3,6) 1 2
6 [2,0,0,0,0,0,0,0,0] (0,2,4,6,8,10,12,8,4,6) 0 0
7 [0,0,0,0,0,0,0,0,1] (2,4,6,8,10,12,14,9,4,7) 1 -4
7 [0,0,1,0,0,1,0,0,0] (1,2,3,5,7,9,12,8,4,7) 1 2
7 [0,1,0,0,0,0,0,1,1] (1,2,4,6,8,10,12,7,3,7) 1 2
7 [0,1,0,0,0,0,1,0,0] (1,2,4,6,8,10,12,8,4,7) 1 0
7 [1,0,0,0,0,0,0,0,2] (1,3,5,7,9,11,13,8,3,7) 1 0
7 [1,0,0,0,0,0,0,1,0] (1,3,5,7,9,11,13,8,4,7) 2 -2
7 [2,0,0,0,0,0,1,0,0] (0,2,4,6,8,10,12,8,4,7) 1 2
8 [0,0,0,0,0,0,0,1,2] (2,4,6,8,10,12,14,8,3,8) 1 2
8 [0,0,0,0,0,0,0,2,0] (2,4,6,8,10,12,14,8,4,8) 0 0
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ℓ A9 Dynkin labels E10 root for lowest weight µ α
2
8 [0,0,0,0,0,0,1,0,1] (2,4,6,8,10,12,14,9,4,8) 2 -2
8 [0,0,0,0,0,1,0,0,0] (2,4,6,8,10,12,15,10,5,8) 2 -4
8 [0,0,2,0,0,0,0,0,0] (1,2,3,6,9,12,15,10,5,8) 1 2
8 [0,1,0,0,1,0,0,0,1] (1,2,4,6,8,11,14,9,4,8) 1 2
8 [0,1,0,1,0,0,0,0,0] (1,2,4,6,9,12,15,10,5,8) 1 0
8 [1,0,0,0,0,0,1,1,0] (1,3,5,7,9,11,13,8,4,8) 1 2
8 [1,0,0,0,0,1,0,0,1] (1,3,5,7,9,11,14,9,4,8) 2 0
8 [1,0,0,0,1,0,0,0,0] (1,3,5,7,9,12,15,10,5,8) 2 -2
8 [2,0,0,1,0,0,0,0,0] (0,2,4,6,9,12,15,10,5,8) 1 2
The low-lying generators are denoted by (a, b, . . . = 1, . . . , 10)
ℓ = 0 : Kab
ℓ = 1 : Eabc = E[abc]
ℓ = 2 : Ea1...a6 = E[a1...a6]
ℓ = 3 : Ea0|a1...a8 = Ea0|[a1...a8] (A.1)
ℓ = 4 : Ea1a2a3|b1...b9 = E[a1a2a3]|[b1...b9] and Ea|b|c1...c10 = E(a|b)|[c1...c10]
(with the usual irreducibility conditions E[a0|a1...a8] = 0, etc.). They are
related to the Chevalley–Serre generators by
ei = K
i
i+1 , fi = K
i+1
i , hi = K
i
i −K
i+1
i+1 (i = 1, . . . , 9) (A.2)
and
e10 = E
8 9 10 , f10 = F8 9 10 ,
h10 = −
1
3
K +K88 +K
9
9 +K
10
10 , (A.3)
where K =
∑10
a=1K
a
a. Commutation relations for these generators can be
found in [12, 14] but note that we have rescaled all generators such that their
lowest weight elements (e.g. E10|3 4 5 6 7 8 9 10) have norm 1.
A.2 Level decomposition under A8 ⊕ A1
The A8 ⊕A1 ∼= sl(9)⊕ sl(2) subalgebra relevant for type IIB supergravity is
obtained by removing node 8 from the Dynkin diagram of fig. 1.
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ℓ A8 ⊕ A1 Dynkin labels E10 root for lowest weight µ α
2
0 [1,0,0,0,0,0,0,1][0] (-1,-1,-1,-1,-1,-1,-1,0,0,-1) 1 2
0 [0,0,0,0,0,0,0,0][0] (0,0,0,0,0,0,0,0,0,0) 1 0
0 [0,0,0,0,0,0,0,0][2] (0,0,0,0,0,0,0,0,-1,0) 1 2
1 [0,0,0,0,0,0,1,0][1] (0,0,0,0,0,0,0,1,0,0) 1 2
2 [0,0,0,0,1,0,0,0][0] (0,0,0,0,0,1,2,2,1,1) 1 2
3 [0,0,1,0,0,0,0,0][1] (0,0,0,1,2,3,4,3,1,2) 1 2
4 [0,1,0,0,0,0,0,1][0] (0,0,1,2,3,4,5,4,2,2) 1 2
4 [1,0,0,0,0,0,0,0][0] (0,1,2,3,4,5,6,4,2,3) 0 0
4 [1,0,0,0,0,0,0,0][2] (0,1,2,3,4,5,6,4,1,3) 1 2
5 [0,0,0,0,0,0,0,1][1] (1,2,3,4,5,6,7,5,2,3) 1 0
5 [1,0,0,0,0,0,1,0][1] (0,1,2,3,4,5,6,5,2,3) 1 2
6 [0,0,0,0,0,0,1,1][0] (1,2,3,4,5,6,7,6,3,3) 1 2
6 [0,0,0,0,0,1,0,0][0] (1,2,3,4,5,6,8,6,3,4) 0 0
6 [0,0,0,0,0,1,0,0][2] (1,2,3,4,5,6,8,6,2,4) 1 2
6 [1,0,0,0,1,0,0,0][0] (0,1,2,3,4,6,8,6,3,4) 1 2
7 [0,0,0,0,1,0,0,1][1] (1,2,3,4,5,7,9,7,3,4) 1 2
7 [0,0,0,1,0,0,0,0][1] (1,2,3,4,6,8,10,7,3,5) 1 0
7 [1,0,1,0,0,0,0,0][1] (0,1,2,4,6,8,10,7,3,5) 1 2
8 [0,0,0,1,0,0,1,0][0] (1,2,3,4,6,8,10,8,4,5) 1 2
8 [0,0,1,0,0,0,0,1][0] (1,2,3,5,7,9,11,8,4,5) 1 0
8 [0,0,1,0,0,0,0,1][2] (1,2,3,5,7,9,11,8,3,5) 1 2
8 [0,1,0,0,0,0,0,0][0] (1,2,4,6,8,10,12,8,4,6) 2 -2
8 [0,1,0,0,0,0,0,0][2] (1,2,4,6,8,10,12,8,3,6) 1 0
8 [1,1,0,0,0,0,0,1][0] (0,1,3,5,7,9,11,8,4,5) 1 2
8 [2,0,0,0,0,0,0,0][0] (0,2,4,6,8,10,12,8,4,6) 0 0
8 [2,0,0,0,0,0,0,0][2] (0,2,4,6,8,10,12,8,3,6) 1 2
The low-lying generators are (now a, b, . . . = 1, . . . , 9 are sl(9) vector
indices and α, β = 1˙, 2˙ are sl(2) vector indices)
ℓ = 0 : Kab and K
α
β (with δ
β
αK
α
β = 0)
ℓ = 1 : Eab,α = E[ab],α
ℓ = 2 : Ea1a2a3a4 = E[a1a2a3a4]
ℓ = 3 : Ea1...a6,α = E[a1...a6],α (A.4)
ℓ = 4 : Ea0|a1...a7 = Ea0|[a1...a7] and Ea1...a8,αβ = E[a1...a8],(αβ)
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The relation to the Chevalley–Serre generators is now given by
ei = K
i
i+1 , fi = K
i+1
i , hi = K
i
i −K
i+1
i+1 (i = 1, . . . , 7)
e10 = K
8
9 , f10 = K
9
8 , h10 = K
8
8 −K
9
9 ,
e9 = K
1˙
2˙ , f9 = K
2˙
1˙ , h9 = K
1˙
1˙ −K
2˙
2˙ . (A.5)
The explicit dots on the indices indicate numerical values for sl(2) vector
indices. For the deleted node 8 one has
e8 = E
8 9,2˙ , f8 = F8 9,2˙ ,
h8 = −
1
4
K +K88 +K
9
9 −
1
2
(
K 1˙1˙ −K
2˙
2˙
)
, (A.6)
where now K =
∑9
a=1K
a
a is the trace in gl(9). Commutation relations for
these generators can be found in [13], where we used an so(1, 2) spinor and
vector notation instead of sl(2) tensors as above.
B Constraints of type IIB supergravity and
universality
The Einstein equation of motion of IIB supergravity can be written as
RAB = −
1
4
SαASB,α +
1
96
FA
C1...C4FBC1...C4
+
1
4
HA
C1C2,αHBC1C2,α −
1
48
ηABH
C1...C3,αHC1C2C3α (B.1)
in flat indices, where we corrected a factor of two compared to [13].
The diffeomorphism constraint is obtained as the 0a component of this
equation. Using self-duality of F and the dictionary of [13] one finds, up to
overall normalization, the expression
(−4)
C
m1...m8 =
35
3
(−2)
I
m1...m4
(−2)
I
m5...m8 +
28
3
(−1)
I
m1m2,α
(−3)
I
m3...m8,βǫαβ
+
1
3
(−4)
I
m1...m8,αγ
(0)
I
β
γǫαβ +
8
3
(−4)
I
p|m1...m7
(0)
I
m8
p (B.2)
in terms of the E10 current components in A8 ⊕ A1 decomposition.
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C Explicit expressions involving Cartan gen-
erators
In this appendix, we give explicit expressions for the contractions between
the Cartan subalgebra and the δ root space to show that the A9 and A8⊕A1
covariant expressions (3.36) and (3.37) differ, thereby illustrating that (3.31)
is indeed only valid on contractions of real root spaces.
Consider the contributions from the Cartan subalgebra to the highest
component of (3.36). They come exclusively from the J (−3)J (0) contraction
and are
3
(−3)
L
2 3 4 5 6 7 8 9 10 ∋
(−3)
J
2|3 4 5 6 7 8 9 10
(0)
J
2
2+
(−3)
J
3|4 5 6 7 8 9 10 2
(0)
J
3
3
+ · · ·+
(−3)
J
10|2 3 4 5 6 7 8 9
(0)
J
10
10 (C.1)
=
(−3)
J
2|3 4 5 6 7 8 9 10(h2 + h3 + . . .+ h8 + h9) + . . .+
(−3)
J
9|10 2 3 4 5 6 7 8h9
where the hook symmetry
(−3)
J
[2|3 4 5 6 7 8 9 10] = 0 (C.2)
of the level three element was used and we identified for simplicity the current
component with the corresponding Cartan generators using (A.2) and (A.3).
We see that only the Cartan generators of the A9 ‘gravity line’ appear in this
contraction. The only ‘missing’ ones are the one from the deleted node 10
and the hyperbolic node 1. The latter is related to our choice of (highest)
component.
Repeating the same calculation for the A8⊕A1 decomposition and (3.37)
one finds similarly
3
(−4)
C
2 3 4 5 6 7 8 9 ∋
(−4)
I
2|3 4 5 6 7 8 9
(0)
I
2
2 + . . .+
(−4)
I
9|2 3 4 5 6 7 8
(0)
I
9
9
+
(−4)
I
2 3 4 5 6 7 8 9,1˙2˙(
(0)
I
1˙
1˙−
(0)
I
2˙
2˙) (C.3)
=
(−4)
I
2|3 4 5 6 7 8 9(h2 + . . .+ h7 + h10)+
(−4)
I
8|9 2 3 4 5 6 7h10
+
(−4)
I
2 3 4 5 6 7 8 9,1˙2˙h9
The Cartan generators that appear in this expression are those from the
A8⊕A1 gravity line, so the ‘missing’ generators are that of the deleted node
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8 and of the hyperbolic node 1. The latter is again related to our choice
of component of the diffeomorphism constraint so that the real discrepancy
between the two expressions can be traced again to the different deleted
nodes. This is related to the failure of this constraint to be a highest weight
vector, see the expressions (3.45) and (3.47).
Finally, it is clear that the Cartan generator missing in (3.48) is h9, as
the diagonal generators among the SO(9, 9) generators J (0)KL are identified
with h1, . . . , h8, h10, while h9 is associated with the dilaton, again confirming
our general conclusion.
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