We discuss the probability distribution function (PDF) of column density resulting from density fields with lognormal PDFs, applicable to molecular clouds. For magnetic and non-magnetic numerical simulations of compressible, isothermal turbulence, we show that the autocorrelation function (ACF) of the density field decays over short distances compared to the simulation size. A "correlation length" can be defined as the distance over which the density ACF has decayed to, for example, 10% of its zero-lag value. The density "events" along a line of sight can thus be assumed to be independent over distances larger than this, and the Central Limit Theorem should be applicable. However, using random realizations of lognormal fields, we show that the convergence to a Gaussian is extremely slow in the high-density tail. As a consequence, the column density PDF is not expected to exhibit a unique functional shape, but to transit instead from a lognormal to a Gaussian form as the column length increases, and with decreasing variance. For intermediate path lengths, the column density PDF assumes a nearly exponential decay. For cases with a density contrast of 10 4 (resp. 10 6 ), as found in intermediate-resolution simulations, and expected from GMCs to dense molecular cores, the required length for convergence is at least a few hundred (resp. several thousand) independent events. Therefore, we suggest that all 3D MHD simulations to date are insufficiently resolved for obtaining a reasonably converged Gaussian PDF for the column density.
Introduction
In recent years, several studies of the probability distribution function 1 (PDF) of the density field in numerical simulations of compressible turbulent flows have been advanced as a first step in its full statistical characterization. These studies have shown that the density PDF depends on the effective polytropic exponent γ of the fluid, defined by the expression P ∝ ρ γ , where P is the pressure and ρ is the gas density. Specifically, for isothermal flows (γ = 1), the PDF is lognormal (Vázquez-Semadeni 1994; Padoan, Nordlund & Jones 1997; Scalo et al. 1998; Ostriker, Gammie & Stone 1999; , while for γ < 1 (resp. γ > 1) the PDF develops a power-law tail at high (resp. low) densities Scalo et al. 1998; Nordlund & Padoan 1999 ; see also the review in Vázquez-Semadeni et al. 2000) . Additionally, Gotoh & Kraichnan (1993) have reported a power-law tail at high densities for Burgers flows, and Porter, Pouquet & Woodward (1991) have reported an exponential behavior for adiabatic flows. have explained the lognormal PDF for isothermal flows as a consequence of the Central Limit Theorem (CLT) acting on the distribution of the logarithm of the density field. They assumed that a given density distribution is arrived at by a succession of multiplicative density jumps, which are therefore additive in the logarithm. Since for an isothermal flow the speed of sound is spatially uniform, the density jump expected from a shock of a given strength is independent of the local density, and thus all density jumps can be assumed to follow the same distribution (determined by the distribution of Mach numbers, as studied, for example, by Zuev 2000 and Heitsch 2000) . Finally, at a given position in space, each density jump is independent of the previous and following ones. Therefore, the CLT, according to which the distribution of the sum of identicallydistributed, independent events approaches a Gaussian, can be applied to the logarithm of the density, and the density itself is expected to possess a lognormal PDF.
However, the observationally accessible quantity is not the PDF of the mass (or "volume") density, but rather that of the column density, i.e., the integral (or sum, for a discrete spatial grid) of the density along one spatial dimension (the "line of sight", or LOS). Recently, Padoan et al. (2000) and Ostriker et al. (2000, hereafter OSG00) have also discussed this PDF in three-dimensional (3D) numerical simulations of isothermal compressible MHD turbulence with resolutions up to 256 3 zones. In particular, OSG00 have found that the column density follows essentially the same distribution as the underlying density field (a lognormal). This result is puzzling because, according to the CLT, the PDF of column density should approach a Gaussian shape. OSG00 attributed the apparent inapplicability of the CLT to the possible presence of long-range correlations in the density field that invalidate the statistical independence requirement of the CLT. Moreover, OSG00 suggested that the column density PDF is "copied" from that of the volume density if most lines of sight are dominated by a single high density event along them.
In this paper we argue that actually the autocorrelation function of the density drops to nearly zero values at relatively short separations in 3D numerical simulations of magnetic and non-magnetic, isothermal, randomly forced turbulence, so that OSG00's suggestion of long-range correlations may not actually hold, and convergence to a Gaussian should occur. We then use random realizations of 3D lognormal fields to show that this convergence is nevertheless very slow because of the large skewness (asymmetry) and kurtosis (wing excess) of the lognormal density PDF. In §2 we describe the numerical data we use, both from simulations of isothermal compressible turbulence and from random realizations of lognormal fields. In §3 we discuss the PDFs of the projected density fields and, in particular, the LOS lengths required for convergence to a Gaussian. In §4 we discuss some implications on both numerical and observational column density PDF data, and some caveats. Finally, in §5 we summarize our results.
Numerical data
We use two different sets of data for our analysis. The first comprises two numerical simulations of forced, compressible, isothermal, 3D turbulence, per-formed at a resolution of 100 3 grid points, one nonmagnetic and one magnetic. The numerical method is pseudospectral with periodic boundary conditions, employing a combination of eighth-order hyperviscosity and second-order viscosity which allows larger turbulent inertial ranges than can be attained with second-order viscosity only. A second-order mass diffusion operator is included as well. We refer the reader to Passot, Vázquez-Semadeni & Pouquet (1995) and Vázquez-Semadeni, Passot & Pouquet (1996) for details. Here we just mention that for both runs the forcing rises as k 4 for 2 ≤ k ≤ 4, and decays as k −4 for 4 < k ≤ 15, where k is the wavenumber. For the non-magnetic run the forcing is 100% compressible and has an amplitude of 25 in code units; the hyperviscosity coefficient ν is 8 × 10 −11 , the second-order coefficient µ is 3.56×10 −3 , and the mass diffusion coefficient µ ρ is 0.02. The sound speed is c = 0.5u 0 , where u 0 is the velocity unit. The Mach number has an rms value ∼ 1, with maximum excursions up to ∼ 3.5. For the magnetic run the forcing is 50% compressible, with an amplitude of 7.5 in code units, and the coefficients are ν = 2 × 10 −11 , µ = 3.5 × 10 −3 , and µ ρ = 0.03. The sound speed is c = 0.2u 0 , giving an rms Mach number ∼ 2.5. A uniform magnetic field is placed initially along the x direction, giving a β parameter, defined as the ratio of the mean thermal to magnetic pressures, equal to 0.04, and an rms Alfvénic Mach number ∼ 0.5. We have chosen this rather strongly magnetized case in order to bring out the effects of the magnetic field clearly. The differences between the two simulations are due to the fact that the magnetic simulation was not originally intended for the present study, but we do not believe this is a concern for our purposes. Our simulations are only mildly supersonic because of limitations of both the numerical scheme and the computational resources available to us, which constrain the resolution to the value mentioned above.
Since at 100 3 a projection along one axis gives a square of only 100 2 points, column density PDFs for one single temporal snapshot contain only 10,000 data points, giving relatively poor statistics. We thus take advantage of the fact that the simulations are statistically stationary (although the maximum density contrast and rms Mach number do fluctuate by about 50% in time), and choose to combine several density snapshots to produce a single column density histogram. Specifically, for the non-magnetic run we use 19 subsequent snapshots, spaced an amount ∆t = 0.1 code time units (∼ 1.6 × 10 −2 large-scale turbulent crossing times at the rms speed). For the magnetic run we use 18 snapshots, spaced an amount ∆t = 0.2 code units (3.2 × 10 −2 large-scale turbulent crossing times).
In order to overcome the limitations of the numerical simulations, we consider a second set of data, consisting of simple realizations of random fields with lognormal PDFs, obtained by generating random numbers X i with a standard Gaussian distribution (zero mean and unit variance) and defining a new random variable ρ i = e bXi , where b is a parameter that controls the width of the lognormal distribution. We use sequences of these "density" values to fill "cubes" (actually parallelepipeds) with fixed "plane of the sky" (POS) dimensions ∆x and ∆y, and "LOS" lengths ∆z ranging from a few tens of grid cells to a few thousands.
It is important to note that we have two different sets of "samples" in this problem: one is the set of points along the LOS, whose number is given by ∆z (for simplicity, ∆z is measured in grid cells, so that it is numerically equal to the number of contributing cells). The density is effectivelyaveraged along the LOS. The other kind of sample is the number of lines of sight in the POS, given by the product ∆x∆y, which equals the number of data points in the column density PDFs. We emphasize that the number of points in a PDF is completely independent of the the LOS length ∆z, so that we can have PDFs with the same number of data points, but with different values of ∆z. Increasing the number of points in the POS allows us to improve the "signal-to-noise" ratio for the PDF, especially at the wings. However, the functional shape of the PDF is expected to depend only on the number of points in the LOS. Indeed, the column density is equivalent to the sample mean (along the LOS) in sampling theory, and it is well known that the statistics of the sample mean depend on the sample size (again, the sample along the LOS). In other words, the column density PDFs are histograms of the sample means, of which there is one for each LOS.
To improve the PDF signal-to-noise ratio, we consider many parallelepipeds (actually, 50 in all cases, each with ∆x = ∆y = 50) for each set of parameters (b, ∆z), although this is exactly equivalent to having a single larger parallelepiped with 125,000 data points in the "plane of the sky", due to the statistical independence of the data, and we only keep track of the individual parallelepipeds for analogy with the procedure of combining several temporal snapshots used in the case of the numerical simulations. But in practice, the only relevant datum in this sense is how many data points does each PDF contain, the projected "shape" of the parallelepiped on the POS being completely irrelevant (it may be a square, or a straight line). Thus, the total number of grid cells in the larger parallelepipeds (i.e., their total volume), is 125,000×∆z. We consider two subsets of data, obtained from using two different values of b, namely b = 1 and b = 1.5.
For both the simulation and the random data sets, we first normalize the lognormal density data as required by the CLT, by defining a new variable ρ
where ρ is the mean density and σ ρ is the standard deviation, and i counts pixel position along the LOS. For the random data, the mean and variance of the ρ distribution are related to those of the Gaussian variable X by ρ = exp( X + σ 2 X /2) and σ
.g., Peebles 1987, app. F). For the simulation data, the mean density is 1, but σ ρ is not known a priori, and attempting to measure it gives large errors both because of the relatively high frequency of high-density events and because it is not constant over time. We find empirically that the necessary values of σ ρ to bring the column density to near unit variance (see below) are approximately 2 and 3 for the non-magnetic and magnetic runs, respectively.
We then project (sum) the normalized density along the z-axis to obtain its associated normalized (i.e., of zero-mean and unit-variance) "column density" ζ, defined by (Peebles 1987, sec. 4 
where the sum extends over all grid cells along the LOS. In the next section we discuss the PDFs of ζ. Figure 1 shows the underlying density PDFs for the numerical simulation data (left) and for the random lognormal data (right) before normalization. The density fields are seen to be exactly lognormal in the case of the random data, and approximately so in the simulation data. The PDF of the non-magnetic simulation exhibits an excess at small densities but, since we will be focusing mostly on the high-density side, and our main conclusions will be drawn from the random data, we do not consider this excess to be a problem. Note also that the non-magnetic run has a wider density PDF even though it has a smaller mean Mach number than its magnetic counterpart. This is probably due to the fact that in the latter the forcing is only 50% compressible, and of smaller amplitude. The density PDFs for the random data are seen to span dynamic ranges of 10 4 and 10 6 for b = 1 and b = 1.5 respectively. Figure 2 shows the time-integrated (i.e., adding several temporal snapshots into the same histogram) normalized-column density (ζ) PDFs for the magnetic and non-magnetic numerical simulations. In the two runs, a nearly exponential decay is apparent at moderately high ζ, although the very-large-ζ tail clearly exhibits an excess from this trend in the non-magnetic case and a defect in the magnetic one. This may be an effect of the less extended underlying density PDF in the magnetic case. As already pointed out by OSG00 with respect to their nearly lognormal column density PDFs, these results are puzzling: one would expect the ζ-PDF to be Gaussian, as the column density is essentially a sum (or equivalently, an average) of the density events along each LOS, whose distribution should approach a Gaussian by virtue of the CLT. As mentioned in the Introduction, OSG00 interpreted the deviation from Gaussianity in terms of a violation of the statistical independence requirement of the CLT, due to the possible existence of long-range correlations in the density field.
The column density PDFs
In order to test this hypothesis, we have computed the autocorrelation funtion (ACF) of the density field in the numerical simulations, at time t = 2.8 for the non-magnetic run, and at t = 3.2 for the magnetic run (∼ 0.45 and 0.51 large-scale turbulent crossing times, respectively). These are shown in fig. 3 as a function of spatial separation ("lag") in grid cells. Note that we show lags only up to half the simulation size, since the periodic boundary conditions imply that the ACF is symmetric about this value. It is seen that the ACF has decreased to half its maximum (zero-lag) value at separations of only about 7 cells, and to 10% at lags of only ∼ 14 cells. We can effectively consider the latter to be the "correlation length" of the simulation. Note that the presence of the magnetic field does not seem to have an important effect on the correlation length. For distances significantly larger than this correlation length, the effects of density autocorrelation should be negligible, and the CLT should be applicable (see §4 for a discussion of possible caveats). We do not choose the more familiar 1/e factor because of two reasons. First, the 1/e criterion is only truly meaningful for exponential decay laws, but in general the ACF does not decay in this form, and in fact crosses zero at a finite lag in the non-magnetic run. Second, we are interested in lags at which the ACF has become effectively negligible compared to its zero-lag value, so that events separated by this length can be assumed to be independent, and a factor of 1/10 seems more appropriate for this purpose than one of 1/e. But in any case, this choice is essentially arbitrary.
Our simulations clearly do not have enough spatial extension for the column density PDF to approach a Gaussian, as there are only ∼ 7 correlation lengths in the simulation box. Even OSG00's simulations, at 2.5 times our resolution per dimension, would contain less than 20 correlation lengths, if they decorrelate over distances similar to ours, in grid cells. The simulations of Stone et al. (1998) have up to 512 3 grid points, but even this may be not enough: given the strong asymmetry and kurtosis (large probability of high values) of the lognormal PDF, it is likely that convergence to a Gaussian may require significantly longer path lengths (Peebles 1987, sec. 4 
.7).
We thus have chosen to study this problem using simple random realizations of lognormal fields, sacrificing the realistic hydrodynamic origin of actual density data in favor of the ability to generate much longer LOS's than can be attained with even the largest presently available computational resources in numerical hydrodynamical simulations. This approach has been used in the past for simulating turbulent velocity fields without the numerical expense of actual hydrodynamical simulations (e.g., Dubinsky, Narayan & Phillips 1995; Klessen 2000; Brunt & Heyer 2000) . The main feature that is lost by doing this is the spatial correlation that is inherently present in actual mass density fields, due to the continuum nature of real flows. In any case, random, spatially uncorrelated fields should constitute a bestcase scenario for studying the convergence to a Gaussian PDF. The presence of correlations of a certain size in grid cells would likely increase the required path lengths for convergence by a factor equal to this size, making convergence even slower. For the random lognormal realizations, one correlation length can be thought of as a single cell.
We study the convergence of the PDF to a Gaussian as a function of two parameters: the width of the underlying lognormal density PDF, given by b, and the integration length along the LOS, ∆z. Figure 4 shows, in log-y, lin-x form, the PDFs of ζ for three realizations with ∆z = 10, 50 and 500 grid cells. In this format, a Gaussian is a parabola, and an exponential is a straight line. It can be seen that at ∆z = 10, the PDF of ζ appears to decay exponentially for 0 < ζ < 4, but develops a concavity at larger ζ. At ∆z = 50, the high-ζ side of the PDF is almost a perfect exponential, but at ∆z = 500 no exponential segment is left, and the curve begins to approach a Gaussian. Figure 5 shows a similar sequence as that in fig.  4 , but for b = 1.5. In this figure we show realizations with ∆z =200, 500, 2000 and 4000. Again a transition from concavity to convexity is seen to occur at high ζ as ∆z increases, although in this case, even at ∆z = 4000 an excess is seen at the largest values of ζ, so the convergence is not yet complete at this path length for b = 1.5. Indeed, it is known that for very asymmetric distributions with important wing excesses, the convergence to a Gaussian is fastest near the middle of the PDF, and slowest at the tails (Peebles 1987, sec. 4.7) . We conclude that, even for completely uncorrelated data, convergence to a Gaussian occurs very slowly at the high-ζ tail if the skewness, kurtosis and dynamic range of the underlying density data are large.
Discussion

Implications for numerical simulations and obseravational column-density data
The convergence studied in the last section refers to completely uncorrelated random data. As mentioned in §3, the presence of a finite correlation length in the density data should cause the convergence to be even slower with path length, as sufficiently independent "events" are expected to be separated by lags of the order of the correlation length. Since even the highest-resolution numerical simulations to date are expected to contain only a few tens of correlation lengths (assuming these are of the same order of magnitude as the correlation lengths for the simulations presented here), they seem grossly under-resolved to show the convergence to a Gaussian column density PDF.
Clearly, in the case of real molecular clouds, the concept of "grid cell" disappears, and the natural unit for measuring the path length should be the correlation length itself, defined, for example, as the point where the correlation function drops to 10% of its zero-lag value, as above. However, in contrast with the case of numerical simulations, real molecular clouds may have very large path lengths compared to the correlation length, and in this case convergence to a Gaussian column density PDF is plausible. In a pioneering study, Kleiner & Dickman (1984) investigated the ACF of column density in the Taurus region, and from their plots one infers a correlation length of a few pc. This is not too short a distance compared to the complex's size, but note, however, that this correlation length refers to the projected intensity data rather than to the underlying 3D density field. Most other observational correlation studies have focused on the ACF of the line velocity centroid distribution, and are not directly applicable to our puposes. In any case, they have either reported correlation lengths of fractions of a parsec (e.g. Scalo 1984; Kleiner & Dickman 1985) or else find them difficult to determine unambiguously (e.g. Miesch & Bally 1995) . Futher observational work on the column density one-and two-point statistics is clearly needed.
In this respect, our results suggest that the column density PDF provides us with a means of observationally measuring the cloud path length in units of the correlation length when optically thin transitions or extinction data are used: the observed column density PDF should be close to a lognormal, an exponential or a Gaussian for short, intermediate or long path lengths, respectively. Unfortunately, we do not know the correlation length a priori, but if the path length can be inferred by some other means in some cases, then the correlation length can be derived, and subsequently used as a natural unit of length along the LOS. This suggests that it is necessary as well to investigate numerically how the correlation length depends on parameters of the flow such as the sonic and Alfvénic Mach numbers, forcing scale, etc.
Another result is that, at large path lengths, the column density dynamic range becomes very small. Figure 6 shows the PDFs of the mean density (i.e., the un-normalized column density divided by the path length) for all LOS's for the two sets of random density fields. It is seen that, while the underlying density PDFs discussed here have density contrasts of up to 10 6 , the column density PDFs typically have dynamic ranges of at most a factor of 20, and, for very long path lengths, of only factors of a few. This is actually a trivial result, since in the limit of infinite path lengths, all LOS's would give exactly the same column density (i.e., the sample mean asymptotically approaches the distribution mean), and the column density PDF would collapse to a Dirac delta function, independently of the dynamic range of the underlying density distribution. This suggests that, if the path lengths are long compared to the correlation length in actual clouds, then nearly constant column densities are expected, but this tells little about the dynamic range of the actual density field. In this case, Larson's (1981) density-size relation, ρ ∼ R −1 , which implies roughly constant column density, may simply be an observational averaging effect along the LOS (J. Scalo 2000, private communication) .
On the other hand, a relatively large observational column density range would point towards path lengths not much larger than the correlation length of the turbulence. Observational studies of extinction (e.g., Lada et al. 1994; Kramer et al. 1998; Cambrésy 1999) typically report extinction (proportional to column density) dynamic ranges of about a factor of 10. Comparing with the mean-density PDFs of fig. 6, these ranges are consistent with path lengths ∼ 10 and ∼ 100 times the correlation length for underlying density ranges of 10 4 and 10 6 , respectively. For comparison, the column densities reported by Padoan et al. (2000) from numerical simulations of MHD turbulence at a resolution of 128 3 with underlying density fields with a dynamic range of 10 6 , span 3 orders of magnitude, reinforcing the view that currentlypossible 3D simulations are strongly under-resolved to capture the convergence of the column density PDF that may be occurring in actual data.
Finally, note also that our results imply that there should exist a relationship between the functional shape of the column density PDF and its width, i.e., between its skewness and its variance. We plan to test this expectation in future work. For example, it would be of great interest to study the shapes of the column density PDFs from the observational works mentioned above, to see if they are also consistent with path lengths implied by the PDFs' widths.
The case of non-isothermal gas
In this paper we have restricted the analysis to lognormal underlying density PDFs, in part for simplicity and in part in order to relate our results on PDFs to those from recent numerical simulations of compressible isothermal MHD turbulence (e.g., OSG00, Padoan et al. 2000) . Isothermal flows are normally considered as representative of the flow within molecular clouds. However, it is possible that molecular gas may only be very close to isothermal in the density range 10
4 (see the discussion by Scalo et al. 1998) . Moreover, diffuse gas in the ISM, either neutral or ionized, is in general non-isothermal, and in this case, if the flow behaves approximately barotropically (P ∝ ρ γ , γ = 1), a power-law range is expected to appear in the PDF . In this case the CLT does not necessarily apply. Indeed, let us consider a power-law range of the form f (ρ) = Cρ −α , where C is a constant. If the range extends to arbitrarily large and/or small values, the variance does not exist, and therefore the CLT does not apply. If the power law is truncated at low densities, and α > 1, then the column density PDF becomes a gamma distribution (Adams & Fatuzzo 1996) . However, if the power-law range has a finite extension, and beyond it the PDF drops rapidly, such as the PDFs reported by Scalo et al. (1998) for non-isothermal numerical simulations of the ISM, and by for polytropic flows with γ = 1, then the variance should still exist and the CLT should apply. We expect this to be the case of observational PDFs of diffuse gas.
Caveats
Although the results of this paper are rather straightforward, a number of possible complications should be kept in mind. First, we have concluded that the CLT should apply because the density ACF decays quite rapidly with distance in our simulations. However, it is possible that the ACF fails to capture long-range correlations because the short-range ones may mask them, as small-scale structures are generally much denser. A thorough discussion of the possibilities and limitations of the correlation function as a descriptor of interstellar structure has been given by Houlahan & Scalo (1990) . Our result that long-range correlations are negligible is therefore not definitive.
Second, we note that our neglect of self-gravity in the numerical simulations most likely reduces the tendency to produce long-range correlations. Very high resolution simulations with and without self-gravity are necessary to resolve this issue.
Finally, we have suggested that a small column density dynamic range should be taken as an indication of long path lengths compared to the correlation length. Unfortunately, small column density dynamic ranges may also arise from limitations in the sensitivity of the observations and saturation effects. Thus, the best suited observations for testing our prediction are those in which these limitations are minimized.
Summary
Our results can be summarized as follows: 1. We have shown that the autocorrelation functions (ACFs) of two numerical simulations of isothermal compressible turbulence, one magnetic and the other non-magnetic, decay rapidly, reaching 10% of their zero-lag value at distances of only ∼ 14 grid cells. This suggests that the correlation length in this type of flows is short, so that over distances large compared to it, the density events can be considered as statistically independent (but identically distributed), and the Central Limit Theorem (CLT) should hold. 2. We have shown that the PDF of the normalized (i.e., with zero mean and unit variance) column density ζ converges to a Gaussian shape as the column length increases, as dictated by the CLT, albeit very slowly for lognormally distributed density data. We have done this by considering simple random realizations of lognormally-distributed fields, and studying the convergence of the ζ-PDF to a Gaussian as the sample size (the LOS path length) is increased. For cases in which the underlying data have dynamic ranges ("density contrasts") ∼ 10 4 , the convergence requires several hundred independent events (grid cells). For dynamic ranges ∼ 10 6 , the required sample size is several thousand events. 3. We have suggested that this slow convergence can be used to one's advantage observationally, so that the ratio of the path length (cloud size along the radial, or LOS, direction) to the correlation length of the turbulence can be inferred from the shape of the column density PDF, which transits from lognormal, through exponential and on to nearly Gaussian shapes as this ratio increases. This provides a direct observational diagnostic of a fundamental property of the turbulence in molecular clouds. 4. We have also drawn attention to the fact that the column density PDF becomes narrower as the ratio mentioned above increases, thus providing us with a second diagnostic of this quantity. As a consequence, a relationship between the PDF's variance and skewness is expected to exist.
Finally, we have discussed a number of implications, possibilities and caveats. We have suggested that narrow and nearly Gaussian observational col-umn density PDFs are indicative of large values of the length ratio, and, as a consequence, Larson's (1981) density-size relation, which implies roughly column density, would be simply a result of this averaging along the LOS (J. Scalo, 2000, private communication) . Conversely, wide, skewed PDFs may be an indication that the clouds are not very large compared to the turbulent density correlation length. We also discussed briefly the case of power-law underlying density PDFs, expected when the gas is not isothermal. In this case, the CLT is only expected to apply if the power laws are truncated at both low and high densities, although the convergence to a Gaussian may be even slower if the power-law range is very extended, as power laws have even higher tails than a lognormal distribution. Finally, we mentioned several caveats, specifically: a) the possibility that the large-scale correlations are masked in the density ACF because they involve lower-density structures, b) the fact that the simulations we used did not include self-gravity, an agent which may possibly increase the correlation length, and c) the fact that sensitivity and saturation problems with the observations limiting their dynamic range may incorrectly be taken to mean long path lengths compared to the correlation length.
This 2-column preprint was prepared with the AAS L A T E X macros v4.0. PDFs of the mean density along every LOS (i.e., un-normalized column density divided by path length) for the random density realizations with b = 1. For ∆z = 10 grid cells, the column density is seen to span a range of roughly a factor of 20, from 0.4 to 8. For ∆z = 500, the range has been reduced to less than a factor of 50%. b) (Right) Same as in (a) but for b = 1.5. In this case, the column density range at ∆z = 200 is a factor of ∼ 6.
