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޲͔Β౸དྷ͢Δ৴߸੒෼Λڧௐɾ཈ѹ͢Δɽ୅දతͳ΋ͷͱͯ͠ɼ஗Ԇ࿨ʢDelay and sum: DSʣ
ϏʔϜϑΥʔϚ [5]΍ࢮ੍֯ޚܕϏʔϜϑΥʔϚʢNull Beamformer: NBFʣ [6] ͳͲ͕ఏҊ͞Ε
͍ͯΔɽ·ͨɼద༻ϏʔϜϑΥʔϛϯά͸ɼपғͷࡶԻ؀ڥʹԠͯ͡ࢦ޲ಛੑΛ੍ޚ͢Δ͜ͱͰɼ
໨తͷԻݯํ޲ͷԻΛڧௐ͢Δɽ࠷໬ʢMaximum likelihood: MLʣϏʔϜϑΥʔϚ [7]ɼ࠷খ෼ࢄ
ʢMinimum variance distortionless responce: MVDRʣϏʔϜϑΥʔϚ [8]ɼҰൠԽαΠυϩʔϒ
ΩϟϯηϥʢGeneralized sidelobe canceller: GSCʣ [9] ͳͲ͕͜ͷख๏ʹ͋ͨΔɽ͔͠͠ɼ͜ΕΒ
ͷٕज़Λ༻͍ΔͨΊʹ͸ɼԻݯͷํ޲΍ࡶԻۭؒ૬ؔߦྻͳͲͷऩԻ؀ڥʹؔ͢Δࣄલ৘ใ͕ඞཁ
ͱͳΔɽ࣮ࡍͷར༻৔໘ʹ͓͍ͯ͸ɼͦΕΒͷ৘ใ͕ಘΒΕͳ͍ͱ͍͏৔߹͕ى͜Δɽͦ͜Ͱɼऩ
Ի؀ڥʹؔ͢Δࣄલ৘ใ͕ෆཁͳϒϥΠϯυԻݯ෼཭ʢBlind Source Separation: BSSʣ [10] ͷݚ
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ඇઢܗBSSͱͯ͠ɼ࣌ؒप೾਺ϚεΫʹجͮ͘ख๏ [12, 13, 14]ɼDenoising autoencoderʢDAEʣ
Λ༻͍ͨख๏ [15, 16]͕ڍ͛ΒΕΔɽ
؍ଌ৴߸ʹରͯ͠ద੾ͳ࣌ؒ௕Ͱ୹࣌ؒϑʔϦΤม׵ʢShort time Fourier transform: STFTʣΛ
ద༻͢ΔͱɼԻݯʹओཁͳ੒෼͸࣌ؒप೾਺্ۭؒʹ͓͍ͯૄʹଘࡏ͢Δ͜ͱ͕஌ΒΕ͍ͯΔ [17]ɽ
͜ͷੑ࣭ʹج͖ͮɼ࣌ؒप೾਺ϚεΫʹجͮ͘ख๏Ͱ͸ɼ໨తԻݯ੒෼͕ࢧ഑తʹଘࡏ͢Δ࣌ؒ
प೾਺ϏϯͷΈΛ௨աͤ͞ΔόΠφϦϚεΫ [17, 18, 19]Λ༻͍ͯɼෆཁͳ੒෼ΛޮՌతʹऔΓআ
͘ɽ͔͠͠ɼϛϡʔδΧϧϊΠζͳͲͷඇઢܗ࿪͕ൃੜ͢ΔͨΊɼ෼཭ԻΛௌऔͨ͠ࡍʹҧ࿨ײ
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ߟ͑Δ͜ͱ͕Ͱ͖Δɽͦ͜Ͱۙ೥Ͱ͸ɼࣝผثͱͯ͠Deep neural network(DNNʣ [24]Λ༻͍Δ
͜ͱͰɼ࣌ؒप೾਺ϚεΫΛߴਫ਼౓ʹਪఆ͢ΔࢼΈ͕ͳ͞Ε͍ͯΔ [25, 26, 27]ɽ͜ΕΒͷํ๏Ͱ
͸ɼֶशσʔλͱೖྗσʔλͱͷϛεϚονʹର͢Δؤ݈ੑΛͲ͏୲อ͢Δͷ͔͕՝୊ͱͳΔɽ
DAE [28]͸ɼϊΠζؚ͕·ΕΔύλʔϯ͔ΒݩͷύλʔϯΛ࠶ݱ͢ΔχϡʔϥϧωοτϫʔΫͰ





͛ΒΕΔɽ͜ͷ໰୊Λղফ͢ΔͨΊʹ SNRຖʹ DAEΛઃܭ͠ɼೖྗ࣌ͷ SNRΛਪఆ্ͨ͠Ͱ
DAEΛબ୒͢Δͱ͍͏࿮૊Έ͕ఏҊ͞Εͨ [16]ɽ͔͠͠ɼDAEʹΑΓग़ྗ͞ΕΔεϖΫτϧ͸౷
ܭॲཧʹىҼ͢Δฏ׈ԽͷӨڹΛड͚Δ [35]ɽۙ೥Ͱ͸ɼDAEΛ࣌ؒप೾਺ϚεΫ [36]ɼWiener




͹ɼ؍ଌ৴߸ z(t)͸ࠞ߹ߦྻAΛ༻͍ͨઢܗม׵ z(t) = As(t)Ͱදݱ͢Δ͜ͱ͕Ͱ͖Δɽઢܗ
BSS͸ɼAͷӨڹΛଧͪফ͢ઢܗ෼཭ߦྻWΛ༻͍ͨઢܗม׵Wz(t)ʹΑͬͯɼԻݯ৴߸ s(t)
Λ࠶ݱ͢Δɽ୅දతͳख๏ͱͯ͠ɼಠཱ੒෼෼ੳʢIndependent component analysis: ICAʣ [39]ɼ
























































































ਤ 1.1: Relation between existing and proposed blind source separation (BSS). TF and SMO







































































































Denoising autoencoderɼConvolutional autoencoderɼConvolutional neural networkΛ঺հ͢Δɽ
2.1 Ի৴߸ॲཧͷྲྀΕ
ਤ 2.1ʹɼ࣌ؒप೾਺දݱΛ༻͍ͨԻ৴߸ॲཧͷجຊతͳྲྀΕΛࣔ͢ɽ
·ͣɼADม׵ʹΑΓσδλϧԽ͞Εͨ؍ଌ৴߸ͷܥྻ x = {x[i]|i = 0, · · · , Nt− 1}ʹର͠ɼ୹
࣌ؒϑʔϦΤม׵ʢShort time Fourier transform: STFTʣΛద༻͢Δ͜ͱͰɼ࣌ؒप೾਺දݱͰ





























ਤ 2.1: Procedure of sound signal processing via frequency domain.
|X(ω)| =
√
|Im[X(ω)]|2 + |Re[X(ω)]|2 . (2.2)
∠X(ω) = arctan (Im[X(ω)]/Re[X(ω)]) , (2.3)












X(ω) exp (j2πωt)dω . (2.5)
FT͓Αͼ IFT͸ɼ࿈ଓ࣌ؒ৴߸ʹ͓͍ͯ࣌ؒྖҬʖप೾਺ྖҬؒͷม׵Λߦ͏ɽ͔͠͠ίϯ
ϐϡʔλͰԻΛॲཧ͢Δࡍʹ͸ɼx(t)͸ɼαϯϓϦϯάपظʢαϯϓϦϯάप೾਺ͷٯ਺ʣ1/fs









































































































































































n ൪໨ͷԻݯ৴߸Λ sn = {sn[i]|i = 0, · · · , Nt}ɼm ൪໨ͷϚΠΫϩϗϯʹ͓͚Δ؍ଌ৴߸
Λ zm = {zm[i]|i = 0, · · · , Nt +Nh}ɼn൪໨ͷԻݯ͔Βm൪໨ͷϚΠΫϩϗϯ·ͰͷΠϯύϧε





















ϕΫτϧΛ Z[k, l] = [Z1[k, l], · · · , ZNm [k, l]]T ʢT͸సஔΛද͢ʣɼࠞ߹ߦྻΛ H[k]ͱ͢ΔͱɼԻ
ݯ৴߸ͷεϖΫτϧΛଋͶͨϕΫτϧ S[k, l] = [S1[k, l], · · · , SNs [k, l]]T͸ɼҎԼͷΑ͏ͳઢܗม
׵Ͱදݱ͢Δ͜ͱ͕Ͱ͖Δɽ
Z[k, l] = H[k]S[k, l] (2.12)
H[k] =
⎡⎢⎣ H11[k] · · · H1Ns [k]... . . . ...




Λద༻͢Δ͜ͱʹΑΓɼग़ྗ৴߸ͷεϖΫτϧΛଋͶͨϕΫτϧY[k, l]=[Y1[k, l], · · ·, YNs [k, l]]T
ΛٻΊΔɽ͜ͷͱ͖ɼYn[k, l]͸ਪఆ͞Εͨ n൪໨ͷԻݯͷεϖΫτϧΛද͢ɽ
Y[k, l] = W[k]Z[k, l] =W[k]H[k]S[k, l] (2.14)
W[k] =
⎡⎢⎣ W11[k] · · · W1Nm [k]... . . . ...
WNs1[k] · · · WNsNm [k]
⎤⎥⎦ (2.15)
























Libler৘ใྔΛද͢ɽKL(p||q)͸ɼ෼෍ q͔Β෼෍ p΁ͷڑ཭ΛਤΔई౓Ͱ͋Γɼpͱ q͕Ұக͢



































͜͜ͰɼNK ͸ FFT௕Λද͢ɽWˆ[k]ͷਪఆ͸ ICAͱಉ༷ʹɼࣗવޯ഑๏΍ิॿؔ਺๏ʹΑΓߦ
͏ɽIVAͰ͸ɼp(·)ͱͯ͠प೾਺ؒͷؔ܎Λߟྀͨ͠ଟ࣍ݩ෼෍ΛԾఆ͢ΔͨΊɼप೾਺ؒͷ੔߹
ੑ͸อূ͞ΕΔɽͦͷͨΊɼύʔϛϡςʔγϣϯ໰୊͕ൃੜ͠ͳ͍ͱ͍͏ར఺͕͋ΔɽεέʔϦ
ϯά໰୊ʹରͯ͠͸ɼ࠷খ࿪ఆཧʢminimal distortion principle: MDPʣ͕Α͘༻͍ΒΕ͍ͯΔɽ
MDPͰ͸W[k]͕ਖ਼ํߦྻͷͱ͖ɼԼࣜͷΑ͏ͳૢ࡞ʹΑΓɼεέʔϧΛਖ਼نԽ͢Δɽ









ਤ 2.4: Example of simultaneous speech spectrum. In this case, two speakers uttered diﬀerence












Z[k, n]=[Z1[k, l], · · · , Zm[k, l]]Λ؍ଌ৴߸ɼψ(Z[k, n])Λৼ෯ൺ΍Ґ૬ࠩͳͲΛද͢εϖΫτϧ
































αi = 1 , (2.22)
͜͜Ͱɼαi, ai, σ2i ͸ͦΕͧΕɼࠞ߹ॏΈɼi൪໨ͷਖ਼ن෼෍ʹର͢Δฏۉ͓Αͼ෼ࢄΛද͢ɽ͜
ΕΒͷύϥϝʔλ͸ɼEMΞϧΰϦζϜ [65]Λ༻͍ͯਪఆ͞ΕΔɽࣜ 2.21ʹࣔ֬͢཰ີ౓෼෍Α
Γɼࣄޙ֬཰͸ҎԼͷΑ͏ʹܭࢉ͞ΕΔɽ
P (n|x;ai,σi) = P (x; ai,σi)∑Ns







Yn[k, l] =Mn[k, l]Zn[k, l] . (2.24)
ਤ 2.5ʹɼ࣌ؒप೾਺ϚεΫΛ༻͍ͨ෼཭ॲཧͷྫΛࣔ͢ɽ͜ͷྫͰ͸ɼ؍ଌ৴߸ͷεϖΫτ





















































































χοτͷग़ྗ͕ܾఆ࿦తʹܾఆ͞ΕΔχϡʔϥϧωοτϫʔΫͱͯ͠ Autoencoder (AE) [69]͕






2.3.1 Restricted Boltzmann machine
RBM͸ɼՄࢹ૚ͱӅΕ૚Ͱߏ੒͞ΕΔ࿈૝هԱܕωοτϫʔΫͰ͋ΓɼՄࢹ૚ɾӅΕ૚ͷϊʔ
υ͕ 0·ͨ͸ 1ͷ 2஋ఆٛ͞ΕΔ৔߹͸ Bernoulli-Bernoulli RBM (BB-RBM)ɼՄࢹ૚ͷϊʔ





Մࢹ૚͓ΑͼӅΕ૚ͷϊʔυͷू߹ΛͦΕͧΕ v = {vn|1 ≤ n ≤ N}ɼh = {hm|1 ≤ m ≤ M}
ͱఆٛ͢Δͱ͖ɼRBM͸ɼಉ࣌֬཰ p(v,h)ΛҎԼͷ Boltzmann෼෍ʹै͏֬཰ϞσϧͰදݱ
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BB-RBM͓ΑͼGB-RBMʹ͓͍ܾͯఆ͢Δ΂͖ύϥϝʔλ͸ɼͦ ΕͧΕɼθ(BB) = (wnm, bn, cm)
͓Αͼ θ(GB) = (wnm, bn, cm,σ2)ͱͳΔɽGB-RBMΛֶश͢Δࡍͷೖྗσʔλ v ͷฏۉ͓Αͼ෼
ࢄ͕ͦΕͧΕ 0͓Αͼ 1ͱͳΔΑ͏ʹඪ४Խ͢Δͱɼσ2 = 1ͱஔ͖׵͑Δ͜ͱ͕Ͱ͖Δɽ͢ͳΘ





































































ؔ࿈͕͋ΔͱԾఆ͠ɼσʔλ෼෍Λॳظ஋ͱ༻͍ͨ Contrastive Divergence (CD) ๏ [72] ͱݺ͹
ΕΔֶशํ๏͕ఏҊ͞Ε͍ͯΔɽAlgorithm 1ʹɼCD๏ʹΑΔύϥϝʔλਪఆͷྲྀΕΛࣔ͢ɽ
24
Algorithm 1 Contrastive Divergence
1: Initialize model parameters θ = (wmn, bn, cm).
2: Estimate hˆ(t) using a posterior probability distribution p(h|v), where v represent training
data.
3: Estimate v˜(t) using a posterior probability distribution p(v|hˆ(t)).
4: Estimate h˜(t) using a posterior probability distribution p(h|v˜(t)).





m − v˜(t)n h˜(t)m ) (2.36)
b(t)n = b
(t−1)





m − h˜(t)m ) (2.38)




y =WTh+ c (2.39)
h = sigmoid(Wx+ b) (2.40)







ೖྗ૚ɼதؒ૚ɼग़ྗ૚ͷϊʔυΛͦΕͧΕɼv = {vn|1 ≤ n ≤ N}ɼh = {hm|1 ≤ n ≤ N}ɼ
o = {on|1 ≤ n ≤ N}ͱ͢Δͱɼ࣍ͷΑ͏ͳؔ܎͕੒ཱ͢Δɽ
h = f(W(E)v + b) (2.41)
o = W(D)h+ c (2.42)
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Algorithm 2 Greedy Layer-wise training for deep denoising autoencoder
Require: weight matrix and bias vector on n-th layer, W(n) and b(n), #layers N
1: Update W(1) and b(1) with contrastive divergence method assuming that first layer as
GB-RBM.
2: Calculate output of the first layer h(1) using W(1) and b(1) .
3: for i=2:N/2
4: Update W(i) and b(i) with contrastive divergence method assuming that i-th layer and
h(i−1) as BB-RBM and input.
5: Calculate output of the first layer h(i) using W(i) and b(i) .
6: end for
7: for j=1:N/2− 1
8: W(N/2+j) ←W(N/2−j)T (T denotes transposition)
9: b(N/2+j) ← b(N/2−j)
10: end for
11: Update all parameters of denoising autoencoder using back propagation method.
2.3.3 Denoising autoencoder
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͜ͱ͕Ͱ͖ΔɽΤϯίʔυॲཧͰ͸·ͣɼೖྗ͞ΕΔNI ×MI ͷ 2࣍ݩύλʔϯ x = {xij |0 ≤ i ≤
NI − 1, 0 ≤ j ≤ MI − 1}ʹରͯ͠ɼK छྨͷNF ×MF ͷೋ࣍ݩϑΟϧλW(E)k = {W (E)k |0 ≤
k ≤ K − 1} Λ৞ΈࠐΉ͜ͱʹΑΓɼKछྨͷԠ౴ h = {hkij |0 ≤ i ≤ (NI +NF − 1)− 1, 0 ≤ j ≤
(MI +MF − 1) − 1, 0 ≤ k ≤ K − 1}ΛಘΔɽW (E)K ͸ہॴಛ௃ hk = {hkij |0 ≤ i ≤ NI − 1, 0 ≤
j ≤ MI − 1} Λநग़͢ΔϑΟϧλΛද͢ɽྫ͑͹Ի੠εϖΫτϧΛೖྗ͢Δͱɼہॴಛ௃ͱͯ͠
ഒԻߏ଄ͷ্ঢ΍Լ߱ͳͲͷ࣌ؒมԽΛද͢ಛ௃͕நग़͞ΕΔɽσίʔυͰ͸ɼhkʹରͯ͠ɼK
छྨͷNF ×MF ͷೋ࣍ݩϑΟϧλW(D)k = {W (D)k |0 ≤ k ≤ K − 1}Λɼ৞ΈࠐΉ͜ͱʹΑΓύ
λʔϯ o = {oij |0 ≤ i ≤ NI − 1, 0 ≤ j ≤MI − 1}Λग़ྗ͢Δɽ
CAEͷύϥϝʔλͰ͋Δ৞ΈࠐΈϑΟϧλ͸ɼೖྗͱग़ྗͷೋ৐ޡࠩΛ໨తؔ਺Λ༻͍ͯɼޡ
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ಠཱ੒෼෼ੳʢIndependent component analysis: ICAʣ [39]΍ಠཱϕΫτϧ෼ੳ (Independent

























Ϋτϧ S[k, l]ͱɼY[k, l]ͱͷޡ͕ࠩ࠷খͱͳΔઢܗ෼཭ߦྻW[k]ΛٻΊΔɽ
ࢀর৴߸ਪఆ :
෼཭ߦྻW[k]Λ༻͍ͯ෼཭৴߸ͷεϖΫτϧY[k, l]Λ΋ͱΊɼࣄલʹԻ੠ͷεϖΫτϧΛ
ֶशͨ͠࿈૝هԱϞσϧʹΑΓY[k, l]͔ΒԻݯΒ͠͞Λද͢εϖΫτϧ Sˆ[k, l]ʢҎ߱ɼࢀর
৴߸ͱΑͿʣΛਪఆ͢Δɽ
෼཭ߦྻߋ৽ :















































ਤ 3.1: Schematic diagram of proposed method when two sources are estimated from two obser-
















Algorithm 3 Algorithm for separation matrix optimization using associative memory.
Require: Observed signal Z[k, l]
Require: Initial separation matrix obtained either by an existing linear filtering method (as
described in Section 3.2.3) or a TF mask (as described in Section 4.2) W(0)[k]
Require: #epochs for reference signal update NR, #epochs for filter update NM , learning rate
µ
1: M(0)[k] = E (E: identity matrix).
2: Y(0)(k, l) =W(0)(k)Z(k, l).
3: Estimate Sˆ(0)(k, l) from Y(0)(k, l) using an associative memory model (AMM).
4: for i = 0 : NR-1
5: // Separation matrix optimization (Section 3.2.3)
6: for j = 0 : NM -1
7: Calculate gradient G(j)[k] using Eq. (3.17) given Sˆ(i)[k, l] and Y(i)[k, l].
8: U(j+1)[k] = U(j)[k]− µG(j)[k]/||G(j)[k]||.
9: end for
10: U¯[k] = U(NM )[k].
11: Y(i+1)[k, l] = U¯[k]W(0)Z[k, l].
12: // Reference signal estimation (Section 3.2.2)
13: Estimate Sˆ(i+1)[k, l] from Y(i+1)[k, l] using AMM.
14: U(0)[k] = U¯[k].
15: end for























































ਤ 3.2: Architecture of the denoising autoencoder (DAE)-based associative memory model
(AAM). h denotes a feature vector extracted during encoding.
h = tanh
(
























j = 2 · · ·L− 1
(3.3)



























































ਤ 3.3: Architecture of the convolutional neural network (CNN)-based associative memory model
(AAM). c, p and h denote the feature map, down-sampled feature map and a feature vector
extracted during encoding, respectively. a in a@b×c denotes the number of filters, and b and
c denote the sizes of the filter outputs in frequency and time, respectively. Note that location
information is lost in the max-pooling process.
ΤϯίʔσΟϯάॲཧͰ͸·ͣɼIʹରͯ͠ 30Ϗϯ×5Ϗϯͷେ͖͞ͷ 50छྨͷϑΟϧλw1=
{w11, · · · ,w501 } Λ 1 ϑϨʔϜɼ1 ϏϯͣͭͣΒ͠ͳ͕Βॏ৞͢Δ͜ͱͰɼ50 छྨͷಛ௃Ϛοϓ





wf1 ⊗ I+ bf1
)
, (3.5)
͜͜Ͱ cf ͸ the f ൪໨ͷಛ௃Ϛοϓɼwf1 ͓Αͼ b
f
















































j = 2 · · ·L− 1
(3.8)







࿈૝هԱͷύϥϝʔλ { w11, · · ·, w501 , b11, · · ·, b501 , w(e)1 , · · ·, w(e)L , b(e)1 , · · ·, b(e)L , w(d)1 , · · ·,
w(d)L , b
(d)


























j = 2 · · ·L− 1
(3.10)






ݸͷ 2࣍ݩಛ௃ {pˆ1, · · · , pˆ50}ʢpˆf ∈ R109×7ʣʹ෼ׂ͢Δɽ͜͏ͯ͠ಘΒΕͨ pˆf ʹରͯ͠Ξοϓ
αϯϓϦϯάΛద༻͢Δ͜ͱͰɼcf ʹରԠ͢Δಛ௃ cˆf ∈ R542×14 ΛಘΔɽΞοϓαϯϓϦϯά
͸ɼҐஔ৘ใ iʹج͖ͮɼMax-poolingͰબ୒͞ΕͨҐஔʹ͸ pˆf ͷ஋ΛɼͦͷଞͷҐஔʹ͸ 0Λ
































































ਤ 3.4: Architecture of the proposed denoising convolutional autoencoder (DCAE)-based as-
sociative memory model (AMM). c and cˆ denote the feature map and its estimate; p and pˆ,
the down-sampled feature map and its estimate; and h, the feature vector extracted during
encoding. In this architecture, cˆ is decoded using location information i, which is lost during
max-pooling in the encoding stage.













࿈૝هԱͷύϥϝʔλ { w11, · · ·, w501 , b11, · · ·, b501 , w12, · · ·, w502 , b12, · · ·, b502 , w(e)1 , · · ·, w(e)L ,




ग़ྗͱ͢Δɽ͜͜Ͱ͸ɼ෼཭ߦྻΛߋ৽͢ΔͨΊʹɼY(0)[k, l]Λࢀর৴߸ Sˆ[k, l]ʹ͚ۙͮΔઢܗ
ม׵ߦྻU[k] ∈ CNs×Ns Λߟ͑ΔɽU[k]ʹΑΓม׵͞ΕͨεϖΫτϧ͸ɼY¯[k, l]͸ҎԼͷΑ͏
ʹॻ͘͜ͱ͕Ͱ͖Δɽ
Y¯[k, l] = U[k]Y(0)[k, l] = U[k]W(0)[k]Z[k, l]. (3.13)
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M(0)[k] = E, (3.15)
































∣∣∣ log |Sˆi[k, l]|2 − log |Y¯ (0)i [k, l]|2∣∣∣2
)
(3.18)
͜͜ͰɼUij [k]ɼSˆi[k, l]͓Αͼ Y
(0)
j [k, l]͸ɼͦΕͧΕU[k]ͷ (i, j)൪໨ͷཁૉɼSˆi[k, l]ͷ i൪໨ͷ









∂Y¯ ∗i [k, l]






∂Y¯ ∗i [k, l]
(













Y¯ ∗i [k, l]
(
log |Sˆi[k, l]|2 − log |Y¯i[k, l]|2




C ͸ Y (0)∗j [k, l]ͱແؔ܎ͷ߲Λද͢ɽ
·ͨ ∂Y¯ ∗i [k, l]/∂U∗ij [k]͸ҎԼͷΑ͏ʹॻ͘͜ͱ͕ग़དྷΔɽ
∂Y¯ ∗i [k, l]
∂U∗ij [k]






Y (0)∗j [k, l]
Y¯ ∗i [k, l]
(






































































ਤ 3.5: Example of relation between cost function and number of iterations in separation matrix
optimization. In (a), dashed line (Ref-Tar) represents spectrum distance between reference
signal and target signal (i.e. ground-truth source signal); solid line (Sep-Tar) represents that
between separated signal (i.e. estimated source signal) and target signal. In (b), cost function



































ਤ 3.6: Example of relation between signal-to-distortion ratio (SDR) and signal-to-interference
ratio (SIR). Sˆ(n) represents outputs of DCAE-based AMM in n-th reference signal estimation.




















Ͱ͸ɼATRԻૉόϥϯεจ [75] ͷηοτBʹؚ·ΕΔ 1,800ൃ࿩ (ঁੑ 4࿩ऀ×֤࿩ऀ 450
ൃ࿩)Λ༻͍ͨɽ৴߸ͷαϯϓϦϯάप೾਺͸ 16 kHzͰ͋ΓɼSTFTͷϑϨʔϜ௕͓Αͼϑ








ਤ 3.7: Experimental environment with two microphones and two sources, where θ1 and θ2
denote the directions of the target and interference sources, respectively.
ද 3.1: Direction of target and interference sources.
data set source direction of (θ1, θ2)
training (-15,15), (-45,45), (-75,75), (-90,90)
development (-60,60)




༻͍ͨɽ͢ͳΘֶͪशηοτʹ͸ɼ3,600ൃ࿩ʢ9࿩ऀର × 2࿩ऀ × 50ൃ࿩ × 4ํ޲ʣͷ෼
཭Ի੠ΛೖྗσʔλɼରԠ͢Δ 3,600ൃ࿩ͷυϥΠιʔεΛڭࢣσʔλͱͯ͠༻͍ͨɽ·ͨ









্͛ίʔύεʢJapanese Newspaper Article Sentences: JNASʣ [77] ΑΓແ࡞ҝʹબ୒ͨ͠Ի੠






























k=0 (1− δij)|Yij [k, l]|2
(3.22)
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ද 3.2: Relation between separation performance and parameter of associative memory model
L.
(a) SIR [dB]
L=0 L=1 L=2 L=3
IVA(Baseline) 32.76 — — —
IVA-AMM(FF)-SMO — 32.34 32.20 32.25
IVA-AMM(CF)-SMO 33.48 32.72 32.29 32.28
IVA-AMM(CC)-SMO 34.00 33.34 32.94 32.88
(b) SDR [dB]
L=0 L=1 L=2 L=3
IVA(Baseline) 10.12 — — —
IVA-AMM(FF)-SMO — 12.01 11.96 11.94
IVA-AMM(CF)-SMO 11.44 11.93 12.39 12.20











l=0 (|Si[k, l]|− |Yii[k, l]|)2
(3.23)
ͨͩ͠ɼ
Yij [k, l] =
Nm∑
m=1
Wim[k]Hmj [k]Sj [k, l] (3.24)









ͳ͔ͬͨ΋ͷͷɼIVA-AMM(CF)-SMO͓Αͼ IVA-AMM(CC)-SMOʹ͓͍ͯ͸ɼL = 2
ͷͱ͖ʹ SDR͕࠷େͱͳͬͨɽ
Ҏ্ͷ͜ͱΛ౿·͑ɼҎ߱ͷ࣮ݧͰ͸ɼIVA-AMM(FF)-SMOͰ͸L = 1ɼIVA-AMM(CF)-
















ͷߋ৽ճ਺ͷ্ݶ͸ 5000ճͱͨ͠ɽ·ͨɼࣜ (3.16)ʹ͓͚Δֶश܎਺ µ͸ॳظ஋Λ 0.0001ͱ͠ɼ
new-bob๏ʹΑΓಈతʹ੍ޚͨ͠ɽ෼཭ੑೳͷධՁई౓͸ɼ3.3.2ͱಉ༷ʹɼSIR͓Αͼ SDRΛ
༻͍ͨɽ
ਤ 3.8(a) ʹɼSIR Λܭࢉͨ݁͠ՌΛࣔ͢ɽ࿈૝هԱΛ༻͍ͯ෼཭ߦྻͷิਖ਼Λߦͬͨ IVA-
AMM(FF)-SMOɼIVA-AMM(CF)-SMO ͓Αͼ IVA-AMM(CC)-SMO͸ɼิਖ਼ΛߦΘ
ͳ͔ͬͨ IVAͱ΄΅ಉ౳ͷੑೳΛࣔͨ͠ɽ༗ҙਫ४ 10%ͰWelchͷ tݕఆΛߦͬͨͱ͜Ζɼ֤
ख๏ؒͰ༗ҙͳࠩΛ֬ೝ͢Δ͜ͱ͸Ͱ͖ͳ͔ͬͨɽਤ 3.8(b)ʹɼSDRΛܭࢉͨ݁͠ՌΛࣔ͢ɽ࿈
૝هԱΛ༻͍ͯ෼཭ߦྻͷิਖ਼Λߦͬͨ IVA-AMM(FF)-SMOɼIVA-AMM(CF)-SMO ͓







ද 3.3: Short time objective intelligibility (STOI) measure averaged over 360 utterances with
their standard deviations.















































































ਤ 3.8: Simultaneous speech separation performance with the proposed separation matrix opti-
mization averaged over 180 utterance pairs along with their 99% confidence interval. * denotes





























ਤ 3.9: Example of directivity pattern of (a) separation matrix optimized with independent
vector analysis and (b) separation matrix optimized with proposed method. In this case, dis-





ʹ஗Ԇ τ ΛՃ͑ͨΤίʔ৴߸ x(t+ τ)Λಉ࣌ʹൃԻ͠ɼͦΕͧΕΛ෼཭ͨ͠ࡍͷੑೳΛௐࠪͨ͠ɽ
ධՁσʔλ͸γϛϡϨʔγϣϯʹΑΓੜ੒ͨ͠ɽΠϯύϧεԠ౴͸ 3.3.3Ͱ༻͍ͨ΋ͷͱಉ͡΋
ͷΛ༻͍ͨɽԻݯ৴߸ x(t)ͱͯ͠ɼJNASʹؚ·ΕΔ 20 ൃ࿩ʢঁੑ 20࿩ऀ×֤࿩ऀ 1 ൃ࿩ʣΛ
ͱͯ͠༻͍ͨɽ·ͨɼΤίʔ৴߸͸ɼx(t)ͷઌ಄ʹ τ ms ͷແԻ۠ؒΛૠೖ͢Δ͜ͱͰੜ੒ͨ͠ɽ
͜͜Ͱ͸ τ ͕ɼ50·ͨ͸ 25 ͱͳΔ৔߹ͷੑೳΛௐࠪͨ͠ɽτ ͕୹͘ͳΕ͹ͳΔ΄ͲɼԻݯ৴߸
ͱΤίʔ৴߸ͱͷ૬͕ؔߴ͘ͳΔͨΊɼ෼཭͕೉͘͠ͳΔ͜ͱ͕૝ఆ͞ΕΔɽԻݯ৴߸͓ΑͼΤ
ίʔ৴߸ʹΠϯύϧεԠ౴Λ৞ΈࠐΈɼSNR͕ 0 dBͱͳΔΑ͏ʹॏ৞͢Δ͜ͱͰɼࠞ߹৴߸ 120
ൃ࿩ (ঁੑ 20 ࿩ऀ×6 ৚݅) Λ࡞੒ͨ͠ɽ͜͏ͯ͠ಘͨࠞ߹৴߸ʹରͯ͠ҎԼͷ෼཭ख๏Λద༻
͠ɼੑೳΛௐࠪͨ͠ɽ
IVA(Baseline) : IVAʹجͮ͘Իݯ෼཭ɽ









͸ 30ճɼ෼཭ߦྻͷߋ৽ճ਺ͷ্ݶ͸ 5000ճͱͨ͠ɽ·ͨɼࣜ (3.16)ʹ͓͚Δֶश܎਺ µ͸ॳ
ظ஋Λ 0.0001ͱ͠ɼnew-bob๏ʹΑΓಈతʹ੍ޚͨ͠ɽ
෼཭ੑೳ͸ɼ3.3.2Ͱઆ໌ͨ͠ SIR ͓Αͼ SDRɼ͓ΑͼɼVincentΒ [74]͕ఏҊͨ͠ signal-to-






sˆi(t) = s¯i(t) + e




s¯i(t) = Psi sˆi(t) (3.26)
e(spat) = sˆi(t)− s¯i(t) (3.27)
e(interf) = Pssˆi(t)− s¯i(t) (3.28)
e(noise) = Ps,nsˆi(t)−Pssˆi(t) (3.29)
e(artif) = sˆi(t)−Ps,nsˆi(t) (3.30)
Psi = Π{si} (3.31)
Ps = Π{s1, · · · , sNs} (3.32)
Ps,n = Π{s1, · · · , sNs , n1, · · · , nNm} (3.33)
si͓Αͼ ni͸ɼͦΕͧΕɼԻݯ৴߸͓ΑͼϚΠΫϩϗϯͰ؍ଌ͞ΕΔͷϊΠζΛද͢ɽ·ͨPa =
Π{a1, a2, · · · , aN}͸ɼϕΫτϧ {a1, a2, · · · , aN}ͰுΒΕΔ෦෼ۭؒ΁ͷ௚ަࣹӨ࡞༻ૉΛද͢ɽ
͜ͷ͏ͪɼe(spat)͸Ի࣭ͷҧ͍Λද͢΋ͷͰ͋ΓɼԻݯ෼཭ੑೳʹ͸د༩͠ͳ͍੒෼Ͱ͋Δͱߟ͑
Δɽ࣍ʹ͜ΕΒͷཁૉΛ༻͍ͯɼSIRɼSDR͓Αͼ SARΛҎԼͷࣜʹΑΓٻΊΔɽ
SIR [dB] := 10 log10
||sˆi(t) + e(spat)(t)||2
||e(interf)||2 (3.34)
SDR [dB] := 10 log10
||sˆi(t) + e(spat)(t)||2
||e(interf) + e(noise) + e(artif)||2 (3.35)
SAR [dB] := 10 log10










ͰɼIVA-AMM(CC)-SMO͸ IVAͱಉ౳ͷੑೳΛࣔͨ͠ɽਤ 3.11ʹɼτ=50 msͱͨ͠ࡍͷ





IVA-AMM(FF)-SMO͓Αͼ IVA-AMM(CC)-SMO͸ IVAͱൺֱͯ͠ɼSIR͓Αͼ SDR
͕վળ͢Δ༷ࢠ͕ΈΒΕΔɽ͜Ε͸ɼఏҊ๏ʹΑΔ෼཭͕࿪ͷӨڹΛ௿ݮͭͭ͠ɼ๦֐Իʹର͢
Δ෼཭ੑೳΛվળ͢ΔޮՌ͕͋Δ͜ͱΛ͍ࣔͯ͠Δɽ
























































ਤ 3.10: Echo canceling performance with the proposed separation matrix optimization averaged
over 120 utterance pairs along with their 99% confidence interval. * denotes significant diﬀerence
of 5 %; ** denotes significant diﬀerence of 1%; n.s. denotes no significant diﬀerence.
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ਤ 3.11: Echo canceling performance (τ=50ms) with the proposed separation matrix optimiza-
tion averaged over 120 utterances along with their 99% confidence interval. SIR, SDR and SAR
are defined in the literature [74].
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ਤ 3.12: Echo canceling performance (τ=25ms) with the proposed separation matrix optimiza-
tion averaged over 120 utterances along with their 99% confidence interval. SIR, SDR and SAR








λϕʔεʢthe Real Word Computing Partnership Sound Scene Database: RWCP-SSD) [80]ʹ
ؚ·ΕΔ΋ͷΛ༻͍ͨɽ࣮ݧʹ༻͍ͨΠϯύϧεԠ౴ͷऩԻ؀ڥͷ৚݅Λɼද 3.4ʹࣔ͢ɽJNAS
ΑΓແ࡞ҝʹநग़ͨ͠ঁੑ࿩ऀ͕ൃͨ͠Ի੠ʹΠϯύϧεԠ౴Λ৞ΈࠐΈɼSNR͕ 0 dBͱͳΔ













͸ 30ճɼ෼཭ߦྻͷߋ৽ճ਺ͷ্ݶ͸ 5000ճͱͨ͠ɽ·ͨɼࣜ (3.16)ʹ͓͚Δֶश܎਺ µ͸ॳ
ظ஋Λ 0.0001ͱ͠ɼnew-bob๏ʹΑΓಈతʹ੍ޚͨ͠ɽ
෼཭ੑೳ͸ɼVincentΒ͕ఏҊͨ͠ signal-to-interference ratio (SIR)ɼsignal-to-distortion ratio
(SDR)ɼsignal-to-artifacts ratio (SAR) [74]ʹΑΓධՁͨ͠ɽਤ 3.14ʹධՁσʔλ 900ൃ࿩ʹର
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ද 3.4: Experimental setup for simultaneous speech separation in reverberant environment.
Reverberation time (RT60) 300 ms
Number of sources 2
Number of microphones 2
Distance between microphones to sources 200 cm
Distance between microphones 2.83 cm
(-20,-40),(-20,-80),(-20,20).(-20,40),(-20,80),
(-40,-20),(-40,-80),(-40,20).(-40,40),(-40,80),

























ද 3.5: Significant diﬀerence in results for simultaneous speech separation of female pair using
IVA and the proposed linear BSS. FF, CF and CC denote AMM(FF), AMM(CF) and
AMM(CC), respectively. *: significant diﬀerence of 5%; **: significant diﬀerence of 1%; n.s.:
no significant diﬀerence; —: not tested.
(a) SIR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA * ** ** ** ** **
IVA-FF — ** ** * ** **
IVA-CF ** — * ** n.s. **
IVA-CC ** ** — ** * **
IVA-FF-SMO ** ** ** — ** **
IVA-CF-SMO ** n.s. * ** — **
IVA-CC-SMO ** ** ** ** ** —
(b) SDR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA ** ** ** ** ** **
IVA-FF — n.s. ** ** ** **
IVA-CF n.s. — ** ** ** **
IVA-CC ** ** — ** ** **
IVA-FF-SMO ** ** ** — ** **
IVA-CF-SMO ** ** ** ** — **
IVA-CC-SMO ** ** ** ** ** —
(c) SAR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA ** ** ** ** ** **
IVA-FF — ** ** ** ** **
IVA-CF ** — ** ** ** **
IVA-CC ** ** — ** ** **
IVA-FF-SMO ** ** * * — ** **
IVA-CF-SMO ** ** ** ** — **
IVA-CC-SMO ** ** ** ** ** —
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ද 3.6: Significant diﬀerence in results for simultaneous speech separation of male pair using
IVA and the proposed linear BSS. FF, CF and CC denote AMM(FF), AMM(CF) and
AMM(CC), respectively. *: significant diﬀerence of 5%; **: significant diﬀerence of 1%; n.s.:
no significant diﬀerence; —: not tested.
(a) SIR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA n.s. ** ** ** ** **
IVA-FF — ** ** ** ** **
IVA-CF ** — ** n.s. ** **
IVA-CC ** ** — ** n.s. **
IVA-FF-SMO ** n.s. ** — ** **
IVA-CF-SMO ** ** n.s. ** — **
IVA-CC-SMO ** ** ** ** ** —
(b) SDR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA ** ** ** ** ** **
IVA-FF — ** ** ** ** **
IVA-CF ** — ** ** ** **
IVA-CC ** ** — ** ** **
IVA-FF-SMO ** ** ** — ** **
IVA-CF-SMO ** ** ** ** — **
IVA-CC-SMO ** ** ** ** ** —
(c) SAR
IVA-FF IVA-CF IVA-CC IVA-FF-SMO IVA-CF-SMO IVA-CC-SMO
IVA ** ** ** ** ** **
IVA-FF — ** ** ** ** **
IVA-CF ** — ** ** ** **
IVA-CC ** ** — ** ** **
IVA-FF-SMO ** ** * * — ** **
IVA-CF-SMO ** ** ** ** — **





ਤ 3.13: Evaluation of IVA and the proposed AMM-based linear BSS for female pair, where






ਤ 3.14: Evaluation of IVA and the proposed AMM-based linear BSS for male pair, where SDR,























ਤ 3.15: Separation performance using the proposed separation matrix optimization method
(IVA-DCAE-SMO) with and without IVA post-processing averaged over 900 utterances as
well as their 99 % confidence intervals. w/o IVA is the same as IVA-DCAE-SMO. w/ IVA



































͋Δɽྫ͑͹ɼICAͱ࣌ؒप೾਺ϚεΫΛ૊Έ߹Θͤͨํ๏ [51, 52]ɼSMDP(Segrigation using































Y(BM)[k, l]=[Y (BM)1 [k, l], · · · , Y (BM)Ns [k, l]]T ͸ԼࣜʹΑΓٻΊΔ͜ͱ͕Ͱ͖Δɽ
Y(BM)[k, l] = M[k, l] ◦ Z[k, l] , (4.1)
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ਤ 4.1: Tandem connectionist BSS based on the simple connection of TF masking and linear
separation filtering. The outputs of the TF mask for M[k, l] were transformed by W(0)[k] and
U[k] to obtain the source estimates. IVA was applied to the outputs of the TF mask and yield
separation matrix W(IVA)[k]. The matrix was used as the initial separation matrix W(0)[k] and
the proposed separation matrix optimization method was applied. Note that the AMM used for
separation matrix updating was trained using the IVA output following TF masking IVA and




͘ɼग़ྗ͕࠷΋Y(BM)[k, l]ʹۙ͘ͳΔઢܗม׵ߦྻ P¯[k] Λ༻͍Δ͜ͱʹΑΓɼඇઢܗ࿪ͷӨڹ
Λ௿ݮ͞ΕΔ͜ͱΛظ଴͍ͯ͠ΔɽY(BM)[k] = [Y(BM)[k, 0], · · · ,Y(BM)[k,Nl − 1]]TɼZ(k) =
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ਤ 4.2: A tandem connectionist framework only comprising linear filtering. The observed signals
are transformed by W(0)[k] and U[k] to obtain the source estimates. In contrast to the frame-
work depicted in Fig. 4.1, the TF mask outputs are not employed for linear filtering but instead
they are used for calculating the initial values of the separation matrix P¯[k]. P¯[k] is used as
the initial separation matrix for IVA, followed by the proposed separation matrix optimization
method. Note that the AMM used for separation matrix updating is trained with the signals














ද 4.1: Experimental setup with simulated environment. In testing set, two positions are selected
from θ = (−80,−40,−20, 20, 40, 80).
Data set
Source direction RT60 Mic. interval Mic.-Source distance





Development (-60,60) 0 3.00 100
Testing 6P 2 300 2.83 200
Ͱ͸ɼATRԻૉόϥϯεจͷηοτ Bʹؚ·ΕΔ 1,800ൃ࿩ (ঁੑ 4࿩ऀ ×֤࿩ऀ 450ൃ
࿩)Λ༻͍ͨɽ৴߸ͷαϯϓϦϯάप೾਺͸ 16 kHzͰ͋ΓɼSTFTͷϑϨʔϜ௕͓Αͼϑ












ൃ࿩ʢ9࿩ऀର × 2࿩ऀ × 50ൃ࿩ × 4ํ޲ʣͷ෼཭Ի੠ΛೖྗσʔλɼରԠ͢Δ 3,600ൃ
࿩ͷυϥΠιʔεΛڭࢣσʔλͱͯ͠༻͍ͨɽ·ͨ։ൃηοτʹ͸ɼ312ൃ࿩ʢ3࿩ऀର ×

















ਤ 4.3: Experimental environment with two microphones and two sources. x denotes the distance
between microphones; d denotes the distance between the microphone and sources; θ1 and θ2










IVA-AMM-SMO : ୈ 3ষͰઆ໌ͨ͠෼཭ߦྻਪఆ๏ʹΑΔ෼཭ɽIVAͰٻΊͨ෼཭ߦྻΛॳ
ظ஋ͱ͠ɺ࿈૝هԱϞσϧDCAEʹΑΔࢀর৴߸Λ༻͍ͯߋ৽ͨ͠ɽ
Mask : ࣌ؒप೾਺ϚεΫΛ༻͍ͨඇઢܗ BSS [12]ɽ
Mask-IVA : Maskͷग़ྗΛ؍ଌ৴߸ͱΈͳ͠ IVAΛద༻ͨ͠ BSSɽ
69
Mask-IVA-AMM-SMO : ඇઢܗॲཧͱઢܗॲཧͷ୯७઀ଓʹجͮ͘࿮૊Έɽ Mask-IVAʹ
ΑͬͯٻΊΒΕͨ෼཭ߦྻΛॳظ஋ͱ͠ɼDCAEͷग़ྗΛࢀর৴߸ͱͯ͠ઢܗ෼཭ߦྻΛ
ߋ৽͢Δɽ


























ද 4.2: Phoneme error rate (%) averaged over 30 source directions.
BSS method Female Male Average
IVA 33.4 38.8 36.1
IVA-AMM-SMO 29.5 36.3 32.9
Mask 31.5 37.3 34.4
Mask-IVA 31.2 37.1 34.2
Mask-IVA-AMM-SMO 31.7 39.2 35.4
Mask-Lin-IVA 29.6 35.3 32.4























































ਤ 4.4: Evaluation of the proposed tandem connectionist framework for female and male pairs,








































ϧͷεϖΫτϧਪఆਫ਼౓ʹґଘ͢ΔɽͦͷͨΊɼDeep stacking network (DSN) [82]ɼVery deep
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