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Fundamental limits of distributed tracking
Victoria Kostina
Abstract—Consider the following communication scenario.
A Gauss-Markov source is observed by K isolated observers
via independent AWGN channels, who causally compress their
observations to transmit to the decoder via noiseless rate-
constrained links. At each time instant, the decoder receives
K new codewords from the observers, combines them with
the past received codewords, and produces a minimum mean-
square error running estimate of the source. This is a causal
version of the Gaussian CEO problem. We determine the
minimum asymptotically achievable sum rate required to
achieve a given mean-square error, which is stated as an
optimization problem over K parameters. We give an explicit
expression for the symmetrical case, and compute the limit
of the sum rate as K → ∞, which turns out to be finite
and nontrivial. Furthermore, using a suboptimal waterfilling
allocation among the K parameters, we explicitly bound the
loss due to a lack of cooperation among the observers; that
bound is attained with equality in the symmetrical case.
Index Terms—Linear stochastic control, LQG control, re-
mote control, rate-distortion tradeoff, causal rate-distortion
theory, Gauss-Markov source, real-time tracking, Gaussian
CEO problem.
I. INTRODUCTION
We set up the causal Gaussian CEO (chief executive or
estimation officer) problem as follows. The Gauss-Markov
source
Xi+1 = aXi + Vi, (1)
is observed by K noisy observers; the k-th observer sees
Y ki = Xi +W
k
i , k = 1, . . . ,K, (2)
where {Vi,W 1i ,W
2
i , . . . ,W
K
i }
T
i=1 are independent
Gaussian vectors of length n; Vi ∼ N (0, σ2V I);
W ki ∼ N (0, σ
2
Wk
I); X1 is Gaussian and independent of
{Vi,W 1i ,W
2
i , . . . ,W
K
i }
T
i=1. The observers communicate
to the decoder (the CEO, chief executive or estimation
officer) via their separate rate-constrained channels. The
goal of the decoder at time i is to causally choose Xˆi
based on the information received up to that point so that
the long-term average mean-square error (MSE)
1
t
t∑
i=1
E
[
‖Xi − Xˆi‖
2
]
(3)
is minimized; t is the time horizon. There is a feedback
from the decoder to each of the observers. See Fig. 1.
We call the causal Gaussian CEO problem symmetrical if
σ2W1 = . . . = σ
2
WK
.
In the classical (noncausal) setting, the CEO problem
was first introduced by Berger et al. [1] in the context of
K noisy observations of a discrete source. The quadratic
Gaussian CEO problem was studied by Viswanathan
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Fig. 1. The causal CEO problem.
and Berger [2], who proved an achievability bound on
the rate-distortion dimension for the symmetric case, by
Oohama [3], who derived the sum-rate rate-distortion re-
gion for that special case, by Prabharan et al. [4], who
determined the full Gaussian CEO rate region, by Chen et
al. [5], who proved that the minimum sum rate is achieved
via waterfilling, by Behroozi and Soleymani [6] and by
Chen and Berger [7], who showed rate-optimal successive
coding schemes. Wagner et al. [8] found the rate region
of the distributed Gaussian lossy compression problem by
coupling it to the Gaussian CEO problem. Wang et al. [9]
showed a simple converse on the sum rate of the Gaussian
CEO problem. Most recently, Courtade and Weissman [10]
determined the distortion region of the distributed source
coding and the CEO problem under logarithmic loss.
In the case of a single noiseless observer, the Gaussian
causal rate-distortion function, introduced by Gorbunov
and Pinsker [11], describes the fundamental operational
limits of causal tracking. The link between the minimum
attainable linear quadratic Gaussian (LQG) control cost and
the causal rate-distortion function is elucidated in [12]–
[14]. A semidefinite program to compute the causal rate-
distortion function for vector Gauss-Markov sources is
provided in [15]. The noisy causal rate-distortion function,
which corresponds to K = 1 in (2), is computed in
[14]. The causal rate-distortion function of the Gauss-
Markov source with Gaussian side observation available
at decoder (causal Wyner-Ziv) is computed in [16]. That
causal Wyner-Ziv setting can be viewed a special case of
our causal CEO problem (1), (2) with two observers, with
the second observer enjoying an infinite rate. Stability of
linear Gaussian systems with multiple isolated observers
was investigated in [17].
In this paper, we characterize the minimum asymptoti-
cally achievable sum rate R1+. . .+RK required to achieve
a given mean-square error (3) in the causal distributed track-
ing setting of Fig. 1. We recover the noisy and noiseless
causal rate-distortions as special cases. We study the rate
loss due to a lack of cooperation between the different
encoders: as long as the target distortion is not too small,
the rate loss is bounded above byK−1 times the difference
between the noisy and noiseless rate-distortion functions.
This parallels the corresponding result for the classical
Gaussian CEO problem [18, Cor. 1]. In the symmetrical
case, we compute limK→∞
∑K
k=1 Rk, extending the result
of Oohama [3, Cor. 1] to the causal setting and recovering
it if a = 0.
Notation: Logarithms are natural base. For a natural
number M , [M ] , {1, . . . ,M}. Notation X ←֓ Y reads
“replace X by Y ”. We indicate the temporal index in the
subscript and the spacial index in the superscript: Y k[t] is the
temporal vector (Y k1 , . . . , Y
k
t ); Y
[K]
i is the spatial vector
(Y 1i , . . . , Y
K
i )
T; Y
[K]
[t] , (Y
1
[t], . . . , Y
K
[t] ). D denotes delay
by one, i.e. DX[t] = (0, X1, . . . , Xt−1). For a random
vector X with i.i.d. components, X denotes a random
variable distributed the same as each component of X . For
a random vectorX , its normalized (by dimension) variance
is denoted by σ2X ; its normalized conditional variance given
a random object Y is denoted by σX|Y . For a random
process {Xi} on Rn, its normalized stationary variance
(can be +∞) is denoted by
σ2X , lim sup
i→∞
1
n
E
[
X2i
]
. (4)
The normalized minimum MSE (MMSE) in the estimation
of Xi from Y
[K]
[i] is denoted by
σ2
Xi|Y
[K]
[i]
,
1
n
E
[(
X − E
[
Xi|Y
[K]
[i]
])T (
X − E
[
Xi|Y
[K]
[i]
])]
, (5)
and the normalized steady-state causal MMSE by
σ2X‖Y [K] , lim sup
i→∞
σ2
Xi|Y
[K]
[i]
. (6)
We use the following shorthand notation for causally con-
ditional probability kernels [19]:
PY[t]||X[t] ,
t∏
i=1
PYi|Y[i−1],X[i] . (7)
II. RESULTS AND DISCUSSION
A. Minimum achievable sum rate in the causal Gaussian
CEO problem
A causal CEO code is formally defined as follows.
Definition 1 (Causal CEO code). An (R, d, t) causal CEO
code for a discrete-time random process on Rn {Xi}ti=1,
observed through P
Y
[K]
[t]
‖X[t]
consists of
a) K encoding policies
PLk
[t]
‖Y k
[t]
,DUk
[t]
, k = 1, . . . ,K, (8)
that satisfy the sum rate constraint
1
nt
t∑
i=1
K∑
i=1
log |Lki | ≤ R, (9)
where Lki is the alphabet of L
k
i , and that give rise to
P
L
[K]
[t]
‖Y
[K]
[t]
,DU
[K]
[t]
=
K∏
k=1
PLk
[t]
‖Y k
[t]
,DUk
[t]
; (10)
b) a decoding policy P
U
[K]
[t]
‖L
[K]
[t]
, that, together with the
MMSE estimator
Xˆi = E
[
Xi|U
[K]
[i]
]
, i = 1, . . . , t (11)
satisfies the average MSE constraint
1
nt
t∑
i=1
E
[
‖Xi − Xˆi‖
2
]
≤ d. (12)
One can think of Lki as the summary of the codeword
that k-th encoder intends to transmit at time i, and of
Uki as the decoder’s reconstruction of that codeword. The
decoder reconstructs Uki by jointly processing all the
summaries received from all the encoders up to that time,
i.e., L
[K]
[i] . That process is not error-free, and to avoid error
propagation Definition 1 allows noiseless feedback from
the decoder back to each of the encoders containing the
decoder’s estimate Uki of that encoder’s intended codeword.
The asymptotically achievable rate region of the causal
CEO problem is defined as follows.
Definition 2 (Asymptotic sum rate - distortion function).
The rate-distortion pair (R, d) is achievable if for any γ >
0, there exists an (R + γ, d + γ, t) causal CEO code for
all t and n large enough. The causal sum rate - distortion
function is defined as follows:
RCEO(d) , inf
{
R : (R, d) is achievable
in the CEO problem
}
(13)
If there were no communication rate constraints, at time
i, the decoder would have directly observed Y
[K]
i , and it
could form the minimum MSE (MMSE) estimate
X¯i , E
[
Xi|Y
[K]
[i]
]
. (14)
of Xi based on those noisy observations. Similarly, kth
encoder MMSE estimate based on the observations it has
seen far is given by
X¯ki , E
[
Xi|Y
k
[i]
]
. (15)
Both (14) and (15) can be computed using the Kalman
filter. The steady-state causal estimation MMSEs σ2
X‖Y
and σ2
X‖Y k can be computed by solving the corresponding
Riccati recursions.
In Theorem 1, the causal sum rate - distortion function
is expressed as a convex optimization problem over param-
eters dk = σ
2
X‖Uk , which determine the individual rates
of transmitters, to achieve a target distortion d = σ2
X‖U [K]
.
Note that
σ2
X||DU [K] = a
2d+ σ2V , (16)
σ2X||DUk = a
2dk + σ
2
V . (17)
Theorem 1. For all d > σ2
X‖Y [K]
, the causal sum rate -
distortion function for the source in (1) observed through
the channels in (2) is given by
RCEO(d) =
1
2
log
σ2
X‖DU [K]
d
(18)
+ min
{dk}Kk=1
K∑
k=1
1
2
log
σ2
X‖DUk − σ
2
X‖Y k
dk − σ2X‖Y k
dk
σ2
X‖DUk
,
where the minimum is over dk, k = 1, . . . ,K , that satisfy
1
d
≤
1
σ2
X‖Y [K]
−
K∑
k=1
(
1
σ2
X‖Y k
−
1
dk
)
, (19)
σ2X‖Y k ≤ dk ≤ σ
2
X . (20)
Proof. Section III-D.
To approach the sum rate in Theorem 1 in practice,
one could find the optimal dk’s by solving the convex
optimization problem (18), (19), (20). These parameters
determine the rate of each encoder. At time i, the kth
encoder quantizes the difference between E
[
Xi|Uk[i−1]
]
and (15), and composes a summary of the quantized index
using binning. The decoder performs joint decoding of
U
[K]
i using all received summaries and computes (11) using
the Kalman filter.
B. Loss due to isolated observers
It is interesting to compare the minimum sum rate in
(18) to what would be achievable had the encoders acted
cooperatively. Full cooperation is equivalent to having
one encoder that simultaneously observes all the observa-
tion processes {Y
[K]
i }. The corresponding code and the
information-theoretic limit are formally defined as follows.
Definition 3 (Causal noisy rate-distortion code). An
(R, d, t) causal CEO noisy rate-distortion code for a
discrete-time random process on Rn {Xi}ti=1, observed
through PY[t]‖X[t] , consists of
a) an encoding policy PL[t]‖Y[t],DU[t] that satisfies the rate
constraint 1
nt
∑t
i=1 log |Li| ≤ R, where Li is the
alphabet of Li;
b) a decoding policy PU[t]‖L[t] that, together with the
MMSE estimator Xˆi = E
[
Xi|U[i]
]
, i = 1, . . . , t,
satisfies the average MSE constraint (12).
To particularize Definition 3 to our scenario with full
cooperation, consider Xi in (1) and Yi ←֓ Y
[K]
i in (2).
This is equivalent to dropping the product constraint on
the combined encoding policy P
L
[K]
[t]
‖Y
[K]
[t]
,DU
[K]
[t]
in (10) in
Definition 1.
Definition 4 (Causal noisy rate-distortion function). The
rate-distortion pair (R, d) is achievable if for any γ >
0, there exists an (R + γ, d + γ, t) noisy causal code for
all t and n large enough. The causal noisy rate-distortion
function is defined as follows:
Rnoisy(d) , inf
{
R : (R, d) is achievable in the (21)
causal noisy rate-distortion problem
}
As a simple corollary to Theorem 1, we can record the
following.
Theorem 2 (Noisy causal rate-distortion function). For all
d > σ2
X‖Y [K]
, the causal noisy rate-distortion function for
the source in (1) based on the observations (2) is given by
Rnoisy(d) =
1
2
log
σ2
X‖DU − σ
2
X‖Y [K]
d− σ2
X‖Y [K]
, (22)
where
σ2X||DU = a
2d+ σ2V . (23)
Previously, Rnoisy(d) was computed in [14] in a dif-
ferent form using a different method; both forms are
equivalent (Appendix A). If the source is observed directly,
σ2
X‖Y [K]
= 0, and (22) reduces to noiseless causal rate-
distortion function [11] (and e.g. [12], [20, Th. 3], [14,
(64)])):
R(d) =
1
2
log
σ2
X‖DU
d
. (24)
The loss due to isolated encoders is bounded as follows.
Theorem 3 (Loss by separation). In the causal Gaussian
CEO problem (1), (2), for d small enough so that
1
d
>
1
σ2
X‖Y [K]
+
K
σ2X
−min
k
K
σ2
X‖Y k
, (25)
the loss due to separation is bounded as
RCEO(d)−Rnoisy(d) ≤ (K − 1) (Rnoisy(d) −R(d)) ,
(26)
with equality if and only if σ2
X‖Y k are all the same.
Proof. Section III-G.
Theorem 3 parallels the corresponding result for the
classical Gaussian CEO problem [18, Cor. 1], and recovers
it if a = 0. It’s interesting that in both cases, the rate loss
is bounded above by K − 1 times the difference between
the noisy and the noiseless rate-distortion functions.
C. A large number of identical observers
Denote the sum rate - distortion function of a symmet-
rical causal Gaussian CEO problem by R
K−sym
CEO (d). As a
simple corollary to Theorem 3, we note that
R
K−sym
CEO (d) =
1
2
log
σ2
X‖DU [K]
d
(27)
+
K
2
log
σ2
X‖DU1 − σ
2
X‖Y 1
d1 − σ2X‖Y 1
d1
σ2
X‖DU1
,
where d1 satisfies
1
d
=
1
σ2
X‖Y [K]
−
K
σ2
X‖Y 1
+
K
d1
. (28)
It turns out that the limit limK→∞R
K−sym
CEO (d) is finite
and nontrivial.
Theorem 4. In the symmetrical causal Gaussian CEO
problem (1), (2),
lim
K→∞
R
K−sym
CEO (d) =
1
2
log
σ2
X‖DU [K]
d
+
1
2
1
d
− 1
σ2
X‖DU[K]
1
σ2
X‖Y 1
− 1
σ2
X
.
(29)
Proof. Section III-H.
The second term in (29) is the penalty due to isolated
encoders. Theorem 4 extends the result of Oohama [3, Cor.
1] to causal noisy compression of the Gauss-Markov source,
and recovers it if a = 0.
D. The effect of memory
Considering a scenario where the encoders and the
decoder do not keep any memory of past observations
and codewords, we may invoke the results on the classical
Gaussian CEO problem in [4], [5] to express the minimum
achievable sum rate as
R
no memory
CEO (d) =
1
2
log
σ2X
d
+ min
{dk}Kk=1
K∑
k=1
1
2
log
σ2X − σ
2
X|Y k
dk − σ2X|Y k
dk
σ2X
, (30)
where the minimum is over
1
d
≤
1
σ2
X|Y [K]
−
K∑
k=1
(
1
σ2
X|Y k
−
1
dk
)
, (31)
σ2X|Y k ≤ dk ≤ σ
2
X . (32)
Here σ2
X|Y k = limi→∞ σXi|Y ki (σ
2
X|Y [K]
=
limi→∞ σ
2
Xi|Y
[K]
i
) denotes the stationary MMSE
achievable in the estimation of Xi from Y
k
i (Y
[K]
i ),
i.e., without memory of the past.
If a = 0, the observed process (1) becomes a stationary
memoryless Gaussian process, the predictive MMSEs re-
duce to the variance of Xi: σ
2
X‖DU [K]
= σ2
X||DUk = σ
2
X =
σ2V ; similarly, σ
2
X|Y k = σ
2
X‖Y k and σ
2
X|Y [K]
= σ2
X‖Y [K]
,
and the result of Theorem 1 coincides with the classical
Gaussian CEO sum rate - distortion function (30). This
shows that if the source is memoryless, there is no benefit
in keeping the memory of previously encoded estimates as
permitted by Definition 1. Classical codes that forget the
past after encoding the current block of length n perform
just as well.
If |a| > 1, the benefit due to memory is infinite:
indeed, since the source is unstable, σ2X = ∞, while
σ2
X||DU [K]
< ∞. If |a| < 1, that benefit is characterized
by the discrepancy between the stationary variance of the
process {X}∞i=1 σ
2
X =
σ2V
1−a2 and the steady-state predictive
MMSE σX‖DU < σ
2
X , as well as that between σ
2
X|Y k and
σ2
X‖Y k .
E. The effect of observation noise
If there is no observation noise, i.e. σ2Wk = 0, then
the sum rate in Theorem 1 collapses to the causal rate-
distortion function of the Gauss-Markov process (24).
There is no penalty due to isolated encoders in that case.
III. PROOFS
A. Preliminaries
We prepare some notation and tools. Given a joint
distribution of random vectors X[t] and Y[t], the directed
mutual information is defined as [21]
I(X[t] → Y[t]) ,
t∑
i=1
I(X[i];Yi|Y[i−1]). (33)
Causally conditioned directed information is defined as
I(X[t] → Y[t]‖Z[t]) ,
t∑
i=1
I(X[i];Yi|Y[i−1], Z[i]). (34)
Lemma 1 ( [19, (3.14)–(3.16)]). Directed information
chain rule [19]:
I((X[t], Y[t])→ Z[t]) = I(X[t] → Z[t])
+ I(Y[t] → Z[t]‖X[t]). (35)
We also use the following notation. For random pro-
cesses {Xi}∞i=1, {Yi}
∞
i=1, {Zi}
∞
i=1,
I(X → Y ) , lim inf
t→∞
1
t
I(X[t] → Y[t]), (36)
I(X → Y ‖Z) , lim inf
t→∞
1
t
I(X[t] → Y[t]‖Z[t]). (37)
B. General converse and achievability bounds
Theorem 5. The causal sum rate - distortion function for
the source in (1) observed through the channels in (2) is
bounded below as,
RCEO(d) ≥ inf I
(
X¯
[K] → U[K]
)
, (38)
where
X¯
k
i , E
[
Xi|Y
k
[i]
]
, (39)
and the infimum is over sequences of single-letter causal
kernels
P
Uk
[t]
‖X¯k
[t]
, k = 1, . . . ,K, (40)
t = 1, 2, . . ., giving rise to
P
U
[K]
[t]
‖X¯
[K]
[t]
=
K∏
k=1
PUk
[t]
‖X¯k
[t]
, (41)
that satisfy
σ2
X‖U[K] ≤ d. (42)
Proof. The proof follows standard arguments: for any
(R, d, t) code in Definition 1,
nR ≥
K∑
k=1
H(Uk[t]) (43)
≥ H(U
[K]
[t] ) (44)
≥ I
(
X¯
[K]
[t] → U
[K]
[t]
)
. (45)
Minimizing the right-hand side over all causal kernels
(8) that satisfy (10) and (12) (ignoring the possibility of
decoding error in reconstructing Uki ) and applying standard
single-letterization arguments, we obtain (38).
Theorem 6. The causal sum rate - distortion function for
the source in (1) observed through the channels in (2) is
bounded above as,
RCEO(d) ≤ inf I
(
X¯
[K] → U[K]
)
, (46)
where the infimum is over sequences of single-letter causal
kernels (40) giving rise to (41) that satisfy (42).
Proof outline. This result is a generalization of Berger-
Tung inner bound to our causal setting. For i = 1, k-th
codebook is drawn i.i.d. from Pn
Uk1
. Each encoder uses
typicality encoding with binning to produce a summary
of the chosen codeword, in isolation. The decoder uses
joint typicality decoding to jointly recover (with high
probability) the codewords U
[K]
1 sent by all encoders and,
using those, to produce an estimate of the source, Xˆ1, using
Lemma 2. For t > 1, at each 1 < i ≤ t, the k-th encoder
has access to side information consisting of the previous
decoded outputs of kth encoder, Uk[i−1], and the decoder
has access to U
[K]
[i−1]. Encoding and decoding for time steps
1 < i ≤ t is done similarly to step 1, except codebooks
at each time step 1 < i ≤ t are generated conditionally
on the value of Uk[i−1], and decoding is performed taking
into account U
[K]
[i−1]. Using an extension of Markov lemma
( [22, Lemma 12.1], [3, Lemma 5]), one can show that
UK[i−1] is jointly typical with X¯
[K]
[i−1]. Writing out the bound
on the sum rate (similar to [22, Sec. 12.1.2]), one arrives
at (46).
C. MMSE estimation lemmas
We record several elementary estimation lemmas.
Lemma 2. Let X ∼ N
(
0, σ2X I
)
, and let
Yk = X +Wk, k = 1, . . . ,K, (47)
where Wk ∼ N
(
0, σ2Wk I
)
, Wk ⊥ Wj , j 6= k. Then, the
MMSE estimate and the normalized estimation error of X
given Y[K] are given by
E
[
X |Y[K]
]
=
K∑
k=1
σ2
X|Y[K]
σ2Wk
Yk, (48)
1
σ2
X|Y[K]
=
1
σ2X
+
K∑
k=1
1
σ2Wk
. (49)
Proof. The result is well known; for completeness, we
provide a proof in Appendix B.
Remark 1. We may use Lemma 2 to derive the Kalman
filter for the estimation of Xi (1) given the history of
observations Y[i] = Y
[K]
[i] (2):
X¯i = aX¯i−1 +
K∑
k=1
σ2Xi|Y[i]
σ2Wk
(
Y ki − aX¯i−1
)
, (50)
1
σ2
Xi|Y
[K]
[i]
=
1
σ2
Xi|Y
[K]
[i−1]
+
K∑
k=1
1
σ2Wk
. (51)
where X¯i was defined in (14). Equation (50) is nothing
more than the Kalman filter recursion with Kalman filter
gain equal to the row vector σ2Xi|Y[i]
(
1
σ2
W1
, . . . , 1
σ2
WK
)
,
and (51) is the corresponding Riccati recursion for the
MSE.
The following result records a simple corollary to
Lemma 2.
Lemma 3. Let X ∼ N
(
0, σ2X I
)
, W ∼ N
(
0, σ2W I
)
, W ⊥
X , and let
Y = X +W. (52)
Then,
σ2X|Y = σ
2
X
(
1−
σ2X
σ2Y
)
(53)
Proof. Equality (53) follows from
σ2Y = σ
2
X + σ
2
W , (54)
1
σ2
X|Y
=
1
σ2X
+
1
σ2W
, (55)
where (55) is a particularization of (49).
Remark 2. Dropping the assumptions of Gaussianity but
keeping those of uncorrelatedness in Lemmas 2–3, relations
(49) and (53) continue to hold replacing the normalized
conditional variances σ2
X|Y[K]
and σ2
X|Y with the MMSEs
achieved by the optimal linear estimator.
The following result is also a corollary to Lemma 2.
Lemma 4. Let X¯k andW
′
k be Gaussian random variables,{
X¯k
}K
k=1
⊥ {W ′j}
K
j=1, such that Wk ⊥Wj , j 6= k, and
X = X¯k +W
′
k. (56)
Then, the MMSE estimate and the estimation error σ2W ′ =
σ2
X|X¯[K]
of X given the vector X¯[K] are given by
E
[
X |X¯[K]
]
=
K∑
k=1
σ2W ′
σ2
W ′
k
X¯k, (57)
1
σ2W ′
=
K∑
k=1
1
σ2
W ′
k
−
K − 1
σ2X
(58)
Proof. Notice that (56) with X¯k = E [X |Yk] and W
′
k ∼
N (0, σ2
X|Yk
) is just another way to write (47). Reparame-
terizing (48) and (49) accordingly, one recovers (57) and
(58).
Lemma 4 converts the “forward channels” from X to
observations Yk (47) into the “backward channels” from
estimates X¯k to X (56). While both representations are
equivalent, (56) is often easier to write down and to work
with. Backward channel representations find widespread
use in rate-distortion theory [24].
D. Proof of Theorem 1: converse
The proof is inspired by the converse technique devel-
oped by Wang et al. [9] for the noncausal Gaussian CEO
problem. We also use the tools developed in [16].
Starting with the data processing converse in Theorem 5,
we write
RCEO(d)
≥ inf
(41) :
(42) holds
I
(
X¯
[K]
[t] → U
[K]
[t]
)
(59)
= inf
(41) :
(42) holds
I((X, X¯[K])→ U[K]) (60)
= inf
(41) :
(42) holds
{
I(X→ U[K]) + I(X¯[K] → U[K]‖X)
}
(61)
= inf
(41) :
(42) holds
{
I(X→ U[K]) +
K∑
k=1
I(X¯k → Uk‖X)
}
(62)
≥ inf
{ρk}Kk=1∈R
{
1
2
log
σ2
X‖DU[K]
d
+
K∑
k=1
1
2
log
σ2
X¯k‖X,DUk
ρk
}
,
(63)
where
• (59) is by Theorem 5;
• (60) is due to the chain rule of directed information
(35), and I(X[t] → U
[K]
[t] ‖X¯
[K]
[t] ) = 0;
• (61) is by the chain rule of directed information (35);
• (62) is due to (41);
• in (63), we denoted
ρk , σ
2
X¯k‖X,Uk ; (64)
(63) bounds each directed information in (62) by the
corresponding rate-distortion function: the first term
is the point-to-point causal Gaussian rate-distortion
function [11, eq. (1.43)], the remaining K terms are
the causal rate-distortion functions for processes X¯k
with causal Gaussian side information [16, Th. 7]
Xi = X¯
k
i +W
k ′
i , (65)
where Wk ′i are independent, W
k ′
i ∼ N
(
0, σ2
Xi|Yk[i]
)
,
and Wk ′i ⊥ X
k
i .
Note that σ2
X‖DU[K]
is uniquely determined by d via (16),
and σ2
X¯k‖X,DUk
is similarly uniquely determined by ρk (see
(82) and (84) below). Thus (63) reduces the minimization
over causal kernels (41) to that over scalar parameters
ρ1, . . . , ρK . We proceed to establish a connection between
d and ρ1, . . . , ρK , that is, to identify the optimization
region R ⊆ RK+ in (63).
Invoking Lemma 4 with X ←֓ Xi, X¯k ←֓ X¯ki , W
′
k ←֓
W
k ′
i , we conclude
X¯i , E
[
Xi|Y
[K]
[i]
]
(66)
=
K∑
k=1
σ2
Xi‖Y
[K]
[i]
σ2
Xi‖Yk[i]
X¯
k
i , (67)
which implies in particular
E
[
X¯i|X[i],U
K
[i]
]
=
K∑
k=1
σ2
X‖Y[K]
σ2
X‖Yk
E
[
X¯
k
i |X[i],U
K
[i]
]
(68)
=
K∑
k=1
σ2
X‖Y[K]
σ2
X‖Yk
E
[
X¯
k
i |X[i],U
k
[i]
]
. (69)
It follows that steady-state causal MMSE in estimating X¯i
from X[i] and U
[K]
[i] satisfies
σ2
X¯‖X,U[K] =
K∑
k=1
σ4
X‖Y
σ4
X‖Yk
ρk. (70)
Denote
Xˆi , E
[
Xi|U
[K]
[i]
]
. (71)
Observe that
σ2
X¯i|X[i],U
[K]
[i]
= σ2
X¯i−E
[
X¯i|X[i],U
[K]
[i]
] (72)
= σ2
X¯i−Xi−E
[
X¯i−Xi|X[i],U
[K]
[i]
] (73)
≤ σ2
X¯i−Xi−E[X¯i−Xi|Xi−Xˆi]
(74)
= σ2
Xi−X¯i|Xi−Xˆi
(75)
≤ σ˜2
Xi−X¯i|Xi−Xˆi
, (76)
where σ˜X|Y denotes the MMSE achievable in estimation of
X given Y , where the estimator is constrained to be a linear
function of Y . Now, we apply Lemma 3 with X ←֓ Xi−X¯i,
Y ←֓ Xi−Xˆi,W ←֓ X¯i−Xˆi (see Remark 2; the assumption
W ⊥ X is easily verified directly) to establish
lim
i→∞
σ˜2
Xi−X¯i|Xi−Xˆi
= σ2
X‖Y
(
1−
σ2
X‖Y
d
)
, (77)
which, together with (70) and (76), means
1
d
≤
1
σ2
X‖Y
−
K∑
k=1
ρk
σ4
X‖Yk
. (78)
Also, note that
0 ≤ ρk ≤ σ
2
X¯k‖X. (79)
We conclude that
R = {ρk, k = 1, . . . ,K : (78) and (79) are satisfied} .
(80)
It remains to clarify how the form in (18), (19), (20),
parameterized in terms of
dk , σ
2
X‖Uk (81)
rather than ρk, is obtained. An application of Lemma 3
with X ←֓ Xi − X¯ki , Y ←֓ Xi − Xˆ
k
i , W ←֓ X¯
k
i − Xˆ
k
i leads
to
ρk = σ
2
X‖Yk
(
1−
σ2
X‖Yk
dk
)
. (82)
Plugging (82) into (78) leads to (19). Applying Lemma 3
with X ←֓ Xi − X¯ki , Y ←֓ Xi, W ←֓ X¯
k
i , we express
σ2
X¯k‖X = σ
2
X‖Yk
(
1−
σ2
X‖Yk
σ2
X
)
, (83)
which, together with (82), implies the equivalence of (79)
and (20). Finally, applying Lemma 3 with X ←֓ Xi − X¯
k
i ,
Y ←֓ Xi − aXˆki−1, W ←֓ X¯
k
i − aXˆ
k
i−1, we express
σ2
X¯k‖X,DUk = σ
2
X‖Yk
(
1−
σ2
X‖Yk
σ2
X‖DUk
)
. (84)
Plugging (82) and (84) into (63), we conclude the equiva-
lence of (63) and (18).
E. Proof of Theorem 1: achievability
With the bound in Theorem 6, it suffices to prove the
existence of K causal kernels in (40) such that (42) holds
and equality in (63) is achieved. Let
U
k
i = X¯
k
i + Z
k
i , k = 1, . . . ,K, (85)
where Zi ∼ N
(
0, σ2
Zk
)
, satisfy both conditions for equality
in [16, Th. 2] (for the first term in (63)) and [16, Th. 3]
(for the K terms in the sum in (63)). This means that (85)
achieves equality in (63). To check that the resulting ρk fall
within R in (80), note that (79) is satisfied trivially, while
(78) is attained with equality because in the Gaussian case
(85), equality holds in (74) and (76).
F. A suboptimal waterfilling solution
First, we present an upper bound to RCEO(d) obtained
by waterfilling over dk’s. While optimal in the classi-
cal Gaussian CEO problem [5], such waterfilling is only
suboptimal in the causal Gaussian CEO problem. This
is unsurprising as a similar dichotomy is observed be-
tween causal and noncausal Gaussian point-to-point rate-
distortion functions [14, Remark 2].
Theorem 7. The causal sum rate - distortion function in
the causal Gaussian CEO problem (1), (2) is bounded by
RCEO(d) ≤
1
2
log
σ2
X‖DU [K]
d
(86)
+
1
2
K∑
k=1
∣∣∣∣∣log
(
1
σ2
X‖Y k
−
1
σ2
X‖DUk
)
λ
∣∣∣∣∣
+
,
where λ is the solution to
1
λ
K∑
k=1
1
{
1
λ
<
1
σ2
X‖Y k
−
1
σ2
X‖DUk
}
+
K∑
k=1
(
1
σ2
X‖Y k
−
1
σ2X
)
1
{
1
λ
≥
1
σ2
X‖Y k
−
1
σ2
X‖DUk
}
=
1
σ2
X‖Y
−
1
d
, (87)
with equality if all σ2
X‖Y k are equal.
Proof. Consider the following choice of ρk in (78):
ρk = min
{
σ4
X‖Yk
λ
, σ2
X¯k‖X
}
. (88)
This choice is feasible because with λ in (87) and ρk in
(88), equality in (78) is attained (see (83)). Furthermore,
(63) evaluates to (86) (using (84)).
To show equality in the symmetrical case, it suffices to
show that in that case, the infimum in (63) is attained by
ρ1 = . . . = ρK . Writing X¯
k
i in a manner similar to (104)
in Appendix A below, and using (55) and (65), we may
express
1
σ2
X¯k‖X,DUk
=
1
σ2
X‖Y k
+
1
a2ρk + σ2X‖DY k − σ
2
X‖Y k
. (89)
The sum in (63) can then be bounded as (we replace each
of σ2
X‖Y k by σ
2
X‖Y 1 to emphasize that they are all the
same)
1
2
K∑
k=1
log
(
1
σ2
X‖Y 1
+ 1
a2ρk+σ2
X‖DY 1
−σ2
X‖Y 1
)−1
ρk
≥
K
2
log
(
1
σ2
X‖Y 1
+ 1
a2 1
K
∑
K
k=1 ρk+σ
2
X‖DY 1
−σ2
X‖Y 1
)−1
1
K
∑K
k=1 ρk
,
(90)
where the inequality follows from the convexity in ρk of
each summand.
G. Proof of Theorem 3
Using Theorem 2 (or Theorem 1) and (62), we can
compute
Rnoisy(d)−R(d) = min
P
U
[K]‖X¯,DU[K]
:
(42) holds
I(X¯[K] → U[K]‖X)
(91)
=
1
2
log
1
σ2
X‖Y [K]
− 1
σ2
X‖DU[K]
1
σ2
X‖Y [K]
− 1
d
. (92)
On the other hand, using Theorem 7,
RCEO(d)−R(d)
= inf
(41) :
(42) holds
K∑
k=1
I(X¯k → Uk‖X) (93)
≤
1
2
K∑
k=1
∣∣∣∣∣log
(
1
σ2
X‖Y k
−
1
σ2
X‖DUk
)
λ
∣∣∣∣∣
+
(94)
=
1
2
K∑
k=1
log
(
1
σ2
X‖Y k
−
1
σ2
X‖DUk
)
λ (95)
≤
K
2
log
K∑
k=1
(
1
σ2
X‖Y k
−
1
σ2
X‖DUk
)
λ
K
(96)
=
K
2
log
(
1
σ2
X‖Y [K]
−
1
σ2
X‖DU [K]
)
λ
K
, (97)
where
• (93) is due to (62);
• (94) is by Theorem 7;
• (95) holds because with (25), the waterfilling solution
in Theorem 7 results in all active transmitters; note
that in that case, (87) reduces to
λ = K
(
1
σ2
X‖Y [K]
−
1
d
)−1
; (98)
• (96) is by Jensen’s inequality, since log is concave;
• (97) is due to
1
σ2
X‖Y [K]
=
K∑
k=1
1
σ2
X‖Y k
−
K − 1
σ2X
, (99)
1
σ2
X‖DU [K]
=
K∑
k=1
1
σ2
X‖DUk
−
K − 1
σ2X
, (100)
which holds by Lemma 4 even if the source is
nonstationary (that is, |a| ≥ 1 and σ2X = ∞), as a
simple limiting argument taking K−1
σ2
X
to 0 confirms.
Combining (92), (97) and (98), one obtains (26). To estab-
lish condition for equality, note that ‘=’ holds in (94) in the
symmetrical case by Theorem 7, and that ‘=’ holds in (96)
only in the symmetrical case due to the strict concavity of
the log.
H. Proof of Theorem 4
Plugging
1
σ2
X‖Y [K]
=
K
σ2
X‖Y 1
−
K − 1
σ2X
, (101)
which particularizes (99) to the symmetrical case, into (28),
and eliminating d1 from (27), one readily verifies that
R
K−sym
CEO (d)−R(d) =
1
2
1
d
− 1
σ2
X‖DU[K]
1
σ2
X‖Y 1
− 1
σ2
X
+O
(
1
K
)
, (102)
and (29) follows.
APPENDIX A
TWO EQUIVALENT REPRESENTATIONS OF Rnoisy(d)
In this appendix, we verify that (22) coincides with the
lower bound on the causal noisy rate-distortion function
derived in [14]. Indeed, [14, Cor. 1 and Th. 9] imply
Rnoisy(d) ≥
1
2
log
(
a2 +
σ2
X‖DY [K]
− σ2
X‖Y [K]
d− σ2
X‖Y [K]
)
.
(103)
Here, σ2
X‖DY [K]
− σ2
X‖Y [K]
is the variance of the innova-
tions of the Gauss-Markov process {X¯i}, i.e.
X¯i+1 = aX¯i + W¯i, (104)
W¯i ∼ N (0, σ2X‖DY [K]−σ
2
X‖Y [K]
). The form in (103) leads
to that in (22) via (23) and
σ2
X‖DY [K] = a
2σ2
X‖Y [K] + σ
2
V . (105)
APPENDIX B
PROOF OF LEMMA 2
For jointly Gaussian random vectors X,Y ,
E [X |Y = y] = E [X ] + ΣXY Σ
−1
Y Y (y − E [Y ]) , (106)
Cov[X |Y ] = ΣXX − ΣXY Σ
−1
Y Y ΣYX . (107)
Denote for brevity
ΣW ,


σ2W1 0
. . .
0 σ2WK

 (108)
For notational simplicity, we consider only the case n =
1: X is a scalar and Y = Y[K] is a vector, and
ΣX = σ
2
X (109)
ΣY Y = ΣW +


1
...
1

 σ2X [1 · · · 1] (110)
ΣXY = σ
2
X
[
1 . . . 1
]
(111)
Using the matrix inversion lemma, we compute readily
Cov[X |Y ]−1 = Σ−1XX − Σ
−1
XXΣXY(
ΣY XΣ
−1
XXΣXY − ΣY Y
)−1
ΣYXΣ
−1
XX (112)
= Σ−1XX +Σ
−1
XXΣXY Σ
−1
W ΣYXΣ
−1
XX (113)
=
1
σ2X
+
1
σ2W1
+ . . .+
1
σ2WK
, (114)
which shows (49). To show (48), we apply the matrix
inversion lemma to ΣY Y to write:
Σ−1Y Y = Σ
−1
W − Σ
−1
W


1
...
1

σ2X|Y[K] [1 . . . 1]Σ−1W
It’s easy to verify that
σ2X
[
1 . . . 1
]

I 1
σ2
X|Y[K]
− Σ−1W


1
...
1

 [1 . . . 1]


=
[
1 . . . 1
]
, (115)
so
E [X |Y = y] = ΣXY Σ
−1
Y Y y (116)
=
[
1 . . . 1
]
Σ−1W σ
2
X|Y[K]
y, (117)
which is equivalent to (48).
REFERENCES
[1] T. Berger, Z. Zhang, and H. Viswanathan, “The CEO problem
[multiterminal source coding],” IEEE Transactions on Information
Theory, vol. 42, no. 3, pp. 887–902, 1996.
[2] H. Viswanathan and T. Berger, “The quadratic Gaussian CEO
problem,” IEEE Transactions on Information Theory, vol. 43, no. 5,
pp. 1549–1559, 1997.
[3] Y. Oohama, “The rate-distortion function for the quadratic Gaussian
CEO problem,” IEEE Transactions on Information Theory, vol. 44,
no. 3, pp. 1057–1070, May 1998.
[4] V. Prabhakaran, D. Tse, and K. Ramachandran, “Rate region of the
quadratic Gaussian CEO problem,” in Proceedings 2004 Interna-
tional Symposium on Information Theory, June 2004, p. 119.
[5] J. Chen, X. Zhang, T. Berger, and S. B. Wicker, “An upper bound on
the sum-rate distortion function and its corresponding rate allocation
schemes for the CEO problem,” IEEE Journal on Selected Areas in
Communications, vol. 22, no. 6, pp. 977–987, 2004.
[6] H. Behroozi and M. R. Soleymani, “Optimal rate allocation in
successively structured Gaussian CEO problem,” IEEE Transactions
on Wireless Communications, vol. 8, no. 2, pp. 627–632, 2009.
[7] J. Chen and T. Berger, “Successive Wyner–Ziv coding scheme
and its application to the quadratic Gaussian CEO problem,” IEEE
Transactions on Information Theory, vol. 54, no. 4, pp. 1586–1603,
2008.
[8] A. B. Wagner, S. Tavildar, and P. Viswanath, “Rate region of
the quadratic Gaussian two-encoder source-coding problem,” IEEE
Transactions on Information Theory, vol. 54, no. 5, pp. 1938–1961,
2008.
[9] J. Wang, J. Chen, and X. Wu, “On the sum rate of Gaussian multi-
terminal source coding: New proofs and results,” IEEE Transactions
on Information Theory, vol. 56, no. 8, pp. 3946–3960, 2010.
[10] T. A. Courtade and T. Weissman, “Multiterminal source coding
under logarithmic loss,” IEEE Transactions on Information Theory,
vol. 60, no. 1, pp. 740–761, Jan. 2014.
[11] A. Gorbunov and M. S. Pinsker, “Prognostic epsilon entropy of
a Gaussian message and a Gaussian source,” Problemy Peredachi
Informatsii, vol. 10, no. 2, pp. 5–25, 1974.
[12] S. Tatikonda, A. Sahai, and S. Mitter, “Stochastic linear control
over a communication channel,” IEEE Transactions on Automatic
Control, vol. 49, no. 9, pp. 1549–1561, 2004.
[13] E. Silva, M. Derpich, J. Ostergaard, and M. Encina, “A character-
ization of the minimal average data rate that guarantees a given
closed-loop performance level,” IEEE Transactions on Automatic
Control, 2016.
[14] V. Kostina and B. Hassibi, “Rate-cost tradeoffs in control,” IEEE
Transactions on Automatic Control, Apr. 2019.
[15] T. Tanaka, K.-K. K. Kim, P. A. Parrilo, and S. K. Mitter, “Semidef-
inite programming approach to Gaussian sequential rate-distortion
trade-offs,” IEEE Transactions on Automatic Control, vol. 62, no. 4,
pp. 1896–1910, 2017.
[16] V. Kostina and B. Hassibi, “Rate-cost tradeoffs in scalar LQG
control and tracking with side information,” in 2018 56th Annual
Allerton Conference on Communication, Control, and Computing,
Monticello, IL, Oct. 2018, pp. 421–428.
[17] A. P. Johnston and S. Yu¨ksel, “Stochastic stabilization of partially
observed and multi-sensor systems driven by unbounded noise under
fixed-rate information constraints,” IEEE Transactions on Automatic
Control, vol. 59, no. 3, pp. 792–798, 2014.
[18] V. Kostina, “Rate loss in the Gaussian CEO problem,” in Pro-
ceedings 2019 IEEE Information Theory Workshop, Visby, Gotland,
Sweden, Aug. 2019.
[19] G. Kramer, “Directed information for channels with feedback,” Ph.D.
dissertation, ETH Zurich, 1998.
[20] M. S. Derpich and J. Ostergaard, “Improved upper bounds to the
causal quadratic rate-distortion function for Gaussian stationary
sources,” IEEE Transactions on Information Theory, vol. 58, no. 5,
pp. 3131–3152, May 2012.
[21] J. Massey, “Causality, feedback and directed information,” in Proc.
Int. Symp. Inf. Theory Applic.(ISITA-90), 1990, pp. 303–305.
[22] A. El Gamal and Y.-H. Kim, Network information theory. Cam-
bridge university press, 2011.
[23] D. P. Bertsekas, Dynamic programming and optimal control.
Athena Scientific Belmont, MA, 1995, vol. 1.
[24] T. Berger, Rate distortion theory. Prentice-Hall, Englewood Cliffs,
NJ, 1971.
