We first show that a class of operators acting on a given bipartite pure state on H A ⊗ H B can shrink its supports on H A ⊗ H B to only H A or H B while keeping its mappings. Using this result, we show how to systematically construct the decoders of the quantum error-correcting codes against erasure errors. The implications of the results for the operator dictionary in the AdS/CFT correspondence are also discussed. The "subalgebra code with complementary recovery" introduced in the recent work of Harlow is a quantum error-correcting code that shares many common features with the AdS/CFT correspondence. We consider it under the restriction of the bulk (logical) Hilbert space to a subspace that generally has no tensor factorization into subsystems. In this code, the central operators of the reconstructed algebra on the boundary subregion can emerge as a consequence of the restriction of the bulk Hilbert space. Finally, we show a theorem in this code which implies the validity of not only the entanglement wedge reconstruction but also its converse statement with the central operators.
Contents
and how can we construct such O A ? We show a result as an answer to the question and also show the conditions for the Hermiticity and the unitarity of such O A in section 2. We then apply it to the construction of decoders in quantum error-correcting codes against erasure errors, and also to the study of the qualitative properties of the operator dictionary in the AdS/CFT correspondence.
Quantum error-correcting codes
The major obstacle to building a quantum computer is originated from the fact that quantum information is extremely fragile against the disturbances caused by its environment. Since it is impossible to perfectly isolate a quantum device from its environment, the quantum information on the quantum device is rapidly transferred to nonlocal correlations between the device and its environment via the interactions between the two. The schemes to protect quantum information against such information outflow are called quantum error-correcting codes [1] . Thus both theoretical and experimental constructions of quantum error-correcting codes are crucial to realizing quantum computers.
An essential idea of the quantum error-correcting codes is that quantum information encoded in nonlocal correlations, i.e quantum entanglement, is invulnerable to local errors. Quantum error-correcting codes map a quantum state, which we want to protect against errors, into a largely entangled state spanned by the logical basis so that local errors cannot destroy the quantum information about the encoded state. Finding out and correcting the errors during quantum computations is called the decoding process. A central problem of the theoretical construction of quantum error-correcting codes is how to find the pairs of a logical basis and a decoder.
In this paper, we focus on quantum error-correcting codes that are able to protect against erasure errors where the position of the erroneous degrees of freedom is known. This error model is called the quantum erasure channel [2] and the quantum errorcorrecting codes are called the quantum secret sharing scheme [3, 4] . The decoder against the quantum erasure channel is a unitary operator that is able to recover an encoded state without touching the erased degrees of freedom. We briefly review quantum error-correcting codes against the erasure errors, especially focusing on the encoding and decoding process, in subsection 3.1.
One of the main results of this paper is the systematic constructions of decoders of the quantum secret sharing schemes from the given logical bases. Our approach to the problem starts with noticing that it is very easy to construct a decoder if it is allowed to act on all the degrees of freedom on a code subspace. We call such a kind of decoders trivial decoders in the sense that it cannot decode even a single erasure error. Then we reduce the problem of how to construct decoders of the quantum error-correcting codes to the problem of how to shrink the support of trivial decoders while keeping their action on the code subspaces. Finally, by using the results of how to shrink the supports of operators in section 2, we show a formula (in Theorem 8) about how to construct the decoders systematically in section 3.
AdS/CFT correspondence
The AdS/CFT correspondence [5] is a duality between quantum gravity on a (d + 1)-dimensional asymptotically anti-de Sitter space(AdS) and a d-dimensional conformal field theory (CFT) defined on the boundary of the AdS spacetime. In this correspondence, it is believed that there is an exact map between the observables of the two theories, which is sometimes called the operator dictionary. The dictionary is still under investigation, but it has been known that the dictionary has the following two important qualitative features in the low-energy sector of the theories at least when the bulk theory is the weakly interacting semiclassical field theory on AdS background, ; (i) the local operators acting deep inside the bulk correspond to highly nonlocal operators in the CFT, (ii) the map from a single bulk operator to a boundary operator is not unique [6, 7] . These two features are encapsulated by the causal wedge reconstruction [6, 7] : given a subregion A in the boundary on a time-slice Σ, then a bulk operator φ(x) acting inside the causal wedge of A [8] can be reconstructed as a boundary operator with nontrivial support only on A. Moreover it has been proposed that the bulk operators that can be reconstructed only on A are not just the ones acting inside the causal wedge of A but also inside the larger region, the entanglement wedge of A [9, 10, 11] . This proposal is called the entanglement wedge reconstruction hypothesis. The validity of the entanglement wedge reconstruction was argued based on the equivalence of the bulk and the boundary relative entropy in [12] In [13] , the non-uniqueness of the operator dictionary has been reinterpreted in the language of quantum error-correcting codes against erasure errors. In this interpretation, the bulk low-energy Hilbert space on semiclassical AdS background is regarded as the logical Hilbert space, and it is encoded into the dual boundary Hilbert space. It opened the possibility of the intimate relation between the AdS/CFT and quantum error-correcting codes, and this relation has been further studied from many different perspectives [14, 15, 16, 17, 18, 19, 20] . In particular, the quantum error-correcting features of AdS/CFT argued in [13] was first explicitly realized in toy models [15] . This is a quantum error-correcting code model based on the tensor network and it realize the many important relations between the bulk geometry and the entanglement structures of boundary CFT on a time-slice e.g. the Ryu-Takayanagi formula [21] , the holographic formula for the EoP [22, 23] 1 , and in particular the entanglement wedge reconstruction. Furthermore, a theorem in quantum information theory which implies the entanglement wedge reconstruction was proven in [25] based on the arguments in [12] , and this theorem was further generalized in [18] . Based on the operator-algebra quantum error correction of [26, 27] , a class of error-correcting codes called the subsystem code with complementarity recovery was introduced in [18] . This code qualitatively realizes the subregion duality in the bulk reconstruction, the Ryu-Takayanagi formula including quantum corrections and also the equivalence of bulk and boundary relative entropies. The mathematical equivalence of the above three features was also revealed. It was also shown that in general there exist the nontrivial central operators in the reconstructed algebra, which implies the existence of the bulk operators reconstructable on a boundary subregion and also on the complementary of the subregion. A concrete example of such subalgebra code with complementary recovery with such nontrivial centers was constructed in [19] .
In order to further study the qualitative features of the operator dictionary in AdS/CFT from the viewpoint of quantum error-correcting codes, we consider the subsystem code with complementarity recovery in which the logical system is restricted to a subspace that generally does not have the tensor factorization into subsystems. In this code, we point out that the nontrivial central operators of the reconstructed algebra can emerge from the restriction of the logical Hilbert space. We also show a theorem in this code, which implies the validity of the entanglement wedge reconstruction and also its converse statement. This paper is organized as follows. In section 2, we show how to shrink the supports of nonlocal operators in bipartite systems while keeping their mappings and also their unitarity or Hermiticity. In section 3, we start with reviewing briefly the "quantum secret sharing schemes" as a typical example of the quantum error-correcting codes that are able to correct erasure errors, especially by focusing on the encoding and the decoding procedures. Next, we show a useful expression of a logical basis in the quantum error-correcting codes against erasure errors. We then show how to systematically construct a decoder against erasure errors. In section 4, we study the subalgebra code with complementary recovery under the restrictions of the bulk (logical) Hilbert space to a subspace. We first explain our model. Secondly, we review the basic operator dictionary and also how the Ryu-Takayanagi-like formula holds in a concrete way. We then discuss the emergence of the central operators from the restriction of bulk Hilbert space. Finally, we prove a theorem for the code, which implies the validity of the entanglement wedge reconstruction and also its converse statement with nontrivial centers. Appendix A shows the formula for how to teleport the support of operators supported on B to only A on a state in H A ⊗ H B . Section 5 contains a summary and some open questions. In Appendix B, we calculate the teleported operator on the thermofield double state based on the formula in Appendix A and see that the answer reproduces the known result.
Notation
We will use |A| to denote the dimensionality of H A . We will also label the physical degrees of freedom (e.g. qudits) associated with the Hilbert space H A by A. We will write operators supported on H A and states in H A with a subscript A, for example O A is a linear operator on H A and |ψ A is a state in H A . We do not distinguish between O A ⊗ I A and O A . In most cases we will omit the identity operator, but sometimes write it explicitly to emphasize the support of the operator. In order to lighten our notation we will often write
, and also write the statement " ∀ |ψ ∈ H , O|ψ ∈ H " as " OH ⊆ H ". We will write L(H) as the set of linear operators acting on H, and also write A(H) as the algebra of the Hermitian linear operators supported on H and acting within H.
Shrinking the supports of operators in bipartite systems
In this section, we show when and how to shrink the supports of nonlocal operators in bipartite systems while keeping their mappings and also their unitarity or Hermiticity.
Shrinking the supports of nonlocal operators
Consider a bipartite finite-dimensional Hilbert space H AB = H A ⊗ H B . Then any state in H AB can be expressed in the Schmidt basis as,
where N is a positive integer equal to or smaller than min{|A|, |B|}, ψ i 's are positive real numbers with 
The density matrix for B is given by
3)
The projection operator onto the kernel of ρ B in H B is then given by
We then define two sets of operators, V( |ψ AB ) and S L (A ; |ψ AB ), as follows:
Given a state |ψ AB in H AB , two set of operators, V( |ψ AB ) and S L (A ; |ψ AB ), are defined as
V( |ψ AB ) is the set of the operators that vanish when they act on |ψ AB . Any element O AB (ψ) ∈ V( |ψ AA ) can generally be written as
with the condition,
Any element O AB ∈ S L (A ; |ψ AB ) can also be written as
where O AB (ψ) ∈ V( |ψ AB ). The meaning of S L (A ; |ψ AB ) will become clear in the next lemma, which shows the condition for "shrinking" the support of operators while keeping their mappings : Lemma 1. For an given arbitrary state |ψ AB ∈ H AB with the Schmidt decomposition (2.1), the following two statements are equivalent: is an arbitrary operator such that O A (ψ) ⊗ I B ∈ V(|ψ AB ).
Proof. 12) and also write an operator
with O ij,kl , O i,j ∈ C. Then we put these operators into eq.(2.10). The lefthand side of (2.10) is given by 14) and the righthand side of (2.10) is given by
By comparing the both sides, we obtain the following conditions 17) for all possible i's. Since the condition (2.16) gives 20) since O A (ψ) in (2.11) vanishes when it acts on |ψ AB .
In this way, any operator O AB in S L (A ; |ψ AB ) can shrink its support on |ψ AB such that it acts only on A nontrivially while keeping its mapping. In this sense, we can redefine S L (A ; |ψ AB ) as
We will call O AB→A (ψ) "shrunk operator" for O AB on |ψ AB . One may regard Lemma 1 as the finite dimensional version of the Reeh-Schlieder theorem [28] (see also [29] for a review).
It should be emphasized that the shrunk operator O AB→A (ψ) is "state dependent" in the sense that the operator depends on the state |ψ through the matrix elements of the operator and also through the choice of the basis in (2.10). Note that since the system A and the B are equally treated at the level of the Hilbert space H AB and the state |ψ AB in this Lemma, this Lemma can apply to the case where operators shrink their supports from AB to B just by exchanging the indices associated with A for those associated with B. Therefore, the set of operators that can shrink their supports to A and also to B can be defined as follows.
23)
can be written as Moreover, considering an extreme case where N = min{|A|, |B|}, i.e., |ψ AB has the maximal Schmidt rank, in Lemma 1, we obtain a corollary below.
Corollary 3. Let |ψ AB be a state with Schmidt rank |B| in H AB with |B| ≤ |A| that can be written in the Schmidt basis as
26)
with positive real numbers,
This corollary tells us a fact that even though the state is not a maximally entangled state, any operator acting on the state can shrink the support to the larger subsystem as long as the state has small entanglement spread throughout all the Schmidt basis on the smaller system 2 .
However the essence of Lemma 1 and its corollaries is the well-known fact that operators can shrink their supports to either subsystem on a maximally entanglement state. For example, defining a maximally entanglement state as
we can rewrite |ψ AB in (2.1) as
Moreover we define
where we have used 
we can rewrite eq.(2.32) as
One can easily check that O AB→A (Ψ) is actually identical to O AB→A (ψ) in (2.11).
Before proceeding, let us see how the shrinking works in a simple example. 35) and an operator,
Then the operator O AB→A which satisfies
can be computed by eq.(2.9) as
Nonzero matrix components are given by
Then we obtain
This actually satisfies eq.(2.37).
Note that even though XY is a Hermitian operator and also a unitary operator, the shrunk operator O AB→A is neither of them except for when = 1/2 in this example 3 . Thus, the unitarity and the Hermiticity of the operators are not generally preserved through the shrinking in Lemma 1. We will study the conditions for preserving the unitarity or the Hermiticity through the shrinking in the next subsection.
The conditions for preserving unitarity or Hermiticity through the shrinking of operators
The shrinking will be valid in physics only when either unitarity or Hermiticity is preserved. One can show the conditions for preserving the unitarity or the Hermiticity with straightforward calculations by imposing unitarity or Hermiticity on O AB→A in Lemma 1. The results are summarized as the following Lemmas: 
18) also becomes a Hermitian operator on H A if O AB and O A (ψ) satisfy the following conditions,
Lemma 4 and Lemma 5 show the conditions for the unitarity and the Hermiticity of the shrunk operator O AB→A , respectively. These constraints look strong, but we will see that the shrinking that preserves the unitarity is realized in the code subspaces of quantum error-correcting codes against erasure errors in section 3 and the shrinking that preserves the Hermiticity is also realized on the code subspace of the AdS/CFTlike subalgbra code in section 4. Here, let us give easy examples of the shrinking that preserves the Hermiticity. 
with a real number a, one can check that these actually satisfy the conditions (2.44)-(2.46). In this case O AB can be written as
and O AB→A can be written as
where
O AB and O AB→A in the above example are a kind of trivial solution since they act on |ψ AB as just multiplying a real number a. However we can make this example a bit more non-trivial by introducing other states as follows. 
(2.50)
Then we consider the states in H A ⊗ H B whose Schmidt decomposition is written as
and a Hermitian operator O AB that can be written as 
This O AB→A is obviously a Hermitian operator on A. We can easily see that O AB→A is the shrunk operator for O AB on |b, b AB for all possible b's and b's in the following manner, 
This is an example of the shrinking that preserves the Hermiticity which holds not only on a state in H A ⊗ H B but also on the nontrivial subspace in H A ⊗ H B . This example captures how the shrinking that preserves the Hermiticity is realized on the code subspace of the AdS/CFT-like subalgebra code in section 4.
The conditions for O AB to shrink the supports to A and also on B while preserving the Hermiticity follow immediately from Corollary 2 and Lemma 5: 
So far we have studied the conditions for the shrinking of operators for general operators O AB acting on H A ⊗ H B . We can also study the conditions for "teleporting" of the support from B to A just by restricting O AB to the local operator on B, i.e., the conditions for the existence of O B→A for O B such that
The results are summarized in Appendix A. As an application, the teleporting on the thermofield double state is calculated in Appendix B.
3 Systematic construction of decoders in quantum error-correcting codes against erasure errors
In this section we start with reviewing briefly the "quantum secret sharing schemes" as a typical example of quantum error-correcting codes that are able to correct erasure errors, especially by focusing on the encoding and the decoding procedures. Secondly, we show a useful expression of a logical basis in the quantum error-correcting codes against erasure errors in subsection 3.2. Finally, we show how to systematically construct a decoder in subsection 3.3.
Review of encoding and decoding procedures in quantum secret sharing schemes
Suppose we have a secret quantum state |ψ S which we want to protect against general errors caused by its environment or robbers. Following the idea of quantum errorcorrecting codes, we encode the secret quantum information into larger degrees of freedom, which are divided into n shares. Then a ((k, n)) threshold scheme, with k ≤ n, is defined as a quantum error-correcting code that has the following property: any k shares are sufficient to reconstruct the secret quantum information perfectly, but from any k − 1 shares, no information about the secret can be extracted. We will focus on the ((k, 2k − 1)) threshold scheme because of the following two reasons shown in [4] . First, the ((k, n)) threshold scheme with n ≥ 2k does not exist due to the "noncloning theorem" [30, 31] because one can copy an unknown quantum state by using the scheme. Second, the ((k, n)) threshold schemes with n < 2k − 1 can be obtained from the ((k, 2k − 1)) threshold schemes just by discarding 2k − n − 1 shares.
In order to explain the encoding and decoding processes in the quantum secret sharing schemes briefly and to introduce some notations, let us consider a simple ((k, 2k − 1)) threshold scheme in which the secret quantum state and all shares are qudits. This code encodes single secret qudit (a Hilbert space of dimension d) into 2k − 1 qudits (a Hilbert space of dimension d 2k−1 ) to protect the secret state against erasures of any k − 1 or less qudits. The encoder of this code is given by a unitary operator that maps the basis of single qudit,
4 ,
Each |ī is composed of 2k − 1 qudits. The Hilbert space spanned by the logical basis is called code subspace H code . Then an arbitrary single secret qudit
Suppose any k − 1 qudits in |ψ are erased, and write the Hilbert space of those erased qudits as H E and that of remaining unerased qudits as H E . We pick a single qudit from k unerased qudits, and decompose the Hilbert space of E as
where H E S denotes the Hilbert space of the picked single qudit and H E R is the Hilbert space of remaining k − 1 qudits in E. Then the ability to protect the erasure error is ensured by the existence of a unitary operator U E on H E such that
where |χ EE R is a state on H E ⊗ H E R , which does not depend on index i. If such a unitary operator exists, we can recover the encoded state |ψ S on E S without touching the erased qudits by implementing the unitary transformation as
One can easily see how these procedures actually work in one of the simplest examples, the three-qutrit code of [4] .
Thus a central problem of the theoretical construction of quantum secret sharing schemes is to find the pairs of the logical basis { |ī } i=1,··· ,d and the decoder U E which satisfies the condition (3.3).
The Schmidt decomposition of logical bases
Lemma 7. Let H S and H be finite-dimensional Hilbert spaces, with a tensor product structure H = H E ⊗ H E with |E| = |S| × |E|. Moreover let |φ be a state defined as
where { |i S } i=1,··· ,|S| is an orthonormal basis on H S ,and {|i } i=1,··· ,|S| is a set of orthonormal states on H. If the state |φ satisfies
then the state |i can be expanded as
where { |k E } k=1,··· ,|E| is an arbitrary orthonormal basis on H E , and { |k; i E } i=1,··· ,|S| k=1,··· ,|E| is an orthonormal basis on H E such that
This Lemma itself is a little abstract but it has the following physical meanings from the viewpoint of the quantum error-correcting codes. As in the example in subsection 3.1, S denotes the system of the secret state. {|i } i=1,··· ,|S| is a logical basis on the code subspace that is a subspace in H, i.e., the encoder is defined as
(3.9)
E and E are the degrees of freedom(d.o.f) which are supposed to be erased and not to be erased respectively when the maximum error occurs within the range that can be decoded. Then, imposing the condition |E| = |S| × |E| corresponds to considering a ((k, 2k − 1)) threshold scheme because the condition says that the number of d. 
Proof.
Each |i can be expressed in the Schmidt basis as
where { |k ; i E } k=1,··· ,|E| is an orthonormal basis on H E and { |k ; i E } k=1,··· ,|E| is a set of orthonormal states on H E , such that
and p
k 's are real numbers satisfying
. Substituting eq.(3.10) into the condition (3.6), one can easily find
By multiplying the both sides of the above equation by S i| from the lefthand side and |i S from the righthand side, the Schmidt coefficients are determined as p
. Then the Schmidt basis for |i is not uniquely determined since all the Schmidt coefficients are degenerate. In other words, we are free to apply the following simultaneous unitary transformations in H E and H E ,
lk is an arbitrary |E| × |E| unitary matrix. Using the above transformation, we can use the Schmidt basis such that the { |l; i E } l,··· ,|E| is independent of the index i, such as
where { |l E } k=1,··· ,|E| is an arbitrary complete orthogonal basis on H E . Then the logical basis can be expressed as
Finally, substituting eq.(3.14) into the condition (3.12), we get
By multiplying the both sides of (3.16) by R i| E k| from the lefthand side, and |j R |l E from the righthand side, the condition, E l;
is an orthonormal basis on H E since it contains |E|(= |S| × |E|) orthogonal states.
A formula for the construction of decoders
Theorem 8. Let U EE be a unitary operator on H, with tensor product structures
where |ī is the state defined in (3.7) and |χ EE R is a state on H EE R such that
Then a unitary operator (decoder) on H E that satisfies
for i = 1, · · · , |S| can be written as
where { |k E } k=1,··· ,|E| and { |k; i E } i=1,··· ,|S| k=1,··· ,|E| are the bases on H E and H E respectively, which are the Schmidt bases of |ī defined in Lemma 7.
The operator U EE is a trivial decoder in the sense that it decodes the code by acting all the physical degrees of freedom on the logical basis as (3.17). We cannot implement the trivial decoder after a single error has occurred. On the other hand, U dec E can recover the encoded state on E S by acting only on E. In other words, U dec E is a decoder available even after any error has occurred on E. The formula (3.20) provides a method of constructing such decoders from trivial decoders. The condition (3.18) is the statement that the state on EE R after decoding on E S has no information about the encoded state. This condition is necessary to guarantee the unitarity of the decoder, otherwise the decoding violates the non-cloning theorem.
Proof.
Using the bases { |k E } k=1,··· ,|E| on H E and { |k; i E } i=1,··· ,|S| k=1,··· ,|E| on H E , we can expand a trivial decoder U EE as
where U k,(l:i),m,(n;j) is defined by the above equation as the matrix elements of a given trivial decoder. It follows from Lemma 1 that the operator U EE→E (j) in L(H E ) that satisfies
can be written as
where we have dropped the irrelevant operator that vanishes when it acts on |j EE . Now we define
The orthogonality condition (3.8) ensures that U dec E has the same action as U EE on code space, i.e.
Using the properties (3.17), (3.22) and (3.26), we can see that U dec E is actually a decoder:
In order to implement this decoding procedure in the real world, U EE→E needs to be a unitary operator acting on H E . To see the unitarity, we examine the constraint on U EE from the condition (3.18) as follows. First, we multiply δ j,j to the both sides of eq.(3.18) and rewrite it with U EE in the following manner,
where we have used Tr E S |j S S j | = δ j,j in the second equality and eq.(3.17) in the third equality. Secondly, we substitute the expression (3.21) into the righthand side of eq.(3.28) and we get
where we have just performed the trace over E in the second equality. Since { |k E } k=1,··· ,|E| is the basis on H E , it follows from (3.29) that
Finally, we are able to check the unitarity of U dec E in the following manner,
where we have used eq.(3.25) in the first equality and the condition (3.30) in the third equality.
This theorem gives a reinterpretation of code subspaces against erasure errors as follows. As it was already noted that in the equation, 
However there is still a possibility of the existence of the non-trivial subspaces in H AB on which O AB→A (ψ) acts in the same way as O AB does. Moreover it is possible to consider the subspaces on which both the action of O AB and the unitarity of O AB are preserved through the shrinking of O AB to O AB→A (ψ). Such a subspace associated with U EE and U dec E becomes a code subspace against erasure errors.
Implications for the operator dictionary in AdS/CFT
In [18] , a type of quantum error correcting-codes called the subalgebra code with complementary recovery was introduced. This code embeds the "bulk Hilbert space" H a ⊗ H a into the "boundary Hilbert space" H A ⊗ H A such that the operators on a can be reconstructed on A and the operators on a can be reconstructed on A. This property is called complementary recovery. It was shown that the Ryu-Takayanagi-like formula and also the equivalence of the bulk and boundary relative entropies exactly hold for the subalgebra code with complementary recovery. It was also shown that in general there exist the logical operators that are reconstructable on A and also on A. Such operators must be the central operators of the reconstructed algebras on A and on A. These results imply the validity of the entanglement wedge reconstruction and the existence of the bulk operators which are reconstructable on a boundary subregion and also on the complementary of the subregion in AdS/CFT correspondence. An concrete example of the subalgebra code with complementary recovery with nontrivial centers was proposed in [19] .
In this section, we study the subalgebra code with complementary recovery under the restrictions of the bulk (logical) Hilbert space into a subspace. We first explain our model in subsection 4.1. Secondly, we review the basic operator dictionary and also how the Ryu-Takayanagi-like formula holds in a concrete way in subsection 4.2. Then we will discuss the emergence of the central operators from the restriction of bulk Hilbert space in subsection 4.3. Finally, we prove a theorem for the code, which implies the validity of the entanglement wedge reconstruction and also its converse statement with nontrivial centers in subsection 4.4.
Subalgebra code with complementary recovery under restriction of logical Hilbert space to subspace
First, let us define the logical space as
where H (gr)
bulk and H bulk are finite dimensional Hilbert spaces that imitate the Hilbert space of gravity and the Hilbert space of all other d.o.f than gravity, respectively. We will assume that the bulk Hilbert space has the following tensor factorization,
2)
where E A (or E A ) corresponds to the entanglement wedge of boundary subregion A (or its complementary subregion A) on a bulk time-slice. H 
we can write H bulk as
The embedding space is a finite dimensional Hilbert space with the following tensor decomposition,
H A and H A play the role of the Hilbert space associated with a boundary subregion A and its complement region A in AdS/CFT, respectively. Our encoder U code : H tot bulk → H bdry takes the following form,
with the two isometry maps 6 :
10)
The encoder U code plays the role of the duality map in AdS/CFT. When we input a state |Ψ (gr)
bulk into U code , we obtain
This map, U (Ψ) code : H bulk → H code , is an isometry map and it takes the form of the encoder of the subalgebra code with complementary recovery in [18] .
If we assume that the AdS/CFT correspondence is a exact duality in which the bulk and the boundary operators have an exact one-to-one correspondence, the representation of dual boundary operator on full boundary Hilbert space should be uniquely fixed. In other words, the non-uniqueness of the representation (and the supports) of the boundary operators is valid only on the (code) subspace that is dual to a subspace of the full bulk Hilbert space. The bulk Hilbert space is also constrained by the gauge constraints in AdS/CFT. In order to imitate these restrictions on the bulk Hilbert space, we restrict the logical space to a subspace in H bulk , which we will call H bulk (⊂ H bulk ).
Note that H bulk generally does not factorize into the Hilbert spaces on E A and on E A , 6 The "isometry maps" means the following conditions,
i.e., for any H E A ⊂ H E A and H E A ⊂ H E A ,
which reflects the universal entanglement in low energy states. Let us define the code subspace as
code H bulk , (4.14)
which plays the role of the boundary Hilbert space dual to the bulk semiclassical Hilbert space with the fixed background geometry. We will see that the central operators of the reconstructed algebra on A and on A can emerge from the restriction from H bulk to H bulk .
It was shown in [18] that the bulk reconstruction with complementary recovery, the Ryu-Takayanagi-like formula and also the equivalence of the bulk and boundary relative entropies are exactly hold for this type of codes. Before proceeding, let us review the basic operator dictionary and also how the Ryu-Takayanagi-like formula holds in this code in a concrete way.
Review of the operator dictionary and Ryu-Takayanagi formula in subalgebra code with complementary recovery
In this subsection, based on [15, 18, 19] , we review the basic rule about the operator dictionary and also how the Ryu-Takayanagi-like formula holds in this code in a concrete way.
First, we prepare orthonormal bases, {|b E A } b=1,··· ,|E A | on H E A and {|b E A } b=1,··· ,|E
is the orthonormal logical basis on H bulk .
We also prepare orthonormal bases, {|k
Secondly, we write |Ψ (gr) bulk in the Schmidt decomposition as 
| is the dimensionality of the Hilbert space H
Since U A and U A are isometry maps, the following properties hold,
Then each bulk basis is mapped by U code into the boundary state as
where we have defined
These are orthogonal states in the sense that
bdry a, a|b, b
because U code , U A and U A are isometry maps. {|b, b
code .
The operator dictionary
Let us review the basic rule about the operator dictionary between bulk operators and boundary operators. A bulk state |ψ bulk ∈ H bulk can be mapped by U 
In other words, the boundary operator φ bdry dual to a bulk operator φ bulk can be defined as the operators that satisfy
code φ bulk |ψ bulk = φ bdry |ψ bdry . for any state |ψ bulk in the bulk Hilbert space. Moreover, our code has a property called the "complementary recovery". This property basically says that for φ E A ⊗ I E A ∈ A(H bulk ) and 27) for any |ψ bulk ∈ H bulk . This property corresponds to the entanglement wedge reconstruction in AdS/CFT. We will see how this complementary recovery works with more details in subsection 4.4.
Ryu-Takayanagi formula
Next let us review how the the Ryu-Takayanagi-like formula emerges in this code. Any bulk state on H bulk can be rewritten in the Schmidt basis as
where the Schmidt basis |s E A/A can be written in terms of the previous basis as
with some proper isometry matrixes U, U . The entanglement entropy of E A for the bulk state |ψ bulk is given by S
The dual boundary state is given by
where we defined
These states are orthogonal in the sense that
which follows from the isometry condition of U and U . The density matrix for A can be written as
Then one can easily find that the entanglement entropy of the subsystem A for |Ψ bdry is given by
Let us write the entanglement entropy of |Ψ (gr)
bulk between E A and E A as S E A (Ψ) and define the "Area operator" as
Then the entanglement entropy in (4.34) can be rewritten as
The first term is universal in the sense that it does not depend on the information of the bulk state |ψ bulk at all. The second term in eq.(4.34) is exactly the bulk entanglement entropy of |ψ bulk between E A and E A . Thus the result analogous to the quantum corrections to the holographic entanglement entropy in [33] is also reproduced.
Based on [15] , let us also review how the universal term is proportional to the "Area" of the entangling surface. Based on the tensor network picture, the entanglement of |Ψ is the maximally entanglement state within the bound, it can be written as
with
Then the universal term can be written as
Since v is the dimension of local Hilbert spaces, c ≡ log v is roughly the number of d.o.f on each local spacetime point on the boundary. Defining
, we then obtain the "Ryu-Takayanagi formula",
In the holographic code model in [15] , v corresponds to the dimension of the Hilbert space associated to the each tensor leg of the perfect tensors, and L AdS corresponds to the length of one side of the "tiles" which are uniformly tiling the two-dimensional hyperbolic space. The entangling surface γ A also corresponds to the greedy geodesic. Under this identification, the result (4.38) exactly holds in the model. 9 This relation is analogous to the formula between the radius of curvature of AdS and the central charge, c = 
Emergence of central operators
In this subsection, we point out that the central operators of the algebras associated with subregions can emerge as a consequence of the restriction of the Hilbert space.
First, let us define a set of operators, S(A ; H), as follows:
is the set of the Hermitian operators that act within H and are able to shrink the supports to A not only on a state in H but also on any state in H. Then Lemma 9 holds:
This lemma describes the trivial fact that for H bulk ≡ H E A ⊗ H E A , the operators in A(H bulk ) that can shrink their support to E A on any state in H bulk are just the operators that are supported on E A . Once we restrict the Hilbert space from H bulk to the subspace H bulk (⊂ H bulk ), then S bulk (E A ; H bulk ) can be nontrivial because of the property (4.13). In fact, in the case of the shrinking that preserves the unitarity, we have already seen that the trivial decoder can shrink its support to only E not only on a state but also on any state in H code (⊂ H E ⊗ H E ) . Note that if there are elements in S bulk (E A ; H bulk ) ∩ S bulk (E A ; H bulk ), then the elements commute with all the operators in A( H bulk ) supported only on E A and also all the operators in A( H bulk ) supported only on E A . In this sense, S bulk (E A ; H bulk ) ∩ S bulk (E A ; H bulk ) is the center of the algebra on E A and also on E A .
Here let us see how the restriction of the Hilbert space by the "gauge constraints" gives the nontrivial elements in S bulk (E A ; H bulk ) ∩ S bulk (E A ; H bulk ) [35, 36, 37, 38] . For example, let us define H bulk as
with a unitary operator G ≡ G E A ⊗ G E A , supported on both H E A and H E A , which we will call the "gauge transformation operator". In this case, H bulk and H bulk play the role of the physical Hilbert space and the extended Hilbert space, respectively. Then for any state |ψ bulk ∈ H bulk , we have
By acting on eq.(4.43) with
from the lefthand side, we obtain 10 . For the concrete examples of these central operators in gauge theories, please see [35, 36, 37, 38, 39] . We will see in the next subsection that the central boundary operators in the reconstructed algebras on A and on A are dual to these central operators in S bulk (E A ; H bulk )∩ S bulk (E A ; H bulk ) in the bulk theories.
The entanglement wedge reconstruction and its converse statement with centers
In this subsection, we prove a theorem for our code which implies the validity of the entanglement wedge reconstruction and also its converse statement with nontrivial centers:
code ), the following two statements are equivalent:
The (A) ⇒ (B) direction of the theorem says that if a bulk operator in A( H bulk ) can shrink its support to only E A , then it can be reconstructed as a boundary operator that can shrink its support to only A in the code subspace H (Ψ)
code . This corresponds to the statement of the entanglement wedge reconstruction hypothesis in AdS/CFT. This direction has been proven in [18] , and here let us show again in a concrete way by following the idea of [15] . On the other hand, the converse direction (B) ⇒ (A) says that if a boundary operator in A( H (Ψ) code ) can shrink its support to A, then the dual bulk operator must be able to shrink its support to only A on H bulk . Note that we can replace (E A , A) with (E A , A) in Theorem 10 since U code equally treats (E A , A) and (E A , A) in the definition 4.8.
Proof.
(A) ⇒ (B): It follows from the assumption, φ bulk ∈ S bulk ( E A ; H bulk ), that there exists an operator φ E A ⊗ I E A ∈ A( H bulk ) such that code from the lefthand side, we
are the same operators in the sense that they act on all the physical states in exactly the same way. If we consider a general subspace H bulk ⊂ H bulk (e.g. low-energy subspace), there can exist the central operators that act on physical states differently.
bdry!A Figure 1 : Fig.(a) represents the tensor networks expression of U (Ψ) Fig.(a) , we obtain Fig.(b) , which corresponds to eq. 
where we have used eq.(4.18) in the third equality and have defined
in the fourth equality 11 . We have also used the property that U where we have used eq.(4.56) in the second equality. The righthand side is give by
where we have used eq.(4.18) in the third equality. Defining
(4.62)
for any state |ψ bulk ∈ H bulk . This means φ bulk ∈ S bulk ( E A ; H bulk ).
Since the bulk operators supported only on E A are trivially included in S bulk ( E A ; H bulk ), the result below immediately follows from Theorem 10 :
This says that the bulk operators supported only on E A can be reconstructed on A. This corresponds to more conventional entanglement wedge reconstruction hypothesis in AdS/CFT. However the converse statement does not generally hold because there possibly exist the bulk operators that have a part of their supports on E A but can shrink their supports to E A in H bulk .
Here, let us see how this bulk reconstruction with complementary recovery works in more concrete way from the viewpoint of the shrinking in Lemma 1. Any bulk operator supported on E A , φ E A ⊗ I E A ∈ A( H bulk ), can be written in the bulk basis as
with φ b,a * = φ a,b . Then the boundary operators on H (Ψ) code dual to φ E A are given by On the other hand, φ E A has been reconstructed on A as (4.53), which can be written explicitly as code . Note that since φ bdry→A is the Hermitain operator if φ bdry is the one, the shrinking in (4.66) preserves the Hermiticity. We can check that eq.(4.66) actually holds easily in the same way in Example 3 as follows. When φ bdry defined in (4.64) acts on a general state,
code , we obtain φ bdry
where we have used the definition (4.65) in the second equality and also the final equality.
It is worth emphasizing again that the single operator φ bdry→A for φ bdry satisfies the condition (4.66) not only just on a single state in H (Ψ) code but also on any state in
code , just as the decoder defined in (3.25) does. In this sense, the condition (4.66) for φ bdry→A (H code ) can hold without acting on a particular state only if they are supposed to act only on the code subspace. In other words, the following holds
(4.68)
code is the projection operator onto H
code . This gives an explanation for why the AdS Rindler-wedge reconstruction can be derived without acting on a particular state, as was done in [6] , even though the shrunk operators are generally state-dependent.
The consequence below also immediately follows from Theorem 10 :
This theorem says that bulk operators in A( H bulk ) are reconstructable on A and also on A if and only if they can shrink their support to E A and also on E A in H bulk . Thus, the central operators of the reconstructed algebras on E A and E A can emerge.
We end this section with a comment about the generalization of A( H 
code is the projection operator onto A( H (Ψ) code ) . Then Theorem 10 can be restated as
This would be a more natural expression in the context of AdS/CFT in the following sense. The light local operators in CFT will be the natural candidates for acting within the low-energy code subspace. However they will not vanish in general when they act on some high energy states outside the code subspace. Therefore, the light local operators code ⊂ H bdry ).
Summary and Discussion
We have shown how to shrink the supports of operators on a bipartite pure state. Based on this results, we have shown a formula for constructing the decoder against erasure errors. We have also pointed out that the nontrivial central operators of the algebras on subsystems can emerge when the Hilbert space is restricted to a subspace that has no tensor factorization into the subsystems. Finally we have proven a theorem which implies the validity of not only the entanglement wedge reconstruction but also its converse statement with the central operators.
In section 2, we have specified the class of operators that can shrink their supports from AB to only A (or B) on an arbitrary bipartite pure state |ψ AB , in Lemma 1. In other words, for an operator O AB in the class, there exists an operator O AB→B (ψ) that satisfies
As a consequence of Lemma 1, we have shown that any nonlocal operator on AB with |A| ≥ |B| can shrink its support to A on any bipartite state with the non-vanishing Schmidt coefficients in Corollary 3. We have also specified the conditions for preserving unitarity and Hermiticity of O AB→B (ψ) through the shrinking of the support.
In section 3, we have shown a general expression of logical states against erasure errors in Lemma 7. Then we have shown a formula to make decoders from the given logical basis in Theorem 8.
In section 4, we have studied the subalgebra code with complementary recovery under the restrictions on the bulk (logical) Hilbert space. We have pointed out that the central operators of the algebras associated with subregions can emerge when we restrict the Hilbert space in subsection 4.3. Finally, we have shown a theorem in the code, which implies the validity of the entanglement wedge reconstruction and also its converse statement with nontrivial centers in Theorem 10.
We have concretely specified the set of operators that can shrink their supports on a state in section 2. However, the set of operators that can shrink not only on a state but also on a nontrivial subspace (namely S AA (A ; H) for H ⊂ H A ⊗ H A in the case for preserving Hermiticity,) was not specified in general. We have just observed that such shrinking is realized on the code subspace of the quantum error-correcting code in section 3 and section 4. I leave the specification of S AA (A ; H) to future work.
The shrinking of operators might be also useful for implementing nonlocal quantum operations. When we want to perform a unitary operation U AB to states in H(⊂ H A ⊗ H B ), the experimental construction of the unitary shrunk operation U AB→A makes it possible to perform U AB locally on the subsystem A. One known example is implementing the decoder of the quantum error-correcting codes for the erasure errors as we have seen in section 3. The experimental implementations of the measurement of the Hermitian shrunk operator O AB→A for O AB on H would also make it possible to measure the observable O AB for states in H with the local measurement on the subsystem A. In this sense, the complete specification of S AA (A ; H) may be important and possibly gives powerful tool in some cases.
We have analyzed the properties of shrinking supports of operators in finite dimensional system. The generalization to infinite dimensional system, in particular quantum field theories (QFT) with UV cut-off or local QFT, may be interesting and useful for further understanding of the non-uniqueness of boundary operators in the bulk reconstruction in AdS/CFT. In local QFT case the generalization would give the concrete formula of constructing the shrunk operators in the Reeh-Schlieder theorem.
Regarding the quantum error-correcting code model for AdS/CFT in section 4, we fixed the state |Ψ bulk and also fixed the factorization H bulk = H E A ⊗ H E A independently. This state plays the role of the background geometry as we have seen that the area term of the Ryu-Takayanagi formula originates from the entanglement of the state between H E A and H E A . In this sense, how to factorize H bulk into H E A and H E A should be determined by |Ψ (gr) bulk in some way since the division of the bulk spacetime into the entanglement wedges, E A and E A , is determined geometrically by the Hubeny-Rangamani-Takayanagi surface γ A [40] . Extremizing the entanglement entropy between H E A and H E A may be a possible candidate for determining the factorization [41] . Incorporating the effect of the small gravitational perturbative corrections into the model is also beyond the scope of this paper. I hope to come back to these questions in the future.
A Teleporting the supports of local operators
We study the consequences of Lemma where I A ⊗ O B (ψ) ∈ V( |ψ AB ).
In this sense, Lemma 1 provides a method of "teleporting" the support of local operators from A to B. As an application of this formula, we calculate the teleportation of the supports of local operators on the thermofield double state in Appendix B.
By substituting eq.(A.1) into Lemma 4 and Lemma 5, we obtain the conditions for preserving the unitarity and the Hermiticity through this teleporting as follows. B Teleporting the supports of local operators on the thermofield double state
In this section, we calculate the teleported operator on the thermofield double (TFD) state [42] based on the formula in Corollary 13 and see that the answer reproduces the known result.
The thermofield double(TFD) state is defined as an entangled state on two independent copies of a quantum system such that the density matrix for either system behaves as a thermal state at inverse temperature β, i.e.,
where |E n L/R is the energy eigenstate of the left/right quantum system and Z(β) is the canonical partition function at inverse temperature β. This is written in the Schmidt decomposition and we define the Schmidt coefficients as ψ n ≡ where we defined O R ≡ m,n O mn |E m R R E n |, which is the identical copy of O L to the right quantum system. This result has already been known and used in the context of AdS/CFT correspondence (see e.g. [43, 44, 45] ).
