Abstract. We introduce a new notion of rank for unitary representations of semisimple groups over a local field of characteristic zero. The theory is based on Kirillov's method of orbits for nilpotent groups over local fields. When the semisimple group is a classical group, we prove that the new theory is essentially equivalent to Howe's theory of N -rank [Hw1], [Li1], [Sca]. Therefore, our results provide a systematic generalization of the notion of a small representation (in the sense of Howe) to exceptional groups. However, unlike previous works which used ad-hoc methods to study different types of classical groups (and some exceptional ones [Ws], [LS]), our definition is simultaneously applicable to both classical and exceptional groups. The most important result of this paper is a general "purity" result for unitary representations, which demonstrates how similar partial results in the previous authors' works should be formulated and proved for an arbitrary semisimple group in the language of Kirillov's theory. The purity result is a crucial step towards studying small representations of exceptional groups. New results concerning small unitary representations of exceptional groups will be published in a forthcoming paper [Sa].
1. Introduction 1.1. Background. The classical notion of N-rank is a tool to study "small" unitary representations of semisimple groups based on analysing the restriction of the representation to large commutative subgroups of such groups. The study of the notion of N-rank began in [Hw1] where the theory was developed for the metaplectic group. Roughly speaking, one can attach equivalence classes of bilinear symmetric forms to unitary representations, and these equivalence classes canonically correspond to orbits of the adjoint action of the Levi component of the Siegel parabolic on its nilradical. Later on, the theory was extended by J. S. Li [Li1] and R.Scaramuzzi [Sca] to all classical groups, and an intrinsic connection with the theta correspondence was also found in [Li2] . Representations which correspond to degenerate classes are called singular representations. They form a large class of non-tempered representations and therefore their study is essentially complementary to that of the tempered representations. It turns out that this class of representations is quite well-behaved. In fact Howe constructed all such representations for classical groups of type I [Hw3] , and they are applied in construction of automorphic forms [Hw4] , [Li3] .
Despite thorough investigations in classical cases, the theory has not been extended to exceptional groups yet. Aside from some generalizations in the works of Loke and Savin [LS] and Sahi, most recently Weissman [Ws] provides an analogue for p-adic split simplylaced groups excluding E 8 using the representation-theoretic analogue of a Fourier-Jacobi functor.
Here we develop a theory of rank which can also be applied to (almost) all exceptional groups. More precisely, we show that the theory relies on the structure of unipotent radicals of certain parabolic subgroups which are naturally expressible as a sequence of extensions of Heisenberg groups. Certain unipotent radicals of parabolics of semisimple groups with this property are called s-OKP groups (see Definition 3.2.4).
The main point of this work is to show that although the abelian nilradicals in terms of which rank was defined for classical groups are usually not available in exceptional cases, the maximal unipotent subgroups of all semisimple groups have a common feature which enables us to define a similar notion of rank, which is essentially equivalent to the older one for classical groups. The theory provides a tool to study small representations of exceptional groups, and results along this line of research will be published elsewhere [Sa] .
This manuscript is organized as follows. Section 1.2 is devoted to the notation used throughout the article. In section 2 we recall some basics about the Heisenberg groups and the Weil representation. In section 3 we define a specific unipotent subgroup of a semisimple group with regard to which our rank is defined. We study the structure of the universal enveloping algebra associated to this unipotent group in section 4. We define our rank in section 5; we study rankable representations of the unipotent group and their infinitesimal characters as well. Section 6 is devoted to the proof of the main result, which says the rank is a nontrivial invariant of a representation. Section 7 shows why the theory generalizes the older one. defined over F, and G F be the group of F-rational points of G. Consider the group G which is equal to a finite (topological) central extension of the connected component of identity (or the group generated by unipotent elements in the non-Archimedean case) in G F . Take a maximally split Cartan subgroup H of G (which is also defined over F), and let A be the maximal split torus inside H. Let A be the inverse image of A F in G.
We denote the Lie algebras of the groups G, H, A, G, A by g, h, a, g F , a F respectively. More precisely, g, h, a are F-Lie algebras and g F and a F are F-forms of the corresponding algebras.
The Killing form is denoted by (·, ·) and is normalized such that (β, β) = 2 for any long root β. All roots of simply-laced root systems are considered as long ones. For h F = h ∩ g F we have
where t is the anisotropic part of h. In other words, this means that t F is the anisotropic part of h F and a F is the orthogonal complement of t F with respect to the Killing form.
Let ∆ be an absolute root system associated to h, and let Σ be the restricted (or relative, as some people call it) root system associated to a. The root space corresponding to any α ∈ ∆ is denoted by g α , and H α denotes a nonzero element in [g α , g −α ]. If α is a root defined over F then we take H α in h F . Let F be arbitrary. As usual, ∆ + and Σ + denote the set of positive roots. Let ∆ B and Σ B denote the bases for positive roots in the corresponding root systems.
The choice of a positive system determines a fixed Borel subalgebra b of g (or a minimal parabolic of g F ). A parabolic subalgebra is called standard if it contains b. We identify the standard parabolic subgroups and subalgebras by subsets of Σ B (respectively ∆ B ) they naturally correspond to. More precisely, for any subset Φ ⊆ ∆ B , by p Φ we mean the standard parabolic subalgebra of g which contains all root spaces g α for any α ∈ ∆ + as well as any g −α ′ such that α ′ ∈ ∆ + is in the semigroup generated by Φ. The definition will be similar for the parabolic subalgebra (this time of g F ) corresponding to any Φ ⊆ Σ B . Later on, when there is no risk of confusion between the parabolics of g and g F , we use the more concise notation p Φ for both situations. The parabolic subgroups of G and G are denoted by P Φ and P Φ respectively. Note that a parabolic subgroup of G refers to the inverse image of a parabolic subgroup of G F in G. By a result of Deodhar [De] , topological central extensions are split over the unipotent subgroups (see section 6.1), and therefore one can have a Levi decomposition in G as well; i.e. one can express P Φ as P Φ = L Φ N Φ , where L Φ is the Levi component and N Φ is the unipotent radical of P Φ . Parabolics P Φ ⊂ G where Φ ⊂ ∆ B are characterized in a similar fashion. We may as well drop the subscript when there is no risk of confusion about the identifying subset Φ of positive roots.
Let L be an arbitrary locally compact group. The center of L will be denoted by Z(L) and its unitary dual byL.
Let l be an arbitrary Lie algebra. The center of l is denoted by z(l), and the universal enveloping algebra of l by U(l), whose standard filtration is
The center of U(l) is denoted by Z(l). By the Poincaré-Birkhoff-Witt theorem, it is a commutative integral domain, and we denote its field of fractions by F (l). We warn the reader that the notation Z(·) is used to mean two different things: the center of a group, and the center of a universal algebra.
Take any Z ∈ Z(l). By U(l) Z we mean U(l) localized by the set {Z, Z 2 , Z 3 , ...}.
For an arbitrary vector space V over an arbitrary field, S(V ), P(V ) and PD(V ) denote the symmetric algebra of V , the algebra of polynomials on V , and the algebra of polynomial coefficient differential operators of V respectively. The i-th homogeneous parts of S(V ) and P(V ) are denoted by S i (V ) and P i (V ) respectively.
Heisenberg group and Weil representation
2.1. Heisenberg groups and algebras. The Heisenberg group H n is a two-step nilpotent 2n + 1-dimensional F−group which is isomorphic to the subgroup of GL n+1 (F) of unipotent, upper-triangular matrices which do not have nonzero elements outside the diagonal, the first row and the last column. This group has a one-dimensional center.
The Lie algebra h n of H n can be described as
with the Lie bracket introduced below, where W n is a 2n-dimensional space endowed with a nondegenerate symplectic form < ·, · >, and z is the center of h n , a one-dimensional Lie subalgebra. We fix a Lie algebra isomorphism between z and F, and denote the element in z corresponding to 1 ∈ F by Z. The Lie bracket on W n is defined as
The exponential map is a bijection between h n and H n , and Z = Z(H n ) is equal to exp(z).
2.2. Stone-von Neumann theorem. We briefly mention the structure of irreducible, infinite-dimensional unitary representations of a Heisenberg group. For a more detailed discussion, the reader is referred to [Hw2] , [Ty] or several other references.
The Stone-von Neumann theorem states that for any nontrivial unitary character of Z = Z(H n ), upto unitary equivalence there is a unique infinite-dimensional irreducible unitary representation of H n having this central character. We will describe the Schrödinger model for this representation below.
Consider an arbitrary polarization of W n , i.e. a decomposition of W n as a direct sum (2.1) W n = x n ⊕ y n of Lagrangian subspaces. It is possible to choose bases {X 1 , . . . , X n } and {Y 1 , . . . , Y n } of x n and y n respectively such that
There is an isomorphim (2.3) e : x n ≈ y * n obtained via the symplectic form. Z ≈ exp(F) and a nontrivial character of Z is equal to χ a • exp −1 , where χ a is a nontrivial additive character of z ≈ F, which corresponds to an element a ∈ F − {0}. This follows from the well-known fact that the unitary dual of a local field is identical to itself. In the special case of F = R, we have χ a (t) = e iat for some a ∈ R − {0}. The representation ρ χa with this central character may be realized on the Hilbert space
This representation is unitary with respect to the usual inner product of H ρχ a .
Remark. Henceforth, when a group G is isomorphic to a Heisenberg group, we denote the subset ofĜ consisting of the family of representations ρ χa byĜ • .
2.3. The Weil representation. Let Sp(W n ) be the symplectic group associated to W n . When F = C, take Mp(W n ) = Sp(W n ), and otherwise let Mp(W n ) be the (metaplectic) double covering of Sp(W n ). Mp(W n ) acts through Sp(W n ) on H n ≈ exp(h n ) (or equivalently on h n ) as follows. For any w ⊕ z ∈ W n ⊕ z,
One can consider the semidirect product Mp(W n ) ⋉ H n . We have [We] Proposition 2.3.1. Any representation ρ χa of H n extends to a unitary representation (still denoted by ρ χa ) of Mp(W n ) ⋉ H n ; i.e. for any g ∈ Mp(W n ), n ∈ H n :
Now let F = R. We will now explain the infinitesimal action of this representation (the so-called Weil representation) through elements of PD(y n ). The complexification of the Lie algebra of Mp(W n ) ⋉ H n is sp n ⊕ h n , where sp n is a complex symplectic Lie algebra, h n = h n (C) is a complex Heisenberg algebra and the Lie bracket satisfies
Definition 2.3.2. Let W n be a complex symplectic space of dimension 2n. The n-th Weyl algebra W(W n ) is the algebra generated by W n subject to the relations
For any integer k ≥ 0, by the homogeneous degree k component of W(W n ) we mean the subspace spanned by the k-th powers of elements of W n , which is denoted by
Choose a normalized basis for the polarization of W n (i.e. one that satisfies (2.2)). 
given by
where e is as in (2.3).
For any
3. The adjoint action preserves the symplectic form, i.e. for any
The Lie algebra homomorphism obtained from W 2 (W n ) to sp n in this fashion is an isomorphism.
The Lie algebra isomorphism of part 3 extends to an isomorphism
and Ω 1 (Z) = 1.
5.
For any a ∈ C, the "outer" Lie algebra automorphism σ a of h n given by
, giving rise to the Lie algebra isomorphism
Remarks.
1. It follows that the infinitesimal action of the (extended) representation ρ χa is just s • Ω a . This is called the Fock model in the literature.
2.
Clearly Ω 1 and Ω 1 • s extend to maps from U(sp n ⊕ h n ) into the Weyl algebra.
3. Structure theory: Lie algebras 3.1. The Heisenberg parabolic. We use the notation of section 1.2. Letβ be the highest root in ∆ with respect to the positive system chosen in section 1.2. Let (·, ·) denote the normalized Killing form of g such that (β,β) = 2. One obtains a grading
if and only if g = sl 2 .
Proposition 3.1.1. Let g be as above, and g F be an isotropic form of g such thatβ is defined over F.
1. g 0 ⊕g 1 ⊕g 2 is a parabolic subalgebra, g 1 ⊕g 2 is its nilradical, and Proof. See [GW] , [Tor] Remark. Let F = R. The cases whereβ is not defined over R are f 4(−24) , e 6(−26) , sp(p, q), and sl(n, H). Although we do not have s-OKP unipotent radicals (introduced in Definition 3.2.4) in these examples, we do have OKP subgroups (in the sense of [HRW] ), and therefore in principle the main results of this paper should generalize to groups associated with these real forms. However, to keep our presentation as simple and uniform as possible, we exclude these real forms. The same method should also be applicable to (a small number of) non-Archimedean groups which are those excluded in this work for a similar reason. We tend to drop their identifying subscripts for simplicity when there is no risk of confusion.
The table below demonstrates the structure of g 1 as a representation of [g 0 , g 0 ]. Here ̟ i denotes the i-th fundamental representation of the corresponding Lie algebra. Table I 3.2. The s-OKP nilradical n Γ . Let g, g F satisfy the assumptions of Proposition 3.1.1. In this section we describe a nilpotent subalgebra of g (and another one of g F ) which is fundamental to the new definition of rank. The construction of these nilpotent subalgebras is based on what is usually referred to as Kostant's Cascade.
First assume that g F is split; i.e. all roots of g are defined over F. Let p = l ⊕ n be the Heisenberg parabolic of g with the usual Levi decomposition. Note that in the case of orthogonal algebras [l, l] is not a simple Lie algebra: for example when g is a complex orthogonal Lie algebra this subalgebra of g is a direct sum of Lie algebras of the form sl(2, C) ⊕ m (or even sl(2, C) ⊕ sl(2, C) ⊕ m when g is of type D 4 ) where m is simple. One can repeatedly apply Proposition 3.1.1 as follows. First we apply it to (the simple factor m of) [l, l] , where l is the Levi component of the Heisenberg parabolic p of g. Then we apply it to (the simple factor m
, where l ′ is the Levi factor of the Heisenberg parabolic of (the simple factor m of) [l, l] , and so on. As a result, we obtain a sequence S 1 , . . . , S r of subsets of ∆ B , where each S i , defined as in part 2 of Proposition 3.1.1, contains a simple root or a pair of simple roots. Each S i corresponds to the highest root β i obtained in the i-th step. We also denote the sequence of Heisenberg parabolics by p 1 , . . . , p r , with the Levi decomposition
Therefore, p 1 is the Heisenberg parabolic of g and so on. Each n j is normalized by any l j ′ for j ′ ≥ j and hence by n j ′ . For a similar reason, n j ′ acts trivially on the center of n j . The Lie algebra n 1 ⊕ · · ·⊕ n r is a tower of successive extensions by Heisenberg F-algebras. Note that n r might be either a Heisenberg algebra or a one-dimensional algebra. The following proposition is obvious.
Proposition 3.2.1. n 1 ⊕ · · · ⊕ n r is equal to the nilradical of the parabolic subalgebra p Γ of g where
Remark. As the reader notes, when g is of types D 4 or B 3 , there is more than one possibility of choosing the simple factor m of [l, l] . Although there is no distinction in g, there might be a distinction with regards to g F when it is non-split. Naturally, one has to choose m such that the highest root corresponding to it is defined over F. This will be understood more clearly later in this section, especially in relation with Proposition 3.2.3. Now assume g F is arbitrary (i.e. not necessarily split, but satisfying assumptions of Proposition 3.1.1). We assume the positive system for Σ is compatible with the one for ∆. We can apply Proposition 3.1.1 repeatedly again. Part 3 of Proposition 3.1.1 yields a sequence T 1 , . . . , T s of subsets of Σ B (for some s ≤ r) where each T j contains a simple restricted root or a pair of them. Again we obtain a nested sequence 
Moreover, we have the following proposition, which describes the relationship between n i 's and h i 's. 
and thus it is equal to the nilradical of the parabolic p Γ ′ of g where
The parabolic P Γ of G has Levi decomposition Therefore a strongly OKP group can be expressed as a tower of successive extensions:
1. For simplicity, we abbreviate the term "strongly OKP" as "s-OKP".
2. Real s-OKP groups form a subclass of OKP groups defined in [HRW] .
3. The number k in (3.3) is referred to as the height of the tower of extensions.
Set N = N Γ , k = s and H j = exp h j . By Proposition 3.2.2, we have
4. The universal enveloping algebra of n Γ ′
In this section we prove that the universal enveloping algebras associated to the s-OKP groups introduced in the previous section have a common feature: the centers of these algebras are polynomial algebras. This is not necessarily true for the unipotent radical of an arbitrary parabolic subgroup.
Throughout this section we assume F = R. We study the structure of
In fact we show that Z(n Γ ⊗ C) is a polynomial algebra with generators that correspond toβ 1 , . . . ,β s . This somewhat generalizes a result of Kostant and Joseph [Jo] about the maximal nilpotent subalgebras of complex simple Lie algebras. In particular, a key idea is borrowed from Joseph's proof. Our result about the structure of Z(n Γ ′ ) will be used in section 5.3 to describe the infinitesimal characters of certain unitary representations of N Γ , called the rankable representations, which in turn can be used to describe their coadjoint orbits as vanishing sets of certain invariant polynomials. However, explicit calculations of these polynomials is deferred to a later time for the sake of brevity.
4.1. Θ, Φ and the Fock model. Recall the Lie algebra isomorphism Ω 1 defined in part 4 of Proposition 2.3.3. Let the map
2 }, the map p extends canonically to a linear mapp
Recall that Z denotes the element in the center of h n as in section 2.1.
where
Proof. It suffices to prove the Lemma when a 2 = a 2 and a 1 = b where a, b ∈ W 1 (W n ). We have
On the other hand,p
and the Lemma is proved becausep(ab − ba) = (ab − ba)Z.
Let U(h n ) Z be the localization of the universal enveloping algebra of h n introduced in section 1.2. Define a map Θ as follows.
where Ω 1 is given in section 2.3.
The next lemma applies Proposition 2.3.3.
Lemma 4.1.2. The map Θ has the following properties.
ii. Θ is a Lie algebra homomorphism.
Proof.
i. Let X ∈ sp n and Y ∈ h n . By Lemma 4.1.1,
ii. Proof is similar to that of Lemma 4.1.1. Now consider the map Φ defined as follows.
Φ is obviously an injection, and a Lie algebra homomorphism by Lemma 4.1.2. Moreover, the first part of Lemma 4.1.2 implies that
Clearly Φ extends canonically to a homomorphism of associative algebras
in the usual way, and the PBW theorem (or Lemma 4.1.5 below) implies that the kernel of Φ is zero. By Lemma 4.1.3, Z commutes with Φ(U(sp n )). Moreover, if u is any Lie subalgebra of sp n , then we can consider the restriction of Φ to U(u) and also Z(u).
is a commutative ring without zero divisors. Moreover, Lemma 4.1.3 implies that for any W ∈ Z(u), Φ(W ) ∈ Z(u ⊕ h n ) Z . Because Φ is a monomorphism, we can extend Φ naturally to a map from F (u), the field of fractions of Z(u), to a localization of U(u ⊕ h n ) by its central elements.
To find the generators of Z(n Γ ′ ) we need the following general result.
Proposition 4.1.4. Let s be a complex Lie subalgebra of sp n ⊕ h n of the form u ⊕ h n , where u is a Lie subalgebra of sp n . Then
where the right hand side means the ring of Laurent polynomials in Z, Z −1 with coefficients in Φ(F (u)) (respectively Φ(Z(u))).
Proof. Let W ∈ Z(u). First note that by definition of Φ, Φ(W ) ∈ U(s) Z . By Lemma 4.1.3, Φ(W ) commutes with elements of h n and hence with the image of Θ. Since Φ(W ) also commutes with Φ(X) = X − Θ(X) for any X ∈ u, it follows that Φ(W ) ∈ Z(s) Z . For a similar reason, Z ∈ Z(s). Thus we have proved that
The first inclusion of the proposition follows from the inclusion above.
Next we show the reverse inclusion in (4.3). The main technical tool is Lemma 4.1.5. But before we present the lemma, we need to introduce some terminology.
Let A 1 , ..., A l be a sequence of elements in an arbitrary Lie algebra. By a monomial (or an ordered monomial if we want to empasize) in A 1 , ..., A l we mean any element of the form A
l in its universal enveloping algebra, where t 1 , ..., t l are nonnegative integers. If A l is in the center of the Lie algebra, an ordered monomial in
., t l−1 are nonnegative integers, whereas t l is an arbitrary integer. An unordered monomial refers to any arbitrary product of A i 's; i.e. this time expressions such as A 2 A 1 A 3 and A 1 A 2 A 3 1 A 2 5 A 2 are also allowed. However, later we will be interested in "reordering" a given unordered monomial; i.e. writing it as a linear combination of ordered monomials, using the relations inside the universal enveloping algebra. For instance, if it happens that [A 1 , A 2 ] = A 3 , then the unordered monomial A 1 A 2 A 1 can be reordered as follows:
We first complete the proof of Proposition 4.1.4 and then give a proof of Lemma 4.1.5. Fix an element M ∈ Z(s) Z . By Lemma 4.1.5, M can be written as a linear combination of monomials in
commutes with all of the elements given in (4.4) except for X 1 , and it is not hard to check that
Therefore for any monomial which appears with nonzero coefficient in M, if it is free of X 1 then it commutes with Y 1 and if not then its commutator with Y 1 is a monomial in which the degree of X 1 is reduced by 1 and the degree of Z is increased by 1. Now Lemma 4.1.5 implies that monomials of the second type, if they exist, will be linearly independent; i.e. all monomials in M should be free of X 1 .
A similar argument (repeated for other X i 's and Y i 's) shows that monomials in M should in fact be free of X i 's and Y i 's, i.e. M has to be of the form
for some m, where each M j is a linear combination of monomials in Φ(U 1 ), . . . , Φ(U r ).
Since M ∈ Z(s), we have [M, Φ(U)] = 0 for any U ∈ u. However, since Φ is a homomorphism of associative algebras, each term [M j , Φ(U)] can be expressed as a linear combination of monomials in Φ(U 1 ), ..., Φ(U r ). Again, Lemma 4.1.5 implies that we
This completes the proof of Proposition 4.1.4.
Proof. (of Lemma 4.1.5)
First we prove that the monomials given in the statement of the lemma span U(s) Z . By the PBW theorem, monomials in
form a basis for U(s) Z . One can express any such monomial as a linear combination of monomials in
by making the substitution U i = Φ(U i ) + Θ(U i ) and using the fact that Θ(u) ⊆ U(h n ) Z . More accurately, we expand the product as a linear combination of "unordered" monomials in
From Lemma 4.1.3 it follows that
Moreover, Θ(U j ) ∈ U(h n ) Z and hence these unordered monomials can be ordered in the proper way.
Next we prove that the monomials introduced in the statement of the lemma are linearly independent. It suffices to prove linear independence of monomials in
Consider such a monomial, make substitutions using
and expand the product into a linear combination of unordered monomials in
In this expansion, there is exactly one (ordered) monomial in
which corresponds to the selection of all the U i 's in the expansion process. We will refer to this monomial by the leading monomial. It has the largest "total degree with respect to U 1 , ..., U r " among other generated unordered monomials.
Now we apply the relation (4.6)
several times to each of the monomials obtained after the expansion above so that all Θ(U i )'s are moved to the right of all the U i ′ 's. Note that this time since the right hand side of (4.6) is nonzero, each time we apply (4.6) one extra unordered monomial is generated as well. However, since Θ(u) ⊂ U(h n ) Z , the "total degree with respect to U 1 , . . . , U r " of any unordered monomial which is generated in this fashion will be strictly less than the total degree with respect to U 1 , ..., U r of the unordered monomial from which it originates. In particular, the process of moving terms will terminate after a finite number of steps, and we are finally left with a linear combination of several (ordered) monomials in
Therefore we have shown Corollary 4.1.6. Any (ordered) monomial in
is expressible as a linear combination of (ordered) monomials in
Suppose a linear combination of (ordered) monomials in
equals zero. After applying Corollary 4.1.6 to each of the monomials which appear in the linear combination, we obtain a new linear dependence relation of (ordered) monomials in
. . , Y n , Z and in fact if we only consider those monomials which have the largest total degree in U 1 , . . . , U r , then they should have the following properties: P 1 . They should cancel out each other. This is a consequence of the PBW theorem applied to s.
P 2 . They should all be leading monomials.
However, the leading monomials corresponding to distinct ordered monomials in elements (4.7) are obviously distinct, and therefore linearly independent (again by the PBW theorem). This contradicts the properties P 1 and P 2 above, and completes the proof of the lemma.
4.2. Weight-space decomposition of U(n Γ ′ ). Recall that h is the maximal toral subalgebra of g. Under the adjoint action of h, n Γ ′ (and hence U(n Γ ′ )) decomposes as a direct sum of weight spaces. For any µ ∈ h * , let
Recall the F-parabolics p i , their Levi factors l i , and the Heisenberg algebras n i introduced in section 3.2 (see (3.1)). The positive system of ∆ determines a positive system (and therefore a Borel subalgebra
where b is the Borel subalgebra of g. Therefore n 0 + is equal to n + , the positive part in the triangular decomposition
+ . For any j, let Z n j be an element chosen in z(n j ) as in section 2.1.
For any i ≥ 1, let Θ i and Φ i be defined the same as Θ and Φ in (4.1) and (4.2), but their domain and range be chosen as below:
where Z n i ∈ z(n i ) − {0} as mentioned above. The reader is warned that the direct sum on the right hand side of (4.8) is as vector spaces only, and not as Lie algebras. In fact n i + normalizes n i .
4.3.
Generators forZ(n Γ ′ ). We will now describe a method for finding generators for a ringZ(n Γ ′ ), a localization of Z(n Γ ′ ) by a certain set of its elements. From Proposition 4.1.4 (applied to u = n i ⊕ · · · ⊕ n s and h n = n i−1 ) it follows that Corollary 4.3.1. Suppose
n s ], and apply Corollary 4.3.1 successively to obtain the required localizationZ(n Γ ′ ) and its generators.
One consequence of this construction is the following lemma. 
Proof. It suffices to prove that Θ(X α ) is weight-preserving for
is a linear combination of elements of the form
where X α+ν ∈ g α+ν and Xβ 
Moreover,
Proof. By Lemma 4.3.3, the generators inductively obtained by Corollary 4.3.1 forZ(n Γ ′ ) have weights equal to ±β 1 , . . . , ±β s . Structure theory in section 3.1 implies that
and thereforeβ i 's are linearly independent. Therefore distinct Laurent monomials of the generators ofZ(n Γ ′ ) have distinct weights.
Proof. By Lemma 4.3.2, Z(n Γ ′ ) ⊆ Z(n + ). Recall that b is the Borel subalgebra of g. As a b-module, Z(n + ) is isomorphic to U(n + ) n + , the n + -invariant elements of U(n + ), which in turn is isomorphic to S(n + ) n + as a b-module. S(n + ) n + is also naturally a submodule of S(g) n + , but there is a standard (and compatible) g-action on S(g), and the n + -invariants are highest weights of finite-dimensional representations of g. Therefore as h-modules they have dominant weights.
Generators of Z(n Γ ′ ).
Theorem 4.4.1. Z(n Γ ′ ) is a polynomial algebra in s generators and the set of h-weights that appear in Z(n Γ ′ ) is identical to the set S of dominant weights inside {m 1β1 + · · · + m sβs : m 1 , . . . , m s ∈ {0, 1, 2, 3, . . .}}.
Proof. By Proposition 4.3.6 it is clear that the set of weights appearing in Z(n Γ ′ ) is a subset of S. It suffices to show that there exist elements of Z(n Γ ′ ) whose weights generate S. We prove this in two steps: first we show how to find a set of generators for S. Then we show how to find the elements of Z(n Γ ′ ) with these weights.
Step 1. Let the sets S i (1 ≤ i ≤ s) be defined as in section 3.2. Let Θ i and Φ i be defined as in (4.8) as well. Set B s = {β s }. We construct sets B i = {γ i , ..., γ s } inductively such that (i) The semigroup generated by B i is identical to the set of all weights γ of the form
. . , γ s } has been constructed. From (i) and the fact that no two distinct simple roots can form an acute angle, it follows that (γ j , β) ∈ {−1, −2, −3, . . .} for any j ≥ i, β ∈ S i−1 .
Note that when S j has two elements, symmetry of the Dynkin diagram implies that (γ j , β) assumes the same value for both choices of β.
For any β ∈ S i−1 , (β i−1 , β) = 1; therefore there exists a positive integer r j such that (r jβi−1 + γ j , β) = 0 for any β ∈ S i−1 . Set
One can see that the set
satisfies properties (i) and (ii) above. Property (ii) is easily checked, and property (i) can be checked by induction as follows: let γ = m i−1βi−1 + · · · + m sβs be such that (γ, β) ≥ 0 for all j ≥ i − 1, β ∈ S j .β i−1 is perpendicular (with respect to the Killing form) to elements of all S j 's for j > i − 1. Therefore γ ′ = m iβi + · · · + m sβs satisfies (γ ′ , β) ≥ 0 for all β ∈ S j , j > i − 1. By induction hypothesis, γ ′ should be in the semigroup generated by B i . Suppose
Clearly γ ′′ is perpendicular to elements of all S j , j ≥ i. Therefore γ ′′ is an integer multiple ofβ i−1 . In order to show that γ is in the semigroup generated by B i−1 , we should show that γ ′′ is a nonnegative multiple ofβ i−1 . It suffices to show that (γ ′′ , β) ≥ 0 for any β ∈ S i−1 . But this follows immediately from the fact that (γ, β) ≥ 0 and (γ ′ j , β) = 0 for any j such that i ≤ j ≤ s and any β ∈ S i−1 .
Finally, because of property (ii) above and the fact thatβ 1 , ...,β s are perpendicular to all the roots inside Γ ′ , elements of B 1 are dominant. They form a basis for the semigroup S.
Step 2. To show that there exist elements in Z(n Γ ′ ) with weights identical to elements of B 1 , we construct these generators inductively by a slight modification of the idea of Step 1.
Recall that Z n i is chosen in the center of n i as in section 2.1. Set B ′ s = {Z n s }. We construct each B ′ i such that its elements have weights equal to elements of B i . Given 
We will show that in fact
This together with Lemma 4.3.3 and Corollary 4.3.5 will finish the proof and the elements in B ′ 1 will have weights that lie in B 1 .
Next we prove (4.9). Let W ∈ B ′ i have weight ω = γ j ∈ B i , and suppose for some q > 0 we have
and we are done. Suppose r j < q. Then we should have (4.11) (qβ i−1 + ω, β) > 0 for any β ∈ S i−1 .
Let m be the smallest nonnegative integer such that (
.e. it does not involve negative powers of Z n i−1 . We would like to show that m ≤ r j . To this end, it clearly suffices to show that
The proof is by contradiction. Suppose (mβ i−1 + ω, β) > 0. Recall that for any root α, H α is an element of the toral subalgebra chosen inside [g −α , g α ]. Fix a Chevalley basis of g which includes Z, H β . By PBW theorem, we can write (4.12) (
It suffices to show that V 0 = 0; this means that (
contradicting the assumption that m is the smallest number with this property.
Fix a root β ∈ S i−1 . Consider the sl(2)-triple corresponding to β, namely One can see that
Since n i−1 is a Heisenberg algebra, we have a partition
2. We can choose elements X λ j ∈ g λ j and X η j ∈ g η j such that for any j, j ′ ,
Note that H 1 is an element of the toral subalgebra h of g, whereas for j > 1, H j ∈ g α for some α ∈ ∆ + such that α |a 1 ≡ 0.
Lemma 4.4.2. Let E be as above. Then
Proof. First we prove that
It suffices to check that ad E (X α ) ∈ U(n i−1 ⊕ · · · ⊕ n s ) for any root α ∈ R i−1 , and there are two cases to consider:
, and the result follows by a simple calculation.
The calculation is similar to the previous case.
Now by (4.13) and the Jacobi identity,
However, if E ∈ Z(n i−1 ⊕· · ·⊕n s ) has weight η, ad E (E) has weight η +β i−1 −β. Corollary 4.3.4 implies β ∈ Span Z {β i−1 , . . . ,β s }, which is a contradiction because (β,β i−1 ) = 1, whereas for any α ∈ Span Z {β i−1 , . . . ,β s }, (α,β i−1 ) ∈ 2Z = {0, ±2, ±4, ±6, ...}.
By part 2 of Lemma 4.4.2, ad E ((Z
(4.14)
Since (mβ i−1 + ω, β) > 0, after simplification the coefficient of V 0 on the right hand side of (4.14) is nonzero, and it is the only term on the right hand side of (4.14) which is not divisible by Z n i−1 (obviously the first term is divisible by Z n i−1 ). Therefore, by an application of the PBW theorem, we conclude that V 0 has to be zero.
It is clear how to construct the generators of Z(n Γ ′ ) by the method described in Step 2 above. We denote the generators of Z(n Γ ′ ) by Wβ 1 , . . . , Wβ s , where Wβ j is the one which corresponds to the center of n j . They will reappear in section 4.3.
Rankable representations of s-OKP groups

Oscillator extension and rankable representations. In this section F is arbitrary. Fix an s-OKP group N , expressed as a tower of successive extensions in (3.3).
Consider any unitary representation ρ χ 1 of H 1 (see section 2.2). Recall that χ 1 is a nontrivial unitary character. When restricted to the inverse image (in the metaplectic group) of the maximal unipotent subgroup of the symplectic group, the Weil representation factors through a representation of the unipotent radical itself. Therefore, any representation ρ χa of any Heisenberg group H n is extendable to the unipotent radical of any Borel subgroup of the symplectic group. This implies that the representation ρ χ 1 of H 1 extends (in at least one way) to N . We still denote this extension by ρ χ 1 . Note that the extension of ρ χ 1 is not necessarily unique, as one can for example twist it by a character of N which is trivial on H 1 . However, since the lifting to the metaplectic group is unique, we can uniquely identify the extension as the one obtained by the restriction of the Weil representation.
In a similar fashion, for any j > 1 one can construct a representation of
, this representation can be extended to N , trivially on the kernel of the quotient. We still keep the notation ρ χ j for this representation. For simplicity, we assume that the subscript of the character is the same as the superscript of the Heisenberg group from which the representation is extended. Note that when j = k, and the group H k is one-dimensional, we define ρ χ k to be the nontrivial character χ k of H k extended to N as before.
Definition 5.1.
Let N be a s-OKP group described as in (3.3). A representation of N is called rankable if and only if it is unitarily equivalent to a tensor product of the form
for some r ≤ k, where χ j are arbitrary nontrivial characters. The rank of a j-fold tensor product (including the case j = 0, i.e. the trivial representation) is defined to be j.
Kirillov theory for rankable representations.
We denote the coadjoint orbit attached in the usual way to a unitary representation σ of a nilpotent group [Kr] , [Ki] by O * σ . Kirillov first developed his method of orbits for simply connected nilpotent Lie groups; however, later in his 1966 ICM lecture he explained that essentially the same theory can be applied to algebraic unipotent groups over p-adic fields. See [Mo] for more details. One can talk about the dimension of coadjoint orbits since they are essentially algebraic varieties.
Lemma 5.2.1. Let N ⊂ GL n (F) (for some n) be a unipotent linear algebraic F-group with a normal algebraic F-subgroup N 2 ; i.e. N = N 1 ⋉ N 2 as algebraic groups. Let the Lie algebra of N i , i ∈ {1, 2} be n i . The Lie algebra of the semidirect product N = N 1 ⋉ N 2 is n = n 1 ⊕ n 2 as a vector space, and we have a canonical isomorphism of dual spaces 
where the leftmost map is the diagonal embedding and middle map is projection onto the first factor. Consider the map q defined as
which is an injection in the second factor. We obtain the canonical dual maps
as a regular isomorphism of algebraic sets. 
. It is easily seen by Mackey theory [Mac] thatσ 1 ⊗σ 2 is irreducible. Moreover, the dual map induced from j between the duals of Lie algebras coincides j * . Part (a) follows from Theorem 2.5.1 of [CG] . Moreover,
and again by Theorem 2.5.1 of [CG] , the induced dual map restricts to an isomorphism
Part (b) is proved once we note that the coadjoint orbit
One can apply Lemma 5.2.1 to any s-OKP group iteratively and obtain the following result.
Corollary 5.2.2. Let N be an s-OKP group as in (3.3). Let
which is a 2(n 1 + · · · + n r )-dimensional affine space, where
Infinitesimal characters.
In this section we again assume F = R. The fact that the center of U(n Γ ′ ) is a polynomial algebra allows us to calculate the infinitesimal characters of rankable representations very easily. Let Wβ • If g is of types
• If g is of types E 6 , E 7 , F 4 then m i,j is given by entries of the following matrix. Proof. For brevity, we use ρ j instead of ρ χ j and V j instead of Wβ
We can assume the generators of the center are as follows: V 1 = Z n 1 and for j > 1,
and r j 's are defined as in section 3.3. Let V
Proof. We think of ρ 1 as the restriction of the representation obtained by Proposition 2.3.1. Let s be the map defined in part 1 of Proposition 2.3.3. By the remark after this proposition,
We now show that dρ 1 (ZΦ(X)) = 0 for any X ∈ sp n .
For any X ∈ sp n ,
The proof follows by induction and calculation of the r j 's.
Main theorems
Throughout this section F will be arbitrary. let G be such that g, g F satisfy the assumptions of Proposition 3.1.1, and let P be the Heisenberg parabolic of G (see Definition 3.1.2) with the usual Levi decomposition P = LN.
6.1. Mackey analysis. Suppose P = LN is the Levi decomposition of P . Proposition 3.1.1 implies that the commutator group [L, L] can be considered as a subgroup of the symplectic group associated to the Heisenberg group N. However, when F = C, in order to extend a representation ρ χa of N to [P, P ] we need to know that indeed [L, L] acts as a subgroup of the metaplectic group. This issue was also dealt with in [Tor] (see [GS, Section 3.3] ). As a consequence, it can be seen that for certain types, the group [L, L] inside the group G F does not act as a subgroup of the metaplectic group. An obvious example is when G F is the symplectic group. A less obvious example is the split group of type F 4 over R or Q p . However, in [Tor] it is shown that it is always possible to consider a finite central extension of G F in which one can extend the representation ρ χa from N to [P, P ]. For example, it is enough to consider the metaplectic covering of real split F 4 (This can be seen for example from results of [AT] for central extensions). A representation of G can trivially be considered as a representation of its extensions, and we can always study this extension instead of the original G, essentially because the covering also has an s-OKP subgroup N Γ (identical to the one for G F ) which is obtained by exponentiating the corresponding nilpotent subalgebra n Γ of g F ; in other words the central extension splits over this unipotent subgroup. This follows as a consequence of the construction of the abstract universal central extension by Deodhar [De] . In fact an abstract (and hence topological) universal central extension of G F splits over the maximal unipotent subgroup 2 .
Therefore we can assume the extension of the representation ρ χa to the subgroup [L, L] of G is possible.
Recall that Z(N) means the center of N. Let π be a unitary representation of G, without a G-invariant vector. Consider the restriction of π to P . By Howe-Moore theorem [HM] , π does not have a nonzero Z(N)-invariant vector either. Therefore in the direct integral decomposition of π as a representation of N, the spectral measure is supported onN • (see the notation introduced in the remark at the end of section 2.2).
Under the (adjoint) action of P on Z(N), [P, P ] will be the stabilizer of any nonidentity element, and therefore the stabilizer of any nontrivial unitary character of Z(N). Moreover, the action of P on Z(N) (or equally, its unitary characters) has only a finite number of orbits. Consequently, by elementary Mackey theory [Mac] , the restriction of the representation π of G to P can be expressed as a finite direct sum where each σ i is a representation of [P, P ] which, when restricted to N, is a direct integral of representations isomorphic to ρ χa for a fixed a ∈ F−{0} depending on σ i . However, ρ χa extends to a representation of [P, P ]; we denote this extension by ρ χa as well. Therefore again by Mackey theory we can write σ i as
where ν i is indeed a representation of [L, L] extended trivially on N to [P, P ]. Therefore we have proved the following result.
Lemma 6.1.1. Assume the above notation. Then π can be written as a finite direct sum
This lemma is a restatement of the results in [Hw1] , [Li1] in the most general form. Proof. By Mackey's subgroup theorem [Mac] , the restriction of Ind 
and let P µ be the projective measure corresponding to this decomposition. For r < k − 1, the subspace
Definition 6.2.3. Let G and N = N Γ be as above. Let π be any unitary representation of G.
• π is called small if when restricted to N Γ , it is a direct integral of rankable representations of N Γ of rank less than k, where k is the height of the s-OKP tower
• π is called pure-rank if its restriction to N Γ is a direct integral of rankable representations of a fixed rank. The common rank of these rankable representations is called the rank of π.
Although Theorem 6.2.2 is slightly stronger than Corollary 6.2.4 below, we would like to state the weaker result in order to clarify the analogy between our new theory and the older one.
Corollary 6.2.4. Let G and π be as in Definition 6.2.3. If π is small then π is pure-rank.
Proof of the main theorems.
Proof. (of Theorem 6.2.1) The result follows by induction on k, the height of the tower of extensions for the s-OKP unipotent radical N = N Γ . Let N be described as in (3.3). By Howe-Moore's theorem [HM] , when k = 1 there is nothing to prove. Now let k > 1. The s-OKP unipotent radical associated to [L, L] (or one of its simple factors which is the group corresponding to the second highest rootβ 2 ) is N 2 = N /H 1 . N 2 has a height less than k, and therefore Theorem 6.2.1 holds for [L, L] (or its factor).
Using Lemmas 6.1.1 and 6.1.2, Theorem 6.2.1 follows for G from Definition 5.1.1.
We will now prove Theorem 6.2.2. The main idea is that representations of different rank should correspond to orbits of different dimension. We will apply some basic Kirillov theory.
Let β be a simple restricted root. Recall that P {β} = L {β} N {β} is a standard parabolic subgroup of G associated to {β}. Proof. Throughout the proof we assume F = R for simplicity. The proof for other local fields is essentially similar.
with the ρ χ i 's as in Definition 5.1.1. It is easy to see that
Γ is a direct product of a Heisenberg group of dimension 2(n 1 − c) + 1 and a c-dimensional abelian group whose Lie algebra corresponds to (g R )β −β , which is an isotropic subspace of the Heisenberg nilradical. Let the decomposition of
, where H β is the 2(n 1 − c) + 1-dimensional Heisenberg group and R c is the abelian factor. We will denote the irreducible representation of H β with central character χ by ρ β χ . Lemma 6.3.2. Under the foregoing assumptions,
where ψ s (t) = e is(t) is a character of R c .
Proof. Clearly Res
The space H ρχ of any representation ρ χ of the Heisenberg group H n 1 introduced in section 2.2 can be written as
is the space of functions on which R c acts via the character χ s (x) = e is(x) and is an H β × R c -invariant space.
It is easily seen that R c ⊂ Z(N 
Consider the decomposition of π given in (6.1). Using induction hypothesis, we can refine this decomposition by expressing each ν i as a direct sum of its [L, L]-invariant pure-rank parts (where the rank is interpreted with respect to N 2 ), i.e.
Here ν j i denotes the component of ν i supported on rankable representations of N 2 of rank j, and ν k−2,k−1 i is the component which includes the top two ranks k − 2 and k − 1. However, if ν is a representation of [L, L] of pure rank j, then an application of Mackey's subgroup theorem [Mac] immediately implies that the restriction of the representation Ind P [P,P ] (ν ⊗ ρ χa ) to N Γ = N 1 is supported on rankable representations of rank j + 1. Therefore we have proved the following statement:
• There is a P -invariant direct sum decomposition of π such as
where π i is of pure N Γ -rank i and π k−1,k is supported on rankable representations of N Γ of ranks k − 1, k. To prove the theorem, we show that each of the components given in (6.2) is G-invariant as well. To this end, we prove the following lemma. 
and L {β} is the Levi component of P {β} .
Proof. The group
For any 1 ≤ j ≤ k − 2, the representation
is a direct integral of representations which correspond to coadjoint orbits of dimension 2(n 1 + · · · + n j − c). Similarly, π k−1,k is a direct integral of representations which correspond to coadjoint orbits of dimension 2(n 1 + · · ·+ n k−1 − c) or 2(n 1 + · · ·+ n k−1 + n k − c). Since n 1 , ..., n k−1 > 0, all these common dimensions are different.
Let n β Γ be the Lie algebra of N β Γ . Fix an additive character χ of F as done in [Mo] . Indeed when F = R, χ(t) = e it and when F is p-adic, χ will be an unramified character given by Tate. Recall that in Kirillov's orbital theory for nilpotent groups, the representation attached to an orbit O * ⊂ n β Γ is constructed as follows. One chooses an arbitrary element η ∈ O * and a maximal subalgebra q of n β Γ (the Lie algebra of N β Γ ) subordinate to η, which exponentiates to a closed subgroup Q. The representation corresponding to O * is Ind
For any g ∈ M {β} and a representation ρ of N
Since Ad(g)(q) is a maximal subalgebra subordinate to Ad * (g)(η), the coadjoint orbit attached to g · ρ is Ad * (g)(O * ).
Since the action of Ad * (g) is linear on n β Γ , we have proved the following statement: • For g ∈ M {β} and ρ ∈N β Γ , the dimensions of the coadjoint orbits attached to ρ and g · ρ are the same. Based on (6.2), the Hilbert space H π of the representation π can be decomposed as a P -invariant, and hence N β Γ -invariant direct sum
in an analogous way. Take g ∈ M {β} and consider the following direct sum decomposition of H π :
The important fact is the following statement:
• The decomposition in (
Indeed the intertwining map is simply
Now we use the statement proved above about the equality of the dimensions of coadjoint orbits of ρ and g · ρ. This statement implies that the representation g · π i of N β Γ on the space H π i should actually be a direct integral of irreducible representations with coadjoint orbits of equal dimension, the same as the common dimension of the coadjoint orbits of the consistuents of the representation π i of N β Γ on H π i . Consequently, we have proved the following statement:
• The representation π of N β Γ on H ′ π i is a direct integral of irreducible representations with coadjoint orbits of the same dimension, equal to the common dimension of the consistuents of π i . Since π i is the only summand of π in the decomposition (6.2) with this common dimension of orbits, we should have H
To finish the proof of Theorem 6.2.2, we note that the parabolic subgroup P in G is maximal, therefore the subgroup of G generated by M {β} and P will be dense in G. The decomposition in (6.2) is preserved by both P and M {β} , and hence by the group generated by them. Therefore the decomposition (6.2) is G-invariant by a continuity argument.
Remark. Let N Γ be the s-OKP unipotent radical of the group G, and assume N Γ has height k. Let π be a unitary representation of G of pure rank r. Consider the torus A r inside the maximal split torus A of G which is generated by e tHβ 1 , ..., e tHβ r . Let ρ be a rankable representation of N Γ of rank r. The stabilizer S ρ of ρ inside A r is a finite subgroup of A r . Moreover, under the action of A r there are only a finite number of orbits of rankable representations of rank r. By Mackey theory, The restriction of π to A r ⋉ N Γ is a direct integral of representations of the form (6.4) Ind
where σ ρ is irreducible and σ ρ |N Γ = n ρ ρ for some n ∈ {1, 2, 3, ..., ∞}. Fix a rankable representation ρ of rank r. By Frobenius reciprocity, σ ρ will be a subrepresentation of Ind
Since S σ is a finite group, there are only a finite number of possibilities for σ ρ . Since the number of orbits (and hence stabilizers) of rankable representations of rank r under the action of A r is finite, the number of representations of the form (6.4) is finite as well. We conclude the following result.
Proposition 6.3.4. Let π be a unitary representation of G of pure rank r. Then there exists a finite family {τ 1 , ..., τ t } of representations of A r ⋉ N Γ , independent of π, such that π |Ar⋉N Γ = n 1 τ 1 + · · · + n t τ t where n i ∈ {1, 2, 3, ..., ∞} for each i.
7.
Relation with the old theory 7.1. Outline of the old theory. In this section we show how the notion of rank defined in the past sections relates to the existing theory for classical groups. To this end, we show that for the real forms of classical groups, the two notions of rank (the one defined in [Li1] and the one defined in Definition 6.2.3) are equivalent. Here we give a brief outline of the old theory. In classical cases, rank of a representation of the real semisimple group G is defined in terms of its restriction to the centers of nilradicals of maximal parabolic subgroups. One can characterize each of these parabolics with a node in the Dynkin diagram of the restricted root system in a natural way. It turns out that there is a (not necessarily unique) parabolic which provides the most refined information about the rank. We will devote this section to exhibiting the coincidence of the two notions of rank on this parabolic. Really the main idea is some slight modification of the fact that the nilradical of the rank parabolic subalgebra contains a Lagrangian subspace of each of the Heisenberg algebras in the s-OKP tower of N Γ . Our presentation of the results follows the notation of older literature [Hw1] , [Li1] , [Sca] .
The notation used in this section is chosen independent of other sections in order to simplify matters and be more coherent with older works. For simplicity we only consider the case F = R. The general case is essentially the same and will only be more technical. It is more convenient to consider classical groups of different types (in the sense of [Hw5] ) separately. Let F be a local field, D a division algebra over F with an involution, and V a left vector space over D of dimension n. A classical group G is said to be of type II if G = GL D (V ). From now on, by (·, ·) we mean a Hermitian or skew-Hermitian sesquilinear form (·, ·) on V . A classical group G of type I is the connected component of identity of the stabilizer subgroup of (·, ·) inside GL D (V ). The real groups of Type I which are of our interest here, i.e. those which satisfy the assumptions of Proposition 3.1.1, correspond to the cases where F = R and D = R, C or H with their usual involutions. For a more elaborated treatment see [Hel] .
7.2. Groups of type I. A typical maximal parabolic of these groups can be described as follows. Take a maximal polarization inside V , i.e. a maximal set of vectors {e 1 , . . . , e r , e * 1 , . . . , e * r } in V which satisfy (e i , e j ) = (e * i , e * j ) = 0 (e i , e * j ) = δ i,j . In fact r is equal to the split rank of G. For any k let
. . , e * k } and define V k to be X k ⊕X * k . Let P k be the subgroup of G that consists of elements which leave the subspace X * k invariant. P k is a parabolic subgroup and the Levi decomposition of P k looks like
we mean the stabilizer of (·, ·) as a form on V ⊥ k . Here N k is the unipotent radical of P k . P r is the parabolic which provides the most refined information about the rank (in the sense of [Hw1] , [Li1] ).
Definition 7.2.1. Let r be the split rank of G. The parabolic P r or its Lie algebra are called the rank parabolic.
The unipotent radical N k is a two-step nilpotent simply connected Lie group and therefore it can be identified with its Lie algebra via the exponential map. From now on, we think of any N k through this identification, and although slightly ambiguous, we use the same notation for its Lie subgroups and their Lie algebras for simplicity.
As in [Li1] , we have the following exact sequence of Lie algebras:
. . , k}, (T e i , e j ) + (e i , T e j ) = 0.
Thus as an F−vector space, the Lie algebra N k can be expressed as
whereT is defined as follows:T
It turns out that the Heisenberg parabolic P of G is P k 1 , where k 1 = 2 for G = SO p,q and k 1 = 1 for all other classical cases under consideration. Let P = LN be the Levi decomposition of P . Let M = [L, L] (and as before, when G = SO p,q we let M be the appropriate simple factor of [L, L]; i.e. we drop the redundant SL 2 factor of [L, L] which, in (7.1), corresponds to GL D (X * k 1 )). Let m be the Lie algebra of M. For any k define
. . , e * r }. The center of the nilradical of the rank parabolic of m is identical to
) acts on the Lie algebra N k 1 through the adjoint action of m. By Theorem 3.1.1 this action will be trivial on ZN k 1 . The following simple lemma describes this action more explicitly.
Then the adjoint action of m on n = N k is described as
whereỸ X is defined as in (7.3).
Remark. Note that we think of −Y X as an element of Hom
The restriction of (·, ·) to V ⊥ r is a definite form. Without loss of generality, we may assume that the form is positive definite. Let {f 1 , . . . , f n−2r } be an orthonormal basis
We consider the direct sum decomposition (7.4) inside N k (see (7.2) ) We observe that: Now take k = k 1 . Then the direct sum
is a Lie subalgebra of N k 1 , and also a Heisenberg algebra with a polarization given by the first two summands in (7.5). We denote the Lie algebra in (7.5) (and also its corresponding Lie group) by N k 1 . The Lie bracket when restricted to the polarization is described as follows. 
The adjoint action of Hom
).
At this point we come back to nilpotent groups and their representations. Consider an irreducible representation ρ χ 1 of the Heisenberg group N k 1 with (nontrivial) central character χ 1 . From the orthogonal decomposition obtained in (7.5) it follows that the restriction of ρ χ 1 to the group N k 1 decomposes into a direct integral of representations of this latter Heisenberg group with the same central character. We study the restriction of a rankable representation of rank one of the s-OKP unipotent radical of G to its subgroup
This restriction is a direct integral of representations of the latter group obtained by extending the irreducible representation of N k 1 with central character
) as suggested by Proposition 2.3.1. This is because Lemma 7.2.3 implies that as subspaces of Proof. The polarization for the group N k 1 has the structure of a D-vector space. Therefore, similar to (2.5), we can realize the representation
and then extend it to Hom 
Proof. This is an almost immediate consequence of the Schrödinger model for the realization of Weil representation. See [Hw7] . To complete the proof of Proposition 7.2.7, note that via the identification described in (7.6), the character χ(e X ) = χ 1 (e −S t XS ) corresponds to an element
is defined as V e * l = (−1) l+1 e * k 1 −l+1
for any 1 ≤ l ≤ k 1 .
It is easy to see that (7.7) is an element of Hom inv D (Y * 1 , Y 1 ) of rank k 1 , even when its domain is restricted to X k 1 .
The following theorem shows that in groups of type I, the two notions of rank are essentially the same. . It is now easy to show that we have rank(A 1 + A 2 ) = rank(A 1 ) + rank(A 2 ) = k 1 + rank(A 2 ).
An induction on k completes the proof.
7.3. SL l+1 (R). Let G = SL l+1 (R), the group of linear transformations on the l + 1-dimensional vector space V with a fixed basis {e 1 , . . . , e l+1 }.
⌉. For any k let P k be the maximal parabolic of G which is represented by matrices of the form A B 0 C where A ∈ GL k (R) , C ∈ GL l+1−k (R) , and B ∈ M k×(l+1−k) (R). Therefore P k = S(GL k (R) × GL l+1−k (R)) · N k where N k = Hom(Span({e k+1 , . . . , e l+1 }), Span({e 1 , . . . , e k })). The parabolic of G which gives the most refined rank is P r , and henceforth we focus our attention to P r . Let X k = Span({e 2 , . . . , e k }) , Y k = Span({e k , . . . , e l }).
The Heisenberg parabolic subgroup of G is P 1 ∩ P l , and a polarization of the Lie algebra of its unipotent radical N is a direct sum of Hom(X r , Re 1 ) ⊕ Hom(Re l+1 , Y r+1 ) and Hom(Y r+1 , Re 1 ) ⊕ Hom(Re l+1 , X r ). The second summand lies inside the nilradical of the Lie algebra of P r . Its center is isomorphic to Hom(Re l+1 , Re 1 ). As before we are interested in description of the restriction of a representation ρ χ 1 of N to Hom(Span({e r+1 , . . . , e l+1 }), Span({e 1 , . . . , e r })).
We identify the dual of Hom(Span({e r+1 , . . . , e l+1 }), Span({e 1 , . . . , e r }))
with itself via the bilinear form β(X, Y ) = tr(X t Y ).
The rank of a unitary character of Hom(Span({e r+1 , . . . , e l+1 }), Span({e 1 , . . . , e r }))
is defined to be the rank of the linear transformation which corresponds to it via the bilinear form β.
We write any Y ∈ Hom(X r , and if X belongs to the center of N then clearly the action will be by the character
The statement of the lemma follows by a simple calculation.
One can see that by the duality provided via bilinear form β, The restriction of a representation of rank one to the nilradical of P r is a direct integral of characters which correspond to linear operators of the form Y + 2 Y + 1 , which have rank one (in the usual sense) even when the domain is restricted to Re l+1 . Proof of the following theorem (which shows the equivalence of the two notions of rank) is similar to that of Theorem 7.2.10. 
