Modern SNP genotyping technologies allow to measure the relative abundance of different alleles for a given locus, and consequently to estimate their allele dosage, opening a new road for genetic studies in autopolyploids. Despite advances in genetic linkage analysis in autotetraploids, there is a lack of statistical models to perform linkage analysis in organisms with higher ploidy levels. In this paper, we present a statistical method to estimate recombination fractions and infer linkage phases in full-sib populations of autopolyploid species with even ploidy levels in a sequence of SNP markers using hidden Markov models. Our method uses efficient two-point procedures to reduce the search space for the best linkage phase configuration and reestimates the final parameters using maximum-likelihood estimation of the Markov chain. To evaluate the method, and demonstrate its properties, we rely on simulations of autotetraploid, autohexaploid and autooctaploid populations. The results show the reliability of our approach, including situations with complex linkage phase scenarios in hexaploid and octaploid populations.
provides the estimates of the recombination fractions between all adjacent markers in a 82 linkage group, as well the multipoint likelihood, which has been shown to be an 83 excellent criterion to evaluate and compare linkage phase configurations and orders of 84 makers [42] . [17] presented a statistical framework in which HMMs were applied to 85 reconstruct genetic linkage maps, but it was limited to autotetraploids. Recently, [35] 86 constructed an ultra-dense integrated linkage map for hexaploid chrysanthemum using 87 two-point analysis. However, there is a lack of multipoint procedures that can handle 88 cases where less marker information is available in high ploidy levels.
89
The main challenges we address in this paper are the inference of the haplotypes of 90 the multiple homologous chromosomes and the multipoint estimation of recombination 91 fractions in high-level polyploids. Although [21] proposed a probabilistic multilocus 92 haplotype reconstruction model for autotetraploids considering double reduction, this 93 remains as an open question for organisms with higher ploidy levels. Our method relies 94 on an HMM and is developed for species with even ploidy levels under random 95 chromosome segregation (complete polysomic inheritance). We also present a two-point 96 method which is capable of dealing with hundreds of markers even in high ploidy level 97 scenarios. Hence, we are proposing solutions for steps i and iv in high-level 98 autopolyploids.
Step ii is straightforward from step i using clusterization algorithms, as 99 proposed by [50] . Even though step iii is a challenging task in genetic mapping, it can 100 be addressed using pairwise recombination fractions or the resulting likelihood of the 101 Markov model as it has been proposed by several studies [43] [44] [45] [46] [47] [48] [49] . To evaluate our 102 method, and to show its properties, we rely on simulations of autotetraploid, 103 autohexaploid, and autooctaploid data. The R computer codes to reproduce all 104 simulations and analysis are publicly available.
105

Methods
106
In this section, we define the notation used throughout this article and present the 107 probabilistic model for the gamete formation in autopolyploids. Then, we move to the 108 calculation of the transition probabilities for adjacent marker loci (Eq 6) and follow to 109 3/28 the initial state (Eq 7) and emission probability distributions (Eqs 8 and 9) which are 110 fundamental in an HMM model. We conclude by explaining the complexity of 111 estimating linkage phases between markers, presenting an efficient two-point algorithm 112 that simplifies the problem in a way that allows the phasing to be inferred using real 113 data.
114
Notation
115
Consider one homology linkage group in a mapping population derived from a cross 116 between two autopolyploid individuals P and Q with the same ploidy level (full-sib 117 family). The ploidy level is denoted by m, and can be any even number greater than 
126
The following assumptions are made to ensure random chromosome segregation [6, 8] 127 and no double reduction [51] : i) there is only formation of bivalents during the meiosis; 128 ii) there is no preferential pairing during the formation of bivalents; iii) all bivalents 129 have the same recombination fraction between loci k and k + 1; iv) bivalents are 130 independent and v) there is separation of sister chromatids during the meiosis II.
131
Consequences of violations of these assumptions will be addressed later using 132 simulations.
133
Bivalent formation
134
It occurs during meiosis I (more specifically, at the pachytene stage of prophase). In 135 diploid cells, there is only one possible pairing configuration: two duplicated homologous 136 from a homology group pair to form one bivalent. However, in autopolyploid cells, given 137 the previous assumptions, the number of possible pairing configurations, i.e., the number 138 of possible bivalent chromosomal pairing for a given homology group during meiosis is 139
The orientation of the bivalents does not affect the expected frequencies of each 140 gamete type, and therefore will not be considered. For example, for an autotetraploid 141 individual, there are two bivalents and three possible bivalent configurations.
142
Homologous chromosome pair as 1 with 2, and 3 with 4; or, 1 with 3 and 2 with 4; or 1 143 with 4 and 2 with 3 [52] . We denote Ψ = {ψ j }, j = 1, · · · , w m a set of all bivalent 144 configurations for a given ploidy level.
145
Expected gametic frequency for a given bivalent configuration
146
We will present the expected gametic frequencies considering parent P . Since parent Q 147 undergoes a similar process, it is possible to combine the expected gametic frequencies 148 to obtain the expected genotypic frequency in the full-sib population. Each of the 149 bivalents obtained for a given configuration ψ j can result in two types of chromosomes 150 for loci k and k + 1: parental, which results from bivalents with zero or any other even 151 number of recombinations between k and k + 1; and recombinants, which results from bivalents with any odd number of recombinations. As presented by [34] , the probabilities 153 of all chromosome types for any single bivalent can be represented always as
where r k is the recombination fraction between k and k + 1, i = i . For a given 155 configuration ψ j , the expected frequencies for all possible gametes derived from that 156 configuration is
where ⊗ denotes the Kronecker product of matrices and subscripts in V indicate the 158 corresponding bivalent. All elements of this product are of the form
where l denotes the number of total recombinant bivalents between loci k and k + 1,
160
l ∈ {0, · · · , m/2}. From this, we can define the probability of observing any gamete (for 161 two loci) given a bivalent configuration ψ j as
if ψ j is consistent with the gamete {p k , p k+1 } 0 otherwise (2) where vectors p k and p k+1 denote a subset of respectively; {p k , p k+1 } indicates a gamete for loci k and k + 1 from parental P .
164
Consistent means that the gamete can be produced from bivalent configuration ψ j .
165
Notice that some gametes cannot be obtained from ψ j once the bivalents are formed.
166
Since we assume that alleles with the same superscript are in the same homologous 167 chromosome, l can be obtained by a simple examination of superscripts of elements 168 contained in p k and p k+1 . Consider, for example, ψ 1 = {(1, 2), (3, 4) , (5, 6)} (m = 6,
169
Fig 1). If one observes
k+1 , the number 170 of recombinant chromosomes is l = 2. Therefore,
171
Pr {P
. On the other hand,
172
k+1 } | ψ 1 = 0, since it is impossible to obtain this 173 gamete from configuration ψ 1 , i.e., it is not consistent with ψ 1 . Figure 1 . One possible pairing configuration in an autohexaploid, namely ψ 1 . P i k denotes one allele present in homologous chromosome i for loci k in parent P . Notice that some allelic configurations, such as {P
174
k+1 } , are impossible to be obtained in this bivalent pairing. In this case, the homologous chromosomes containing alleles P 1 k and P 2 k will migrate to opposite poles of the cell during meiosis I. Therefore, P 1 k and P 2 k will not be present in the same gamete.
Gametic frequency unconditional to bivalent configurations
175
In reality ψ j is unknown, thus the conditional probability given by Eq (2) must be 176 considered for all possible ψ j . The probability of observing a gamete {p k , p k+1 }, 177 
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unconditional to ψ j , can be expressed as
It is important to notice that only a subset of Ψ is consistent with the observed 179 gamete, and consequently Pr(p k , p k+1 | ψ j ) > 0 only for some ψ j 's. 
Colored cells indicate the probability of gametic configurations consistent with the bivalent configuration ψ . . The color scale indicates the number of recombinant bivalents associated to the gametic probability varying from 0 (dark blue) to 3 (light blue). Blank cells indicate non-consistent configurations. The far right full table represents the sum over all ψ configurations, weighted by their probability (Eq 3).
181
The probability of observing a specific gamete is always the same for each ψ j in this 182 consistent subset (Eq 2). Therefore, under random pairing (assumption ii), our task 183 reduces to finding the number of elements in this subset that are consistent with the 184 observed gamete and multiply Pr(p k , p k+1 |ψ j ) Pr(ψ j ) by this number. The result is the 185 probability of observing a gamete unconditional to the bivalent configuration. unconditional to ψ j , can be simplified to 
Under random chromosome segregation, both p k and p k+1 can have
denote all possible genotypes that p k can 217 assume for loci k. Also, assume that genotypes in Θ 
some simplifications (see S1 Appendix) the transition probability, i.e., the conditional 221 probability of a gametic genotype θ m P,i in locus k + 1 given the gametic genotype θ
}. The initial state and the emission probability distributions 224 will be addressed in the next section (Eqs 7 to 9).
225
Including information of both parents
226
Any given individual in a full-sib population is formed by the union of gametes from both parents, P and Q. Each parent can form m m 2 different gametes for locus k. Since the formation of gametes in both parents is independent, the genotypic transition probability distribution can be written as Table 8 in S3 Appendix.
234
Given a ploidy level m and a recombination fraction r k , the only information 235 required to obtain t k (j, j ) in Eq (6) is l P and l Q . Since the genotypes in Θ m P and Θ m Q 236 are arranged according to the lexicographical order of their superscripts, it is possible to 237 obtain (l P , l Q ) for any given pair (j, j ) using the algorithm presented in S2 Appendix. 238 Although the number of possible transitions between positions k and k + 1 is (g m ) 2 ,
239
which can be a very large number even for modest ploidy levels, it is possible to obtain 240 the transition between any specific genotypes in j and j without computing the 241 entirety of the transition space.
242
The initial state distribution is the probability of observing a specific genotype.
243
Given the assumption that there is no preferential pairing during the formation of 244 bivalents, a uniform probability density function can be employed as the initial state 245 probability function
To this point, both transition and initial state distributions consider different allelic 247 variants for all m homologous chromosomes in both parents. This scenario can only be 248 achieved when using fully informative markers. In reality, autopolyploid species may capable of detecting polymorphisms at the nucleotide level (SNPs), which are essentially 252 biallelic. Due to this lack of identity between the observed data and the full transition 253 space, we make use of the emission function, which is defined as the probability of 254 observing a molecular phenotype given a genotype G m k,j .
255
The detection of the allelic variants in modern genotyping platforms is based on the 256 abundance of different alternative nucleotides. In the autopolyploid setting, this can be 257 translated as the dosage of a SNP at a specific locus. The dosage of a SNP can be 258 estimated using the ratio between the abundance of its two allelic forms. Several 259 methods were proposed to perform this task including [36] , [37] and [38] . Here we 260 introduce a biallelic derivation of the emission probability distribution. Although the 261 function presented here use biallelic information, other distributions can be derived for 262 partial informative multiallelic marker systems following the same reasoning. Then, the emission probability function can be written as
In this case, the observation O can be any dosage from 0 to m and the information 289 about the genotypes will be contained in the probability distribution of the dosages π π π k . 290 Thus, the probability of observing any dosage given a genotype G m k,j associated to a 291 particular dosage δ(k, j) can be obtained by simply assessing the corresponding value in 292 the probability distribution provided by the genotype calling procedure. Notice that Eq 293 8 can be reduced to Eq 9 using the appropriate π π π k . For example, in autotetraploids, 294 when the observed dosage for locus k is one,
Moreover, for missing values, it is possible to use the probability distribution of the 296 genotypic classes under polysomic segregation, as presented by [37] . Suppose there are z markers in a homology group in a known order represented by
vector between all marker intervals in this sequence. Also, assume linkage phase 302 configurations in parents P and Q denoted respectively by Φ P = (ϕ
The sequence of observations for the z markers is
using Eqs (6), (7) and (9) following the classical forward procedure [54] . Let
sequence of recombination fractions r, the linkage phase configurations Φ P and Φ Q and 310 the probability distributions for the sequence of observations Π. The forward procedure 311 follows the steps below:
2. Induction:
where
3. Termination:
Then, the likelihood of the model is defined as
where n is the number of individuals in the full-sib population,
sequence of marker observations for individual i and Π i is a (m + 1) × z matrix where 319 the k-th column denotes the probability distributions associated to the marker M k , 320 individual i. The multipoint maximum likelihood estimate of r can be obtained using 321 the forward-backward procedure coupled with the EM algorithm [54] . For the backward 322 procedure, consider the variable
probability of the partial observation sequence from k + 1 to z, given the genotype G m k,j , 324 the recombination fraction vector r, the linkage phase configurations Φ P and Φ Q and 325 the probability distributions for the sequence of observations Π. The solution to β k (j) 326 was also described by [54] as follows:
To estimate the recombination fraction for all intervals in the marker sequence we need to define ξ k (j, j ) as the probability of state G 
The recombination frequency r k can be estimated through an iterative process using
is the proportion of the updated recombination fraction vector [55] . 335 
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Estimation of linkage phase
336
Let the Cartesian product
set containing all possible linkage phase configurations in parent P . Also, let
, denote a set containing all possible linkage phase 341 configurations in both parents. The probability of the linkage phase configurations can 342 be obtained using Bayes' rule
where O is an array containing the observation for z markers in n individuals, and Π Π Π is 344 the underlying probability distribution for all marker observations. Since the prior 345 probability Pr(Φ u ) can be assumed to be uniform, the posterior probability is
346
proportional to the likelihood of the model, which can be used to select the best linkage 347 phase configuration. Depending on the dosage and number of markers, some of these 348 configurations are equivalent and will result in the same likelihood. The search space for 349 the best linkage phase configuration can be unwieldy depending on the ploidy level, 
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where 
h(j, j ; l P , l Q ) is 1 if (j, j ) corresponds to (l P , l Q ) according to the procedure described 382 in S2 Appendix and zero otherwise. Eq 20 can be expressed in matrix form as
with biallelic markers, the linkage phase configuration can be summarized in an ordered 385 pair (w 
396
In a two-point context, the likelihood function derived from any of the configurations 397 belonging to the same partition (same w k,k P ) will be the same. Thus, any of them can 398 be used to obtain the likelihood function for a given w 
where n is the number of individuals and T denotes transposition of a vector. In Eq between the two markers using the ratio between the model under H a : r =r and under 409 the null hypothesis of no linkage H o : r = 0.5, given a linkage phase configuration.
410
As previously shown, it is possible to enumerate all linkage phase configurations for 411 parent P using the Cartesian product φ in which the associated LOD Sore is smaller than η. 415 Thus, a reduced subset of linkage phases in parent P based on two-point analysis can be 416 obtained using
It is important to note that it is not necessary to represent the whole Cartesian space 418 {Φ P } to restrict the linkage phase configurations to the condition (ϕ
This procedure can be done through the sequential addition of markers from M 1 to M z . 420 For each marker M k added to the end of the chain, the ordered pair (k, k ), Some of the configurations selected using the previous procedure can be equivalent 424 once they are products of a permutation of the same set of homologous chromosomes.
425
In order to remove this redundancy, let each one of the selected configurations be 
436
The reduced linkage phase configurations search space considering both parents is 437 obtained using Φ(η) = Φ P (η) × Φ Q (η), such as #{Φ(η)} #{Φ}, combined with the 438 redundancy elimination for homology groups. This sequential procedure results in a set 439 of linkage phase configurations containing markers up to M k , which are evaluated using 440 the HMM likelihood. A LOD Score threshold in relation to the most likely configuration 441 is assumed to determine which configurations should be taken into consideration in the 442 next round of marker inclusion (Fig. 4) .
443 Figure 4 . Example of linkage phase configuration estimation using two-point based sequential space reduction and HMM evaluation. Only one parent is presented. The two-point search reduction is composed of two parts: the first one evaluates the LOD Scores obtained through pairwise recombination fraction likelihoods. The second detects equivalent configurations by performing all possible permutations of the homologous chromosomes. The remaining configurations are evaluated using the HMM-based likelihood. In the first step, linkage phase configurations of M 1 and M 2 are evaluated using the two-point analysis. Color shades indicate different linkage phase configurations provided by the two-point analysis. In this example, there are two possible linkage phases represented by two shades of red. These configurations are not evaluated using the HMM, once the outcome would be the same obtained using two-point analysis. In the second step, we evaluate the linkage phases between markers M 3 and M 2 , and M 3 and M 1 . Configurations with LOD scores smaller than η are maintained to be evaluated by HMM. There are two possible linkage phases given a certain η, represented by two shades of blue. These two configurations are combined with the configurations from the previous step, resulting in four configurations evaluated using HMM likelihood. Given a likelihood threshold, only configurations 1 and 4 are eligible for the next step. The same reasoning applies for the remaining markers. A final linkage phase configuration is obtained after inserting the last marker and choosing the one that yields the highest HMM-based likelihood.
Finally, with all markers inserted, the multipoint likelihood of the whole map is used 444 to find the best configuration among the remaining ones, and the recombination 445 fractions are reestimated. To demonstrate the mechanics of the two-point analysis 446 coupled with the multipoint procedure, a simple example is presented in S3 Appendix. 447 All the methods and procedures described here are available in a software called 448 
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MAPPoly, which can be accessed at https://github.com/mmollina/mappoly. expected an increasing difficulty to detect recombination events from scenario A, where 464 the allelic variants were concentrated in the same homologous chromosomes, to scenario 465 C, where they are randomly distributed. Consequently, the phasing and recombination 466 fraction estimation become more challenging from scenario A to scenario C. In real 467 situations, scenarios A and B could occur locally due to lack of recombination between 468 homologous chromosomes since their polyploid formation, whereas scenario C represents 469 regions with higher recombination rates. that the maps differ 1 cM in average from each other [42] . We used the sequential 484 two-point procedure to reduce the search space assuming that linkage phase 485 configurations with associated LOD < 3.0 should be investigated using HMM 486 multipoint strategies (η = 3). For the remaining configurations evaluated using HMM, 487 we kept those with LOD < 10.0 to be evaluated in the next round of marker insertion. 488 Notice that, although the likelihood obtained for each map could be used as a criterion 489 to evaluate the order of the markers, this was not considered in this simulation due to 490 the computational demanding nature of the multiple simulations added to high ploidy 491 levels, specially m = 8. with arms ratio 1:4) to study the effect of the double reduction at the distal end of both 505 chromosome arms. All simulations were conducted using the software PedigreeSim [56] . 506 In addition to the statistics recorded in Simulation 1, we computed the rate of double 507 reduction observed in each marker for all constructed maps using the "founderalleles" 508 file provided by PedigreeSim. We also evaluate two values for the LOD Score threshold 509 associated to the two-point analysis (η = 3 and η = 5). We used a multipoint LOD
510
Score threshold of 10.0. The R scripts to perform the simulations presented here can be 511 accessed at https://go.ncsu.edu/mappoly-support-info.
512
Simulation results
513
Simulation 1: Table 1 shows the percentage of data sets where the linkage phase Simulation 2 The proportion of correctly estimated linkage phase configurations for 531 the dense chromosome-wise map is shown in Table 2 . In general, results for tetraploid 532 maps were superior when compared to results for hexaploid maps. It is also possible to 533 observe a better performance for the threshold level η = 5 in comparison to η = 3. proportions varying from 100% to 70.5%. Especially for autohexaploids, there was a 543 considerable variation between the five simulated configurations. This occurred, because 544 the effect of the quadrivalent formation can be more pronounced depending on the level 545 of information contained in a particular configuration. Also, the use of a more stringent 546 two-point threshold η = 5, improved the performance of the phasing algorithm. between the results in tetraploid and hexaploid cases. In the former, the effect was not 553 as pronounced as it was in the latter, where in several cases, the proportion of correctly 554 estimated linkage phases was close to zero. As expected, the usage of a higher threshold 555 level of η = 5 helped to improve the number of corrected estimated linkage phase performance. This improvement was expected because when a quadrivalent is formed, 559 each chromosome involved can exchange segments with two others, providing more 560 information regarding their phase configuration.
561
Given a correctly estimated linkage phase, the recombination fractions were 562 consistently estimated for all levels of preferential pairing with no quadrivalent 563 Table 2 . Percentage of data sets where linkage phase configuration was correctly estimated for parents P and Q in simulation 2. formation. However, they were overestimated in the presence of quadrivalent formation. 564 This effect was mainly observed at the terminal regions of the chromosome, especially in 565 the long arm, where double reduction is more pronounced (Fig. 6 ). In this case, 566 tetraploid maps were the most affected. This is in agreement with our expectations 567 since in autohexaploid simulations, there was always the formation of a bivalent which 568 was not involved in the double reduction process (although the rates of double reduction 569 were very similar in both ploidy levels, Fig. 6 ). In addition to the quadrivalent, the 570 bivalent serves as an extra source of information to access the recombination events.
571
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The average Euclidean distances reflect the overestimation of recombination fractions in 572 cases with quadrivalent formation, showing distributions with higher medians and 573 interquartile ranges in tetraploid cases when compared to hexaploids (S6 Figure) . (m = 2) populations derived from biparental crosses, our method is equivalent to the 598 influential Lander and Green algorithm [41] ; considering full-sib phase-unknown crosses, 599 it is equivalent to [57] . For tetraploids (m = 4) the method is equivalent to [17] , 600 disregarding double reduction. Thus, it encapsulates the essence of the HMM-based 601 genetic mapping methods in a single one.
602
To assess the statistical power of our method, we conducted two simulation studies. 603 Simulation 1 comprised three ploidy levels and three linkage phase configuration 604 scenarios with ten markers. We demonstrated that our model was capable of correctly 605 estimating the majority of parental linkage phase configurations and recombination and, consequently, was not able to correctly estimate the number of crossing over events 620 when this phenomenon was present. Although our model is robust enough to cope with 621 low levels of preferential pairing and tetravalent rate formation, it is possible to include 622 both phenomena in specific points of its derivation. Preferential paring can be included 623 in Eq 4 by not considering Pr(ψ j ) as uniformly distributed. Double reduction can be 624 included in the definition of the genotypic states in the full transition space (Eq 5).
625
These two phenomena add extra layers of complexity to the genetic mapping of 626 polyploid organisms with high ploidy levels and should be addressed in future studies. 627 The difficulty in correctly estimating entangled linkage phase configurations lies in impractical due to the high number of crosses and generations necessary to achieve 634 homozygous genotypes and to the inbred depression which some species undergo [61] . In 635 our method, the linkage phase configuration is obtained by comparing the likelihood of 636 a set of models with different linkage phase configurations (Eq 18). The capability of 637 estimating the correct configuration is directly related to the information contained in 638 the marker data. Some of these limitations can be overcome through the use of HMMs 639 which take into account the information of a whole linkage group.
640
HMMs provide an excellent avenue to assemble genetic maps in complex scenarios, 641 but they are remarkably computational demanding and, in some cases, unfeasible to use. 642 Apart from parallel computing, which can greatly speed up the estimation process and 643 is ubiquitous nowadays, the usage of two-point approaches is a viable option to reduce 644 the dimension of the original problem efficiently. The dimension reduction is achieved other. Additionally, the model proposed here contemplates both parents on the analyses, 661 leading to more complicated linkage phase configurations and information equations.
662
The multipoint procedure improves the power to detect genetic linkage since the 663 information on the markers depends not only on the observed molecular phenotype for 664 the locus in question but also on the accumulated information along the Markov chain. 665 Fig 7(I) shows that maps using only single-dose markers are limited to the detection of 666 markers whose allelic variants are the same homologous chromosome (w k = 1). Thus, 667 the homologous chromosomes are treated as separate entities, instead of belonging to a 668 homology group, and it is not possible to assemble haplotypes on the parents 669 considering all homologous chromosomes (i.e., linkage phase estimation). Due to the 670 lack of appropriate statistical methods, the use of diploid approximations considering 671 single-dose markers has been the method of choice to build genetic maps in high-level 672 autopolyploids. In our experience with construction of genetic maps in 673 sugarcane [63] [64] [65] [66] , it is possible to anticipate a great gain of quality in those maps when 674 using the new method proposed in this work. We also expect the same improvement for 675 other high-level autopolyploid species.
676
The intrinsic lack of information in biallelic markers can be circumvented using 677 multiple markers clustered in linkage disequilibrium (LD) blocks to assemble multiallelic 678 marker data. Two different approaches can be used: the first one relies on the usage of 679 high throughput molecular data and subsequent estimation of pairwise recombination 680 fraction between the markers. In this case, due to the density of the data, closely linked 681 markers are expected, and the Fisher's information for the two-point maximum 682 likelihood estimator is high (Fig 7) . Thus, the determination of linkage phase 683 configurations between markers in small blocks can be successfully achieved by using well assembled, including the correct linkage phase configuration of both parents, they 686 can be regarded as multiallelic markers. Simulation 1 showed that using two-point 687 procedures coupled with the multipoint analysis is a trustworthy way to assemble 688 haplotypes with closely linked markers. Another approach relies on a priori information 689 about markers belonging to the same genomic region where recombination events can be 690 neglected. This information can be obtained using any reference such as genomic or 691 transcriptomic information. In this case, the recombination fraction can be assumed to 692 be r = 0 for any pair of markers belonging to the LD block and the linkage phase 693 configuration can be obtained using a trivial Markovian process, with transition 694 probabilities t k (j, j ) = 1, ∀ j = j and t k (j, j ) = 0 otherwise. Therefore, the biallelic 695 information contained in SNP markers can be combined to assemble haplotypes which 696 will represent alleles allocated in different homologous chromosomes.
697
The multipoint method proposed herein rely on biallelic marker information.
698
However, the emission function (Eq 9) can be modified to incorporate multiallelic 699 observations. When using multiallelic markers, the number of states that should be It is worthwhile to mention that, in this paper we do not address the step iii 709 mentioned in the Introduction section, namely, ordering of genetic markers. The genetic 710 mapping literature has an extensive body of methods to address the problem of ordering 711 markers. Several works evaluated some of these methods [42, 67, 68] and others were 712 proposed since then [47] [48] [49] . A fundamental lesson learned from these works is that, in 713 22/28 complex linkage phase configurations with partially informative markers, methods based 714 on multipoint likelihood provide better results when compared with two-point based 715 methods. However, the multipoint procedures are highly compute-intensive. In the case 716 of high-level autopolyploids, while it is important to rely on the multipoint estimates to 717 recover the lack of information in the biallelic markers, it is also fundamental that the 718 method is fast enough to cope with hundreds of markers per linkage group. One 719 possible solution to these problems is to use two-point information to build marker 720 blocks with a small number of SNPs in high linkage disequilibrium using some 721 clusterization process. The linkage phase within these blocks can be estimated using a 722 combination of two-point and HMM procedures. Then, these marker blocks can be used 723 as multiallelic markers to reduce the number of states that need to be visited in the 724 HMM. The more informative the assembled marker blocks are, the faster is the 725 reconstruction of the mapping using the HMM. Moreover, in several situations, genomic 726 and transcriptomic references are available and often provide, at least, the local physical 727 order of SNPs. Thus, instead of using two-point information to cluster the SNPs into 728 marker blocks, they can be assembled using genomic or transcriptomic references. While 729 this paper provides fundamental steps towards the construction of complete genetic 730 maps in high-level autopolyploids using both multipoint and two-point procedures, the 731 practical aspects and implications will be addressed in future studies.
732
Once the map is assembled, it is a trivial exercise to obtain the probability of a 733 specific genotype at any map position, conditioned on the whole linkage group. Using 734 this information, it is possible to compute the probability of any unobserved genotype 735 given the genetic map. These conditional probabilities are the basis for answering a 
