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基于多块结构网格的并行计算及负载平衡研究
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摘 要:从并行计算流体力学程序的稳定性和效率两大问题入手，针对多块结构网格的通用数据传输方法和
基于遗传优化算法的负载平衡方法，并在已有串行多块结构网格程序基础上发展了相应的并行程序。该并行程序
以物理区域分割为基础，采用 MPI实现消息传递，适用于各种不同的并行机体系结构，具有很好的可移植性。大量
数值实验证明，本文发展的并行程序具有良好的稳定性和并行效率，可以进一步应用于大规模实际工程计算。
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Abstract:In order to improve stability and efficiency of computational fluid dynamics (CFD)program，a general data
transfer method and a genetic algorithm load balance strategy-based，are presented in this paper，A parallel program is
developed on the basis of existing serial program for the multiblock structured grid． This parallel program whose message
transport mechanism is based on the MPI can be run on different parallel computer architectures and has better portability．
Many numerical experiments show that the parallel program is stable and efficient and can be further applied to massively
engineering computations．
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0 引 言
计算流体力学经过近几十年的发展，已经在航
空、航天、船舶、汽车、气象等领域获得了广泛的应
用。现代流体力学所要解决的工程问题越来越复
杂，为得到可信的计算结果，计算网格非常大，动辄
上千万。然而，当前串行程序的计算效率受到计算
机硬件水平的制约。例如，对于上千万网格单元的
全机气动性能计算，串行程序通常需要几十甚至上
百天时间，并且未来飞行器性能的确定，将依赖于在
“虚拟风洞(即 CFD)”数据基础上产生的“虚拟飞
行”［1］。因此，要解决这类千万量级网格工程计算
问题，几乎唯一的可行手段是发展大规模并行计算。
本文发展的并行程序以已有的基于多块结构网
格的串行程序为基础［2］，采用物理区域分割并行方
法。该并行程序采用 MPI 实现消息传递，可以在任
何配备 MPI 环境的大型机、工作站及集群系统中运
行，具有很好的可移植性。在编程上采用 SPMD
(Single Program Multiple Data)策略，即多个 CPU 同
时执行相同的代码，每个 CPU只处理自己相关的数
据，CPU间通过消息传递同步数据。具体过程为:
首先划分整个物理区域为合理的多块结构网格，把
各网格块尽量均衡地分配到各 CPU上独立运算，每
次全场子迭代结束后各 CPU 通过消息传递各网格
块边界流场数据实现整个流场信息沟通，然后主进
程收集全场数据判断收敛情况并按需要读写各种中
间文件。对于并行程序，数据发送接收过程中非常
容易阻塞，造成死锁，因此数据传输方法对并行程序
稳定性有重要影响。同时，负载平衡是并行效率的
重要保证。针对多块结构网格的特点，本文提出了
通用的数据传输方法，并通过设计特殊染色体利用
遗传优化算法实现多块结构网格负载平衡优化。
通过对多个复杂外形跨音速算例的数值验证，
计算结果与实验符合良好。大量实例计算也表明，
本文采用的数据传输方法和负载平衡方法具有很好
的稳定性和并行效率。
1 基于多块结构网格 NS方程求解器
一般曲线坐标系下，无量纲形式的三维 NS 方
程为:
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其中:Q = 1J［ρ，ρu，ρv，ρw，ρe，ρk，ρω］
T;E，F，G 和
Ev，Fv，Gv 分别为对流项和扩散项;J 为坐标变换
Jacobian行列式 J = (ξ，η，，τ)
(x，y，z，t)
。
通过在方程(1)中引入伪时间导数项，借助伪
时间方向的“子迭代”技术，得到二阶时间精度的
LU-SGS格式。
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m (2)
其中:
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+
i，j －1，k + C
+
i，j，k－1)
D = 32 I + αχ(σA + σB + σC)I + 2ανI
U = α(A －i+1，j，k + B
－
i，j +1，k + C
－
i，j，k+1)
α = ΔtVoli，j，k
，χ = 1． 01 (3)
对流项采用 Roe，HLLE，AUSM 等格式离散，通过
MUSCL插值达到二阶精度;粘性项采用二阶中心格
式;湍流模型采用 k － ω两方程模型。
为便于编程，边界条件的处理统一采用虚拟网
格技术。图 1 为二维虚拟网格示意图，实线代表计
算网格，虚线代表虚拟网格。每块网格迭代计算之
图 1 二维虚拟网格示意图
Fig． 1 Two dimensional virtual grid
前，要先处理边界条件，即根据不同的边界类型把相
应数值赋入虚拟网格。这样，在计算无粘通量、粘性
通量时可以不考虑边界的存在，边界和场内采用统
一的离散格式，从而避免复杂的边界特殊处理。
2 数据传输方法
多块结构网格并行计算过程中，数据传递的主
体为几何相邻的各网格块之间的边界信息交换。首
先把各网格块分配到各进程，为保证负载平衡，应使
每个进程分配的总网格单元数尽量相同，且几何相
邻的网格块尽量分配到同一进程以减少数据传输
量。具体负载平衡方法将在下一节讨论。图 2 显示
了任意进程 i和进程 j的网格块分布情况，其中阴影
部分代表该进程所分配网格块。类似于串行程序，并
行程序边界条件处理也是对相应网格块的虚拟网格
进行赋值，但后者由于几何相邻的两网格块可能被
分配于不同进程，因此，并行程序的边界条件处理一
般要通过进程间数据传输完成。数据传输方法就是
负责建立各进程所属网格块间简单、通用的映射关
系，并保证数据在此映射关系下安全、高效传输。本
文针对多块结构网格，提出了一种通用数据传输方
法，该方法稍作修改也可推广到非结构网格情况。
具体实现过程为:
Step 1． 以进程为单位，统计需要发送到其它进
程和从其它进程接收的数据总量。比如，进程 i发送到
进程 j的数据量放在 exch_recv(j)． num中，进程 i接
收进程 j的数据量放在 exch_send(j)． num中。
Step 2． 建立映射关系。对单一进程中所有网
格边界循环，若标记为内边界，则记录其对应相邻网
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图 2 进程及网格块分布示意图
Fig． 2 Grid block distribution of different process
格的拓扑信息(块号 iblk及 i，j，k 索引)。比如，进
程 i发送到进程 j的拓扑信息存放在 exch_recv(j)．
posi(4，exch_recv(j)． num)中。搜索完毕，各进程
传递此拓扑关系数组，从而建立固定的映射关系。
Step 3． 数据发送与接收。按 Step2 中的循环
顺序，对需要发送的变量打包。比如，进程 i发送到
进程 j的变量存放在 exch_recv(j)． values(7，exch_
recv(j)． num)中。然后调用 MPI 发送与接收函数
实现进程间数据交换。数据交换完毕，每个进程按
照 Step2 建立的映射关系完成虚拟网格边界赋值。
由于所处理的网格量一般比较大，故采用缓冲方式，
即先把数据发送到事先开辟的缓冲区中，具体发送
接受过程在后台自动完成。
该数据传输方法可以编写成相应的数据传输模
块，用比较小的工作量就可将串行程序改为并行程
序。经测试，当计算网格量约 2000 万、进程数为 32
时，该并行程序在深腾 1800，Dell M600 及曙光
4000A上都可以稳定运行。
3 基于遗传算法的负载平衡方法
并行计算的负载平衡问题在众多文献中均有讨
论［3 － 8］。影响负载平衡的主要因素有两个:每个进
程的计算量和进程间传输数据的通信时间。随着现
代集群网络速度提升，传输数据量大小在一定范围
内对通信时间影响不大，而且进程间通信时间占整
个计算时间比例一般很小。因此本文分两步:先抓
主要矛盾，即考虑每个进程计算量的平衡，也就是保
证每个进程分配的网格单元数相当。满足该条件的
解不止一个，将其都归入指定集合中。然后对该集
合中所有解考虑网格块间几何相邻关系，从中选出
最优解。
3． 1 进程计算量平衡
对于多块结构网格，由于每个网格块网格单元
数不同，有时甚至相差很大，因此要保证每个进程分
配的网格单元数相当，必须找到一个合理的网格块
组合形式。这是一个组合优化问题，该组合问题的
搜索空间随网格块数和进程数增加而急剧增加，对
于常规的优化方法而言，存在诸多计算困难。近几
十年发展起来的遗传算法是一种模拟自然界优胜劣
汰的进化算法，具有高效的全局搜索能力。因此本
文采用遗传算法对网格块进行组合优化，从而达到
进程计算量平衡目的。
图 3 遗传算法流程
Fig． 3 Flow chart of genetic algorithm
图 4 两段式染色体
Fig． 4 Two-part chromosome
常规遗传算法［9］基本流程如图 3 所示。图 3 中
方框内的选择、交叉、变异为遗传算法的核心。然
而，常规遗传算法的染色体编码一般采用二进制或
实数编码，对于本文的组合优化问题是不适用的;其
次，还要考虑不同进程对应的网格块序号和总网格
块数也不一样。因此，参考文献［10］，本文采用如
图 4 所示的两段式染色体。染色体的前段是所有网
格块序号的一个排列，后段是分配于各个进程的网
格块总数。图 4 所示的染色体可以表示 9 块网格分
配于 3 个进程的情况。其中，进程 1 分配 4 块网格，
网格序号为 4，7，2，9;进程 2 分配 3 块网格，网格序
号为 3，1，8;进程 3 分配 2 块网格，网格序号为 5，6。
采用此两段式染色体，前段染色体编码的一个约束
条件是:编码中不允许有重复的基因码，即不允许同
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一块网格被重复分配。为满足此要求，本文的交叉
算子采用 Goldberg提出的部分匹配交叉［9］(PMX)。
例如，对于下面两个父个体，随机选择两个交叉点
“|”。
父代 1 (4 7 2 | 9 3 1 | 8 5 6)
父代 2 (2 5 9 | 7 8 4 | 6 3 1)
首先，交换交叉点间的中间段，得到:
子代 1 (x x x | 7 8 4 | x x x)
子代 2 (x x x | 9 3 1 | x x x)
得到中间段的映射关系，有:
79，83，41
然后，对子代 1，子代 2 中的 x 部分，分别保留从其
父个体中继承未选定的网格块序号 2，5，6 得到:
子代 1 (x x 2 | 7 8 4 | x 5 6)
子代 2 (2 5 x | 9 3 1 | 6 x x)
最后，根据中间段的映射关系，对于上面子代 1 中第
一个 x，使用父代码 1 的 4，由 41，交换得到第一个
x为 1，其余 x类似。最终的子个体为:
子代 1 (1 9 2 | 7 8 4 | 3 5 6)
子代 2 (2 5 7 | 9 3 1 | 6 8 4)
对于变异操作，同样应满足编码中不允许有重
复基因码的要求。因此本文采用逆位遗传算子［9］
或交换遗传算子［9］。例如，对下面的父个体，随机
选择两个变异点“|”，两点间的编码逆序排列或两
点交换编码。
父代 (4 7 2 | 9 3 1 8 | 5 6)
逆位算子 (4 7 2 | 5 8 1 3 | 9 6)
交换算子 (4 7 2 | 5 3 1 8 | 9 6)
对于后段染色体，只在变异操作时发生改变。
唯一的约束条件是:所有基因位的总和等于网格总
块数。
适应度函数取为:
Ffit = ∑
Np
i = 1
abs Xavg －∑
Ni
j = 1
X( )ij (4)
其中，Np为总进程数，Ni为第 i个进程所分配的网格
块总数，Xavg 平均每个进程的网格单元数，Xij 为进程
i中第 j块网格单元数。
此外，为保证该算法的稳定性，本文引入子种群
概念，并在每个子种群中引入精英保留策略。即将
整个种群划分为多个小的子种群，每个子种群内执
行选择、交叉、变异遗传操作，在迭代过程中保留每
个子种群中的最佳个体，并传递到下一代。每次迭
代搜索完成后，遍历种群中适应度靠前个体，若该个
体满足平衡准则，则将其记录于一解集中，并保证最
后得到的解集个体不重合。平衡准则为:
Fbal = max abs(Xavg －∑
Ni
j =1
Xij)/Xavg，i∈［1，Np( )］
(5)
其中各变量意义与(4)式相同。本文取 Fbal ≤ 2．0%。
值得一提的是，在组合优化开始前，如果某网格
块网格单元数大于平均网格单元数，需先将此网格
块分割为若干小网格块，且尽量保持分割面最小。
该过程只涉及新数组的开辟及相关赋值操作，对于
复杂和简单网格都可以通过程序自动实现。
3． 2 网格块间几何相邻关系评价
对于多块结构网格，每网格块有六个边界面，如
果我们定义每个边界面所含网格单元数为其“面
积”，那么网格块间几何相邻关系可用如下面积函
数进行综合评价:
A = At －∑
Np
i = 1
Ai (6)
其中，At 为所有网格块内边界面积，Ai 为每个进程
中由于网格块几何相邻而重合的面积。计算 3． 1 节
得到的解集中所有个体面积函数，函数值最小者即
为所求最佳个体，即该个体每个进程网格块间几何
相邻程度综合评价最高。
3． 3 平衡算法有效性验证
为考察该算法的有效性，取一实际算例对其进
行了验证。该算例中，网格块总数为 344，网格单元
总数为 6410068，每块网格单元数随网格块序号分
布情况见图 5。由图 5 可见，每块网格的网格单元
数分布极不均匀，此类组合问题的计算难度随进程
数增加而显著增加，因此对于 16进程 Fbal 取0． 5%，
而 32进程 Fbal取2%。表1和表2分别给出了进程数
为 16 和 32 的组合计算结果。表 1 是从满足 Fbal ≤
0． 5% 平衡准则的 60 个解中按面积 A 由大到小选
取的四个 Case，面积 A 最小的 16-Case4 为最优结
果。表 2是从满足 Fbal ≤ 2． 0% 平衡准则的 40 个解
中选取的四个 Case，32-Case4 为最优结果。所有情
况Fbal取值均不大，对于并行计算负载平衡而言，可
以认为该结果已达到最优组合。4． 2 节将详细给出
利用此两组优化组合的实际计算效率比较。
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图 5 网格单元数随网格块序号分布情况
Fig． 5 Grid cell number VS grid block number
表 1 16 进程组合结果
Table 1 Grid combination results of 16 processes
16 － Case1 16 － Case2 16 － Case3 16 － Case4
Fbal 0． 0052% 0． 0082% 0． 0387% 0． 0172%
面积 A 1098948 1093474 1083210 1077852
表 2 32 进程组合结果
Table 2 Grid combination results of 32 processes
32 － Case1 32 － Case2 32 － Case3 32 － Case4
Fbal 0． 991% 0． 706% 0． 165% 1． 110%
面积 A 1134940 1129102 1118152 1106734
4 算例验证
本文以 AIAA DPW(Drag Prediction Workshop)
标准计算模型对开发的并行程序进行了准确性及并
行效率验证。
4． 1 DLR-F6 翼身组合体
计算条件:来流马赫数 0． 75，雷诺数 3． 0 × 106，
采用 k － ω两方程模型。用 32 个 CPU对攻角分别为
－0． 304°，0． 49°和 1． 23°三种工况进行了计算，并比
较了攻角对升力系数的影响。
图 6 给出了三种工况下升力系数随攻角变化曲
线。可以看出，计算结果比实验结果略偏高，但这与
该 Workshop 官方网站公布的 STAR － CCM + 及
CFL3D等代码的计算结果相近。出现上述偏差的
原因现在还没有定论，但本文并行程序计算结果与
原串行程序一致，说明偏差不是并行引起。
本文还利用该并行程序作了三种工况下网格收
敛性验证。所用稀网格为 340 万，中等网格为 570
万，密网格为 1000 万。表 3 列出了各种情况下的阻
图 6 升力系数随攻角的变化
Fig． 6 Lift coefficient at different angle of attack
力系数和升力系数。随网格加密，阻力和升力系数
有减小的趋势，但减小的幅度并不大。
表 3 不同攻角下阻力系数与升力系数随网格
稀疏的变化
Table 3 Drag and lift coefficient for different angle of
attack and different grid cell number
攻角 稀网格 中网格 密网格
－ 0． 304°
Cd 0． 0307 0． 0305 0． 0303
Cl 0． 4626 0． 4621 0． 4611
0． 49°
Cd 0． 0348 0． 0346 0． 0344
Cl 0． 5553 0． 5546 0． 5534
1． 23°
Cd 0． 0404 0． 0401 0． 0401
Cl 0． 6441 0． 6450 0． 6447
4． 2 DLR-F6 翼身组合体加发动机舱
本算例几何外形在 4． 1 算例基础上加了发动机
舱，图 7 显示了发动机舱附近的表面网格。计算工
况为来流马赫数 0． 75，雷诺数 3． 0 × 106，攻角
0． 19°，同样采用 k － ω两方程模型。图 8 为表面压
力分布情况，图 9 给出了沿翼展方向取 6 个不同截
面的压力系数与实验对比。图中实线为计算结果，
方块为实验数据。其中 Y /B = 0． 331 截面处上下表
面压力系数出现了交错，说明此处发动机对机翼的
影响比较强烈。
为验证并行程序效率，针对该算例测试了加速
比和并行效率。测试平台为深腾 1800，计算网格为
3． 3 节实验网格，测试进程数分别取 1，2，4，8，16 和
32。表 4 列出了程序定常迭代 500 步的测试结果。
加速比 S和并行效率 E的定义公式为:
S =
T1
Tn
，E = Sn × 100% (7)
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图 7 发动机舱附近表面网格
Fig． 7 Surface grid near the nacelle
图 8 表面压力等值线
Fig． 8 Surface pressure contours
图 9 截面压力系数
Fig． 9 Pressure coefficient of different sections
其中，T1 为一个进程的计算时间，Tn 为 n 个进程的
计算时间。
表 4 并行加速比及并行效率
Table 4 Speed up and efficiency
Tt / s Ts / s Tr / s R S E
1 28532
2 312 0． 62 14707 0． 02 1． 94 97． 0%
4 235 0． 47 7399 0． 03 3． 86 96． 4%
8 212 0． 42 3991 0． 05 7． 15 89． 4%
16 172 0． 34 2225 0． 08 12． 82 80． 1%
32 115 0． 23 1266 0． 09 22． 54 70． 4%
表 4 还统计了数据传输总时间 Tt，平均每迭代
步数据传输时间 Ts，程序总运行时间 Tr 及数据传输
时间占程序总运行时间比例 R。可见，随进程数目增
加，单个进程所分配网格单元数线性减小，计算时间
也基本线性减小，但数据传输时间减小并不明显，于
是数据传输时间在整个计算中所占比例显著增大，
故并行效率随进程数增加而明显降低。以 32 进程
为例，单个进程分配的网格单元大约 20 万，其计算
时间与数据传输时间可以比拟，并行效率只有 70%
左右。若 CPU速度更快，并行效率也将降低，因此，
并行效率与网格规模及 CPU 速度也有关系。网格
规模及 CPU速度确定后，存在一个可保证并行效率
的最佳进程数以合理利用计算资源。
同时，为考察网格块几何相邻关系(即面积 A)
对并行效率的影响，利用表1和表2提供的组合数据
对16和32进程各进行了测试计算，详细统计结果列
于表 5。由表 5 可见，数据传输时间随面积 A减小而
下降，但下降幅度并不大，可以认为基本不变。因此，
网格块几何相邻关系对并行效率影响很小。
表 5 16 和 32 进程详细测试结果
Table 5 Detailed test results of 16 and 32 processes
Tt / s Ts / s Tr / s E
16 － Case1 190 0． 380 2191 81． 4%
16 － Case2 186 0． 372 2180 81． 8%
16 － Case3 182 0． 364 2189 81． 5%
16 － Case4 172 0． 344 2225 80． 1%
32 － Case1 126 0． 252 1270 70． 2%
32 － Case2 123 0． 246 1286 69． 3%
32 － Case3 122 0． 244 1263 70． 6%
32 － Case4 115 0． 230 1266 70． 4%
5 结 论
本文提出了针对多块结构网格的并行计算数据
传输及负载平衡方法，并发展了相应并行计算程序。
9221第 6 期 李桂波等:基于多块结构网格的并行计算及负载平衡研究
该负载平衡方法可以考虑进程网格量的平衡及网格
块间几何相邻关系两个因素。数值实验表明，进程
网格量平衡对并行效率影响敏感，而网格块几何相
邻关系对其影响比较小。
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