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STRUCTURAL STABILITY OF INFINITE-ORDER REGRESSION
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Abstract. We develop a class of tests for the structural stability of infinite-order
models such as the infinite-order autoregressive model and the nonparametric sieve
regression. When the number p of restrictions diverges, the traditional tests based on
the suprema of Wald, LM and LR statistics or their exponentially weighted averages
diverge as well. We introduce a suitable transformation of these tests and obtain
proper weak limits under the condition that p grows to infinity as the sample size
n goes to infinity. In general, this limit distribution is different from the sequential
limit, which can be obtained by increasing the order of the standardized tied-down
Bessel process in Andrews (1993). In particular, our joint asymptotic analysis dis-
covers a nonlinear high order serial correlation, for which we provide a consistent
estimator. Our Monte Carlo simulation illustrates the importance of robustifying
the structural break test against the nonlinear serial correlation even when p is mod-
erate. Furthermore, we also establish a weighted power optimality property of our
tests under some regularity conditions. We examine finite-sample performance in a
Monte Carlo study and illustrate the test with a number of empirical examples.
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2 STABILITY OF REGRESSION
1. Introduction
This paper develops asymptotically valid tests for the stability of the infinite-order
linear regression when the change point is unknown. There has been growing interest
in making inference on a parameter vector whose dimension is not finite. In contrast to
the formative years of the time series literature, the span of many time series has grown
substantially and high-order autoregressive models have become more attractive. For
instance, Wang et al. (2007) proposed a lasso-based autoregressive order selection rule
and Lee et al. (2018) examined an infinite order panel autoregression. Furthermore,
modern applications have created a more diverse set of variables for which analysis is
sought. For example, the asset pricing literature has suggested hundreds of potential
risk factors to explain the returns, as examined by Feng et al. (2019). With a larger
number of observations that accumulate over time, it is natural to includes more of these
variables as covariates even without resorting to penalized estimation methods. Indeed,
Koenker (1988) observed that the number of regressors in empirical work increases
as the sample size n increases, roughly at the order of n1/4. Finally, nonparametric
methods such as series estimation have found wide applications in the economics and
finance literature, see e.g. Chen (2007), Chen and Christensen (2015), Jorda` (2005),
amongst others. These methods involve the approximation of an infinite-order model
with a sequence of increasing-dimensional models. Taken together, the proliferation
of high order AR models, high dimensional regression and nonparametric regression
highlight the importance of techniques for infinite and increasing order models.
On the other hand, the instability of an economic model over time is a major con-
cern in empirical studies, leading to a commensurately large literature on structural
break testing for a finite-dimensional parameter vector. In a parametric setting, An-
drews (1993) considers testing with generalized method of moments (GMM) estimation,
which has been extended to the case of a break occurring anywhere in the sample by
Hidalgo and Seo (2013) and to the systems of equations setting by Qu and Perron
(2007), while Andrews and Ploberger (1994) and Elliott and Mu¨ller (2006) explore cer-
tain optimality properties. Testing for structural stability is a heavily studied subject
and a huge literature has evolved, as reviewed by Perron (2006). In a nonparametric
setting, however, the literature is not as rich. Wu and Chu (1993) consider testing
for jumps in a regression function using kernels and under a fixed design while Mohr
and Neumeyer (2019) consider testing in a time series regression model using marked
empirical processes of residuals. Chen and Hong (2012) develop a test against smooth
structural breaks.
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Our approach covers the autoregressive model of infinite-order, one of the most
important models in time series analysis. Since a nonparametric regression can be rep-
resented as an infinite-order linear regression in a linear sieve space, our methods cover
this case as well. We allow for a triangular array structure and can thus accommodate
linear regression with growing dimension but are explicit about the approximation er-
ror to cover nonparametric regression. Our focus on linear regression facilitates clarity
of exposition, although extensions are feasible to more general settings like nonlinear
regression, maximum likelihood, or GMM. As in the nonparametric sieve regression,
the linear-in-parameters construction is flexible enough to cover many nonparametric
models and convenient to implement. While we focus on testing for the presence of
a structural break for the infinite-order regression, we note that there is a growing
literature on the estimation of high-dimensional change point models, e.g. Lee et al.
(2016), Wang and Samworth (2018), Lee et al. (2018) and this topic has attracted much
attention also in the fixed-dimensional parametric setting, e.g Bai and Perron (1998)
and Elliott and Mu¨ller (2007), among many others.
Allowing for dependent data, we approximate our infinite-dimensional testing prob-
lem with a sequence of finite-dimensional problems. In case of the nonparametric
regression, our approach is based on series estimation which entails approximating the
nonparametric regression function with a linear combination of increasingly many basis
functions. Because the sequence of basis functions that underlies series estimation is
not of fixed dimension, one cannot simple apply the theory of finite-dimensional para-
metric problems. Instead, the ‘usual’ parametric test statistics must be adjusted to
take into account the increasing dimensional nature of the problem. Hong and White
(1995) propose an appropriately standardized test statistic that provides a consistent
specification test based on series estimation, while more recently Gupta (2018) provides
results that extend the classical trinity of tests to settings with increasing dimension.
Our testing problem is different from the aforementioned specification tests due to
the loss of identification under the null of no structural break. Thus, we consider
a stochastic process of recentered and renormalized quadratic forms indexed by the
unidentified parameter, which is the change point as a fraction of the sample size. We
establish the weak convergence of this stochastic process as both the sample size n and
the number p of restrictions grow to infinity simultaneously. The growth condition
on the parameter space depends on the specific design features such as stochastic
regressors, heteroskedastisticity and independence across observations. An important
feature of the joint limit is the presence of a nonlinear high order serial correlation of
the errors and regressors. We also show that the sequential limit fails to uncover this
nonlinear serial correlation, where the limits are taken sequentially, first as n→∞ and
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then as p→∞. Our Monte Carlo simulation demonstrates that the traditional critical
values can seriously distort the size of the structural break test. Thus, we develop a
consistent estimator for the nonlinear serial dependence factor.
We also establish a weighted power optimality for our test in the spirit of Andrews
and Ploberger (1994). Optimality typically requires a finite number of directions in
which the null may be violated, see e.g. Section 14.6 of Lehmann and Romano (2006).
To account for the infinite-dimensional aspect of the problem, we adopt the spirit of
the sieve regression and assume that we can direct our test to have reasonable power
against the increasing number of approximating directions, while the remaining ‘tail’
directions can be neglected. Among those approximating directions, we assign weights
inspired by Andrews and Ploberger (1994). In parametric structural break testing,
Elliott and Mu¨ller (2006) found that most optimal tests are similar as long as they
are optimal against alternatives of similar average deviation from the null. When p
grows to infinity, small changes in each coefficient can aggregate, so that individually
negligible changes can add up to a non-negligible change as a whole. Indeed, we show
that the determinant of our local power is the average of all the changes.
We also examine the finite-sample performance of our test in a simulation study. We
find that our test exhibits very good size control and high power against a variety of
alternatives, both in nonparametric regression and long AR estimation. Importantly,
we find that failure to correct for the nonlinear serial correlation that we have discovered
can lead to seriously distorted sizes. This is apparent even when using versions of
the Andrews (1993) critical values that correct for increasing p: accounting for the
nonlinear serial correlation leads to much improved size performance. We show that
this distortion can be particularly severe as p, n increase to infinity, and the correction
we propose dramatically improves matters in many cases.
The paper is organized as follows. Section 2 introduces the model and estimation,
along with some basic assumptions. In Section 3 we provide an asymptotic theory and
verify our high-level conditions for several examples. Section 4 presents the correction of
the nonlinear serial correlation discussed above by means of the so-called heteroskedas-
ticity and autocorrelation robust (HAR) inference literature. Next, Section 5 presents
a test statistic with certain optimality properties. Section 6 contains simulated asymp-
totic critical values and a Monte Carlo study of finite sample performance, and Section
7 demonstrates our test in a number of empirical examples drawn from a variety of
fields. Finally, Appendix A provides a result on partial sums of random matrices that
we use in our asymptotic theory and which may be useful more generally. All the proofs
of theorems and lemmas are collected in two further appendices.
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2. Stability of Regression Models
We consider the issue of structural stability of the conditional mean function of yt
given the information available up to t− 1, that is,
(2.1) E (yt|Ft−1) ,
where Ft−1 denotes the filtration up to time t − 1. In the nonparametric regression,
Ft−1 typically consists of a finite number of observable covariates zt. In the context of
the infinite order autoregressive AR(∞) model, Ft−1 is the collection of all the lagged
dependent variables, {yt−j}j≥1. Alternatively, it can be viewed as a genuine high-
dimensional regression model which may contain an infinite number of covariates. We
allow for array structure but we do not introduce further notation to denote it.
Given a sample size n, we estimate the unknown regression function via a growing-
dimensional (or truncated) linear regression
(2.2) yt = x
′
ntβn + ent,
where xnt and βn are p-dimensional vectors and p → ∞ as n → ∞ to estimate
E (yt|Ft−1) consistently. To be more precise, let εt = yt − E (yt|Ft−1) , βn be the best
linear predictor of yt given xnt, and rnt = E (yt|Ft−1) − x′ntβn. Then, ent = rnt + εt.
Also, throughout the paper, let C denote a generic finite constant, arbitrarily large but
independent of n. Introduce the following assumptions:
Assumption 1. The martingale difference sequence {εt} satisfies σ2t ≤ C, where
E
(
ε2t |Ft−1
)
= σ2t , and E
(
ε4t |Ft−1
) ≤ C, almost surely.
Assumption 2. For a = 1, 2,
(2.3) sup
t
E
(
r2ant
)
= o
(
n−1
)
.
As leading examples we consider the following, which we revisit later in greater
detail:
Example 1 (Nonparametric Series Regression). In case of the nonparametric series
least squares estimation of E (yt|zt), see e.g. Chen (2007) for a recent review, there
exist a sequence of transformations of zt
xnt := xn (zt) : Rk 7→ Rp,
and coefficients βn such that
E (yt|Ft−1) = f (zt) = x′ntβn + rn (zt) ,
where rnt = rn (zt) meets Assumption 2 for a broad class of functions f . Often, the
condition (2.3) holds under the so-called undersmoothing selection of p. A closely
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related example is the partially linear regression model, e.g. Engle et al. (1986) and
Robinson (1988).
Example 2 (Infinite-Order Autoregression). The autoregressive (AR) model is one of
most fundamental models in the time series analysis, see e.g. Brockwell et al. (1991).
For the process to be stationary, the coefficients
{
βj
}
in the AR(∞) model
yt = β0 +
∞∑
j=1
βjyt−j + εt
are assumed to obey a certain decay rate and the tail sum of the coefficients satisfies
Assumption 2.
Example 3 (Linear Regression with Growing Number of Regressors). Koenker (1988)
found through his metastudy that it is a common practice in econometrics to increase
the number of regressors as the sample size n grows, at a rate of roughly O(n1/4). In
this case, the approximation error is not explicitly modeled and thus it may be set as
zero. One may imagine a practitioner adopting a flexible approach to modelling where
the assumed model becomes richer with more data.
We now drop n subscripts, although we will emphasize them occasionally to remind
the reader of the n-dependence of certain quantities. Introduce a structural change in
this model, that is,
β =
{
β1 if t/n ≤ γ
β2 if t/n > γ
.
The parameter γ takes values in Γ, which is a compact set in the interval (0, 1). Putting
all together, we write
yt = x
′
tβ11 {t/n ≤ γ}+ x′tβ21 {t/n > γ}+ et
= x′tδ1 + x
′
tδ21 {t/n > γ}+ et,(2.4)
where δ1 = β1 and δ2 = β2 − β1. Note that et is not a martingale difference sequence
(MDS) any more. Letting δ :=
(
δ′1, δ
′
2
)′
, the parameters in (2.4) can be estimated by
least squares(
δˆ
′
, γˆ
)′
= argmin
δ,γ
Sn (δ, γ) :=
1
n
n∑
t=1
(
yt − x′tδ1 − x′tδ21 {t/n > γ}
)2
.
For a given γ, let δˆ (γ) denote the OLS estimator of yt on xt (γ) := (x
′
t, x
′
t1 {t/n > γ})′.
Then,
(2.5) γˆ = argmin
γ
Sn
(
δˆ (γ) , γ
)
and δˆ = δˆ (γˆ). Since γˆ is an interval, it is a convention to define γˆ as its left boundary.
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Our null hypothesis of interest is stated as
H0 : δ2 = 0 for all γ ∈ Γ.
against the alternative of the negation of the null. When the dimension p of δ2 is fixed
as in Andrews (1993) and Andrews and Ploberger (1994), this testing is typically done
by employing a continuous functional on Wn (γ), where Wn (γ) is the standard Wald
(or Lagrange multiplier or likelihood ratio) statistic for the null hypothesis in the linear
regression of yt on xt (γ) for a fixed γ. Specifically, let
eˆt (γ) = yt − xt (γ)′ δˆ (γ)
Mˆ (γ) =
1
n
n∑
t=1
xt (γ)xt (γ)
′ ,
and Ωˆ (γ) denote an estimator of Eε2txt (γ)x
′
t (γ). For instance, Ωˆ (γ) can be set as
in the Eicker-White formula n−1
∑n
t=1 xt (γ)xt (γ)
′ eˆt (γ)2 or, assuming the conditional
homoskedasticity, it can be σˆ (γ)2 Mˆ (γ), where σˆ2 (γ) = n−1
∑n
t=1 eˆt (γ)
2. The choice
depends on the case being considered. Then,
(2.6) Wn (γ) := nδˆ2 (γ)
′
(
RMˆ (γ)−1 Ωˆ (γ) Mˆ (γ)−1R′
)−1
δˆ2 (γ) ,
where R = (0p×p : Ip) is a selection matrix.
Since the dimension p grows to infinity in the infinite-order regression, the process
Wn(γ) does not provide a valid asymptotic experiment on which we can build our test.
Instead, we introduce a new centering and scaling and consider
Qn (γ) := Wn (γ)− p√
2p
.
Next section shows that the transformed process has a proper weak limit such that
Qn (γ)⇒ Q (γ) ,
whereQ (γ) is a centered Gaussian process and ‘⇒’ signifies weak convergence in `∞(Γ).
The asymptotic experiment in Q(γ) turns out to be fundamentally different to the
one represented by the weak limit of Wn(γ) with a fixed p. The next section shows
precisely the way how it depends on the underlying characteristics of the true sampling
distribution.
3. Asymptotic Theory
This section provides the asymptotic distribution of the test statistic under the null
and also show that the statistic has non-trivial power against local alternatives at an
appropriate nonparametric rate.
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There has been some recent interest in the so-called many regressor setting where p
is allowed to be proportional to n, see e.g. Cattaneo et al. (2018). We do not permit
such a large p as our hypothesis of interest concerns a p-dimensional restriction. In this
regard, Chen and Lockhart (2001) provide an interesting example from an ANOVA
design where the weak convergence of the empirical distribution of residuals from the
linear regression with growing dimension fails when the dimension p is of order n1/3.
They compare various growth conditions for p in the literature and concludes that
p3 log2 p = o (n) is nearly necessary for a general stochastic design. Heuristically, a
hypothesis represented through the empirical distribution function imposes an infinite
number of restrictions, like our structural break testing also does, and valid testing of
such a hypothesis demands a tighter control on the growth rate on p.
3.1. Asymptotic Null Distribution. Define ‖A‖ = {λ(A′A)} 12 for a generic matrix
A, where λ (respectively λ) denotes the smallest (largest) eigenvalue of a symmetric
nonnegative definite matrix.
Assumption 3. Let supi,tEx
4
ti <∞ and, as n→∞,∥∥∥∥∥n−1
n∑
t=1
xtx
′
t −M
∥∥∥∥∥+ supγ∈Γ
∥∥∥∥∥∥n−1
[nγ]∑
t=1
xtx
′
t − γM
∥∥∥∥∥∥ = Op (κp) ,
for some sequences of numbers κp and of p× p matrices M .
Assumption 4. As n→∞,∥∥∥∥∥n−1
n∑
t=1
xtx
′
tσ
2
t − Ω
∥∥∥∥∥+ supγ∈Γ
∥∥∥∥∥∥n−1
[nγ]∑
t=1
xtx
′
tσ
2
t − γΩ
∥∥∥∥∥∥ = Op (κp) ,
for some sequences of numbers κp and of p× p matrices Ω.
Several factors determine the bound κp. In case of the nonparametric series re-
gression, it is proportional to
√
p/n or p/
√
n up to logarithmic factors with iid data,
depending on the choice of basis functions. For dependent data, the mixing decay rate
also contributes to κp. More specific rates are given in the examples that follow in
Section 3.3.
The following assumptions are typical asymptotic conditions that ensure bounded-
ness and rule out multicollinearity. Let {λn} be a sequence of positive numbers, which
may or may not vanish asymptotically. See the examples in Section 3.3.
Assumption 5. For each n, λ (M) > λn and limn→∞ λ (M) <∞.
Assumption 6. For each n, λ (Ω) > λn and limn→∞ λ (Ω) <∞.
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Define
M(γ) =
[
M (1− γ)M
(1− γ)M (1− γ)M
]
, Ω(γ) =
[
Ω (1− γ)Ω
(1− γ)Ω (1− γ)Ω
]
.
Assumption 5 implies that infγ∈Γ λ (M(γ)) > λn and supγ∈Γ limn→∞ λ (M(γ)) < ∞.
In fact, the preceding assumptions are commonly imposed to obtain the weak limit of
Wn (γ) when p is held fixed while n→∞.
Assumption 7. As n→∞,
sup
γ∈Γ
∥∥∥Ωˆ (γ)− Ω (γ)∥∥∥ = Op (vp) ,
for some sequences of numbers vp and of p× p matrices Ω.
This is a high level assumption and the exact rate vp depends on a particular example.
In case of the heteroskedasticity robust estimator, vp can be set as
√
p3/n under some
mild regularity conditions. Under conditional homoskedasticity, it can be improved to
κp.
We now present an initial approximation of Qn(γ). Define
Rn(γ) = 1
γ (1− γ)n
[nγ]∑
t=1
εtxt − γ
n∑
t=1
εtxt
′Ω−1
[nγ]∑
t=1
εtxt − γ
n∑
t=1
εtxt
 .
Theorem 3.1. Let Assumptions 1-7 hold, and
(3.1)
√
p (κp + vp) + p−1 → 0 as n→∞.
Then, as n→∞,
(3.2) Qn(γ) = Rn(γ)− p√
2p
+ op(1),
uniformly in γ.
Although the expression Rn(γ) is the same leading term as found in the fixed p case,
e.g. Andrews (1993), the approximation in Theorem 3.1 is more general because it
holds as both n and p diverges. Fixing p, Andrews (1993) has obtained the weak limit
of the process Rn(γ) as
(3.3) Wp (γ) := (Bp (γ)− γBp (1))
′ (Bp (γ)− γBp (1))
γ (1− γ) , γ ∈ Γ,
where Bp stands for the p-dimensional standard Brownian motion and thus Wp is the
standardized tied-down Bessel process of degree p. For each γ, Wp (γ) is distributed as
a Chi-square with degree of freedom p, thus with mean p and variance 2p. This is also
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a pivotal process. Furthermore, it can be shown that (Wp(γ)− p) /
√
2p has a proper
weak limit that is pivotal as p→∞. This gives a sequential limit of Qn(γ).
To develop a joint limit of Qn(γ) where both n and p diverge simultaneously, we
introduce more conditions.
Assumption 8. The following limits exist:
(3.4) lim
s,p→∞
 1
sp
tr
s∑
t1=1
[sγ]∑
t2=1
E
[
Ω−1xsx′sε
2
sΩ
−1xt1x
′
t2εt1εt2
] = γV.
and
(3.5) lim
s,p→∞
 1
sp
tr
s−1∑
t1,t2=1
E
[
Ω−1xsx′sε
2
sΩ
−1xt1x
′
t2εt1εt2
] = V.
Note that under the special case where {xtεt} is an iid sequence, we have
V = lim
s,p→∞
(
1
s
s−1∑
t=1
1
p
trE
(
Ω−1xsx′sε
2
s
)
E
(
Ω−1xtx′tε
2
t
))
= 1,
thus V is an extra factor that will appear in the limit due to the nonlinear dependence
in the data. In particular, it captures a higher order serial correlation of xtεt, while
xtεt itself does not have serial correlation since it is an martingale difference sequence.
Assumption 9. maxs,tE
(
εtx
′
tΩ
−1xsεs
)4
= O
(
p2
)
.
Introduce a process
(3.6) Q(γ) =
√
V
(
W (γ)
γ
+
W¯ (γ)
(1− γ) −W (1)
)
,
where
(
W (γ) , W¯ (γ)
)′
is a bivariate Gaussian process with covariance kernel
(3.7) C (γ1, γ2) =
(
(γ1 ∧ γ2)2 1 {γ1 > γ2} (γ1 − γ2)2
1 {γ1 < γ2} (γ1 − γ2)2 (1− (γ1 ∨ γ2))2
)
.
A functional CLT derived in Theorem C.1 then yields the weak limit of the leading
term in the approximation of Theorem 3.1 under the null hypothesis, as follows.
Theorem 3.2. Let Assumptions 1-9, and H0 hold and
(3.8) λ−4n
√
p (κp + vp)→ 0 and λ4np→∞ as n→∞.
Then,
Qn(γ)⇒ Q(γ), as n→∞,
on any compact subset Γ in (0, 1).
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The limit process is not pivotal and depends on an unknown scaling factor V. A
consistent estimator is proposed in the following section. It is useful to compare the
sequential limit in the preceding discussion. In particular, we show in Section 5.3
that the process (Wp (γ)− p) /
√
2p converges weakly to Q(γ)/√V as p→∞, which is
pivotal and cannot properly approximate the sample distribution ofQn(γ) as it neglects
the higher order serial dependence in xtεt. This indicates that the standard critical
values for a chosen p in the estimation do not yield a valid testing procedure when p
gets large.
Portnoy (1986) has shown that the central limit theorem can fail for independent
random vectors when n = o(p2). While the restriction on p depends on the design and
the estimation method of the variance Ω, it does not appear excessive in this regard
when taken together with the fact that p represents the number of restrictions as well.
3.2. Local Alternatives. We consider a sequence of local alternatives that converge
to the null at p1/4/
√
n-rate to study the local power properties of various tests. This is
slower than the usual 1/
√
n parametric rate and has been found by a number of other
authors, e.g. de Jong and Bierens (1994), Hong and White (1995), Gupta (2018). It
is a direct cost of the nonparametric nature of the problem. Our sequence of local
alternatives is:
(3.9) H` : δ2` = 2
1/4τp1/4/
√
n,
where τ is a p× 1 vector such that ‖τ‖ = 1. Let γ0 denote the true break point under
H`.
Theorem 3.3. Suppose that the conditions of Theorem 3.2, but with H` holding in
place of H0, are satisfied and τ∞ = limn→∞ τ ′MΩ−1Mτ exists. Then,
Qn(γ)⇒ Q(γ) + τ∞ (γγ0 − (γ ∧ γ0))
2
γ(1− γ) ,
in γ ∈ Γ.
Note that ∣∣τ ′MΩ−1Mτ ∣∣ ≤ ‖τ‖ ‖M‖2 ∥∥Ω−1∥∥ = λ(M)2/λ(Ω) < C,
as n→∞, by Assumptions 5 and 6. Thus, it is not restrictive to assume the existence
of τ∞ = limn→∞ τ ′MΩ−1Mτ. Also, the non-centrality process achieves its maximum
at γ = γ0. This is the same as in the parametric case up to scale.
3.3. Examples.
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3.3.1. Infinite-Order Autoregression. An important nonparametric model for a time
series is the widely studied AR(∞) model
(3.10) yt =
∞∑
j=1
bjyt−j + t.
Our procedure can be used to test for the presence of a structural break in such a
model, as we demonstrate in this section. More specifically, we verify our high-level
assumptions under the construction of Berk (1974). Let L be the lag operator and
b (L) =
∑∞
j=1 bjL
j denote the lag polynomial. Berk (1974) assumes that
Assumption 10. (1) b (z) 6= 0 for any |z| ≤ 1.
(2) {t} is an iid sequence that possesses a density of bounded variation, Et =
0 and E |t|κ < C for some κ ≥ 4.
(3) p3 = o (n).
(4)
∑∞
j=p |bj | = o
(
n−1/2
)
.
We set xt = (1, yt−1, ..., yt−p)′ , Mˆ (γ) = n−1
∑[nγ]
t=1 xtx
′
t, and Ωˆ (γ) = σˆ
2Mˆ (γ). Then,
Theorem 3.4. Suppose that {yt} satisfy Assumption 10. Then, Assumptions 1 - 7 are
satisfied with κp = vp = o
(
p−1/2
)
, V = 1, and thus the process Qn(γ) converges weakly
as in Theorem 3.2 and 3.3, under H0 and H`, respectively.
3.3.2. Nonparametric Sieve Regression. We provide more detailed conditions for the
nonparametric sieve regression to verify the high-level conditions in the preceding sec-
tion by following Chen and Christensen (2015). Let Z ⊆ Rk denote the support of zt.
Introduce
Assumption 11. (1) The sequence {zt} is strictly stationary and β-mixing with
β-mixing coefficient β(·). Let q = q (n) be a sequence of integers satisfying
β(q)n/q → 0 as n→∞ and q ≤ n/2.
(2) Z is compact and rectangular, and supz∈Z ‖xnt(z)‖ = O (ϑp).
(3) λn is bounded away from zero.
The permissible mixing decay rate depends on the dimension p of xt. The larger
p is, the faster the mixing decay needed. Both exponential and geometric decays are
allowed. See Remark 2.3 in Chen and Christensen (2015) for more detailed discussion
in relation to the sieve basis functions. The sequence q depends on the mixing decay
rate. For instance, if β (q) decays at an exponential rate, q can be set as log n. If
all the element of x (·) is bounded, then ϑp = p1/2 for condition (2). Under suitable
conditions, it can be shown that ϑp = p for orthogonal polynomial basis and ϑp = p
1/2
for B-splines, see Newey (1997). The condition (3) is met for most widely used series.
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Conditions similar to Assumption 2 are commonly found in the series estimation
literature, see e.g. Andrews (1991a), Newey (1997) and Lee and Robinson (2016). By
Lemma 1 of Lee and Robinson (2016), it is met if |rt|∞ = O(pα) for some α < 0 and
p2α ≤ n−1. Depending on the smoothness of the nonparametric function f(·), the
regressor support dimension k and the type of basis functions used, different values
of α may be implied, see e.g. Newey (1997), Chen (2007), p. 5573, for examples and
further references. It is an undersmoothing condition.
Theorem 3.5. Suppose that Assumptions 1 and 2 and Assumption 11 hold. Then, As-
sumptions 1 - 7 are satisfied with κp = ϑp
√
q(log p)/
√
n and vp = min
{
p3/n, ϑ2pp/n
}
.
Theorem 3.2 then follows under the additional Assumptions 8 and 9.
4. Estimation of V
To propose a consistent estimator of V, we first note that it can be written as
the long-run variance of a certain transformation of {xtεt}. Let Vti = ξtiξni with
ξti = htiεt where hti is the i-th element of the p × 1 vector ht = Ω−1/2xt. Defining
ζt =
(
1/
√
p
)∑p
i=1 Vti, we have V = limn→∞ n−1E (
∑n
t=1 ζt)
2.
A huge literature considers HAR estimation in a time series context. We base our
estimate on the mixingale type conditions of Hansen (1992). For a kernel function k(·)
and bandwidth sequence ς ≡ ςn our estimate of V is given by
(4.1) Vˆ =
n∑
j=−n
k (j/ς) Γˆ(j),
with
Γˆ(j) =
n−1
∑n−j
t=1 ζˆtζˆt+j , j ≥ 0,
Γˆ(−j), j < 0,
where ζˆt =
(
1/
√
p
)∑p
i=1 ξˆtiξˆni, ξˆti is the i-th element of ξˆt = hˆtεˆt and hˆt = Ωˆ
−1/2xt,
εˆt = yt − x′tβˆ. Define also the ‘pseudo’ estimate
(4.2) V˜ =
n∑
j=−n
k (j/ς) Γ˜(j),
with
Γ˜(j) =
n−1
∑n−j
t=1 ζtζt+j , j ≥ 0,
Γ˜(−j), j < 0.
For a generic random variable Z with finite moments of order τ > 0, define ‖Z‖τ =
(E |Z|τ )1/τ . Denote by α(m), ϕ(m) (respectively) the α-mixing and ϕ-mixing coeffi-
cients (respectively) for Vti1Vti2 , m ≥ 1, t ≥ 1, and Et−mZ = E (Z |Ft−m ) where Ft−m
is the σ-field generated by Vsi1Vsi2 , s ≤ t−m and i1, i2 = 1, . . . , p.
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Assumption 12. For all x ∈ R, k(x) = k(−x) and |k(x)| ≤ 1; k(0) = 1; k(x) is
continuous at zero and almost everywhere on R;
∫
R |k(x)| dx <∞.
Assumption 13. ς →∞, and for some µ ∈ (1/2,∞], ς1+2µ = O(n) .
Assumption 14. For some r ∈ (2, 4] such that r > 2 + 1/µ and some q > r,
(1) 12
∑∞
m=1 α(m)
2(1/r−1/q) ≤ C, or 4∑∞m=1 ϕ(m)1−2/q ≤ C.
(2) ‖Vti‖q ≤ C.
The following is from Jansson (2002):
Assumption 15.
∫
[0,∞) k¯(x) <∞, where k¯(x) = supy≥x |k(y)|.
We have the following theorem that establishes consistency of Vˆ.
Theorem 4.1. Under Assumptions 1-6, 12-15, either H0 or H`, and
(4.3) n2[1/r−1/(2+1/µ)]p+ ςp
(
κp +
p√
n
)
→ 0 as n→∞,
we get
Vˆ − V = op(1),
as n→∞.
Remark 1. Because r > 2 + 1/µ, we have 1/r − 1/ (2 + 1/µ) < 0 and so (4.3) is not
a vacuous condition, e.g. with µ = 20 and r = 41/11, we have 1/r − 1/ (2 + 1/µ) =
−9/41, so (4.3) requires p41/18/n→ 0, which is much milder than p3 = o(n).
5. Test Statistics
In this section we propose test statistics as functions of the process Qn(γ). Specifi-
cally, we introduce a class of weighted exponential statistics:
(5.1) ExpQn(c) =
√
2
c
log
∫
Γ
exp
(
c√
2Vˆ
Qn (γ)
)
dJ (γ)
for a positive constant c and some bounded weight function J such that
∫
Γ dJ (γ) = 1.
Its asymptotic distributions under both hypotheses follow trivially by the continuous
mapping theorem given the weak convergence results for Qn(γ). As a formality, we
state this in a theorem.
Theorem 5.1. Let Assumptions 1-9 and 12-15 hold. Then,
ExpQn (c)⇒
√
2
c
log
∫
Γ
exp
(
c√
2VQ (γ)
)
dJ (γ) ,
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under H0, and
ExpQn (c)⇒
√
2
c
log
∫
Γ
exp
(
c√
2VQ (γ) +
c√
2V τ∞
(γγ0 − (γ ∧ γ0))2
γ(1− γ)
)
dJ (γ) ,
under H`.
In the traditional fixed p setting, other continuous transformations of the process
Wn(γ) such as the supremum of Wn(γ) and average of Wn(γ) are also employed widely
in practice. Our exponential transformations of Qn (γ) are closely related to these other
transformations in that
Vˆ−1/2
∫
Γ
Qn(γ)dJ(γ) ≤ ExpQn(c) ≤ Vˆ−1/2 sup
γ∈Γ
Qn(γ)
by Jensen’s inequality1. Furthermore,
(5.2)
lim
c→0
ExpQn(c) = lim
c→0
1
c
(∫
Γ
exp
(
cVˆ−1/2Qn (γ)
)
dJ (γ)− 1
)
= Vˆ−1/2
∫
Γ
Qn(γ)dJ(γ),
and
(5.3) lim
c→∞ExpQn(c) = Vˆ
−1/2 sup
γ∈Γ
Qn(γ).
As we show later, the value c is linked to the size of break at which an optimal test
can achieve optimality. Thus, the best choice of c relies on a particular target range
of the break sizes. Our result indicates that an optimal test gathers all the variations
in Qn(γ) evenly when the perceived break is only moderate while it assigns more and
more weight on the maximum of Qn(γ) as the break gets larger.
5.1. Optimality. Following the convention in optimal structural break testing for
finite-dimensional parameters, we establish an weighted average power optimality for
the presence of a structural break in the conditional mean of nonparametric regres-
sion models with iid Gaussian errors. Our exponential tests, which are accordingly
constructed with the conditionally homoskedastistic Ωˆ (γ) and Vˆ = 1, asymptotically
attain the maximum weighted average power over a sequence of classes of local alter-
native models. The weight is assigned according to probability distributions over the
break date and size.
This approach was initiated by Andrews and Ploberger (1994) for parametric models
and has been widely applied e.g. Carrasco et al. (2014) and Elliott et al. (2015). Elliott
and Mu¨ller (2006) showed that many of the seemingly different optimal tests are in fact
asymptotically equivalent within a large class of local break models and what matters
1A difference of the exponential tests to the supremum test, as noted by Andrews and Ploberger (1994),
is that Γ can be virtually any interval within [0, 1], unlike in the sup-test.
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is the weighted average size of the breaks, regardless of the number of breaks. These
references do not treat the stability of nonparametric models.
To shed light on our optimality, we elaborate the relation of our ExpQn test statistic
to the optimal test statistic Exp-W introduced by Andrews and Ploberger (1994) for
the parametric model, which is given by (1 + c)−
p
2
∫
Γ exp
(
1
2
c
1+cWn (γ)
)
dJ (γ), where
Wn (γ) is the Wald statistic defined in (2.6). Specifically, Theorem 5.2 below shows
that when Vˆ = 1,
exp
(
c√
2
ExpQn(c)− c
2
4
)
=
(
1 +
c√
p
)− p
2
∫
Γ
exp
(
1
2
c/
√
p
1 + c/
√
p
Wn (γ)
)
dJ (γ)
+
(
− c
2
√
2
Qn (γ) + c
3
3
)
Op
(
1√
p
)
+Op
(
1
p
)
,(5.4)
under both the null and local alternatives. For a moderate value of c, our ExpQn test
can be approximated by an exponential statistic Exp-W with some c′ by a change-of-
variables. This feature also helps explain why the supremum statistic can be repre-
sented by a limit case of our ExpQn unlike in Andrews and Ploberger (1994).
The construction of proper weights is challenging for infinite-dimensional parameters.
However, we show that a truncation can be applied without losing power asymptotically.
As in series estimation or increasing order AR estimation, we establish an asymptotic
equivalence between the tests based on the original parameters and on the truncated
ones. One useful consequence of this equivalence is that we have to specify the weight
only for finite-dimensional parameters for each n. Our finding is in line with the
observation in Section 14.6 in Lehmann and Romano (2006) that one cannot obtain
reasonable local power across all families of distributions when the restriction concerns
an infinite-dimensional parameter.
We build the asymptotic equivalence under certain restrictions on the decay rate
of the infinite-dimensional parameter. Such restrictions arise naturally from the fea-
tures of the particular model under consideration. For instance, Berk (1974) and
Kuersteiner (2005) constrain the autoregressive coefficients to meet the decay rate
of
∑∞
j=1 j
∣∣βj∣∣ < ∞ for the stationarity and moment conditions of the process and
consistent estimation of the spectral density at the origin. On the other hand, in the
nonparametric regression context the smoothness condition on the regression functions
can be imposed by constraining the decay rate of the sieve coefficients. To illustrate,
consider the Fourier representation f (x) =
∑∞
j=1 βj exp (ijx), for which the m-th de-
rivative is given by f (m) (x) =
∑∞
j=1 βj (ij)
m exp (ijx) . Thus it is natural to assume
that
∑∞
j=1
∣∣βj∣∣ jm < ∞ for f (m) (X) to be well-defined a.s. This also implies that
βj = o
(
j−m−1
)
. The preceding observations are reflected in our construction of the
weight function.
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Recall that xt stands for the first p-elements of xt and let wt denote the remaining
elements so that xt = (x
′
t, w
′
t)
′ and partition b =
(
b′1, b
′
2
)′
accordingly. We elaborate
the optimality under the following representation of local alternative models:
(5.5) yt = x
′
tβ0 + (n
√
p)−1/2 (γ − 1 {t/n ≤ γ})
∞∑
j=1
xtjbj + σεt,
where {εt} is an iid sequence of standard normals and {εt} is independent of {xt}.
This parameterization facilitates the representation of the proper weight function we
consider. Then, the null hypothesis of interest is b := (b1, b2, ...)
′ = 0 for any γ ∈ Γ.
The weighted average power optimality over this class of local alternatives with weight
functions Q (b) and J (γ) is to obtain a test Tn that maximizes∫ ∫ ∫
Tnpb,γ (Y |X) dydQ (b) dJ (γ) =
∫
Tn
∫ ∫
pb,γ (Y |X) dQ (b) dJ (γ) dy,
where pb,γ (Y |X) , Y and X denote the conditional density, the collections of {yt}
and {x′t} , respectively, and the equality holds by Fubini’s theorem. It also shows
that an optimal test can be set so as to maximize the weighted averaged likelihood∫ ∫
pb,γ (Y |X) dQ (b) dJ (γ) for any given probability measures Q and J, which is a
simple alternative. As noted by Andrews and Ploberger (1994), this is a useful feature
as optimality can be established for the likelihood ratio test by virtue of the Neyman-
Pearson lemma.
Thus, it is important to specify the weight on b and γ in an appropriate fashion.
A particular choice of the weighting function was proposed by Wald (1943) for a fixed
γ and adopted by Andrews and Ploberger (1994) and Song et al. (2009) for a set of
γ. The latter papers consider a finite number of restrictions on functions of γ and the
weigh function assigns constant weight on the ellipses in the parameter space of b that
are equally difficult to detect for each γ. As noted by Andrews and Ploberger (1994),
every locally most powerful invariant test has to exhibit a constant power over these
ellipses. Our testing problem concerns an infinite-dimensional restriction that is also a
function of γ and thus we assume that our choice of the weighting function coincides
with these ellipses only up to some truncation which grows at the same growth rate as
the series terms in the nonparametric regression or the AR order. Due to the asymptotic
equivalence we discussed above, this is sufficient to construct an asymptotically optimal
test.
Specifically, the weight J for γ is assumed to be uniform on the interval [γ1, γ2]
unless there is a specific set of break points of interest. It is assumed independent of
the weight Q on b. For Q = Qn, consider
Q (b) = Q1 (b1)Q2 (b2|b1) ,
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where Q1 (b1) is a p-dimensional centered multivariate normal distribution function
with covariance matrix cσ2 (γ (1− γ)Extx′t)−1 and Q2 (b2|b1) is a conditional distribu-
tion for b2 given b1 over the support
{b2 : ‖b2‖2 ≤ K and
√
p ‖b2‖2 = o (1)} ,
for some finite K. The formulation is in line with Assumption 2. Following the conven-
tion in this paper, we write Q, b1 and b2 dropping the subscript n unless it is necessary
to evade confusion.
The weighted averaged conditional density under this construction of the alternative
hypotheses is
HA :
∫
φ
(
x′tβ0 + (n
√
p)−1/2 γtx
′
tb, σ0
)
dQ (b) dJ (γ) ,
where φ (µ, σ) denotes the normal density function with mean µ and variance σ2. As-
sume β0 = 0 (without loss of generality) yields yt = σ0εt under the null. Then, the
likelihood ratio statistic is given by
LRn =
∫
exp
(
− 1
2σ20
n∑
t=1
((
yt − (n√p)−1/2 γtx′tb
)2 − y2t)
)
dQ (b) dJ (γ) ,
where γt = γ − 1 {t/n ≤ γ}.
Assumption 16. Ex′txt = O (p), the minimum eigenvalue λ (Extx′t) is bounded away
from zero, and maxt sup|a|2=1E exp
(
|w′ta|2
)
<∞.
Then, the optimality of the ExpQn test under the Gaussian design is formally given
by the following equivalence theorem.
Theorem 5.2. Let the specification in (5.5) with Assumptions 1-16 hold. If
√
p (κp + vp)+
p−1 → 0, then
LRn = e
−c2/4ExpQn + op(1)
under both H0 and H`.
5.2. Power Envelopes. Unless one considers the limiting cases (5.2) or (5.3), there
remains the question of choosing c. One method advocated by Elliott and Mu¨ller in
their series of works is to simulate a power envelope P(c) as a function of c and set c
such that P(c) = 1/2. To compute the power envelope P, we estimate the empirical
power of LRn. We employ a setting with β0 = 0, σ0 = 1 and zt = (1, z2t, z3t) with z2t
and z3t generated as described in the Monte Carlo section that follows. xt is taken to
consist of second, third and fourth order polynomials in (z2t, z3t) for each sample size
n = 300, 500, 750, giving p = 6, 10, 15. For every value of c at intervals 0.05 apart we
simulate the power with 500 replications and Γ = [γ∗, 1− γ∗], γ∗ = 0.35, 0.15, 0.01.
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Figure 1. Power envelopes with n = 500
The results are reported in Table 1 and illustrated in Figure 1, which contains only
the n = 500 case to save space. Table 1 indicates that, for all values of γ∗, p and n,
the equation P(c) = 1/2 yields a solution between 14.5 and 16. These solutions are not
very sensitive to changes in n holding the p and γ∗ constant, but are monotonically
increasing in p for any (n, γ∗) pair. Furthermore, the solutions also increase in value
as γ∗ decreases, i.e. the possible break point ranges increases, but from γ∗ = 0.15
to γ∗ = 0.01 the change is very small. Figure 1 show these results graphically, in
particular the solid blue, dashed red and dotted black lines correspond to p = 6, 10 and
15 respectively. There is virtually zero power for values of c up to 12 in all cases, and
unit power is achieved before c = 17 in nearly all cases.
5.3. Sequential Limit. This section elaborates a sequential limit, where at first n→
∞ and then p→∞, and the relation between the fixed p critical values and our critical
values in case of the two extreme cases of the weighted exponential tests. For each p, the
limit has been obtained by Andrews (1993). Recall the definition of Wp in (3.3). The
following proposition derives the second limit in the sequential limit, i.e. as p→∞.
Proposition 1. As p→∞,
Wp (γ)− p√
2p
⇒ Q (γ)√V .
A consequence of Proposition 1 is that Andrews’(1993) critical values, say cα are
valid after the transformation
(5.6) (cα − p)
√
V
2p
due to Lemma 21.2 in van der Vaart (1998), assuming that the limit distribution
function of our test statistic is continuous at the α-level critical value. Let c∗α and c
p
α
be the solutions of
Pr
{
sup
γ
Q (γ) > c
}
= α and Pr
{
sup
γ
Wp (γ) > c
}
= α,
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respectively. Then, as
(5.7) Pr
{
sup
γ
Wp (γ) > c∗α
√
2p
V + p
}
→ α
as p → ∞, by Proposition 1, we conclude from Lemma 21.2 in van der Vaart (1998)
that
cpα = c
∗
α
√
2p
V + p+ o (1) .
The same argument holds true for the average test. For general weighted exponential
tests, the transformation for the critical values is more involved than in (5.7) as given
by the relation (5.4) with some approximation error.
6. Monte Carlo
In the first subsection we present critical values for our test for a variety of trimming
ranges, covering both the limiting cases (5.2) and (5.3). For simplicity we will refer
to the former as the exponential or average test and the latter as the sup test in this
section. Subsequently, we examine the finite sample performance of our proposed tests
in a Monte Carlo simulation study. Both nonparametric regression as well as AR
models are studied.
6.1. Critical values. Asymptotic critical values are calculated by approximating Γ
by a fine grid of points for a range of trimming values and simulating the processes
supγ∈ΓQ(γ) and Vˆ1/2 limc→0ExpQn(c) =
∫
ΓQn(γ)dJ(γ) with V = 1. . For the lat-
ter, we take J(·) to be uniformly distributed on [γ, 1 − γ]. The gridding of Γ follows
Andrews (1993). For some N and trimming value γ0, denote Γ(N) = [γ0, 1 − γ0] ∩
{γ = j/N : j = 0, 1, . . . , N}. Following Andrews (1993), we take N = 3, 600 and obtain
a single realization by simulating 10,000 independent repetitions of bivariate Gaussian
process with covariance kernel C(·, ·) at each point in Γ(N) and choosing the max-
imum value over these discrete points in Γ(N) for the sup statistic, or the average
over the points for the exponential statistic. The critical values for supγ∈ΓQ(γ) and∫ Q(γ)dJ(γ) are tabulated in Table 2, where V = 1.
6.2. Nonparametric regression. For n = 300, 500, 750, we generate elements of the
n× 1 vector y in 500 replications using the following DGPs:
DGP1 : yt = exp
(
0.15z′tα0
)
+ vt, t = 1, . . . , n,
DGP2 : yt =
1.8 log log (z′tα0) + vt, t = 1, . . . , [n/2],0.2 log log (z′tα0) + vt, t = [n/2] + 1, . . . , n,
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DGP3 : yt =

1.8 log log (z′tα0) + vt, t = 1, . . . , [n/3],
0.2 log log (z′tα0) + vt, t = [n/3] + 1, . . . , [2n/3],
5.2 log log (z′tα0) + vt, t = [2n/3] + 1, . . . , n,
DGP4 : yt =
1 + 0.3
(
z−22t + z
−1/2
3t
)
+ vt, t = 1, . . . , [n/2],
1.8 log log (z′tα0) + vt, t = [n/2] + 1, . . . , n,
DGP5 : yt =
1 + 0.5 (sin z2t + cos z3t) + vt, t = 1, . . . , [n/2],exp (0.15z′tα0) + vt, t = [n/2] + 1, . . . , n,
DGP6 : yt =

1 + 0.3
(
z−22t + z
−1/2
3t
)
+ vt, t = 1, . . . , [n/3],
1.8 log log (z′tα0) + vt, t = [n/3] + 1, . . . , [2n/3],
exp (0.15z′tα0) + vt, t = [2n/3] + 1, . . . , n,
DGP7 : yt =

1 + 0.5 (sin z2t + cos z3t) + vt, t = 1, . . . , [n/3],
exp (0.15z′tα0) + vt, t = [n/3] + 1, . . . , [2n/3],
1.8 log log (z′tα0) + vt, t = [2n/3] + 1, . . . , n,
where zt = (1, z2t, z3t)
′, α0 = (2, 2, 2)′, z2t = (w1t + w2t) /2, z3t = (w1t + w3t) /2 with
w1t, w2t, w3t generated as iid draws from U(0, 5). The vt are generated as independent
standard normal draws, ARCH(1) process with intercept 0.1 and AR coefficient 0.5 and
a GARCH(1,1) process with with intercept 0.1, AR coefficient 0.25 and MA coefficient
0.4, the latter two driven by standard normal noise.
We calculate our proposed test statistic supγ∈ΓQn(γ) as follows: for a given trimming
point γ∗ < 1/2, we define Γ∗ = [γ∗, 1− γ∗] and discretize this into points 1/200 apart.
Calling this discretized break-point range Γ∗d, we calculate Qn(γ) for each γ ∈ Γ∗d and
take the maximum such value as our test statistic. As far as the calculation of the
average test statistic (5.2) is concerned, we follow the same procedure described but,
but instead of taking the maximum we compute the averaged exponential statistic with
J(·) taken to be uniformly distributed on [γ∗, 1−γ∗]. Our approximating series of basis
functions are polynomials, and in particular we experiment with bases of orders 2, 3 and
4, which correspond (with two covariates z2t and z3t) to p = 6, 10 and 15, respectively.
To save space, we mostly report results for the best performing choice p = 6. We also
report results for two choices of trimming points: γ∗ = 0.35, 0.15, although in some
cases we only tabulate results for the first choice for brevity.
In all cases we employ our HAR correction via the estimate Vˆ of Section 4, using
both the Parzen as well as the Bartlett kernels. Following Andrews (1991b), we choose
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bandwidths as ς = a0[n
1/5] and ς = a0[n
1/3] for the Parzen and Bartlett kernels respec-
tively, with a0 some constant factor and [·] denoting ‘integer part’. We report results
with a0 = 6, 8, 10 and a0 = 12, 14, 16 for Bartlett and Parzen kernels, respectively,
when γ∗ = 0.35 and a0 = 30, 32, 34, a0 = 36, 38, 40 for Bartlett and Parzen kernels,
respectively, when γ∗ = 0.15.
We first discuss the results of Table 3, which tabulates rejection probabilities for the
supremum test using the 5% critical values from Table 2 for DPG1−7, with iid vt. The
first and eighth rows of the table corresponds to Monte Carlo sizes, according to the
different γ∗, while the rest tabulate power. We find that the sup test exhibits excellent
power for all DGPs except DGP4. The power for the latter is higher for γ∗ = 0.35,
but for both trimming ranges this tends to improve with sample size. On the other
hand, unit power is attained for a number of DGPs, even for the smallest sample size
of 300. Both trimming ranges and kernels provide acceptable size control, even for the
smallest sample size when employing the Bartlett kernel
Tables 4 and 5 report results for the sup tests when vt is generated from an ARCH(1)
and GARCH(1,1) process, respectively, as described earlier. We observe that power is
universally excellent, no matter the sample size, kernel or trimming range considered.
Unit power is a very common occurrence, even with n = 300, i.e. the smallest sam-
ple size. The size performance is excellent even for small sample sizes and does not
seem excessively sensitive to bandwidth choice. Next, Table 6 presents results for the
averaged exponential tests when vt is generated from an ARCH(1) and GARCH(1,1)
process. For power, our findings are very similar to those when using the sup test with
HAR correction, i.e. power is excellent but even higher in many cases as this test is
optimized for power. The most stark change from Table 3 is for DGP4 in the iid vt case,
over which we see a tremendous improvement. We find some evidence of oversizing but
this is less acute at larger sample sizes, but because this test optimizes for power so
some size distortion at small n is unsurprising.
6.3. Power as a function of distance between null and alternative models. In
this section we present further results that evaluate how power evolves as a function
of increasing distance between the null and alternative hypotheses. Under the null
hypothesis the data are generated from yt = 1.8 log log (z
′
tα0) + vt, t = 1, . . . , n, α0 =
(1, 1, 1)′, while the alternatives that we consider are
H` : yt =
1.8 log log (z′tα0) + vt, t = 1, . . . , [n/2],1.8 log log (z′tα0`) + vt, t = [n/2] + 1, . . . , n,
where the intercepts in α0` are 1.2, 1.4, 1.6, 1.8, 2, 2.2, respectively for ` = 1, . . . , 6 while
the other components remain unchanged. Thus in this design the break sizes are
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bigger as ` increases. We report results for p = 6 (quadratic power series) in Table 7
for ARCH/ GARCH vt, with the same parameters as in the previous subsection. To
conserve space we only report results for the Parzen kernel and the sup test.
In the table we see how power increases with the distance between the null and
alternative models. We observe that power is nearly always monotonic in sample size
and not very sensitive to choice of bandwidth via a0. There is no discernible qualitative
difference between the ARCH and GARCH cases, although the latter usually exhibits
slightly higher power.
6.4. A local power illustration. We present a small illustration of the ability of our
test to detect small changes in all directions of the parameter vector. For n = 500, 750
(γ∗ = 0.35) and n = 1000, 1500 (γ∗ = 0.15), we generate an n-dimensional vector y as
yt =
x′tιp + vt, t = 1, . . . , [n/2],x′tιp(1 + %) + vt, , t = [n/2] + 1, . . . , n,
where p = 20, 30, 40, xt has first element unity and the remaining p − 1 elements
generated from U[0,5], ιp is the p-dimensional vector of ones, vt is standard normal and
% = 0, 0.01, 0.02, 0.03. We display in Table 8 the Monte Carlo size (% = 0) and power
(% > 0) of our sup and average tests using both trimming ranges and the Parzen kernel
with a0 = 12(36) for γ
∗ = 0.35(0.15). We find that our tests can detect these small
breaks effectively, the performance improving when p becomes larger. This is due to the
aggregating effect of small breaks over p parameters, as mentioned in the introduction.
Furthermore, we see the anticipated pattern of superior power performance of the
average test. Size control is good as both p and n increase for both trimming ranges
and tests.
6.5. Comparison with Andrews (1993). In this section we compare our results
with that of Andrews (1993), exploring both the importance of higher-order dependence
that we have discovered (and corrected for with a HAC approach in Section 4) as well
the role of the series length p as a function of n. In Table 9, we first report results using
transformed (as in (5.6)) critical values from Andrews (1993) for ARCH and GARCH
vt. All results are reported for Γ = [0.35, 0.65] and both Parzen and Bartlett kernels
are examined, while a quadratic series (p = 6) is used. We see that absence of HAR
correction distorts sizes, which our HAR estimate improves. The difference persists for
all sample sizes but is especially acute at smaller ones.
Proposition 1 indicates that simply taking a sequential limit, as p → ∞, of the
rescaled Andrews (1993) test statistic yields a limiting process that ‘wipes out’ the
factor V. This indicates that a lack of HAR correction should manifest itself even more
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clearly as p is allowed to increase. To explore this further, in Table 10 we use quadratic,
cubic and quartic series (p = 6, 10, 15) and larger sample sizes n = 1000, 2000 and 2500
to justify the use of such longer series. Results are only shown for the Bartlett kernel
and Γ = [0.35.0.65]. Our theory in Section 5.3 suggests that the HAR correction
becomes much more effective as a function of increasing p, as it is only discovered when
the joint limit of the statistic is established. Indeed, we observe in the table that a
lack of HAR correction seriously distorts sizes as n and p increase. In all cases the best
sizes are obtained after HAR correction as marked in boldface, but even the distortion
of sizes is much less acute for large p when HAR correction is employed. For example,
when n = 2000 and p = 15 the size changes from 27.2% to 7.6% in the GARCH case,
a dramatic improvement. This lends support to our theoretical discovery about the
importance of the HAR correction.
6.6. Autoregressive models. In this section we apply our methodology to the prob-
lem of break-point testing for time series via AR(p) approximations, as described in
Section 3.3.1. We calculate the test statistic as described in Section 6.2, but change
the DGPs as follows:
ARDGP1 : yt = 0.5 +
6∑
j=1
(0.9− 0.j)vt−j + 0.2
24∑
j=7
vt−j , t = 1, . . . , n,
ARDGP2 : yt =
0.5 +
∑6
j=1(0.9− 0.j)vt−j + 0.2
∑24
j=7 vt−j , t = 1, . . . , [n/2],
vt, t = [n/2] + 1, . . . , n,
ARDGP3 : yt =

0.5 +
∑6
j=1(0.9− 0.j)vt−j + 0.2
∑24
j=7 vt−j , t = 1, . . . , [n/3],
vt, t = [n/3] + 1, . . . , [2n/3],
1 + 0.4yt−1 + vt, t = [2n/3] + 1, . . . , n,
where vt are independent draws from a standard normal distribution in each of the
500 replications. Thus, ARDGP1 is an invertible MA(24), and therefore admits an
AR(∞) representation. As in the previous section, we take γ∗ = 0.35, 0.15 and
n = 300, 500, 750. Furthermore, we experiment with p = 4, 18, 16 in the AR(p) repre-
sentations that we fit to test for breaks in the time series {yt}.
The results are reported in Table 11, where the first panel displays results with no
HAR correction. We observe that this lack of correction can seriously distort sizes
for Γ = [0.15, 0.85]. While the oversizing is not as acute for Γ = [0.35, 0.65], it is
nevertheless present. The second panel presents HAR corrected results using the Parzen
kernel. In almost every case we see that HAR correction improves the size control,
demonstrating its important role. On the other hand, power is somewhat lower with
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HAR correction, suggesting that ignoring the higher-order nonlinear serial correlation
led to over-rejection. In summary, the results indicate that the HAR correction is
important in practice.
7. Empirical examples
In this section we illustrate our test in a number of empirical examples using real
data.
7.1. Break point testing in autoregressive models.
7.1.1. Cryptocurrency price series. Time series of asset prices often exhibit structural
breaks over time with important implications for investor behaviour, see e.g. Tim-
mermann (2001). A much traded asset class in very recent times has been that of
cryptocurrencies. Acknowledging the vast size of the cryptocurrency market, which
can vary immensely but exceeds $209B at the time of writing, recent research has
started to focus on gaining a greater understanding of its economics, see e.g. Liu and
Tsyvinski (2018). We use detrended data on the daily closing prices of 1,385 cryp-
tocurrencies between January 2013 and June 2018 to test for a structural break in
these series.
Our approach is based on the ideas of Section 3.3.1, which recognizes that a break
point test can be constructed on the basis of the AR(∞) representation, which may
be truncated to an AR(p), with p allowed to diverge with sample size in practice. We
take p = 4, 8, 16, 20, 28, 36, and two trimming ranges: Γ = [0.15, 0.85], Γ = [0.35, 0.65].
There is variation in the lengths of the available time series across cryptocurrencies,
but our smallest detrended series length is 97 while the largest is 1,863. The data are
publicly available at coinmarketcap.com.
The results of our structural break tests are presented in Table 12. The numbers in
the table are the proportion of cryptocurrencies for which the null of no structural break
is rejected, with each row of the table corresponding to the level of asymptotic critical
value is used: 1%, 5% and 10%. We notice that increasing the lag length p generally
leads to detection of a greater proportion of structural breaks regardless of trimming
range employed. However, for the largest values of p this proportion stabilizes.
If we ignore the higher-order serial correlation that V captures we generally reject
the null of no structural break more often than with a HAR corrected statistic based
on the Parzen kernel with a0 = 14(38) for trimming range of [0.35, 0.65] ([0.15, 0.85]).
This again illustrates the practical consequences of our theory. For all values of p and
all levels, we see a greater rejection percentage for the Γ = [0.15, 0.85], indicating that
more break points appear to lie at the start or end of the sample. However, this gap
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decreases with increasing p for the uncorrected statistic while the opposite is observed
for the corrected one.
7.1.2. US unemployment series by state. We replicate the analysis above for US state
unemployment rates from January 1976 to June 2019, a total of 52 series including
Puerto Rico. The data are available from the Bureau of Labor Statistics of the US
Department of Labor. We report the percentage of series for which a null of no struc-
tural break is rejected in Table 12. As in the cryptocurrency series we find that the
proportion of series in which a break is detected is much larger when Γ = [0.15, 0.85],
but only when no HAR correction is employed. With HAR correction we reject the
null of no structural break in much fewer cases, while the difference in results across
trimming ranges is also not as wide as in the uncorrected case. Generally the results
for both trimming ranges are not as sensitive to increasing p as in the cryptocurrencies
data, regardless of HAR correction.
7.1.3. Testing for breaks in individual time series. We use AR fits to test for breaks
in three different time series. The first example tests for breaks in the monthly US
industrial production series from January 1960 to September 1998, building on the
analysis of Hansen (1999). This yields 453 observations, the data being available at
www.ssc.wisc.edu/∼bhansen/progs/joes 99.html. The second example builds on Hansen
(2001) and tests for breaks in the monthly US manufacturing/durables labour produc-
tivity time series from February 1947 to April 2001, which yields 651 observations.
More precisely, the time series we use measures labour productivity as the logarithm
of the growth rate of the ratio of the Industrial Production Index in the manufactur-
ing/durables sector to average weekly worker hours. The data used are available at
www.ssc.wisc.edu/∼bhansen/progs/jep 01.html. The final time series is of 450 US na-
tional monthly unemployment rates from January 1959 to July 1996 as used by Hansen
(1997), available at www.ssc.wisc.edu/∼bhansen/progs/snde 97.html.
The results of the sup test are presented in Table 13. We find generally that HAR
correction can change conclusions about breaks in series. For example, for industrial
production, p ≤ 8 leads to failure to detect a break no matter the trimming range.
However breaks are detected when p ≥ 12. Using the HAR correction with Parzen
kernel and a0 as in the previous subsection changes this conclusion, with only much
weaker evidence of a break using p = 12 and Γ = [0.35, 0.65]. For the labour produc-
tivity series, breaks are detected at 1% level with all lag lengths and both trimming
ranges without HAR correction, but this is only robust to HAR correction when p = 4.
This refines somewhat the findings of Hansen (2001), in particular his Figure 2 which
suggests strongly a break in 1994 and possible breaks in 1963 and 1982. Finally the
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unemployment series also exhibits breaks at longer lag lengths when V is ignored, but
this finding is not robust to HAR correction.
7.2. Break point testing in nonparametric regression.
7.2.1. Pollution levels and wind speed. It is well-known that air pollution levels are
linked to wind speed, with stronger winds likely to disperse pollutants (see e.g. Holz-
worth (1967)). In this example, we use data on four air pollutants (Ozone, Sulphur
Dioxide (SO2), Xylene and Toulene) to test for a break in the nonparametric relation-
ship between air pollution and wind speed. In four separate regressions, we use each pol-
lutant as yt and wind speed as zt in model (2.1). The data are collected from Atchison
Village, Richmond, California, sourced from www.fenceline.org/richmond/data.php.
We use data collected at five minute intervals from midnight on 13th October 2015 to
9:55AM on 31st October 2015, which yields 5,453 observations. These data are publicly
available at www.kaggle.com/nicapotato/pollution-in-atchison-village-richmond-ca.
We are interested in determining if there is a break point in this relationship over
the sampling period. The breaks may occur due to changes in weather patterns, for
example precipitation will reduce airborne pollution levels regardless of wind speed.
We apply our tests supγ∈ΓQn(γ) and ExpQn using polynomials of order 2, 3 and 4
as the basis functions and two trimming ranges: Γ = [0.15, 0.85], Γ = [0.35, 0.65].
The test statistic is calculated with and without HAR correction. For the latter we
present results using both the Parzen and Bartlett kernels, with a0 = 14 (Parzen) and
8 (Bartlett) for Γ = [0.35, 0.65] and 38 (Parzen), 32 (Bartlett) for Γ = [0.15, 0.85].
The results are presented in Table 14. It is immediately noticeable that HAR correc-
tion can change the conclusion of a structural break test. Ignoring higher-order serial
correlation as contained in V leads to a ‘discovery’ of a break for all pollutants using the
sup test and either trimming range. While the exp test does not support this finding
when Γ = [0.35, 0.65], it does do so for Γ = [0.15, 0.85]. However this conclusion is
never robust to HAR correction for Ozone or SO2. For Xylene and Toulene the results
are generally robust when using the sup test for Γ = [0.35, 0.65], but this robustness is
sensitive to choice of kernel when Γ = [0.15, 0.85]. Thus, once again we observe that
ignoring V can cause misleading conclusions in practice.
7.2.2. Nonparametric regression on macroeconomics variables. In this set of examples
we test for breaks in three nonparametric regressions using macroeconomic variables.
In the first example, we use US quarterly data from 1960 (first quarter) to 2012 (first
quarter), yielding 209 observations. In (2.1), we take yt as the quarterly GDP growth
rate and zt as the number of housing starts (an economic indicator that reflects the
number of privately owned new houses on which construction has been started in
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a given period) at time t. The details of the tests are exactly as in the previous
example, except that we only report results for Γ = [0.15, 0.85] for brevity, a trimming
range that we use for the entire table. The data are publicly available and taken from
www.ssc.wisc.edu/ bhansen/crete.
We report the results in Table 15(a). We find that, for both the sup as well as
the exponential test, we always reject the null hypothesis of no structural break. This
finding is true using the 1% critical value, but is robust to using the HAR corrected test
statistics for only the exponential test. This holds regardless of kernel choice. Thus,
we find strong evidence that the nonparametric relationship between GDP growth and
house building does not remain stable over time.
The relationship between the price of oil and macroeconomic indicators has long
been of interest to economists, see e.g. Barsky and Kilian (2004). The second example
uses Swedish annual GDP growth rates and world oil prices (per barrel, in 1999 US
dollars) from 1861 to 1999, yielding 139 observations. In view of the smaller sample
size we adjust the bandwidth to a0 = 10 (Bartlett) and 20 (Parzen). The oil prices
from 1861 to 1944 are US averages, from 1945-1985 the Arabian Light posted at Ras
Tanura and from 1984-1999 the Brent spot price. The data are freely available at
www.economicswebinstitute.org/ecdata.htm, with the oil price data sourced from British
Petroleum and the Swedish GDP growth rate data from Edvinsson (2005). Specifically,
in (2.1) we take yt as the annual GDP growth rate and zt as the oil price.
The results are presented in Table 15(b). Generally we find that evidence of a
structural break is revealed by the use of the exponential averaged test. This finding is
robust to HAR correction. On the other hand the sup test only detects a break when
p = 3 and no HAR correction is used, but this is not robust, unlike the findings using
the exponential test.
In the final example we use monthly data from January 1960 to June 2012 on bond
interest rates and spreads, yielding 630 observations. Once again, we estimate (2.1),
but now we take zt to be the spread between the ‘long rate’ (10 year rate) on US
Treasury bonds (Lt, say) and the ‘short rate’ (3 month rate) on US Treasury bonds
(St, say), i.e. zt = Lt − St. We test for a break point in two regression models: the
first uses yt = ∆Lt+1 = Lt+1−Lt and the second yt = ∆St+1 = St+1− St. The details
of the test procedures are identical to those in Section 7.2.2. The data are publicly
available and taken from www.ssc.wisc.edu/ bhansen/crete.
Our findings are tabulated in Table 15(c). Both regressions exhibit considerable
differences in test statistics when subjected to the ‘HAC’ correction of Section 4, but
this leads to substantial differences in the outcome of the test only when using the sup
test for yt = ∆St+1. In this case, we see from Table 15(c) that the null of no structural
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break cannot be rejected for any value of p when no HAR correction is made. On the
other hand, using either Parzen or Bartlett kernel leads to emphatic rejection of the
null for larger p. Similar discrepancies do not arise when using the averaged exponential
test, which detects a break even ignoring HAR correction and the result is robust. For
the case yt = ∆Lt+1, a break is detected universally when using the sup test with
no HAR correction but this is not robust. On the other hand, the exponential test
robustly detects a break. Thus we conclude from Table 15 that the exponential test
can detect breaks which may be ignored by the sup test, especially if HAR correction
is carried out.
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Appendix A. An exponential inequality for partial sums of weakly
dependent random matrices
We develop a stochastic order for a matrix partial sum. Closely related results
can be found in Theorems 4.1 and 4.2 of Chen and Christensen (2015), who establish
such bounds for full matrix sums as opposed to partial sums. Our first theorem is a
Fuk-Nagaev type inequality, using a coupling approach similar to Dedecker and Prieur
(2004), Chen and Christensen (2015) and Rio (2017).
Theorem A.1. Let {ξi}i∈Z be a β-mixing sequence with support X and r-th mixing
coefficient β(r) and let Ξi,n = Ξn (ξi), for each i, where Ξn : X→ Rd1×d2 is a sequence
of measurable d1 × d2 matrix-valued functions. Assume E (Ξi,n) = 0 and ‖Ξi,n‖ ≤ Rn,
for each i, set
s2n = max
1≤i,j≤n
max
{∥∥E (Ξi,nΞ′j,n)∥∥ , ∥∥E (Ξ′i,nΞj,n∥∥)} ,
and define Sk =
∑k
l=1 Ξl,n. Then, for any integer q such that 1 < q ≤ n/2 and % ≥ qRn,
P
(
sup
1≤k≤n
‖Sk‖ > 4%
)
≤
([
n
q
]
+ 1
)
β(q) + 2 (d1 + d2) exp
( −%2/2
nqs2n + qRn%/3
)
.
The required stochastic order now follows by a choice of % in Theorem A.1:
Corollary A.1. Under the conditions of Theorem A.1, if q is chosen as a function of
n such that (n/q)β(q) = o(1) and Rn
√
q log (d1 + d2) = o (sn
√
n) then
sup
1≤k≤n
‖Sk‖ = Op
(
sn
√
nq log (d1 + d2)
)
Proof of Theorem A.1. For i = 1, . . . , [n/q], define Ui =
∑iq
j=iq−q+1 Ξj,n and U[n/q]+1 =∑n
j=[n/q]q Ξj,n. Now, for an integer j that differs from an integer multiple of q by at
most [q/2], we have
sup
1≤k≤n
‖Sk‖ ≤ 2[q/2]Rn + sup
j>0
∥∥∥∥∥
j∑
i=1
Ui
∥∥∥∥∥ .
If q is even (respectively odd) then q = 2k (resp. q = 2k + 1) for some positive integer
k, implying [q/2] = [2k/2] = k (resp. [q/2] = [(2k+ 1)/2] = k) whence 2[q/2]Rn ≤ qRn
(resp. 2[q/2]Rn ≤ (q − 1)Rn). Thus, because % ≥ qRn,
P
(
sup
1≤k≤n
‖Sk‖ > 4%
)
≤ P (2[q/2]Rn > %) + P
(
sup
j>0
∥∥∥∥∥
j∑
i=1
Ui
∥∥∥∥∥ ≥ 3%
)
= P
(
sup
j>0
∥∥∥∥∥
j∑
i=1
Ui
∥∥∥∥∥ ≥ 3%
)
,(A.1)
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so it suffices to prove that
P
(
sup
j>0
∥∥∥∥∥
j∑
i=1
Ui
∥∥∥∥∥ ≥ 3%
)
≤
([
n
q
]
+ 1
)
β(q) + 2 (d1 + d2) exp
( −%2/2
nqs2n + qRn%/3
)
.
Enlarging the probability space as needed, by Lemma 5.1 (Berbee’s Lemma) of Rio
(2017) there is a sequence ξ∗i , 1 ≤ i ≤ [n/q] + 1, such that
(a) The random variable x∗i is distributed as xi for each 1 ≤ i ≤ [n/q] + 1.
(b) The sequences ξ∗2i, 1 ≤ 2i ≤ [n/q] + 1, and ξ∗2i−1, 1 ≤ 2i− 1 ≤ [n/q] + 1, comprise
of independent random variables.
(c) P (ξi 6= ξ∗i ) ≤ β(q + p) for 1 ≤ i ≤ [n/q] + 1.
Denote Ξ∗i,n = Ξn (ξ
∗
i ), and define U
∗
i in the obvious manner. Then, we have
(A.2) sup
j>0
∥∥∥∥∥
j∑
i=1
Ui
∥∥∥∥∥ ≤
[n/q]+1∑
i=1
‖Ui − U∗i ‖+ sup
j>0
∥∥∥∥∥
j∑
i=1
U∗2i
∥∥∥∥∥+ supj>0
∥∥∥∥∥
j∑
i=1
U∗2i−1
∥∥∥∥∥ .
Now, by (c), we have
P
[n/q]+1∑
i=1
‖Ui − U∗i ‖ ≥ %
 = P
[n/q]+1∑
i=1
‖Ui − U∗i ‖ ≥
[n/q]+1∑
i=1
%/ ([n/q] + 1)

≤
[n/q]+1∑
i=1
P (‖Ui − U∗i ‖ ≥ %/ ([n/q] + 1))
≤ ([n/q] + 1)β(q + p),
while for all 1 ≤ i ≤ [n/q] + 1 the matrices U∗i =
∑iq
j=iq−q+1 Ξ
∗
j,n satisfy ‖U∗i ‖ ≤ qRn
and
max
1≤j≤n
max
{∥∥∥∥∥E
(
j∑
i=1
UiU
∗′
i
)∥∥∥∥∥ ,
∥∥∥∥∥E
(
j∑
i=1
U∗
′
i U
∗
i
)∥∥∥∥∥
}
≤ nqs2n.
Furthermore, the sequence Uj =
∑j
i=1 U
∗
2i is a matrix martingale (because U
∗
2i is an
independent sequence and EUj = 0) with difference sequence Uj − Uj−1 = U∗2j . Thus,
by Corollary 1.3 of Tropp (2011),
(A.3) P
(
sup
j>0
∥∥∥∥∥
j∑
i=1
U∗2i
∥∥∥∥∥ ≥ %
)
≤ (d1 + d2) exp
( −%2/2
nqs2n + qRn%/3
)
.
The third term on the RHS of (A.2) is bounded similarly, whence the claim follows. 
Proof of Corollary A.1. In Theorem A.1, take % = Csn
√
nq log (d1 + d2) for a suffi-
ciently large constant C. Then the claim follows by the condition (n/q)β(q) = o(1)
and because Rn
√
q log (d1 + d2) = o (sn
√
n). To verify that % satisfies that requirement
of Theorem A.1, note that the latter condition implies Csn
√
n ≥ Rn
√
q log (d1 + d2)
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for sufficiently large n, so % ≥ qRn log(d1 + d2) ≥ qRn for sufficiently large n, assuming
d1 + d2 ≥ e ≈ 2.72. The latter condition fails only if the Ξi,n are scalar. 
Appendix B. Proofs of theorems
We begin with some notation. Let
A(γ) =
(
X∗(γ)′MXX∗(γ)
)−1
X∗(γ)′MX
with X∗(γ) having t-th row x∗t (γ)′ = x′t1 {t/n > γ}, MX is the residual maker for the
matrix X with t-th row x′t, and
B(γ) = RM(γ)−1Ω(γ)M(γ)−1R′.
Also, let Ω¯(γ) = n−1
∑n
t=1 xt(γ)x
′
t(γ)σ
2
t and xt(γ) = (x
′
t, x
′∗
t (γ))
′. It is also convenient
to recall that Mˆ = n−1X ′X and define Sˆ(γ) = n−1X ′∗(γ)X(γ).
B.1. Proofs for Section 3.
Proof of Theorem 3.1. Much of the details are delegated to Lemmas C.1-C.9 in Ap-
pendix C. In particular, we have shown in Lemma C.5, Appendix C that
(B.1) Qn(γ) = nε
′A(γ)′B(γ)−1A(γ)ε− p√
2p
+ op(1)
uniformly in γ.
Then, note that
(B.2)
(
X∗(γ)′MXX∗(γ)
)−1
= n−1
(
I − Mˆ−1Sˆ(γ)
)−1
Sˆ(γ)−1,
and
(B.3) X∗(γ)′MXε = X∗(γ)′ε− Sˆ(γ)Mˆ−1X ′ε,
because n−1X∗(γ)′X = Sˆ(γ). Using (B.2) and (B.3), we may write nε′A(γ)′B(γ)−1A(γ)ε/
√
2p
as
(B.4)
n−1R1(γ)′R2(γ)′B(γ)−1R2(γ)R1(γ)√
2p
where R1(γ) = Sˆ(γ)
−1X ′∗(γ)ε− Mˆ−1X ′ε and R2(γ) =
(
I − Mˆ−1Sˆ(γ)
)−1
. By adding
and subtracting terms we can decompose (B.4) as
∑4
i=1 ∆i(γ) +Rn(γ), with
∆1(γ) =
(
R1(γ)−R1(γ)
)′
R2(γ)
′B(γ)−1R2(γ)R1(γ)
n
√
2p
,
∆2(γ) =
R1(γ)
′R2(γ)′B(γ)−1R2(γ)
(
R1(γ)−R1(γ)
)
n
√
2p
,
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∆3(γ) =
R1(γ)
′ (R2(γ)− γ−1I)′B(γ)−1R2(γ)R1(γ)
n
√
2p
,
∆4(γ) =
R1(γ)
′B(γ)−1
(
R2(γ)− γ−1I
)
R1(γ)
γn
√
2p
,
where we write R1(γ) = (1− γ)−1Mˆ−1
(
γ
∑n
t=1 εtxt −
∑[nγ]
t=1 εtxt
)
and
(B.5)
Rn(γ) =
(∑[nγ]
t=1 εtxt − γ
∑n
t=1 εtxt
)′
Mˆ−1B(γ)−1Mˆ−1
(∑[nγ]
t=1 εtxt − γ
∑n
t=1 εtxt
)
γ2 (1− γ)2 n√2p .
By (C.9), the term sandwiched between the parentheses in the numerator of (B.5) is
(B.6)
(
Mˆ−1 −M−1
)
B(γ)−1Mˆ−1 +M−1B(γ)−1
(
Mˆ−1 −M−1
)
+ γ(1− γ)Ω−1.
Substituting (B.6) into (B.5) yields three terms corresponding to the three terms in
(B.6). The first of these, multiplied by the outside terms in the sandwich formula in
(B.5), has modulus bounded by a constant times
sup
γ∈Γ
n−1
(
‖X ′ε‖2 + ‖X∗(γ)′ε‖2
)∥∥∥Mˆ −M∥∥∥∥∥B(γ)−1∥∥∥∥M−1∥∥∥∥∥Mˆ−1∥∥∥2
√
p
= Op (
√
pκp) ,
by Assumptions 3 and 4, Assumption 5 and Lemmas C.1, C.3, and also (C.5), while
the second is similarly shown to be uniformly Op
(√
pκp
)
also. By (3.1), we conclude
that
Rn(γ) = Rn(γ) + op(1),
indicating that the theorem is proved if ∆i(γ) = op(1), i = 1, 2, 3, 4. But by previously
used techniques and Lemmas C.8 and C.9, we readily conclude that
sup
γ∈Γ
(∆1(γ),∆2(γ),∆3(γ),∆4(γ)) = Op (
√
pκp)
which are all negligible by (3.1), proving the theorem. 
Proof of Theorem 3.2. By Theorem 3.1, (C.24) and Lemma C.7 we have
Qn(γ) = Rn(γ)− p√
2p
+ op(1) = Tn(γ) + op(1),
uniformly in γ ∈ Γ, under H0. The claim now follows by Theorem C.1.

Proof of Theorem 3.3. Under H`, we have δˆ2(γ) = A(γ)X
∗ (γ0) δ2` + A(γ)ε + A(γ)r,
so that, writing D (γ, γ0) = A(γ)X
∗ (γ0), similar algebra to that used in Appendix C
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and Lemmas C.5-C.9 yields
Qn(γ) = Tn(γ) + 2nδ
′
2`D (γ, γ0)
′ Bˆ(γ)−1A(γ)ε√
2p
+
2nδ′2`D (γ, γ0)
′ Bˆ(γ)−1A(γ)r√
2p
+
nδ′2`D (γ, γ0)
′
(
Bˆ(γ)−1 −B(γ)−1
)
D (γ, γ0) δ2`√
2p
(B.7)
+
nδ′2`D (γ, γ0)
′ Bˆ(γ)−1D (γ, γ0) δ2`√
2p
+ op(1).
For the second term on the RHS of (B.7), note that this equals
2nδ′2`D (γ, γ0)
′B(γ)−1A(γ)ε√
2p
+
2nδ′2`D (γ, γ0)
′
(
Bˆ(γ)−1 −B(γ)−1
)
A(γ)ε
√
2p
=
2nδ′2`D (γ, γ0)B(γ)−1A(γ)ε√
2p
+Op
(
n ‖δ2`‖
∥∥n−1X ′ε∥∥∥∥∥Bˆ(γ)−B(γ)∥∥∥ /√p)
=
2nδ′2`D (γ, γ0)
′B(γ)−1A(γ)ε√
2p
+Op
(
p1/4 max {κp, vp}
)
,
proceeding like (C.18), the second stochastic order above being negligible by (3.8). By
Assumption 1, the first term has mean zero and variance equal to a constant times
τ ′D (γ, γ0)
′B(γ)−1A(γ)A(γ)′B(γ)−1D (γ, γ0) τ√
p
= Op(1/
√
p),
uniformly in γ by Lemmas C.3 and C.4 and the calculations therein.
By Assumption 2, the third term on the RHS of (B.7) is
Op
(
n ‖δ2`‖
∥∥n−1X ′r∥∥ /√p) = Op (1/p1/4) .
The fourth term on the RHS of (B.7) is readily seen to beOp
(∥∥∥Bˆ(γ)−1 −B(γ)−1∥∥∥) =
Op (max {κp, vp}), which is negligible by (3.8). Thus, by (C.9), (B.7) becomes
Qn(γ) = Tn(γ) + nδ
′
2`D (γ, γ0)
′B(γ)−1D (γ, γ0) δ2`√
2p
+ op(1)
= Tn(γ) + γ(1− γ)τ ′D (γ, γ0)′MΩ−1MD (γ, γ0) τ + op(1).
Now, by the definition of its components and steps similar to those elsewhere in the
paper, it is readily seen that∥∥∥∥D (γ, γ0)− (γ + γ0(1− γ)− (γ ∨ γ0))γ(1− γ) Ip
∥∥∥∥ = op(1),
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uniformly on Γ and that γ+γ0(1−γ)−(γ ∨ γ0) = −γγ0+(γ ∧ γ0) as γ+γ0−(γ ∨ γ0) =
(γ ∧ γ0) . Thus,
(B.8) Qn(γ)⇒ Q(γ) + (γγ0 − (γ ∧ γ0))
2
γ(1− γ) limn→∞ τ
′MΩ−1Mτ,
as a process in γ ∈ Γ by Theorem C.1, which gives the distribution of Qn(γ) under
H`. 
Proof of Theorem 3.5. We first prove that Assumption 3 is met for the partial sum only,
with the result for the full sum following from Corollary 4.2 of Chen and Christensen
(2015). By Assumption 5, we can normalize the xt so that E (xtx
′
t) = Ip without loss of
generality. The result then follows by Corollary A.1 by taking Ξt,n = n
−1 (xtx′t − Ip),
which implies that Rn ≤ n−1
(
Cϑ2p + 1
)
and s2n ≤ n−2
(
Cϑ2p + 1
)
. Similarly, but using
Assumption 6 instead of Assumption 5 yields the second claim.
The rest of the proof is given in Lemma B.1. 
Write Ω˜(γ) = n−1
∑n
t=1 xt(γ)x
′
t(γ)ε
2
t , and subsequently all expectations at time t
are taken conditional on zt.
Lemma B.1. Under Assumption Under Assumption 11,
sup
γ∈Γ
∥∥∥Ωˆ(γ)− Ω˜(γ)∥∥∥ = Op(min{p3
n
,
ϑ2pp
n
})
,(B.9)
sup
γ∈Γ
∥∥∥Ω˜(γ)− Ω¯(γ)∥∥∥ = Op( p√
n
)
.(B.10)
Proof of Lemma B.1. The matrix inside the norm on the LHS of (B.9) can be decom-
posed as
∑5
i=1 Ui(γ), with
U1(γ) = n
−1
n∑
t=1
xt(γ)x
′
t(γ)
[
x′t(γ)
(
δ − δˆ(γ)
)]2
,
U2(γ) = n
−1
n∑
t=1
xt(γ)x
′
t(γ)r
2
t ,
U3(γ) = 2n
−1
n∑
t=1
xt(γ)x
′
t(γ)
[
x′t(γ)
(
δ − δˆ(γ)
)]
εt,
U4(γ) = 2n
−1
n∑
t=1
xt(γ)x
′
t(γ)
[
x′t(γ)
(
δ − δˆ(γ)
)]
rt,
U5(γ) = n
−1
n∑
t=1
xt(γ)x
′
t(γ)rtεt.
36 STABILITY OF REGRESSION
Recall Lemma C.2 for supγ∈Γ
∥∥∥δ − δˆ(γ)∥∥∥ = Op (√p/n) . Now, since the maximum
eigenvalue of a non-negative definite symmetric matrix is less than equal to the trace,
‖U1(γ)‖ ≤ n−1
n∑
t=1
(
x′t(γ)xt(γ)
)2 (
δ − δˆ(γ)
)′ (
δ − δˆ(γ)
)
≤ 2pn−1
n∑
t=1
p∑
j=1
x4tj
∥∥∥δ − δˆ(γ)∥∥∥2
= Op
(
p2
)
Op (p/n) ,
uniformly in γ, by the fact that supt,j Ex
4
tj <∞ and (C.7). In a similar fashion,
E sup
γ∈Γ
‖U2(γ)‖ ≤ 2En−1
n∑
t=1
x′txtr
2
t ≤ 2
(
E
(
x′txt
)2
Er4t
)1/2
= O
(
p/
√
n
)
.
Applying similar techniques and the fact that E (|εt| |xt) ≤
√
E
(
ε2t |xt
)
= O (1) , we
obtain
‖U3(γ)‖ ≤ 4n−1
n∑
t=1
(
x′txt
)2 |εt| ∥∥∥δ − δˆ(γ)∥∥∥2 = Op (p3/n) ,
‖U4(γ)‖ ≤ 4n−1
n∑
t=1
(
x′txt
)3/2 ∥∥∥δ − δˆ(γ)∥∥∥ |rt|
≤ 4
∥∥∥δ − δˆ(γ)∥∥∥(n−1 n∑
t=1
(
x′txt
)2)3/4(
n−1
n∑
t=1
r4t
)1/4
≤ O
(√
p
n
p3/2
1
n1/4
)
,
‖U5(γ)‖ = 2n−1
n∑
t=1
(
x′txt
) |rtεt| = Op (p/√n) ,
all uniformly in Γ. Thus (B.9) is established.
To show (B.10), let xit, i = 1, . . . , p, be a typical element of xt. Then any element of
Ω˜(γ)− Ω¯(γ) is of the form n−1∑nt=1 xit(γ)xjt(γ) (ε2t − σ2t ), i, j = 1, . . . , p, and ε2t − σ2t
is an MDS by construction. Thus, it has mean zero and variance
n−2
n∑
t=1
Ex2it(γ)x
2
jt(γ)E
((
ε2t − σ2t
)2 |Ft−1) = Op (n−1) ,
by Assumptions 1 and the boundedness of Ex4it. Thus,
E
∥∥∥Ω˜(γ)− Ω¯(γ)∥∥∥2 = O (p2/n) ,
and the claim in (B.10) follows by Markov’s inequality. 
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Proof of Theorem 3.4. Assumption 1 is trivially met. Due to Jensen’s inequality and
condition (ii),
E |rt|2a =
 ∞∑
j=p
bj
2aE
∣∣∣∣∣∣
∞∑
j=p
bj∑∞
j=p bj
yt−j
∣∣∣∣∣∣
2a
≤
 ∞∑
j=p
bj
2a ∞∑
j=p
bj∑∞
j=p bj
E |yt−j |2a
= o
(
n−a
)
,
which verifies Assumption 2.
To verify Assumption 3, note that Lemma 3 in Berk (1974) showed the whole sum
convergence and it is readily extended to the partial sums by an extension of Kol-
mogorov maximal inequality for α-mixing, see e.g. Theorem 3.1 of Rio (2017). Note
that {yt} is β-mixing under condition (ii) as shown by e.g. Doukhan (1994), p. 79, The-
orem 2. Similarly, Assumption 4 and 7 follows due to the conditionally homoskedastistic
error variance estimation and the consistency proof for σˆ2 in Berk’s Theorem 1.
Finally, Assumption 5 and 6 are met due to Berk’s (2.14). 
B.2. Proofs for Section 4.
Proof of Theorem 4.1: Some parts of the proof are delegated to Section C in Appendix.
Because
∣∣∣Vˆ − V∣∣∣ ≤ ∣∣∣V˜ − V∣∣∣ + ∣∣∣Vˆ − V˜∣∣∣, in view of Theorem C.2 it is sufficient to prove
that Vˆ − V˜ = op(1). For this, note that
Vˆ − V˜ =
n∑
j=−n
k (j/ς)
(
Γˆ(j)− Γ˜(j)
)
= (np)−1
n∑
j=−n
k (j/ς)
n−j∑
t=1
(
ζˆtζˆt+j − ζtζt+j
)
= (np)−1
n∑
j=−n
k (j/ς)
n−j∑
t=1
p∑
i1,i2=1
(
Vˆti1 Vˆt+j,i2 − Vti1Vt+j,i2
)
= (np)−1
n∑
j=−n
k (j/ς)
n−j∑
t=1
(A1t,j +A2t,j) ,(B.11)
where, we recall Vti = htiεt and thus, with 1p×p denoting the p× p matrix of ones,
A1t,j = εˆtεˆt+j
p∑
i1,i2=1
(
hˆti1 hˆt+j,i2 − hti1ht+j,i2
)
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= εˆtεˆt+jx
′
t
(
Ωˆ−1/21p×pΩˆ−1/2 − Ω−1/21p×pΩ−1/2
)
xt+j ,
and
A2t,j =
 p∑
i1,i2=1
hti1ht+j,i2
 (εˆtεˆt+j − εtεt+j)
= x′tΩ
−1/21p×pΩ−1/2xt+j (εˆtεˆt+j − εtεt+j) .
To clarify the calculations above, denote by ei the p×1 vector with 1 in the i-th position
and zeros elsewhere and note that, for example,
p∑
i1,i2=1
hti1ht+j,i2 =
p∑
i1,i2=1
e′i1Ω
−1/2xte′i2Ω
−1/2xt+j
= x′tΩ
−1/2
p∑
i1,i2=1
ei1e
′
i2Ω
−1/2xt+j
= x′tΩ
−1/21p×pΩ−1/2xt+j .
We first record some preliminary calculations. First,
(B.12) εˆt = yt − x′tδˆ1(γ) = x′t
(
δˆ1(γ)− δ1
)
+ x′t1 (t/n > γ) δ2` + rt + εt = Op(1),
uniformly in t. Next, because ‖1p×p‖ = p,
(B.13) x′tΩ
−1/21p×pΩ−1/2xt+j = Op
(
p ‖xt‖ ‖xt+j‖
∥∥∥Ω−1/2∥∥∥2) = Op (p2) ,
uniformly in t, by Assumption 6 and finite fourth moments of xt components.
Then, using (B.12), uniformly in t, j, we have
(B.14) A1t,j = Op
(
p
∥∥∥Ωˆ−1/21p×pΩˆ−1/2 − Ω−1/21p×pΩ−1/2∥∥∥) .
The spectral norm is a particular case of a Ky Fan k-norm, implying that it is unitarily
invariant, see e.g. p. 92, equation (IV.33) of Bhatia (1995) with k = 1. Moreover,
λ
(
Ω−1/2
) ≥ c > 0 by Assumption 6. Thus, p. 318, Problem X.5.5 of Bhatia (1995)
yields
(B.15)
∥∥∥Ωˆ−1/2 − Ω−1/2∥∥∥ = Op (∥∥∥Ωˆ−1 − Ω−1∥∥∥) = Op (∥∥∥Ωˆ− Ω∥∥∥) ,
the last equality following by Assumption 6. Next, adding and subtracting Ωˆ−1/21p×pΩ−1/2,
the triangle inequality, the sub-multiplicative property of the spectral norm, (B.15) and
Assumption 6 ∥∥∥Ωˆ−1/21p×pΩˆ−1/2 − Ω−1/21p×pΩ−1/2∥∥∥
≤
∥∥∥Ωˆ−1/21p×p (Ωˆ−1/2 − Ω−1/2) + (Ωˆ−1/2 − Ω−1/2)1p×pΩ−1/2∥∥∥
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≤ ‖1p×p‖
∥∥∥Ωˆ−1/2 − Ω−1/2∥∥∥(∥∥∥Ω−1/2∥∥∥+ ∥∥∥Ωˆ−1/2∥∥∥)
= Op
(
p
∥∥∥Ωˆ− Ω∥∥∥)
= Op (pvp) ,
the last equality following by Assumption 7. Thus, from (B.14) we obtain
(B.16) A1t,j = Op
(
p2vp
)
= Op (f1(p)) ,
say. Similarly, using (B.13), we have
(B.17) A2t,j = Op
(
p2 |εˆtεˆt+j − εtεt+j |
)
.
Recall that εˆt − εt = x′t
(
δˆ1(γ)− δ1
)
+ x′t1 (t/n > γ) δ2` + rt and
∥∥∥δˆ1(γ)− δ1∥∥∥ =
Op
(∥∥∥δˆ(γ)− δ∥∥∥) = Op (√p/√n) implying that
(B.18) εˆt − εt = Op
(
max
{
p/
√
n, p3/4/
√
n
})
,
uniformly in t. Thus, observing that εˆtεˆt+j − εtεt+j = (εˆt − εt) εˆt+j − εt (εˆt+j − εt+j),
we apply (B.12) and (B.18) to obtain
(B.19) A2t,j = Op
(
p2 max
{
p/
√
n, p3/4/
√
n
})
= Op (f2(p)) ,
say. Thus, by (B.11), (B.16), (B.19) and Lemma 1 of Jansson (2002),
Vˆ − V˜ = Op
(
p−1ς
(∫
R
|k(x)| dx
)
sup
t,j
max {|A1t,j | , |A2t,j |}
)
= Op
(
p−1ς max {f1(p), f2(p)}
)
,
which is negligible by (4.3). 
B.3. Proofs for Section 5.
Proof of Theorem 5.1: This is a direct consequence of Theorem 3.2, Theorem 3.3, and
the continuous mapping theorem (CMT). 
Proof of Theorem 5.2. We begin with establishing an asymptotic equivalence under
both the null and alternative hypotheses. Since the Taylor series expansion yields that
log
(
1 +
c
m
)−m
2
= −m
2
log
(
1 +
c
m
)
= − c
2
+
c2
4m
− c
3
6m2
+O
(
1
m3
)
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for a large m, letting m =
√
p and applying an exponential transformation (exp (·))
√
p
for both sides we get(
1 + c√p
)− p
2(
− c
√
p
2
) = exp(c2
4
− c
3
6
√
p
+O
(
1
p
))
= exp
(
c2
4
)
O
(
e
− c3
6
√
p
+O
(
1
p
))
as p→∞. On the other hand,
1
2
c/
√
p
1 + c/
√
p
Wn (γ)−
c
√
p
2
=
1√
2
c
1 + c/
√
p
(
Wn (γ)− p√
2p
)
− c
2
2
(
1 + c/
√
p
)
=
(
c√
2
Qn (γ)− c
2
2
)
1
1 + c/
√
p
.
Thus, putting these together leads to
ExpWn (c) :=
(
1 +
c√
p
)− p
2
∫
exp
(
1
2
c/
√
p
1 + c/
√
p
Wn (γ)
)
dJ (γ)
=
∫
exp
((
c√
2
Qn (γ)− c
2
4
)
1
1 + c/
√
p
)
dJ (γ) exp
(
− c
3
6
√
p
+O
(
1
p
))
(B.20)
=
∫
exp
(
c√
2
Qn (γ)− c
2
4
)
dJ (γ) + op(1)
by the CMT, the weak convergences ofQn (γ) in Theorem 3.2 under H0 and in Theorem
3.3 under H`. This shows that the weak limit of ExpWn (c) coincides with that of
exp
(
c√
2
ExpQn(c)− c24
)
=
∫
exp
(
c√
2
Qn (γ)− c24
)
dJ (γ).
Next, we establish the asymptotic equivalence between ExpWn and LRn . Hereafter,
we drop the argument c as it does not cause any confusion. Let E denote the expectation
under the null and X = (x1, ..., xn). When X is strictly exogeneous, the Fubini theorem
and the law of iterated expectations yield that
E
∫ ∫
|b1|≥log p
exp
(
− 1
2σ20
n∑
t=1
((
yt − (n√p)−1/2 γtx′tb
)2 − y2t)
)
dQ (b) dJ (γ)
= E
∫ ∫
|b1|≥log p
E
[
exp
(
− 1
2σ20
n∑
t=1
((
yt − (n√p)−1/2 γtx′tb
)2 − y2t)
)
|X
]
× dQ (b) dJ (γ)
=
∫ ∫
|b1|≥log p
dQγ (b) dJ (γ)
→ 0,
since the expected value of a likelihood ratio is 1 under the null.
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Thus,
LRn =
∫ ∫
|b1|<log p
exp
(
− 1
2σ20
n∑
t=1
((
yt − (n√p)−1/2 γtx′tb
)2 − y2t)
)
dQ (b) dJ (γ)︸ ︷︷ ︸
:=LR1
+ op (1) .
Let mt =
(
n
√
p
)−1/2
γtx
′
tb1 and rt =
(
n
√
p
)−1/2
γtw
′
tb2. Then,(
yt − (n√p)−1/2 γtx′tb
)2 − y2t = ((yt −mt)2 − y2t )+ r2t − 2rtyt + 2rtmt.
For each γ, it follows from Fubini’s theorem that for strictly exogeneous X
E
[∫
exp
(
− 1
2σ20
n∑
t=1
(
r2t − 2rtyt
))
dQ2 (b2|b1) |X
]
=
∫
· · ·
∫ (
2piσ20
)−n/2
exp
(
− 1
2σ20
n∑
t=1
(rt − yt)2
)
dy1 · · · dyndQ2 (b2|b1) = 1,
since the integrand is a density of multivariate normal.
Also, note that yt = σ0εt being normal conditional on xt and rt is a function of xt
imply that
(B.21) E
[(
− 1
2σ20
(
r2t − 2rtyt
)) |xt] = ∫ 1√
2piσ20
exp
(
− 1
2σ20
(rt − yt)2
)
dyt = 1
as the integrand is a density of normal distribution. Then, it follows from Fubini’s
theorem and repeatedly applying (B.21) by means of the law of iterated expectations
that
E
[∫
exp
(
− 1
2σ20
n∑
t=1
(
r2t − 2rtyt
))
dQ2 (b2|b1)
]
=
∫
E exp
(
− 1
2σ20
n∑
t=1
(
r2t − 2rtyt
))
dQ2 (b2|b1)
=
∫
E
[
exp
(
− 1
2σ20
n−1∑
t=1
(
r2t − 2rtyt
))
E
[(
− 1
2σ20
(
r2n − 2rnyn
)) |xn]] dQ2 (b2|b1)
= 1.
Proceeding similarly, and in view of Jensen’s inequality
E
(∫
exp
(
− 1
2σ20
n∑
t=1
(
r2t − 2rtyt
))
dQ2 (b2|b1)
)2
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≤ E
∫
exp
(
− 1
σ20
n∑
t=1
(
r2t − 2rtyt
))
dQ2 (b2|b1)
=
∫
E
[
E
[∫
· · ·
∫ (
2piσ20
)−n/2
exp
(
−
n∑
t=1
(2rt − yt)2
2σ20
)
dy1 . . . dyn|X
]
× exp
(
n∑
t=1
r2t
σ20
)]
dQ2 (b2| b1)
=
∫
E exp
(
n∑
t=1
r2t
σ20
)
dQ2 (b2|b1)→ 1,
uniformly in γ and b1 by Assumption 16. For the convergence, note that |b2|22 is
uniformly bounded and |b2|22 → 0 as n→∞, and that
E exp
(
1
σ20
n∑
t=1
r2t
)
≤ sup
|a|2=1
E exp
(
1
n
√
pσ20
n∑
t=1
∣∣w′ta∣∣2 |b2|22
)
≤
(
max
t
sup
|a|2=1
E exp
(
1√
pσ20
∣∣w′ta∣∣2 |b2|22)
)
≤
(
max
t
sup
|a|2=1
E exp
(∣∣w′ta∣∣2)
)|b2|22/(σ20√p)
,
where the second inequality is due to Assumption 16 and the last is by Jensen’s inequal-
ity as |b2|22 /
√
p is less than 1, and then apply the dominated convergence theorem. As
we have shown that both the first and second moments converge to 1 uniformly in γ
and b1, we get
(B.22)
∫
exp
(
− 1
2σ20
n∑
t=1
(
r2t − 2rtyt
))
dQ2 (b2|b1) p−→ 1,
uniformly in γ and b1. Also,
sup
γ,b2
sup
|b1|<log p
exp
(
1
σ20
n∑
t=1
|rtmt|
)
= exp
(
sup
γ,b2
sup
|b1|<log p
(
1
σ20
n∑
t=1
|rtmt|
))
p−→ 1,
since
sup
γ,b2
sup
|b1|<log p
n∑
t=1
|rtmt| ≤ sup
|b1|<log p
|b1| sup
b2
∣∣w′tb2∣∣ 1n
n∑
t=1
∣∣∣∣1px′txt
∣∣∣∣1/2
= op
(
p−1/2 log p
)
,
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where the equality follows from the fact that E
∣∣∣1px′txt∣∣∣ and E sup|a|2=1 |w′ta| are bounded
by Assumption 16 and thus
sup
b2
E
∣∣w′tb2∣∣ ≤ E sup
|a|2=1
∣∣w′ta∣∣ sup
b2
|b2|2 = O
(
n−1/2
)
.
This in turn implies that
(B.23) sup
γ,b2
sup
|b1|<log p
∣∣∣∣∣exp
(
1
σ20
n∑
t=1
rtmt
)
− 1
∣∣∣∣∣ = op (1) ,
since maxx
∣∣1− efn(x)∣∣ ≤ maxx e|fn(x)| − 1. Then, by (B.23)
LR1 =
∫ ∫
|b1|<log p
∫
exp
(
− 1
2σ20
n∑
t=1
(
r2t − 2rtyt
))
dQ2 (b2|b1)
× exp
(
− 1
2σ20
n∑
t=1
(
(yt −mt)2 − y2t
))
dQ1 (b1) dJ (γ) + op (1) ,
and then by (B.22)
LR1 =
∫ ∫
|b1|<log p
exp
(
− 1
2σ20
n∑
t=1
(
(yt −mt)2 − y2t
))
dQ1 (b1) dJ (γ)︸ ︷︷ ︸
:=LR2
+ op (1) .
Next, let M = Extx
′
t, and
H (γ) = T ⊗M, with T = − 1
σ20
(
1− γ 1− γ
1− γ 1
)
.
Also let xt (γ) = (x
′
t1 {t/n > γ} , x′t)′ , h = p−1/4 (1, γ − 1)′ ⊗ b1, and
θ¯γ = H (γ)−1 1√
nσ20
n∑
t=1
xt (γ) εt.
As γt = γ − 1 {t/n ≤ γ} , we can write
− 1
2σ20
n∑
t=1
(
−2εt (n√p)−1/2 γtx′tb1 + (n
√
p)−1
(
γtx
′
tb1
)2)
,
=
1√
nσ20
n∑
t=1
εtxt (γ)
′ h− h′ 1
2n σ20
n∑
t=1
(
xt (γ)xt (γ)
′)h
= h′H (γ) θ¯ − 1
2
h′H (γ)h+ op (1)
=
1
2
θ¯
′H (γ) θ¯ − 1
2
(
θ¯ − h)′H (γ) (θ¯ − h)+ op (1) ,
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by the functional CLT for the second equality, which is uniform in γ and |b1| < log p,
and by a simple algebra for the third equality. Thus, solving squares and recalling
yt = σ0εt implies that LR2 equals∫ ∫
|b1|<log p
exp
(
1
2
θ¯
′H (γ) θ¯ − 1
2
(
θ¯ − h)′H (γ) (θ¯ − h)) dQ1 (b1) dJ (γ) + op (1)
=
∫ ∫
exp
(
1
2
θ¯
′H (γ) θ¯ − 1
2
(
θ¯ − h)′H (γ) (θ¯ − h)) dQ1 (b1) dJ (γ)︸ ︷︷ ︸
LR3
+ op (1)
since
exp
(
1
2
θ¯
′H (γ) θ¯ − 1
2
(
θ¯ − h)′ H (γ) (θ¯ − h)) ≤ exp(1
2
θ¯
′H (γ) θ¯
)
= Op (1)
and
∫ ∫
|b1|≥log p dQ1 (b1) dJ (γ) → 0. Furthermore, it follows from the algebra of An-
drews and Ploberger (1994) in their Theorem A.1 (b) that∫
exp
(
1
2
θ¯
′H (γ) θ¯ − 1
2
(
θ¯ − h)′H (γ) (θ¯ − h)) dQ (h)
= (1 + cp)
−p/2 exp
(
1
2
cp
1 + cp
γ (1− γ) 1
σ20
δ¯ (γ)′Mδ¯ (γ)
)
where cp = c/
√
p, for which we recall that h = p−1/4 (1, γ − 1)′ ⊗ b1 and b1 ∼
N
(
0, cσ20 (γ (1− γ)M)−1
)
. Also, due to Theorem 3.3,
Wn (γ) = γ (1− γ) 1
σ20
δ¯ (γ)′Mδ¯ (γ) + op (
√
p)
uniformly in γ. Thus,
LR3 = (1 + c/
√
p)−
p
2
∫
exp
(
1
2
c/
√
p
1 + c/
√
p
Wn (γ)
)
dJ (γ)︸ ︷︷ ︸
:=ExpWn
+ op (1) .
This completes the asymptotic equivalence under the null.
Turning to the asymptotic equivalence under the alternatives H`n, we do it by re-
sorting to the contiguity of the local alternative densities to the null density. That is,
if the two tests are equivalent under the null and the local alternatives are contiguous
to the null, the probability that they are not equal should converge to zero under these
alternatives as well by the definition of the contiguity. Since the likelihood ratio statis-
tic converges to
∫
exp
(
c√
2
Q (γ)− c24
)
dJ (γ) under the null H0 with Q (γ) distributed
as the standard normal, we note that
E exp
(
c√
2
Q (γ)− c
2
4
)
= exp
(
c2
4
− c
2
4
)
= 1,
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from which the contiguity follows by le Cam’s first lemma, see e.g. van der Vaart
(1998). This completes the proof. 
Proof of Proposition 1. Andrews (1993) shows in (A.33) that the process Wp can be
equivalently represented as
Wp (γ) = Bp (γ/ (1− γ))
′Bp (γ/ (1− γ))
γ/ (1− γ) =
Bp (φ)
′Bp (φ)
φ
=: W¯p (φ) ,
where φ = φ (γ) = γ/ (1− γ), which is strictly increasing in γ ∈ (0, 1).
Then, we show that the entire covariance kernel of W¯p (φ) is proportional to 2p and
pivotal. Let φ1 < φ2 and ∆ = Bp (φ2) − Bp (φ1). Note the independent increment
condition of the Brownian motion Bp and that Bp (φ)
′Bp (φ) /φ and ∆′∆/ (φ2 − φ1)
are independent and Chi-squared distributed with mean p and variance 2p to obtain
that
EW¯p (φ1) W¯p (φ2)
= E
(
Bp (φ1)
′Bp (φ1)
φ1
)(
Bp (φ1)
′Bp (φ1)
φ2
+
∆′∆
φ2
+ 2
Bp (φ1)
′∆
φ2
)
=
E
(
Bp (φ1)
′Bp (φ1)
)2
φ1φ2
+
E
(
Bp (φ1)
′Bp (φ1)
)
E∆′∆
φ1φ2
= φ1
2p+ p2
φ2
+
p2
φ2
(φ2 − φ1)
=
φ1
φ2
2p+ p2.
Thus,
cov
(W¯p (φ1) , W¯p (φ2)) = φ1φ2 2p.
Since W¯p (φ) can be represented by the sum of p iid standard normals, the finite-
dimensional convergence of the process Qp (φ) :=
(W¯p (φ)− p) /√2p to a centered
gaussian process, say Q (φ), with the following covariance kernel
EQ (φ1)Q (φ2) =
φ1 ∧ φ2
φ1 ∨ φ2
,
(as p→∞) is straightforward by the CLT and Cramer-Wold device. It is worth noting
that Qp (φ) is invariant to p up to the second moment. This is obvious for each φ due
to the centering and scaling but not for the covariance kernel.
Next, we verify the uniform tightness of the processes. De Long (1981) derived the
exact crossing probability for W¯p (φ) in its equation (4) through an expansion and an
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upper bound for the tail probability on p.2205, which is given by
P
{
sup
1<φ<T
Bp (φ)
′Bp (φ) /φ > c
}
≤ (c/2)
p/2 exp (−c/2)
Γ (p/2)
(
log (T )
(
1− p
c
)
+
2
c
+O
(
1
c2
))
where Γ () is the Gamma function. Set c = c¯
√
2p + p and then note that the upper
bound is bounded for all p and the the bound goes to zero as c¯ → ∞, implying
that the processes
(W¯p (φ)− p) /√2p is uniformly tight. More specifically, note that
p
c2
= p
c¯
√
2p+p
< 1, and
(c/2)p/2 exp (−c/2)
Γ (p/2)
=
(
c¯
√
2p+p
2
)p/2
exp
(− (c¯√2p+ p) /2)
Γ (p/2)
∼
(
c¯
√
2p+p
2
)p/2
exp
(− (c¯√2p+ p) /2)√
2pi (p/2) (p/2)p/2 e−p/2
where the approximation of the Gamma function is due to Stirling’s formula for large
p’s. For each c¯, after cancellation, the log transformation of the ratio (up to a constant)
ends up with
p
2
log
(
p+ c¯
√
2p
2
)
− c¯
√
p√
2
− 1
2
log
(p
2
)
− p
2
log
(p
2
)
=
p
2
(
log
p
2
+ log
(
1 +
c¯
√
2√
p
))
− c¯
√
p√
2
−
(
1 +
p
2
)
log
p
2
= −c¯2 +
∞∑
j=1
c¯j+22(j+2)/2
(j + 2) pj/2
(−1)j+1 − log p
2
,
whose the supremum over p is bounded and goes to zero as c¯ → ∞. Thus, Qp (φ) ⇒
Q (φ) over any compact set follows.
Finally, a standard algebra can show that the covariance kernel of Q(γ) with γ =
φ/(1 + φ) matches that of Q(γ) only if V = 1. 
Appendix C. Lemmas and additional theorems
C.1. For Section 3. Write G(γ) = X∗(γ)−γX, with t-th row gt(γ)′. We first establish
the weak convergence of
(C.1) Tn(γ) =
n−1
∑
s 6=t gt(γ)
′Ω−1gs(γ)εtεs
γ (1− γ)√2p ,
as a process indexed by γ on any compact subset Γ in (0, 1) under the uniform metric.
This result is crucial to the proof of Theorem 3.2.
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Theorem C.1. Under Assumptions 1-9 ,
Tn(γ)⇒ Q(γ), as n→∞,
on any compact subset Γ in (0, 1).
Proof of Theorem C.1. First, note that Tn(γ) equals
[
γ (1− γ)√2p]−1 times
1
n
[nγ]∑
s,t=1
s 6=t
x′tΩ
−1xsεtεs − 2γ
n
n∑
s=1
[nγ]∑
t=1
s6=t
x′tΩ
−1xsεtεs +
γ2
n
n∑
s,t=1
s 6=t
x′tΩ
−1xsεtεs
and thus
Tn(γ) =
√
2
γ (1− γ)
[
An(γ)− γ
[
An(1) +An(γ)− A¯n(γ)
]
+ γ2An(1)
]
,
=
√
2
(
An(γ)
γ
+
A¯n (γ)
(1− γ) −An(1)
)
,
where
An(γ) =
1
n
√
p
[nγ]∑
s=2
s−1∑
t=1
ξ′tξs,
A¯n(γ) =
1
n
√
p
n∑
s=[nγ]+1
s−1∑
t=[nγ]+1
ξ′tξs,
and ξt = {ξti}pi=1 = Ω−1/2xtεt being an mds.
Due to the symmetric nature of the two processes, the tightness proof is almost
the same for both processes. We elaborate the tightness of An (γ) , for which we note
that An (γ) is a partial sum process of a heterogeneous martingale difference array
wns = ξ
′
s
∑s−1
t=1ξt/
√
np, and thus it is sufficient to show
E |An (γ1)−An (γ2)|4 = E
∣∣∣∣∣∣ 1√n
[nγ2]∑
s=[nγ1]+1
wns
∣∣∣∣∣∣
4
= O (|γ2 − γ1|) maxs E |wns|
4(C.2)
= O (|γ2 − γ1|)O
(
max
s>t
E
∣∣ξ′sξt∣∣4 /p2) = O (|γ2 − γ1|) ,
where we apply Burkho¨lder inequality for the second, third equalities and Assumption
9.
Next, we derive the finite dimensional convergence. We apply the mds CLT (e.g.
Theorem 3.2 in Hall and Heyde (1980)). Their conditions (3.18) that maxt |wnt| /
√
n =
op (1) and (3.20) that E
(
maxt |wnt|2
)
is bounded are met due to (C.2). To verify
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the remaining condition that
∑
tw
2
ns/n converges in probability, we note that w
2
ns is
uniformly integrable due to (C.2) and derive the limit of the covariance kernel of the
process
(
An (γ) , A¯n (γ)
)′
. Note that E (An (γ2)−An (γ1))An (γ1) = 0 for any γ1 < γ2.
Thus, we compute
E |An (γ)|2 = 1
n
[nγ]∑
s=1
Ew2s
=
1
n2
[nγ]∑
s=1
s
 1
sp
tr
s−1∑
t1,t2=1
E
[
Ω−1xsx′sε
2
sΩ
−1xt1x
′
t2εt1εt2
]
=
([nγ] + 1) [nγ]
2n2
lim
s,p→∞
 1
sp
tr
s−1∑
t1,t2=1
E
[
Ω−1xsx′sε
2
sΩ
−1xt1x
′
t2εt1εt2
]+ o (1)
=
γ2V
2
+ o (1) ,
where V is given in (3.5). Thus,
E (An (γ1)An (γ2))→
(γ1 ∧ γ2)2
2
V.
Similarly, note E
(
A¯n (γ2)− A¯n (γ1)
)
A¯n (γ1) = 0 for any γ1 > γ2.
E
∣∣A¯n (γ)∣∣2 = E
∣∣∣∣∣∣ 1n√p
n∑
s=[nγ]+1
s−1∑
t=[nγ]+1
ξ′tξs
∣∣∣∣∣∣
2
= E
∣∣∣∣∣∣ 1n√p
n−[nγ]∑
s=1
s−1∑
t=1
ξ′t+[nγ]ξs+[nγ]
∣∣∣∣∣∣
2
=
(1− γ)2 V
2
+ o (1) ,
implying that
E
(
A¯n (γ1) A¯n (γ2)
)→ (1− (γ1 ∨ γ2))2
2
V
And
E
(
An (γ1) A¯n (γ2)
)
=
1 {γ1 > γ2}
n2p
[nγ1]∑
s=[nγ2]+1
trE
ξsξ′s s−1∑
t=1
s−1∑
u=[nγ2]+1
ξtξ
′
u

=
1 {γ1 > γ2}
n2
[nγ1]∑
s=[nγ2]+1
(s− 1− [nγ2])V + o (1)
=
1 {γ1 > γ2}
2
(γ1 − γ2)2 V + o (1) ,
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under Assumption 8 that
lim
s,p→∞
 1
sp
tr
s∑
t1=1
[sγ]∑
t2=1
E
(
Ω−1xsx′sε
2
s
) (
Ω−1xt1x
′
t2εt1εt2
) = γV.
Therefore, we conclude that(
An (γ)
A¯n (γ)
)
⇒
√
V
2
(
W (γ)
W¯ (γ)
)
.
Finally, apply the continuous mapping theorem to get
Tn(γ) =
√
2
(
An(γ)
γ
+
A¯n (γ)
(1− γ) −An(1)
)
⇒
√
V
(
W (γ)
γ
+
W¯ (γ)
(1− γ) −W (1)
)
= Q(γ),
on any compact subset Γ in (0, 1). 
We note some preliminary calculations useful for the sequel. Note that
δˆ2(γ) = A(γ)y = δ2 +A(γ)e = δ2 +A(γ)ε+A(γ)r.
Because δ2 = 0 under H0, we have
(C.3) Wn(γ) = n (ε+ r)
′A′(γ)Bˆ(γ)−1A(γ) (ε+ r) ,
where Bˆ(γ) = RMˆ(γ)−1Ωˆ(γ)Mˆ(γ)−1R′.
Lemma C.1. Under the conditions of Theorem 3.1, for all sufficiently large n,
sup
γ∈Γ
∥∥∥Mˆ(γ)∥∥∥+ sup
γ∈Γ
∥∥∥Mˆ(γ)−1∥∥∥ = Op(λ−1n ).
Proof. Note that, by the triangle inequality,∥∥∥Mˆ(γ)−1∥∥∥ ≤ ∥∥∥Mˆ(γ)−1∥∥∥∥∥∥Mˆ(γ)−M(γ)∥∥∥∥∥M(γ)−1∥∥+ ∥∥M(γ)−1∥∥ ,
so ∥∥∥Mˆ(γ)−1∥∥∥(1− ∥∥∥Mˆ(γ)−M(γ)∥∥∥∥∥M(γ)−1∥∥) ≤ ∥∥M(γ)−1∥∥ ,
using the triangle inequality. Taking limits of the last displayed expression as n→∞
and using Assumption 3, the rate condition (3.1) and Assumption 5 yields
∥∥∥Mˆ(γ)−1∥∥∥ =
Op(λ
−1
n ). Next, noting that∥∥∥Mˆ(γ)∥∥∥ ≤ ∥∥∥Mˆ(γ)−M(γ)∥∥∥+ ‖M(γ)‖ ,
the lemma follows by using Assumption 3 and Assumption 5 once again. 
It is useful to first establish the stochastic order of
∥∥∥δ − δˆ(γ)∥∥∥.
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Lemma C.2. Under the conditions of Theorem 3.1, supγ∈Γ
∥∥∥δ − δˆ(γ)∥∥∥ = Op (λ−1n √p/n) .
Proof. Note that δ − δˆ(γ) = Mˆ(γ)−1n−1∑nt=1 xt(γ)et and that∥∥∥δ − δˆ(γ)∥∥∥2 = Op
∥∥∥Mˆ(γ)−1∥∥∥2 n−2 ∥∥∥∥∥
n∑
t=1
xt(γ)et
∥∥∥∥∥
2
 = λ−1n Op
n−2 ∥∥∥∥∥
n∑
t=1
xt(γ)et
∥∥∥∥∥
2

= λ−1n Op
n−2 ∥∥∥∥∥
n∑
t=1
xt(γ)εt
∥∥∥∥∥
2
+ n−2
∥∥X(γ)′r∥∥2
 ,
uniformly in γ, by Lemma C.1. Next, E
(
n−2 ‖∑nt=1 xt(γ)εt‖2) equals
(C.4) E
n−2 n∑
s,t=1
x′t(γ)xs(γ)εsεt
 ,
which is
(C.5) n−2
n∑
t=1
‖xt(γ)‖2 σ2t + 2n−2
∑
s<t
x′t(γ)xs(γ)E (εsE (εt|εr, r < t)) = Op (p/n) ,
by Assumptions 1 and Ex′t(γ)xt(γ) = O (p). Finally,
(C.6) n−2
∥∥X(γ)′r∥∥2 ≤ n−2 ‖X(γ)‖2 ‖r‖2 = λ(Mˆ(γ))n−1 ‖r‖2 = λ−1n Op (1/n) ,
by (2.3) and Lemma C.1. Therefore,
(C.7) sup
γ∈Γ
∥∥∥δ − δˆ(γ)∥∥∥ = λ−1n Op (√p/√n) ,
by Markov’s inequality. 
Observe that because
(C.8) M(γ)−1 =
[
(1− γ)−1M−1 (1− γ)−1M−1
(1− γ)−1M−1 [γ(1− γ)]−1M−1
]
,
we have
(C.9) B(γ)−1 = γ(1− γ)MΩ−1M.
Lemma C.3. Under the conditions of Theorem 3.1,
sup
γ∈Γ
{λ (B(γ))}−1 = O(λ−2n ) and sup
γ∈Γ
λ (B(γ)) = O(λ−1n ).
Proof. We first show supγ∈Γ {λ (B(γ))}−1 = O(1). Now, {λ (B(γ))}−1 = λ
(
B(γ)−1
)
,
which, using (C.9), is bounded by
Cλ
(
MΩ−1M
)
= C
∥∥MΩ−1M∥∥ ≤ Cλ (M)2 λ (Ω)−1 = O(λ−1n ),
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uniformly on the compact Γ, using Assumptions 5 and 6. For the second part of the
claim, because (C.9) implies B(γ) = [γ(1− γ)]−1M−1ΩM−1, it follows similarly that
λ (B(γ)) is uniformly bounded by a constant times 2
λ
(
M−1ΩM−1
)
=
∥∥M−1ΩM−1∥∥ ≤ λ (M)−2 λ (Ω) = O(λ−2n ).

Lemma C.4. Under the conditions of Theorem 3.2,
sup
γ∈Γ
∥∥∥Bˆ(γ)∥∥∥+ sup
γ∈Γ
∥∥∥Bˆ(γ)−1∥∥∥ = Op(λ−2n ).
Proof. First, define B˜(γ) = RMˆ(γ)−1Ω(γ)Mˆ(γ)−1R′. We will use uniform bounds in
the calculations without explicitly mentioning this in each step to simplify notation.
Proceeding as in the proof of Lemma C.1, we can write∥∥∥Bˆ(γ)−1∥∥∥(1− ∥∥∥Bˆ(γ)− B˜(γ)∥∥∥) ≤ ∥∥∥B˜(γ)−1∥∥∥ ,(C.10) ∥∥∥B˜(γ)−1∥∥∥(1− ∥∥∥B˜(γ)−B(γ)∥∥∥) ≤ ∥∥B(γ)−1∥∥ .(C.11)
Next, Lemma C.1 implies
(C.12)
∥∥∥Bˆ(γ)− B˜(γ)∥∥∥ ≤ ‖R‖2 ∥∥∥Mˆ(γ)−1∥∥∥2 ∥∥∥Ωˆ(γ)− Ω(γ)∥∥∥ = Op (vp) ,
by (3.8) and Assumption 7. On the other hand, B˜(γ)−B(γ) equals
R
[
Mˆ(γ)−1Ω(γ)Mˆ(γ)−1 −M(γ)−1Ω(γ)M(γ)−1
]
R′.
By adding and subtracting terms inside the square brackets, this can be written as
R
[
M(γ)−1
(
Mˆ(γ)−M(γ)
)
Mˆ(γ)−1Ω(γ)Mˆ(γ)−1
]
R′
+RM(γ)−1Ω(γ)M(γ)−1
(
Mˆ(γ)−M(γ)
)
Mˆ(γ)−1R′.(C.13)
By this fact, Assumptions 3 5 and 7, Lemmas C.1 and B.1 and (3.8), we deduce from
(C.13) that
(C.14)
∥∥∥B˜(γ)−B(γ)∥∥∥ = Op (∥∥∥Mˆ(γ)−M(γ)∥∥∥+ vp) = op(1).
The lemma now follows by taking limits of (C.10) and (C.11), and using (C.12), (C.14)
and Lemma C.3. 
Lemma C.5. Under the conditions of Theorem 3.2 and H0,
Wn(γ)√
2p
=
nε′A(γ)′B(γ)−1A(γ)ε√
2p
+ op(1).
2If λ(MΩ−1M) ≥ λn, then the bound in this lemma becomes O(λ−1n ).
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Proof. Recall the notation Mˆ = n−1X ′X and Sˆ(γ) = n−1X ′∗(γ)X(γ). Notice that
from (C.3) we obtain
(C.15)
Wn(γ)√
2p
=
nε′A(γ)′Bˆ(γ)−1A(γ)ε√
2p
+
2nε′A(γ)′Bˆ(γ)−1A(γ)r√
2p
+
nr′A(γ)′Bˆ(γ)−1A(γ)r√
2p
,
with r the n× 1 vector with elements rt. Begin with the modulus of the last term on
the RHS of (C.15). Recalling the relation in (B.2) and (B.3) for A(γ)r, we bound it by
Cn/
√
2p times∥∥n−1X ′r∥∥2 ∥∥∥I − Sˆ(γ)Mˆ−1∥∥∥2 ∥∥∥(n−1X∗(γ)′MXX∗(γ))−1∥∥∥2 ∥∥∥Bˆ(γ)−1∥∥∥ .(C.16)
= Op(λ
−2
n n
−1),
where Assumption 2 bounds the first term, Lemma C.8 yields a bound for the second
and third terms after expanding the third term by (B.2), and the last term is Op(1)
Lemma C.4. Thus (C.16) implies that the third term on the RHS of (C.15) is op (1).
We now show that the first term on the RHS of (C.15) is
(C.17)
nε′A(γ)′B(γ)−1A(γ)ε√
2p
+ op(1).
Indeed, as above,
nε′A(γ)′
(
Bˆ(γ)−1 −B(γ)−1
)
A(γ)ε
√
2p
=
n√
p
Op
(∥∥n−1X ′ε∥∥2 ∥∥∥Bˆ(γ)−1 −B(γ)−1∥∥∥)
=
√
pOp
(
B(γ)−1
∥∥∥B(γ)− Bˆ(γ)∥∥∥ Bˆ(γ)−1)
= λ−4n
√
pOp
(∥∥∥Mˆ(γ)−M(γ)∥∥∥+ ∥∥∥Ωˆ(γ)− Ω(γ)∥∥∥)
= Op
(
λ−4n
√
p (κp + vp)
)
,(C.18)
by Assumption 7, Lemma C.4 (using also equations (C.5), (C.12) and (C.14)) in the
proofs thereof) and Assumptions 3 and 4. This is negligible by (3.8).
For the second term on the RHS of (C.15), apply the Cauchy-Schwarz inequality,
the preceding two results, and Theorem 5.1, which shows together with (C.18) that the
first term in on the RHS of (C.15) is Op(1). Then, the second term becomes Op(p
−1/4),
establishing the lemma. 
Denote, for convenience, C(γ) = [γ (1− γ)]−1 n−1Σ 12G(γ)Ω−1G(γ)Σ 12 , where Σ =
diag
[
σ21, . . . , σ
2
n
]
.
Lemma C.6. Under the conditions of Theorem 3.2, any eigenvalue λ of C(γ) satisfies
P (|λ(λ− 1)| < η)→ 1,
STABILITY OF REGRESSION 53
as n→∞, for any η > 0.
Proof. We have
C(γ)2 = [γ (1− γ)]−1 n−1Σ 12G(γ)Ω−1 [γ (1− γ)]−1 n−1G(γ)′ΣG(γ)Ω−1G(γ)′Σ 12
= [γ (1− γ)]−1 n−1Σ 12G(γ)Ω−1ΩΩ−1G(γ)′Σ 12
+ [γ (1− γ)]−1 n−1Σ 12G(γ)Ω−1
{
[γ (1− γ)]−1 n−1G(γ)′ΣG(γ)− Ω
}
× Ω−1G(γ)′Σ 12
= C(γ) +D(γ),
say. We now prove that
(C.19) ‖D(γ)‖ = op(1) as n→∞.
In view of Assumptions 1, 5 and 6, to prove (C.19) it suffices to show that
(C.20)
∥∥∥[γ (1− γ)]−1 n−1G(γ)′ΣG(γ)− Ω∥∥∥ = op(1).
But
n−1G(γ)′ΣG(γ) = n−1(1− 2γ)
[nγ]∑
t=1
xtx
′
tσ
2
t + γ
2Ω
= (1− 2γ)
n−1 [nγ]∑
t=1
xtx
′
tσ
2
t − γΩ
+ [γ(1− γ)] Ω,
so (C.20) follows if
∥∥∥n−1∑[nγ]t=1 xtx′tσ2t − γΩ∥∥∥ = op(1), which is true by Assumption 7.
Thus (C.19) is established.
Let λ be any eigenvalue of C(γ) and w be the corresponding eigenvector, normalised
to ‖w‖ = 1. Because λw = C(γ)w, we have λC(γ)w = C(γ)2w = [C(γ) +D(γ)]w =
λw +D(γ)w, implying λ(λ− 1)w = D(γ)w. Thus
(C.21) |λ(λ− 1)| = ‖D(γ)w‖ ≤ ‖D(γ)‖ .
Then, for arbitrary η > 0,
P (|λ(λ− 1)| < η) = P (‖D(γ)w‖ < η) ≥ P (‖D(γ)‖ < η)→ 1, as n→∞,
by (C.19). This completes the proof. 
We have Rn(γ) = [γ (1− γ)]−1 n−1ε′G(γ)′Ω−1G(γ)′ε, which in turn equals
(C.22) [γ (1− γ)]−1 n−1
n∑
t,s=1
gt(γ)
′Ω−1gs(γ)εtεs.
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Note that tr {C(γ)} is the sum of the eigenvalues of C(γ), which is a symmetric matrix
with rank p. Thus, in view of Lemma C.6 it has p eigenvalues that approach 1 in
probability, with the remainder approaching 0. Thus,
(C.23)
Rn(γ)− tr (C(γ))√
2p
=
Rn(γ)− p√
2p
+ op(1),
whence using (C.22) we deduce that (C.23) equals
(C.24)
n−1
∑n
t=1 gt(γ)
′Ω−1gt(γ)
(
ε2t − σ2t
)
+ n−1
∑
s 6=t gt(γ)
′Ω−1gs(γ)εtεs
γ (1− γ)√2p .
Lemma C.7. Under the conditions of Theorem 3.2,
(C.25) sup
γ∈Γ
n−1
n∑
t=1
gt(γ)
′Ω−1gt(γ)
(
ε2t − σ2t
)
= op(1) as n→∞.
Proof. Conditional on xt, the LHS of (C.25) has mean zero and variance
n−2
n∑
t=1
(
gt(γ)
′Ω−1gt(γ)
)2
E
[(
ε2t − σ2t
)2]
(C.26)
+ 2n−2
∑
s<t
gs(γ)
′Ω−1gs(γ)gt(γ)′Ω−1gt(γ)E
[(
ε2t − σ2t
) (
ε2s − σ2s
)]
.(C.27)
The expectation in (C.27) equals E
[(
ε2t − σ2t
)
E
((
ε2s − σ2s
) |εs)] = 0, by Assumption
1. Also by Assumption 1, (C.26) is bounded by a constant times
n−2
∥∥Ω−1∥∥2 n∑
t=1
‖gt(γ)‖4 ≤ n−2
∥∥Ω−1∥∥2 n∑
t=1
(
‖xt(γ)‖4 + γ4 ‖xt‖4
)
= Op
(
p2
n
)
,
uniformly in γ, the last equality following by Assumptions 6 and 2. 
Lemma C.8. Under the conditions of Theorem 3.2, as n→∞,∥∥∥∥(I − Mˆ−1Sˆ(γ))−1 − γ−1I∥∥∥∥ = Op (κp) .
Proof. First note that
∥∥∥(I − Mˆ−1Sˆ(γ))− γI∥∥∥ equals∥∥∥(1− γ)I − Mˆ−1 (Sˆ(γ)− (1− γ)M)− (1− γ)Mˆ−1M∥∥∥
≤ (1− γ)
∥∥∥Mˆ−1∥∥∥(∥∥∥Mˆ −M∥∥∥+ ∥∥∥Sˆ(γ)− (1− γ)M∥∥∥)
= Op (κp) ,
by Assumptions 3 and 4 and Assumption 5. Since(
I − Mˆ−1Sˆ(γ)
)−1 − γ−1I = −γ−1 (I − Mˆ−1Sˆ(γ))−1 {(I − Mˆ−1Sˆ(γ))− γI}
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and
∥∥∥∥(I − Mˆ−1Sˆ(γ))−1∥∥∥∥ ≤ ∥∥∥Mˆ∥∥∥∥∥∥∥(n−1∑[nγ]t=1 xtx′t)−1∥∥∥∥ = Op(1), by Assumptions 3
and 4, Assumption 5, the lemma is established. 
Lemma C.9. Under the conditions of Theorem 3.2, as n→∞,∥∥∥∥∥∥
(
Sˆ(γ)−1X ′∗(γ)ε− γ(1− γ)−1Mˆ−1X ′ε
)
− Mˆ−1
(∑[nγ]
t=1 εtxt − γ
∑n
t=1 εtxt
)
1− γ
∥∥∥∥∥∥
= Op (
√
npκp) .
(C.28)
Proof. First note that
(1− γ)−1
[nγ]∑
t=1
εtxt − γ
n∑
t=1
εtxt
 = (1− γ)−1X ′∗(γ)ε− γ(1− γ)−1X ′ε,
so the term inside the norm in (C.28) equals
(C.29)(
Sˆ(γ)−1 − (1− γ)−1Mˆ−1
)
X ′∗(γ)ε = (1−γ)−1Mˆ−1
(
(1− γ)Mˆ − Sˆ(γ)
)
Sˆ(γ)−1X ′∗(γ)ε.
The norm of the RHS of (C.29) is bounded by a constant times
∥∥∥Mˆ−1∥∥∥∥∥∥Sˆ(γ)−1∥∥∥
∥∥∥∥∥∥n−1
[nγ]∑
t=1
xtx
′
t − γM
∥∥∥∥∥∥+
∥∥∥Mˆ −M∥∥∥
∥∥X ′∗(γ)ε∥∥ = Op (√npκp)
the last equality following from Assumptions 3 and 4, Assumption 5 and Lemma C.1,
and also (C.5). 
C.2. For Section 4.
Theorem C.2. Under Assumptions 12-15 and
(C.30) n2[1/r−1/(2+1/µ)]p→ 0 as n→∞,
V˜ − V = op(1) as n→∞.
Proof of Theorem C.2: We have∥∥∥V˜ − EV˜∥∥∥
r/2
=
∥∥∥∥∥∥
n∑
j=−n
k (j/ς) Γ˜(j)− EΓ˜(j)
∥∥∥∥∥∥
r/2
≤ ςς−1
n∑
j=−n
|k (j/ς)|
∥∥∥Γ˜(j)− EΓ˜(j)∥∥∥
r/2
≤ ς
∫
R
|k(x)|max
j
∥∥∥Γ˜(j)− EΓ˜(j)∥∥∥
r/2
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≤ Cςpn−1+2/r,
by the Minkowski inequality, the last step using Lemma C.11. Then, by Markov’s
inequality,
(C.31) V˜ − EV˜ = Op
(
ςpn−1+2/r
)
,
where ςpn−1+2/r = ςn−1/(2µ+1)n2[1/r−1/(2+1/µ)]p → 0 by (C.30). Thus V˜ − EV˜ =
op(1), and because Lemma 6 of Jansson (2002) implies EV˜ − V = op(1) the theorem is
proved. 
Lemma C.10. For j ≥ 0, κ > τ ≥ 1,
(a)
∥∥Et−mζtζt+j − Eζtζt+j∥∥τ ≤ 12pα(m)1/τ−1/κ supi1,i2=1,...,p ‖Vti1‖2κ ‖Vt+j,i2‖2κ,
(b)
∥∥Et−mζtζt+j − Eζtζt+j∥∥τ ≤ 4pϕ(m)1−1/κ supi1,i2=1,...,p ‖Vti1‖2κ ‖Vt+j,i2‖2κ.
Proof of Lemma C.10: As in Hansen (1992), (a) follows by the following applications of
McLeish’s α-mixing inequality (McLeish (1975), Lemma 2.1), Minkowski’s and Holder’s
Inequalities and Blackwell’s Theorem:∥∥Et−mζtζt+j − Eζtζt+j∥∥τ ≤ p−1 p∑
i1,i2=1
‖Et−mVti1Vt+j,i2 − EVti1Vt+j,i2‖τ
≤ p sup
i1,i2=1,...,p
‖Et−mVti1Vt+j,i2 − EVti1Vt+j,i2‖τ
≤ 6pα(m)1/τ−1/κ sup
i1,i2=1,...,p
‖Vti1Vt+j,i2 − EVti1Vt+j,i2‖κ
≤ 6pα(m)1/τ−1/κ sup
i1,i2=1,...,p
(‖Vti1Vt+j,i2‖κ + ‖EVti1Vt+j,i2‖κ)
≤ 12pα(m)1/τ−1/κ sup
i1,i2=1,...,p
‖Vti1Vt+j,i2‖κ
≤ 12pα(m)1/τ−1/κ sup
i1,i2=1,...,p
‖Vti1‖2κ ‖Vt+j,i2‖2κ .
Similarly (b) is obtained by replacing the third inequality above by Serfling’s Inequality
(Serfling (1968), Theorem 2.2)∥∥Et−mζtζt+j − Eζtζt+j∥∥τ ≤ 4pϕ(m)1−1/κ sup
i1,i2=1,...,p
‖Vti1Vt+j,i2 − EVti1Vt+j,i2‖κ .

Lemma C.11. Under Assumption 14,
∥∥∥Γ˜(j)− EΓ˜(j)∥∥∥
r/2
≤ Cpn−1+2/r.
Proof of Lemma C.11: By Lemma C.10, we have∥∥Et−mζtζt+j − Eζtζt+j∥∥r/2 ≤ cψ(m),
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where c ≡ cn = Cp and ψ(m) = 12α(m)2(1/r−1/q) or ψ(m) = 4ϕ(m)1−2/q. Thus by
Lemma A of Hansen (1992),∥∥∥Γ˜(j)− EΓ˜(j)∥∥∥
r/2
=
∥∥∥∥∥n−1
n−j∑
t=1
(
ζtζt+j − Eζtζt+j
)∥∥∥∥∥
r/2
≤ n−1
∥∥∥∥∥
n−j∑
t=1
(
ζtζt+j − Eζtζt+j
)∥∥∥∥∥
r/2
≤ 36pn−1
( ∞∑
m=1
ψ(m)
)
[r/(r − 2)]3/2 ×
(
n−j∑
t=1
sup
i=1,...,p
‖Vti‖r/2q sup
i=1,...,p
‖Vt+j,i‖r/2q
)2/r
≤ Cpn−1+2/r,
proving the lemma. 
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Γ = [0.35, 0.65] Γ = [0.15, 0.85] Γ = [0.01, 0.99]
p 5 9 14 5 9 14 5 9 14
n
300 14.6 15 15.4 15.1 15.5 15.9 15.3 15.5 15.8
500 14.6 14.9 15.4 15.1 15.5 15.9 15.3 15.5 15.9
750 14.6 15 15.4 15.1 15.5 15.9 15.3 15.6 15.9
Table 1. Solutions to P(c) = 1/2.
supγ∈[γ0,1−γ0]Q(γ)
∫ 1−γ0
γ0
Q(γ)dJ(γ)
γ0 1% 5% 10% 1% 5% 10%
0.05 4.5514 4.1835 4.0155 0.0419 0.0292 0.0227
0.10 4.5064 4.1426 3.9705 0.0432 0.0306 0.0239
0.15 4.4575 4.1123 3.9507 0.0461 0.0329 0.0258
0.20 4.4177 4.0691 3.8972 0.0495 0.0356 0.0276
0.25 4.3695 4.0195 3.8472 0.0531 0.0387 0.0304
0.30 4.3387 3.9643 3.7935 0.0612 0.0432 0.0335
0.35 4.2737 3.9090 3.7254 0.0706 0.0493 0.0391
0.40 4.1813 3.8127 3.6308 0.0867 0.0624 0.0485
0.45 4.0743 3.6477 3.4492 0.1222 0.0865 0.0673
0.46 3.9565 3.5687 3.3712 0.1344 0.0966 0.0758
0.47 3.9105 3.4913 3.3001 0.1554 0.1114 0.0867
0.48 3.8383 3.3956 3.2016 0.1863 0.1326 0.1040
0.49 3.5843 3.1842 2.9705 0.2851 0.1942 0.1506
Table 2. Asymptotic critical values.
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p 4 8 16 20 28 36
Γ = [0.35, 0.65]
Cryptocurrencies, No HAR 1% 0.1755 0.2563 0.2563 0.5516 0.6917 0.6917
5% 0.2029 0.2845 0.2845 0.5819 0.7170 0.7170
10% 0.2144 0.3097 0.3097 0.5971 0.7336 0.7336
Cryptocurrencies, Parzen 1% 0.4426 0.4729 0.4729 0.5011 0.5704 0.5704
5% 0.4484 0.4787 0.4787 0.5112 0.5877 0.5877
10% 0.4556 0.4838 0.4838 0.5162 0.5942 0.5942
Unemployment, No HAR 1% 0.3846 0.2308 0.2308 0.2500 0.3269 0.3269
5% 0.4038 0.2308 0.2308 0.3654 0.3654 0.3654
10% 0.4231 0.2692 0.2692 0.3846 0.3654 0.3654
Unemployment, Parzen 1% 0.2308 0.1346 0.1346 0.1346 0.1154 0.1538
5% 0.2308 0.1538 0.1346 0.1346 0.1154 0.1731
10% 0.2500 0.1538 0.1346 0.1346 0.1154 0.1731
Γ = [0.15, 0.85]
Cryptocurrencies, No HAR 1% 0.3343 0.5112 0.5112 0.8318 0.9018 0.9018
5% 0.3798 0.5567 0.5567 0.8549 0.9177 0.9177
10% 0.3964 0.5877 0.5877 0.8643 0.9206 0.9206
Cryptocurrencies, Parzen 1% 0.4931 0.4996 0.4996 0.6773 0.7704 0.7704
5% 0.4975 0.5032 0.5032 0.6838 0.7755 0.7755
10% 0.5011 0.5061 0.5061 0.6903 0.7791 0.7791
Unemployment, No HAR 1% 0.9038 0.7692 0.7692 0.8654 0.9423 0.9423
5% 0.9231 0.8462 0.8462 0.9038 0.9808 0.9808
10% 0.9231 0.8654 0.8654 0.9038 0.9808 0.9808
Unemployment, Parzen 1% 0.2885 0.1923 0.1538 0.1923 0.2308 0.2692
5% 0.2885 0.1923 0.1731 0.2115 0.2500 0.2885
10% 0.2885 0.2115 0.1731 0.2115 0.2692 0.3269
Table 12. Proportion of series for which null hypothesis of no structural break is rejected based on
AR(p) fits on 1,385 detrended cryptocurrency daily price series and 52 US state unemployment series,
based on the supremum test.
p = 4 p = 8 p = 12 p = 20 p = 28 p = 36
Γ = [0.35, 0.65]
Industrial production, No HAR 3.1451 3.0722 6.4662∗∗∗ 6.0335∗∗∗ 3.9666∗∗ 6.0946∗∗∗
Industrial production, Parzen 1.7219 2.4055 3.9007∗ 2.7306 1.1223 1.5126
Labour productivity, No HAR 5.4797∗∗∗ 7.7705∗∗∗ 7.0572∗∗∗ 5.0497∗∗∗ 4.3883∗∗∗ 4.6422∗∗∗
Labour productivity, Parzen 5.0544∗∗∗ 2.7954 2.2517 1.3292 1.1241 0.7270
US unemployment, No HAR 2.3072 3.4142 2.5438 2.6137 3.8372∗ 4.2032∗∗
US unemployment, Parzen 1.0051 1.5325 0.7345 0.6914 1.6272 0.9026
Γ = [0.15, 0.85]
Industrial production, No HAR 3.1451 3.0722 6.4662∗∗∗ 8.2183∗∗∗ 6.3069∗∗∗ 6.3081∗∗∗
Industrial production, Parzen 1.1252 1.5884 2.3891 2.3081 1.1390 1.0055
Labour productivity, No HAR 7.4485∗∗∗ 9.7597∗∗∗ 8.1205∗∗∗ 5.6426∗∗∗ 6.6984∗∗∗ 9.5773∗∗∗
Labour productivity, Parzen 4.2938∗∗ 2.3312 1.6866 0.9526 1.0817 0.9441
US unemployment, No HAR 3.2446 3.5051 4.2212∗∗ 3.6889 11.2888∗∗∗ 11.8803∗∗∗
US unemployment, Parzen 0.8561 0.9992 0.7580 0.5536 2.7222 1.6261
Table 13. AR(p) fits on various series. ∗∗∗, ∗∗ and ∗ denote rejection of the null hypothesis at 1%,
5% and 10% respectively.
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sup exp
p 2 3 4 2 3 4
Γ = [0.35, 0.65]
Ozone No HAR 39.1094∗∗∗ 32.3503∗∗∗ 41.1138∗∗∗ 0.0506∗∗ 0.0452∗ 0.0547∗∗
Parzen 1.7844 1.5226 2.0717 0.0023 0.0021 0.0028
Bartlett 2.7097 2.4016 3.2617 0.0035 0.0034 0.0043
SO2 No HAR 13.0872∗∗∗ 11.0015∗∗∗ 10.1024∗∗∗ 0.0127 0.0112 0.0103
Parzen 2.1336 2.0284 1.9045 0.0021 0.0021 0.0019
Bartlett 3.3883 3.3631 3.0101 0.0033 0.0034 0.0031
Xylene No HAR 9.8756∗∗∗ 8.2215∗∗∗ 7.0425∗∗∗ 0.0162 0.0135 0.0115
Parzen 3.8300∗ 4.1852∗∗ 4.9240∗∗∗ 0.0063 0.0069 0.0081
Bartlett 6.1455∗∗∗ 6.8118∗∗∗ 8.4244∗∗∗ 0.0101 0.0112 0.0138
Toulene No HAR 12.4592∗∗∗ 10.5143∗∗∗ 9.1844∗∗∗ 0.0198 0.0167 0.0145
Parzen 4.3220∗∗∗ 4.2399∗∗ 4.2248∗∗ 0.0069 0.0067 0.0067
Bartlett 6.7868∗∗∗ 6.8210∗∗∗ 7.0201∗∗∗ 0.0108 0.0108 0.0111
Γ = [0.15, 0.85]
Ozone No HAR 57.4699∗∗∗ 57.0651∗∗∗ 60.3418∗∗∗ 0.2393∗∗∗ 0.2203∗∗∗ 0.2529∗∗∗
Parzen 1.8797 1.8034 1.9733 0.0078 0.0070 0.0083
Bartlett 2.5443 2.6170 2.9674 0.0106 0.0101 0.0124
SO2 No HAR 13.4707∗∗∗ 11.0015∗∗∗ 11.7679∗∗∗ 0.0642∗∗∗ 0.0539∗∗∗ 0.0548∗∗∗
Parzen 1.3063 1.1686 1.2762 0.0062 0.0057 0.0059
Bartlett 2.1351 1.9732 2.1547 0.0102 0.0097 0.0100
Xylene No HAR 10.1565∗∗∗ 8.5010∗∗∗ 7.2832∗∗∗ 0.0875∗∗∗ 0.0728∗∗∗ 0.0624∗∗∗
Parzen 2.4292 2.5965 2.7141 0.0209 0.0222 0.0232
Bartlett 3.8473 4.2293∗∗ 4.9907∗∗∗ 0.0331∗∗ 0.0362∗∗ 0.0427∗∗
Toulene No HAR 12.5602∗∗∗ 10.5855∗∗∗ 9.2339∗∗∗ 0.1067∗∗∗ 0.0897∗∗∗ 0.0781∗∗∗
Parzen 2.8851 2.7291 2.6243 0.0245 0.0231 0.0222
Bartlett 4.2539∗∗ 4.1717∗∗ 4.1574∗∗ 0.0361∗∗ 0.0353∗∗ 0.0351∗∗
Table 14. Pollutant levels as a function of wind speed for Atchison Village, Richmond, California;
SO2 is Sulphur Dioxide; ∗∗∗, ∗∗ and ∗ denote rejection of the null hypothesis of no structural break at
1%, 5% and 10% respectively.
sup exp
(a) US GDP growth as a function of housing starts
p 2 3 4 2 3 4
No HAR 13.7866∗∗∗ 14.7351∗∗∗ 9.2268∗∗∗ 0.9685∗∗∗ 1.5092∗∗∗ 0.4558∗∗∗
Parzen 1.9972 2.5067 1.1009 0.1403∗∗∗ 0.2567∗∗∗ 0.0544∗∗∗
Bartlett 1.5429 1.8968 0.7284 0.1084∗∗∗ 0.1943∗∗∗ 0.0360∗∗
(b) Swedish GDP growth as a function of oil prices
No HAR 1.1698 4.5785∗∗∗ 3.3044 0.0552∗∗∗ 0.3568∗∗ 0.4907∗∗∗
Parzen 1.0125 2.6557 1.6550 0.0478∗∗∗ 0.2069∗∗∗ 0.2458∗∗∗
Bartlett 0.7081 2.0532 1.3256 0.0334∗∗ 0.1600∗∗∗ 0.1968∗∗∗
(c) US Treasury short and long rates as a function of spread
3 month interest rate (yt = St)
No HAR 3.1984 2.7939 2.4031 0.0685∗∗∗ 0.1084∗∗∗ 0.0820∗∗∗
Parzen 3.2284 29.8939∗∗∗ 8.3407∗∗∗ 0.0692∗∗∗ 1.1597∗∗∗ 0.2845∗∗∗
Bartlett 2.0417 17.8618∗∗∗ 4.9160∗∗∗ 0.0437∗∗ 0.6929∗∗∗ 0.1677∗∗∗
10 year interest rate (yt = Lt)
No HAR 9.3326∗∗∗ 12.6499∗∗∗ 12.8270∗∗∗ 0.1916∗∗∗ 0.3083∗∗∗ 0.4261∗∗∗
Parzen 2.0143 3.0714 3.2926 0.0414∗∗ 0.0749∗∗∗ 0.1094∗∗∗
Bartlett 1.1775 1.7874 1.8908 0.0242 0.0436∗∗ 0.0628∗∗∗
Table 15. Break tests in nonparametric regression; ∗∗∗, ∗∗ and ∗ denote rejection of the null hypoth-
esis of no structural break at 1%, 5% and 10% respectively.
