Short-read sequencing technologies have in principle made it feasible to draw detailed inferences about the 2 recent history of any organism. In practice, however, such inferences remain challenging due to the difficulty 3 of genome assembly in most organisms and the lack of statistical methods powerful enough to allow discrim-4 ination among recent, non-equilibrium histories. We address both the assembly and inference challenges.
Introduction

19
Short read sequencing technologies have made it affordable to sequence entire genomes and such data This allowed us to use the B. pallida genomic data to compare the support for a large number of 114 models (n = 32) and make detailed inferences about the history of this species. In particular we investigate 115 i) how well the B. pallida data can be explained by an (E,(C,W)) divergence history as inferred previously 116 for many species in the Western Palearctic, and ii) whether its history is dominated by deep population 117 divergence or recent admixture.
118
Given that our likelihood scheme is restricted to minimal samples of individuals, it is crucial to test how this, we repeated our analyses using two different individuals from each refugium.
124
Materials and Methods
125
Sequencing and sampling
126
DNA was extracted from individual wasps using the Qiagen DNeasy kit. Like most Hymenoptera, Biorhiza 127 pallida has haploid males and diploid females; haploid males were selected for genome sequencing because 128 there is no need to phase alleles and SNP calling and estimation of sequencing error rates are greatly sim-129 plified. However, we stress that our method does not rely on haploid genomes and can easily be applied to (Table S2) were prepared using the Illumina paired-end DNA sample preparation kit, the DNA 132 sheared was using the Covaris S2 instrument and size selection was carried out on a 2% agarose TAE gel
133
(fragments with an average insert size of 300bp were excised). These were then sequenced on the GAII, 134 that the different read lengths used are simply a result of technological improvements during the course of 136 this work and not a necessary part of our sequencing strategy. Short read data are deposited at the ENA
137
Sequence Read Archive (http://www.ebi.ac.uk/ena/data/view/ERP002280).
138
Each of five male in-group individuals (2 West, 2 Central and 1 Eastern see Table S1 and S2 and sequence blocks that are i) sampled at random from the genome, ii) short enough to ignore recombina-149 tion within them and iii) in linkage equilibrium within populations. We developed a simple bioinformatic 150 pipeline (Fig. 3 ) that generates out-group-rooted alignments meeting the above criteria for a small number 151 of individuals. In short, the pipeline consists of three steps:
Initial read quality was assessed using FastQC (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/).
154
Reads were quality trimmed at Q20 using sickle and adapter-trimmed using scythe and cutadapt. After 155 quality filtering, reads from all individuals in each species were combined to create species-specific meta-156 assemblies using the CLC de novo assembler v4.06 (Dryad repository doi: XXX). These were used as a project (Table S2) .
160
Reads from each B. pallida individual were mapped back to the meta-assembly using Stampy (run with 161 a substitution rate of 0.0025 and the -baq and -sensitive options) to create BAM files. Although a high 162 proportion (92 -97 % depending on the individual) of read-pairs mapped to the reference meta-assemblies, 163 the percentage of "properly paired mappings", in which both read pairs align to the same contig, was much 164 lower (37%) (see Table S3 ). This is expected, given the low coverage per individual and the short read 165 length. Many read-mapping failures with Stampy are known to be due to reads that overlap the ends of 166 contigs. This is related to assembly coverage, specifically of the reads used to generate the initial contigs
167
(and contig trimming/minimum coverage filtering implemented by assemblers) rather than the reads used to 168 call SNPs.
169
ii) Filtering
170
RepeatScout and RepeatMasker were used to de novo predict and mask repeat regions in both the B. pal-171 lida and B. gibbera meta-assemblies. This removed 51% and 34% of the B. pallida and B. gibbera meta-172 assemblies respectively. The data were further filtered according to the following three criteria. First, we 173 searched for orthologous regions shared amongst in-and outgroup meta-assemblies using a discontiguous, 174 reciprocal megaBlast search with an e-value cut-off of 10 −20 to match contigs between the in-and outgroup 175 meta-assemblies (Altschul et al., 1990). We only kept the reciprocally-best hit if it was at least 100 bit 176 scores better than the next best overlapping hit. To avoid penalising good unique hits with short overlaps,
177
we allowed for 15-base overhangs between best hits. The coordinates of the retained reciprocal blast hits 178 were used to create a BED file for each species and reads for each individual overlapping these regions
179
were extracted from the BAM alignments (Quinlan & Hall, 2010 
195
The script used to create consensus sequences from the VCF file has the option of specifying a quality score 196 filter for SNP calling. We explored Q0, Q10, Q20, and Q30 to assess differences in SNP frequencies at 197 different quality thresholds and selected Q0, as the frequencies did not change (see Fig. S2 ).
198
Because the outgroup was represented by two diploid individuals, '0/1' genotypes at a position could be but also because these models are biologically unexpected: expansion out of refugia is expected to be a 
247
The GF conditional on a topology of a triplet genealogy has been previously derived for a divergence model 
253
The accuracy of the likelihood method to estimate particular model parameters can be quantified using 
276
We initially used the first 1kb of sequence from each aligned contig in the 2kb-filtered data and explored 277 the impact of block length by repeating the analysis with shorter (500bp) and longer (2kb) blocks.
278
We estimated the proportion of coding sequence in the filtered data by Blast-searching all aligned contigs 279 against a preliminary B. pallida transcriptome assembly (Dryad repository doi XXX). To incorporate mu-280 tation rate heterogeneity, sequence blocks were partitioned according their predicted proportion of coding 281 sequences into 10 equally spaced bins. We used the average divergence between B. pallida and B. gibbera 282 to calibrate a relative mutation rate for blocks in each bin.
283
Results
284
Below, we first examine the counts of mutation types to draw qualitative inferences about the history of B.
285
pallida. We then describe how maximum likelihood can be used to distinguish quantitatively between alter-286 native historical scenarios. Finally, we assess the sensitivity of these inferences to the mutation model, length 287 of sequence blocks, sampling location of individuals and our assumption of no intra-locus recombination.
288
The full a datasets comprised 84,822 aligned contigs > 300 bases long with an N50 value of 803 bases (see models, we found that C/E sites were more frequent (9.6 %) than W/E sites (5.1%), which in turn were 300 more frequent than W/C sites (2.8 %) (see top two rows of Table 2 , CHECK THESE FIGURES!). This 301 double asymmetry suggests that simple divergence models without gene flow provide a poor fit to the data.
302
If we assume that the majority class of informative sites corresponds to the order of population divergence, Tables   318   4 and S5) . Interestingly, however, the estimated admixture proportion f was slightly higher in both triplet 319 analyses involving the individual from southern rather than northern Spain (Wb, Fig. 1 ) (see Discussion).
320
Because our models are not nested, we cannot use likelihood ratio tests to test for significance. Each our ability to identify the best model, we conducted a simulation study to quantify the power of our method.
324
Briefly, we simulated 100 replicate 2231 loci datasets using Hudson's ms program (Hudson, 2002 ) and the
325
ML parameter estimates for our 1kb WaCaE data (Table 4) . Ninety-nine out of 100 replicates identified the 326 same best model as obtained for our observed data (see Table 3 ). The second best models were 61% model 327 A, 32% model C and 6% model E (Fig. 2 , all (W,(C,E)) topology). Furthermore, the parameter estimates 328 for the intervals between T gf and T 1 were tiny, such that none predicted the observed asymmetry in the 329 number of blocks specifying (C,(E,W)) or (E,(C,W)) topologies. This result underlines the fact that support 330 for model B comes from both mutation counts and configurations.
331
To provide an order of magnitude calibration for the inferred history, we applied a direct, genome-332 wide estimate of the effective neutral mutation rate of 3.5 × 10 −9 per site and generation as measured in our 2kb filtered data, we scaled the D. melanogaster rate by the ratio of per site diversity in the filtered and 335 unfiltered data (0.47 and 0.54 for a and b data respectively, see θ W in Table 2 (Table 4) .
340
We also calculated ∆lnL as parameters move away from their maximum likelihood estimates (Fig. 4) .
341
and used Fisher Information to quantify how informative our data are about a particular model parameter,
342
and hence how accurate one can expect parameter estimates to be. We found that, for our best supported 343 model and the 1kb WaCaE dataset there is less information associated with T 2 than with the other three 344 parameters (Table S6) . With 2231 loci, we expect a standard deviation (SD) of 0.143 in estimates of T 2 but 345 0.0274 in estimates of T 1 (see also dataset). We also calculated the expected information in a single SNP for each parameter for the same model.
351
We found that even blocks containing only one SNP on average (θ = 0.266) are more informative across all 352 parameters than a single SNP (Fig. S3 ).
353
One can use the generating function framework to obtain expected branch lengths, the sum of which gives 354 the expected total tree length. Our likelihood approach can then be used with the observed SNP frequencies
355
( ingroup and outgroup ( Fig. S4 ) (Kendall's τ = −0.0419, p < 10 −6 ). Consistent with this, the average 366 per site diversity (θ W ) in the 2kb filtered a data was about half of that in the unfiltered data (Table 2) .
367
This confirms that length filtering does indeed enrich for conserved sequences. However, for the purpose of 368 estimating population history, any overall bias in absolute diversity can be incorporated by a simple rescaling 369 of the mutation rate (see below). In contrast, in order to justify treating the 2kb-filtered data as a random blocks by their predicted proportion of coding sequence (see Methods) and scaled the effective neutral muta-388 tion rate of each bin using the within bin divergence (per site) relative to the total divergence across all sites.
389
This drastically improved model fit (i.e. increased lnL) (see Table 4 ), but had no impact on the ranking 390 of alternative models or parameter estimates under the best supported model. However, we did find that 391 incorporating mutational heterogeneity led to a slight reduction in both divergence time and N e estimates 392 (see Table 4 ).
393
iii) Intra-locus recombination
394
To investigate the robustness of the maximum likelihood estimates to the assumption of no recombination 395 within blocks, we repeated the analysis with shorter (500b) and longer (2kb) blocks, both sub-sampled 396 from each contig in the 2kb-filtered data. In both cases, the relative ranking of models was unaffected and 397 parameter estimates were similar to those obtained in the initial 1kb analysis (Tables S7 and S8 ). This
398
suggests that undetected recombination within blocks has a minor effect on our results. 399 recombination biases model choice or parameter values. As starting points, we took the ML parame-
401
ter estimates from the 1kb WaCaE dataset (Table 4) However, despite increasing the number of loci by several orders of magnitude, the difference in support 460 we find for some alternative models (Table 3) is still relatively modest, suggesting that the power to dis- (Table S4) . here. Sampling individuals a further distance apart would give extra information, but also requires more 483 complex models, involving multiple parameters for separation times and admixture rates. In general, these 484 considerations suggest that there will be an upper limit to the signal contained in even an extremely large 485 number of short, unlinked sequence blocks. Nevertheless, even short blocks containing on average only one
486
SNP contain more information than single SNPs (Fig. S4) .
487
In contrast, we would have far more information if we could analyse the full linear sequence and explic-488 itly use linkage information. In B. pallida, a total of 3.5% of the genome would be usable after filtering for to what extent including this information in the present maximum likelihood framework improves inference.
504
In the meanwhile, the combination of de novo assembly and numerical likelihood computation we de- is negligible. Secondly, the fact that we recover essentially the same population history using individuals 520 sampled many dispersal distances apart highlights that simple, discrete population models can be a useful 521 approximation to recent, intra specific histories. Summaries are shown for in-and outgroup meta-assemblies (first four rows) and the a and b triplet data before and after length filtering. N50 is defined as the length N for which 50% of all sequenced bases are assembled in a contig of length < N. Table 2 : Genetic diversity and relative frequencies of mutational types in B. pallida alignments. Support (∆lnL) relative to the best model for alternative histories of refugial populations of B. pallida estimated from the a dataset (Model B in Fig. 2 has highest support and is shown in bold). The labelling of populations (1-3) and of models (A-F) corresponds to that in Fig. 2 ; all scenarios involving unidirectional admixture were assessed for each of the three possible orders of population divergence (columns 1-3). Models of strict divergence without admixture between two (2 pop., i.e. T1 = 0) or three (3 pop.) populations were fitted assuming either a single or two different Ne for ancestral populations. Parameters for which the maximum likelihood estimate is 0 (i.e. the model reduces to a simpler nested model) are indicated in brackets (f * refers to complete admixture, i.e. f = 1). Table 4 : Parameter estimates under the best supported model (see Table 3 ). Maximum likelihood estimates are given for different triplet combinations and analyses with and without mutational heterogeneity (µ het.; see Methods). Both effective population size and divergence time parameters are scaled relative to the rate of coalescence, i.e. in 2Ne generations. Absolute values are given in brackets, calibrated using a direct, genome-wide mutation rate for Drosophila (Keightley et al., 2009) and assuming two generations per year. 95 % confidence intervals of scaled parameter values are given in brackets below the point estimate. f is the admixture proportion, θ is the scaled mutation rate, Ne is the effective population size, T gf is the time ago of admixture (t gf is the calibrated estimate), T1 and T2 are the younger and older splitting times in the population topology, with t1 and t2 the absolute ages, respectively.
