State Estimation in Power Distribution Network Operation by Singh, Ravindra & Singh, Ravindra
State Estimation in Power Distribution
Network Operation
Ravindra Singh
Thesis submitted for the degree of
Doctor of Philosophy
Imperial College London
Department of Electrical and Electronic Engineering
Control and Power Research Group
April 2009
Declaration
I hereby declare that the work presented in this thesis is my own work, and, where
appropriate, contributions from other people whom have been acknowledged.
Ravindra Singh
23 April 2009, London
2
Abstract
The majority of power distribution networks were planned, designed and built as
a passive but reliable link between the bulk power transmission point and the in-
dividual customer. Enough latent capacity in cables and lines to accommodate
anticipated demand growth was allowed and so the system was left unmonitored.
Following the significant development in business regulation, technology evolutions
and various government policies towards low carbon renewable generation, it has
become necessary to operate the distribution systems efficiently and in a controlled
manner. This obviously needs state estimation for network control functions. State
estimation is the core function of any energy management system in transmission
networks. However little emphasis have been given to the distribution system state
estimation, mainly due to the absence of adequate network measurements and also
lack of rigorous methodology and tools that could be applied on restricted measure-
ments.
The scarcity of measured information offers formidable challenge to the state
estimator to provide reasonably meaningful estimates of the system states. This
introduces bottlenecks in carrying out a range of substation and feeder automa-
tion tasks that rely on the quality of the state estimator and opens up many issues
like modelling of demand, identification of suitable estimator and placement of new
measurements etc. This thesis attempts to address these issues. Thus, the objec-
tives of this research are to model the demand as pseudo measurement, identify the
state estimation methodology to suite the distribution scenarios and find the effec-
tive locations for placing measurements for improving the quality of the estimated
quantities. The thesis discusses in detail the criterion for identifying suitable solvers
for the distribution system state estimation and stochastic optimisation methods to
model the demand. It also discusses a probabilistic technique for identifying effec-
tive locations for measurement placement. The robustness of the state estimation
algorithm against changes in network topology has been addressed in a statistical
framework. All the concepts have been demonstrated on 12-bus radial and 95-bus
UKGDS network models.
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Chapter 1
Introduction
1.1 Motivation and objectives
The majority of the power distribution networks were planned, designed and built
way back in the 1950s and 60s. They served as a passive but reliable link between
the bulk power transmission point and the individual consumer. Usually the cables
and lines were built with enough latent capacity to accommodate the projected
demand growth. In view of this, the system is left unmonitored and any customer
interruption because of a fault or network outage is usually attended through proper
restoration service specific to the individual Distribution Network Operator (DNO).
The operation philosophy for power systems has been changing following the
significant development in business regulations, technology evolutions and various
government policies towards low carbon generation technology. One of the key ob-
jectives is now to improve operational efficiency through better utilisation of network
capacity. Another important goal is to accommodate a considerable portion of the
Distributed Generation (DG) within an overall MW/MVAR transaction portfolio.
This requires the monitoring and control of the network by means of a modern Dis-
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tribution Management System (DMS) at substation level. Central to every DMS are
two functional blocks: the state estimator and the control scheduling block. Figure
1.1 shows the schematic of a typical DMS architecture.
State 
Estimation Control Scheduling
Network 
Data
Real 
Virtual 
Pseudo 
Measurements Measurement Variance Constraints
Contracts
Automatic 
Voltage Control
Loads
Circuit breakers
 Capacitors
Embedded 
Genarators 
Estimates
Figure 1.1: Schematic of DMS architecture
Distribution systems are not operated in the same way as transmission systems.
One of the main goals of the DMS will be to minimise human intervention during
normal operating conditions. This facilitates the corrective measures during emer-
gency conditions. Therefore state estimation will enhance the functionality of the
DMS.
Being at the heart of the DMS, State Estimation (SE) will act on the network
information (network parameters, topology, measurements etc.) to produce the
network voltage magnitudes and angles. The output of the state estimator will
drive the DMS control scheduling block to perform a host of network functions for
operational decisions. Security and contingency analysis are amongst the host of
important functions. This enables the monitoring and control of various devices at
the substation and on the feeder, such as switches (Circuit Breakers, Reclosers, Line
Switches etc.) and capacitor banks.
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1.1.1 Transmission vs distribution state estimation
While in transmission systems SE is a fairly routine task and a range of established
methodologies exist, these cannot simply be duplicated in distribution systems be-
cause the planning, design and operation philosophy of distribution networks are
different from those in the transmission networks. The SE methodologies adopted
in the transmission system start showing their limitations when exposed to specifics
of the distribution network [1]. The distribution network is typically characterised
by the unbalanced system, shorter lines with high R/X ratios connecting highly
distributed loads. The consumer loads are not measured and a large part of the dis-
tribution segment continues to operate in an unmonitored fashion. Usually voltage,
current and power flows are measured in primary substations with virtually no mon-
itoring of the secondary substation quantities. Unlike in the transmission systems,
the scarcity of the measured information offers formidable challenge to the state
estimator to provide a reasonably meaningful estimate of the system states. This
introduces bottlenecks in carrying out a range of substation and feeder automation
tasks that rely on the quality of the estimated values of the states.
The development of new Distribution System State Estimation (DSSE) is a chal-
lenging task as the tools to evaluate the quality of state estimation must consider a
number of key issues such as the state estimation algorithms, modelling of pseudo
measurements, placement of real measurements, network reconfigurations and phase
unbalance.
The objectives of the proposed research programme reported in this thesis are to
explore and develop the new methodologies for distribution system state estimation
and address the key issues for its suitability to practical implementation.
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1.2 Literature review
The research in DSSE started only a decade ago in the late 90’s and some interesting
work has been done to address theses issues. While the algorithm mainly focuses
around maximum likelihood estimate through Weighted Least Square (WLS) [2]
type, the pseudo measurement targets realistic representation of the loads. The
majority of the distribution networks operate under varying degree of unbalance
and so the phase wise estimation is preferred over the balanced three phase for
accuracy.
1.2.1 DSSE methodology
There are mainly two approaches on estimating the state of the system in DSSE
literature.
1. Weighted Least Square (WLS) based [3-7] approaches
2. Power flow based [8-10] approaches.
Lu and others [3] have proposed a three-phase current based estimator that
sought to minimise the WLS objective. The advantage of having a constant gain
matrix was achieved. In this algorithm, power, current and voltage measurements
are converted to their equivalent currents, and the Jacobian terms are constant and
equal to the admittance matrix elements.
Lin and Tang [4] have further improved this for the speed of convergence through
a decoupled formulation with the help of measurement pairing. In [4], the authors
have proposed a new fast decoupled state estimator with equality constraints. The
proposed method is based on the equivalent current measurement in rectangular
coordinates.
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Baran and Kelley [5] have introduced an algorithm that defines branch currents
as state variables. The method is computationally very efficient and demonstrated to
work well in radial and weakly meshed systems. It was also shown to be insensitive
to parametric variations. This concept has been further refined by Wang and Schulz
[6] through the Automated Meter Reading (AMR) assisted load estimation. The
authors in [6] have presented a revised branch current based distribution system
state estimation algorithm. The impacts of measurement locations and measurement
types on the accuracy of the estimates have been also investigated.
Li [7] has presented a distribution system state estimator based onWLS approach
and three phase modelling techniques. In this paper, in addition to the system states,
the author also calculates the deviation of the bus voltages and power flow which
are useful in determining the uncertainty associated with the estimated quantities.
Ghosh and others [8] have presented an alternative approach to distribution sys-
tem state estimation using a probabilistic extension of the radial load flow algorithm
treating the real measurements as solution constraints. The algorithm that accounts
for the non-normally distributed loads incorporates the concept of load diversity and
can interact with a load allocation routine. The algorithm exploited the radial na-
ture of the distribution circuit. The state variables were treated as the random
variables. The experimental results of the approach are discussed by the authors in
[9].
Celik and Liu [10] have used a Gauss-Seidel load flow algorithm for state esti-
mation in radial distribution networks. In this algorithm the load profiles obtained
from the historical load data are scaled according to the actual measurements so
that the total load as seen at the measurement point agrees with the measurement.
A similar criterion is also used by Roytelman and Shahidehpour [11], however their
approach is based on Kirchhoff’s current law based current balancing.
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1.2.2 Measurement placement
In a distribution network, due to its large size, it is not practical to monitor each
customer location online. The online monitoring is done only at the main substation
locations. This limits the automation and control functionality of the distribution
network. Any interruption is attended manually. Since the state estimator requires
the measurements online, the limited number of real measurements available at
the main substations do not serve the purpose. Hence a large number of pseudo
measurements are introduced.
The unmeasured/unmetered loads are treated as the pseudo measurement and
they are derived from the typical behaviour of the various types of customers, histor-
ical data of the feeders and distribution transformer loadings etc. [7, 8]. The loads
when modelled in this way have generalised uncertainty. Furthermore they utilise
the typical customer behaviour which itself is highly uncertain. This introduces
large uncertainty into the load pseudo measurements.
Recently some utilities have started installing an AMR program which in future
can be utilised for online monitoring of the network. Again due to the large size of the
distribution network serving millions of customers, it may not be viable economically
to install the AMRs in all the locations. Hence a large part of the network still
remains unmonitored and the measurement information provided by the rest of the
AMRs is not sufficient for state estimation. Thus in order to make the system
observable a large number of pseudo measurements need to be introduced.
Since pseudo measurements are high-variance estimates of the loads, the quality
of the estimated voltages and angles at each bus is poor if the number of pseudo mea-
surements is large. Indeed, estimation errors are often too high for effective network
control; in this case it is necessary to deploy more real measurements. Economic
considerations typically limit the number of measurement placements. Choices then
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need to be made regarding the locations, types and number of measurements. These
issues have been addressed in the literature, at the transmission level. But little at-
tention has been paid to measurement placement at the distribution level. Research
reported in the literature concerning measurement placement falls, broadly speaking,
into two categories:
• the improvement of the network observability
• the minimisation of the errors in the estimates.
Monticelli and Wu [12] approached the problem from the network observabil-
ity perspective. The idea is to add measurements until the network becomes fully
observable. The linearised DC state estimation problem was subsequently solved
iteratively with the addition of one measurement at a time. Gou and Abur [13]
further refined this concept through a non-iterative technique that allowed simulta-
neous placements of several measurements.
Very recently the benefits of placing some very accurate measurements (such
as Phasor Measurement Units (PMUs)) to improve the observability of the state
estimation process has been demonstrated by Rakpenthai and others [14]. The ob-
servability is tracked through the numerical conditioning of the linear measurement
matrix. An optimal set of redundant measurements is also computed, relating to the
loss of critical branches and measurements. The critical branches are identified from
the system contingency analysis. All the measurements, however, are restricted to
PMUs that give rise to a linear measurement matrix. The approach of placing the
meters to achieve full observability is difficult to justify economically in distribution
systems having a very large number of nodes. A more cost effective approach is to
combine the limited set of real measurements with a number of pseudo and virtual
measurements.
Schweppe and Wildes [15] have suggested a meter placement technique that
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aims to reduce the variance of key estimated variables, such as the voltage and
angle. Unlike the minimisation of the variance of the estimates in [15], Koglin [16]
minimises an index that is a weighted function of the variances of the quantity
of interest. Their approach was later extended by Aam and others [17] and its
robustness was improved by minimising the sensitivity of the estimated error to the
loss in redundant measurements.
All this work reported in the literature addresses the placement issues at the
transmission system level. Concerning the distribution system, Li [7] demonstrated
the impact of measurement location on the accuracy of the estimated states in a
sample 5-bus, 4-feeder segments of the RG&E utility service area model.
Baran and others [18] introduced a rule-based technique of meter placement.
They were motivated by the fact that the accuracies of the states in individual loca-
tions are not equally important. Accurately estimating the load is not as important
as getting a good estimate of the flow in the switching locations. The meters are as-
sumed to be placed in the main switch and fuse locations first. The measurements
are used for the switch and feeder monitoring and control functions. Additional
measurements are then installed such that the total loads in each meter zone are
similar in magnitude. The meters are also placed in the normal open points for the
purpose of feeder switching and feeder reconfigurations. The set of measurements
is then reduced based on the accuracy index which is essentially the sum of the
variances of the measurements.
Shafiu and others [19] have applied a heuristic technique that identifies locations
to place a certain number of voltage measurements to minimise the standard devi-
ation in voltage estimates in a non-metered bus. The idea is to increase the DG
output without violating the voltage and flow constraints. A predetermined number
of measurements is chosen arbitrarily. The method seeks to reduce the errors in
voltage magnitudes alone. But reducing errors in the estimation of angle estimates
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is also very important for the accurate computation of power flows and currents.
Thus as an extension of the work reported in [19], the research in this thesis focuses
on simultaneous reduction of the errors in both bus voltage magnitude and angle.
1.2.3 Modelling of pseudo measurements
The quality of the estimate depends very much on the realistic modelling of the
estimated loads. In the absence of any real measurement of loads which are highly
distributed and diverse, they are treated as pseudo measurements (random vari-
ables) with appropriate mean and variances. It is natural to model the pseudo
measurements through normal distribution because of its compatibility with WLS
based on Maximum Likelihood Estimation (MLE).
The most common technique to model the loads is through Gaussian distribution
[20]. However single Gaussian probability density assumption is not justified for all
types of loads [21]. In [21], the research work on statistical methods for load research
data analysis concludes that the statistical distribution of electric load variation does
not follow any common probability distribution function.
Several attempts have been made to model the loads through various probabil-
ity distributions [22-25]. Irwin and others [22] have fitted Weibull distribution to
consumer billing data. Although the distribution was flexible enough to explain the
distribution of energy consumption of the customers in Northern Ireland, the analy-
sis covers only the customer energy and billing data. Seppala [23] has suggested
log-normal distribution models. Ref. [23] also proposed a model of customer load
confidence interval. The models were verified from the hourly load measurement
data obtained from a Finnish load research project.
Herman and Kritzinger [24] fitted various distribution functions (Weibull, nor-
mal, Erlang and beta) to grouped domestic loads. As a result they proposed the
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beta distribution function. A similar research effort was reported by Ghosh and
others [8] in distribution system state estimation problem. They validated various
models such as normal, log-normal and beta distribution through χ2-goodness-of-fit
test. Ref. [8] concluded that an appropriate model was system specific with clear
preference for the beta distribution because of its flexibility to adapt to the skewness
in the distribution. An improved model with beta distribution was also presented
by Heunis and Herman [25]. However, the beta distribution can not be incorporated
into WLS formulation.
1.2.4 Topology identification
The distribution system has a very large and complicated configuration, which is
subject to frequent changes due to maintenance and emergency operation. The
modern DMS should be capable of identifying these changes in order to take cor-
rective actions and avoid gross error through the state estimation. In transmission
systems the Topology Processor (TP) identifies a network configuration based on
the network connectivity model and dynamic switch status. The distribution sys-
tem requires a specific topology processor due to unavailability of the switch status
measurements. The methodologies specific to distribution network processing are
not available at present. However as the distribution automation progresses it will
be necessary to explore the existing transmission system TP techniques or develop
new methodologies for topology identification in order to carry out a meaningful
state estimation.
In one of the earlier papers on topology error detection, Irving and Sterling [26]
have formulated the problem as a linear program. The solution to this problem
automatically rejects the erroneous power measurements and switch indications by
taking into account redundant information and natural circuit laws. The location
and degree of inaccuracy of the erroneous data are also obtained automatically.
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In [27], Singh and Alvarado have formulated the topology processing as a Least
Absolute Value (LAV) state estimation problem. They introduced the status vari-
ables in the nonlinear L1 norm problem.
Clements and Davis in [28] and Wu and Liu in [29] have reported the normalised
residual based approaches for identification of topology errors. Both papers have
introduced the detectability and non detectability of topology error conditions with
the help of a linearised residual sensitivity matrix. The detectability of topology
errors has been proved to be associated with the criticality of the elements. It has
been established that elements that are critical (for ensuring observability) can not
be detected if the errors are associated with them. Both single and multiple topology
error conditions have been handled. A straightforward extension of the concept to
the DSSE is difficult because of the high uncertainty associated with the pseudo
measurements. The normalised residual itself will be high even in the presence of
the correct topology.
A rule based method has been presented by Singh and Glavitsch [30]. The
method works on simple rules which are formed with the help of measurements
surrounding the switches, lines or bus couplers having suspected status. The method
is limited as it fails to detect the status of the elements with zero flows, i.e. the bus
couplers of radial lines with no load.
Neural network based approaches have been proposed in [31, 32]. While da Silva
and others, in [31], have used a neural network based on multilayer perception model
and optimal estimate training to determine the network topology, the method by
Kumar and others in [32] utilises the Artificial Neural Network (ANN) models based
on the Counter Propagation Network (CPN) and Functional Link Network (FCN)
concepts. Although, the ANN based models are much faster and work well even for
non Gaussian noise and in the presence of bad data, extensive effort is required in
order to train the neural networks.
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1.3 Organisation of the thesis
Following this introduction and literature review, the remaining chapters of the
thesis are organised as follows:
Chapter 2 provides a brief overview of various state estimation techniques in
power systems. The solution of weighted least squares estimation derived from
maximum likelihood estimation concept is discussed in detail.
Chapter 3 discusses the various components of the DSSE function blocks. Also,
various test system models used for simulations and assumptions for the DSSE are
described.
Chapter 4 introduces the various statistical criteria such as Bias, Consistency
and Quality in order to identify the suitable estimator for the DSSE problem. The
performance of the various state estimators, discussed in Chapter 2, is evaluated
through simulations and presented. The results of this chapter will appear in [33].
In Chapter 5, a technique based on Gaussian Mixture Model (GMM) to repre-
sent the loads as pseudo measurements is presented. The Expectation Maximisation
(EM) algorithm along with further refinement of the GMM through mixture reduc-
tion are detailed. The state estimation results utilising the load pseudo measure-
ments are presented. The results of this chapter have been submitted for publications
[34, 35].
In Chapter 6, a probabilistic approach for measurement placement is discussed.
The formulation of the measurement placement problem, its solution through the
reduction of Chebyshev bound and the optimality of the proposed technique are
discussed in detail. The methodology discussed in this chapter has appeared in [36].
In Chapter 7, a Bayesian approach for identification of the network configu-
ration changes is presented. The criteria for accommodating the various network
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configurations in a model bank are given. A probabilistic method which identifies
the correct configuration from the model bank is discussed. The results have been
submitted for publication [37].
Finally, Chapter 8 summarises the findings in this work with a brief overview
of the future research directions.
1.4 Contributions of the thesis
This thesis attempts to address the DSSE issues discussed in Section 1.2. The
contributions of the thesis can be summarised as follows:
• The DSSE literature is either based on the probabilistic load flow or direct
adaptation of transmission system SE algorithms (particularly WLS). The
issue of the measurement inadequacy is addressed through the pseudo mea-
surements which are stochastic in nature. However, the performance of the
SE algorithms under the stochastic behaviour of pseudo measurements is not
addressed in the literature.
The work presented in this thesis investigates the existing transmission sys-
tem SE techniques and algorithms and assesses their suitability to the DSSE
problem. The selected algorithms are tested on the 12-bus and 95-bus United
Kingdom Generic Distribution System (UKGDS) network models against some
statistical measures like Bias, Consistency and overall Quality of the estimates.
• It is clear from the existing literature that there is no unique methodology to
model the load Probability Density Function (pdf) which can be utilised as
pseudo measurements. In general the Gaussian modelling of the load profiles
appears to be the natural choice for the state estimation due to its simplicity
as it can be easily accommodated in WLS formulation.
1.4. Contributions of the thesis 32
In this research, the variability in the load distribution is modelled through
Gaussian mixture model approximation. The advantage of the GMM ap-
proach is that different types of load distributions can be fairly represented
as a convex combination of several normal distributions with respective mean
and variances. The problem of obtaining various mixture components (weight,
mean and variance) is formulated as a parametric estimation problem. The
EM algorithm [69-71] was utilised to obtain the solution.
• Regarding the measurement placement this thesis introduces a technique for
meter placement for the purpose of improving the quality of voltage and angle
estimates across the network. The proposed technique is based on the sequen-
tial improvement of a bivariate probability index governing the relative errors
in voltage and angle at each bus. The meter placement problem is simplified
by transforming it into a probability bound reduction problem, with the help
of the two sided-Chebyshev inequality. A straightforward solution technique
is proposed for the latter problem, based on the consideration of 2-σ error
ellipses.
• In this thesis a Bayesian framework is adopted for the topology identification.
In the proposed approach several state estimators driven by a model bank are
run in parallel. Each model in the bank represents a network scenario. The
algorithm identifies the correct topology by using the probability index derived
from the output of each estimator.
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Chapter 2
Overview of state estimation
techniques in Power System
The state estimation concept in power systems was introduced in the late 1960s by
Schweppe [15]. Since then various estimation techniques have been developed by
several researchers [2, 39-45, 49-53]. The purpose of the state estimator in power
systems is to monitor the system in order to maintain the operating conditions in
normal and secure state. State estimation refers to the procedure of obtaining the
rms voltage magnitude and phase at all the system buses at a given point in time.
This chapter describes the various state estimation techniques with respect to the
transmission system state estimation. It will be shown in Chapter 4 that the WLS
estimator is the most suitable for the distribution system state estimation problem
hence a particular emphasis has been given on the WLS estimator.
2.1 Measurement model
Let x denote the state vector, comprising voltage magnitudes and angles. The
nonlinear measurement model relating the state vector and the measurement vector
35
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(z = [z1 z2 . . . zm]
T ) can be taken as:
z = h(x) + ez (2.1)
where ez ∼ N (0,Rz) is zero mean Gaussian noise with measurement error covari-
ance matrix Rz = diag{σ2z1, σ2z2, . . . , σ2zm}. σ2zi is the variance of the ith measure-
ment. h(x) = [h1(x) h2(x) . . . hm(x)]
T is a vector of known functions. Consid-
ering bus #1 as the reference bus with bus angle zero, the state vector becomes
x = [δ2 . . . δn V1 . . . Vn]
T , where δi and Vi are the voltage angle and voltage magni-
tude at the ith bus respectively. m is the number of measurements.
2.1.1 Measurement functions
The measurements in power system include bus voltage magnitudes, power flows in
the lines, bus power injections, and magnitudes of current flows in the lines. These
measurements are nonlinear functions of state variables (bus voltages and angles).
In (2.2)-(2.7) given below, the left hand side of each equation denotes the nonlinear
measurement function h(x) and the right hand side denotes the expression for h(x)
in terms of bus voltage magnitudes and angles.
Line power flows
Considering the two-port pi-model of network branch as shown in Figure 2.1, the
expressions for the line power flows Ppq and Qpq are given by:
Ppq = V
2
p (gpq + g
sh
p )− VpVq(gpq cos δpq + bpq sin δpq) (2.2)
Qpq = −V 2p (bpq + bshp )− VpVq(gpq sin δpq − bpq cos δpq) (2.3)
where Vp and δp are bus voltage magnitude and angle at the p
th bus, gpq+ jbpq is
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gpq+jbpq
gpsh+jbpsh gqsh+jbqsh
Vp δp Vq δq
Ppq , Qpq
Figure 2.1: pi-model of a network branch
the admittance of the series branch connecting the buses p and q, gshp + jb
sh
p is the
admittance of the shunt branch connected at the pth bus, and δpq = δp − δq.
Bus power injections
The bus power injections at the pth bus are expressed as:
Pp =
∑
q∈Np
Ppq = Vp
∑
q∈Np
Vq(Gpq cos δpq +Bpq sin δpq) (2.4)
Qp =
∑
q∈Np
Qpq = Vp
∑
q∈Np
Vq(Gpq sin δpq −Bpq cos δpq) (2.5)
where Np denotes the set of buses connected to the pth bus and Gpq + jBpq is
the pqth element of the bus admittance matrix [38].
Line currents
The line current flow in the pqth line is given by:
Ipq =
√
P 2pq +Q
2
pq
Vp
(2.6)
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Ignoring the shunt admittance the above expression becomes
Ipq =
√
(g2pq + b
2
pq)(V
2
p + V
2
q − 2VpVq cos δpq). (2.7)
2.1.2 Measurement Jacobian
In order to perform the state estimation the vector of measurement functions is lin-
earised around an operating condition. The linearisation requires the computation
of the Jacobian matrix whose elements are the first order derivatives of the mea-
surement functions with respect to the state variables. The measurement Jacobian
has the following structure:
H =

∂h1(x)
∂δ2
. . . ∂h1(x)
∂δn
∂h1(x)
∂V1
. . . ∂h1(x)
∂Vn
∂h2(x)
∂δ2
. . . ∂h2(x)
∂δn
∂h2(x)
∂V1
. . . ∂h2(x)
∂Vn
. . . .
. . . .
. . . .
∂hm(x)
∂δ2
. . . ∂hm(x)
∂δn
∂hm(x)
∂V1
. . . ∂hm(x)
∂Vn

(2.8)
The Jacobian elements corresponding to the real and reactive power flows are:
∂Ppq
∂δp
= VpVq(gpq sin δpq − bpq cos δpq) (2.9)
∂Ppq
∂δq
= −VpVq(gpq sin δpq − bpq cos δpq) (2.10)
∂Ppq
∂Vp
= −Vq(gpq cos δpq + bpq sin δpq) + 2Vp(gpq + gshp ) (2.11)
∂Ppq
∂Vq
= −Vp(gpq cos δpq + bpq sin δpq) (2.12)
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∂Qpq
∂δp
= −VpVq(gpq cos δpq + bpq sin δpq) (2.13)
∂Qpq
∂δq
= VpVq(gpq cos δpq + bpq sin δpq) (2.14)
∂Qpq
∂Vp
= −Vq(gpq sin δpq − bpq cos δpq)− 2Vp(bpq + bshp ) (2.15)
∂Qpq
∂Vq
= −Vp(gpq sin δpq − bpq cos δpq) (2.16)
The Jacobian elements corresponding to the real and reactive power injections
are:
∂Pp
∂δp
=
n∑
q=1
VpVq(−Gpq sin δpq +Bpq cos δpq)− V 2p Bpp (2.17)
∂Pp
∂δq
= VpVq(Gpq sin δpq −Bpq cos δpq) (2.18)
∂Pp
∂Vp
=
n∑
q=1
Vq(Gpq cos δpq +Bpq sin δpq) + VpGpp (2.19)
∂Pp
∂Vq
= Vp(Gpq cos δpq +Bpq sin δpq) (2.20)
∂Qp
∂δp
=
n∑
q=1
VpVq(Gpq cos δpq +Bpq sin δpq)− V 2p Gpp (2.21)
∂Qp
∂δq
= VpVq(−Gpq cos δpq −Bpq sin δpq) (2.22)
∂Qp
∂Vp
=
n∑
q=1
Vq(Gpq sin δpq −Bpq cos δpq)− VpBpp (2.23)
∂Qp
∂Vq
= Vp(Gpq sin δpq −Bpq cos δpq) (2.24)
The Jacobian elements corresponding to the voltage magnitude measurements
are:
∂Vp
∂δp
= 0,
∂Vp
∂δq
= 0,
∂Vp
∂Vp
= 1,
∂Vp
∂Vq
= 0 (2.25)
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The Jacobian elements corresponding to the line current magnitude are:
∂Ipq
∂δp
=
g2pq + b
2
pq
Ipq
VpVq sin δpq (2.26)
∂Ipq
∂δq
= −g
2
pq + b
2
pq
Ipq
VpVq sin δpq (2.27)
∂Ipq
∂Vp
=
g2pq + b
2
pq
Ipq
(Vp − Vq cos δpq) (2.28)
∂Ipq
∂Vq
=
g2pq + b
2
pq
Ipq
(Vq − Vp cos δpq) (2.29)
2.2 Maximum-likelihood estimation
The measurement model relates the state vector x to the measurement vector z.
In this setting the measurement vector is stochastic (because of the measurement
noise) and known a priori but there is no prior information about the state vector
which is deterministic. Let f(z|x) be the conditional pdf of z given the unknown
x. This pdf contains the information about x. Now if f(z|x) can be computed then
x may be estimated according to maximum likelihood criterion, which Lewis [46]
states as:
Given a measurement z, the maximum-likelihood estimate xˆ is the value of x which
maximizes f(z|x), the likelihood that x resulted in the observed z.
The pdf f(z|x) is known as a likelihood function. Sometimes it becomes con-
venient to define the log of the likelihood function. Since log is a monotonically
increasing function, the maximisation of log-likelihood, ln(f(z|x)) is equivalent to
maximisation of f(z|x). In power system state estimation the problem is defined as
the minimisation of the negative log-likelihood function and can be stated as follows:
Minimise
x
: − ln(f(z|x)) (2.30)
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2.2.1 Weighted Least Squares (WLS) estimation
If we consider z to be normally distributed according to,
f(z|x) = 1√
(2pi)m detRz
e−
1
2
(z−h(x))TR−1z (z−h(x)) (2.31)
the minimisation problem in (2.30) can be rewritten as:
Minimise
x
: J =
1
2
(z− h(x))TR−1z (z− h(x)) (2.32)
In writing the above objective the constant terms have been ignored as they vanish
after taking the derivatives. The solution to this problem is known as the Weighted
Least Squares (WLS) estimation of x. The details of the solution appear below.
Solution by Newton method
In calculating the minimand xˆ, it is customary to employ a Newton scheme based
on approximations to the first and second derivatives of J . The following first order
optimality condition must be satisfied at the minimand.
∇J(x) = −HT (x)R−1z [z− h(x)] = 0 (2.33)
Expanding the above expression, around the state vector xk, using Taylor series
gives:
∇J(x) = ∇J(xk) +∇2J(xk)(x− xk) + . . . = 0 (2.34)
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Substituting,
∇J(xk) = −HT (xk)R−1z [z− h(xk)] (2.35)
∇2J(xk) ≈∇2
(
1
2
[z− h(xk)− H(xk)(x− xk)]T R−1z [z− h(xk)− H(xk)(x− xk)]
)
= HT (xk)R
−1
z H(xk) (2.36)
in (2.34) and neglecting the higher order terms the iterates xk are calculated ac-
cording to:
xˆk+1 = xˆk + (H
T (xˆk)R
−1
z H(xˆk))
−1HT (xˆk)R−1z [z− h(xˆk)] (2.37)
The minimand is defined as: xˆ = lim
k→∞
xˆk.
Normalised residual form
The WLS objective in terms of the normalised residual can be expressed as:
J =
1
2
m∑
i=1
r2i (2.38)
where, ri is the normalised residual of the i
th measurement,
ri =
zi − hi(x)
σzi
. (2.39)
Usually the measurement model is driven by Gaussian noise. In view of this, the
normalised measurement residual (ri ∼ N (0, 1)) follows the normal distribution with
zero mean and unit variance.
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2.2.2 Robust estimation
The WLS estimation process assumes that the measurements, their noise character-
istics, network model and model parameters are correct. Furthermore, an underlying
assumption that justifies the use of the WLS estimator is that the errors have inde-
pendent identical normal distributions. However these assumptions are not always
true. For instance bad data, which may occur due to the malfunctioning or wrong
calibrations of the measuring equipments, are very common in power systems. The
presence of bad data deteriorates the performance of the WLS estimator signifi-
cantly. Researchers have addressed this issue by applying various robust estimation
techniques. In robust estimation, an estimator is said to be robust if the estimated
states are insensitive to large deviations in the measured data. The concept of
the robust estimation was first introduced by Huber [47-48]. Later Mili and others
[49-53] applied this concept in power system state estimation. The class of robust
estimators used in power system are based on the maximum likelihood principle and
are known as M-estimators. A generalised M-estimation problem seeks to minimise
the following objective:
J =
m∑
i=1
ρ(ri) (2.40)
The different estimators can be characterised based on the choice of the ρ function.
Weighted Least Absolute Value (WLAV) estimator
The WLAV estimator is based on the minimisation of the L1 norm of the weighted
measurement residual. Literature suggests that the use of the L1 norm, or the
least absolute value norm, is less sensitive in the presence of outliers or bad data
[54, 55]. This is because the estimator puts less weight on those measurements
which have large value of residual. Unlike the WLS estimator the WLAV estimator
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simultaneously detects and rejects the bad data during the estimation process. The
rejected data are replaced by the redundant measurements. Thus performance of
the estimator depends on the fact that there is sufficient redundancy in order to
replace the bad data. The WLAV objective can be stated as:
‖R−
1
2
z [z− h(x)]‖1 (2.41)
which is equivalent to (2.40) when,
ρ(ri) = |ri|. (2.42)
Existing techniques use linear programming [56] or interior point methods [53] to
solve this problem. In this research a Primal Dual Interior Point (PDIP) method
is utilised for the solution. The details of the method are available in [53]. The
drawbacks of WLAV solution methodologies over WLS are their complexity and
computational time.
Schweppe Huber Generalised M (SHGM) estimator
The SHGM estimator is a compromise between the L1 and L2 norms and hence
combines both the WLS and WLAV estimators. The ρ function for the SHGM
estimator is given by:
ρ(ri) =

1
2
r2i if |ri| ≤ aωi
aωi|ri| − 12a2ω2i otherwise
(2.43)
where ωi is the weight factor and a is the tuning parameter. Variation of the ρ
function with measurement error is shown in Figure 2.2. As seen the estimator
behaves like the WLS estimator for small values of errors which are below some
specified threshold. For the points outside the threshold it behaves like the WLAV
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estimator. Thus it utilises the benefits of both the WLS and WLAV estimators.
The performance of this estimator highly depends upon ωi and a. Iteratively Re-
weighted Least Squares (IRLS) method [2] is adopted in this research to solve this
problem.
ρ(ri)
ri
Threshold
Figure 2.2: ρ function plot for SHGM estimator
Other forms of the function ρ(r) have been investigated for power system state
estimation. Following are some of the choices of ρ(r). The tuning parameter a in
these estimators varies between 1 and 4.
Quadratic Constant (QC) estimator [41]
In essence, the estimator is similar to the WLS for the points inside the threshold.
The points outside the threshold are suppressed and the ρ function takes a constant
value (Figure 2.3).
ρ(ri) =
 r
2
i if |ri| ≤ a
a2 otherwise
(2.44)
The advantage of QC objective is that it exhibits better bad data rejection
properties and eliminates large errors more efficiently than other objectives [57,
58]. For instance, if bad data arises due to meter failure, the QC objective gives
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ρ(ri)
ri
Threshold
Figure 2.3: ρ function plot for QC estimator
a reasonably better approximation to the meter failure model. Although the QC
estimator gives better suppression behaviour, more favourable performance indices,
and more robust convergence than others, the main drawback of QC objective is
that it is not convex, which may give convergence and computational difficulties.
Square Root (SR) estimator [41]
The estimators discussed above identify and suppress faulty measurements at about
twice the computational cost of least squares without bad data rejection. The
square root estimator is computationally similar to the WLS estimator. Merrill
and Schweppe [59] have shown that the SR estimator requires no more computer
time or complexity than does the WLS estimator and with no bad data it reduces
to the WLS. The bad data rejection properties of this estimator lie between the
SHGM and QC. Figure 2.4 shows the ρ function plot of the SR estimator based on
the following SR objective:
ρ(ri) =
 r
2
i if |ri| ≤ a
4a3/2
√
ri − 3a2 otherwise
(2.45)
Again the solution to these estimators can be obtained using various techniques such
as the Newton method, linear programming, IRLS and the interior point method.
Although the robust estimators are good in bad data rejection, sometimes they
may suffer from the possible existence of local minima. Other drawbacks of these
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ρ(ri)
ri
Threshold
Figure 2.4: ρ function plot for SR estimator
estimators as discussed in [60] include, slow convergence or sometimes divergence,
numerically unobservable situation due to the rejection of several measurements par-
ticularly in the case of poor local redundancy, high risk of wrong identification and
partial rejection of bad data, except for QC. On the other hand the WLS can work
well under limited redundancies and large errors if the errors are Gaussian and their
characteristics are completely known. Furthermore the WLS is computationally fast
and gives optimal results due to the global convexity of the WLS objective.
2.3 Estimate of the error covariance matrix
In order to define the confidence in the estimated states, we need to know the
uncertainties associated with them. The state error covariance matrix provides the
measures of such uncertainties. An estimate of the state error covariance matrix at
convergence can be expressed as [47, 61]:
Pˆx = α(H
T (xˆ)R−1z H(xˆ))
−1 (2.46)
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where, xˆ = lim
k→∞
xˆk. The value of α depends on the choice of the estimator. An
expression for α is given by [47]:
α =
E[ψ2(r)]
(E[ψ′(r)])2
(2.47)
where, ψ(r) = ∂ρ(r)
∂r
and ψ′(r) = ∂ψ(r)
∂r
The numerical computation of α for commonly used estimators in power sys-
tems is given below. The computation is based on the fact that the normalised
measurement residual r is normally distributed with zero mean and unit variance.
WLS
ψ(r) = r, ψ′(r) = 1 (2.48)
E[ψ2(r)] =
1√
2pi
∫ ∞
−∞
r2e−
1
2
r2dr = V ar(r) = 1 (2.49)
E[ψ′(r)] =
1√
2pi
∫ ∞
−∞
e−
1
2
r2dr = 1 (2.50)
α =
E[ψ2(r)]
(E[ψ′(r)])2
= 1 (2.51)
WLAV
ψ(r) = sgn(r), ψ′(r) = 2δ(r) (2.52)
E[ψ2(r)] =
1√
2pi
∫ ∞
−∞
(sgn(r))2e−
1
2
r2dr = 1 (2.53)
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Using
∫∞
−∞ δ(t− t0)f(t)dt = f(t0) in the following expression:
E[ψ′(r)] =
1√
2pi
∫ ∞
−∞
2δ(r)e−
1
2
r2dr =
√
2
pi
(2.54)
α =
E[ψ2(r)]
(E[ψ′(r)])2
=
pi
2
(2.55)
SHGM
ψ(r) =
 r if |r| ≤ aωaω sgn(r) otherwise (2.56)
ψ′(r) =
 1 if |r| ≤ aω2aωδ(r) = 0 otherwise (2.57)
E[ψ2(r)] =
1√
2pi
∫ −aω
−∞
(aω sgn(r))2e−
1
2
r2dr
+
1√
2pi
∫ aω
−aω
r2e−
1
2
r2dr
+
1√
2pi
∫ ∞
aω
(aω sgn(r))2e−
1
2
r2dr
(2.58)
By symmetry of the distribution the above equation can be expressed as:
=
2√
2pi
∫ −aω
−∞
(aω sgn(r))2e−
1
2
r2dr +
2√
2pi
∫ aω
0
r2e−
1
2
r2dr (2.59)
= (2a2ω2Φ(−aω) + 2√
2pi
∫ aω
0
r2e−
1
2
r2dr) (2.60)
where, Φ is the cumulative probability function. The integral term of the above
equation is given by:
2√
2pi
∫ aω
0
r2e−
1
2
r2dr = −
√
2
pi
aωe−
a2ω2
2 + (2Φ(aω)− 1) (2.61)
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Using the relation Φ(−aω) = 1− Φ(aω) and substituting (2.61) in (2.60), we get,
E[ψ2(r)] = 1−
√
2
pi
aωe−
a2ω2
2 + 2(a2ω2 − 1)(1− Φ(aω)) (2.62)
E[ψ′(r)] =
1√
2pi
∫ aω
−aω
e−
1
2
r2dr = 2Φ(aω)− 1 (2.63)
In this case α depends on parameters a and ω i.e. if a = 1.5 and ω = 1, the value
of α is:
α =
E[ψ2(r)]
(E[ψ′(r)])2
=
0.7785
(0.8664)2
= 1.0371 (2.64)
Chapter 3
Components of the DSSE
functional block and their
configuration
This chapter explains the various components of the DSSE functional block in a
typical DMS. The configurations of these components considered in this research
are discussed. Various test scenarios based on the accuracy of the measurements
and assumptions in carrying out the state estimation are also highlighted.
3.1 DSSE functional block
Figure 3.1 shows the conceptualisation of the DSSE functional block. A DSSE
functional block can be divided into three modules:
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Figure 3.1: DSSE functional block
3.1.1 Input
This module provides the input to the state estimation algorithm. Various compo-
nents of this modules are as follows:
Network and network data
This includes the information about the network topology, line resistance, reactance,
tap setting, line charging etc.
Measurements
Measurements required for the distribution system can be categorised into the fol-
lowing three categories:
• Real measurements: These are the telemetered values which include voltage
3.1. DSSE functional block 53
magnitudes, phasors, real and reactive powers, power injections and line cur-
rents. The accuracy of these measurements depends on the accuracy of the
measuring equipment (i.e. class of metering).
• Virtual measurements are very accurate and deterministic measurements. The
zero injections at the buses in the network are treated as virtual measurements.
• Pseudo measurements are the estimated or pre-computed values of the loads.
Since the loads are not measured in the distribution network, they are mod-
elled from the load profile data. The load profile for a particular bus, if not
available, is constructed from the knowledge of consumer behaviour, number
of consumers, consumer classes, maximum demand of each consumer class etc.
An observation of the measurements indicates that the real and pseudo measure-
ments are stochastic whereas the virtual measurements are deterministic. In order
to make them consistent with the MLE theory the noise components with very low
variances are added in the virtual measurements. Now the measurement set com-
prising the three types of the measurements becomes stochastic and is assumed to
be normally distributed.
Measurement variances
For SE it is important to have knowledge of the variances of the measurements.
For telemetered measurements, this information comes from the accuracy of the
measuring equipment. Virtual measurements are modelled with very low variance.
Pseudo measurements have a high degree of uncertainty, hence they are assumed to
have error components with high variance.
3.1. DSSE functional block 54
Model
The model is basically the set of nonlinear functions governing the relations between
the measurements and voltages and angles at all the buses. The details of these
functions are given in Subsection 2.1.1.
3.1.2 State estimation
The purpose of the state estimation module is to find the best estimate of the sys-
tem states based on the available information about the system and measurements.
Various state estimation techniques discussed in Chapter 2 are utilised for obtaining
the states.
3.1.3 Output
The output of the DSSE functional block drives the control scheduling functions in
DMS. The following two types of variables are required for various monitoring and
control tasks.
Primary variables (state variables) and state error covariance matrix
The state estimates (xˆ), which include the bus voltage magnitudes and bus angles
are known as primary variables. They are directly obtained from the state estimation
algorithm. An estimate of the error covariance matrix (Pˆx) is also obtained as an
output of the estimator. Some researchers have used branch currents and angles as
state variables instead of bus voltage magnitude and angles [5, 6].
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Secondary variables and their error covariance matrix
The secondary variables are the quantities which are derived from the state estimates
with the help of mathematical models. If the voltage magnitude and angles estimates
are primary variables then line power flows, line currents and bus power injections
are tread as secondary variables as they are functions of bus voltage magnitudes and
angles (primary variables). The accuracy of the secondary variables is determined
by the accuracy of the state variables and hence if the state error covariance matrix
Pˆx is known, the error covariance matrix corresponding to secondary variables can
be computed as follows:
Pˆ = CxPˆxC
T
x (3.1)
where, Cx = [
∂g(x)
∂x
]x=xˆ, g(x) = [g1(x) g2(x) . . . gk(x)]
T , gi(x) is the functional ex-
pression of the ith secondary variable.
3.2 Configuration used in this research
3.2.1 Assumptions
The development of SE in this research is based on the following assumptions:
• It is assumed that the networks are balanced. In general the distribution
networks operate in unbalanced manner. Unlike many distribution systems,
the UK distribution networks are reasonably balanced. For this reason phase-
wise state estimation is not considered in this research; but the methodologies
presented in this thesis are generic and can be employed also in the unbalanced
case.
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• It is assumed that the network topology and the parameters are perfectly
known and network parameters such as resistance and reactance do not change
due to thermal variations or other environmental factors.
• Shunt branches in the lines are ignored.
• Measurement errors are assumed to be normally distributed.
3.2.2 Measurement requirements
Ideally the estimator should have the following measurement information in order
to have efficient estimates.
• Substation: absolute value of voltage and current
• RTU: absolute value of voltage and current
• Line power flows
• DG output if available
• Ampere measurements
• Loads and AMR system information
3.2.3 UK distribution networks measurement scenario
• All the measurements are available at 132/33 kV level.
• Measurements available at 33/11 kV network level are sparse. Only voltage,
current and flow measurements are available at the main substations.
• No voltage, current and flow measurements at 11 kV/415 V level. This limits
the applicability of state estimation at this level.
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Applying the DSSE at 132/33 kV level, where all the measurements are available,
is equivalent to transmission system state estimation. This segment of the net-
work does not offer any challenges in carrying out the state estimation and existing
methodologies in transmission system state estimation can be adopted. The state
estimation task is impractical to perform at 11 kV/415 V level because of virtually
no monitoring of this segment. Given these scenarios the research work in this thesis
is carried out on 33/11 kV segment on 11 kV side.
3.2.4 Test system models
Two 11 kV test system models have been considered in this research for the analysis
of different algorithms. However the main focus is given on a part of the UKGDS
network model.
12-bus test system model
This model is used in Chapter 4 for demonstrating the various state estimation
techniques and identifying the suitable one for the DSSE. Figure 3.2 shows the
single line diagram of the 12-bus network model. The model is fully radial with no
laterals. The network information is taken from [62].
1 122 3 4 5 6 7 8 9 10 11
|V|
Figure 3.2: Twelve bus test system model
95-bus UKGDS test system model
A 95-bus UKGDS test system model is shown in Figure 3.3. The model is used in
Chapter 4 for identifying the suitable DSSE estimator and in Chapter 5 for modelling
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the loads as pseudo measurements. It is also used in Chapter 6 to demonstrate the
efficacy of the proposed measurement placement algorithm.
Figure 3.3: UKGDS: 95-bus test system model
Overview of the system
The complete UKGDS consists of overhead lines and cables at 132 kV, 33 kV and
11 kV voltage levels with 281 bus bars and 322 branches supplied by 4 grid supply
points and 5 DGs. A part of the UKGDS network consisting of 95 buses and 94
lines at 11 kV level is configured in this research. The network parameters and load
data are obtained from [63]. The buses are renumbered while keeping the topology
and the data same as in [63] with the exception that the shunt branches are ignored.
The system consists of 57 load and injection buses with bus #1 as the main supply
point through a 33/11 kV, MV/LV transformer and two wind farms at buses #18
and #95 as the source of DG. The rest of the buses have zero injections which are
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utilised to model the virtual measurements. Ref. [63] also provides the normalised
active power load profiles of various classes of consumers over the year along with
their annual maximum demand. This information is utilised for modelling the load
pseudo measurements. The reactive power loads are modelled by assuming a fixed
power factor for various classes of consumers. The network data and base case
loadings are given in Appendix A.
A smaller section of the UKGDS 11 kV network model is reconfigured in order
to create the various test scenarios representing the different topologies. The details
of these topologies will appear in Chapter 7.
3.2.5 State variables
The bus voltage magnitudes and angles are considered as the state variables except
at the reference bus (bus #1) for which the bus angle is assumed to be zero. Hence,
the number of states to be evaluated was 23 and 189 for the 12-bus test system and
the UKGDS model, respectively.
3.2.6 Configuration of the measurements
In this research, it is assumed that the errors associated with the measurements are
independent and identically distributed (i.i.d.). Three types of measurements are
taken into consideration.
Real and virtual measurements
In reality the telemetered measurements are treated as the real measurements. In
this research the real measurements are simulated using load flow. The true values of
the quantities (voltages, flows, angles) chosen as real measurements are first obtained
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from the load flow. A primal dual interior point method based distribution system
load flow [64] is used for this purpose. Real measurements are then modelled by
adding the small Gaussian noise components to the true values. In this thesis the
true values are designated as mean values of the measurements and various scenarios
corresponding to 1% and 3% error around the mean are simulated and examined.
The % error corresponds to a ±3σ deviation around the mean. Zero injections with
a very low variance (10−8) are modelled as virtual measurements.
Pseudo measurements
The following two approaches are adopted for modelling the loads as pseudo mea-
surements:
In the first approach the base case loads are assumed to be the mean of the pseudo
measurements. Loads are then randomly varied around this mean. The random
variation is assumed to be Gaussian and various scenarios corresponding to 20% and
50% errors in pseudo measurements are created. The range of error in the pseudo
measurements is chosen on the basis of errors in load estimates of various classes
of customers, like industrial, domestic and commercial. The loads of the industrial
customers can be estimated more accurately than the domestic and commercial,
thus they have less error. On the other hand the loads of domestic customers are
difficult to estimate, hence they have large error. The error in commercial load
estimates lies between the two. It is also taken into consideration that with this
choice of range, the maximum demand limits at various buses are not violated and
the condition of linear approximation is valid.
The previous approach is based on the base case loading and hence does not
reflects the realistic situation. In the second approach, the load profiles are utilised
to model the load pseudo measurements. The load profile for a particular bus, if
not available, is constructed from the knowledge of consumer behaviour, number of
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consumer class, maximum demand of each consumer class etc. In this research the
load profile at a bus is generated by mapping the normalised behaviour of various
UK consumer classes through their annual maximum demand at that bus. The
information about the maximum demands are available with the DNOs. As per
UKGDS report, the normalised behaviour of the consumer class in a particular
DNO system is generic [63]. The bus load profiles are used to construct the load
pdfs. The details of this approach are given in Chapter 5.
3.2.7 Measurement variance computation
As illustrated in Figure 3.4, a ±3σ deviation around the mean covers more than
99.7% area of the Gaussian curve. Hence, for a given % of maximum error about
the mean µzi, the standard deviation of the error was computed as follows:
σzi =
µzi ×%error
3× 100 (3.2)
Justification of this formula is provided in Appendix B.
Figure 3.4: Area under ±3σ of Normal Distribution Curve
Chapter 4
Identification of the estimator for
the DSSE problem
A distribution system requires a large number of pseudo measurements in order to
run the state estimation algorithm. The pseudo measurements are highly erroneous
as they are derived from the historical load profiles and customer behaviour. An
erroneous measurement is treated as a bad data in transmission system state es-
timation and a redundant measurement is available to replace it. Thus the state
estimators discussed in Chapter 2 work well in transmission systems, whereas in dis-
tribution systems due to the limited redundancy all the estimators may not work.
This leads to the problem of identification of a suitable estimator for distribution
systems.
The research work presented in this chapter introduces a statistical framework
to assess the suitability of various state estimation methodologies for the purpose of
distribution system state estimation. The existing algorithms adopted in the trans-
mission system state estimation are reconfigured for the distribution system. The
performance of three state estimation algorithms has been examined and discussed
in standard 12-bus and 95-bus UKGDS network models.
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4.1 Statistical measures of performance
In distribution systems, measurements are predominantly of the pseudo type, which
are statistical in nature, so the performance of a state estimator should be based
on some statistical measures. Various statistical measures such as bias, consistency
and quality have been adopted for assessing the effectiveness of state estimation in
other technology areas such as target tracking [65]. This research explores these for
the DSSE applications. Briefly the statistical measures are described as follows:
4.1.1 Bias
A state estimator is said to be unbiased if the expected value of the error in the
state estimate is zero. Mathematically an unbiased estimator can be defined as:
E[(xt − xˆ)] = 0 (4.1)
where xt is the true state vector and xˆ is the estimated state vector.
4.1.2 Consistency
If the error in an estimate statistically corresponds to the corresponding covariance
matrix then the estimate (and hence the technique generating this estimate) is said
to be consistent. One measure of consistency is the normalised state error squared
variable.
² = (xt − xˆ)T Pˆ−1x (xt − xˆ) (4.2)
where Pˆx denotes the estimated state error covariance matrix.
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For the estimator to be consistent ² should be within its confidence bounds,
which can be obtained from the error statistics.
Choice of confidence regions
In the univariate case when the estimation error is represented by a normal dis-
tribution with zero mean and known variance, one can use the tables of normal
distribution to compute the confidence intervals. However, in the multivariate case
when the estimation error is represented by a normal distribution with zero mean
vector and known covariance matrix, such confidence intervals are difficult to com-
pute because tables are available only for the bivariate case. Alternatively, one could
set up limits for each component on the basis of the distribution, but this procedure
has the disadvantages that the choice of limit is somewhat arbitrary and in some
cases leads to tests that may be poor against some alternatives. Moreover such limits
are difficult to compute. The procedure given below, which is based on χ2-statistics,
can be easily computed and applied in the multivariate case. Furthermore it can be
theoretically justified based on the following Lemma adopted from [66].
Lemma 1. If an n-component vector v is distributed according to N (0,T) (T non-
singular), then vTT−1v is distributed according to χ2-distribution with n degrees of
freedom.
Proof. Let C be a nonsingular matrix such that CTCT = I and define y = Cv.
Then y is normally distributed with mean E[y] = CE[v] = 0 and a covariance
matrix E[yyT ] = E[CvvTCT ] = CTCT = I. Then vTT−1v = yT (CT )−1T−1C−1y =
yT (CTCT )−1y = yTy, which is the sum of squares of the components of y. Since the
components of y are independently distributed according to N (0, 1), yTy = vTT−1v
is a χ2-variable with n degrees of freedom [66, 67].
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χ2-statistics
It can be shown that if the errors in measurements are normally distributed, the
state estimation error corresponding to these measurements will be normally dis-
tributed with zero mean vector and covariance matrix given by E[(xt− xˆ)(xt− xˆ)T ]
[46]. Utilising this fact and Lemma 1, the normalised squared error ² (4.2) should
follow a χ2-distribution with n degrees of freedom for a consistent estimator, where
n is the number of states. In other words, for the estimator to be consistent, ² should
lie within its confidence bounds that can be obtained from the standard χ2-table
for a chosen confidence level α. Lower and upper bounds for this confidence level
can be given by χ2n((1 − α)/2) and χ2n((1 + α)/2) respectively. In statistics, a 95%
confidence is considered to be adequate.
χ2-Test over Monte Carlo simulations
In practice, statistical tests are performed using a number of Monte Carlo simula-
tions. Consider that the system has n states and let M be the number of Monte
Carlo simulations, then the normalised squared error follows a χ2-distribution with
Mn degrees of freedom. Mathematically:
E[²] =
χ2Mn(α)
M
(4.3)
For large number of Monte Carlo runs χ2Mn(α) ≈Mn, which results in
E[²] = n (4.4)
Hence the mean of ² should approach the number of states with the increase in the
number of simulations.
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4.1.3 Quality
The quality of an estimate is inversely related to its variance. For the multivariate
case, the square root of the determinant of the error covariance matrix measures the
volume of 1-σ ellipsoid and is used here to quantify the total variance of an estimate.
Hence, the quality of the estimate can be defined as:
Qdet = ln(
1√
det(Px)
) (4.5)
Sometimes, in large networks, it becomes difficult to compute the determinant of
the error covariance matrix numerically due to precision limits of the solver. In
this situation, an alternate way to define the quality is to use the trace of the error
covariance matrix. However, this ignores the off-diagonal information. The quality
as function of the trace of the error covariance matrix can be written as:
Qtrace = ln(
1
tr(Px)
) (4.6)
4.2 Case study
A 12-bus radial distribution network model and a part of the UK generic distribution
system model (95-bus UKGDS) were used for the case study. Three commonly used
state estimation algorithms (WLS, WLAV and SHGM) were examined against the
statistical criteria discussed in the previous section. The details of the algorithms
and test system models are given in Chapter 2 and 3 respectively. Table 4.1 sum-
marises the three estimators used for the evaluation. Table 4.1 indicates a typical
value of α (Chapter 2) for SHGM considering aωi = 1.5. Since the IRLS method
is used for SHGM, the value of α changes during the estimation process depending
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upon the weight ωi. The value of a was taken to be 1.5.
Table 4.1: State estimators summary
Solution for Asymptotic error covariance
xˆ Pˆx
WLS Newton (HT (xˆ)R−1z H(xˆ))
−1
WLAV PDIP pi
2
(HT (xˆ)R−1z H(xˆ))
−1
SHGM IRLS †1.037(HT (xˆ)R−1z H(xˆ))
−1
†a = 1.5, wi = 1
Various measurements and their redundancy levels used for the two test network
models are summarised in Table 4.2.
Table 4.2: Measurements used in the study
Test Real Measurements Virtual & Pseudo Redundency
System (mr) measurements (mp)
(mr+mp)
n
12-bus 3(V1, P1−2, Q1−2) 22 (Loads only no
zero injections) 25
23
= 1.09
UKGDS 188 (Loads and
a) Limited 5(V1, P1−2, Q1−2, P1−85, Q1−85) zero injections) 193189 = 1.02
redundancy
UKGDS 21 (V1, V18, V19, V20, V21, V95, P1−2, Q1−2, 188 (Loads and
b) Increased P1−85, Q1−85, P18−19, Q18−19, P82−95, Q82−95 zero injections) 209189 = 1.11
redundancy P15−17, Q15−17, P34−35, Q34−35, δ19, δ20, δ21)
4.2.1 Simulation results
The performance of the estimators was evaluated for the following cases:
Case 1: Error in real measurement 1% and pseudo measurement 20%
Case 2: Error in real measurement 1% and pseudo measurement 50%
Case 3: Error in real measurement 3% and pseudo measurement 20%
Case 4: Error in real measurement 3% and pseudo measurement 50%
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12-bus System
In the 12-bus test system the voltage magnitude measurement at bus #1 and power
flow measurement in line #1-2 were considered as real measurements. Figure 4.1
shows the variation of the expected value of the normalised state error squared with
various Monte Carlo steps for the 12-bus distribution system. It is clear from the
figure that as the number of Monte Carlo steps increases, the expected value of the
normalised state error square variable approaches the number of states, which agrees
with (4.4). Also after 400 Monte Carlo steps, the error in E[²] is within 1% of the
number of states. Hence 400 Monte Carlo steps were chosen for the simulations. A
larger number of Monte Carlo steps gives slightly better results but it increases the
computation time.
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Figure 4.1: Variation of E[²] with different Monte Carlo steps
Figure 4.2 shows the error plots with the number of simulations for the three
estimators. The plots shown are for the worst case scenario (Case 4), i.e. the error
associated with real measurements is 3% and that with pseudo measurements is
50%. The estimation errors in all the states (23 states in 12-bus system) for three
estimators are displayed in Figure 4.2. However, these errors are indistinguishable
because of the overlaps. It is evident from the figure that the error varies about zero
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mean. This indicates that all three estimators are unbiased. It was found that for
all other cases, the three estimators were also unbiased.
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Figure 4.2: 12-bus system estimation error plot for all state variables: error in true
measurements = 3%, error in pseudo measurements = 50%
Figures 4.3−4.6 show the consistency plots for the estimators for cases 1 to 4.
A 95% confidence level was used to define the confidence bounds. It was found
that WLS shows consistent results in all test cases. On the other hand, WLAV is
inconsistent in all the cases. It is interesting to note that SHGM is inconsistent
for small errors in pseudo measurements and consistent for large errors in pseudo
measurements. The reason is that the measurement set considered for the study
is predominantly comprised of the pseudo measurements, and large error in pseudo
measurements increases the measurement variance (3.2). Also the computation of
variance in (3.2) is based on the maximum error. This results in low normalised
residual (|ri|) for pseudo measurements. Due to this fact the normalised residual
becomes less than the cutoff value aωi (2.43), and the estimator behaves like WLS.
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However, this is not always true. Whenever the normalised residual exceeds the
cutoff value, the estimator becomes inconsistent. It will be shown that for the 95-
bus UKGDS system, SHGM becomes inconsistent for these cases of large errors
too.
Table 4.3 shows the performance summary of the 12-bus test system. Two types
of qualities are shown. As expected the quality of the estimates decreases with the
increase in the error in measurements. This decrease is significant with the increase
in error in the real measurements as compared to the pseudo measurements.
95-bus UKGDS
The performance of the estimators was also evaluated on the 95-bus test system
model for all the test cases analysed in the 12-bus test system. It was observed that
in the 95-bus test system, 400 Monte Carlo steps are also sufficient to bring down
the error in E[²] within 1% of the number of states. The following two cases were
considered:
a) Limited redundancy
In this case the real measurements were considered to be available at the main
substation. Hence the voltage magnitude measurement at bus #1 and power flow
measurements in lines #1-2 and #1-85 were taken as the real measurements. It was
observed that in the 95-bus test system all the estimators were unbiased. However,
only WLS was found to be consistent in all the test cases. Hence, the consistency
plots of WLS in all four test cases are displayed in Figure 4.7. The Consistency plot
for SHGM is also shown in Figure 4.8 for the test Case 2. It is clear from Figure
4.8 that the SHGM which was consistent in Case 2 in the 12-bus system no longer
remains consistent in larger systems.
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Figure 4.3: 12-bus system consistency plot: error in true measurements = 1%, error
in pseudo measurements = 20%
4.2. Case study 72
0 50 100 150 200 250 300 350 400
0
10
20
30
40
50
60
No. of Simulations
(x
t
−
xˆ
)T
Pˆ
−
1
x
(x
t
−
xˆ
)
WLS
(a)
0 50 100 150 200 250 300 350 400
0
50
100
150
200
250
300
350
400
No. of Simulations
(x
t
−
xˆ
)T
Pˆ
−
1
x
(x
t
−
xˆ
)
WLAV
(b)
0 50 100 150 200 250 300 350 400
0
50
100
150
No. of Simulations
(x
t
−
xˆ
)T
Pˆ
−
1
x
(x
t
−
xˆ
)
(c)
Figure 4.4: 12-bus system consistency plot: error in true measurements = 1%, error
in pseudo measurements = 50%
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Figure 4.5: 12-bus system consistency plot: error in true measurements = 3%, error
in pseudo measurements = 20%
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Figure 4.6: 12-bus system consistency plot : error in true measurements = 3%, error
in pseudo measurements = 50%
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Figure 4.7: 95-bus system consistency plot with limited redundancy: WLS shows
consistency in all the test cases
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Figure 4.8: 95-bus system consistency plot with limited redundancy: error in true
measurements = 1%, error in pseudo measurements = 50%
b) Increased redundancy
In this case the redundancy was increased by placing the measurements at DG loca-
tions first and then measurements were placed at optimal locations. The optimality
criterion and details of the measurement placement are discussed in Chapter 6 and
also appear in [36]. Furthermore, the phasor measurements were also deployed at
optimally selected buses. The real measurement set in this study consists of the
following measurements:
1. Voltage measurements at buses #1, #18, #19, #20, #21, and #95
2. Line flow measurements in lines #1-2, #1-85, #82-95, #18-19, #15-17, and
#34-35
3. Phasor measurements at buses #19, #20 and #21
The consistency plots for WLS and SHGM with increased redundancy are shown
in Figures 4.9 and 4.10 respectively. The WLS shows the consistent performance
whereas the SHGM shows the inconsistency in all the simulated cases. A very high
degree of inconsistency was observed in WLAV, which is difficult to show graphically.
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Figure 4.9: 95-bus system consistency plot with increased redundancy: WLS shows
consistency in all the test cases
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Figure 4.10: 95-bus system consistency plot with increased redundancy: SHGM
shows inconsistency in all the test cases
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The performance summaries for both of these cases are shown in Tables 4.4(a)
and 4.4(b). In both the cases, the quality defined in (4.5) gives numerical instability
in computations, hence it does not appear in the tables. Furthermore the quality
for WLAV estimator is inconsistent and shows negative values. This is because of
very high variance of state estimates which are unacceptable for state estimation. In
WLS and SHGM, as expected the qualities decrease with increase in errors in real
and pseudo measurements. The value of E[²] in case of SHGM does not converge to
the number of states (i.e. 189), which numerically verifies its inconsistency.
It is also important to note that with limited redundancy the trace− qualities
defined in (4.6) are close for both WLS and SHGM in Case 2 and Case 4. This gives
the impression that SHGM should be consistent for these cases. Since trace captures
the diagonal information of the error covariance matrix, it can be attributed that
inconsistency in SHGM is mainly due to off-diagonal elements. In case of increased
redundancy there is significant difference in the qualities of WLS and SHGM in all
the test cases. The quality of WLS is better than the quality of SHGM.
Table 4.5 shows the overall performance summary of the three estimators. In
all the simulated cases only WLS satisfies the three statistical criteria (Bias, Con-
sistency and Quality) under the assumption of normal distribution of measurement
errors. It can be concluded that the WLS is suitable solver for the distribution
system state estimation problem.
Table 4.5: Overall performance summary
Estimator Bias Consistency Quality
WLS Unbiased Consistent Optimal
WLAV Unbiased Inconsistent Suboptimal/Nonoptimal
SHGM Unbiased Inconsistent Suboptimal/Nonoptimal
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4.3 Conclusions
Some important statistical criteria against which a state estimation algorithm should
be tested to assess its suitability to distribution system state estimation have been
highlighted. The performance evaluation of SE techniques shows that the existing
solution methodology of WLAV and SHGM can not be applied to the distribution
systems. In order to obtain a consistent and good quality estimate, significant
modifications are required in these algorithms. WLS gives consistent and better
quality performance when applied to the distribution systems.
The statistical criteria discussed in this chapter depend on the characteristics
of the distribution of measurement errors. The results presented are based on the
assumption that the measurement errors are normally distributed. Under this as-
sumption the WLS satisfies the statistical criteria and hence was found to be the
suitable solver for the state estimation. However this may not be true if the mea-
surement errors are not normally distributed. For instance if the errors follow the
Laplace distribution [68] the WLAV estimator gives better performance than WLS
and SHGM. The reason for this is that the WLAV is consistent with the Laplace
distribution and maximisation of log-likelihood of the Laplace density function re-
sults in the WLAV formulation. Hence, depending on the distribution of the errors,
the corresponding statistical criterion discussed in Subsection 4.1.2 can be modified
in order to identify the consistent solver for that distribution.
The modification of statistical criteria at various buses depending on the proba-
bility distribution is not an easy task because in reality, different probabilistic load
distributions exist in the distribution networks and no standard distribution can fit
all of them. Furthermore, the large size of the distribution network having various
probability distributions at different buses makes accommodating them in a single
state estimator impractical. A more practical approach is to model the actual prob-
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ability distributions as a mixture of several Gaussian distributions and apply the
WLS state estimator which is consistent with the normal distribution. The details
of this model will be discussed in the next chapter.
Chapter 5
Modelling of loads as pseudo
measurements
The load probability density function in distribution network shows a number of
variations at different nodes and can not be represented by any specific distribution.
This makes the WLS based distribution system state estimation a challenging task
because WLS estimation assumes that the measurements are normally distributed.
A logical framework to address this issue is to model the variability in the load
distribution through Gaussian Mixture Model (GMM) approximation. The advan-
tage of the GMM approach is that different types of load distributions can be fairly
represented as a convex combination of several normal distributions with respective
mean and variances. The problem of obtaining various mixture components (weight,
mean and variance) can be formulated as a parametric estimation problem.
In view of this, the approach presented in this chapter represents all the load pdfs
through GMM. The Expectation Maximisation (EM) algorithm [69-71] is utilised
to obtain the parameters of the mixture components. The EM algorithm is a pow-
erful tool in parameter estimation problems. It is a general method of finding the
maximum-likelihood estimate of the parameters of an underlying distribution from
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a given data set when the data is incomplete or has missing values. The standard
WLS algorithm utilises these load models as pseudo measurements. The perfor-
mance of the method at various load levels is demonstrated on a 95-bus UKGDS
network model.
5.1 Load profile calculations
Load profiles were generated for a part of the UKGDS model. There are 55 load
buses in this model network. The UK generic distribution network project [63]
identified the following four types of consumers for developing generic Load Profile
Index (LPI).
1. Domestic-Unrestricted (D/U): The loads of these customers mainly include
lighting and domestic appliances such as refrigerator, computer, television,
microwave, washing machine etc. The appliance that require high power in-
clude refrigeration and heating. If we compute the power consumption of all
the appliance together then power requirement as a household may be quite
high but the actual figure is far lower than the sum of individual appliances
because households do not run all their appliances simultaneously.
2. Domestic-Economy (D/E): The utilities offer reduced price to these class of
consumers during off-peak hours (night) hence the appliances with high power
consumption are run during these hours. The main power consumption is
towards heating loads.
3. Industrial (I): These types of load arise from the power requirements of the
manufacturing processes. This includes all types of manufacturing industries.
The demand of these consumers is very high.
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4. Commercial (C): These loads arise from commercial activities other than man-
ufacturing. The Commercial consumers include banks, colleges, offices, shops
etc.
The LPI for a particular class of consumer was defined as the average half hourly
power consumptions of several customers across the entire network measured at the
same time. This was part of the load survey conducted in the UKGDS project
[63]. The power was measured at a feeder of particular class of customer and was
normalised with respect to that feeder rating. A half hourly normalised load profile
was obtained. This half hourly profile across all the measured feeder of this particular
category was averaged to generate a uniform LPI for a particular class of customer.
LPIs of four types of consumers were computed in this way. The resulting LPIs are
displayed in Figure 5.1.
The annual maximum demand (kW) information for a type of customer at a bus
is known from the Maximum Demand Indicator (MDI) record in each feeder. The
annual maximum demand thus maps with the maximum value of the annual LPI.
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Figure 5.1: Annual half hourly demand profile indices for various consumers
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Based on this information the real and reactive power load profiles at the ith bus
were computed as follows:
Pi(t) =
Nc∑
j=1
P ji,max
max
τ
(P jPI(τ))
P jPI(t) (5.1)
Qi(t) =
Nc∑
j=1
P ji,max
max
τ
(P jPI(τ))
P jPI(t) tan(φ
j) (5.2)
where,
Pi(t), Qi(t)= Real and reactive power loads at i
th bus at time instant t.
P jPI(t)= LPI value of the j
th class of consumer at time instant t.
P ji,max = Annual maximum demand of j
th class of consumer at bus i.
φj= Angle of average power factor of jth class of consumer.
Nc= Number of consumer classes.
t, τ = Half hourly time instances of the year.
In this research the typical power factors for all four classes of consumers were
taken as 0.95, 0.99, 0.98 and 0.90 lagging, respectively.
5.1.1 Distribution of load profiles
The density histogram of load profiles was generated for a load bus by segmenting the
range of the data into various disjoint categories known as bins. The computation
of the relative frequencies of each bin is fairly standard and can be found in [72].
The procedure is also briefed here:
Probability density histogram of the load data
The probability density histogram of the load data was constructed by segment-
ing the range of the data into the various disjoint categories known as bins. The
data points falling into each bin were counted and the relative frequency of the
observations in a bin was used to obtain the probability density as follows:
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Let k be the total number of bins and ni be the number of the data points that
fall into the ith bin. The relative frequency of the observations ni can be written as:
fi =
ni
N
(5.3)
where, N(=
∑k
i=1 ni) is the total number of observations. The probability density of
the observations ni was computed by dividing the above frequency by its bin width
h:
pi =
ni
Nh
(5.4)
The bin width was computed using the Freedman-Diaconis rule [73] as follows:
h = 2
IQR(z)
N1/3
(5.5)
where, z is the load data and IQR(z) is the interquartile range of z, which was
obtained using the iqr command in MATLAB [74]. The number of bins was obtained
using the equal width criterion:
k =
⌈
max{z} −min{z}
h
⌉
(5.6)
where, dxe is the smallest integer greater than or equal to x. It is also known as the
ceiling function.
The probability density histograms of real power loads at all 55 load buses are
shown in Figure 5.2. Some of the load distributions are zoomed in and displayed
in Figure 5.3. It is clear that no single standard distribution model can fit all of
them. Figure 5.4 shows that a nonstandard distribution can be captured through a
weighted combination of normal distributions. This motivated the concept of GMM,
which is discussed next.
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Figure 5.3: Probability distribution of load at different buses
5.2 Gaussian mixture model
A Gaussian mixture (GM) pdf is a weighted, finite sum of Gaussian pdfs (Figure
5.4). It is characterised by the number of mixture components and the weights,
mean and variance (mean vector and covariance matrix for the multivariate case)
of each component. Since a pdf must be nonnegative and the integral of a pdf over
the sample space of the random quantity it represents must evaluate to unity, the
mixture weights must be nonnegative and the sum of all the weights must equal to
one. For the multivariate case, the GM pdf model is given by:
f(z|γ) =
Mc∑
i=1
wif(z|µi,Σi) (5.7)
where, Mc is the number of mixture components and wi is the weight of the i
th
mixture component, subject to wi > 0 and
∑Mc
i=1wi = 1. γ is chosen from the set of
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Figure 5.4: Gaussian mixture approximation of density: dotted lines represent indi-
vidual mixture components and solid line represents the resultant density
parameters Γ = {γ : γ = {wi,µi,Σi}Mci=1}, a member of which defines a GM. Given
a d-dimensional random variable z, with mean µi and covariance Σi, the density
function of each mixture component f(z|µi,Σi) is a normal distribution given by:
f(z|µi,Σi) = N (µi,Σi)(z)
=
1
(2pi)d/2 det(Σi)1/2
e−
1
2
(z−µi)TΣ−1i (z−µi) (5.8)
Example: Mixture of two Gaussian components
Consider that a probability density function is represented by a weighted sum of
two normally distributed pdfs. The resulting probability density function will be:
f(z|µ1, µ2, σ21, σ22) = w1N (µ1, σ21) + w2N (µ2, σ22) (5.9)
=
w1√
2piσ21
e
− (z−µ1)2
2σ21 +
w2√
2piσ22
e
− (z−µ2)2
2σ22 (5.10)
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Integrating both sides of (5.10) over the sample space of z ∈ (−∞ +∞)
∫ ∞
−∞
f(z|µ1, µ2, σ21, σ22)dz
= w1
∫ ∞
−∞
e
− (z−µ1)2
2σ21√
2piσ21
dz + w2
∫ ∞
−∞
e
− (z−µ2)2
2σ22√
2piσ22
dz (5.11)
Since integral of any pdf over the entire sample space gives the total probability of
distribution which is equal to one, the integral terms in both sides of (5.11) evaluate
to unity. In this case (5.11) becomes:
w1 + w2 = 1 (5.12)
Equation (5.12) shows that the resultant density in (5.10) is the convex combination
of the two Gaussian densities. In this example, in order to express a given probability
density as a convex combination of two Gaussian components, one needs to know the
parameters {w1, µ1, µ2, σ21, σ22}. The EM algorithm is an efficient tool to obtain these
parameters. The details of the EM algorithm to obtain the mixture parameters to
fit a distribution are discussed next.
5.2.1 GM parameter estimation by EM algorithm
The EM algorithm to obtain the parameters of the GM, constructed by sampling
from a given distribution has been adopted in various application areas such as
target tracking [75], clustering [76] and pattern recognition [77]. In the context of
power distribution load modelling, a version of the EM algorithm is used to obtain
γ in the circumstances when each f(z|γ) can be regarded as marginal distribution
of a joint distribution f(z,y|γ) involving an additional ‘auxiliary’ variable y, i.e.
f(z|γ) =
∫
f(z,y|γ)dy (5.13)
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Let Z denote a set of N independent and identically distributed data samples, i.e.
Z = {z1, z2, ..., zN} and Y = {y1, y2, ..., yN} denote a set of hidden random variables
yi, such that yi ∈ Υ = {y : y = {1, 2, ...,Mc}}. To put it simply, each yi refers to a
mixture component through which an observation zi comes from.
The EM algorithm used in this research maximises the following log-likelihood
expectation.
Q(γ, γs) = E[ln(f(Z,Y|γ)|Z, γs)] (5.14)
where, γs are the current parameters estimates that are used to evaluate the expec-
tation and γ are the new parameters that are optimised to increase Q.
The EM algorithm is a recursion for generating a sequence of parameters γs =
{wsj ,µsj ,Σsj}Mcj=1, s = 1, 2, ... that, in feasible circumstances, converges to a maximiser
of Q(γ, γs) over γ ∈ Γ. One step of the recursion, yielding formulae for γs+1 given
γs, is
ws+1j =
1
N
N∑
i=1
f(j|zi, γs) (5.15)
µs+1j =
∑N
i=1 zif(j|zi, γs)∑N
i=1 f(j|zi, γs)
(5.16)
Σs+1j =
∑N
i=1 f(j|zi, γs)(zi − µs+1j )(zi − µs+1j )T∑N
i=1 f(j|zi, γs)
(5.17)
where,
f(j|zi,γs)=
wsjf(zi|µsj ,Σsj)∑Mc
k=1w
s
kf(zi|µsk,Σsk)
=
wsjN(µsj ,Σsj)(z)∑Mc
k=1w
s
kN(µsk,Σsk)(z)
(5.18)
The steps to obtain (5.15), (5.16) and (5.17) are detailed in [71]. The following
subsection briefly explains these steps:
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5.2.2 Description of the algorithm
Given a measure space Z of incomplete data. Assume that a complete data set
exists D = (Z,Y). An element of Y is a vector which contains the labels of each
element of Z (i.e. which mixture component spawned which samples). In view of
Subsection 5.2.1, assume a joint density function
f(z,y|γ) = f(y|z, γ)f(z|γ) (5.19)
Now, define a complete data likelihood as a function of the joint density :
L(γ|Z,Y) = f(Z,Y|γ) (5.20)
The EM algorithm first finds the expected value of complete-data log-likelihood
ln f(Z,Y|γ) with respect to the unknown data Y given observation Z and current
parameter estimates γs. That is, we define:
Q(γ, γs) = E[ln(f(Z,Y|γ)|Z, γs)]
=
∫
y∈Υ
ln(f(Z,y|γ))f(y|Z, γs)dy
(5.21)
f(y|Z, γs) is the marginal distribution of the unobserved data and is dependent on
both the observed data Z and current parameters.
The evaluation of the expectation is called the E-step of the EM algorithm. The
second step of the algorithm is called the M-step, in which the expectation computed
in the E-step is maximised by choosing:
γs+1 ∈ argmax
γ∈Γ
Q(γ, γs) (5.22)
argmaxγ∈ΓQ(γ, γ
s) denotes the set of values γ ∈ Γ which maximise Q(γ, γs) over
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Γ. This set must be nonempty for the M-step to be well defined. If this set is a
singleton, then we have:
γs+1 = argmax
γ∈Γ
Q(γ, γs) (5.23)
These two steps are repeated in recursion until convergence. Now consider a Gaussian
mixture model defined in (5.7). Also define the vector y = (y1, y2, ..., yN). If we know
y, we have:
ln(f(Z,y|γ)) =
N∑
i=1
ln(wyif(zi|µyi,Σyi)) (5.24)
f(y|Z, γs) =
N∏
i=1
f(yi|zi, γs) (5.25)
By Bayes’s rule
f(yi|zi, γs) = f(zi, yi|γ
s)
f(zi|γs) =
wsyif(zi|µsyi,Σsyi)∑Mc
j=1w
s
jf(zi|µsj ,Σsj)
(5.26)
Equation (5.21) in discrete domain takes the form:
Q(γ, γs) =
∑
y∈Υ
ln(f(Z,y|γ))f(y|Z, γs)
=
∑
y∈Υ
N∑
i=1
ln(wyif(zi|µyi,Σyi))
N∏
i=1
f(yi|zi, γs)
=
Mc∑
y1
Mc∑
y2
...
Mc∑
yN
N∑
i=1
ln(wyif(zi|µyi,Σyi))
N∏
i=1
f(yi|zi,γs)
(5.27)
After some complex algebraic manipulation the above equation takes the following
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simplified form:
Q(γ, γs) =
Mc∑
j=1
N∑
i=1
ln(wjf(zi|µj,Σj))f(j|zi,γs)
=
Mc∑
j=1
N∑
i=1
ln(wj)f(j|zi,γs)+
Mc∑
j=1
N∑
i=1
ln(f(zi|µj,Σj))f(j|zi,γs)
(5.28)
The parameters of the mixture components can be obtained by maximising the
above expression using first order (Kuhn Tucker) conditions. Now we can introduce
the Lagrange multiplier λ with the constraint that
∑Mc
j=1wj = 1 and find wj as
follows:
∂
∂wj
[
Mc∑
j=1
N∑
i=1
ln(wj)f(j|zi,γs)+ λ(
Mc∑
j=1
wj − 1)
]
= 0 (5.29)
Using the fact that
∑Mc
j=1 f(j|zi, γs) = 1 the above expression results in:
wj =
1
N
N∑
i=1
f(j|zi, γs) (5.30)
Taking the log of (5.8), ignoring any constant term (since they disappear after taking
the derivatives), the second summation on the right hand side of (5.28) becomes:
Mc∑
j=1
N∑
i=1
ln(f(zi|µj,Σj))f(j|zi,γs) =
Mc∑
j=1
N∑
i=1
(
1
2
ln(det(Σ−1j ))−
1
2
(zi−µj)TΣ−1j (zi−µj)
)
f(j|zi,γs)
(5.31)
LetA be a square matrix, then from matrix algebra we have
∑
i x
T
i Axi = tr(A
∑
i xix
T
i ).
Defining (zi − µj)(zi − µj)T = Pi,j, the right hand side of (5.31) can be written as:
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Mc∑
j=1
[
1
2
ln(det(Σ−1j ))
N∑
i=1
f(j|zi,γs)
− 1
2
N∑
i=1
f(j|zi,γs) tr(Σ−1j Pi,j)
] (5.32)
Taking the derivatives of (5.31) and (5.32) with respect to µj and Σ
−1
j respectively
and setting them equal to zero, we get:
µj =
∑N
i=1 zif(j|zi, γs)∑N
i=1 f(j|zi, γs)
(5.33)
Σj =
∑N
i=1 f(j|zi, γs)(zi − µj)(zi − µj)T∑N
i=1 f(j|zi, γs)
(5.34)
Now the algorithm proceeds recursively from an initial starting point. One step
of the recursion of (5.30), (5.33) and (5.34) results in (5.15), (5.16) and (5.17),
respectively. It should be noted that (5.34) is derived using the facts ∂ ln(det(A))
∂A
=
2A−1 − diag(A−1) and ∂ tr(AB)
∂A
= B +BT− diag(B).
5.3 GMM application
The formulation of GMM is general, as it treats z as a matrix of dimension d ×
N . First the univariate case is considered in which the GMM methodology has
been applied to the UKGDS model to obtain the mixture components for real and
reactive demands in all 55 buses. In the univariate distribution (d = 1) the load
at each bus was modelled as a GMM. This excludes the correlation amongst the
loads. The GMM in the multivariate case has also been applied by augmenting the
loads at different buses in z. The multivariate GMM incorporates the correlation
information. The GMM components at every bus were obtained using the EM
algorithm. The algorithm was coded in MATLAB and run on a Pentium-IV PC, 2.99
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GHz processor with 1 GB RAM. The EM algorithm was initialised using K−means
clustering algorithm available in MATLAB [74]. The algorithm was terminated when
the relative difference of log-likelihood values [78] in two consecutive iterations is
below a threshold. (i.e. |(Ln − Ln−1)/Ln−1| ≤ thr). A threshold value of 0.001
was taken as the termination criterion. In the algorithms the number of mixture
components (Mc) was pre-specified. The basis for choosing theMc is explained with
the help of Table 5.3 in Subsection 5.3.4.
5.3.1 Full component GMM
Figure 5.5 shows the distribution of various mixture components in buses #1, #26,
and #82. There can be a situation in which a load can be represented by more than
one Gaussian mixture component. For example, a careful look at bus #82 load
pdf suggests that a 12 kW value can be solely captured by mixture component #2,
whereas a 25 kW can be represented either by component #1 or component #5 or
by the weighted combination of the both. Since a single Gaussian pdf is required in
various applications, it is necessary to produce an equivalent Gaussian pdf for the
25 kW load. There are several ways to achieve this. One can select the pdf with
the highest weight. However when the weights are comparable with low overlap
between the respective pdfs, both of them should be chosen. In the cases such as 25
kW, where the respective pdfs have significant overlap with comparable weights, the
equivalent mean and variance can be generated by merging relevant components. A
full component merging to produce the overall mean and covariance is based on the
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Figure 5.5: GMM approximation of the load pdf with (a). 3 (b) 5 and (c) 5 Gaussian
components
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following equations:
µc = E[z] =
Mc∑
j=1
wjµj (5.35)
Σc = E[(z− µc)(z− µc)T ]
=
Mc∑
j=1
wj[Σj +(µj −µc)(µj − µc)T ]
(5.36)
However, this generates a pdf with larger spread and does not seem to offer preferen-
tial treatment to high density region. This happens due to the presence of some pdfs
having significantly different parameters from the rest. This is addressed through
an improved analytical approach to merging through mixture reduction.
5.3.2 Reduced component GMM
The merging is based on the clustering algorithm that combines mixtures into groups
(clusters). The algorithm operates by selecting the component with the largest
weight as the principal component for a cluster, and merging all components that
are within a certain distance of the principal component. The distance measure is
defined by Salmond [79-81] :
Dp,j =
wpwj
wp + wj
(µp − µj)TΣ−1p (µp − µj) (5.37)
where, subscript ‘p’ denotes the principal component. All the mixture components,
satisfying Dp,j < T for j = 1, 2, ...,Mc, are merged together. The components which
do not satisfy Dp,j < T are ignored. Threshold ‘T ’ is determined by the χ
2-test using
a 99% confidence. The equivalent mean and covariance of the merged components
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are given by:
wm =
∑
j∈I
wj (5.38)
µm =
1
wm
∑
j∈I
wjµj (5.39)
Σm =
1
wm
∑
j∈I
wj[Σj +(µj −µm)(µj − µm)T ] (5.40)
It is to be noted that because of the exclusion of some components based on the
above criterion, the summation of the weights of the components within the cluster
will not add to unity. This has been accounted for by normalising the mean and
variances of the cluster with wm.
Table 5.1 shows the parameters of GMM components. The buses requiring mix-
ture reduction are shown in Table 5.1. The parameters of the components, selected
for deletion are highlighted.
The results of the full component merging and reduced component merging to a
single Gaussian pdf are displayed in Figure 5.6. It is seen that the mixture reduction
algorithm provides a better approximation of the original pdf. In Figure 5.6 the
merging of full and reduced components to a single Gaussian pdf is demonstrated
for comparison purposes. In practice a set of non-overlapping Gaussian pdfs are
produced by merging the relevant components and each pdf in the set statistically
represents the range of load (low, medium and high).
5.3.3 Performance comparison of GMM with other distrib-
utions
To compare the performance of the GMM, a number of distributions (normal, log-
normal, beta, gamma) were fitted in the load density histograms. The fitted distri-
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Table 5.1: Parameters of the GMM components: The highlighted components are
selected for deletion using distance measure given in (5.37)
GMM Components
Bus No. Weight Mean Variance
1 (0.35 0.12 0.53) (705.39 1163.28 465.28 ) (14326.16 24200.85 6420.11)
3 (0.20 0.71 0.10) (7.90 3.60 12.68) (1.60 1.01 1.82)
5 (0.13 0.08 0.51 0.28) (21.17 30.54 9.92 16.17) 8.12 5.50 2.76 4.99)
11 (0.20 0.71 0.09) (2.63 1.20 4.23) 0.18 0.11 0.20)
12 (0.09 0.20 0.28 0.43) (4.24 2.63 0.90 1.39) 0.20 0.18 0.04 0.05 )
14 (0.31 0.29 0.40) (13.03 19.37 2.62) (2.89 5.45 3.80)
22 (0.43 0.20 0.09 0.28) (8.33 15.77 25.42 5.38) (1.92 6.41 7.06 1.63)
23 (0.09 0.51 0.20 0.21) (25.26 7.32 16.16 10.44) (3.61 1.84 5.72 1.80)
24 (0.26 0.08 0.50 0.16) (28.52 56.62 17.91 38.31) (16.90 19.78 8.24 28.36)
26 (0.20 0.16 0.20 0.10 0.34) (39.19 22.97 16.38 57.11 29.60) (18.03 5.87 4.50 20.08 5.04)
28 (0.43 0.43 0.14) (7.36 13.13 23.04) (2.44 5.38 9.80)
33 (0.09 0.71 0.20) (21.14 6.00 13.17) (5.07 2.81 4.45)
34 (0.21 0.20 0.09 0.50) (10.44 16.16 25.26 7.32) (1.80 5.72 3.61 1.84)
36 (0.27 0.13 0.51 0.09) (30.79 39.36 18.78 56.64) (16.54 28.18 10.60 19.35)
42 (0.56 0.33 0.11) (9.59 16.68 28.72) (3.41 11.10 13.75)
43 (0.44 0.13 0.43) (14.71 46.09 26.26) (9.77 39.22 21.51)
47 (0.09 0.71 0.20) (12.68 3.60 7.90) (1.82 1.01 1.60)
51 (0.33 0.56 0.11) (16.67 9.59 28.72) (11.10 3.41 13.75)
54 (0.20 0.21 0.51 0.08) (16.16 10.44 7.32 25.26) (5.72 1.80 1.84 3.61)
56 (0.71 0.20 0.09) (1.92 4.21 6.76) (0.29 0.45 0.52)
57 (0.20 0.09 0.71) (4.74 7.61 2.16) (0.58 0.66 0.36)
60 (0.09 0.71 0.20) (12.68 3.60 7.90) (1.82 1.01 1.60)
61 (0.71 0.20 0.09) ( 3.60 7.90 12.68) (1.01 1.60 1.82)
64 (0.48 0.08 0.19 0.25) (8.00 26.00 17.05 12.23) (1.55 4.70 6.08 2.93)
65 (0.20 0.09 0.71) (15.81 25.37 7.20) (6.40 7.30 4.05 )
68 (0.20 0.09 0.71) (18.44 29.60 8.40) (8.72 9.93 5.51)
69 (0.09 0.71 0.20) (11.84 3.36 7.38) (1.59 0.88 1.40)
73 (0.09 0.71 0.20) (10.99 3.12 6.85) (1.37 0.76 1.20)
74 (0.12 0.14 0.31 0.43) (52.00 23.70 14.82 34.78) (19.78 8.83 9.23 10.74)
75 (0.71 0.09 0.20) (2.40 8.46 5.27) (0.45 0.81 0.71)
77 (0.09 0.20 0.71) (4.23 2.63 1.20) (0.20 0.18 0.11)
78 (0.20 0.09 0.71) (6.32 10.15 2.88) (1.02 1.17 0.65)
79 (0.48 0.25 0.19 0.08) (15.99 24.46 34.10 52.01) (6.20 11.72 24.30 18.80)
82 (0.29 0.21 0.16 0.11 0.23) (23.35 14.49 34.67 48.47 27.65) (6.96 3.45 8.29 17.60 4.71)
83 (0.09 0.71 0.20) (4.23 1.20 2.63) (0.20 0.11 0.18)
84 (0.45 0.27 0.18 0.10) (389.58 272.70 543.83 796.50) (1626.46 1449.86 3884.44 6508.93)
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Figure 5.6: Single Gaussian approximation of the load pdf with and without mixture
reduction
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butions along with GMM at buses #1 and #19 are displayed in Figure 5.7. The
GMM offers to provide a better fit for the load density histograms as compared to
other distributions. To verify this numerically the χ2-statistics which measures the
goodness of fit was used. A similar measure is used in [8]. The χ2-goodness-of-fit
was obtained using the chi2gof function available in MATLAB [74]. Table 5.2 shows
the χ2-goodness-of-fit for various distributions. A smaller value indicates a better
fit. At both the buses this value is smallest for the GMM confirming the GMM as
best fit.
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Figure 5.7: Probability distribution of load at different buses
Table 5.2: χ2-goodness-of-fit for various distributions
χ2-Goodness-of-Fit
Bus No. Normal Log-normal Beta Gamma GMM
1 8649.02 1585.31 6610.62 3046.02 163.11
19 8204.74 18275.99 6653.73 12673.63 5093.15
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5.3.4 Performance of GMM with increased mixture compo-
nents
Table 5.3 shows the χ2-goodness-of-fit values for the GMM at bus #1 after termi-
nation of the algorithm with #2, #3, #4, and #5 Gaussian components. A lower
value of the χ2-goodness-of-fit indicates better accuracy. For one Gaussian pdf, the
value of the χ2-goodness-of-fit is very high (8649.02 in Table 5.2). As seen from
Table 5.3, when the number of components increases from 2 to 3 and 3 to 4, the
χ2-goodness-of-fit value decreases significantly. With increase in number of compo-
nents from 4 to 5 this decrease is not very high, whereas computational efforts in
terms of CPU times and number of iterations are very high. Thus as a trade-off, 3
components were selected for the GMM at bus #1. The components for the GMM
at other buses were determined similarly.
Table 5.3: Performance at bus #1 with increasing GMM components
Mc χ
2-Goodness-of-Fit CPU time (s) Iterations
2 952.65 12.88 4
3 163.11 33.81 8
4 61.13 94.75 18
5 47.17 200.61 26
5.3.5 Capturing the correlations among loads
The results presented in the previous sections were obtained by considering the load
profile at an individual bus. This leads to the univariate GMM and thus no informa-
tion about the correlations was obtained. However, the GMM algorithm presented
in this thesis is generic and also incorporates the multivariate distributions. In the
multivariate case, the load profiles at different buses are augmented together in z in
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order to capture the correlations. In this case, the off-diagonal elements of the co-
variance matrix Σi (corresponding to the i
th component) represent the correlations.
In this research, the correlation between the real power loads is demonstrated by
considering the correlations in 2 and 3 loads in buses which are close to each other.
Figure 5.8 shows the two dimensional GMM which is obtained from the load profiles
at buses #33 and #34 respectively. The bivariate distribution was modelled through
4 Gaussian components which in 2-dimensions are represented by black ellipses.
Table 5.4 shows the parameters of GMM components. In the table, off-diagonal
elements of each of the {Σi}4i=1 represent the correlation between the loads at buses
#33 and #34. Similarly the load correlations between the buses #22, #23, and #24
were obtained and results are presented in Table 5.5. In the 3-dimensional case, a
Gaussian component is represented by an ellipsoid.
Figure 5.8: Bivariate GMM approximation with 4 mixture components
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Correlation coefficient
For a particular GMM component k, the load correlation coefficient between the
loads at ith and jth buses is given by
ρij,k =
Σk(i, j)
σi,kσj,k
(5.41)
where, σi,k and σj,k are the standard deviations of the loads at buses i and j corre-
sponding to the kth mixture component.
The correlation coefficients were computed for the loads at buses #33 and #34.
The values corresponding to all four components were obtained as 0.92, 0.96, 0.96,
and 0.98 respectively. The coefficients are close to unity which indicates a strong
correlation between these loads. The same is evident from Figure 5.8. This is obvious
because both the buses have similar kind of customers and probability distributions.
Li [7] has demonstrated the effect of correlations on the performance of the state
estimation. The results in [7] conclude that the performance of the state estimation
improves with increase in correlation coefficient. In view of this, capturing the corre-
lation among loads is one of the important aspects of the state estimation algorithm.
However, the version of EM-algorithm used this research is limited to the small scale
systems. Thus all the loads in 95-bus UKGDS can not be augmented together in
order to capture the correlations amongst them. Due to this the correlation infor-
mation is not incorporated in the state estimation algorithm and measurements are
assumed to be independent and identically distributed. As an extension of this work
an improved version of algorithm is under investigation.
5.3. GMM application 107
T
ab
le
5.
4:
M
ix
tu
re
co
m
p
on
en
ts
w
it
h
co
rr
el
at
io
n
at
b
u
se
s
#
33
an
d
#
34
C
P
U
ti
m
e:
16
8.
72
s,
N
um
be
r
of
it
er
at
io
ns
:
35
,
L
ik
el
ih
oo
d
va
lu
e:
4.
02
25
×
10
5
w
1
=
0.
38
32
,µ
1
=
[ 6.0
58
6
7.
14
58
] ,w 2
=
0.
32
33
,µ
2
=
[ 12
.0
03
0
14
.6
33
1
] ,w 3
=
0.
06
70
,µ
3
=
[ 21
.6
75
0
25
.8
16
9
] ,w 4
=
0.
22
65
,µ
4
=
[ 5.3
73
8
9.
14
46
]
Σ
1
=
[ 2.5
52
6
2.
02
22
2.
02
22
1.
90
93
] ,Σ
2
=
[ 17
.3
00
8
16
.7
54
2
16
.7
54
2
17
.4
40
2
] ,Σ
3
=
[ 3.4
87
1
2.
71
86
2.
71
86
2.
30
94
] ,Σ
4
=
[ 1.9
36
4
2.
06
16
2.
06
16
2.
30
52
]
T
ab
le
5.
5:
M
ix
tu
re
co
m
p
on
en
ts
w
it
h
co
rr
el
at
io
n
at
b
u
se
s
#
22
,#
23
,
an
d
#
24
C
P
U
ti
m
e:
17
.5
8
s,
N
um
be
r
of
it
er
at
io
ns
:
3,
L
ik
el
ih
oo
d
va
lu
e:
3.
56
17
×
10
5
w
1
=
0.
21
88
,µ
1
=
 8
.5
48
1
9.
02
05
27
.4
46
7
  ,w
2
=
0.
48
71
,µ
2
=
 6
.5
98
8
7.
78
51
17
.8
09
9
  ,w
3
=
0.
20
75
,µ
3
=
 16
.0
24
2
16
.0
00
6
36
.4
17
0
  ,w
4
=
0.
08
66
,µ
4
=
 25
.8
24
1
25
.2
20
9
55
.6
18
6
 
Σ
1
=
 2.
34
07
2.
06
45
2.
37
64
2.
06
44
3.
39
19
1.
93
22
2.
37
64
1.
93
22
11
.7
29
9
  ,Σ
2
=
 3.
62
67
2.
27
87
2.
24
65
2.
27
87
3.
25
04
2.
39
28
2.
24
65
2.
39
28
7.
70
21
  ,Σ
3
=
 7
.2
34
2
5.
80
72
10
.7
45
1
5.
80
72
5.
99
38
11
.3
31
7
10
.7
45
1
11
.3
31
7
31
.4
82
8
  ,Σ
4
=
 5
.6
93
8
3.
88
96
12
.2
21
2
3.
88
96
3.
82
27
7.
69
54
12
.2
21
2
7.
69
54
30
.2
09
6
 
5.4. State estimation using GMM 108
5.4 State estimation using GMM
The performance of the WLS state estimator, considering Gaussian mixture algo-
rithm to model pseudo measurements, was evaluated on 95-bus UKGDS network
model. In the state estimation algorithm the measurements were assumed to be
independent, thus the univariate GMM was utilised. This excludes the correlation
information which influences the estimated quantities. The procedure described in
this section is same as that for correlated case with an exception in Step 4. This
step for correlated case is discussed later in this section.
As described in Section 5.1, the load profile at a bus was obtained by mapping the
normalised behaviour of various UK consumer class through their annual maximum
demand at that bus. The bus load profiles thus obtained, were used to construct the
load pdfs. Then the mixture components of the bus load pdf was computed through
GMM off-line. The load profiles and mixture components information were stored.
The state estimator utilises the stored information at any point of time t according
to the following procedure:
Step 1: Select a particular load bus (say bus k)
Step 2: Retrieve all the mixture components that were obtained earlier off-line
through GMM to represent the bus load pdf
Step 3: At time t, get the value of the load zk(t) from the bus load profile infor-
mation
Step 4: Identify the mixture component or group of components from the follow-
ing set Sk(t)
Sk(t) = {j : j ∈ {1, 2, ...,Mc}; |zk(t)− µj| ≤ 3σj} (5.42)
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(a) If Sk(t) has one element, take the variance of the selected component along
with zk(t) in the WLS computation.
(b) In case Sk(t) has more than one element, apply the mixture reduction algo-
rithm described in Subsection 5.3.2 to produce a single equivalent Gaussian
distribution. Use the equivalent variance along with zk(t) in the WLS compu-
tation.
In correlated case, a multivariate GMM formulation is required. In multivariate
GMM a load can be associated with a particular Gaussian component in the mix-
ture through data association by relative marginal density given in (5.18). This is
done by computing the relative marginal density of the load snapshot with respect
to each component. The component with maximum density is identified as the rep-
resentative of the load. If several components have comparable marginal densities,
they can be merged together using the mixture reduction technique described in
Subsection 5.3.2.
5.4.1 Classification of measurement types for DSSE
The measurements in the distribution system state estimation are used in three
different ways as follows:
1. The real measurements are available through the measuring instruments and
have the uncertainty corresponding to the accuracy of the instrument.
2. The virtual measurements are zero injections which are completely determin-
istic and they are modelled with very low variance in order to make them
consistent with MLE theory.
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3. The pseudo measurements on the other hand are the load values which are
derived from the historical data, MV/LV transformer ratings at substations
and customer behaviour. Since the loads are not measured and their derived
values themselves are uncertain, they act as random variables. These random
variables (loads) may take any value between the minimum and maximum de-
mands at different buses. The probability of random variable, taking a value,
is measured through the probability density function. And if this random vari-
able follows the normal distribution, the variance of this distribution measures
the uncertainty. If the probability distribution function is not normal it can
be classified into several Gaussian components using GMM. This divides the
total load variation (between minimum and maximum demand) into different
segments (lower load, medium load and higher load) with each segment rep-
resented by Gaussian pdf. The uncertainty of the loads in each segment is
measured through the variance of the corresponding Gaussian distribution.
Now in the load profile zk(t) represents the random variable and its variance
obtained from the GMM represents the uncertainty. In DSSE this information
is utilised along with the real measurements.
5.4.2 State estimation at different load levels
The WLS state estimation was run at various load levels by sampling the load
profiles at different time steps for the whole year. From the half an hour, yearly
load profiles, the load values at every 100 hour were sampled resulting in 88 test
cases. A load flow corresponding to each time step was used to generate the true
values. Assuming that the real measurements are available at the main substation,
only one voltage measurement (bus #1) and two power flow measurements (lines
#1−2 and #1−85) were considered as the real measurements. These measurements
were generated by adding the Gaussian noise components corresponding to 3% error
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in true values.
The voltages and angles in the UKGDS were estimated at various time steps us-
ing GMM. The estimation results for the two buses, one close to the main substation
(bus #2) and the other away from the main substation (bus #51) are displayed in
Figure 5.9 and Figure 5.10 respectively. The true values of the voltages and angles
along with the ±3σ confidence bounds in the estimates are also shown in the figures.
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Figure 5.9: True and estimated voltages and angles at different time steps
It is observed that the estimates are within the bounds. The state estimates at
bus #2 match closely with the true values as compared to bus #51 . This is expected
because the bus #2 is close to the main substation where all the real measurements
are available while bus #51 is away from the main substation and predominately
influenced by pseudo measurements. Average absolute errors at different buses are
also shown in Table 5.6. The estimation errors increase as one moves away from
the main substation. These errors can be reduced by deploying additional real mea-
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Figure 5.10: True and estimated voltages and angles at different time steps
surements at different locations in the network. Obviously the deployment should
consider the tradeoff between the cost and the accuracy of the estimates. The details
of the measurement placement procedure are discussed in next chapter.
Table 5.6: Average absolute errors in voltages and angles
%Average Absolute Error (AAE)
Bus #2 Bus #9 Bus #51 Bus #95
100
N
∑
i
∣∣∣ Vˆ i−V itV it ∣∣∣ 0.03 0.068 0.16 0.38
100
N
∑
i
∣∣∣ δˆi−δitδit ∣∣∣ 2.27 3.22 8.28 11.16
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5.5 Conclusions
An efficient approach based on the EM algorithm, to model the loads as the pseudo
measurements, is presented and theoretically justified. The advantage of the ap-
proach is that all the load pdfs irrespective of their distributions are represented
by GMM approximation followed by the appropriate reduction. This approach is of
particular value because methods for generating pseudo measurements in transmis-
sion system state estimation can not generally be extended to distribution networks
mainly due to the absence of adequate load measurements. The WLS is effectively
applied for the distribution system state estimation. The correlation information
is not used in the state estimation algorithm. The effect of load correlations on
the performance of the state estimation algorithm is planned as a future extension
of this work. The approach presented in this chapter is simple to implement in a
practical DMS environment.
Chapter 6
Measurement placement algorithm
This chapter deals with the effective utilisation of sparse real time measurements for
distribution system state estimation. First the problems associated with the limited
number of real time measurement are highlighted through the simulations, and then
a new algorithm for the placement of measurements has been presented to overcome
these problems.
The main purpose of the algorithm is to improve the quality of voltage and angle
estimates across a network by bringing down the relative errors in the voltage and
angle estimates, at all buses, below some predefined thresholds in more than 95% of
the simulated cases. The proposed technique is based on the sequential improvement
of a bivariate probability index governing relative errors in voltage and angle at each
bus. The meter placement problem is simplified by transforming it into a probability
bound reduction problem, with the help of the two-sided Chebyshev inequality [82].
A straightforward solution technique is proposed for the latter problem, based on
the consideration of 2-σ error ellipses. The idea is to identify measurement locations
that reduce the ‘area’ of the associated error ellipses. The benefits of the proposed
technique are revealed by Monte Carlo simulations on a 95-bus UKGDS network
model.
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6.1 Simulation study
This section describes the state estimation results on the 95-bus UKGDS test system
model. The WLS estimation technique was applied because of its consistency with
DSSE problem and the relative errors in the voltages and angles were observed in
100 Monte Carlo simulations. Thresholds were specified for the relative errors in
voltages and angles to assess the performance of the estimator under varying degrees
of error in the measurements. Based on the errors in real and pseudo measurements
the following cases were simulated.
Case 1: Error in real measurement 1% and pseudo measurement 20%
Case 2: Error in real measurement 1% and pseudo measurement 50%
Case 3: Error in real measurement 3% and pseudo measurement 20%
Case 4: Error in real measurement 3% and pseudo measurement 50%
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Figure 6.1: Relative errors in voltage and angle estimates: with error in true mea-
surements = 1%, error in pseudo measurements = 20%. Mean values of relative
errors are represented by +++ .
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Figure 6.2: Relative errors in voltage and angle estimates: with error in true mea-
surements = 1%, error in pseudo measurements = 50%. Mean values of relative
errors are represented by +++ .
Figures 6.1-6.4 show the plots of the relative voltage and angle errors at differ-
ent buses. It can be observed that, when the measurement errors are small, the
relative estimation errors in the voltages and angles in more than 95% of simulation
cases are below their respective thresholds (i.e. 1% for voltage error and 5% for
angle error). It is evident from Figure 6.2 that with the increase in errors in the
pseudo measurements from 20% to 50%, the voltage estimate errors do not violate
their threshold in all the simulations, while the angle estimate errors violate their
threshold in significant number of simulation cases. With increase in the errors in
the real measurements from 1% to 3% both the errors in the voltage and the angle
estimates violate the threshold limits (Figure 6.3). This violation is significantly
more for the voltage estimate errors than it is for the angle estimate errors. It
can be understood from the simulation that the errors in the voltage estimates are
highly influenced by the errors in the real measurements and less influenced by the
errors in the pseudo measurements (loads). On the other hand the errors in angle
estimates are influenced by both. In the case shown in Figure 6.4, when the errors
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Figure 6.3: Relative errors in voltage and angle estimates: with error in true mea-
surements = 3%, error in pseudo measurements = 20%. Mean values of relative
errors are represented by +++ .
in both real and pseudo measurements are high, the errors in voltage and angle es-
timates significantly violate the limits. An efficient way to overcome this problem is
to increase the number of real measurements, although it may not be economical to
place large number of meters. Hence, a cost effective strategy for meter placement
should take account of the following factors:
• Location of meters
• Type of measurements
• Number of measurements
In the next section, the theoretical framework and strategy for placing the meters
are discussed.
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Figure 6.4: Relative errors in voltage and angle estimates: with error in true mea-
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errors are represented by +++ .
6.2 Problem formulation
The problem of meter placement is to identify the effective locations and the number
of real measurements, so that the following probability indices
pi = Pr
{∣∣∣∣∣ Vˆ i − V itV it
∣∣∣∣∣ ≤ ²1,
∣∣∣∣∣ δˆi − δitδit
∣∣∣∣∣ ≤ ²2
}
(6.1)
for i = 2, ..., n
relating to the relative errors of the voltage and angle estimates throughout the
network, is improved and relative errors are brought below their specified thresholds.
Here,
V it ,δ
i
t = True value of voltage and angle at the i
th bus, respectively
Vˆ i,δˆi = Estimated value of voltage and angle at the ith bus, respectively.
Bus #1 at the main substation is the reference bus with bus angle zero. The
measurements at the main substations are generally available. So this bus is excluded
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from the problem formulation. Define:
µi =
 µiv
µiδ
 = E
 Vˆ i
δˆi
 =
 V it
δit
 (6.2)
Pivδ = E


 Vˆ i
δˆi
− µi


 Vˆ i
δˆi
− µi

T (6.3)
µi² = [²1V
i
t ²2|δit|]T (6.4)
Let xˆivδ = [Vˆ
i δˆi]T , and using (6.2) and (6.4), the probability index in (6.1) takes
the following form:
pi = Pr
−µi² ≤
 Vˆ i − µiv
δˆi − µiδ
 ≤ µi²

= Pr
{−µi² ≤ (xˆivδ − µi) ≤ µi²}
= 1− Pr{(xˆivδ −µi) >µi² or (ˆxivδ − µi) < −µi²}
(6.5)
The above probability can be increased by decreasing the following probability index:
p′i = 1− pi = Pr
{(
xˆivδ −µi
)
>µi² or
(ˆ
xivδ − µi
)
< −µi²
}
(6.6)
Since, (Pivδ)
−1µi² ≥ 0, using Theorem 10(b) in [82] (Also given in Appendix C.2), the
tight bivariate two sided-Chebyshev bound for (6.6) in closed form can be expressed
as:
sup
xˆivδ∼(µi,Pivδ)
Pr
{(ˆ
xivδ−µi
)
> µi² or
(ˆ
xivδ−µi
)
< −µi²
}
= min
(
1,
1
(µi²)
T (Pivδ)
−1(µi²)
) (6.7)
If, 1/(µi²)
T (Pivδ)
−1(µi²) ≥ 1, the above relation is obvious because the maximum
probability of the left hand side can not exceed unity. For, 1/(µi²)
T (Pivδ)
−1(µi²) < 1,
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the bound in (6.7) can be written as:
Pr
{(ˆ
xivδ−µi
)
>µi² or
(ˆ
xivδ−µi
)
<−µi²
} ≤ 1
(µi²)
T (Pivδ)
−1(µi²)
(6.8)
It will be shown later in Subsection 6.4.1 that the condition 1/(µi²)
T (Pivδ)
−1(µi²) <
1 is satisfied for practically acceptable thresholds. Hence, the problem based on the
reduction in Chebyshev bound results in feasible solution. In view of this, the prob-
ability index in (6.6) can be decreased by decreasing the right hand side of (6.8).
Since, µi² is a constant vector (2× 1), one way to decrease the right hand side is to
reduce the area of the error ellipse generated by the error covariance matrix Pivδ. A
theoretical framework for obtaining the area of the error ellipse is now summarised.
6.2.1 Geometric interpretation of error covariance matrix
The equation of the n-dimensional ‘zero mean’ error ellipsoid takes the form: eTP−1e =
c, where e is the error vector (n×1), P is the error covariance matrix (n×n), and c is
a constant. Since P−1 is a real symmetric matrix (a property of the error covariance
matrix), there exists an orthogonal matrix T such that T−1P−1T = T TP−1T = Λ.
Here Λ is a diagonal matrix with diagonal entries the eigenvalues (λ1, . . . λn) of P
−1
[83]. Now let D be the diagonal matrix with diagonal entries (
√
c/λ1, . . . ,
√
c/λn)
and consider the new vector variable e′ defined by the transformation e = TDe′.
Because T is an orthogonal matrix (and therefore has unit (±1) determinant), the
determinant of the transformation TD is cn/2/(λ1 . . . λn)
1/2 = cn/2/ det(P−1/2) =
cn/2
√
det(P ). It is easy to see that, in terms of the transformed vector variable, the
equation of the ellipsoid is simply
e′21 + . . .+ e
′2
n = 1 (6.9)
6.3. Measurement placement 121
the unit n-sphere, whose volume we can write as V . The volume of the ellipsoid is
just the volume V scaled by the determinant of the transformation and is expressed
as V cn/2
√
det(P ). In the (2× 2) case when V = pi (the area of unit disk), the area
of error ellipse is cpi
√
detP.
6.3 Measurement placement
An obvious choice to improve the index in (6.1) is to place the voltage meters at the
locations where
√
detP is largest. The voltage measurements can efficiently bring
down the relative errors in the voltage estimates below threshold, but in some cases
the same may not be achieved for the angle estimates even with the help of a large
number of voltage meters. The reasons for this are evident from Figure 6.5(a) and
Figure 6.5(b). As shown in Figure 6.5(a), at a given bus, the two axes of the error
ellipse are not aligned in the direction of coordinate axes. This implies that the
errors in voltage and angle estimates are correlated. In this case the error reduction
in the voltage estimate consequently reduces the error in angle estimate and vice
versa. The reduction of the error estimate in one variable with respect to the other
depends upon the degree of correlation between the two. A stronger correlation
implies that the error reduction in one variable significantly reduces the error in
the other. In Figure 6.5(b), the ellipse axes are in the direction of coordinate axes.
This means the errors in voltage and angle estimates are uncorrelated and hence
the reduction of one does not influence the other. For such cases other type of
measurements are required. In this research, the line power flow measurements in
addition to the voltage measurements have been used to bring down the errors below
their thresholds. The placement of the flow measurements is based on the reduction
of the error ellipse derived from the real and reactive power flow in a line. The
procedure for the location and number of these measurements is discussed next.
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Figure 6.5: Voltage and angle error ellipse: errors are (a). correlated (b). uncorre-
lated
6.3.1 Step by step process
Step 1 Run WLS over a set of Monte Carlo simulations and observe the relative
errors in voltages and angles in each simulation at all the buses.
Step 2 If in more than 95% of the cases the relative errors in the voltages and
angles are below their specified thresholds respectively (i.e. 1% for voltage
(²1) and 5% for angle (²2)), stop else go to Step 3.
Step 3 If only the relative errors in voltage estimates satisfy the criterion in Step
2, go to Step 6, else Step 4.
Placement of Voltage Measurements
Step 4 Take the mean of the state error covariance matrix over all the Monte
Carlo simulations and extract the sub-matrices corresponding to the voltage
and angle at each bus.
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Step 5 At every bus compute the area of the error ellipse from the determinant of
the sub-matrix and identify the bus with the largest area and place the voltage
measurement at this bus. If measurement is already present choose the bus
with the next largest area. Go to Step 1.
Placement of Line Power Flow Measurements
Step 6 Compute the mean of error covariance matrix corresponding to the real and
reactive power flow, in each line.
Step 7 For each line compute the area of the line flow error ellipse and place the
flow measurement in the line with the largest area. If the measurement is
already present choose the line with the next largest area. Go to Step 1.
The flow chart representation of the procedure is shown in Figure 6.6.
6.3.2 Optimality of the proposed scheme
In this work, the meter placement strategy has been addressed as a feasibility prob-
lem rather than an optimisation one. The proposed method sequentially reduces the
Chebyshev bound in order to improve the probability index in (6.1). The reduction
in the bound stops when a pre-specified criterion is met (i.e. the relative errors in
voltage and angle estimates are below their respective thresholds in more than 95%
of the simulated cases). From the optimality perspective the results are subopti-
mal as the index in (6.1) can further be improved by increasing the number of real
measurements. However, if the desired accuracy in the estimates is attained, im-
provements in state estimation resulting from further reductions of the probability
indices is not economically justified.
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Figure 6.6: Flow chart for measurement placement technique
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6.4 Results and discussion
The measurement placement technique discussed in the previous section was applied
in the case of maximum measurement errors (i.e. 3% error in real measurements
and 50% errors in pseudo measurements). The plot of the relative errors in voltages
and angles after applying the measurement placement technique is shown in Figure
6.7. It was found that three additional voltage measurements at buses #19, #20
and #21 and two power flow measurements in the lines #15−17 and #34−35 were
needed to bring down the relative errors in voltages and angles below the specified
thresholds in more than 95% of the simulated cases.
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Figure 6.7: Relative errors in voltage and angle estimates: with error in true mea-
surements = 3%, error in pseudo measurements= 50%. Mean values of relative
errors are represented by +++ .
To assess the performance at each individual bus, the mean error ellipse at
each bus over all the simulations was plotted. The error ellipse plots for some of
the buses are shown in Figure 6.8. The error ellipses corresponding to no additional
measurements are shown in solid lines and those corresponding to the measurements
after placement are displayed by dashed lines. It is clear from the plots that the
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proposed technique significantly reduces the area of the ellipses at every bus in the
network and hence improves the performance by reducing the error in the estimates.
It should be noted that at bus #1 there is no uncertainty along x-axis, because of
the assumption of this bus as reference with bus angle zero.
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In order to assess the overall performance, the quality of the estimates quantified
in terms of the inverse of the trace of the mean error covariance matrix was evaluated
with each additional meter placed. Figure 6.9 shows the quality plot with no place-
ment and with the measurements placed in various steps. It can be concluded that
the placement technique significantly improves the overall quality of the estimates.
Table 6.1 shows the minimum value of lower bound of the probability index pi
defined in (6.1). It is evident that with each measurement placed, the technique
increases the probability index above the value specified in Table 6.1. The index
can attain a maximum value of unity in the limiting case. The proposed technique
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Figure 6.9: Overall quality with measurement placement
increases the probability index above 0.949 while satisfying the criteria on voltage
and angle estimates. Although this value is not optimal, it is not very far from the
limiting value either.
Table 6.1: Minimum of lower bound of pi, for ²1 = 0.01, ²2 = 0.05, (1−maxi{1/(µi²)T
(Pivδ)
−1(µi²)})
After placement of measurements
None 1 2 3 4 5
min{pi}ni=2 ≥ 0.839 0.873 0.894 0.904 0.917 0.949
6.4.1 Comments on the Chebyshev bound
In the simulations, the thresholds (²1, ²2), were varied from 0.05% to 10% and the
maximum values of Chebyshev bound in (6.8) were evaluated. The surface plots of
the maximum values of the Chebyshev bound, without and with each measurement
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placed are shown in Figure 6.10. It is clear that for the chosen thresholds, the
maximum bound is below unity. Hence, reduction in bound in (6.8) improves the
probability index pi in (6.1). As the real measurements are introduced, the bounds
decrease. It should be noted that, with no additional measurements the bound
exceeds unity in a very few number of cases. These cases correspond to the selection
of very small thresholds. In practice it is either difficult to achieve the relative errors
below these thresholds due to the measurement constraints or sometimes impossible
even with placement of real measurements at all possible locations. Furthermore, it
may not be of any added significance to have such small thresholds for the benefit
of the state estimation, as already observed in Subsection 6.3.2.
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6.5 Conclusions
An analytical framework for meter placement is described in this chapter. Geomet-
rically the area of the error ellipse reflects the accuracy of the estimates. The area
of the error ellipse in voltage-angle error plane for a particular node quantifies the
influence that a measurement in that node can have on the overall accuracy of the
state estimates. The proposed method seeks to find the location with largest area
of the 2-σ error ellipse as a potential location for meter placement. The procedure
is sequential and stops when the desired level of accuracy in estimates is achieved.
The advantage of the method is that it reduces the errors in both voltage and angles
by exploiting the error correlations under a wide range of uncertainty in the pseudo
measurements. The technique is simple and easy to implement. The performance
evaluation of the technique on 95-bus UKGDS demonstrates the potential for prac-
tical implementation despite the fact that it produces feasible but not necessarily
optimal solution.
Chapter 7
Identification of network
configuration in DSSE
A distribution system has a very large and complicated configuration, which is sub-
ject to frequent changes due to maintenance and system event related incidences.
The distribution system state estimation relies on a large number of pseudo measure-
ments and thus relatively poor accuracy of the estimates are acceptable for driving
the control functionality in practical DMS. This indicates that some of the changes
may not have significant influence on the estimated quantities to affect the control
functionality in DMS. But the modern DMS should be capable of identifying the
critical changes in order to take corrective actions and avoid gross error during state
estimation.
This chapter deals with the identification of the network configurations in distri-
bution system state estimation. The models of the critical network configurations
are stored in form of a model bank. A recursive Bayesian approach which utilises
the output of the state estimation running on each model in the bank is used to
identify the correct configuration of the network. The concept is demonstrated on
a part of the UKGDS network model other than described in Chapter 3.
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7.1 Proposed method of model identification
In the proposed scheme different models representing various networks configura-
tions are stored in the form of a model bank. The WLS estimators are run in
parallel on all the models. Each model/estimator is driven by the same set of real
measurements as common input. In addition to this, each model uses its own pseudo
and virtual measurement sets which are prepared in accordance with the configu-
ration of that model. The output of each estimator is compared with the common
inputs in order to compute the error associated with each model. At a given point
in time only one model represents the correct configuration and hence the condi-
tional probability that this model is correct (given the errors in output of all the
models) attains the maximum value. The conceptualisation of the proposed method
is demonstrated in Figure 7.1. The computation of the conditional probabilities for
each model from the errors in estimates is discussed next.
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7.1.1 Recursive Bayesian probability
The recursive form of Bayes theorem [84] was used in computing the probability of
each model in the model bank. According to the Bayes theorem one step of recursion
of the posteriori probability of model ηi to be true is given by [85]:
p(ηi|Ek) = p(e
k
i |ηi)p(ηi|Ek−1)∑N
j=1 p(e
k
j |ηj)p(ηj|Ek−1)
(7.1)
where N is the number of models in the bank. k is the iteration count. Ek =
{ek1, ek2, . . . , ekN} is the set of error vectors of various models. p(ηi|Ek−1) is the prior
probability. p(eki |ηi) is the conditional probability (in the kth iteration) of the error
in the ith model given model ηi is correct. Now consider the following:
• The state estimation process in power system is static thus the error vector
of each model does not change with iterations. In this case we can write,
Ek = E = {e1, e2, . . . , eN}.
• A number of contingencies studies [86] have suggested that power system dis-
turbance behavior can be modelled via the Gaussian approach. Thus p(ei|ηi)
can be assumed to be normally distributed.
Utilising these facts, the recursive form in (7.1) can be rewritten as [87, 88]:
pki =
exp(−1
2
eTi Cfei)p
k−1
i∑N
j=1 exp(−12eTj Cfej)pk−1j
(7.2)
In the above equation Cf is a diagonal matrix whose diagonal elements represent the
convergence factors corresponding to the error component in the error vector. Large
value of elements of Cf can magnify the model errors and cause the acceleration of
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convergence to a single model. The error vector ei is given by:
ei = zreal − zˆreal−i (7.3)
where zreal is the real measurement vector common to all models and zˆreal−i is the
estimated value of the same real measurement vector obtained from the estimated
states of the ith model (Fig. 7.1).
The algorithm proceeds recursively from an equal initial probability (1/N) as-
signed to each model. In each iteration the new probabilities are computed according
to (7.2). These new probabilities are the improvements in the probabilities of the
previous iteration. The algorithm is terminated when the absolute difference in
the probabilities of each model in two successive iterations is less than a specified
threshold (say 0.001).
In this approach the model bank asymptotically converges to a single model
because over the iterations one model has asymptotic probability equal to one and
others have zero. The main advantage of the recursive Bayesian approach is that
the identification is naturally constrained so the cases in which the state estimation
diverges are automatically rejected. The rejection of a poor model is exponential
and, thus, very fast. Furthermore, the algorithm is computationally inexpensive
thus a large number of models can be handled efficiently.
7.2 Case study
7.2.1 Test systems
Two 11 kV distribution networks, shown in Figure 7.2, are considered. The networks
are based on the UKGDS model, which was modified in order to demonstrate the
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concept of the proposed approach.
In this simulation study, Network 1 consists of 26 buses, 25 overhead lines, 13
loads and one generator, and Network 2 has 13 buses, 13 overhead lines and 8 loads.
All loads are in the range of 10 kW to 140 kW, apart from the load at bus #18 of
Network 1 which is 930 kW. The generator is fixed at 700 kW at 0.95 power factor.
The two networks are connected via a normally open point which can be closed for
maintenance or emergency network reconfiguration. In addition, each network is
equipped with a protective device (recloser, sectionaliser or fuse), a typical means
of improving reliability and service continuity in overhead lines.
Network parameters are obtained from [63]. The buses are renumbered so that
the networks are easier to observe.
7.2.2 Model bank description
Two types of major contingencies are considered for the model banks of the two study
systems: topological changes that are associated with the operation of protective
devices and status change of normally open points, and injection changes that are
associated with loss of a DG or disconnection of a major load.
For Network 1, Model 1 represents the normal operation of the network, with
protective device B inactive, switch E in its open position, all loads connected and
DG in operation. Model 2 represents the topological change occurring from acti-
vation of the protective device B. Model 3 represents the topological change from
disconnection of the substation of Network 2 with simultaneous closure of switch E,
resulting in the substation of Network 1 feeding both the networks. Models 4 and
5 represent injection changes: Model 4 represents loss of the DG at bus #17, and
Model 5 represents the disconnection of the load at bus #18.
For Network 2, Model 1 represents the normal operation of the network, with
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protective device D inactive, switch E in its open position and all loads connected.
Model 2 represents the topological change occurring from activation of the pro-
tective device D. Model 3 represents the topological change from disconnection of
the substation of Network 1 with simultaneous closure of switch E, resulting in the
substation of Network 2 feeding both the networks.
Figures 7.3 and 7.4 show the state estimation results on Network 1 with discon-
nection of small load (10 kW at bus #3) and large load (930 kW at bus #18). In
the simulation it was assumed that measurements are available only at main substa-
tion (i.e. voltage measurement at bus #1 and flow measurements in line #1-2). It
has to be noted that the disconnection of small loads has little impact on the state
estimation function, whereas disconnection of large load has significant effect on the
accuracy of the estimated quantities. Thus the loss of large load has been considered
as critical change and hence included in the model bank. Also the line outages have
not been considered individually as, in effect, they cause the protective devices to
operate, resulting in one of the configurations included in the model banks.
The model banks selected for the two study networks are summarised in Ta-
ble 7.1. The model banks considered in this study represent critical configuration
changes that have a detrimental effect on the state estimation function. In gen-
eral these configurations are network specific and a detailed contingency study is
required to identify the critical configurations.
7.2.3 Simulation study
The real measurements were assumed to be available at substations only. Thus the
voltage magnitude at bus #1 (V m1−real) and active and reactive power flows in line #1-
2 (Pm12−real, Q
m
12−real) were considered as real measurements in the state estimation
algorithm. The real measurements with 1% error and pseudo measurements with
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Figure 7.3: SE results with disconnection of small load
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Figure 7.4: SE results with disconnection of large load
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Table 7.1: Network configurations summary
Network 1 Description
Model No.
1 normal configuration
2 protective device B activated
3 Normally Open Point (NOP) closed (Network 1 and Network 2 are
connected and the substation of Network 1 feeds both networks)
4 loss of DG
5 disconnection of major load
Network 2 Description
Model No.
1 normal configuration
2 protective device D activated
3 Normally Open Point (NOP) closed (Network 1 and Network 2 are
connected and the substation of Network 2 feeds both networks)
20% error were simulated. The variance of the virtual measurements was taken to
be 10−7.
In all the cases, estimated values were taken as mean values derived from 100
Monte Carlo state estimation simulations. It was assumed that the status of the
protective devices and normally open points is not monitored and there is no com-
munication between the state estimation functions of Network 1 and Network 2
substations.
Only three real measurements are used in the simulations and thus the error
vector ei for each network is given by:
ei =

V m1−real − Vˆ1−real,i
Pm12−real − Pˆ12−real,i
Qm12−real − Qˆ12−real,i
 (7.4)
where, Vˆ1−real,i, Pˆ12−real,i, and Qˆ12−real,i are the estimated values of the voltage
7.2. Case study 140
magnitude, real power and reactive power flows estimated by the estimator associ-
ated with the ith model.
Choice of Cf
Generally, large values are selected for the elements of Cf in order to quickly re-
ject the unwanted models. However, the values of the elements of the Cf matrix
are system dependent and proper tuning of the elements is required for improved
performance. In this study, a common convergence matrix Cf was used for all mod-
els associated with each network. The elements of the Cf matrix were determined
from the minimum errors observed in each of the three real measurements. Also, in
determining Cf , it was taken into consideration the requirement for large number
of the cases converging in less number of iterations. The values of Cf used in this
study for the two network models are given below:
Cf1 = diag{109, 107, 107}
Cf2 = diag{108, 107, 107}
7.2.4 Results and discussions
Eight test cases out of which five corresponding to the configurations of Network 1
and three corresponding to the configurations of Network 2 were simulated. Two of
these cases correspond to the scenarios where the NOP is closed and Network 1 and
Network 2 are connected together. The proposed algorithm was applied to identify
the correct configuration in each case. A threshold value of 0.001 was taken as the
termination criterion of the algorithm. Figures 7.5-7.12 show the results for all the
cases. Each graph represents the probabilities of the models of a certain network
being correct, given the errors in the common real measurements. For example, the
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graph in Figure 7.6 (Network 1 - Model 2) shows the probabilities of the five models
selected for Network 1, with all five models using common real measurements derived
from Network 1 configured as Model 2. To put it simply, this case was simulated by
considering the Model 2 as correct and the real measurements of this case were fed
to all the models. As shown in Figure 7.6 the algorithm correctly identifies Model
2 as the most probable model, with the rest of the models being rejected. Similarly
in all other cases, only one of the models has asymptotic probability equal to one
and thus, this model is correct almost surely.
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Figure 7.5: Network 1: Model 1 correct (normal configuration)
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Figure 7.6: Network 1: Model 2 correct (protective device B activated)
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Figure 7.7: Network 1: Model 3 correct (normally open point closed: Network 1
and 2 are connected and the substation of Network 1 feeds both networks)
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Figure 7.8: Network 1: Model 4 correct (loss of DG)
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Figure 7.9: Network 1: Model 5 correct (disconnection of major load)
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To summarise:
Network 1
The graphs in Figures 7.5-7.9 show the results for Network 1. In all the cases, the
algorithm converges and selects the correct model. Convergence is reached after 3
or 5 iterations, apart from the second case, where it is reached after 500 iterations.
This is the case with the minimum error in the real voltage measurements and, thus,
taking into consideration the way the elements of the Cf matrix were selected, it is
least efficient when weighing this value. On the other hand, the Cf matrix achieves
faster convergence for the rest of the cases.
Network 2
The graphs in Figures 7.10-7.12 show the results for Network 2. In all cases, the
algorithm converges and selects the correct model. The last case converges in 3
iterations, with the other two cases converging after 60 iterations. The last case is
the case with the maximum error in real measurements, where the Cf matrix has
its maximum efficiency.
7.2.5 Computational time
The algorithm was coded in MATLAB and run on a Pentium-IV PC, 2.99 GHz
processor with 1 GB RAM. The maximum computation time required in all the
cases was below 20 ms. This indicates that the algorithm converges very fast and
thus provides room for a larger number of models in the bank.
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Figure 7.10: Network 2: Model 1 correct (normal configuration)
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Figure 7.11: Network 2: Model 2 correct (protective device D activated)
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Figure 7.12: Network 2: Model 3 correct (normally open point closed: Network 1
and 2 are connected and the substation of Network 2 feeds both networks)
7.3 Conclusions
A recursive Bayesian approach for the identification of network configuration changes
has been presented using a modified section of the UKGDS. The proposed algorithm
is unique as at convergence it assigns unity probability to the model representing the
correct configuration of the network, while the incorrect models are given zero prob-
ability and, thus, rejected. The algorithm efficiently identifies the correct network
configuration from a model bank of critical configurations while its fast convergence
makes it suitable for practical implementation.
The algorithm is of particular importance in traditional distribution networks,
where measurements are only available at the main substation and the status of
protective devices and switches is not monitored. The complexity and size of the
distribution networks in conjunction with the global trend for increasing the level of
network automation with the optimum investment require a state estimation func-
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tion that gives meaningful and accurate results with minimum amount of available
information. The configuration changes with adverse effect on the operation of the
network need to be identified effectively with the minimum number of real mea-
surements so that the desired actions issued by the DMS are based on a realistic
estimate of the state of the network.
Chapter 8
Conclusions
8.1 Summary of thesis achievements
Given the operational philosophy of distribution networks, the issues associated
with DSSE have been identified and algorithms have been developed to address
these issues.
The first achievement of this thesis was to identify a suitable estimator for distri-
bution system state estimation. Various estimators such as WLAV and SHGM work
well if there is sufficient redundancy. However, in the distribution networks, where
measurements are sparse and observability is attained through a large number of
pseudo measurements, these estimators can not be used. This necessitated the crite-
ria based on which the suitable estimator for DSSE could be identified. This thesis
identified these criteria in view of the behaviour of pseudo measurements. Since
pseudo measurements are derived from the historical load profiles and customer
behaviour, they are highly erroneous and stochastic in nature. Thus a statistical
framework was developed to identify the suitable estimator for the distribution sys-
tem state estimation. The statistical criteria adopted were the Bias, Consistency
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and overall Quality of the estimates. It was identified from the simulations that
WLS fits well in these criteria.
With growing interest in the distribution automation, new DSSE techniques
are expected to be introduced in future. However, any modification in existing
techniques or introduction of new algorithms should qualify some statistical criteria.
The criteria discussed in this thesis find the potential application in assessing the
suitability of the DSSE techniques.
The WLS is based on the fact that the errors associated with the measurements
are normally distributed. However based on the results presented in Chapter 5, it is
clear that the distribution system loads which are modelled as pseudo measurements
do not follow any specific distribution. This posed the challenge on applying the
WLS on DSSE problem. This problem was addressed through the modelling of load
by GMM. The problem was formulated as a parametric estimation problem and the
mixture components were obtained using EM algorithm. The achievement of this
framework was that various load pdfs irrespective of their distributions could be
modelled through Gaussian distribution and WLS could be applied. The efficacy of
the approach was demonstrated on the UKGDS network model. The performance
of the GMM was also compared with other distributions and it was observed that
modelling based on GMM gives better results.
The application of the proposed GMM based load modelling technique is not
only restricted to DSSE. But the proposed technique can be applied in hosts of
probabilistic based power system analysis.
The GMM technique and statistical representation of the load based on the con-
sumer load profiles can be very useful for various distribution system applications
such as distribution network planning [20], probabilistic load flow [89], load fore-
casting [90], customer billing [22], load management [91], system restoration and
distribution automation. For example, most of the probabilistic load flow tech-
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niques are developed based on the assumption that the distribution of the load is
Gaussian. This assumption works well in transmission networks, whereas in distrib-
ution networks, different probabilistic load distributions exist and representing them
through single Gaussian can not be justified. Furthermore, the large size of the dis-
tribution network having various probability distributions at different buses makes
accommodating them in a single load flow formulation impractical. On the other
hand, representation of loads through GMM provides a unique frame work to model
the variability of distribution functions while retaining the Gaussian distribution
assumption.
In the load forecasting based on the Autoregressive Moving Average (ARMA)
model [90], the error component of the model can be represented through GMM.
In reliability studies, various probability of failure functions irrespective of their
distributions can be fairly represented by GMM. In the billing process the GMM
can be utilised to explain the energy consumptions of various classes of customers.
In load management, where the load modelling methodology allows the independent
consideration of individual load component use and response model, the proposed
technology can be adopted to the study of the load response evaluation for demand
side management control actions, cold load pick-up etc.
Another significant achievement of this thesis is the development of measure-
ment placement algorithm. Since the DSSE is performed with a large number of
pseudo measurements, the bus voltage magnitude and angles are estimated with the
high error. Sometimes these error are so high that they can not be of any use for
DMS control functionality. In view of this, a meter placement algorithm was devel-
oped. The algorithm addressed the placement issues like location, type and number
of measurements and brought down the estimated errors below the pre-specified
thresholds. It was demonstrated in Chapter 6 through Monte Carlo simulations
that the proposed meter placement algorithm simultaneously reduces the error in
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both the voltage magnitude and angle estimates and does not assume a fixed set of
meter a priori unlike in [19].
The work presented in Chapters 4 to 6 was based on the assumption that net-
work topology is fixed. In reality the power distribution networks undergo frequent
changes due to switching, closure of normally open points and maintenance pur-
poses. In the DMS environment the state estimation algorithm should be capable
of accommodating these changes. However, all the possible changes may not be of
significant importance. Only those which significantly influence the control func-
tionality should be accounted from economic and complexity point of view. In this
thesis, the critical configurations were modelled and stored in a model bank and a
Bayesian probability based approach was presented to identify the correct topology.
The output of the algorithm provides the state estimates of the correct configura-
tion. The computation of the Bayesian probability is exponential and hence the
algorithm converges very fast which makes it suitable for practical implementation.
8.2 Future work
Although the main issues associated with the distribution system state estimation
have been addressed in this thesis, future work will focus on the following aspects
of the problem.
• Unlike many distribution systems, the UK distribution network is reasonably
balanced hence phase wise computation has not been considered in this re-
search; but the methodologies presented in this thesis are generic. As a future
extension of the work phase-wise computation is planned to see the influence
of the distribution network scenario other than the UK.
• Another aspect of the problem for the future research is to include the load
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correlations in state estimation algorithm.
• Since the real measurements in distribution networks are available at the main
substation, another approach for modelling the loads as pseudo measurements
could be to establish the correlation between real measurements and loads and
express the loads as polynomial function of the real measurements through
data fitting problem.
• In the measurement placement algorithm the effect of the leverage point has
not been considered. However, the state error covariance matrix is not ro-
bust against leverage points. One way to address the issue is to place the
real measurements at the leverage points followed by the proposed method
of measurement placement. However, placement of real measurement at each
leverage point is not well justified and is based on thumb rule. The future
extension of the work requires a framework to incorporate the leverage points.
• The measurement placement problem is formulated as a feasibility problem
rather than an optimisation problem. A heuristic search approach based on
Ordinal Optimisation (OO) is under investigation. In OO a crude objective
function based on state error covariance matrix is formulated and result of the
optimisation gives the type and location of the measurements. The algorithm
requires the pre-specified number of measurements.
• In transmission systems SE is performed centrally at control center, where
all the measurements are processed. The centralised estimation is justified
in transmission networks because of the availability of large number real mea-
surements, less interruptions and fixed topology. On the other hand the distri-
bution networks undergo frequent interruptions and maintenances. The online
measurements are limited and the network configuration changes due to closure
of normal open points, feeder reconfiguration and addition of customers. In
this scenario the decentralised estimation is required because of the following:
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1. Decentralised estimation can take care of topology changes.
2. Measurements are processed locally and local estimates are communi-
cated to other parts of the networks where they are fused in order to get
the best estimate of the system states.
3. Islanding and loss of Observability problems can be eliminated.
The research efforts in decentralised estimation involve:
1. Configuration of network topology considering the fuse, switches, NOP
etc.
2. Development of state vector fusion algorithms such as Simple Fusion
(SF), Weighted Covariance Fusion (WCF), Covariance Intersection Fu-
sion (CIF) etc.
3. Development of decentralised SE algorithm by utilising the fused infor-
mation while addressing the following:
a) Fully decentralised or hierarchical (part centralised part decentralised)
architecture.
b) Communication (Where to communicate?, what to communicate?).
Appendix A
95-bus UKGDS data
Table A.1: Load data
Bus No. P (kW) Q (kVAr)
1 940 170
2 0 0
3 10 2
4 0 0
5 20 4
6 0 0
7 20 4
8 0 0
9 0 0
10 0 0
11 0 0
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Bus No. P (kW) Q (kVAr)
12 0 0
13 0 0
14 20 10
15 0 0
16 10 3
17 0 0
18 -140 50
19 930 310
20 10 1
21 0 0
22 20 6
23 20 6
24 40 10
25 0 0
26 50 10
27 0 0
28 20 6
29 0 0
30 0 0
31 10 1
32 40 10
33 20 6
34 20 6
35 0 0
36 40 10
37 140 30
38 10 1
156
Bus No. P (kW) Q (kVAr)
39 10 1
40 0 0
41 0 0
42 20 4
43 40 10
44 0 0
45 0 0
46 0 0
47 10 3
48 0 0
49 10 2
50 0 0
51 20 6
52 40 10
53 0 0
54 20 6
55 0 0
56 0 0
57 10 3
58 10 1
59 0 0
60 10 3
61 10 3
62 20 4
63 0 0
64 20 4
65 20 4
157
Bus No. P (kW) Q (kVAr)
66 20 6
67 0 0
68 20 6
69 10 3
70 0 0
71 0 0
72 0 0
73 10 3
74 50 10
75 0 0
76 0 0
77 0 0
78 0 0
79 30 6
80 0 0
81 0 0
82 40 10
83 0 0
84 650 130
85 0 0
86 0 0
87 80 20
88 0 0
89 70 10
90 40 10
91 0 0
92 120 20
158
Bus No. P (kW) Q (kVAr)
93 0 0
94 40 10
95 -140 50
Table A.2: Line data
From bus To bus R (Ω) X (Ω)
1 2 0.0590359 0.0612018
1 85 0.0664169 0.0688490
2 4 0.1180355 0.4027364
3 4 0.2095962 0.0918269
4 6 0.2541000 0.2456300
5 6 0.2934371 0.1285504
6 8 0.3129060 0.2138433
7 8 0.4192045 0.1836538
8 10 0.1564530 0.1069156
9 10 0.3569500 0.1815000
9 28 0.2515227 0.1101947
9 29 0.4283400 0.2178000
10 11 0.3650449 0.2494778
11 13 0.2346795 0.1603855
12 13 0.2095962 0.0918269
13 15 0.2868305 0.1960200
14 15 0.2515227 0.1101947
15 17 0.3129060 0.2138433
16 17 0.1676818 0.0734591
17 25 0.1564530 0.1069156
18 19 0.1452000 0.1403600
159
From bus To bus R (Ω) X (Ω)
19 21 0.4356000 0.4210800
20 21 0.1592481 0.0608993
21 22 0.1089000 0.1052700
22 23 0.3650449 0.2494778
23 24 0.2346795 0.1603855
24 25 0.2607550 0.1781967
25 27 0.2086040 0.1425622
26 27 0.1303775 0.0891044
29 30 0.3353636 0.1469182
29 31 0.2934371 0.1285504
30 32 0.3129060 0.2138433
30 34 0.1349029 0.0892496
32 33 0.3772780 0.1652860
34 35 0.4188052 0.2499013
35 36 0.1888568 0.1249446
35 39 0.4171959 0.2851244
36 37 0.2698058 0.1784992
37 38 0.2583350 0.1104246
39 40 0.1564530 0.1069156
40 41 0.1427800 0.0726000
40 53 0.2086040 0.1425622
41 42 0.2515227 0.1101947
41 43 0.2855600 0.1452000
43 44 0.2141700 0.1089000
44 45 0.1137521 0.0434995
45 46 0.2141700 0.1089000
46 47 0.2855600 0.1452000
160
From bus To bus R (Ω) X (Ω)
46 48 0.4283400 0.2178000
48 49 0.4283400 0.2178000
48 50 0.3353636 0.1469182
50 51 0.2583350 0.1104246
50 52 0.6458254 0.2760736
53 54 0.3650449 0.2494778
53 55 0.2515227 0.1101947
54 59 0.4418557 0.1844524
54 75 0.3129060 0.2138433
55 56 0.3353636 0.1469182
55 57 0.5030454 0.2203773
57 58 0.3353636 0.1469182
59 60 0.2095962 0.0918269
59 62 0.1767447 0.0737858
60 61 0.3772780 0.1652860
62 63 0.3093002 0.1291191
63 64 0.2515227 0.1101947
63 65 0.2209218 0.0922262
65 66 0.3534773 0.1475595
66 67 0.3093002 0.1291191
67 68 0.1137521 0.0434995
67 69 0.5302220 0.2213453
69 70 0.2651110 0.1106666
70 71 0.0910041 0.0347996
71 72 0.1767447 0.0737858
72 73 0.3534773 0.1475595
72 74 0.4860328 0.2028928
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From bus To bus R (Ω) X (Ω)
75 76 0.1564530 0.1069156
76 77 0.2209218 0.0922262
76 80 0.2607550 0.1781967
77 78 0.3534773 0.1475595
78 79 0.5302220 0.2138433
80 83 0.1564530 0.1069156
80 86 0.2346795 0.1603855
81 82 0.3296524 0.0485452
81 94 0.1825285 0.1247389
82 95 0.5933719 0.0873862
84 85 0.0469601 0.1258400
86 87 0.3353636 0.1469182
86 90 0.3129060 0.2138433
87 88 0.5868742 0.2571129
88 89 0.2737141 0.0567006
90 91 0.0782265 0.0534578
91 92 0.3296524 0.0485452
92 93 0.1977866 0.0291247
93 94 0.1043020 0.0712811
Appendix B
Derivation of Equation (3.2)
Let, ²im denotes the maximum % error in the i
th measurement zi ∼ N (µzi, σ2zi).
Corresponding to the maximum % error, we can define the following relation:
µzi − µzi ²
i
m
100
≤ zi ≤ µzi + µzi ²
i
m
100
(B.1)
The shifted and normalised form of the above relation can be expressed as:
−µzi
σzi
²im
100
≤ zi − µzi
σzi
≤ µzi
σzi
²im
100
(B.2)
Since zi is a random variable, we can associate a probability with (B.2). Let this
probability is α. We can write:
Pr
(
−µzi
σzi
²im
100
≤ zi − µzi
σzi
≤ µzi
σzi
²im
100
)
= α (B.3)
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Using the cumulative distribution function for standard normal distribution the
above relation can be written as:
Φ
(
µzi
σzi
²im
100
)
− Φ
(
−µzi
σzi
²im
100
)
= α (B.4)
By the distribution symmetry, we have:
Φ
(
µzi
σzi
²im
100
)
−
[
1− Φ
(
µzi
σzi
²im
100
)]
= α (B.5)
or
Φ
(
µzi
σzi
²im
100
)
=
1 + α
2
(B.6)
Using the inverse transform in (B.6):
σzi =
µzi²
i
m
Φ−1
(
1+α
2
)× 100 (B.7)
For α = 0.9973, we have Φ−1
(
1+0.9973
2
)
= 3. Substitution of this value in (B.7)
results in (3.2).
Appendix C
Two sided Chebyshev inequality
C.1 Univariate case
For a random variable X with finite mean µ and variance σ2 and λ > 0
Pr(|X − µ| > λ) ≤ σ
2
λ2
(C.1)
Proof: Set Y = X − µ. Then we need to show that
Pr(|Y | > λ) ≤ σ
2
λ2
(C.2)
Let I|Y |>λ be an indicator function which is defined as follows:
I|Y |>λ =
 1 if |Y | > λ0 |Y | ≤ λ (C.3)
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From the above definition we have
Pr(|Y | > λ) = E[I|Y |>λ] = E[IY 2
λ2
>1
] (C.4)
Also it is easy to check that
λI|Y |>λ ≤ |Y | (C.5)
Or
IY 2
λ2
>1
≤ Y
2
λ2
(C.6)
It follows that
E[IY 2
λ2
>1
] ≤ E[Y
2
λ2
] (C.7)
But,
E[Y 2] = σ2 (C.8)
Substituting (C.4) and (C.8) in (C.7) results in (C.1).
C.2 Multivariate case
The following extension of the Chebyshev inequality is adopted from [82].
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C.2.1 Theorem
(a) The tight multivariate two-sided (n,2,Rn)-Chebyshev bound is
sup
X (M,Γ)
Pr(X >Me+δ or X <Me−δ) = min(1, t2) (C.9)
where,
t2 = minimise xTΓx (C.10)
subject to xTMδ = 1
x > 0
(b) If Γ−1Mδ ≥ 0, then the tight bound is expressible in closed form:
sup
X (M,Γ)
Pr(X >Me+δ or X <Me−δ) = min
(
1,
1
MTδ Γ
−1Mδ
)
(C.11)
In the above Theorem: n = dimension of the random vector X
M = [M1 . . .Mn]
T
X = [X1 . . . Xn]
T
Γ = E[(X−M)(X−M)T ]
δ = [δ1 . . . δn]
T
Mδ = [δ1M1 . . . δnMn]
T
Me + δ = [(1 + δ1)M1 . . . (1 + δn)Mn]
T
Me − δ = [(1− δ1)M1 . . . (1− δn)Mn]T
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