Molecular computing (MC) utilizes the complex interaction of biomolecules and molecular biology protocols to e ect computation. Lab experiments in MC are unreliable, ine cient, unscalable, and expensive compared to conventional computing standards. A critical issue in MC is therefore to test protocols to minimize errors and mishaps that can thwart experiments when actually run in vitro. The purpose of this paper is to describe Edna , a n i n tegrated software platform developed to address this problem. The platform will allow MC practicioners to use digital computers to gain insight on the performance of a protocol before it actually unfolds in the tube. Currently, Edna provides tools to nd good encodings for a give n s e t o f h ybridization conditions, by design or evolution, tools to visualize the quality of these encodings, tools to estimate the complexity o f g i v en protocols based on bounded complexity, and a virtual test tube simulator based on local interactions between electronic DNA molecules. The virtual tube has allowed us to reproduce Adleman's experiment in silico. Edna includes graphical interfaces, click-and-drag facilities, is object-oriented, extensible, and so that it can easily evolve as the eld progresses.
Introduction
Adleman's ground-breaking work Adleman, 1994] demonstrated the way to use molecules for computational purposes. Five y ears later, substantial obstacles remain to bring the potential of molecular computing into the realm of practical and e cient computation, at least in a niche of core applications. Molecular Computing problems are solved in three phases: encoding that maps the problem onto DNA strands, molecular operations that perform the basic core processing, and extraction/detection that makes the results visible to the naked eye. A typical set up consists of a multiset of molecules in a tube that encode the initial conditions of the computation. An algorithmic problem is solved by using a DNA program, herein referred to as a protocol, which is de ned as a time-ordered sequence of elementary steps given by basic bio-operations (BIOPS) that change the physico-chemical state of the molecules inside the tube.
The decisive impact of errors generated by improper hybridizations during a DNA computation has now been recognized. Because the physical processes involved in molecular computing are much more uncertain, involved, and expensive than digital operations, simulating those processes and protocols beforehand would be advantageous. The situation is analogous to the fabrication of solid-state integrated circuits (IC). IC fabrication facilities are extremely costly to set up. In order to insure success, new chips are commonly simulated from the physical fabrication processes, through the device physics, to logic and circuit level veri cation. Likewise molecular computing devices could be simulated from the low-level physical processes, such a s h ybridization reactions, through the molecular biology protocols, to a nal veri cation of the algorithms that they implement. Preliminary work in this direction has centered on the encod-ing problem (see Deaton et al., 1998 ], Gi ord, 1997, Khodor, Hartemink and and Liu et. al, 1998 ], for example), because of its decisive in uence on the outcome of a computation. Once the encoding of the inputs of a problem have b e e n c hosen, the results of a DNA experiment are essentially determined up to laboratory execution. If the encodings are prone to errors, the experiment can be repeated any n umber of times and always provide an erroneous result. Focus on the massive parallelism and complexity o f i n teractions in the tube, an important source of computational power in molecular computing, however, has prevented other important aspects of the problem from being addressed, such as reliability, e ciency and scalability of the protocols.
The purpose of this paper is to describe Edna , a n i n tegrated software platform that our group has developed in the last few years to address this problem. The basic assumption is that molecular computing will be e ective to address problems beyond the reach o f c o n ventional computing. Ideally, o n e w ould like t o have some sort of virtual tube, much l i k e a wind tunnel for aerodynamics, in which some electronic DNAlike molecules could be tested under variable reaction conditions, and at a much l o wer price than actual lab experiments. Since such an object is probably nonexistant (more below in the discussion in the conclusion), the next best thing is to create a piece of software, running on solid-state computers, that could provide insight on the actual test tube runs before they are carried out in the lab. In general, the software platform will allow practicioners to determine good encoding molecules for the data in the problem, the best experimental conditions for their protocols, some sense of the reliability of the answers produced, and even perhaps some indication of the complexity of the task as it will unfold in the tube. Currently, Edna contains tools to nd good encodings for a given set of hybridization conditions, by design or evolution, tools to visualize the quality of these encodings, tools to estimate the reliability of the protocols, and tools to estimate the complexity o f given protocols based on bounded complexity Garzon et al., 1998 ]. These tools are justi ed and validated on various analyses of encodings and reactions conditions that are brie y described in the following sections. It is clear that the hypotheses on which the tools have been built will not be agreed upon by all researchers in the eld and will necessarily change overtime. Therefore, the platform has been made object-oriented and exible enough that it can be easily modi ed and/or extended to incorporate further research on these issues and be upgraded as the eld progresses. Although not emphasized below, Edna includes graphical interfaces and click-and-drag facilities to enable easy use. Preliminary results indicate that Edna may e v en be potentially useful to solve in silico instances of some problems which w ould be challenging enough for in vitro experiments.
Encoding Tools
Computational algorithms rely upon physical systems for their implementation. As a result of inherent physical uncertainty, n o a r c hitecture can ever be entirely error-free. This applies to solid-state electronics, quantum computational devices, and DNA-based computers. A quantitative c haracterization of the impact of physical uncertainties upon the computational reliability is therefore necessary, w h e n e v er a high degree of con dence in the computational result is desired. This problem has been resolved for conventional computation after half a century of solid-state eletronics, but remains unsolved for DNA computing. Speci cally, the encoding problem for DNA computing consists of mapping the instances of an algorithmic problem in a systematic manner onto speci c molecules and chemical protocols so that the resulting reaction products are very likely to contain the answers to the problem's instances. A good solution of the problem prevents unwanted hybridization errors and enables easy retrieval of the answer(s) in the extraction steps.
In the past, two kinds of approaches have b e e n t a k en to frame and address the encoding problem: heuristic and combinatorial. Usually, heuristic methods to minimize error have been used to encode the problem instances in a set of oligonucleotide codewords Mir, 1997 , Smith, 1996 , Deaton et al., 1998 , Zhang and Shin, 1998 , Liu et. al, 1998 ]. In each case, the encoding strategy may be useful for minimizing the potential for a particular kind of hybridization error, or for a given speci c problem instance and computational architecture. They lack, however, a desirable generalizability to arbitrary computational protocols. A more general, physical measure of error potential has been recently introduced by Rose et al., 1999] , called the computational incoherence, . Being physically based, should generalize encoding to any problem instance or computational architecture. Although a physically-based encoding strategy, s u c h a s , m a y be closer to the ground-truth as far as hybridization error is concerned, its determination can be excessively expensive computationally.
In the combinatorial approach, a measure of hybridization a nity i s u s e d t o q u a n tify the likelihood that two strands will form a double strand. These measures include Hamming distance Deaton et al., 1998 ], Liu et. al, 1998 ], and a new hybridization distance introduced in Garzon et al., 1997] . The latter h-metric appears to capture some of the physical constraints on an encoding in a purely combinatorial measure. Therefore, a combinatorial measure of the tendency to hybridize may h a ve an advantage if computational short-cuts from coding theory or computational biology can be applied, or the structure of the space of all possible encodings (the so-called DNA hypercubes) is known. A tool for nding good encodings in the h-metric space is included in Edna .
We present some details on each of these two approaches. Since the Hamming distance ignores frameshift errors and is not generally appropriate except in special circumstances (such as the Madison group's codewords), we restrict ourselves to the computational incoherence and the h-metric.
Computational Incoherence
One physically-based measure that has been used to characterize the hybridization potential of a particular species is the duplex melting temperature, T m . An examination of the T m 's of planned versus unplanned hybrids has been demonstrated to be a useful diagnostic method for the screening Hartemink and Gi ord, 1997] and design Frutos et al., 1997] of computational sets of molecules. However, T m is not entirely satisfactory for a fundamental characterization of hybridization error. T m properly refers to the propensity of stacking for a stochastically observed pair of adjacent base pairs, and not to the overall state of a given duplex. In addition, as the melting curve o f a n y nite length DNA duplex will necessarily have a substantial width, knowledge of T m is insu cient to predict the state (bound or unbound) of an observed instance of the duplex at arbitrary reaction temperatures. Furthermore, relative rankings in the melting temperatures of two duplexes need not correspond to relative rankings in energetic stability at a given temperature Cantor & Schimmel, 1980 ].
An alternative p h ysical measure that addresses some of these drawbacks, the computational incoherence (CI), has been proposed in Rose et al., 1999] . The annealed ensemble consists thus of numerous instances of many distinct duplexes, in equilibrium with a set of single-strand DNA species. The computational incoherence, , uses the principles of equilibrium statistical mechanics to estimate the ensemble average probability of an error hybridization per hybridization event, given a speci ed set of planned hybridizations, a set of encodings, and a reaction temperature. Basically, gives the probability of an unplanned hybridization in a collection DNA molecules, and therefore, is a measure of error potential for the ensemble, rather than for pairs of oligonucleotides, as previously has been the case for T m , Hamming distance, and other error measures. Details of the derivation can be found in Rose et al., 1999] . What follows is the gist of that argument.
The principles of statistical thermodynamics have been used to charactize the melting behavior of DNA oligonucleotides and polynucleotides Wartell and Benight, 1985, P aner et al., 1990] . Together with , they are applied to the problem of unplanned hybridizations in a DNA computation. The basic quantity t o calculate is the partition function of a duplex that is randomly selected from a tube containing a DNA computation. The partition function, Z, describes the equilibrium distribution of the quantum states of the duplex among the macroscopic con gurations of that duplex. The number of quantum states at a given energy of the duplex is given by the Gibbs factor, Z j = e x p ( ; G j =RT), where G j is the Gibbs free energy of formation for the duplex, R is the molar gas constant, and T is the absolute temperature. In a DNA computation, the randomly selected duplex will be observed to lie in exactly one of two distinct states: it will be hybridized in a manner either consistent (state e), or inconsistent (state e) with the hybridization rules of the computation. The probability that this duplex is in state e is then given by the ratio of the sum of the Gibbs factors for all possible \error" con gurations of the duplex and the partition function for the duplex. Therefore, as an ensemble measure of hybridization error, a measure can systematically group all unplanned hybridizations into a single error category. In accordance with the principles of equilibrium statistical mechanics, however, the mixture must be allowed to reach equilibrium prior to the addition of any secondary enzymes (i.e., ligase). This is completely general. The possible con gurations of a duplex include the details of both primary and secondary structure. such as bulges, mismatches, and other secondary structures that contribute to a speci c con guration Cant o r & S c himmel, 1980] . In addition, concentrations of the reacting species are included through the normal equilibrium expression Cantor & Schimmel, 1980] . Therefore, the general form for accounts for all possible states of both single-and double-stranded species.
The problem, however, is that in the general form, calculation of is intractable. This is due to several reasons. First, calculation of is only as good as the thermodynamic data available. Measurements of the energetic factors contributing to G j for base-pair stacking exist SantaLucia, 1998 ], as well as for some details of the secondary structure Marky and Blumenfeld, 1983] . Complete data for all possible structural details under all possible reaction conditions, however, is not available. In addition, all possible con gurations of the species present in the reaction must be considered. This number is huge, and analogously to the problem of computing the number of alignments between two sequences in computational biology, i t i s computationally intractable. Lastly, direct calculation of requires that the concentrations of all species be calculated, which is a di cult problem involving coupled quadratic equations of arbitrary molecularity. Given these factors, approximations must be made in order to reduce to a tractable form.
In Rose et al., 1999] , an approximation 0 of the computational incoherence has been computed as follows. G j is de ned relative to a zero energy state, which is equal to that of the unstacked, dissociated, single strands Cant o r & S c himmel, 1980], contributions from single stranded regions of the duplex are considered negligible (thus reducing Z to the conformal partition function, Z c Cantor & Schimmel, 1980] ), and attention is restricted to short polygos (roughly, length 200 bps). With these assumptions, the model becomes the staggered zipper model Benight et al., 1981 , C a n tor & Schimmel, 1980] , in which con gurations containing internal loops are discarded. The Gibb's factor of each duplex con guration is then related to the total di erence in the free energies between the stacked and unstacked states of the duplex. The G j of duplex j may be estimated by summing the free energy changes of stacking each successive p a i r of adjacent h ydrogen-bonded base pairs G i i+1 during formation of the duplex from the totally unstacked state, in accordance with the nearest-neighbor model of duplex formation. An estimate of the nearestneighbor parameters ( H 0 i i 0 S 0 i i 0 ) for each of the 10 WC nearest-neighbor pairs has been reported in SantaLucia, 1998 , A l l a wi and SantaLucia, 1997] . The total free energy of formation of a duplex j is given by
where the sum is perfomed over adjacent pairs of hydrogen bonded base pairs i and i + 1 , G init is the free energy of initiation at each end, and G sym is a symmetry correction. For the annealing reaction in which dissociation is negligible and the initial concentrations of single stranded species are equal, the ensemble average probability that a duplex will be found in an error binding mode is computed as
where Z i j e is the sum of the Gibbs factors of all error con gurations and Z i j c is the conformal partition function between single-stranded DNA species i and j.
Edna includes a tool to compute this form of of given encodings. Reaction speci cations required from the user include the set of graph characteristics (vertex number and edge identities) and the length of encoded signel-stranded DNA molecules. Stochastic generation of edges is also supported to allow the assessment o f the characteristics of random graphs. Reaction conditions may be set by the user or set automatically to the calculated T max reaction . Edna can calculate the following information for each assessed encoding: The set of T m and T m for planned modes of annealings A maximumsuggested reaction temperature appropriate for annealing, de ned as equal to the minimum member of the set T m ; 1 2 T m over planned modes of annealing 0 computed for the selected set of reaction conditions An error diagnostic matrix consisting ogf the set of conditional hybridization error probabilities for each pair of encoding oligos.
In addition, Edna implements a standard genetic algorithm for evolving encodings using ;log 0 as a tness function. The user can select various parameters of the genetic algorithm, including mutation and crossover rates, population size, crossover point n umber, and parental number. The initial population of encodings may be seeded by the user, or may be generated partially or entirely at random. Convergence occurs upon the achievement of either a set maximum numb e r o f e v olved generations or the emergence of an encoding having a minimally acceptable tness. The built-in genetic algorithm facility has allowed us to evolve m uch more coherent encodings for Adleman's original problem.
The h-metric
The physico-chemical reality of the tube, particularly framewhifts in hybridization, makes it clear that the Hammingdistance is not an adequate measure of hybridization likelihood. Frame shifts appear to be accountable for, nevertheless, by a generalization of the Hamming metric, the so-called h-metric Garzon et al., 1997] . The h-metric seems to capture enough of the reality of reactions conditions and the complexity of test tube hybridizations to frame and adequately solve the encoding problem. Moreove r , i t i s c o m binatorially-based and computable in quadratic time. The h-measure between two oligos x and y is de ned as the minimum of all Hamming distances obtained by successively shifting and lining up the WC-complement o f y against x. the h-metric is de ned for so-called poligos, namely equivalence classes of n;mers at an h-measure 0 of each other. (This is a technical point required by the fact that the h-measure does not give, strictly speaking, a metric space.) If some shift of one strand somewhat or other matches a segment of the other, the measure is reduced from n by the value of the Hamming distance between the shifted strands. Thus oligos in the same class are WC complementary and will most certainly hybridize. A small measure indicates that the two oligos are likely to stick t o e a c h other one way or another a large measure indicates that under whatever physico-chemical conditions y nds itself in the proximity o f x, they are far from containing many WC complementary pairs (let alone segments), and are therefore less likely to hybridize, i.e., they are more likely to avoid an erroneous unwanted hybridization. The maximum length of these segments in controlled by a parameter , that is a fairly coarse expression of the reaction conditions. Therefore the h-metric can be regarded as measuring the degree of inertia against hybridization.
The resulting metric space of all possible encoding n;mers is called the DNA n cube of dimension n. A solution of the encoding problem thus consists of nding good codes, in the sense of conding theory, i n t h e higher-dimensional DNA hypercubes, in lieu of the ordinary Hamming boolean hypercubes. They furnish encodings that are, by de nition, capable of preventing errors them from occurring, largely independently of the type of experiment they are used for. Error-correcting approaches have been suggested by several authors (see, for example, Adleman, 1996 , Karp-Kenyon-Waarts, 1996 ), but they attempt to detect and correct errors (as is common in information theory), that have been allowed to occur. It appears possible, therefore, to avoid as many errors as possible, and perhaps use error-correcting methods to handle errors that cannot be prevented with the encodings generated through the h-metric.
Likewise, Edna includes a tool to compute, visualize, manipulate, and evolve encodings for molecular protocols based on the h-metric criterion. The results are integrated so that encodings obtained using one criterion (e.g., h-distance) can be compared against other criteria (e.g. computational incoherence). Edna has been instrumental in ellucidating the structure of the DNA cubes, which will give information on optimal encodings, and in determining how m uch of the relevant p h ysical-chemistry is e ectively captured by the h-metric.
Complexity Estimates of Molecular protocols
Preparing for an experiment in molecular computation includes gaining some insight i n to how the computation will actually go. That means e ciency of the reactions (are there enough molecules to produce the desired products? Are they too numerous to stretch reaction times to equilibrium too long? Are the concentrations of each reactant appropriate?) and some indication of the reliability and scalability of the results obtained from the experiments. Encodings discussed in the previous section provide a minimum guarantee of reliability. E ciency and scalability h a ve more to do with the actual reactions that are supposed to take place inside the tube, i.e., with the complexity of the molecular computation.
Various concepts have been used in the eld to quantify the complexity of a computational protocol in molecular computing. Earlier ones have readily borrowed from Turing complexity and used as resource a count of tube manipulations to be performed. The goodness of a protocol is measured in the traditional way, b y the asymptotic behavior of this count as the size of the problems (and hence molecules) approaches in nity. Since this approach emphasizes events outside the tube and since oligos larger than 20;mers have scarcely been handled easily in the lab for DNA computing, it does not appear to be a very realistic or useful abstraction for analysis of molecular protocols.
An alternative metric, bounded c omplexity (BC), more focused on reactions conditions and the events happening in the interior of the tube, has been introduced in Garzon et al., 1998 ]. Due to the fact that there are many di erent factors involved in each protocol, the complexity is measured in a so-called T Vn unit, which is a common unit that permits meaningful comparisons between di erent solutions to the same or even di erent problems. One T Vnunit 1h gives the 1h unit cost per 1 o C change of temperature p er one nucleotide per 1 l volume reaction: In order to measure the complexity of a protocol, one associates a cost to each elementary operation . E a c h operation is implemented as a laboratory procedure, and therefore this cost depends in general on the full state of the tube, i.e. on many factors like temperature, volume of the test tube, number of di erent DNA molecules present, enzymes used and their cost, and number of nucleotides that are expected to interact within the tube, to name a few. In general, however, we will make the simplifying assumption that the bulk of the cost depends only on a few of these parameters, i.e., we h a ve assumed that operations only depend explicitly on V , T, N and n. The e ciency of a protocol can be measured by
where it is understood that denotes the successive tubes that arise from the application of preceding operations. Edna will include a tool to specify molecular protocols and estimate and compare their e ciency through bounded complexity.
Virtual Test Tubes
The foregoing sections have discussed events that are expected to occur outside the test tube in preparation for the actual experiments to be carried out in the tube. At t h i s p o i n t, it is only natural to ask, why s t o p here? Why not provide a simulation of the reactions that might actually happen, full with all the random brownian motion and chains of complex molecular interactions that undoubtedly take place in actual test tubes? The sneak preview is worth watching, particularly since it is much less costly than the actual test tube run.
Edna includes tools to perform a simulation and analysis of test tube experiments based on the measures presented in the previous sections. The simulation is based on purely local molecular interactions between cells in a cellular automaton-like space. The cells represent quanta of 2D or 3D space that may be empty or occupied by n ucleotides, solution molecules, and/or other reactants. Each c e l l i s a l s o c haracterized by associated parameters that render the tube conditions in a realistic way, s u c h as temperature, salinity, covalent bonds, etc. The cellular space can be set up to boundary conditions that re ect tube walls. The transitions of the automaton implement the massive random motion of single stranded molecules compounded over space and time, their multiple attempts and eventual success at hybridizing into double stranded molecules according to various hybridization rules, under various temperatures and reaction conditions and f o r a v ariety of input encodings. The virtual tube comes to equilibrium under the Gibbs free energy function, showing a possible outcome of the actual experiment. That this asymptotic behavior has something to do with the actual test tube run can be justi ed on several grounds. After all, the underlying physical chemistry is based on fairly well known local interactions among the molecules and between them and their tube environment. What is unknown, and presumably very powerful, is the compounded e ect of all the massive numb e r o f i n teractions in the real tube. A virtual test tube run represents a Montecarlo sample of that e ect. Second, experiments that have been actually performed in the lab, such as Adleman's experiment, have been run on Edna . Their outcomes may be compared with the known outcomes to benchmark the reliability of the virtual tube and the analyses on which is has been built. The degree of reliability of the virtual test tube can thus be appropriately validated. Preliminary results on the HPP show that Edna can be a powerful tool to debug, and in many cases even perform, molecular protocols with high reliability. A systematic study in under way and will be reported elsewhere.
Discussion and Conclusions
The approach in this paper has been to explore the contribution that silicon-based computers can make to the success of biomolecule-based computing. This approach is justi ed for several reasons. First, as a new computing paradigm, molecular computing must be evaluated against the performance of conventional solid-state based computing. The impressive progress rates and proven reliability of the latter has led many practicioners to believe that molecular computing can only compete advantageously in a niche of 'killer' applications. Second, basic obstacles remain in the way of bringing the potential of molecular computing to the realm of practical, e cient and reliable computations. A critical one is that molecular computing (MC) utilizes the complex interaction of biomolecules and protocols based on biotechnological developments to perform computation. Although biotechnology to manipulate molecules has been developed to satisfactory standards for biological purposes, they are far from meeting analogous standards in conventional computing media. In particular, molecular computing lab runs in the test tube are too complicated, unreliable, ine cient, and expensive when compared to ordinary runs of conventional software. A re-evaluation of the models on which such a t e a c hnology is based is required. Edna , a s o f t ware platform, has been developed to address the basic problems of encoding, reliability, e ciency and scalability for molecular protocols using DNA molecules. The platform will allow MC practicioners to take advantage of digital computers to gain realistic insights on actual test tube performance of a protocol before it actually unfolds in the tube. Edna is object-oriented and extensible, so that it can easily evolve as the eld progresses. Edna is therefore a research t o o l t h a t m a k es it possible to use the advantages of conventional computing to bring to molecular computing comparable levels of reliability and e ciency.
Finally, Edna poses a numberof interesting questions directly addressing what is perhaps the critical issue in MC: is it the case that there exist elemental unknown computations happening deep inside biomolecule ensembles, powerful enough to propel molecular computing beyond the con nes of conventional computers? Or, is it the case that the results of molecular computing could be achieved, in principle, by some sort of electronic DNA, but at such an enormous computational expense to be impossible in real life due to the sheer massive n umber/volume of molecules involved and/or the inability of current electronics to make more e cient use of the much smaller electrons? Preliminary estimates based on extrapolations of a distributed version of Edna running over computer networks (which i n f a c t w ould create a virtual test tube the size of the internet) give some evidence that even in the latter case, Adleman's experiment w ould be somewhat of a c hallenge.
