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Superconducting order owes its properties to broken symmetry of the U(1) phase. In the presence
of competing orders, or in pairbreaking environments, usual superconductivity may give way to
modified condensates. Here we describe one such alternative, where the low-temperature ground
state is more ordered due to formation of a periodic modulation of the phase. This state is man-
ifested by spatially-periodic superflow patterns and circulating currents which break time-reversal
symmetry. We demonstrate using microscopic theory how it can be realized near edges of super-
conductors that host flat bands of zero-energy Andreev bound states. More generally, we trace the
origin of phase crystallization to non-local properties of the gradient energy, which implies existence
of similar pattern-forming instabilities in many other systems.
The defining characteristic of superfluidity and super-
conductivity is spontaneous symmetry breaking of the
global U(1) phase χ, associated with the order param-
eter ∆ = |∆| exp(iχ). The phase, and its spatial vari-
ations, give rise to phenomena of importance for tech-
nological applications, such as type II superconductiv-
ity where Abrikosov vortices are formed in an external
magnetic field, and in Josephson junctions.1 Within the
BCS paradigm,2 a uniform fixed value of the phase is
directly tied to the finite amplitude |∆| of the macro-
scopic Cooper-pair wavefunction. If the phase is non-
uniform, by Galilean invariance it results in superflow
with superfluid velocity and momentum mvs = ps(R) =
(~/2)∇χ(R), where m is the electron mass and ~ is the
reduced Planck constant. Such phase variations and the
associated condensate currents cost gradient energy
Fsf =
1
2
∫
dR k|∆|2 |∇χ(R)|2 , (1)
where the gradient energy coefficient k > 0 should be
computed from microscopic theory. A physical picture
emerges where the phase is rigid, coherent over macro-
scopic distances, and the superconducting state is stable.
Thus, it would be surprising if there existed a more or-
dered state with a softer phase and spontaneous super-
flow with energy gain Fsf < 0.
Here, we propose that under certain conditions there
exists a low-temperature superconducting state where
the rigid phase acquires structure by breaking transla-
tional invariance. In this state, that we denote a phase
crystalline state, a periodic pattern with wavevector q is
formed
χ(R) = CqAq(R⊥) cos(q ·R), (2)
where Aq(R⊥) is a function of coordinates orthogonal to
q. The additional order parameter in the phase crystal is
the finite Fourier component Cq. The superconducting
ground state with spatially oscillating phase also breaks
time-reversal symmetry and sustains a non-trivial peri-
odic superflow pattern and circulating currents j(R), as
illustrated in Fig. 1a. Similar current patterns have been
found in numerical work on mesoscopic grains of d-wave
superconductors,3 and the unusual superflow field ps(R)
was recently analyzed.4 Here we establish that the phys-
ical origin of this surface state is phase crystallization.
Breaking of continuous translational symmetry is par-
ticularly striking. Its reduction to discrete translations
gives a multitude of crystals5 and ultimately quasicrys-
tals where translational symmetry is absent.6,7 Crystal
analogues in the time dimension8,9 have been recently
observed.10,11 Superconducting states with periodically
modulated amplitude ∆(R) ∝ ∆q cos(q · R) were first
proposed to exist in ferromagnetic metals,12 and are
currently investigated in a variety of systems ranging
from cold Fermi-gases with spin imbalance13,14 to color
superconductivity.15
Several features make the phase crystal a distinctly
different ground state from other non-uniform supercon-
ducting states. The amplitude-modulated state and its
single-mode16 counterpart ∆(R) ∝ ∆qeiq·R, are both
amplitude instabilities of the normal metal occurring at
finite q, and they do not carry currents. The phase crys-
tal, on the other hand, is associated with a modification
of the symmetry variable χ describing the degeneracy
manifold of the superconducting state, and can occur
even when the order parameter amplitude |∆| is large, i.e.
deep inside the superconducting state far from the nor-
mal to superconductor transition; the phase crystal does
maintain non-trivial particle currents. Moreover, it is
also different from the textures appearing in systems with
multi-component order parameters and a more complex
degeneracy space, such as 3He and liquid crystals.17–19
In those systems the long-wavelength textures are a re-
sult of a competition between condensation and gradient
terms involving different combinations of the order pa-
rameter components. The phase crystal is a result of
a highly non-local superfluid response when sample sur-
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FIG. 1. a, The phase crystal has a periodic modulation of the superconducting phase χ(R) and a superflow ps(R) that forms
a special vector field with a lattice of sources and sinks (filled circles), while the particle-conserving current j(R) forms a
checkerboard pattern with opposite circulation flow. b, This phase modulation is a result of four degenerate instability vectors
{±q0,±q
0
} with non-zero currents orthogonal to them, see Eq. (6).
faces, geometry, or other external influences, impose a
certain structure on the superfluid kernel itself. The pat-
terns are formed on the much shorter coherence length
scale ξ0 = ~vF/2pikBTc, where vF is the Fermi velocity,
Tc is the superconducting transition temperature and kB
is the Boltzmann constant (~ = kB = 1 in the following).
To describe this physics we ignore the amplitude gradi-
ent terms in the free energy and generalize the kinetic
superflow energy in the limit of small ps as
Fsf[∇χ] = 1
2
∫∫
dRdR′ ∇iχ(R)Kij(R,R′)∇jχ(R′) ,
(3)
where we introduce a non-local superfluid density ker-
nel Kij(R,R
′) = Kji(R′,R). Summation over repeating
spatial indices is assumed. Higher order gradient terms in
Fsf would determine the magnitude of spontaneous cur-
rents at temperatures below the transition temperature.
Here we neglect those and focus on the instability analy-
sis. The energy change due to a small Galilean boost u,
Fsf[vs−u] = Fsf[vs]−mj ·u, defines the particle current
ji(R) =
δFsf[vs]
δps,i(R)
=
∫
dR′Kij(R,R′)∇jχ(R′) . (4)
The physical χ and j are obtained by variational min-
imization of the free energy with respect to the phase.
It gives the continuity equation, −δFsf[∇χ]/δχ(R) =
∇ · j(R) = 0.
By using the non-local Ginzburg-Landau expression
in Eq. (3) one can specify the general criteria when a
non-trivial pattern of currents can emerge from the state
with homogeneous phase χ0 = 0. In a translationally-
invariant infinite system the superfluid free energy with
kernel Kˆ(R−R′) has the following form in Fourier space
Fsf =
1
2
∫
d2q
(2pi)2
χ(−q)
[
qT Kˆ(q)q
]
χ(q) . (5)
For the two-dimensional case, the kernel is a two-by-
two Hermitian matrix Kˆ(q) = Kˆ†(q) with real eigen-
values κ1,2 and corresponding eigenvectors e1,2. Their
values depend on temperature and q. The instabil-
ity at a particular wavevector q0 can happen when
qT0 Kˆ(q0)q0 = κ1[e1 · q0]2 + κ2[e2 · q0]2 = 0. This
equality can be satisfied if the eigenvalues have opposite
signs and are tunable by temperature, or more generally
by some other parameter. To linear order in χ(q), the
Fourier component of the current is j = j0 i χ(q0), where
j0 = Kˆ(q0)q0 = e1κ1[e1·q0]+e2κ2[e2·q0]. For a non-zero
current to appear at the q0 6= 0 transition, it must also
satisfy the conservation law∇·j ∝ q0 ·j = 0. This implies
an orthogonality constraint q0 ⊥ j0, which is possible to
fulfill if the eigenvectors e1,2 are not collinear with q0, see
Fig. 1b. In this case we can write j0 = xˆj0x + yˆj0y with
j0x/j0y = −q0y/q0x. Since the phase χ(R) is real, the
same conditions must be satisfied for −q0, which requires
inversion symmetry. With two instability vectors q0 and
−q0 we get an emerging phase χ(R) = C cos(q0 · R)
with stripes of current j(R) = Cj0 sin(q0 · R) running
perpendicular to q0. Additional symmetries allow for
other instability vectors. For example, reflection symme-
try x → −x guarantees another pair of instability vec-
tors, q
0
and −q
0
, with q
0x
= −q0x. Diagonalization of
the kernel at q
0
gives the same eigenvalues κ1,2 as those
at q0, while the eigenvectors e1,2 are obtained from e1,2
by flipping the x-components, and the current amplitude
is j
0
= e1κ1[e1 ·q0] +e2κ2[e2 ·q0]. In the four-harmonics
3state the phase and current are given by
χ(R) = cos(q0 ·R) + cos(q0 ·R) ∝ cos(q0xx) cos(q0yy),
j(R) = j0 sin(q0 ·R) + j0 sin(q0 ·R)
∝
(
jx0 sin(q0xx) cos(q0yy)
j0y cos(q0xx) sin(q0yy)
)
,
(6)
as plotted in Fig.1a. Higher order terms O[(∇χ)4] must
be included to determine the energetics between two- and
four-harmonics states. One notices that the loop currents
in the phase crystal appear without phase winding and
are not associated with topological defects. We conclude
that realization of spontaneous periodic loop-currents re-
quires a superfluid density tensor with
(i) spatial anisotropy,
(ii) positive and negative eigenvalues that can be tuned
by some parameter,
(iii) eigenvectors e1,2 ∦ q0.
Conditions (i) and (ii) can be satisfied simultaneously
for example in an anisotropic-gap superconductor with
an applied Zeeman field. Condition (iii) requires a mis-
match between the symmetry of the Fermi surface and
the quasiparticle excitations in momentum space, and the
symmetry of the current response tensor. Normally they
are closely related, and this constraint might be harder
to fulfill. In the following we shall show that all these
conditions are naturally satisfied near certain surfaces.
Using microscopic quasiclassical theory, we derive the
general expression for the superfluid density kernel, as
described in the Appendix. We apply it to the d-wave
superconductor with the order parameter ∆(R,pF) =
∆0(R) [2pˆxpˆy] ≡ ∆pˆ, oriented as shown in Fig. 2a. The
pˆ = pF/|pF| is the unit vector pointing in the direction of
momentum pF on the Fermi surface. The kernel between
two points R and R′ in a semi-infinite system has two
contributions, Kˆ(R,R′) = Kˆ 1©(R,R′) + Kˆ 2©(R,R′),
that correspond to propagation of quasiparticles along
the direct path or with a reflection at the surface. We
set a uniform amplitude ∆0(R) = ∆0, which allows for
analytic expressions. This assumption also demonstrates
that the phase crystal is not caused by the suppression of
the order parameter per se, but rather by the contribu-
tion from the symmetry-related surface Andreev bound
states. The coordinate along a quasiparticle trajectory
is denoted by s, with s = 0 at the reflection point. The
kernel components for the direct path (pˆ′ = pˆ) are
K
1©
ij (R,R
′) = [pˆipˆj ] v2FNF 4piT
∑
εm>0
∆2pˆ
Ω2
2
vF
e−κu|∆s|
2pi|∆s|
×
[(
1− e−κu|s<|
)2
− Ω
2
ε2m
e−2κu|s<|
]
,
(7)
where εm = piT (2m + 1) are the Matsubara energies,
κu = 2Ω/vF and Ω =
√
ε2m + ∆
2
pˆ; also ∆s = sR − sR′
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FIG. 2. a, Microscopic model of the superfluid density tensor
near a pairbreaking surface of a dxy superconductor. b, The
averaged local components, as a function of distance to the
surface and the modulation vector along x. The superfluid
density far from the surface is determined by correlations be-
tween two points, R and R′, through the direct path 1©. This
leads to positive superflow energy from diagonal components,
favoring a uniform phase ps ∝ ∇χ0 = 0. Near the surface
the superflow energy is lowered by negative contributions of
Kxx and Kyy coming from Andreev bound states through the
reflection 2© off the interface, favoring the non-uniform phase
crystal ∇χ 6= 0.
is the trajectory distance between the two points, and
s< = min(y, y
′)/|pˆy| is the trajectory coordinate of the
point, R or R′, closest to the surface. For the reflection
path (pˆ′ = pˆ = pˆ− 2yˆ(yˆ · pˆ))
K
2©
ij (R,R
′) = −
[
pˆipˆj
]
v2FNF 4piT
∑
εm>0
∆2pˆ
ε2m
2
vF
e−κu|∆s|
2pi|∆s| ,
(8)
where the overall minus sign is due to the fact that at the
integration and observation points the order parameter
has opposite signs ∆pˆ = −∆pˆ. This reflection involv-
ing the sign-change of the order parameter also leads to
the zero-energy Andreev surface states.20 The character-
istic bound states term, proportional to ∆2pˆ/ε
2
m, gives an
overall 1/T temperature dependence of the kernel. The
direct kernel in Eq. (7) may also show this 1/T depen-
dence near the surface when the second term inside the
square brackets dominates.
4Pattern-forming instabilities are notorious for being
technically challenging to analyze even at the level of
linearised equations.21 In what follows we work directly
with the integral representation of the non-local physics.
Since the unperturbed superconducting state is transla-
tionally invariant along the surface, we have Kˆ(R,R′) =
Kˆ(x1 − x2, y1, 0, y2), and we may write the superflow
free energy in terms of Fourier components of the phase,
χ(x, y) = Cqxχ(y)e
+iqxx, assuming the χ(y)-profile to be
real. We get
Fsf =
1
2
∫
dqx
(2pi)
|Cqx |2
∞∫
0
dy1
∞∫
0
dy2 ×
[
q2xKxx χ(y1)χ(y2) +Kyy χ
′(y1)χ′(y2)
− iqxKxy χ(y1)χ′(y2) + iqxKyx χ′(y1)χ(y2)
]
,
(9)
where the prime denotes a derivative with respect to the
y-coordinate. The kernel is a complicated function of
several variables Kij = Kij(qx, y1, y2;T ). To describe
its most important features we use a center coordinate
representation y = (y1 + y2)/2, and integrate over the
relative coordinate y¯ = y1 − y2,
Kij(qx, y;T ) =
2y∫
−2y
dy¯ Kij
(
qx, y +
1
2
y¯, y − 1
2
y¯;T
)
.
(10)
This averaged response is shown in Fig. 2b as function
of distance from the surface y, where we also include the
qx multiplication factors to directly relate the kernel to
the free energy. For y & Ly ≈ 3 ÷ 5ξ0, the response
is dominated by the direct path. The off-diagonal com-
ponents are zero and Kxx and Kyy are positive. Near
the surface the diagonal components become negative,
causing the instability, and large off-diagonal components
appear. All components have the 1/T low-temperature
dependence near the surface. The sign-changing nature
of Kij , and its T -dependence, lead to fulfilment of con-
ditions (i) and (ii) for the phase crystal near the surface.
Moreover, exponential decay of the bound states into the
bulk creates an asymmetric environment at the surface
with multiple q0y components contributing to the insta-
bility. Condition (iii) is thereby also satisfied.
We perform a variational analysis of Eq. (9) with an
ansatz for the y-dependence of the phase decaying into
the bulk on the scale of y0,
χ(y) =
(
1 +
y
y0
)
e−
y
y0 , χ′(y) = − y
y20
e−
y
y0 . (11)
This choice is guided by considerations that there should
be no currents deep in the sample, and we look for a
state with no superflow in the y-direction at the surface.
The latter condition is not a strict requirement, since
the physical condition of no current across the boundary
jy(y = 0) = 0 is fulfilled automatically by the form of
the total kernel Kˆ(R,R′). This guess gives a good semi-
quantitative result, but we note that to get the exact
profile of χ(y) one has to perform a more sophisticated
eigenvector analysis of the free energy Eq. (9). For each
wave vector qx and temperature T we scan the variational
parameter y0 and find the minimum of the free energy.
This minimum corresponds to the physical solution with
currents satisfying ∇ · j = 0. The instability into the
modulated-phase state with a non-zero Cqx occurs at a
temperature where the minimum of Fsf crosses into neg-
ative values. The transition temperature T ∗(qx) and the
corresponding y0(qx) are shown in Fig. 3a. The highest
transition temperature T ∗ ∼ 0.3Tc occurs at finite mod-
ulation q∗x ≈ ξ−10 . By x→ −x reflection symmetry there
is degeneracy (qx,−qx) that in the emerging state gives
a real-valued phase and superflow
χ(x, y) ∝ −
(
1 +
y
y0
)
e−y/y0 cos qxx ,
ps(x, y) ∝
[
qx
(
1 +
y
y0
)
sin qxx,
y
y20
cos qxx
]
e−y/y0 ,
(12)
with the superflow exhibiting critical points ps = 0 at
the surface, as marked in Figs. 3b-d by filled circles.
The appearance of a preferred finite phase modulation
vector qx is the result of an interplay between terms in
the free energy Eq. (9) that in general have different de-
pendence on the y-coordinates, T and qx. This physics
can be crudely visualized by considering the superfluid
free energy density, as shown in Fig. 3b-d.22 The key
element is the dependence of the phase decay length y0
on qx, see Fig. 3a where we plot the inverse y
−1
0 (qx).
The superfluid response amplitudes grow with increasing
qx. At the same time, the peaks in q
2
xKxx and qxKxy,yx
move to smaller y, see Fig. 2b. This requires a smaller
y0 to control the current components to satisfy ∇ · j = 0.
Deviation of qx from its optimal value to smaller qx, com-
pare Fig. 3b with Fig. 3c, leads to a longer extent away
from the surface of the phase oscillations which increases
the bulk energy cost from Kxx and Kyy. On the other
hand, a deviation to larger qx gives a small y0 which
results in a large cost due to off-diagonal Kxy,yx compo-
nents, compare Fig. 3d with Fig. 3c. The instability for
non-optimal qx occurs at a lower temperature, where the
Kxx-component becomes more negative near the surface
by virtue of its 1/T dependence, which compensates for
the energy increase in the other terms.
From this analysis we may conclude that the non-local
multi-component kernel leads to an intricate energy bal-
ance of the phase gradient terms in the free energy. Be-
cause of the kernel structure, that fulfills the criteria (i)-
(iii), a non-trivial phase crystallization occurs at a par-
ticular q∗x ∼ 1/ξ0. To this broad class of phase insta-
bilities belong several previously described surface states
with paramagnetic surface currents caused by spectral
displacement of Andreev states.23,24 That work assumed
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FIG. 3. a, The U(1) phase of the superconducting order parameter acquires periodic modulation below T ∗(qx) simultaneously
breaking translational and time-reversal invariance of the superconducting state. The highest-T ∗ instability occurs at finite
qx, marked by the blue star. The red star denotes the transition observed in a numerical self-consistent calculation:
3 the lower
T ∗ is a result of the reduced spectral weight of zero-energy states due to order parameter suppression. In b-d we show the
geometrical structure of the superflow ps (black vector field) and current streamlines (green loops) corresponding to physical
solutions. The background colors indicate distribution of gradient energy gain and loss in the system. At the optimal transition
c the overall energy is close to zero. Increasing the pattern period, as in b, leads to larger y0 and deeper extension of currents
into the bulk with bigger contributions from costly bulk gradient energies. Making the pattern more compact, as in d, increases
the energy close to the surface. In both b and d cases the loss in energy can only be compensated by lowering the temperature
and thereby enhancing the negative bound states contribution through their 1/T dependence.
translational invariance of the superflow and currents
along the surface, which guaranteed particle conserva-
tion ∇ · j(R) = 0, but as a result required additional
mechanisms of reducing superflow in the bulk. In semi-
infinite systems one relies on the Meissner effect to screen
the bulk superflow on the penetration depth length scale
λ, which leads to T ∗ ∼ (ξ0/λ)Tc.25,26 In slabs of width
D < λ the bulk contribution is obviously limited, result-
ing in spontaneous superflow below T ∗ ∼ (ξ0/D)Tc.27 In
a similar fashion, we can interpret the phase crystal as
self-screening of the loop currents over the surface region
Ly leading to T
∗ ∼ (ξ0/Ly)Tc.
The observable consequence of the spontaneous charge
currents are magnetic fluxes near the surface. The associ-
ated reconstruction of the edge ground state is important
from another perspective, since it can prevent realization
of topological surface channels, as happens in topologi-
cal insulators.28,29 Moreover, softening of the surface su-
perfluid density at some finite wavevector can result in
special features of surface transport, even without a fully
developed instability. This may be particularly relevant
to transport in confined geometries.
Universal features of the pattern-formation phenomena
in very different systems are manifested in the similarity
of the phase diagram and the current patterns in Fig. 3
with those of the Rayleigh-Be´nard convection instability,
which is also a result of geometrical constraints and con-
servation laws. There, the control parameter, instead of
T , is the inverse Rayleigh ratio of buoyancy force to dissi-
pative forces.30 We note that the convection roll currents
in that case is due to an instability in a non-equilibrium
driven system, while the phase crystal is a second-order
phase transition into a new ground state.
In conclusion, we have described a superconducting
state where the global U(1) phase spontaneously forms
a modulation in space, breaking continuous translational
invariance. The phase modulation results in a pattern
of loop-currents and breaking of the time-reversal sym-
metry. We have identified the general criteria (i)-(iii)
that have to be met in order to get a non-local super-
fluid density tensor that favors phase crystallization. Us-
ing microscopic theory, we showed that the circulating
currents can appear at pair breaking surfaces of d-wave
superconductors. In that case, quasiparticle reflections
off the surface play a double role: (a) they lead to a
flat band of zero-energy Andreev bound states control-
ling signs of the superfluid components; and (b) they
connect the y and x degrees of freedom at the level of
the superfluid response resulting in preferred finite qx-
modulation of the superflow. From previous numerical
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FIG. 4. The current at point R is determined by quasi-
particles carrying information about the superflow field ps in
the entire space. Near the surface, quasiparticles from point
R′ can take two routes to get to point R: directly 1©, and
through a reflection off the interface 2©.
studies we know that this state remains stable in exter-
nal magnetic fields4 and survives significant reduction of
spectral weight of bound states.31 Thus, one may expect
that similar phenomena will arise in other condensates
with zero-energy surface states. One particularly inter-
esting scenario would be to generate this phase in a bulk
system. More generally, our results indicate that non-
local effects in broken-symmetry states, especially with
multi-component order parameters or competing orders,
can lead to new states of matter. Such prospects are
supported by early32 and more recent33 investigation of
non-local physics in superconductors, as well as research
into pattern formation due to long-range non-locality in
biological systems.34–36
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Appendix A: Methods
To find the superfluid response tensor we use a mi-
croscopic approach based on quasiclassical theory.37 The
starting point is the Riccati equations for the coherence
amplitudes38
ivF ·∇γ + 2[iεm − vF · ps]γ + γ∆˜γ + ∆ = 0,
ivF ·∇γ˜ − 2[iεm − vF · ps]γ˜ + γ˜∆γ˜ + ∆˜ = 0.
(A1)
These amplitudes conveniently parametrize the quasi-
classical propagator,39 and are functions of position, mo-
mentum, and energy, γ = γ(R,pF; εm). The two coher-
ence amplitudes are related by symmetry,
γ˜(R,pF; εm) = γ(R,−pF; εm)∗ , (A2)
that generally connects other tilde-related functions as
well. The superflow is a function of position ps = ps(R),
and the mean field order parameter is ∆ = ∆(R,pF). In
these equations we eliminated the phase of the order pa-
rameter in favor of the superflow field ps =
1
2∇χ, by
a gauge transformation. The order parameter is then a
real function ∆˜(R,pF) ≡ ∆∗(R,−pF) = ∆(R,pF). We
look at the current response due to a small but arbi-
trary superflow field ps = ps(R), starting from a current-
less background state ∆0(R,pF) and the corresponding
coherence amplitudes γ0(R,pF; εm). The following lin-
ear response calculation is valid for any spatial profile of
γ0(R,pF; εm), and we specify in the end its particular
form. The current at a point R near the surface is calcu-
lated from the correction to the diagonal propagator δg
as
j(R) = 2T
∑
εm>0
2NF Re 〈vFpˆ δg(R,pF; εm)〉pˆ , (A3)
where NF is density of states at the Fermi level per spin
projection, and 〈. . . 〉pˆ =
∫
dpˆ/2pi . . . denotes a cylindri-
cal Fermi surface average. In terms of linearised coher-
ence amplitudes γ = γ0 + γ1 the propagator change due
to small superflow is
δg(R,pF; εm) = 2ipisgn(εm)
γ1γ˜0 + γ0γ˜1
(1 + γ0γ˜0)2
.
We first neglect the effect of the superflow on the am-
plitude of the order parameter, assuming that ∆(R) =
∆0(R) even in the current-carrying state, and linearise
Eqs. (A1) to find transport equations for the function
γ1/(1 + γ0γ˜0),
pˆ ·∇ γ1
1 + γ0γ˜0
+ κ
γ1
1 + γ0γ˜0
= −2i pˆ · ps γ0
1 + γ0γ˜0
.
(A4)
We get a similar equation for the tilde-analogue. The
parameter
κ(R, pˆ; εm) ≡ 2
vF
[
εm +
γ0∆˜0 − γ˜0∆0
2i
]
= κ˜ , (A5)
determines the correlation length of the response. In a
uniform state it reduces to κ = 2v−1F
√
∆2pˆ + ε
2
m ∼ 1/ξ0.
The solution of Eq. (A4) along a quasiclassical trajec-
tory s is found, for positive εm, by integration forward
along the trajectory starting from zero value in the bulk
γ1(s = −∞) = 0, where there is no superflow. We get
γ1
1 + γ0γ˜0
(R, pˆ; εm) = −2i
sR∫
−∞
ds exp
(
−
∫ sR
s
κ(ρ)dρ
)
× pˆ(s) · ps(R′(s)) γ0
1 + γ0γ˜0
(s).
(A6)
7To write the current at the observation point R we need
to integrate over all trajectories coming into point R. By
introducing a correlation function connecting two points,
R1 and R2, by a quasiclassical trajectory ρˆ = (R2 −
R1)/|R2 −R1|,
C(R2,R1) =
1
2pi|R2 −R1|
2εm
vF
exp
(
−
∫ R2
R1
κ(ρ, ρˆ)dρ
)
,
(A7)
one can combine the Fermi surface average at the obser-
vation point and integration along trajectories into inte-
gration over all space R′ and write the current response
as
ji(R) =
∫
d2R′ Kij(R,R′)ps,j(R′). (A8)
The superfluid kernel is then given by
Kij(R,R
′) = v2FNF 8piT
∑
εm>0
∑
1©, 2©
1
4pi2εm
×
×Re
[
pˆif˜0(R, pˆ)C(R,R
′)f0(R′, pˆ′)pˆ′j+
+ pˆ′j f˜0(R
′,−pˆ′)C(R′,R)f0(R,−pˆ)pˆi
]
,
(A9)
where f0 and f˜0 are off-diagonal propagators in the un-
perturbed state. This kernel connects the observation
point R to the integration point R′. For each pair of
points there are two paths, one direct 1© and one in-
volving reflection at the surface 2©, where we assumed
mirror-like reflection, see Fig. 4. The momentum direc-
tion pˆ at the observation point is given by the trajectory
direction R′ → R, and similarly for momentum at the in-
tegration point pˆ′ (Fig. 4). These directions are different
for the direct and reflected paths.
Neglecting the suppression of the order parameter at
the surface allows us to proceed further analytically. The
correlation coefficient Eq. (A5) along a trajectory s is
κ(s) = κu
[(
1− e−κu|s|
)
+
Ω
εm
e−κu|s|
]−1
, (A10)
where κu = 2Ω/vF and Ω =
√
ε2m + ∆
2
pˆ. The dis-
tance along a trajectory, measured from the surface, is
s = y/pˆy. We get the correlation function C(R,R
′) by
plugging (A10) into (A7) and integrating along a given
trajectory connecting points R and R′.
The propagators also have clearly separated bulk and
bound state contributions
f0(y, pˆ; εm)
−2ipi = i
∆pˆ
2Ω
(
1− e−κu|s|
)
− i sgn(pˆy)∆pˆ
2εm
e−κu|s|,
(A11)
where the latter is inversely proportional to energy and
grows as ∼ 1/T at low temperature.
One takes the computed correlation functions
C(R,R′), anomalous propagator (A11) and the related
f˜0(R
′, pˆ′) through (A2), and use these in the expression
(A9) to find the kernel components, as given in the main
text, for the direct path, Eq. (7), and the reflection path,
Eq. (8).
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