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RESPONSE SOLUTIONS FOR QUASI-PERIODICALLY FORCED,
DISSIPATIVE WAVE EQUATIONS
RENATO C. CALLEJA, ALESSANDRA CELLETTI, LIVIA CORSI, AND RAFAEL DE LA LLAVE
Abstract. We consider several models of nonlinear wave equations subject to very
strong damping and quasi-periodic external forcing. This is a singular perturbation,
since the damping is not the highest order term. We study the existence of response
solutions (i.e., quasi-periodic solutions with the same frequency as the forcing).
Under very general non-resonance conditions on the frequency, we show the existence
of asymptotic expansions of the response solution; moreover, we prove that the response
solution indeed exists and depends analytically on ε (where ε is the inverse of the
coefficient multiplying the damping) for ε in a complex domain, which in some cases
includes disks tangent to the imaginary axis at the origin. In other models, we prove
analyticity in cones of aperture pi/2 and we conjecture it is optimal. These results have
consequences for the asymptotic expansions of the response solutions considered in the
literature. The proof of our results relies on reformulating the problem as a fixed point
problem, constructing an approximate solution and studying the properties of iterations
that converge to the solutions of the fixed point problem.
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1. Introduction
In recent times there has been extensive interest in strongly damped systems, namely
systems in which the term describing the damping contains a factor ε−1 (where ε is a
small parameter), and subject to external forcing. Since the damping is not the term
which corresponds to the time-derivative of highest order, this is a singular perturbation
in ε. We are interested in finding response solutions, i.e. solutions which have the same
frequency as the forcing term.
A first try to understand these problems is to use perturbation theory in ε and obtain
formal series in powers of ε. Nevertheless, since the perturbation is singular, one does not
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expect that the resulting formal series is convergent and one needs to use re-summation
techniques to obtain that there is an analytic solution defined in an open complex domain
which does not include ε = 0, but has it on the boundary. This approach has been used
for ODE’s in [GBD05, GBD06, Gen10a, Gen10b]. Different arguments for other singular
perturbation problems can be found in [Bal94].
In [CCdlL13] one can find an alternative approach for singular problems in ODE’s,
which inspired our treatment for PDE’s. One considers the perturbative expansion to
low orders and obtains a reasonably good approximate solution in a neighborhood of ε = 0
(i.e., an expression that solves the equation up to a small error). Then, starting from
the approximate solution, one switches to another perturbative method (a contraction
mapping argument) to prove the existence of a true solution. Since the problem is
analytic in ε for ε ranging in a complex domain, one obtains analytic dependence in ε of
the solution for ε in a certain domain which does not include any ball centered at zero.
Indeed, we find that there are arbitrarily small values of ε for which the map is not a
contraction and the method of proof breaks down. We conjecture that this is a real effect
and not just a shortcoming of the method.
To motivate the procedure adopted in [CCdlL13], we argue heuristically that since
ε = 0 is the most singular value of ε, one attempts to do as little work as possible based
on it. One tries to implement a perturbation theory on small but non-zero values of
ε; as soon as one gets even a flimsy foothold on non-zero values of ε one switches to
another perturbation method that is not affected by singularities (even if it contains
some large terms, they can be beaten by pairing them with small ones). This procedure
is somewhat reminiscent of some works in celestial mechanics, notably Hill’s theory of
the Moon ([Hil78], [Poi87b, Vol 2]), in which one uses a perturbation theory from an
intermediate model which is controlled in turn by another perturbative argument.
As it happens often in perturbative expansions, the way one deals with the first order
term is different from the subsequent ones: this is even more evident in situations like
the present one, since we are dealing with singular perturbations. In [CCdlL13] the first
term of the expansion, corresponding to ε = 0, was obtained by means of an implicit
function theorem, but the subsequent steps were all similar and they involved the same
hypotheses. In this paper, the difference between the zeroth order term and the higher
order ones is even more dramatic. The term in the expansion corresponding to ε = 0 is
very different from the others and in principle can be dealt with a variety of methods,
including implicit function theorems (at least for certain cases, as we do for the model
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described by (2.3) below – see Section 7.2) or using variational methods (as we can do
for the model described by (2.1) below), depending on the model we are studying. As we
will see, when we apply variational methods, we may get even infinitely many solutions
of the order 0 equation. Each of them will lead to a family of solutions, which is analytic
in ε.
Hence, the procedure adopted in the present work has two steps, with the first step
having two substeps.
a) Obtaining an approximate solution to high order, and precisely:
a1) obtaining the order zero solution;
a2) obtaining high order approximations.
b) Polishing off the approximate solutions to obtain true solutions.
Each of these steps has its own methodology (indeed, step a1) will be accomplished by
means of several different methodologies depending on the model) and requires different
conditions on the frequency as well as different non-degeneracy assumptions. Hence, the
conditions required in the main theorem are obtained by joining together the conditions
of all the steps.
Nevertheless, the final assumptions are very weak. For example, the non-resonance
conditions needed to carry out the whole problem are weaker than the Brjuno condition
and they allow exponentially growing small divisors.
The strategy above is widely applicable. In this paper we decided to document its
breadth by applying it to 4 different models in the literature with several variations, such
as different boundary conditions. We call these models A, A’, B, B’ (more details will
be given in Section 2). On the other hand, we have not optimized the hypotheses: It
seems clear that one could obtain slightly sharper domains of analyticity, better regularity
conditions, less assumptions on the domain, etc. We conjecture (and present arguments
in favor) that the domains obtained are essentially optimal (see Section 8).
The main result for step a) is Theorem 10; the main result for step b) is Theorem 13
and the final result is Theorem 9.
The step a1) is the solution of a functional equation. The step a2) is a Lindstedt
procedure, which entails very mild conditions on the small divisors and requires very
weak non-resonance conditions on the frequency. In this way one produces polynomials in
ε which solve the equation up to some (high) power of ε. Under a bit stronger conditions
on the small divisors, the Lindstedt procedure provides the existence of a formal solution
up to all orders in ε (see Theorem 10). As it turns out, the solutions will be unique once
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we fix the solution of order 0; however, as already pointed out, this solution to order 0
can be very non-unique.
The step b) is based on a contraction mapping principle. Hence no small divisors
are involved but, on the other hand, we need to consider ε in an appropriate complex
domain to carry out the argument. We also note that step b) also works in cases where
the spectrum of the operators driving the evolution is not discrete. Unfortunately, we do
not know good conditions that ensure that one can perform step a) when the spectrum
is not discrete. If, by any chance, one is dealing with a particular problem having a
continuous spectrum and step a) can be performed, then step b) can be performed too
and one can obtain the result.
The final result is that the response solution is an analytic function of ε defined in
a domain (selected in step b) ) which does not include zero, even if it might include
circles with real centers and tangent to the imaginary axis. Hence, the method does not
guarantee that the Lindstedt series (the formal power expansion) converges, because the
analyticity domain established does not contain any circle centered at the origin. Indeed,
in [CCdlL13] one can find arguments that suggest that the Lindstedt series does not
converge in general, even in the case of ODE’s. Here, we also present similar arguments
in Section 8.
Nevertheless, the domain of analyticity established here for models A, A’ (describing
dissipative wave equations) is large enough, so that the application of the Nevanlinna-
Sokal theory ([Nev19, Sok80, Har49]) on asymptotic expansions applies. As a conse-
quence, the response solutions constructed here have an asymptotic expansion and these
functions can be reconstructed from their asymptotic expansions by re-summation. No-
tice that this procedure is very different from establishing the existence of the solution by
re-summing the series. Of course, since the problem is nonlinear, re-summing the series
is not enough and one needs other arguments to show that the re-summation solves the
equation ([Har49], see also [Bal94, BLS02, GBD05, GBD06, Gen10a, Gen10b]).
In some models such as models B, B’ (describing large stiffness equations), we obtain
domains of analyticity which are cones containing the imaginary axis and have an aper-
ture of π/2. We conjecture that these domains are essentially optimal (see Section 8).
We will show that the functions we construct have the same asymptotic expansions as the
formal power series. On the other hand we note that in domains of this kind it is not clear
that the response solution can be obtained by re-summing the asymptotic expansions:
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indeed in these domains there are non-trivial functions whose asymptotic expansion van-
ishes, so that the expansion is not unique (e.g., the Cauchy example exp(−ε−2) which has
an asymptotic expansion vanishing in domains of aperture π/2). As a consequence, it
could well happen that for these models the response solutions lead to exponentially small
phenomena. Notice that model B is an infinite dimensional analogue of fast oscillators
for which exponentially small phenomena have been established (see [BFGS12]).
In [CCdlL13] the problem considered is the varactor equation, which is a single ODE.
Even if the step b) in [CCdlL13] was just an elementary one (based on contraction argu-
ments), the results obtained in [CCdlL13] improved the existence domains and weakened
the non-resonance conditions that have been imposed in the previous literature. It seems
plausible that using a more efficient fixed point argument (e.g., a KAM theory) or higher
order perturbations in step a) would improve the results. The analyticity domain has
later been extended for ODE’s in [CFG13] (where a domain of analyticity tangent more
than quadratically to the origin was established) and the non-degeneracy assumption
on the non-linearity has been relaxed (for real ε) in [CFG14]. As further references, we
mention also [Rab67, Rab68, Cra83], where the periodic case with real small damping
has been considered.
1.1. Description of the main results. The goal of this paper is to extend the method
of [CCdlL13] to some PDE’s. The method is very flexible and we will present results
for four different models considered in the literature, each with three different types
of boundary conditions (see Section 2). It is clear that there are many more models
that could have been considered by the method. Of course the main difficulty of the
extension to PDE’s is that the operators are unbounded. Hence the reformulation of
the problem as a fixed point problem requires some more thought, even to get a viable
formulation. For example, we need to ensure that the operator maps some space into
itself and that the space satisfies suitable properties (such as Banach algebra properties).
So, considerable effort goes into the choice of spaces as it happened in the classical study
of elliptic problems (see Section 3.5).
The models we consider in this paper have the form
∂ttu(t, x) +
1
ε
Friction−∆xu(t, x) + h(u(t, x), x) = f(ωt, x)
for models A, A’ below, or
ε2∂ttu(t, x) + ∂tu(t, x)−∆xu(t, x) + non-linearity = f(ωt, x) ,
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for models B, B’ below. The equations will be supplemented with the boundary condi-
tions.
In all models, given a domain D (as specified in Section 2.1) and denoting by D its
topological closure, u : R × D → R is the unknown. We will require that the following
data of the problem are fixed:
• The boundary conditions;
• h : R×D → R to which we refer as the non-linearity;
• f : Td ×D → R (with Td ≡ (R/Z)d) to which we refer as the forcing;
• ω ∈ Rd, which denotes the frequency of the forcing. We assume without loss of
generality that ω has rationally independent components, namely that: ω · k 6= 0
for all k ∈ Zd \ {0}.
Of course we assume that the forcing and the non-linearity are such that the boundary
conditions are maintained. We will also need:
• Quantitative estimates on the size of |ω · k|−1 as a function of |k| (which will turn
out to be weaker than the Diophantine or Bryuno conditions);
• A non-degeneracy condition on the non-linearity.
Then we shall prove the following “meta”-result.
Meta-Theorem 1. Under the above requirements there exists a response solution for
the models of the form above, defined for ε in an appropriate complex domain: the spe-
cific form of such domain depends on the model considered as well as on the boundary
conditions.
The precise statement of the result requires the introduction of the spaces, the domains
and a precise formulation of the regularity condition that we will give later on, see
Sections 3-4. The existence of the solutions of the zeroth order term is discussed in
Section 5 and Appendix B. The proof for the case of dissipative wave equations is provided
in Section 6, while the modifications of the proof for the other models are given in
Section 7. Some arguments supporting that the domains are almost optimal are given in
Section 8.
2. Models considered and some preliminary assumptions
In this section we present the models we intend to study and we state the required
non-degeneracy assumptions.
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In what follows we will assume that ∆x is a self-adjoint elliptic operator of second
order; in the physical applications we have in mind it is the Laplace-Beltrami operator.
We will not necessarily assume that ∆x is a constant coefficient operator.
2.1. PDE’s considered. We will consider PDE’s for which the space variables range
in the topological closure of a domain D and we will look for solutions quasi-periodic in
time. The domain D can be:
D1) a compact manifold without boundary, for example Tℓ (we will refer to this as
the periodic case),
D2) an open, bounded, connected subset of Rℓ with a C∞ boundary. In this case, we
will supplement the solutions with either Dirichlet or Neumann boundary conditions.
Therefore, we will consider the following (standard) boundary conditions, each one
leading to a different functional setting, which we will specify below:
D) Dirichlet boundary conditions,
N) Neumann boundary conditions,
P) Periodic boundary conditions.
Following the usual practice, we interpret the boundary conditions as describing a space
of solutions: the operator ∆x acts on this space and of course the spectral properties of
∆x depend on the space too. Of course, in order to specify the function space we also
need to specify a norm. Our treatment will be for spaces of functions which are analytic
in t and differentiable in x.
We will consider four different PDE’s: models A, A’, B, B’ below. Each of them may
have entirely different boundary conditions (Periodic, Dirichlet and Neumann).
A) The dissipative wave model: The first model is a direct analogue of the
varactor equation studied, e.g., in [CCdlL13, CGV05, GBD05, GBD06, Gen10a, Gen10b,
CFG14, CFG13]; the model is obtained from the wave equation by adding a singular
friction proportional to the velocity:
∂ttu(t, x) +
1
ε
∂tu(t, x)−∆xu(t, x) + h(u(t, x), x) = f(ωt, x) . (2.1)
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A’) The frequency over-damped model: We modify the friction of model A, as
described by the following equation
∂ttu(t, x) +
1
ε
∂t∆xu(t, x)−∆xu(t, x) + h(u(t, x), x) = f(ωt, x) . (2.2)
In this model, which has been studied for instance in [PSM09], the damping is stronger
for the spatial modes with larger spatial frequency. Indeed, not only the damping term
ε−1 ∂t∆xu in (2.2) is affected by a factor which is the inverse of the small parameter ε,
but it contains also the unbounded operator ∆x.
For simplicity, we have considered the case where the ∆x appearing in the damping
and in the restoring force are the same operator. Some slight generalizations are possible,
such as taking different operators for the damping and the restoring force provided they
commute. In many physical applications, it is natural that the operators describing the
damping and the force commute, since they have to be translation invariant and isotropic.
B) Large stiffness model: This is a generalization of the model introduced in
[Flo14, FMPS07], described by the equation
ε2∂ttu(t, x) + ∂tu(t, x)−∆xu(t, x) + h(u(t, x), x) = f(ωt, x) ; (2.3)
in [Flo14, FMPS07] one can find the specific case h(u, x) = γ/(1+u)2 with ε ∈ R and with
γ ≥ 0 a dimensionless parameter which provides the relative strengths of electrostatic
and mechanical forces.
Equation (2.3) models an electrostatically actuated MEMS (Micro-Electro-Mechanical-
Systems) device. Precisely, the physical interpretation of the model (2.3) is that the
restoring force of the oscillators forming the wave equations is very large. This type of
equations are used to model the deflection of an elastic membrane suspended above a
rigid ground plate, with a voltage source and a fixed capacitor. The model represents
the limit of small aspect ratio, when the gap size is small compared to the device length.
The paper [FMPS07] contains a detailed discussion of the motivation. It is interesting to
note that the varactor equation is somehow a model for the problems considered here.
B’) The modified large stiffness model: We modify the non-linearity of model B
by assuming that it is of order ε, as described by the following equation:
ε2∂ttu(t, x) + ∂tu(t, x)−∆xu(t, x) + εh(u(t, x), x) = f(ωt, x) ;
the above equation appears in the study of MEMS with high aspect-ratios and/or when
the applied tension is high.
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2.2. Regularity assumptions and boundary conditions. We will require that f is
smooth in x, satisfies the boundary conditions, and is analytic in the variable θ ≡ ωt. We
will formulate this assumption more precisely by saying that f belongs to a Hilbert space
which we shall call Aρ,j,m; see the definition in Section 3.5.2, where we will impose some
restrictions on the parameters (as we will see ρ, j measure the analyticity properties and
m measures the regularity properties in the space variables).
We will assume that h has some regularity properties too. Roughly, we will require that
h is analytic in its first argument and differentiable when the second argument ranges over
D. Slightly more precisely, we will require that h is such that given a function u ∈ Aρ,j,m,
then h(u(θ, x), x) is also in Aρ,j,m and that the map u 7→ h(u(·), ·) is differentiable in the
sense of maps in Banach spaces. We will also require that h satisfies certain geometric
conditions ensuring that the boundary conditions are preserved. Precisely we make the
following requirements.
BCD. For Dirichlet boundary conditions we require that h(0, x) = 0.
BCN. For Neumann boundary conditions we require that
n(x) · (Dxh)(u, x) = 0 for all x ∈ ∂D , u ∈ R , (2.4)
where n(x) denotes the normal to the domain D at x. In this way, we obtain that
n(x) ·Dx[h(u(t, x), x)] = (Duh)(u(t, x), x) n(x) ·Dxu(t, x) + n(x) · (Dxh)(u(t, x), x) ,
which equals zero if u(t, ·) satisfies the Neumann boundary conditions and (2.4) holds.
Notice that we have used that Duh is one-dimensional.
We anticipate that, besides the above regularity and boundary conditions, we will also
require some non-degeneracy conditions on h.
Remark 2. In this paper we will construct solutions analytic in time. The proofs work
similarly in spaces of functions with Sobolev regularity in time (with high enough Sobolev
exponent depending on the dimension of the frequency), when developing the theory for
finitely differentiable cases (i.e., when the functions f, h are only assumed to be finitely
differentiable). Of course in this case one can consider only ε ∈ R.
3. Formulation of the problem and overview of the method for model A
In this section we go over the method for model A and reduce it to a fixed point
problem. We will present first the formal manipulations, since they are the motivation
for the constructions and the precise definitions given later on. Notably, the choice of
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spaces in Section 3.5 will be motivated by the need that the operator appearing in the
fixed point equation maps the spaces into themselves and it is a contraction.
3.1. Response solutions and formal power series. Our goal is to find response
solutions of the form
uε(t, x) = c0(x) + Uε(ωt, x) , (3.1)
where for each fixed ε, Uε : T
d×D → R is at least O(ε). We will refer to c0 as the zeroth
order term and omit the index ε whenever this does not lead to confusion.
We will first show that when we write U as a formal power series in ε
Uε =
∞∑
j=1
εjUj , (3.2)
the coefficients Uj can be formally defined: the appropriate Banach spaces of functions in
which the coefficients actually exist will be specified in Section 3.5. Such Banach spaces
will include regularity properties as well as the boundary conditions.
Inserting (3.1) in (2.1), we get that the function Uε must satisfy the equation
1:
(ω·∇θ)2Uε(θ, x)+1
ε
(ω·∇θ)Uε(θ, x)−∆xUε(θ, x)−∆xc0(x)+h(c0(x)+Uε(θ, x), x) = f(θ, x) .
(3.3)
The solution of (3.3) will be the centerpiece of our treatment. Later, we will develop
analogous procedures for models A’, B, B’ (see Section 7). We remark that the series
expansion (3.2) does not contain the term j = 0; in fact, if we add a term U0 to the series
(3.2), then taking the coefficient of order ε−1 in (3.3), the term U0 would satisfy
(ω · ∇θ)U0(θ, x) = 0 ,
showing that the solution U0, which can be found under the non–resonance assumption
on ω, is independent on θ. However, having written the response function as in (3.1)
with c0 being the θ-independent part, we conclude that it must be U0 = 0.
3.2. Formal solutions of the equation for response functions. In this section we
describe how to obtain a formal power series solution for (3.3). This is step a) of the
strategy discussed in the introduction.
1The search of quasi–periodic solutions with frequency ω having rationally independent components
is equivalent to looking for a solution u = u(θ, x) of the differential equation in which ωt is replaced by
θ and ∂t is replaced by ω · ∇θ; this is why we shall study functions of the form u = u(θ, x).
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3.2.1. Dividing the problem into zeroth order and higher orders. We introduce the nota-
tion:
NεU(θ, x) ≡ [(ω · ∇θ)2 + 1
ε
(ω · ∇θ) + L]U(θ, x) , (3.4)
Lη(x) ≡ −∆xη(x) + h′(c0(x), x)η(x) , (3.5)
G(U)(θ, x) ≡ h(c0(x) + U(θ, x), x)− h(c0(x), x)− h′(c0(x), x)U(θ, x) . (3.6)
Note that the operator Nε depends on ε, whereas G and L are independent of ε.
Remark 3. If the operator L is elliptic and self-adjoint in L2BC(D) (namely L2(D) with
boundary conditions), then the eigenfunctions constitute a complete set for the Hilbert
space L2BC(D) because L has compact resolvent, see [Hel69, Dav95]. Similar considera-
tions apply to the analogous operator L introduced for models A’, B.
We will use that the eigenvalues λn of L are real and that we can characterize the
Sobolev spaces in terms of the coefficients of the eigenfunction expansions.
With the above notations and denoting by 〈·〉 the average with respect to θ, it is just
elementary algebra to show that the equation (3.3) is implied by the pair of equations:
NεUε(θ, x) +G(Uε)(θ, x) = f(θ, x)− 〈f〉(x) , (3.7)
−∆xc0(x) + h(c0(x), x) = 〈f〉(x) . (3.8)
The reason to divide the equation (3.3) into (3.7) and (3.8) is that (3.8) is the leading
order in ε.
Notice that the order ε0-term in (3.3) is
(ω · ∇θ)U1(θ, x)−∆xc0(x) + h(c0(x), x) = f(θ, x) . (3.9)
Hence for a solution U1 of (3.9) to exist, it is necessary that the average of (3.9) with
respect to θ is zero (hence equation (3.8)). Of course, if ω satisfies suitable non-resonance
conditions and the functions are smooth, it is indeed possible to obtain U1. The solution
of equation (3.9), which is standard in KAM theory and which can be dealt with Fourier
expansions, will be discussed in Section 6.1. In conclusion the system (3.7), (3.8) is
equivalent to (3.3), if we look for formal solutions as in (3.2).
Notice that the system (3.7), (3.8) has an upper triangular structure. In particular, the
equation (3.8) involves only c0: once we obtain a solution c0 of (3.8), we can substitute
it in (3.9) and obtain the solution U1, and then proceed to higher orders.
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The existence of solutions of (3.8) has been studied extensively in the literature through
a great variety of methods. In Appendix B we will present some of the results available
in the literature.
As a result we obtain that under many circumstances there are several (often infinitely
many) c0 solving (3.8). For each of them we will see that (under appropriate non-
degeneracy conditions) we can find a unique solution Uε (first as formal power series and
then as analytic function in a domain). Hence the upper triangular system may have
many solutions, but the only source of non-uniqueness is the equation (3.8) for c0.
3.2.2. Preliminary assumptions on the operator L. We now specify the spectral proper-
ties of the operator L. In general, to characterize the spectrum of an operator, one needs
to specify on which space it acts. Nevertheless in our case we assume that the operator
is elliptic and that the domain is compact. In this case the spectrum is discrete and it is
the same in all Sobolev spaces.
The well known reason why the spectrum is independent on the spaces ([Kat76, Hel69])
is that, when the operator is elliptic, the solutions gain regularity: this translates to the
fact that the resolvent is compact on any Sobolev space and hence, for all the Sobolev
spaces the spectrum is just a discrete set of eigenvalues with finite multiplicity. Further-
more, again by regularity theory, the eigenfunctions are very smooth, so that they are
eigenfunctions in all Sobolev spaces. Therefore the spectrum is the same in all Sobolev
spaces. The following assumptions H1-H2 will be requested for model A as well as for
models A’, B, B’ once the operator L is suitably defined.
H1 The spectrum of L is discrete and its eigenvalues λn satisfy:
0 ≤ λn ≤ λn+1 , ∀ n ≥ 1
and the multiplicity of each eigenvalue is finite, possibly increasing with n;
H2 The smallest eigenvalue is positive: λ1 > 0.
In the case of models A’, B’ we will also assume the following hypotheses on the
operator −∆x.
H1’ The spectrum of −∆x is discrete and its eigenvalues λ∆n satisfy
0 ≤ λ∆n ≤ λ∆n+1 , ∀n ≥ 1
and the multiplicity of each eigenvalue is finite, possibly increasing with n.
H2’ The smallest eigenvalue is positive: λ∆1 > 0.
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Remark 4. Note that a consequence of H1 and H1’ is that there is an orthonormal
basis of eigenfunctions Φn for the operator P = L or −∆x in L2(D), such that
PΦn = λ
(P )
n Φn for n = 1, 2, ..., with λ
(P )
n ≡
{
λn if P = L ,
λ∆n if P = −∆x .
Remark 5. We note that H1 and H2 are in turn assumptions on h, c0. In some
arguments, we will need to assume only H1, but in order to get the crucial estimates on
the “small divisors” (and hence to obtain the final result, see Theorem 13), we will need
to assume that there is the spectral gap in H2.
The above assumptions can be slightly modified; in particular, the previous assump-
tions H1-H2-H1’-H2’ can be extended to encompass the case of a continuous spectrum
(see Remark 32 below).
3.2.3. The nonlinear term and the boundary conditions. We start by noticing that G is
the functional analogue of the nonlinear term used in [CCdlL13], provided of course that
the operator G is defined from some appropriate space to itself.
In this section we will just check that, if we assume h to satisfy the conditions BCD,
BCN in Section 2.2, then the operator G preserves the spaces of functions satisfying
these conditions.
In the case of periodic boundary conditions, there is nothing to check.
For Dirichlet boundary conditions we observe that if x ∈ ∂D and c0, U satisfy the
Dirichlet boundary conditions, then c0(x) = 0, U(θ, x) = 0 and, hence G(U)(θ, x) = 0.
For Neumann boundary conditions we observe that, if h satisfies (2.4), then we just
need to check that
n(x) ·Dx[h′(c0(x), x)U(θ, x)] = 0 ∀x ∈ ∂D, θ ∈ Td . (3.10)
The left hand side of (3.10) can be written as the sum of three pieces, i.e. for x ∈ ∂D,
n(x)·Dx[h′(c0(x), x)U(θ, x)] = h′′(c0(x), x)(n(x) ·Dxc0(x))U(θ, x)
+ n(x) · (Dxh′)(c0(x), x)U(θ, x) + h′(c0(x), x) n(x) · (DxU)(θ, x) .
(3.11)
The first and second terms in the right hand side of (3.11) vanish, since we impose that
c0(·) satisfies Neumann boundary conditions and h satisfies (2.4). Therefore, if U(θ, ·)
satisfies Neumann boundary conditions, the last term in (3.11) will also be equal to zero.
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3.3. The higher order equations. We are looking for a formal power series solution
of (3.7). Assume that we solved (3.8), insert (3.2) into (3.7) and expand the power series
(this requires enough regularity for the function h which we will make explicit later).
Equating the coefficients of the same power εN for N ≥ 0, we obtain the following
recursive equations for N ≥ 0:
(ω · ∇θ)UN+1(θ, x) + (ω · ∇θ)2UN(θ, x)−∆xUN (θ, x) + h′(c0(x), x) UN(θ, x)
= SN(c0(θ, x), U1(θ, x), . . . , UN−1(θ, x)) , (3.12)
where SN is a polynomial expression in U1, . . . , UN−1 obtained by applying the Taylor
theorem to order N in the equation (3.3) and gathering terms.
We think of (3.12) as an equation for UN+1, given all the previous terms of the expan-
sion. Of course we need to assume that ω · k 6= 0 and indeed that it is not too small as
|k| increases. Provided that
〈∆xUN(θ, x)− h′(c0(x), x) UN(θ, x) + SN(c0, U1, . . . , UN−1)(θ, x)〉 = 0 , (3.13)
we can find UN+1 which is unique up to the choice of an additive function of x alone.
Hence, as it is standard when dealing with Lindstedt series, proceeding by induction
we assume that we have determined U1, . . . UN and then using (3.12) we can determine
UN+1 up to an additive function of x: such a function is obtained by solving (3.13) and
this can be done because of H2.
Sufficient conditions for the existence of an approximate solution provided by a trunca-
tion to order N of the series expansion (3.2) are given in Theorem 6.1; see also Section 6.1
for a discussion of the existence of an approximate solution to a finite order by solving
(3.12) (compare with (6.2) in Section 6.1).
3.4. Formulation of the fixed point problem equivalent to (3.3). As we shall see,
the operator Nε in (3.4) is invertible in the spaces Aρ,j,m alluded above, if ε ranges in a
suitable domain, so that (3.7) can be rewritten as
Uε(θ, x) = N
−1
ε [−G(Uε)(θ, x) + f(θ, x)− 〈f〉(x)] ≡ Tε(Uε)(θ, x) , (3.14)
where we have introduced for convenience the operator Tε; we will show that (3.14) can
be solved by a contraction mapping argument.
Therefore one of the crucial points of the strategy will be to study the invertibility of
Nε and give quantitative estimates on its inverse, notably the Lipschitz constants. In
order to do so, we provide a uniform lower bound on the eigenvalues of Nε (which will
depend on ε), using the assumption H2 on the eigenvalues of L. By carefully examining
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such ε-dependent bounds, we will show that, for ε in a suitable domain, the operator
appearing in the right hand side of (3.14) sends a ball centered at the approximate
solution (given by the perturbative expansion) into itself and that it is a contraction
inside this ball. Hence, the fixed point can be obtained by iteration, starting from the
approximate solutions.
We think at the iterative procedure as taking a function analytic in ε and producing
another analytic function of ε. We will show that the convergence is uniform for ε in a
suitably chosen complex domain. Then it is a standard argument that the limit is an
analytic function of ε in this domain.
The contraction mapping argument is classical; however it requires to use spaces in
which we have sharp estimates, so that we do not lose any regularity and we obtain that
the operator in (3.14) sends the spaces into themselves.
Of course, once we have defined the spaces, we will have to justify the formal manipula-
tions, such as the existence of functional derivatives. This amounts to making regularity
assumptions on the term h, which justify the use of the Taylor’s theorem up to order N
for the composition operator.
3.5. Choice of spaces. In this section we present the spaces we will use. We discuss
some of their elementary properties in Appendix A, where we also add a remark about
the continuous spectrum.
The leading principle is that the norms of the functions can be expressed in terms
of generalized Fourier coefficients, namely the coefficients associated to the basis given
by the product of the Fourier basis in θ and the eigenfunctions of L with boundary
conditions in x.
This principle allows us to estimate rather easily the inverse of the linear operator
Nε in (3.4) just by estimating its eigenvalues, because we are allowed to use the base in
which Nε is diagonal.
We also need the spaces to have other properties allowing us to control the non-linear
terms, such as Banach algebra properties and properties of the composition operator, so
that we can study the operator G. Since we want to obtain analyticity in ε, we will also
need spaces of analytic functions and, in order to simplify the analysis, we require that
they are Hilbert spaces. Note that we think of the functions in x as “scalars” in analogy
to what happens in [CCdlL13]; hence, it is natural to consider Hilbert spaces of analytic
functions in θ taking values in another Hilbert space of functions of x.
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The choice of the spaces presented here satisfies such properties and leads to simple
proofs. Of course we are not claiming that the choices we make are optimal and it is
quite plausible that other choices (e.g., analytic functions in both variables) could lead to
better regularity. The main problem in using spaces of analytic functions in x is that it
is not clear to us how to express the analyticity of a function in terms of the coefficients
of the expansions in eigenvalues.
We will present several equivalent norms, since some of the properties of the space will
be easier to verify in one norm than in another. Henceforth, given two (finite or infinite
dimensional) equivalent norms ‖ · ‖, ‖ · ‖′, we write ‖ · ‖ ∼= ‖ · ‖′ .
3.5.1. Sobolev spaces with boundary conditions. In this section we introduce the Sobolev-
like spaces which we will use; we will define them only for indices m ∈ 2N, since this is
enough for our purposes. The advantage is that, for these indices, it is possible to give
particularly simple characterizations of the norm in terms of the eigenfunction expan-
sions. Using several characterizations of the norms allows one to obtain simple proofs of
Lipschitz properties of operators.
For functions S : D → C satisfying the corresponding boundary conditions and for
m ∈ 2N, we define the family of equivalent norms as
‖S‖Hm
L
= ‖Lm/2S‖L2 . (3.15)
If S(x) =
∑∞
n=1 ŜnΦn(x) with Ŝn ∈ R and Φn as in Remark 4, then the Sobolev norm
(3.15) is given by
‖S‖2Hm
L
=
∞∑
n=1
λmn |Ŝn|2 ,
where λn are the eigenvalues of L (recall that the Φn’s form a basis of eigenfunctions of
L). Since L is elliptic, by G˚arding’s inequality (see [Tay11a]-Theorem 6.1 of Chap. 7),
we have
‖S‖Hm
L
∼= ‖S‖Hm , (3.16)
where ‖ · ‖Hm is the standard Sobolev norm, namely
‖S‖Hm = ‖(∆0 + 1)m/2S‖L2
with ∆0 the standard constant coefficient Laplacian and we are considering S satisfying
the specified boundary conditions.
The spaces HmL (D)BC and Hm(D)BC are the completion of C∞0 – the set of C∞ func-
tions with compact support contained in the interior of D – under the above norms.
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For notational convenience we shall not write explicitly the dependence on the boundary
conditions unless needed.
It is well known that for m > ℓ/2 the Sobolev spaces satisfy the Banach algebra
property ([Tay11b]) and hence the equivalence of the norms ‖ · ‖Hm
L
and ‖ · ‖Hm in (3.16)
implies for every S1, S2 ∈ HmL :
‖S1S2‖Hm
L
≤ C‖S1‖Hm
L
‖S2‖Hm
L
, m >
ℓ
2
for some constant C > 0.
When m > ℓ/2 the Sobolev embedding theorem says that the functions in Hm are
continuous, so that the Dirichlet boundary conditions have classical meaning.
Similarly, when m > ℓ/2 + 1, the gradient of functions in Hm are continuously differ-
entiable. Hence, the Neumann boundary conditions have classical meaning.
3.5.2. Spaces of analytic functions of complex variables taking values into Banach spaces.
We introduce domains that consist of a strip around the torus Td in the imaginary
direction. We will consider analytic functions in these domains.
Definition 6. Given ρ > 0, we denote by Tdρ the set
T
d
ρ =
{
θ ∈ (C/Z)d : Re(θj) ∈ T , | Im(θj)| ≤ ρ , j = 1, ..., d
}
.
When we consider functions of θ ∈ Tdρ and x ∈ D, we can think of them as functions
from Tdρ into H
m
L which are analytic
2. The spaces which we will consider are the standard
Bargmann spaces taking values into HmL .
Given a function u = u(θ, x) which we expand as
u(θ, x) =
∑
k∈Zd
e2πik·θuˆk(x) =
∑
k∈Zd,n≥1
e2πik·θΦn(x)uˆk,n , (3.17)
we will consider the space of analytic functions of θ endowed with the Hj(Tdρ;H
m
L ) norm
defined below. We emphasize that we are considering Tdρ as a 2d-dimensional real manifold
with boundary. Again, for simplicity, we just consider the even Sobolev exponents j.
2 When we consider domains which are closed with a smooth boundary, we refer to analytic functions
as functions which are analytic in the interior and that extend continuously to the boundary. For us,
using domains which are compact is slightly more convenient in order to quote embedding theorems,
etc. Nevertheless, in order to avoid repetitions, we omit that analyticity is meant only for the interior
and that we assume the extension to the boundary.
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Precisely, for ρ > 0, j,m ∈ 2N, setting ∆θ ≡
∑d
n=1∇θn∇θ¯n (where the bar denotes
complex conjugation), we define the Hj(Tdρ;H
m
L ) norm as:
‖u‖2ρ,j,m =
∫
Tdρ
‖(∆θ + 1)
j
2u(θ, ·)‖2Hm
L
d2dθ
=
∫
Tdρ
‖
( d∑
n=1
∇θn∇θ¯n + 1
) j
2
u(θ, ·)‖2Hm
L
d2dθ .
(3.18)
We denote by Aρ,j,m the space of functions analytic in θ whose norm ‖ · ‖ρ,j,m is finite.
Note that Aρ,j,m are Hilbert spaces, since the norm (3.18) clearly comes from the inner
product
〈u, v〉 =
∫
Tdρ
〈u, (∆θ + 1)jv〉Hm d2dθ .
Moreover they are complete, since the limit in the ‖ · ‖ρ,j,m-norm of analytic functions is
an analytic function ([RS80]).
Remark 7. We think of a function u ∈ Aρ,j,m as an analytic function from Tdρ into HmL ,
say θ → u(θ, ·). In this way, the problems considered here look closer to the formulation
of the varactor problem considered in [CCdlL13]. The PDE looks formally like an ODE
in HmL and the response solutions will be analytic functions from the torus into H
m
L . For
sufficiently high m, these will be classical functions which are analytic in the t variable
and differentiable in the variable x. Hence, they will be classical solutions for the PDE.
4. Precise statement of the results
4.1. Approximate solutions of the fixed point problem. For all models we can
give a definition of “approximate solution” as follows.
Definition 8. Let us consider a family of functional equations
Fε(U) = 0 , (4.1)
where Fε : Aρ,j,m → Aρ,j,m is an operator that maps ε-dependent families into families
(of course the operator Fε may have an explicit ε-dependence). We say that
U (M)ε =
M∑
k=0
εkUk (4.2)
for some M ∈ Z+ is an approximate solution up to order M of (4.1), if
‖Fε(U (M)ε )‖ρ,j,m = O(εM+1) .
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4.2. Main results. Our main results are provided by the following Theorems 9, 10, 13.
Theorem 9 is based on a contraction mapping argument and it states the existence of
a solution, provided we assume the existence of an approximate solution.
Theorem 10 gives sufficient conditions for the existence of an approximate solution up
to any order under some non–resonance assumptions on the frequency: the higher is the
order of approximation we want to reach, the more restrictive will be the condition on
the frequency.
Theorem 13 summarizes the results above, i.e. it gives the existence of an analytic
solution under the requirements of Theorem 10, which provides the approximate solution.
The proof of Theorem 13 relies on applying Theorem 9 to the approximate solutions
provided by Theorem 10.
In the Theorems 9, 10, 13 we will assume that f belongs to the space of functions
Aρ,j,m as in Proposition 30, which ensures the validity of the Banach algebra property.
Theorem 9. Assume that f is in Aρ,j,m for ρ > 0, j,m ∈ 2N, j > d, m > ℓ/2
(m > ℓ/2 + 1 in the case of Neumann boundary conditions). Let h : B × D → C with
B ⊂ C open set, and let D be either of the form D1 or D2 as in Section 2.1. We assume
that h is analytic in B and Cm(D) ∩ C(D) in x.
Consider the models A, A’, B, B’ with D, N, P boundary conditions; assume that the
hypotheses H1-H2 are satisfied (see Section 3.2.2), and that the non-linearity h satisfies
BCD or BCN (See Section 2.2) in case of D or N boundary conditions, respectively
(depending on the boundary conditions considered for the equation). For models A’, B’
assume also H1’-H2’.
For model A assume that the zeroth order term c0 (see (3.8)) admits a solution (some
sufficient conditions are given in Appendix B) and that for some M ∈ N, M ≥ 2, there
exists an approximate solution in ε of (3.3) up to order M .
Let ε be in the domain ΩB = ∪σΩσ,B with B > B0 for some B0 > 0 sufficiently large,
σ > 0 sufficiently small, where
Ωσ,B ≡ {ε = ξ + iη ∈ C : ξ > B η2 , σ < |ε| < 2σ} (4.3)
and θ in the strip of size ρ > 0
T
d
ρ ≡ {θ ∈ (C/Z)d : Re(θj) ∈ T , | Im(θj)| ≤ ρ , j = 1, ..., d} .
Then, there exists a function Uε = Uε(θ, x) ∈ Aρ,j,m, which provides an exact solution of
(3.3).
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For model A’ assume that the zeroth order term c0 (see (3.8)) admits a solution (some
sufficient conditions are given in Appendix B) and that for some M ∈ N, M ≥ 2, there
exists an approximate solution in ε of
(ω·∇θ)2Uε(θ, x)+1
ε
(ω·∇θ) ∆xUε(θ, x)−∆xUε(θ, x)−∆xc0(x)+h(c0(x)+Uε(θ, x), x) = f(θ, x) .
(4.4)
Let ε be in a domain of the form (4.3). Then, there exists a function u = u(θ, x) =
c0(x)+Uε(θ, x) as in (3.1), belonging to Aρ,j,m, which provides an exact solution of (4.4).
For model B we assume that there exists an approximate solution of
ε2(ω · ∇θ)2Uε(θ, x) + (ω · ∇θ)Uε(θ, x)−∆xUε(θ, x) + h(Uε(θ, x), x) = f(θ, x) (4.5)
up to order M with M ∈ N, M ≥ 2. Assuming that ε belongs to the domain
Ωδ ≡ {ε = ξ + iη ∈ C : Re(−ε2) ≥ δ} ∪ {ε = ξ ∈ R : δ < |ξ| < 2δ} (4.6)
for some δ > 0, then there exists a function Uε = Uε(θ, x) ∈ Aρ,j,m, which provides an
exact solution of (4.5).
For model B’ assume that the zeroth order term admits a solution (see Section 5.2)
and that for M ∈ N, M ≥ 2, there exists an approximate solution up to order M in
Aρ,j,m of
ε2(ω · ∇θ)2Uε(θ, x) + (ω · ∇θ)Uε(θ, x)−∆xUε(θ, x) + εh(Uε(θ, x), x) = f(θ, x) . (4.7)
Assuming that ε belongs to Ωδ as in (4.6) for some δ > 0, then there exists a function
Uε = Uε(θ, x) ∈ Aρ,j,m, which provides an exact solution of (4.7).
In all the cases above, the solution Uε is analytic in the considered domains as a
function of ε and it is asymptotic to the approximate solution.
Note that Theorem 9 involves mainly regularity assumptions and the requirement that
there exist approximate solutions at least of order 2. Sufficient conditions for the existence
of an approximate solution (given by the expansion to any arbitrary order) are provided
by the following result.
Theorem 10. Assume that f is in Aρ,j,m for ρ > 0, j,m ∈ 2N, j > d, m > ℓ/2
(m > ℓ/2 + 1 in the case of Neumann boundary conditions). Let h : B × D → C with
B ⊂ C open set, and let D be either of the form D1 or D2. We assume that h is analytic
in B and Cm(D) ∩ C(D) in x.
Consider the models A, A’, B’ with either D, N, P boundary conditions and assume that
h satisfies either BCD, BCN in case of D, N boundary conditions, respectively (depending
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on the boundary condition considered for the equation). Assume that the zeroth order
term admits a solution (see, respectively, Appendix B for models A, A’ and Section 5.2
for model B’). Furthermore:
i) Assume that there exists M ∈ N, such that
|k|−1 log |ω · k|−1 ≤ 2πρ
M
∀k ∈ Zd \ {0} . (4.8)
Then, there exists an approximate solution in ε of (3.3), (4.4), (4.7) up to order M . In
particular, if
lim sup
|k|→∞
|k|−1 log(|ω · k|−1) = 0 , (4.9)
then we can obtain a formal power series in ε (whose coefficients are well defined) solving
the equation up to all orders.
ii) If we assume that f is a trigonometric polynomial, then there is a formal power
series in ε which is a solution of (3.3), (4.4), (4.7) up to all orders, without requiring
any non-resonance bound on the frequency ω.
Remark 11. Recall that we are assuming that ω · k = 0, k ∈ Zd, implies k = 0.
Remark 12. It seems likely that the condition (4.8) (which is even weaker than the
Bryuno condition) is optimal. Each step of the computation of the perturbative expansion
involves solving a differential equation with (ω · k)−1 as small divisors. Hence, we expect
that the solutions, in general, lose a domain of definition of size ρ/M at each step.
Combining Theorems 9 and 10 we obtain the following result.
Theorem 13. Assume that f , h satisfy the assumptions of Theorem 9 regarding the
regularity, the boundary conditions and the existence of the zeroth order solution. Fix
M ≥ 2 and assume (4.8). Then, we have the following results.
For model A there exists a solution of equation (3.3), which is analytic in ε and θ, and
satisfies the D, N or P boundary conditions. The analytic solution exists for ε in the
domain ΩB as in Theorem 9 and θ in T
d
ρ.
For model A’ assuming H1’, H2’, there exists an analytic solution of (4.4) in θ ∈ Tdρ
and ε with ε in a domain of the form ΩB as in Theorem 9.
For model B with D, N, P boundary conditions, provided the existence of an approxi-
mate solution, there exists an analytic solution of (4.5) in θ ∈ Tdρ and ε in a domain of
the form Ωδ as in (4.6) for some δ > 0.
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For model B’ with D, N, P boundary conditions, assuming H1’-H2’ there exists an
analytic solution of (4.7) in θ ∈ Tdρ and ε in a domain of the form Ωδ as in (4.6) for
some δ > 0.
Remark 14. Note that the non-resonance condition which we need to impose on ω to
obtain the existence to all orders is more restrictive than the non-resonance condition we
need to obtain the existence of an analytic solution defined in the domain Ωσ,B or Ωδ.
Since, as we argued in Remark 12, we believe that the conditions are optimal, it seems
that given an M0 and an ω that satisfy (4.8) for M =M0, but not for M =M0+1, then
we can obtain functions that have an expansion up to order M0, but not M0 + 1.
It seems, therefore, possible to arrange the existence of models with a solution analytic
in a domain of the form Ωσ,B or Ωδ, but without Taylor expansion beyond a certain order.
Remark 15. By restricting the domain in Theorem 13, we can obtain stronger contrac-
tion properties for the operator T defined in (3.14).
For example, for model A one possibility would be to consider only one of the do-
mains Ωσ,B defined in (4.3) with σ small enough. Another possibility is to consider conic
domains defined as
Υδ,σ = {ε ∈ C : | Im(ε)|/|ε| < δ , σ < |ε| < 2σ}
for some δ, σ > 0. We refer to [CCdlL13] for further details on the study of the solution
of a forced strongly dissipative ODE on conic domains. By restricting to the real line, it
seems possible to obtain results for finitely differentiable non-linearities.
5. Existence of solutions of the zeroth order term
The existence of solutions of the zeroth order equation for models A, A’ has a very
extensive literature and can be done by a variety of methods; with reference to classical
textbooks like [Str08, AM07, Pre13], we defer the presentation of some of such results in
Appendix B. For models A, A’, we will produce several (even infinitely many) solutions
of the zeroth order equation.
In this section we confine ourselves to discussing models B, B’, using arguments based
on an implicit function theorem in Banach spaces. However, we mention that there are
other possibilities which we have not covered, for example methods based on index theory
([FG95, Ber73]). We will show that each of these solutions of the zeroth order equation
continues into a formal solution to all orders and that, furthermore, it can be modified
to be a true solution.
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5.1. Solution of the zeroth order term for model B. The zeroth order equation
for model B is:
(ω · ∇θ)U0(θ, x)−∆xU0(θ, x) + h(U0(θ, x), x) = f(θ, x) . (5.1)
We will solve equation (5.1) by reducing it to a fixed point problem and providing con-
ditions that ensure solvability.
Let us denote by Γ the operator
Γ ≡ ω · ∇θ + L , (5.2)
where L is given by
Lη ≡ −∆xη + h′(0, x)η . (5.3)
We assume that
h(0, x) = 0 .
Then, (5.1) becomes
ΓU0(θ, x) +G(U0(θ, x), x) = f(θ, x) (5.4)
with G given by
G(U0(θ, x), x) = h(U0(θ, x), x)− h′(0, x)U0(θ, x) . (5.5)
We notice that Γ is a diagonal operator in the Fourier basis, since it is separated in the
sum of two parts, one of which acts only on θ and the other acting only on x. If we
assume that L satisfies H1 and H2 and we denote its eigenvalues by λn, then
Γ(e2πik·θΦn) = (2πiω · k + λn)e2πik·θΦn .
Thus, we notice that Γ is invertible and we can reduce (5.4) to the following fixed point
problem:
U0(θ, x) = −Γ−1 G(U0(θ, x), x) + Γ−1 f(θ, x) . (5.6)
We define the operator T by
T (U) ≡ −Γ−1 G(U(θ, x), x) + Γ−1 f(θ, x) . (5.7)
Using properties of composition of functions, see Proposition 36 in Appendix A, we can
show that for U0, V0 ∈ Aρ,j,m, then T satisfies the inequality:
‖T (U0)− T (V0)‖ρ,j,m = ‖Γ−1 h(U0, x)− Γ−1 h(V0, x)− Γ−1h′(0, x)U0 + Γ−1h′(0, x)V0‖ρ,j,m
≤ Cα0 ‖Γ−1‖ρ,j,m ‖U0 − V0‖ρ,j,m ,
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where the Lipschitz constant of the composition with G is bounded by a constant C
times α0. Finally, if we choose α0 small enough so that T is a contraction, we obtain a
solution U0 in a ball of radius α0. Thus, we have proven the following result.
Proposition 16. Assume that f is in Aρ,j,m for ρ > 0, j,m ∈ 2N, j > d, m > ℓ/2
(m > ℓ/2 + 1 for Neumann boundary conditions). Let h : B × D → C with B ⊂ C open
set, and let D be either of the form D1 or D2. We assume that h is analytic in B and
Cm(D) ∩ C(D) in x and let h(0, x) = 0.
Consider model B with either D, N, P boundary conditions and assume that h satisfies,
respectively, BCD, BCN in case of D, N boundary conditions (depending on the boundary
condition considered for the equation). Then, the zeroth order term of model B given by
equation (5.1) admits a solution U0 contained in a ball around the origin in Aρ,j,m of
small enough radius α0 .
5.2. Solution of the zeroth order term for model B’. The zeroth order equation
for model B’ is
(ω · ∇θ)U0(θ, x)−∆xU0(θ, x) = f(θ, x) , (5.8)
which can be solved under the assumptions H1’-H2’. In fact, defining the operator Γ
acting on U as in (5.2), but with ∆x instead of L, we can write (5.8) as
ΓU0(θ, x) = f(θ, x) ,
which can be solved, because Γ is invertible (using H1’-H2’).
Indeed, the operator Γ is diagonal in the Fourier basis. Let us expand U0 as
U0(θ, x) =
∑
k∈Zd
∑
n≥0
e2πik·θΦn(x)U˜0,k,n
for some coefficients U˜0,k,n; in a similar way, let
f(θ, x) =
∑
k∈Zd\{0}
∑
n≥0
e2πik·θΦn(x)fk,n .
Then, we obtain:
U˜0,k,n =
fk,n
(2πiω · k + λ∆n )
(5.9)
for k 6= 0 (with λ∆n ∈ R denoting the eigenvalues of −∆x) and U˜0,0,n = 0. From (5.9) we
see that the assumptions H1’-H2’ and the regularity of f(θ, x) imply the regularity of
U˜0. Because of H1’-H2’, we have that |2πiω · k + λ∆n | ≥ ν for some ν > 0; using the
character of the norms in Fourier coefficients, we obtain the desired result.
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6. Proof of Theorems 9, 10 and 13 for model A
In this section we present detailed arguments that complete the proof of Theorems 9,
10 and 13 for the case of the dissipative wave equation (2.1) of model A; in Section 7 we
will present the necessary modifications in order to have the results for models A’, B, B’.
We start by proving the existence of an approximate solution up to prescribed orders
(Section 6.1); then, we bound the operator Nε in (3.4) providing estimates in a parabolic
domain (Section 6.2) and we conclude by showing the existence of a solution of (3.7)
through a fixed point argument (Section 6.3).
6.1. Existence of an approximate solution up to prescribed orders. In this sec-
tion we describe the construction of the approximate solution up to a prescribed order
M , as in the statement of Theorem 10.
For model A described by equation (2.1), the first order term c0 of the expansion of the
response solution (see (3.1)) satisfies the semilinear second order elliptic equation (3.8).
To perform the formal manipulations that lead to the approximate solution up to order
M , we find it convenient to write the equation (3.3) as
[ε(ω ·∇θ)2+(ω ·∇θ)−ε∆x]Uε(θ, x)−ε∆xc0(x)+εh(c0(x)+Uε(θ, x), x) = εf(θ, x) . (6.1)
We assume that a solution c0 for (3.8) can be found as described in Appendix B. Next,
we write formally Uε ≡ Uε(θ) in powers of ε (see (3.2)). We now show that we can define
an approximate solution of (6.1) as a finite truncation of (3.2) up to order M . Inserting
(3.2) into (6.1), we get
∞∑
j=1
εj[ε(ω·∇θ)2+(ω·∇θ)−ε∆x]Uj(θ, x)−ε∆xc0(x)+εh(c0(x)+Uε(θ, x), x)−εf(θ, x) = 0 .
(6.2)
Hence the first order in ε in (6.2) is given by (3.9). Since c0 satisfies (3.8), then the
equation for the first order in ε becomes
(ω · ∇θ)U1(θ, x) = f(θ, x)− 〈f〉(x) (6.3)
and it is easy to see that by the non-resonance condition (4.8), equation (6.3) has a
solution in Aρ′,j,m for some ρ′ < ρ: a proof of this fact can be found in [CCdlL13] for the
case of the varactor equation (see also [CFG14]) and can be straightforwardly extended
to the present situation. In fact, let us define g(θ, x) ≡ f(θ, x) − 〈f〉(x); let us expand
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U1 and g as
U1(θ, x) =
∑
k∈Zd
∑
n≥0
e2πik·θΦn(x) U˜1,k,n , g(θ, x) =
∑
k∈Zd\{0}
∑
n≥0
e2πik·θΦn(x) g˜k,n
for suitable coefficients U˜1,k,n, g˜k,n. From (6.3) we obtain that
U˜1,k,n =
g˜k,n
2πiω · k ,
which is well defined thanks to (4.8). The appearance of the small divisors is the origin
of the loss of analyticity domain.
Note that U1(θ, x), as a solution of (6.3), has a free parameter, namely 〈U1〉(x), which
is determined at the subsequent order.
Recalling the definition (3.5) of L, the order ε2 in (6.2) is
(ω · ∇θ)U2(θ, x) = −[(ω · ∇θ)2 + L]U1(θ, x) ,
which admits a solution U2(θ, x), provided that the average of the right hand side is
zero. In particular, the average of U1 must satisfy the equation L(〈U1〉) = 0 and since L
satisfies H1-H2, then 〈U1〉 = 0.
Now, by using the non-resonance condition (4.8) up to order M , one can proceed
recursively to compute the functions Uj in Aρ,j,m up to order M . We have that for any
N ≤M − 1 the function UN+1 satisfies a recursive relation of the form (3.12). Again, we
must require that the average of the right hand side of (3.12) is zero, which provides the
average of UN , i.e.
L(〈UN〉) = −〈SN (c0, U1..., UN−1)〉 . (6.4)
The existence of 〈UN〉 satisfying (6.4) is guaranteed by assumptions H1-H2, since the
spectrum of L is bounded away from zero.
In this way we obtain the approximate solution up to order M under the assumption
(4.8). It follows that we obtain a well defined approximate solution to all orders under the
condition (4.9); for instance one can adapt the argument given in Appendix H of [CG12].
Finally, if we assume further that f is a trigonometric polynomial of degree J > 0, then
UN is a trigonometric polynomial of degree NJ and we can obtain the formal solution
up to any order N . This concludes the proof of Theorem 10.
6.2. Bounds on the operator Nε. In this section we will obtain bounds on Nε in
appropriate spaces, when ε is contained in the domain ΩB defined as the union over σ
of the domains (4.3). We will also remark that it is not possible to obtain the same
bounds when ε is on the imaginary axis: indeed, we present separate arguments that
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lead us to conjecture that the bound on the spectrum of Nε cannot be obtained when ε
is imaginary.
Note that, since L acts on the x variable only and ω · ∇θ on the θ variable, we can
apply separation of variables and obtain that the spectrum of Nε is
λn,k ≡ λn,k(ε) = −(2πω · k)2 + 2πi
ε
(ω · k) + λn .
As already pointed out, the invertibility of Nε will follow from the fact that its spectrum
is bounded away from zero. For a general operator, the bounds on the inverse would
need not only to estimate the spectrum, but also the spectral projections, though this is
trivial in this case since L is self-adjoint and ω · ∇θ is anti self-adjoint, so that L+ω · ∇θ
is a normal operator.
We study the spectrum of Nε, when ε ranges in the domain
Ωσ,B,α ≡ {ε = ξ + iη ∈ C : ξ > B ηα , σ < |ε| < 2σ} . (6.5)
Afterwards, we will fix α in such a way that we can use the fixed point argument of
Section 6.3 and it will turn out that the best choice is α = 2, thus leading to defining
the solution in the domain Ωσ,B,2 = Ωσ,B as defined in (4.3). To study the spectrum of
Nε, we will use the maximum principle for λn,k as a function of ε; hence, we will get a
lower bound on |λn,k| on the boundary of the domain.
Let us suppose that λn → ∞ whenever n → ∞. We will show later that this as-
sumption can be relaxed to encompass the case that the sequence of the λn’s has a finite
supremum, even if this case does not appear in the applications we have in mind. Thus,
we can fix K ∈ N large enough so that λK − 1 ≥ λ1; we will first provide a bound for
1 ≤ n ≤ K on the whole region Ωσ,B,α.
For every n ∈ N, we want to estimate infk∈Zd\{0} |λn,k(ε)|2 for ε ∈ Ωσ,B,α; therefore, we
study the behavior of
|ελn,k(ε)|2 = | − ε(2πω · k)2 + i(2πω · k) + ελn|2
= | − (ξ + iη)(2πω · k)2 + i(2πω · k) + (ξ + iη)λn|2
= ξ2 [−(2πω · k)2 + λn]2 + [−η(2πω · k)2 + (2πω · k) + ηλn]2 .
For a given n, consider the function
Γn(τ, ξ, η) ≡ ξ2 (−τ 2 + λn)2 + [η(−τ 2 + λn) + τ ]2 , (6.6)
where τ ∈ R, ξ + iη ∈ Ωσ,B,α. Clearly,
Γn(2πω · k, ξ, η) = |(ξ + iη)λn,k(ξ + iη)|2 ;
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since infτ∈R Γn(τ, ξ, η) ≤ infk∈Zd\{0} Γn(2πω · k, ξ, η), it suffices to bound from below
infτ∈R Γn(τ, ξ, η).
Let us start by considering the boundary {ξ = Bηα}, namely we consider ε as
ε = Bηα + iη (6.7)
with η ∈ R\{0}, B > 0 large enough, say B > B0 for some B0 ∈ R+. Clearly, for every
n we have that
inf
ε=Bηα+iη
inf
k∈Zd\{0}
|ελn,k(ε)|2 ≥ inf
τ∈R
|Γn(τ, Bηα, η)| .
We recall that H1 and H2 imply that infn≥1 |λn| = λ1 > 0.
Obtaining lower bounds of (6.6) for ε of the form (6.7) is very simple: indeed it is
the sum of two non–negative terms, which vanish at very different places. We analyze
carefully each of the places where one of the terms vanishes. If none of the terms vanishes,
the lower bound is clear.
Let us define the three regions
I+ ≡ [
√
λn − 10−3
√
λn,
√
λn + 10
−3
√
λn]
I− ≡ [−
√
λn − 10−3
√
λn,−
√
λn + 10
−3
√
λn] (6.8)
and the complement of I+ ∪ I−. When τ is in such complement we have
Γn(τ, ξ, η) ≥ (Bηα)2(−τ 2 + λn)2 ≥ C21(Bηα)2λ2n ≥ C21 (Bηα)2 λ21 (6.9)
for a suitable constant C1 > 0. When τ ∈ I+ ∪ I− we have
|λn − τ 2| = |
√
λn − τ | |
√
λn + τ | ≤ 10−3
√
λn (2 + 10
−3)
√
λn ,
so that we obtain
Γn(τ, ξ, η) ≥ [η(λn − τ 2) + τ ]2
≥ τ 2 − 2|τ | |η| |λn − τ 2|
≥ τ 2 − 2|τ | |η| (2 + 10−3) 10−3 λn .
Since we have that |τ | ≤ (1+10−3)√λn and τ 2 ≥ (1−10−3)2λn, we obtain for τ ∈ I+∪I−:
Γn(τ, ξ, η) ≥ (1− 10−3)2λn − 2(1 + 10−3) (2 + 10−3) 10−3 λ
3
2
n |η| .
Since we are considering λ1 ≤ λn ≤ λK , the following inequality holds for all τ :
Γn(τ, ξ, η) ≥ C22 (Bηα)2 (6.10)
for some constant C2 > 0, provided |η| is sufficiently small to satisfy the condition
C22(Bη
α)2 + 2(1 + 10−3) (2 + 10−3) 10−3 λ
3/2
K |η| ≤ (1− 10−3)2 λ1 .
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We now consider the remaining parts of the boundary of the region Ωσ,B,α, starting
from the circle |ε|2 = σ2 and we begin from the case |λn − τ 2| < δ for some positive δ.
Then, for σ sufficiently small and setting ε = ξ + iη, we have
Γn(τ, ξ, η) = σ
2(τ 2 − λn)2 + (1− 2ητ)(τ 2 − λn) + λn
≥ σ2(τ 2 − λn)2 + 1
2
(τ 2 − λn) + λn ≥ λ1
2
≥ C3ξ2
(6.11)
for C3 > 0, if σ and δ are small enough with 0 < δ ≤ λ1 and provided
|ξ| ≤
√
λ1
2C3
.
When |λn− τ 2| ≥ δ, we have -as before- that the minimum of Γn(τ, ξ, η) is reached for
|λn − τ 2| = δ and we obtain the following bound:
Γn(τ, ξ, η) = |ε|2(λn−τ 2)2+ τ 2+2τη(λn−τ 2) = ξ2δ2+(η(λn−τ 2)+ τ)2 ≥ ξ2δ2 . (6.12)
Of course on the circle |ε|2 = 4σ2 we can reason in the same way, possibly changing the
constants.
Let us discuss now the case n > K; again we distinguish two cases.
For τ such that |λn − τ 2| < 1 we have τ 2 > λK − 1; therefore for |η| sufficiently small
and for some C4 > 0 we obtain the bound:
Γn(τ, ξ, η) = |ε|2(λn − τ 2)2 + τ 2 + 2τη(λn − τ 2) ≥ τ 2 − 2|τ ||η| ≥ 1
2
τ 2
≥ 1
2
(λK − 1) > λ1
2
≥ C4ξ2 , (6.13)
provided |ξ| is sufficiently small, namely
|ξ| ≤
√
λ1
2C4
.
Finally, for |λn − τ 2| ≥ 1, n > K, we have
Γn(τ, ξ, η) ≥ ξ2|λn − τ 2|2 ≥ ξ2 . (6.14)
Casting together the bounds (6.9), (6.10), (6.11), (6.12), (6.13), (6.14), there exists a
constant C5 > 0, depending on λ1, such that for every n,
Γn(τ, ξ, η) ≥ C5 max{(Bηα)2, ξ2} = C5ξ2 , (6.15)
since we are in the domain Ωσ,B,α ⊆ {ξ + iη ∈ C : |ξ| ≥ B|η|α}. This concludes the
bounds on the spectrum of Nε.
RESPONSE SOLUTIONS FOR DISSIPATIVE WAVE EQUATIONS 31
Remark 17. (i) The bounds providing the invertibility of Nε fail when ε is on the imag-
inary axis.
(ii) We do not assume that the spectrum is discrete; we could take the spectrum ranging
over any set of the real line.
(iii) The discussion above does not depend explicitly on the boundary conditions as-
sumed for the PDE. However the boundary conditions enter through the assumption H2.
(iv) The case in which
sup
n≥1
λn = Λ <∞
is even simpler than the previous discussion, since in this case we can reason exactly as
we did just for the case n ≤ K.
To use the fixed point argument formulated in Section 6.3, we need the bound
(Γn(τ, ξ, η))
1
2 ≥ C6σ2
for some constant C6. This bound will be used in (6.18) below and, in view of (6.15), it
amounts to requiring
|ξ| ≥ C˜6σ2
for some constant C˜6 > 0. This inequality is in turn implied by
|Bηα| ≥ C˜6σ2 ,
which is possible only if
|Bηα| ≥ C˜6(B2η2α + η2) .
Therefore, since |η| < 1, we must have α ≤ 2; in conclusion, we take α = 2, being the
best possible exponent, thus leading to define the domain Ωσ,B as in (4.3).
6.3. Existence of the fixed point. As we have discussed in Section 3, we can rewrite
(3.7) as a fixed point equation, namely
U(θ, x) = N−1ε (f(θ, x)− 〈f〉(x))−N−1ε G(U)(θ, x) ,
where U denotes a function of ε defined by Uε = Uε(θ, x). In this way, we define an
operator T acting on functions analytic in ε, taking values in Aρ,j,m, given by
T (U) ≡ N−1ε (f − 〈f〉)−N−1ε G(U) . (6.16)
For a fixed ε, we find a fixed point of T by considering a domain P ⊂ Aρ,j,m with
T (P) ⊂ P on which T is a contraction. Since we want to obtain analyticity in ε, we
reinterpret (6.16) as an operator acting on a space of analytic functions in ε and we
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consider the domain P˜ in the space Aρ,j,m,σ,B consisting of analytic functions of ε taking
values in Aρ,j,m with ε ranging on the domain Ωσ,B .
We endow Aρ,j,m,σ,B with the supremum norm
‖U‖ρ,j,m,σ,B ≡ sup
ε∈Ωσ,B
‖U‖ρ,j,m , (6.17)
for which Aρ,j,m,σ,B is a Banach Space. Moreover, due to Proposition 30 of Appendix A,
if j > d and m > ℓ/2, then Aρ,j,m,σ,B with the norm (6.17) is a Banach Algebra.
Notice that (6.15) and the fact that Nε is diagonal implies that we can estimate its
norm in the domains Ωσ,B . We note that the infimum is reached at the boundary of the
domains, namely
‖N−1ε ‖ρ,j,m,σ,B ≤ C7B−1σ−2σ (6.18)
for some C7 > 0, provided that B is sufficiently large. Using the Banach Algebra property
of Aρ,j,m,σ,B and the fact that DUG(0)(θ, x) = 0, we note that the operator Tε is Lipschitz
in a ball Bα(0) ⊂ Aρ,j,m,σ,B of radius α > 0. Indeed, using Proposition 36 we have that
the Lipschitz constant of the composition with G is bounded by a constant times α.
Thus, we have shown that
‖T (U)− T (V )‖ρ,j,m,σ,B ≤ C7B−1σ−1α‖U − V ‖ρ,j,m,σ,B .
We continue as in [CCdlL13] by showing that T is a contraction in a ball centered
around the approximate solution that gets mapped into itself. First, we notice that the
approximate solution UM = UM (θ, x) (see Definition 8) satisfies
‖UM‖ρ,j,m,σ,B ≤ C8σ
for some C8 > 0.
We fix α0 > 0 which will be the radius of a ball around zero in Aρ,j,m,σ,B, so that
we will take the constants corresponding to this ball. We will refer to this ball as the
ambient ball.
Our next goal will be to identify balls around the approximate solutions such that the
operator T maps them into themselves and is a contraction. The following discussion is
very similar to what is done in [CCdlL13].
Consider a ball Bβ(UM ) of radius β around UM . We will impose several conditions on
β that ensure that the ball is mapped into itself by T and that T is a contraction.
The ball Bβ(UM ) is contained in the ambient ball, Bα0(0) ∈ Aρ,j,m,σ,B, provided that
C8σ + β ≤ α0 . (6.19)
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Hence, we will assume (6.19) to ensure we can use the constants of the operator in the
ambient ball.
The operator T is a contraction on Bβ(UM ) provided that
C7(C8σ + β)B
−1σ−1 < 1 . (6.20)
Moreover, we have that the approximate solution satisfies the inequality
‖T (UM)− UM‖ρ,j,m,σ,B ≤ C9σ3B−1σ−1
for some constant C9 > 0, since U
M is a solution at least to O(ε3) as in Theorem 9 or
13. The ball Bβ(UM ) is mapped into itself, whenever
C7(C8σ + β)B
−1σ−1β + C9B
−1σ2 ≤ β . (6.21)
Notice that to fulfill (6.19), (6.20), (6.21), we are allowed to choose β. Namely, we want
to show that for some B large enough and for all σ sufficiently small, say σ ≤ σ∗(B), we
can find β > 0 such that the three conditions (6.19), (6.20), (6.21) are satisfied.
It is natural to choose
β = 100 σ
and, then, (6.19), (6.20), (6.21) are implied by
(C8 + 100)σ ≤ α0 (6.22)
C7(C8 + 100)B
−1 < 1 (6.23)
100C7(C8 + 100)B
−1 + C9B
−1σ ≤ 100 . (6.24)
We see that we can choose B large enough so that (6.23) is satisfied and, then, (6.22),
(6.24) are satisfied for σ small enough.
In conclusion, we obtain that T admits a fixed point in the domain P˜, provided σ and
B are suitably chosen. This fixed point will be a function analytic in Ωσ,B .
As a corollary, the solution is locally unique, namely we have the following result.
Corollary 18. For a fixed ε ∈ Ωσ,B with σ, B such that (6.19), (6.20), (6.21) are satisfied,
let UM be an approximate solution. Then, for any θ ∈ Td, we have that
lim
n→∞
T n UM (θ) = U(θ) . (6.25)
In particular, the convergence in (6.25) is uniform for ε ∈ Ωσ,B with Ωσ,B as in (4.3),
since ‖UM −U‖ ≤ CσM for a positive constant C > 0, which implies that the solution is
analytic for ε ∈ Ωσ,B.
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7. Modifications of the proof in Section 6 to models A’, B, B’
In this Section we consider models A’, B, B’, providing the necessary modifications
to the proof developed for model A. In particular, we concentrate on the extension of
Theorem 10 to construct an approximate solution and on the bound of the eigenvalues
in a suitable domain Ωσ,B , as it was done for model A in Section 6.2. The other parts of
the proof can be extended to models A’, B, B’, trivially. The existence of the order zero
solution is considered in Appendix B, and Sections 5.1, 5.2, respectively.
7.1. Model A’. For model A’ we look for a response solution of the form (3.1) and
define the operators Nε, L and G as
NεU(θ, x) ≡ [(ω · ∇θ)2 + 1
ε
(ω · ∇θ)∆x + L]U(θ, x)
LU(θ, x) ≡ −∆xU(θ, x) + h′(c0(x), x)U(θ, x)
G(U)(θ, x) ≡ h(c0(x) + U(θ, x), x)− h(c0(x), x)− h′(c0(x), x)U(θ, x) . (7.1)
The equation (4.4) is equivalent to the equation
NεUε(θ, x) +G(Uε)(θ, x) = f(θ, x)− 〈f〉(x) ,
while the function c0 must satisfy (3.8)
To construct an approximate solution, let us again write formally Uε as Uε =
∑∞
j=1 ε
jUj .
Then, after solving equation (3.8) for c0 (see Appendix B), at the first order in ε we need
to solve
(ω · ∇θ)∆xU1(θ, x) = f(θ, x)− 〈f〉(x) ,
which yields the non-average part of U1 using H2’ and the non-resonance condition on
ω. At the second order in ε we obtain the equation
(ω · ∇θ)∆xU2(θ, x) = −[(ω · ∇θ)2 + L]U1(θ, x) ,
from which we first deduce that the average 〈U1〉 should be zero by imposing that the
right hand side has zero average and noting that L is invertible. Then, we determine the
non-average part of U2 by solving the remaining equation.
At the order N ≥ 3 we obtain the equation
(ω·∇θ)∆xUN (θ, x) = −[(ω·∇θ)2+L]UN−1(θ, x)+SN(c0(x), U1(θ, x), ..., UN−2(θ, x)) (7.2)
for a suitable function SN , depending on c0 and on the functions Uj with j < N − 1; by
imposing that the average of the right hand side of (7.2) is zero we get
L(〈UN−1〉) = 〈SN(c0, U1..., UN−2)〉 .
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After fixing the average of UN−1, we obtain the non-average part of UN by solving equation
(7.2).
To conclude the proof for model A’, we proceed to estimate the eigenvalues of the
operator Nε in a way similar to that of model A.
Indeed, let us write ε = ξ + iη with ε belonging to the domain Ωσ,B defined in (4.3);
denoting by λ∆n the eigenvalues associated to −∆x, we have:
|ελn,k|2 = | − ε(2πω · k)2 + i(2πω · k)λ∆n + ελn|2
= ξ2((2πω · k)2 − λn)2 + [−η(2πω · k)2 + (2πω · k)λ∆n + ηλn]2 .
As for model A, we introduce an auxiliary function Γn(τ, ξ, η) to obtain bounds on the
eigenvalues of Nε:
Γn(τ, ξ, η) ≡ ξ2(τ 2 − λn)2 + [η(−τ 2 + λn) + τλ∆n ]2 . (7.3)
Again we fix K ∈ Z such that λK − 1 ≥ λ1 and consider first the case n ≤ K. Define the
regions I− and I+ as in (6.8). In the region (I− ∪ I+)c we obtain
Γn(τ, ξ, η) ≥ ξ2(τ 2 − λn)2 ≥ C10ξ2λ2n ≥ C10ξ2λ21
for a suitable constant C10 > 0.
Within the region I− ∪ I+ we have
Γn(τ, ξ, η) ≥ (−ητ 2 + τλ∆n + ηλn)2 ≥ τ 2(λ∆n )2 − 2|η| |τ | |λn − τ 2|λ∆n
≥ τ 2(λ∆n )2 − 2λ∆n |η| |τ |(2 + 10−3) 10−3 λn
≥ (1− 10−3)2λn(λ∆n )2 − 2λ∆n (1 + 10−3)λ3/2n (2 + 10−3) 10−3 |η| ≥ C11ξ2 ,
for some constant C11 > 0, if
C11ξ
2 + 2λ∆K(1 + 10
−3)(2 + 10−3) 10−3 λ
3/2
K |η| ≤ (1− 10−3)2(λ∆1 )2λ1 . (7.4)
In the case n > K, we recall the expression of Γn(τ, ξ, η) in (7.3). Then, we consider the
subcase |λn− τ 2| < 1, which provides τ 2 > λK − 1, so that one obtains for |η| sufficiently
small:
Γn(τ, ξ, η) = |ε|2(λn − τ 2)2 + (λ∆n )2τ 2 + 2τ λ∆n η (λn − τ 2)
≥ (λ∆n )2τ 2 − 2λ∆n |η| |τ |
≥ 1
2
(λ∆n )
2τ 2 ≥ 1
2
(λ∆1 )
2 (λK − 1) > (λ∆1 )2
λ1
2
,
provided
|η| ≤ 1
4
λ∆1
√
λK − 1 .
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In the case |λn − τ 2| ≥ 1, recalling (7.3) we obtain
Γn(τ, ξ, η) ≥ ξ2|λn − τ 2|2 ≥ ξ2 .
Concerning the boundaries |ε| = σ and |ε| = 2σ, again we can reason as for model A.
Note that the assumptionH2’ is crucial in order to get the bound; if ∆x is the standard
Laplace-Beltrami operator, the invertibility of the operator Nε is guaranteed only for D
boundary conditions, because H2’ is violated for N, P boundary conditions.
This concludes the discussion of the invertibility of the operator Nε for model A’. The
existence of a fixed point can be done in full analogy to model A; see Section 6.3.
7.2. Model B. To construct an approximate solution, let us write formally Uε(θ, x) =
U0(θ, x) +
∑∞
j=1 ε
jUj(θ, x). Given the zeroth order solution (see (5.1)) as in Section 5.1,
we proceed to determine the higher order terms, matching powers of the formal series
expansion in the equation
ε2(ω · ∇θ)2Uε(θ, x) + (ω · ∇θ)Uε(θ, x)−∆xUε(θ, x) + h(Uε(θ, x), x) = f(θ, x) . (7.5)
At first order in ε, we get the equation
(ω · ∇θ)U1(θ, x)−∆xU1(θ, x) + h′(U0(θ, x), x)U1(θ, x) = 0 , (7.6)
which can be used to determine U1. Indeed, writing (7.6) as
[(ω · ∇θ)−∆x + h′(U0(θ, x), x)] U1(θ, x) = 0 ,
we may fix U1 ≡ 0.
Remark 19. Note that if U0 is contained in a ball around the origin in Aρ,j,m with small
enough radius as in Proposition 16, then the operator
Γ˜ = (ω · ∇θ)−∆x + h′(U0(θ, x), x) (7.7)
is invertible. Indeed, if we write it as the sum of the invertible operator (5.2), introduced
in Section 5.1 plus the multiplication operator T defined as
Tφ = [h′(U0(θ, x), x)− h′(0, x)]φ ,
which is small when U0 is in a small ball, we obtain the inverse of Γ˜ = Γ + T by a
Neumann series argument.
At the generic order N ≥ 2, we obtain the equation:
Γ˜ (UN(θ, x)) = −(ω · ∇θ)2UN−2(θ, x) + SN(U0(θ, x), ..., UN−1(θ, x)) , (7.8)
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where SN is a known function of the Uj ’s with j < N . If the operator Γ˜ is invertible, we
can determine UN uniquely.
Now we assume that it is possible to solve the zeroth order equation (5.1) (some
sufficient conditions have been presented is Section 5.1) as well as to solve the recursive
equations (7.6), (7.8) by taking U0 in a small ball around the origin in the Aρ,j,m norm.
We proceed to study the conditions under which (7.5) can be solved.
We start by introducing the operator
Λε = ε
2(ω · ∇θ)2 + (ω · ∇θ)−∆x + h′(0, x) . (7.9)
If this operator is invertible, by the same argument as in Remark 19 the operator
Λ˜ε = ε
2(ω · ∇θ)2 + (ω · ∇θ)−∆x + h′(U0(θ, x), x) (7.10)
is invertible whenever ‖U0‖ρ,j,m is sufficiently small. Now, if we write equation (7.5) as
Λ˜εUε(θ, x) +H(Uε)(θ, x) = f(θ, x) (7.11)
where we write Uε = U0 + U˜ε with U˜ε =
∑∞
j=1 ε
jUj(θ, x) and
H(Uε)(θ, x) = h(Uε(θ, x), x)− h′(U0(θ, x), x)Uε(θ, x) ,
we are led to solve the equation
Uε(θ, x) = −Λ˜−1ε [H(Uε)(θ, x)− f(θ, x)] .
Let us define the operator T acting on a function U = U(θ, x) by
T [U ](θ, x) ≡ −Λ˜−1ε [H(U)(θ, x)− f(θ, x)] . (7.12)
Using Proposition 36 of Appendix A, we can show that for U, V ∈ Aρ,j,m, then T satisfies
the inequality:
‖T (U)−T (V )‖ρ,j,m = ‖Λ˜−1ε (H(U))− Λ˜−1ε (H(V ))‖ρ,j,m ≤ Cα0 ‖Λ˜−1ε ‖ρ,j,m ‖U −V ‖ρ,j,m ,
since the Lipschitz constant of the composition with H is bounded by a constant times
α0.
As in the case of model A, to check that T maps a small enough ball around an
approximate solution UM(θ, x) into itself and it is a contraction, we need to investigate
the domain on which Λε can be inverted with “good bounds”.
The multiplier λn,k,ε associated to Λ˜ε is given by
λn,k,ε ≡ ε2(2πiω · k)2 + 2πiω · k + λn ,
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where the eigenvalues λn of L ≡ −∆x+h′(U0(θ, x), x) satisfyH1-H2 with the assumption
that ‖U0‖ρ,j,m is small. For a given n, we consider the function
Γ˜n(τ, ε) ≡ −ε2τ 2 + iτ + λn
for τ ∈ R. We are interested to evaluate the quantity inf |Γ˜n(τ, ε)|. This function can be
easily analyzed geometrically, since the part corresponding to −ε2τ 2 + iτ is a parabola.
The infimum is generated by considering the minimum distance of the parabola from the
quantity λn (which is a real number).
For ε = 0 the parabola coincides with the vertical axis, so that if λn 6= 0, the distance
is always positive. Indeed, the parabola −ε2τ 2 + iτ passes through the origin and it is
tangent there to iR. The axis of the parabola coincides with −ε2.
We assume that
Re(−ε2) ≥ δ > 0 , (7.13)
setting ε = Bη2 + iη, then (7.13) amounts to requiring that η2 −B2η4 ≥ δ > 0, which is
satisfied for η sufficiently small. Finally, we obtain the estimate:
|Re(−ε2τ 2 + iτ + λn)| ≥ δτ 2 + λn ≥ λn ,
which ensures that the spectrum of Λ˜ε is away from zero due to H1-H2. Therefore,
we infer that the operator Γn(τ, ε) is invertible and we get uniform bounds within the
domain
Ωδ ≡ {ε = ξ + iη : Re(−ε2) ≥ δ}
for δ > 0.
Let us conclude by considering the case of ε real which is not covered by (7.13), say
ε = ξ with ξ ∈ R as in (4.6) with δ small enough. Then, setting
Γn(τ, ξ) ≡ | − ξ2τ 2 + iτ + λn|2 = (λn − ξ2τ 2)2 + τ 2 ,
it follows that
d
dτ
Γn(τ, ξ) = 2τ(2ξ
4τ 2 − 2λnξ2 + 1) .
We have two cases:
case 1. 2λnξ
2 ≤ 1, so that the minimum is attained at τ = 0 and one has Γn(0, ξ) =
λ2n ≥ λ21;
case 2. 2λnξ
2 > 1 and hence the minimum is attained at τ± = ±
√
(2λnξ2 − 1)/(2ξ4)
(Γn(τ±, ξ) are equal for parity reasons) and one has
Γn(τ±, ξ) =
1
4ξ4
+
λn
ξ2
− 1
2ξ4
=
λn
ξ2
− 1
4ξ4
≥ 1
4ξ4
≥ 1 ,
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for ξ small enough.
Summarizing, for ε real we get
Γn(τ, ξ) ≥ min{λ21, 1} . (7.14)
7.3. Model B’. We write the solution as Uε(θ, x) = U0(θ, x) + U˜ε(θ, x), where U˜ε ≡∑∞
j=1 ε
jUj(θ, x). The zeroth order solution has been already discussed in Section 5.2.
With respect to model B, the only modification is that here we do not need the assumption
h(0) = 0. To determine the higher order terms Uj, we start by considering the equation
ε2(ω · ∇θ)2Uε(θ, x) + (ω · ∇θ)Uε(θ, x)−∆xUε(θ, x) + εh(Uε(θ, x), x) = f(θ, x) . (7.15)
Inserting the series expansion for U˜ε into (7.15) and matching the same powers of ε, we
get the equations for the functions Uj, j ≥ 1.
At the first order in ε we obtain the equation:
(ω · ∇θ)U1(θ, x)−∆xU1(θ, x) = −h(U0(θ, x), x) . (7.16)
Let Λ ≡ (ω · ∇θ)−∆x; then (7.16) can be rewritten as
ΛU1(θ, x) = −h(U0(θ, x), x) , (7.17)
and note that the right hand side is a known function, once we solved the zeroth order
equation.
At the order N ≥ 2 we get a recursive equation of the form
ΛUN(θ, x) = SN(U0(θ, x), U1(θ, x), ..., UN−1(θ, x)) , (7.18)
for a function SN depending on the terms Uj , 0 ≤ j < N , which are assumed to be
determined at the previous steps.
Both equations (7.17) and (7.18) can be solved, provided the operator Λ is boundedly
invertible in the spaces Aρ,j,m. This requirement is satisfied under the conditions H1’-
H2’ on the eigenvalues of −∆x appearing in Λ.
After solving the zeroth order equation as well as (7.18) up to a finite order N , we
consider the formulation of (7.15) as a fixed point equation and establish the existence
of solutions.
Let us define the operator Λε as
Λ˜ε = ε
2(ω · ∇θ)2 + (ω · ∇θ)−∆x ; (7.19)
then, equation (7.15) can be written as
Λ˜εUε(θ, x) +Hε(Uε)(θ, x) = f(θ, x) ,
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where Hε is defined as
Hε(Uε)(θ, x) = εh(Uε(θ, x), x) .
We need to solve the fixed point equation
Uε(θ, x) = −Λ˜−1ε [Hε(Uε)(θ, x)− f(θ, x)] . (7.20)
The invertibility of the operator Λ˜ε in the space Aρ,j,m has been already discussed for
model B and we conclude that condition (7.13) together with H1’-H2’ ensure that the
spectrum of Λ˜ε is bounded away from zero, if U0 is in a sufficiently small ball around
the origin, as required in Proposition 16. Comparing (7.12) for model B and (7.20), we
conclude that we can reason as for model B to apply the contraction mapping argument.
8. Optimality of the results
The domains of analyticity for response solutions established in Theorem 9 are not
optimal. Clearly, many details of the argument can be optimized and it is quite possible
that one can use better fixed point theorems or better arguments.
Nevertheless, we want to argue in this section that the results presented cannot be
improved very dramatically and are qualitatively optimal.
We will present rigorous results (Theorem 21) and heuristic arguments (Conjectures 25,
26, 27) that indicate that the results obtained are qualitatively optimal and quantitatively
almost optimal.
In particular, we believe that the domains of analyticity of the response solutions for
models B, B’ do not contain sectors with aperture bigger than π/2 for generic perturba-
tions. Note that π/2 is precisely the critical aperture of the Phragme´n-Lindelof theorem
([PL08, SZ65]), which makes the function theoretic properties of the perturbative func-
tions very tantalizing. Of course, this has deep consequences for the properties of the
asymptotic expansions and how to recover the function from the computed asymptotic
expansion (note that not even the uniqueness of the asymptotic expansion is clear for
functions in these domains).
The argument presented in this section is very general and it applies to many problems
that can be reduced to a fixed point problem with parameters and which satisfy some mild
conditions on analyticity and compactness. In particular, it applies to the treatment of
the varactor problem carried out in [CCdlL13], but we will not formulate here the precise
results in this case, even if they have less technicalities than those used in this work.
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The argument we present here goes by contradiction. We show rigorously (see Theo-
rem 21) that, if there is a family of solutions uε whose domain includes a resonance (see
Definition 20), if we embed the problem in a two parameter family of problems, then for
most families we do not have a two parameter family of solutions. The second rigorous
result (Lemma 22) strengthens a bit the previous one by showing that if we had solutions
for all the one-parameter families in a neighborhood (in the space of analytic families),
we could find an analytic two-parameter family. The conclusion of the two results above
is that it will be very unlikely to find a family of problems, so that the domain of the
response function includes a resonance. That is, if we find a family whose solutions in-
clude a resonance, we can find arbitrarily small perturbations whose response solutions
have a domain that does not include the resonance.
By examining the argument carefully, and by proposing alternative points of view,
we speculate – but we do not prove it rigorously – that this argument applies to all
resonances simultaneously. This leads to Conjecture 25.
Of course, since our contradictions are obtained by constructing perturbations which
cannot be continued, if we consider a restricted class of models, one has to wonder whether
the perturbations can be constructed in this class.
Similar lines of argumentation have appeared in the literature. Notably, we have been
inspired by the use of uniform integrability in [Poi87a] to obtain insights on the problem
of integrability.
8.1. Statement of rigorous results on optimality. The key to the arguments in this
section is the concept of resonance for a parameter family of solutions.
Definition 20. Let Oε be an analytic family of bounded operators from a Banach space
to itself. We say that ε0 is a resonant value for the family Oε, whenever the operator Oε0
has a zero eigenvalue.
We say that the resonance is isolated if for all 0 < |ε − ε0| ≪ 1, we have that Oε is
invertible. Note that the arguments presented here do not require that the resonance is
isolated.
In our applications to non-linear problems, say Fε(Uε) = 0, we will take as the linear
operators Oε, the derivatives at the solution Oε = DFε(Uε).
Of course for a general family of operators there are other alternatives between having
an eigenvalue zero and being invertible (e.g., having continuous spectrum, having residual
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spectrum, etc.). In our case, the operators have a spectrum which is the closure of the
set of the eigenvalues.
The important fact about resonances is that if ε0 is a resonant value, the range of the
operator Oε0 has codimension at least 1.
To prove our results it will be useful to introduce a two-parameter family, say Fε,µ,
so that it will be easier to compute obstructions generated by resonances. Precisely, our
result is based on the following arguments:
(i) we will show (see part (b) of Theorem 21) that given a two-parameter family of
problems, Fε,µ(Uε,µ) = 0, such that DFε,0(Uε,0) is resonant, we cannot expect to
obtain solutions analytic in µ near µ = 0 (we call this phenomenon “automatic
analyticity”);
(ii) we will show that if there is a perturbative solution for every one-parameter family,
there has to be a jointly analytic solution in two parameters (see Lemma 22);
(iii) the consequence of these two results is that it is impossible that there is a solution
that drives through the resonances for every one-parameter family (see part (a)
of Theorem 21).
We will work mainly with the equation (3.7), but - as anticipated before - we extend
it adding a parameter for the nonlinearity. In particular, we rewrite (3.7) as
Fε,µ(Uε,µ) = NεUε,µ + Aµ(Uε,µ) = 0 , (8.1)
where Aµ(Uε,µ) ≡ Gµ(Uε,µ) − f + 〈f〉 and Gµ is any smooth function of µ such that
G0 = G.
We define the family of operators Oε as
Oε ≡ DFε,0(Uε,0) = Nε + A′0(Uε,0) . (8.2)
We will argue that if Oε has a resonance at ε = ε0, it is very difficult to have a family
Aµ that allows us to have Uε0,µ analytic in µ and which solves Fε0,µ(Uε0,µ) = 0.
To make all this precise, we endow the space of analytic families of linear operators
with the topology of the supremum of the norm in a complex domain, so that it is a
Banach space. We will always consider the domains in µ to be a ball around µ = 0. The
domains in ε could be either a ball around ε = 0 for the perturbative expansions or a ball
around ε = ε0, where ε0 is a resonance. When dealing with functions of two variables,
we consider domains which are the product.
The key to the argument is to show that if there are analytic solutions, the family
Fε0,µ has to satisfy constraints and that generic families violate them. Of course, if one
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considers specific models in (8.1), it could in principle happen that the family automati-
cally satisfies the constraint. We will however show that this does not happen in general
and that, even in specific models for (8.1), it is unlikely that one can make deformations
satisfying the constraints imposed by the existence of analytic solutions.
Theorem 21. Let Fε be an analytic family of analytic operators from a Banach space
to itself. Assume that there is a family Uε defined in a domain of analyticity including
ε0, such that Fε(Uε) = 0 and that ε0 is a resonant value for the DFε(Uε) family.
Consider an arbitrary small ball B ⊂ C centered at ε0 and define AB the space of
analytic families of operators defined in the ball endowed with the supremum topology.
Then, we have the following results.
(a) In any sufficiently small ball of AB centered at Fε0, we can find a family of operators
F˜ε such that the domain of analyticity of the solution of F˜ε(Uε) = 0 does not include ε0.
(b) For restricted two-parameter families Fε,µ of the form (8.1), we have the same
result. Namely, if there is an analytic family Uε,0 satisfying Fε,0(Uε,0) = 0 and ε0 is a
resonant value for DFε,0(Uε,0), then for an open and dense set of families Aµ, we can
find arbitrary small values µ, such that the family Fε,µ does not admit a solution Uε,µ
which is analytic near µ = 0.
8.2. Proof of Theorem 21. The first element in the proof of Theorem 21 is the fol-
lowing elementary lemma showing that if one has analytic solutions for all equations,
then they have to be analytic in a second parameter. Afterwards, we will identify ob-
structions for analyticity in two parameters near a resonance (this obstruction is very
similar to Poincare´’s obstructions to uniform integrability ([Poi87a, §81], see [dlL96] for
a reexamination of [Poi87a] with modern techniques and for a converse of the results of
[Poi87a]).
Lemma 22. Consider a family of equations Fε(U) = 0, where Fε is an analytic family of
nonlinear operators. Endow the space of analytic operators with the supremum topology.
Assume that for all Gε in a neighborhood of Fε in the space of analytic functions there
is an analytic solution Uε, which is locally unique. Then, for every two-parameter family
Fε,µ, such that Fε,0 = Fε, there exists a solution Uε,µ, which is analytic in the two
parameters for arbitrarily small values of µ.
8.2.1. Proof of Lemma 22. Given a family of operators depending on two parameters
Fε,µ, we fix α, β and consider the one parameter family defined as Gε = Fε,αε+β. By the
hypothesis, if α, β are small, we can find a solution Uε, so that Gε(Uε) = 0.
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Geometrically, if we let β vary, then the lines (ε, αε+β) form a foliation. For a different
value of α, we obtain a transversal foliation. The solution is analytic when we restrict
it to the leaves of each of the two transversal foliations. Note that we are using the
hypothesis of local uniqueness to conclude that the solutions for two families are the
same.
Precisely, if we choose α1 6= α2, we can consider a change of coordinates from (ε, µ) to
β1, β2 given by
α1ε− µ = β1 , α2ε− µ = β2 , (8.3)
which gives
ε =
−β1 + β2
−α1 + α2 , µ =
−α2β1 + α1β2
−α1 + α2 .
By hypothesis the solution Uβ1,β2 of the two-parameter family Fε,µ is analytic in β1 for β2
fixed and in β2 for β1 fixed. This is the hypothesis of Hartogs theorem ([Kra01, Nar71]),
so that we can conclude that the function Uβ1,β2 is jointly analytic in β1, β2 and, hence,
it is jointly analytic in ε, µ.
If the operators act on infinite dimensional Banach spaces, we can reduce the proof to
the classical result for complex valued function by observing that we can apply Hartogs
theorem to ℓ(Uε), where ℓ is a linear functional from the Banach space to the complex. It
is also well known ([RS80, HP57]) that functions that are analytic in this weak sense are
strongly analytic. Alternatively, we could just note that the proof of Hartog’s theorem
works for functions taking values in Banach spaces. 
Remark 23. It is amusing to note that Lemma 22 allows one to improve the results of
[Poi87a]. It immediately shows that if all systems in a neighborhood remained analytically
integrable, any two parameter family would be uniformly integrable. Hence, the obstruc-
tions to uniform integrability discovered by [Poi87a] show that we can get non-integrable
systems in any neighborhood. Of course, even if Poincare´ was one of the creators of the
theory of several complex variables, he did not know about Hartogs theorem. Under the
extra assumption of uniform boundedness (which is not so unreasonable in the present
case), the analogue of Hartogs theorem was presumably known.
Our next result shows that there are obstructions to the existence of solutions ana-
lytic in two variables in two-parameter families near resonances. This is an elementary
application of power-series matching. Notice that the argument works in the generality
of mappings into Banach spaces, since it is really a soft argument which applies in many
other contexts.
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One subtlety is that, if we consider the restricted class of families of operators as in
(8.1), it can, in principle, happen that the obstructions vanish for the restricted family.
So, when we consider restricted families such as (8.1), we will need to verify that the
family is general enough to be affected by the obstructions.
Lemma 24. Consider the two-parameter family Fε,µ. For some ε0, assume that the
following equation holds: Fε0,0(Uε0,0) = 0. If the range of DFε0,0 has codimension at least
1, then the space of families for which there is a solution is contained in a set of infinite
codimension.
Moreover, for the restricted families of the form (8.1), if we can find Uε,0 solving
Fε,0(Uε,0) = 0, then there exists an arbitrarily small µ, such that the family Fε,µ does not
have solutions close to Uε,0, which are analytic near µ = 0.
Proof of Lemma 24.
If there is a solution Uε,µ of Fε,µ(Uε,µ) = 0 analytic in µ, we should have:
DFε0,0(Uε0,0) ∂µUε0,0 + ∂µ Fε0,0(Uε0,0) = 0 . (8.4)
Clearly, if the perturbation is such that ∂µFε0,0(Uε0,0) is not in the range of DFε0,0,
then there is no possibility of finding a solution of (8.4) and, a fortiori, no possibility of
finding an analytic solution.
Of course, the families Fε,µ for which the first jet is in the range is a codimension one
set of perturbations. Hence, the derived necessary conditions imply that the perturbation
has to be in this set.
Obviously, the necessary condition above is not the only one. Indeed, one can obtain
even more obstructions for the existence of another branch by considering higher order
terms. Matching terms up to order N , we obtain that
DFε0,0(Uε0,0)(∂µ)NUε0,0 + (∂µ)NFε0,0(Uε0,0) +RN = 0 , (8.5)
where RN is an expression involving only derivatives of order up to N − 1.
Clearly, the fact that RN + (∂µ)
NFε0,0(Uε0,0) is in the range of DFε0,0 gives another
obstruction for the perturbations.
If the range of DFε0,0 has codimension k, we claim that the set of families that matches
the necessary conditions up to orderN is a submanifold of codimension Nk. In particular,
the set of maps that satisfy all the obstructions is contained in a submanifold of infinite
codimension, which becomes a very meager set in the sense of Baire category theory.
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The proof of the first claim of the lemma is very easy. The key observation is that
the obstruction at order N (see (8.5)) involves that a given expression is in the range of
DFε0,0. This expression is very complicated in the coefficients of order up to N − 1, but
its dependence on the coefficient of order N is very simple. Hence, we obtain that for
each of the functions satisfying the condition at order N − 1, the obstruction at order
N takes the form that the N–th derivative should be an explicit expression over all the
previous ones plus the range of DFε0,0. Since the range of DFε0,0 has codimension k,
this increments by k the codimension of the solution of (8.5). In the limit we obtain that
the solution of (8.4) is contained in a set of infinite codimension.
The second claim of the lemma is obtained observing that for the families of operators
as in (8.1), then equation (8.4) gives restrictions to the derivatives ∂µFε0,0. Then, we
want to show that the range of ∂µFε0,0 is in the complementary of the range of DFε0,0.
Given that in the restricted family one has ∂µFε,µ = ∂µAµ(Uε,µ) and recalling that the
set of Aµ has infinite codimension, then we conclude that the range of ∂µFε0,0 is not in
the range of DFε0,0 and therefore the family Fε,µ does not admit solutions close to Uε,0,
which are analytic near µ = 0. 
Now we are in the position to finish the proof of Theorem 21. Consider the family Fε
of analytic operators and let ε0 be a resonant value. Let B ⊂ C be a ball around ε0. We
assume that all the perturbations of the family admit an analytic solution that goes across
the ball B. If indeed there were solutions for all perturbations, then using Lemma 22 the
family should be analytic in two variables. However, near a resonance, which is contained
in the ball B, by Lemma 24 we obtain that there are many perturbations for which this
is impossible. Hence, we conclude that the assumption that there were solutions for all
perturbations analytic in the ball B is false. This provides part (a) of Theorem 21.
We conclude by mentioning that part (b) of Theorem 21 is obtained from a straight-
forward implementation of the second statement of Lemma 24. 
Note that the proof of Theorem 21 goes by contradiction. We started by assuming
that all the systems gave solutions that were analytic in a ball and we concluded that
they were not, except in a set of infinite codimension. This, of course, contradicts the
hypothesis that for any perturbation, there are analytic solutions extending through a
neighborhood of the resonant ε0 and we conclude that there is one family which does not
extend.
Unfortunately, this does not allow us to conclude anything beyond the fact that there
are families which do not admit solutions that extend through the resonance. Once
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we conclude that the hypothesis fails, we cannot obtain any of the conclusions that we
obtained from assuming its existence (and which we used to derive a contradiction). In
particular, the argument does not allow us to conclude that the set of families which
extend is infinite codimension. The infinite codimension statement was predicated on
the fact that we had at least a solution.
If, indeed, we could show that the set of functions for which a solution extends through
a resonance is infinite codimension, we could use Baire category theorem to show that
there is a residual set of families for which the analyticity domain does not include any
resonance. Even if the argument above does not allow us to conclude that rigorously, we
formulate the following conjecture.
Conjecture 25. For an open and dense set of families (in the topology indicated above),
there is no solution defined in a neighborhood of any of the resonances.
Notice also that for the equations considered in (8.1), if we have a perturbative solu-
tion of the equation, the resonances of the perturbed equation have to be close to the
resonances of Nε. Hence, we also have the following conjecture.
Conjecture 26. Consider the problem in (8.1). For an open and dense set of non-
linearities, the response solution has a singularity at a distance less than C|ε| from the
resonances of Nε.
We hope that, perhaps, the argument used in Theorem 21 can be strengthened to
obtain Conjecture 26. There could also be other strategies to prove Theorem 21, which
are direct and not just by contradiction. A more constructive argument could possibly
take the form of observing that, near the resonances, one small change in the model
leads to a very large change in the response function. Hence, one could hope to pile up
perturbations of the model in such a way that the model remains well defined, but that
the response function breaks down.
To apply the above results to our models, one slightly delicate point is that the lin-
earization depends on the solution Uε. Arguing again by contradiction and in a non-
rigorous way, we observe that we can compute the eigenvalues of NεUε+µG(Uε) by using
a perturbative expansion as in [Kat76]. Even if a full proof will be complicated, one can
imagine that the eigenvalues can be continued analytically in µ. Hence, the values of
ε for which an eigenvalue vanishes will move continuously (of course, if there are some
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non-degeneracy assumptions, which is reasonable to conjecture hold generically) and they
will move differentiably.
Hence, we are lead to the following conjecture.
Conjecture 27. For a generic family, we can find a constant C, such that no ball of the
form {ε : |ε − ε0| ≤ Cε20}, with ε0 a resonance for Nε, is completely contained in the
domain of analyticity of the response function. In other words, for each of the balls as
above, we can find a point not in the domain of analyticity.
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Appendix A. Some properties of Aρ,j,m
A.1. Characterization of the norm in terms of the Fourier coefficients. Here
we provide a norm equivalent to (3.18) which can be expressed in terms of the Fourier
coefficients. In this way, it is easy to study the boundedness of operators which are
diagonal in the Fourier basis (products of complex exponentials in θ and eigenfunctions
of L in x). As before for two equivalent norms ‖ · ‖, ‖ · ‖′, we will write ‖ · ‖ ∼= ‖ · ‖′.
Proposition 28. Let u ∈ Aρ,j,m have a Fourier expansion as in (3.17). We have:
‖u‖ρ,j,m ∼=
 ∑
k∈Zd\{0}
e4π|k|ρ
B(k, ρ)
((2π)d |k|2 + 1)j ‖uˆk‖2Hm
L
+
‖uˆ0‖2Hm
L
B(0, ρ)
1/2
=
 ∑
k∈Zd\{0},n∈N
e4π|k|ρ
B(k, ρ)
((2π)d |k|2 + 1)jλmn |uˆk,n|2 +
λmn
B(0, ρ)
|uˆ0,n|2
1/2 ,
where for k ∈ Zd we denote |k| ≡ |k1|+ · · ·+ |kd| and
B(k, ρ) ≡
d∏
j=1
a(kj, ρ) , a(j, ρ) ≡
{
4π|j| if j 6= 0
1
4πρ
if j = 0
.
Proof. For d = 1 we have that for k 6= 0:∫
Tρ
|e2πikθ|2d2θ =
∫
| Im(θ)|≤ρ
e−4πk Im θ d(Im(θ)) =
e4π|k|ρ − e−4π|k|ρ
a(k, ρ)
.
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Of course, when k = 0, the integral is just 4πρ. For any k 6= 0 we have that the integral
can be bounded as
C−
e4π|k|ρ
a(k, ρ)
≤
∫
Tρ
|e2πikθ|2d2θ ≤ C+ e
4π|k|ρ
a(k, ρ)
(A.1)
with C− ≡ 1− e−4πρ and C+ ≡ 2. For d ≥ 2 we can use Fubini’s theorem, applying (A.1)
to each factor and obtaining the following inequalities:
Cd−
e4π|k|ρ
B(k, ρ)
≤
∫
Tdρ
|e2πik·θ|2d2dθ ≤ Cd+
e4π|k|ρ
B(k, ρ)
.
Finally we note that the Laplacian is diagonal in the exponentials, so that
|(∆θ + 1)j/2e2πik·θ|2 = ((2π)d |k|22 + 1)j|e2πik·θ|2 ,
where |k|2 denotes the Euclidean norm.
Since the exponentials are orthogonal with respect to the L2 inner product, we obtain∫
Tdρ
‖(∆θ + 1)
j
2u(θ, ·)‖2Hm
L
d2dθ ∼=
∑
k∈Zd\{0}
e4π|k|ρ
B(k, ρ)
((2π)d |k|22 + 1)j‖uˆk‖2Hm
L
+
‖uˆ0‖2Hm
L
B(0, ρ)
.
This concludes the proof. 
Remark 29. Since the Euclidean norm |k|2 in d dimensions is equivalent to the ℓ1-
norm |k|, we can substitute |k|2 for |k| in the polynomial factor and obtain an equivalent
norm in the Banach space. On the other hand, if we change the ℓ1-norm of |k| in the
argument of the exponential by the ℓ2-norm, we obtain a non-equivalent norm in the space
of analytic functions.
The space Aρ,j,m is a closed subspace of the Sobolev space of maps from the 2d di-
mensional manifold Tdρ into the Banach algebra H
m
L . Indeed for m > ℓ/2 (i.e., in the
case considered in this paper), we can (i) apply Sobolev embedding theorem, (ii) obtain
Banach algebra properties under multiplication, (iii) apply Gagliardo-Nirenberg-Moser
inequalities for composition.
In particular, since Tdρ is a 2d-dimensional real manifold, the Sobolev embedding the-
orem implies
‖u‖L∞(Tdρ;HmL ) ≤ C‖u‖Hj(Tdρ;HmL ) ,
whenever j > d for some constant C > 0. Hence, the convergence in Hj(Tdρ;H
m
L ) implies
the uniform convergence and it is well known that uniform limits of analytic functions
are analytic.
Summarizing we have the following properties.
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Proposition 30. Let ρ > 0, j,m ∈ 2N. The space Aρ,j,m of functions analytic in θ,
endowed with the norm given in (3.18) is a Banach algebra under multiplication, when
j > d, m > ℓ/2.
Proposition 31. If we have a linear operator M which is diagonal in the Fourier basis,
say
M(e2πik·θΦn(x)) = λn,k e2πik·θΦn(x) ,
for suitable coefficients λn,k, then we have
‖M‖ρ,j,m ≤ C sup
n,k
|λn,k| . (A.2)
The bound (A.2) is immediate since the operator M is diagonal in the Fourier basis
and the norm is just the sum of the Fourier coefficients.
Remark 32. We can also dispense with the assumption that L has a discrete spectrum,
provided we assume it is self-adjoint.
In general, if L is self-adjoint in L2BC(D), the spectral theorem for self-adjoint operators
in separable Hilbert spaces ([Dun58, Hel69, RS80, vN96]) shows that there is a positive
measure µ defined on the reals and a unitary operator V from L2BC(D) to L2(M,µ), where
M is a measure space, such that
[V LV −1f ](x) = F (x)f(x)
for some multiplication operator F . We recall that the role of M is to account for the
multiplicity. Very often M is just copies of R, the number of copies being the maximum
multiplicity. The multiplication operator, then, is just a multiplication by the coordinate
x. Of course, the unitary mapping and the measure µ depend heavily on L, even if we
do not include it in the notation.
The above relation means that the unitary transformation sends the operator L into a
multiplication by F (x). This allows us to define the generalized Sobolev norm as
||f ||2Hm,L =
∫
R
F (x)2m|V f(x)|2 dµ .
This is quite analogous to the characterization of Sobolev spaces in terms of the Fourier
series developed in [Tay11a]. Again, by Ga¨rding’s inequality, these spaces are equivalent
to the standard Sobolev spaces in the variable x and we can define Aρ,j,m as the spaces of
analytic functions from Tdρ to H
m
L .
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We can also lift the spectral theorem to Fourier series. Indeed, we can consider the
space
ℓ2BC(T
d ×D) = L2(Td)⊗ L2BC(D) .
Note that the Fourier transform F (if appropriately normalized) is a unitary operator
from L2(Td) to ℓ2(Z) = L2(R,
∑
n δn). Hence we can consider the operator
V˜ ≡ F ⊗ V : L2(Td)⊗ L2BC(D)→ L2(R× R,
(∑
n
δn
)
⊗ dµ) .
The analogue of Proposition 31 is given by the following result.
Proposition 33. If we have a linear operator M such that
(V˜MV˜ −1f)(k, x) = λ(k, x)f(k, x) ,
then, we obtain
‖M‖ρ,j,m ≤ C sup
k∈Z,x∈support(dµ)
|λ(k, x)|
for a positive constant C.
It is important to note that the assumptions that we used in Section 6.2, giving uniform
bounds on the operator Nε, only assumed that the spectrum lied in the real line and they
were uniform for all λ real.
The main applications of the case of non-discrete spectrum appear when D is an un-
bounded domain of Rd or another unbounded manifold. In that case, one has to take care
of the fact that the Sobolev embeddings are different and the global regularity theory for
elliptic equations may be different.
A.2. Analytic functions from a Banach space to another. Now we present some
analyticity properties of nonlinear functions in Banach spaces (the literature on this sub-
ject is very wide, see for example [HP57, Muj86]). In analogy with the finite dimensional
case, there are results which show that some weak definitions such as differentiability
imply stronger ones (convergence of Taylor series around every point). In the infinite
dimensional cases the results are more subtle since there are different notions of differen-
tiability and different notions of convergence of power series, but it is true that extremely
weak notions turn out to be equivalent to the strongest one ([HP57, Chapter III]).
For our purposes, we only need to apply an easy implicit function theorem and to study
the analyticity properties of the nonlinear operator G defined in (3.6). The Banach spaces
in which G acts are the spaces defined in Section 3.5.2.
The following definition of analytic functions will be enough for us.
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Definition 34. Let X and Y be complex Banach spaces. We say that f : Ω ⊂ X → Y
is analytic if it is uniformly differentiable at all points of Ω, namely the derivative is
uniformly bounded and there exists a function γ = γ(|z|), with γ(|z|) → 0 as |z| → 0,
such that the following uniform bound holds:
‖f(x+ zζ)− f(x)− zDf(x)ζ‖ ≤ γ(|z|) (A.3)
for all x ∈ Ω, ζ ∈ X with |ζ | = 1.
Remark 35. It is clear that Definition 34 is a rather weak notion of differentiability.
However, it is a remarkable fact (see [HP57], Theorem 3.17.1) that Definition 34 is
equivalent to requiring that the function f has a Taylor expansion of the form
f(x+ ζ) =
∑
α
1
α!
∂αf(x)ζα ,
that converges uniformly for ‖ζ‖ ≤ M for some M > 0 (indeed, ∑α ‖ 1α!∂αf(x)‖M |α| <
∞).
It is also true that even weaker notions of differentiability imply (A.3). For our pur-
poses, Definition 34 will be enough, since it allows us to apply a contraction mapping
argument. We refer to [HP57, Chapter III], [Muj86, Her71] for other definitions of ana-
lyticity that turn out to be equivalent.
To make sense of the composition, we need an analytic extension of the non-linearity
h to the complex plane with respect to its first argument.
Proposition 36. Let h : B × D → C with B an open set in C and assume that h is
analytic in u ∈ B and it is Cm(D) ∩ C(D).
Assume that ∂α1u ∂
α2
x h(u, x) are bounded in B × D for α1 + α2 ≤ m. We denote by ∂u
the complex derivatives and we assume that m > ℓ/2.
Let u0 ∈ Aρ,j,m be such that dist(u0(Tdρ,D),C \ B) > a0 with a0 > 0.
Then, for all u in a neighborhood U of u0 in Aρ,j,m, we can define the operator
Ch[u](θ, x) = h(u(θ, x), x)
from Aρ,j,m to itself, which is an analytic operator in the sense of Definition 34.
Moreover, for v ∈ Aρ,j,m the derivative of Ch is given by
(DCh[u]v)(θ, x) = h′(u(θ, x), x)v(θ, x) ,
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where by h′ we denote the complex derivative of h with respect to its first argument,
namely h′(u, x) = (∂1h)(u, x) (in the proof h
′′ will denote the second derivative of h with
respect to its first argument).
Proof. The proof is rather straightforward, but it requires that we interpret some ele-
mentary calculations (the Taylor theorem up to order two with remainder) in different
levels of abstraction.
Because of Sobolev’s embedding theorem we have that the functions u, v are bounded
and continuous, so that, for fixed θ, x and for fixed u, v, we can think of u(θ, x), v(θ, x)
as numbers and assume that |v(θ, x)| is so small that u(θ, x) + s v(θ, x) is in the domain
of h for s ∈ [0, 1].
The fundamental theorem of calculus implies that for all θ ∈ Tdρ, x ∈ D and for all
u ∈ U and all v ∈ Aρ,j,m, we have:
h(u(θ, x) + v(θ, x), x) = h(u(θ, x), x) +
∫ 1
0
h′(u(θ, x) + s v(θ, x), x)v(θ, x) ds
= h(u(θ, x), x) + h′(u(θ, x), x)v(θ, x)
+
∫ 1
0
∫ s
0
h′′(u(θ, x) + s t v(θ, x), x) v(θ, x)2 dt ds .
(A.4)
Now we interpret the formula (A.4) as an equality in function spaces.
By standard Gagliardo-Nirenberg-Moser composition estimates in Sobolev spaces ([Tay11b,
Proposition 3.9]), we have that for some Cα > 0 depending on the norm of u, one has:
‖Dαh(u, x)‖Hj(Tdρ;HmL ) ≤ Cα(‖u‖L∞(Tdρ;D)) (1 + ‖u‖Hj(Tdρ;HmL )) .
It is also easy to check that if u(θ, x), v(θ, x) are complex differentiable in θ and h is
also differentiable in θ, we obtain that h′′(u(θ, x) + s t v(θ, x), x) is a function in Aρ,j,m
with uniform bounds.
Using the Banach algebra properties, we obtain indeed the desired result, since we can
bound the integral by a constant times ‖v‖2ρ,j,m in the last term of (A.4). 
Appendix B. Solution of the zeroth order term for models A and A’
For models A, A’ the zeroth order term c0 must satisfy (3.8). The literature on the
solution of (3.8) is very wide and the results strongly depend on the form of the non-
linearity. To be concrete, we quote - among the others - a result on the existence of weak
solutions (see Proposition 37), which are indeed regular solutions as noticed in Remark 38
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below, and a result on the existence of an unbounded sequence of solutions if h is odd
(see Proposition 39). To fix the notation, let f0(x) ≡ 〈f(θ, x)〉.
Proposition 37. ([Pre13], Theorem 9.7) Let D ⊂ Rℓ, ℓ ≥ 3, be a bounded open set,
f ∈ H−1(D); let u, u be, respectively, a lower and an upper 3 solution of (3.8) with
D boundary conditions and with u(x) ≤ u(x) for almost every x ∈ D. If the function
h : D×R→ R satisfies the Carathe´odory conditions4 and is increasing in its first variable,
i.e.
h(u1, x) ≤ h(u2, x)
with u(x) ≤ u1 ≤ u2 ≤ u(x) for almost every x ∈ D, then (3.8) with D boundary
conditions has at least one weak solution u ∈ H10(D), satisfying u(x) ≤ u(x) ≤ u(x) for
almost every x ∈ D.
Remark 38. For the models we are considering, it can be proved that all the weak
solutions are smooth: under regularity conditions on the coefficients defining the elliptic
operator ∆x, then a weak solution is regular. We refer the reader to Chapter 4 in [LU68]
and to [Agm10, Eva10].
Assuming that h is odd, one obtains an infinite number of solutions as shown by the
following result.
Proposition 39. ([Str08], Theorem 7.2) Let D ⊂ Rℓ, ℓ ≥ 3, be a smoothly bounded
domain. Assume that
i) h : D × R→ R is continuous and odd with primitive hp(x, u) =
∫ u
0
h(x, v)dv;
ii) there exists p < 2ℓ/(ℓ− 2) and C > 0, such that
|h(x, u)| ≤ C(1 + |u|p−1)
almost everywhere;
iii) there exists q > 2, R0 > 0 such that
0 < q hp(x, v) ≤ h(x, v) v
3By a lower (upper) solution of problem (3.8), we mean a function u (u) ∈ H1(D), such that
h(u, ·) (h(u, ·)) ∈ L 2ℓℓ+2 (D) satisfies
−∆xu(x) + h(u(x), x) ≤ 〈f〉(x)
(−∆xu(x) + h(u(x), x) ≥ 〈f〉(x))
and u(x) ≤ 0 (u(x) ≥ 0) when x ∈ ∂D.
4A function h : D×R→ R satisfies the Carathe´odory conditions, if h(y, ·) : D → R is measurable for
every y ∈ R and h(·, x) : R→ R is continuous for almost every x ∈ D.
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for almost every x, |v| ≥ R0;
iv) the quantities p and q satisfy
2p
ℓ(p− 2) − 1 >
q
q − 1 .
Then, for any f0 ∈ L2(D), the equation (3.8) with c0(x) = 0 on the boundary of D, has
an unbounded sequence of solutions c0k ∈ H1,20 (D), k ∈ N.
Remark 40. i) In the above results, the Laplacian can typically be replaced by any second
order uniformly elliptic operator with smooth coefficients (compare with [AM07]).
ii) The multiplicity of solutions can be studied using Lusternik-Schnirelman theory,
which allows one to find critical points of the variational functional on a given manifold.
The number of critical points is related to the Lusternik-Schnirelman category of the
manifold, for which a lower bound is provided by the cup length of the manifold ([AM07]).
iii) In our discussion we considered D boundary conditions; results are available also
for N boundary conditions (see, e.g., [TW05, Tan02, WT06]) or can be extended to P
boundary conditions.
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