Robust and computationally efficient anomaly detection in videos is a problem in video surveillance systems. We propose a technique to increase robustness and reduce computational complexity in a Convolutional Neural Network (CNN) based anomaly detector that utilizes the optical flow information of video data. We reduce the complexity of the network by denoising the intermediate layer outputs of the CNN and by using powers-of-two weights, which replaces the computationally expensive multiplication operations with bit-shift operations. Denoising operation during inference forces small valued intermediate layer outputs to zero. The number of zeros in the network significantly increases as a result of denoising, we can implement the CNN about 10% faster than a comparable network while detecting all the anomalies in the testing set. It turns out that denoising operation also provides robustness because the contribution of small intermediate values to the final result is negligible. During training we also generate motion vector images by a Generative Adversarial Network (GAN) to improve the robustness of the overall system. We experimentally observe that the resulting system is robust to background motion.
INTRODUCTION
Generative Adversarial Networks (GANs) [1] are networks trained via an adversarial process primarily to capture the data distribution and to generate artificial data or objects that look like real objects. In recent years GANs have also been used to perform anomaly detection [2] [3] .
Owing to the huge computational complexity of GAN based anomaly detection techniques, this paper aims to explore the potential of using a powers-of-two [4] [5] Convolutional Neural Network (CNN) in anomaly detection with no computational overhead during inference. In this paper, we use the GAN structure during only training to generate motion vector images for the computationally efficient Convolutional Neural Network (CNN) with power-of-two coefficients. Because of the special structure of the filter coefficients the convolutional filters can be implemented using only bit-shift operations without performing any multiplications.
Our CNN structure is more efficient than other power-of-two networks and GAN-improved CNNs because (i) we not only replace This research is funded by Seagate US LLC. multiplications with bit-shift operations but also (ii) prune the intermediate outputs of the network layers by denoising. As the number of zeros significantly increase as a result of denoising, we can implement the CNN about 30% faster than a comparable power-oftwo CNN during inference. While the primary motive is to reduce computational complexity, it also achieves robustness against background motion due to wind, leaves etc. This is because contributions of small valued intermediate output values to the final result are eliminated by denoising. It should be noted that denoising the network layers is different from filter weight pruning which is often used in deep neural networks. Instead of the weights, we prune the outputs of the intermediate layers in this paper.
We project the intermediate output layer vectors to 1-balls to achieve denoising. This is equivalent to soft-thresholding, which does not add any significant computational load. Motion vectors due to background objects are very small and should not contribute to the anomaly detection process. Intermediate layer denoising removes the effects of background objects and their motion to the final result. This approach is similar to the wavelet denoising [6] in which bandpass and high-pass filtered data is soft-thresholded in the wavelet domain. In this paper, we soft-threshold the intermediate layer outputs which are obtained after convolutional filtering and nonlinear activation.
The paper is organized as follows. In Section 2, we describe the motion vector based anomaly detection network. In Section 3, we describe the 1-ball based denoising that we use to denoise the intermediate layer outputs of the CNN. In Section 4, we present the simulation results. In Section 5, we conclude the paper.
MOTION VECTOR BASED ANOMALY DETECTION
Most anomaly detection methods are based on motion information which use hand-crafted features to model normal-activity patterns [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . On the other hand our method uses the entire set of motion vectors obtained from the video as in [17] , [18] , [19] . We also found the optical flow domain as a reasonable representation for training and evaluating our model. For example, suddenly stopping objects or fast moving objects have larger motion vectors than objects performing usual activities. In Figure 1 , an image (left) and the corresponding optical flow image (right) from UCSD Pedestrians database [20] are shown. We use the Farneback optical flow method [21] to find the optical flow. The optical flow image on the right shows only the magnitude information of motion vectors. Vehicle and the biker are fast moving objects in the scene (shown on the left). As a result, we observe large (and brighter) blobs due to the vehicle and the biker, which are considered to be anomalous objects in the scene. On the Background objects (e.g. leaves, grass etc) and camera swaying due to wind add noise to the optical flow of the video. One of our motives is to make the detector resilient to such noise. The challenge is the lack of noisy training data. To this end, we use a GAN to generate the data to compensate for the lack of noisy data.
To improve the accuracy of the CNN we can train a GAN on optical flows and run it to generate blurry optical flow images to further train the CNN. In Figure 2 a GAN generated optical flow image is shown. Our hypothesis is that further training the CNN on the blurry GAN generated data will make it resilient to noise, hence making our system resilient to real life disturbances (i.e., camera swaying and background object movements). We assume we do not know the actual noise model of the optical flow images and will not use any noisy optical flow images in training. Hence the GAN turns out to be a valuable player in giving us the "noisy" data for training.
DENOISING THE INTERMEDIATE OUTPUT LAYERS DURING INFERENCE
1 norm was used in training both GANs and CNNs in the past. For example, it is observed that it is beneficial to combine the GAN objective function with a more traditional loss, such as the 1 distance [22] [23]. In pix2pix system ([23] [2] ), the linear combination of the GAN cost function with the 1 norm based cost function is used:
where y is the output image, x is the observed image and z is a noise vector; G and D represent the generator, and the discriminator networks, respectively, λ is the mixture parameter and
1 based cost functions make the resulting solution sharper and sparser than Euclidian objective functions [24] [25] [26] [27] [28] .
Our approach is different from the previous work [29] in the sense that we project convolutional layer outputs to 1-balls (Figure 3 ) during inference. The projection "denoises" the layer outputs by eliminating small valued coefficients. This approach not only leads to a computationally efficient system by eliminating a significant portion (around 30%) of small valued output values but also leads to a robust system because the contribution of small valued intermediate values due to background motion to the final result will be reduced. Let x k be the vector obtained after the k-th convo- Fig. 3 . Geometric illustration of projections onto an 1-ball lutional layer (filtering) and nonlinearity (activation function). We project x k onto an 1-ball of size
and obtain
where PS 1 represent the orthogonal projection operator onto the 1ball. The size of the ball, , may vary depending on the layer and the individual convolutional filter. Projection onto the 1-ball can be implemented in a computationally efficient manner [28] . It is also possible to estimate the size of the 1-ball in an adaptive manner using the epigraph set of the 1-ball [27] [30] but this may increase the computational cost. We can estimate during training for each layer or individual convolutional filter. Projection onto the 1-ball is essentially equivalent to soft thresholding [31] , [6] because the last step of the projection algorithm [28] is the soft thresholding operation:
where x i,k and u i,k are the i-th entries of vectors x k and x pk , respectively, and θ is a parameter related with the size of the 1-ball. In Fig. 3 the projection operation onto the 1-ball is illustrated in 2D. Parameter θ is subtracted from all the components of x k to obtain x pk . In the second case, the first component of x l becomes 0 after the projection. In Donoho and Johnstone's wavelet denoising algorithm the input vector goes through a wavelet filter and it is soft-thresholded or hard-thresholded. Therefore, our idea of projecting the convolutional layer outputs is similar to adaptive wavelet denoising in the sense that the input vector goes through the filter of the neural network and soft-thresholded. In deep neural networks we have an additional nonlinearity such as RELU or Leaky-ReLU which also provides some denoising but we observed that this is not sufficient for zeroing out small valued convolutional filter outputs. This may be due to a problem in training deep neural networks because the cost function of deep neural networks or GANs have many local optima. Soft-thresholding leads to about 30% computational savings during inference without loosing any recognition accuracy after the nonlinear Leaky-ReLU operations. As pointed above, we estimate the parameter θ during the training of the neural network. Obviously, if the nonlinearity is the RELU, then we do not need Eq. 6 because all the elements are non-negative.
EXPERIMENTAL RESULTS
We trained both a Deep Convolutional Generative Adversarial Network (DCGAN [32] ) and a powers-of-two (Pow2) CNN using motion vectors of the UCSD Pedestrians datasets. The training process is as described below:
GAN Training: The topology of a DCGAN is summarized as follows: -Strided convolutions are performed in discriminator network and fractional strided convolutions are carried out in the generator network of the GAN. -Unlike the original DCGAN, we also add two fully connected hidden layers to the end of the discriminator. The GAN is trained on the optical flows computed from the entire training dataset. UCSD Pedestrians datasets (both 1 and 2) only have normal data in the training sets. Once trained, our GAN has learnt to generate optical flow images as shown in Figure 2 . After the training, we only use the generator block to improve CNN training.
The CNN has the same topology as the discriminator block of the DCGAN. To obtain Pow2 filter coefficients we quantize the convolutional filter coefficients to powers-of-two during each training epoch. The CNN is also trained using the augmented data. Since we do not have any anomalous training motion images and CNN requires supervised training, we generate anomalous motion vector images artificially. This is done by creating an artificial optical flow images with a random bright blob denoting anomaly, and then feeding it to the intermediate layers of the generator to obtain a set of optical flow images. Additionally, We use a mini-batch size of 64 and train until the Discriminator Loss (LD) is below 0.01. Training is stopped soon after the loss falls below the desired value to avoid overfitting. This model is saved for evaluation as a baseline [33] .
It should be pointed out that while the convolutional filter coefficients of the CNN are constrained to Pow2, the GAN was trained without this constraint, because the GAN architecture is not part of the final inference model. Only the GAN generator output is used during the training of CNNs. In our case, the CNN is trained with 3456 normal and 3456 anomalous optical flow images, which are generated using the generator network of GAN. We use binary cross entropy loss (also known as log loss) as the cost function. We stop the training when the Discriminator Loss (LD) and Generator Loss (LG) both fall below 0.01.
Robustness to background motion: We first compare our GAN improved CNN with a baseline CNN. We will perform this comparison at various noise levels. In Figure 5 we have the ROC curves corresponding to 9 different cases. Background motion is modelled by adding random Gaussian blobs onto the actual motion vector (mv) images. In Peds1 and Peds2 datasets there is no background motion due to leaves etc. That is why we added artificial motion vectors onto the optical flow images. The number of blobs vary between 5 and 20. Their variance is 16 squared pixels. An example of a frame overlaid with Gaussian blobs is shown in Figure 4 . Due to the lack of space we plotted all the ROC curves on top of each other but the ROC curves of GAN improved CNNs (curves with big dots) have more area under them. Curves with green (blue) [red] dots have more area compared to other green, (blue) and [red] curves. In Tables 1 -4 we present the Area Under Curve (AUC) values and percentage savings for different sets of both soft and hard denoising thresholds. All of the networks are also trained with artificial motion vector images generated by a GAN. Denoising with hard thresholds 0.009 and 0.01 in the first and second layers, respectively, improves the AUC of GAN trained CNN while saving more than 9% computational savings as shown in Table 1 in Peds1 dataset. In Pow2 network, senoising with soft thresholds 0.009 and 0.01 leads to almost 20% computational savings with better AUC as shown in the last row of Table 2 . This network is also more robust to noise compared to all the other networks. Soft thresholds of 0.003 and 0.02 provides even higher AUC values but computational savings are in the order of 7 % for this network. As shown in Tables 1-4, when there is no noise computational savings can reach to almost 30% while detecting all of the abnormal events (trucks, skateboarders and bikers) in Peds1 and Peds2 datasets. We also observe that layer denoising has a bigger advantage with Pow2 networks as compared to regular networks.
5. CONCLUSION In this paper, we developed a computationally efficient anomaly detection algorithm using motion vector images and Pow2 arithmetic. Our deep neural network inference algorithm is about 10% to 25% faster than the corresponding powers-of-two networks while detecting all the anomalous events with almost the same AUC. We reduced the complexity of the network by denoising the first two output layers. As a result, the anomaly detection scheme can be implemented in real-time on low power devices.
The resulting system turns out to be more robust to background motion because the denoising forces small valued intermediate outputs to zero. This process eliminates the contribution of small motion vectors to the final result in Pow2 networks. Furthermore, we augmented the training data set of the Pow2 network with a GAN generated images to improve the anomaly detection rate.
Future work will include enhancing the denoised powers-of-two networks with other complexity reduction techniques such as network pruning or conditional execution [34] [35] [36] . 
