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The connection between the non-equilibrium dynamics of isolated quantum many-body systems
and statistical mechanics is a fundamental open question. It is generally believed that the unitary
quantum evolution of a sufficiently complex system leads to an apparent maximum-entropy state
that can be described by thermodynamical ensembles. However, conventional ensembles fail to de-
scribe the large class of systems that exhibit non-trivial conserved quantities. Instead, generalized
ensembles have been predicted to maximize entropy in these systems. In our experiments we explic-
itly show that a degenerate one-dimensional Bose gas relaxes to a state that can be described by
such a generalized ensemble. This is verified through a detailed study of correlation functions up to
10th order. The applicability of the generalized ensemble description for isolated quantum many-
body systems points to a natural emergence of classical statistical properties from the microscopic
unitary quantum evolution.
Information theory provides powerful concepts for sta-
tistical mechanics and quantum many-body physics. In
particular, the principle of entropy maximization [1–
3] leads to the well-known thermodynamical ensembles,
which are fundamentally constrained by conserved quan-
tities like energy or particle number [4]. However, generic
systems can contain many more conserved quantities,
raising the question whether there exists a more general
statistical description for the steady states of quantum
many-body systems [5].
Specifically, the presence of non-trivial conserved quan-
tities puts constraints on the available phase space of a
system, which strongly affects the dynamics [6–9] and
inhibits thermalisation [10–12]. Instead of relaxing to
steady states described by the usual thermodynamical
ensembles, a generalized Gibbs ensemble (GGE) was pro-
posed to describe the corresponding steady states via the
many-body density matrix [3, 11, 13, 14]
ρˆ =
1
Z
exp
(
−
∑
m
λm Iˆm
)
. (1)
Here, Iˆm denotes a set of conserved quantities and
Z = Tr exp(−∑m λmIˆm) is the partition function. The
Lagrange multipliers λm associated with the conserved
quantities are obtained by maximization of the entropy
under the condition that the expectation values of the
conserved quantities are fixed to their initial values.
It is important to note that the emergence of such
a maximum-entropy state is not in contradiction to a
unitary evolution according to quantum mechanics. It
rather reflects that the true quantum state is indistin-
guishable from the maximum-entropy ensemble with re-
spect to a set of measurable observables [5].
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FIG. 1: In the experiment, a non-equilibrium system is pre-
pared by splitting a 1D Bose gas into two halves. After an
evolution time t, matter-wave interference is used to extract
the local relative phase profile ϕ(z) between the two halves.
This is accomplished by measuring the local position of the
fluctuating interference fringes. Subsequently, the phase pro-
file is used to calculate the two-point correlation function
C(z1, z2) ∼ 〈exp[iϕ(z1) − iϕ(z2)]〉 as a function of all pos-
sible coordinates z1 and z2 along the length of the measured
phase profile. For example, as every point is perfectly cor-
related with itself, all coordinates where z1 = z2 (green tri-
angles) lead to C(z1, z2) = 1. These coordinates are located
on the diagonal of the correlation function. As another ex-
ample, coordinates with z1 = −z2 (red points) are located
symmetrically around the center of the system and found on
the anti-diagonal of the correlation function.
The GGE is a direct generalization of the usual ther-
modynamical ensembles and formally capable of de-
scribing a wide range of dynamically emerging steady
states [15]. For example, in the case where only the
energy is conserved, the GGE reduces to the standard
canonical or Gibbs ensemble, with temperature being
the only Lagrange multiplier [4]. Moreover, it famously
provides a description for the steady states of integrable
systems, which exhibit as many independent conserved
quantities as they have degrees of freedom [9, 11, 14].
ar
X
iv
:1
41
1.
71
85
v1
  [
co
nd
-m
at.
qu
an
t-g
as
]  
26
 N
ov
 20
14
2Even if quantities are only approximately conserved,
the GGE description was formally shown to be valid
for significant time scales [16]. The GGE has also
been suggested as a description for many-body localized
states [17]. However, while numerical evidence for the
emergence of a GGE has been provided for many sys-
tems, a direct experimental observation has so far been
lacking.
Here, we experimentally study the relaxation of a
trapped one-dimensional (1D) Bose gas. Our system is
a close realization of the Lieb-Liniger model describing
a homogeneous gas of 1D bosons with contact interac-
tions, which is one of the prototypical examples of an
integrable system [18, 19]. In the thermodynamic limit,
its exact Bethe Ansatz solutions imply an infinite num-
ber of conserved quantities, which make it impossible for
the gas to forget an initial non-equilibrium state, forcing
it to relax to a GGE. Recent results have shown that also
the trapped 1D Bose gases that are realized in our and
other experiments behave approximately integrable over
very long time scales, enabling the detailed investigation
of integrable dynamics [6, 7, 10, 20, 21]. To demonstrate
the emergence of a GGE, we prepare such a 1D Bose gas
in different initial non-equilibrium states and observe how
they each relax to steady states that maximize entropy
according to the initial values of the conserved quantities.
The experiments start with a phase-fluctuating 1D
Bose gas [22] of 87Rb atoms which is prepared and
trapped using an atom chip [23]. We initialize the non-
equilibrium dynamics by transversally splitting this sin-
gle 1D gas coherently into two nominally identical 1D
systems, each containing half of the atoms, on average.
Information about the total system is extracted using
matter-wave interferometry between the two halves [6,
20, 21, 24]. This enables the time-resolved measurement
of individual two-point and higher-order N -point phase
correlation functions
C(z1, z2, . . . , zN )
∼ 〈Ψ1(z1)Ψ†2(z1)Ψ†1(z2)Ψ2(z2) · · ·Ψ†1(zN )Ψ2(zN )〉
∼ 〈exp[iϕ(z1)− iϕ(z2) + · · · − iϕ(zN )]〉, (2)
where z1, z2, . . . , zN are N coordinates along the length
of the system, and ϕ(z) the relative phase between the
two halves (see Supplementary Materials). As we show in
the following, these correlation functions reveal detailed
information about the dynamics and the steady states of
the system.
We start with the two-point correlation function
C(z1, z2) ∼ 〈exp[iϕ(z1) − iϕ(z2)]〉. Previously, this cor-
relation function was studied in regions where the sys-
tem is approximately translationally invariant [21, 25],
i.e. C(z1, z2) ≡ C(z1 − z2). Here, more comprehensive
information about generic many-body states is obtained
by mapping the full correlation function C(z1, z2) for any
combination of the coordinates z1 and z2 (see Fig. 1).
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FIG. 2: Two-point phase correlation functions C(z1, z2) for
increasing evolution time. Using two different splitting pro-
tocols, we prepare different initial states (A,B). Both states
show a characteristic maximum on the diagonal and a decay of
correlations away from the diagonal. We quantify the agree-
ment of our theoretical model and of the experiments using a
χ2 analysis. The steady state and the dynamics in (A) can
be well described by a single temperature Teff . As shown in
(C), this single-temperature model fails for the steady state
and the dynamics in (B), which require more temperatures
to explain additional correlations on the anti-diagonal (see
main text). The observation of different temperatures in the
same steady state constitutes our observation of a GGE. The
center of the system is located at z1 = z2 = 0, color marks
the amount of correlations between 0 and 1, and the local χ2
contribution between 0 and 150. The uncertainty of the cor-
relation functions is estimated via bootstrapping over approx-
imately 150 experimental realizations (see Supplementary In-
formation).
Our observations following a typical splitting, which is
fast compared to the dynamics of the system and there-
fore realizes a quench (see Supplementary Materials), are
summarized in Fig. 2A. As every point in the system is
perfectly correlated with itself, the correlation functions
exhibit a maximum on the diagonal z1 = z2 for all times.
Away from the diagonal, the system shows a light-cone-
like decay of correlations [21] leading to a steady state.
From a theoretical point of view, the emergence of this
3steady state is due to prethermalization [6, 26–30], which
in the present case can be described as the dephasing of
phononic excitations [28, 30–32]. The occupation num-
bers nm of these excitations are the conserved quantities
of the corresponding integrable model (see Supplemen-
tary Materials).
With a knowledge of the conserved quantities, we can
directly calculate the Lagrange multipliers λm for the
GGE. In terms of the excitation energies m they can be
written as λm = βmm which defines an effective temper-
ature 1/βm for every excitation mode.
For the steady state illustrated in Fig. 2A the pro-
portionality factor βm can be well described by βm ≈
βeff = 1/kBTeff . A fit yields kBTeff = (0.50 ± 0.01) × µ
which is independent of m and in very good agreement
with theory [6, 32]. Here, µ denotes the chemical poten-
tial in each half of the system. While being a GGE in
principle, for our experiment which observes the relative
phase between the two halves of the system, it becomes
formally equivalent to the usual Gibbs ensemble with a
single temperature Teff (see Supplementary Materials).
To obtain direct experimental signatures of a genuine
GGE, we modify the initial state so that it exhibits differ-
ent temperatures for different excitation modes. This is
accomplished by changing the ramp that splits the initial
gas into two halves (see Supplementary Materials). The
results are shown in Fig. 2B. In addition to the maximum
of correlations on the diagonal, we observe a pronounced
second maximum on the anti-diagonal. This corresponds
to enhanced correlations of the points z1 = −z2, which
are located symmetrically around the center of the sys-
tem. These correlations are a direct consequence of an
increased (decreased) population of quasi-particle modes
that are even (odd) under a mirror-reflection with re-
spect to the longitudinal trap center. Consequently, the
observations can be described, to a first approximation,
by the above theoretical model but with different tem-
peratures, i.e. with β2m = 1/[kB(Teff + ∆T )] for the
even and β2m−1 = 1/[kB(Teff −∆T )] for the odd modes,
respectively. Fitting the experimental data of the steady
state with this model we find kBTeff = (0.64± 0.01)× µ,
∆T = (0.48± 0.01)× Teff and a reduced χ2 ≈ 6.
More detailed insights and a more accurate descrip-
tion of the experimental data can be gained by fitting the
steady state with the individual mode occupations as free
parameters. The results yield a reduced χ2 close to 1 and
thus a very good description of the experimental data (see
Fig. 2B). As expected from our intuitive two-temperature
model, the fitting confirms that the occupation of even
modes is strongly enhanced, whereas the occupation of
odd modes is reduced (see Fig. 3A). Given these occupa-
tion numbers extracted from the steady state, our theo-
retical model also describes the complete dynamics very
well. This clearly demonstrates that the different pop-
ulations of the modes were imprinted onto the system
by the splitting quench and are conserved during the
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FIG. 3: (A) Occupation numbers nm (in units of m/µ) of
the quasi-particle modes with index m, for different fitting
procedures applied to the data from Fig. 2B. The color of the
points encodes results where modes up to m = Nmax are fitted
freely, while all higher modes are fit with the same occupation
number. The plot clearly reveals how the occupation of the
lowest even (odd) modes are increased (decreased) as com-
pared to the single-temperature state from Fig. 2A (dashed
line). (B) Scaling of the reduced χ2 value, and of the cor-
responding p-value with Nmax. We observe that already the
occupation numbers of the lowest 9 modes and a single occu-
pation number for all higher modes are sufficient to describe
the experimental data to very good accuracy. This suggests
that the observed GGE can be defined by only 10 Lagrange
multipliers, although there exists a much larger number of
conserved quantities in the system.
dynamics. In contrast to that, a simple model based
on a usual Gibbs ensemble with just one temperature
for all modes clearly fails to describe the data (best fit:
Teff = (0.38± 0.01)× µ, reduced χ2 ≈ 25), as visualized
in Fig. 2C.
Notably, our fitting results for the GGE exhibit strong
correlations between the different even modes and the
different odd modes, respectively. This demonstrates the
difficulty in fully and independently determining the pa-
rameters of such complex many-body states. In fact, any
full tomography of all parameters would require expo-
nentially many measurements. The results thus clearly
show the presence of a GGE with at least two, but most
likely many more temperatures.
Our work raises the interesting question how many La-
grange multipliers are needed in general to describe the
4steady state of a realistic integrable quantum system.
Similar as in classical mechanics, where N conserved
quantities exist for a generic integrable system with N
degrees of freedom, integrability in quantum many-body
systems has been proposed to be characterized by the fact
that the number of independent local conserved quanti-
ties scales with the number of particles [5]. Here we con-
jecture that most of the experimentally obtainable initial
states evolve in time into steady states, which can be de-
scribed to a reasonable precision by far less than N La-
grange multipliers [8, 33]. This would have the appeal of
a strong similarity to thermodynamics, where also only
few parameters are needed to describe the properties of
a system on macroscopic scales.
To illustrate this in our specific case, we investigate
in Fig. 3 how many distinct Lagrange multipliers need
to be considered in the GGE to describe our data with
multiple temperatures. Including more and more modes
in the fitting of the experimental data, we find that the
reduced χ2 values decrease and settle close to unity for
9 included modes, with all higher modes being fitted by
one additional Lagrange multiplier. Looking at the p-
value for the measured χ2 [34] shows that only a limited
number of Lagrange multipliers needs to be specified to
describe the observables under study to the precision of
the measurement. A simple numerical estimate based on
the decreasing contribution of higher modes to the mea-
sured correlation functions and the limited imaging res-
olution leads to approximately 10 Lagrange multipliers,
which is in good agreement with our observations (see
Supplementary Materials). Moreover, comparing this re-
sult with the single-temperature steady state that was
discussed in the beginning illustrates how the complex-
ity of the initial state plays an important role for the
number of Lagrange multipliers that need to be included
in a GGE.
In general, deviations of steady states from the GGE
description are expected to manifest first in higher-order
correlation functions. To provide further evidence for
our theoretical description and the presence of a GGE,
we show in Fig. 4 examples of measured four-point, six-
point and ten-point correlation functions of the steady
state. As the two-point correlation functions, they are
in very good agreement with the theoretical model and
clearly reveal the difference between the GGE and the
usual Gibbs ensemble. This confirms that the description
based on a GGE with the parameters extracted from the
two-point correlation functions also describes many-body
observables at least up to the 10th order.
In conclusion, we have observed direct experimental
signatures for the emergence of a generalized Gibbs en-
semble in the non-equilibrium evolution of an isolated
quantum many-body system. This substantiates the im-
portance of the maximum entropy principle and the gen-
eralized Gibbs ensemble as key aspects of the emergence
of statistical mechanics from a microscopic unitary quan-
B
4-point 6-point 10-point
ex
pe
rim
en
t
th
eo
ry
A
z2(µm)
4-point 6-point 10-point
z2(µm)
−20 0 20 −20 0 20 −20 0 20 −20 0 20 −20 0 20 −20 0 20
−20
0
20
−20
0
20
−20 0 20 −20 0 20 −20 0 20 −20 0 20 −20 0 20 −20 0 20
−20
0
20
−20
0
20
ex
pe
rim
en
t
th
eo
ry
−20
0
20
−20
0
20
C 4-point 6-point 10-point
−20 0 20 −20 0 20 −20 0 20 −20 0 20 −20 0 20 −20 0 20
−20
0
20
lo
ca
l χ
2 
lo
ca
l χ
2 
lo
ca
l χ
2 150
0
z 1
 (µ
m
)
150
0
1
0
z 1
 (µ
m
)
150
0
1
0
z2(µm)
FIG. 4: Examples of experimental 4-, 6-, and 10-point
correlation functions reveal that the observed steady states
also agree very well with the respective GGE predictions
for more complex observables. In particular, differences
between the steady state described by a single temperature
(A) and the steady state described by multiple temper-
atures (B) are significant and can be very well captured
by the theoretical model. (C) As for the two-point cor-
relation functions, the single-temperature model can not
describe the state with multiple temperatures. From left
to right, coordinates are C(z1, 10, z2, 10), C(z1,−12, z2, 14),
C(z1, 10, 10, z2,−20, 10), C(z1,−8, 8, z2,−24,−20),
C(z1, 4, 10, z2,−8, z2,−22,−18, 10,−4) and
C(z1,−22,−8, z2,−22,−26,−22, z2,−26,−24). All co-
ordinates are given in µm and were randomly chosen to
illustrate the high-dimensional data.
tum evolution. We expect our measurements of correla-
tion functions to high order to play an important role in
new tomography techniques for complex quantum many-
body states [35]. Moreover, the observed tuneability
of the non-equilibrium states suggests that our splitting
process could in the future be used to prepare states tai-
lored for precision metrology [36].
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6Supplementary Materials
PREPARATION OF THE 1D GAS
The initial one-dimensional (1D) Bose gas is prepared
using our standard procedure to produce ultracold gases
of 87Rb on an atom chip [23]. The initial trap has mea-
sured harmonic frequencies of ω⊥ = 2pi×(2.1±0.1) kHz in
the radial direction and ωz = 2pi×(10±0.5) Hz in the lon-
gitudinal direction. The temperature, atom number and
chemical potential are T = 30−110 nK, N = (5000±500)
and µ = h¯ × (1.3 ± 0.1) kHz, respectively, such that the
1D condition µ, kBT ≤ h¯ω⊥ is well fulfilled. The gas
typically has a length of 100µm, from which we use the
central 60µm for our analysis.
SPLITTING
To split the initial gas, the static trapping potential
is superimposed with linearly polarized radio-frequency
(RF) radiation which is applied by means of wires
on the atom chip [24]. The RF frequency of 365 kHz
corresponds to a detuning of 30 kHz to the red of the
mF = 2 → mF = 1 transition. Applying the RF adia-
batically transfers the atoms into dressed states. This
leads to a smooth transformation of the static harmonic
trap into a dressed-state double-well potential [37]
which is aligned perpendicular to gravity. The control
parameter for this deformation and the properties of
the final double-well potential is given by the amplitude
of the RF radiation. Controlling this amplitude thus
enables the realization of different splitting protocols.
For the data presented in Fig. 2A of the main text, we
linearly increase the RF amplitude to 8 mA over a time
of 30 ms. This is followed by a faster increase to 25 mA
in 12 ms. The excitation of a breathing mode is intrinsic
to this splitting procedure, due to the halving of the
atom number. It can be neglected on the timescale of
the experiments presented in this work. For the data
presented in Fig. 2B of the main text, the RF amplitude
is increased linearly to the final 25 mA within a single
17 ms long ramp. For both RF ramp protocols the rapid
decoupling of the two gases happens approximately 3 ms
before the end of the RF amplitude ramp and within
a period of less than 500µs. After the splitting, the
tunnel coupling between the two gases is negligible.
The final double well has measured trap frequencies of
ω⊥ = 2pi × (1.4 ± 0.1) kHz in the radial direction and
ωz = 2pi × (7.5± 0.5) Hz in the longitudinal direction. A
barrier height of 6 kHz is estimated from simulations of
the double-well potential.
MEASUREMENT OF THE PHASE
CORRELATION FUNCTIONS
To extract the phase correlation functions we record
the resulting matter-wave interference pattern of the two
1D Bose gases after 15.9 ms time-of-flight expansion us-
ing standard absorption imaging [6, 38]. The Gaussian
point-spread function (PSF) of the imaging system has
a measured 1/
√
e radius of 3.8µm, which can be taken
into account in the theoretical description by applying a
convolution to the phase variances 〈ϕ(z)ϕ(z)′〉.
The local position of the fringes in the fluctuating in-
terference pattern directly corresponds to the relative
phase ϕ(z) between the two gases. We extract this rel-
ative phase by fitting a sinusoidal function to each pixel
line in the interference pattern [21].
On the theoretical side, we define the even-order many-
body correlation functions as
C(z1, z2) =
〈Ψ1(z1)Ψ†2(z1)Ψ†1(z2)Ψ2(z2)〉
〈|Ψ1(z1)|2〉〈|Ψ2(z2)|2〉 ,
C(z1, z2, z3, z4) =
〈Ψ1(z1)Ψ†2(z1)Ψ†1(z2)Ψ2(z2)Ψ1(z3)Ψ†2(z3)Ψ†1(z4)Ψ2(z4)〉
〈|Ψ1(z1)|2〉〈|Ψ1(z2)|2〉〈|Ψ2(z3)|2〉〈|Ψ2(z4)|2〉 , (3)
...
Note that odd-order correlation functions for our
system decay exponentially with time and thus do
not contain further information about the steady
states. Following the standard procedure we expand
the bosonic fields in terms of density and phase,
Ψj(z) = exp{i θj(z)}
√
ρj(z), and consider small fluc-
tuations around equal equilibrium densities of the two
clouds, ρj(z) = ρ0(z) + δρj(z). Here, the index j = 1, 2
labels the two individual gases. Writing the local rela-
tive phase as ϕ(z) = θ1(z) − θ2(z) and neglecting the
fluctuations δρj(z), we find the expressions
7C(z1, z2) ≈ 〈exp[iϕ(z1)− iϕ(z2)]〉,
C(z1, z2, z3, z4) ≈ 〈exp[iϕ(z1)− iϕ(z2) + iϕ(z3)− iϕ(z4)]〉, (4)
...
for the phase correlation functions. They only contain
the relative phase ϕ(z) and can thus be directly calcu-
lated from the experimental data. In this procedure, the
expectation value is evaluated by averaging over many ex-
perimental realizations. The corresponding uncertainty
is estimated using a bootstrapping method [34]. To check
our theoretical description (see below), we calculate the
reduced χ2 values. Moreover, comparing the obtained
results to a χ2 distribution we deduce a p-value or statis-
tical significance [34], i.e. a probability that our model
produces a χ2 at least as big as the one calculated from
the experimental data (shown in Fig. 3B).
Note that only the phase correlation function, but not
the integrated interference contrast as studied in our pre-
vious work [6, 20], is sensitive enough to reveal the sub-
tle differences between the two splitting protocols. The
reason for this is that the effect of the two different tem-
peratures on the contrast is only a small offset, which is
negligible for the given experimental precision. Studying
the contrast one is thus not able to observe the differences
in the splitting process.
PRETHERMALIZATION TO A GENERALIZED
GIBBS ENSEMBLE
In this section, we provide more details of the theoret-
ical model and the procedure for extracting the param-
eters of the GGE from our data. Further details will be
given in a future work.
Split one-dimensional condensate
Two coupled 1D degenerate Bose gases can be de-
scribed by the Hamiltonian
H =
∫
dz
[
Ψ†1
(
− h¯
2∂2z
2m
+ U(z)− µ+ g
2
Ψ†1Ψ1
)
Ψ1
− JΨ†1Ψ2 + (1↔ 2)
]
, (5)
with longitudinal trapping potential U , chemical poten-
tial µ, interaction constant g, and tunneling coupling J .
Transverse excitations are frozen out, i.e., Ψj ≡ Ψj(z).
This system can be written in terms of symmetric and
anti-symmetric degrees of freedom, corresponding to the
combinations δρs = δρ1 + δρ2, ϕs = (θ1 + θ2)/2, and
δρa = (δρ1 − δρ2)/2, ϕa = θ1 − θ2. Within the range
of energy scales realized in the experiment, the system
is described by two sets of Bogoliubov-de Gennes equa-
tions [39]. To second order in the small fields δρs,a,
ϕs,a, the Hamiltonian separates into symmetric and anti-
symmetric parts and can be diagonalized within a quasi-
particle basis,
H(2) =
∑
α=a,s
m
αm β
†
αmβαm . (6)
The Hamiltonian H(2) is integrable and describes a set of
uncoupled harmonic oscillators with energies αm. The
conserved quantities are given by the occupation numbers
nm = 〈β†αmβαm〉 of the individual oscillators, where β†αm
and βαm are bosonic creation and annihilation operators.
In the splitting process, the symmetric degrees of free-
dom inherit all the thermal energy of the initial state and
are therefore trivially described by an additional temper-
ature [6, 30].
In the experiment, only the anti-symmetric degrees of
freedom, δρa, ϕa, are probed via the matter-wave inter-
ference patterns. We therefore omit, in the following and
in the main text, the index “a” to the respective opera-
tors and frequencies to simplify the notation.
When describing the fluctuations properties of the
anti-symmetric degrees of freedom, we take into account
that the splitting process is performed on a time scale
which is small compared to the speed of sound in the
system. Thus, we can neglect non-local correlations. For
every point along z, the probability of an atom to go
to the right or the left gas is essentially the same, such
that, immediately after the division of the cloud into two
halves, one has [20, 30]
〈δρ(z1)δρ(z2)〉 = ρ0(z1)
2
δ(z1 − z2) ,
〈ϕ(z1)ϕ(z2)〉 = 1
2ρ0(z1)
δ(z1 − z2) . (7)
At the edges of the cloud where the density ρ0 vanishes,
the local fluctuations of density and phase saturate to
the respective values for a vacuum state.
The generalized Gibbs ensemble
During the prethermalization period, the dynamics of
the system can be well modeled as a dephasing process
8of the initially excited, nearly free quasi-particle modes
[26, 30–32]. These quasi-particle modes are defined by
means of the Bogoliubov expansion
b(z) =
∑
m
[um(z) exp(−imt)βm + v∗m(z) exp(imt)β†m]
(8)
of the quadrature field b(z) = ϕ(z)
√
ρ0/2− iδρ(z)/
√
2ρ0.
This expansion involves the mode functions um, vm
and the Fock operators which obey [βn, β
†
m] = δnm,
[βn, βm] = 0.
In the prethermalized state, detailed information
about the initial conditions such as the occupation num-
bers of the quasi-particle modes are not yet lost. In
contrast, bulk observables like the equation of state al-
ready assume their final, thermalized values [26]. For
a Bose quasi-condensate, this implies that equipartition
between kinetic and interaction energies is reached to a
good approximation [27], from which a kinetic temper-
ature can be defined. Given the set of conserved quasi-
particle occupation numbers Iˆm = β†mβm, a maximum-
entropy state takes the form of the GGE in Eq.(1),
with the Lagrange multipliers λm adjusted to yield the
time-invariant expectation values Im = 〈Iˆm〉 ≡ nm
[2, 11]. These values are the result of the particular initial
quench, i.e., depend on the details of the splitting pro-
cess. Due to the bosonic nature of the excitations, the
partition function Z of the GGE can be written, using
the quasi-particle Fock basis, as
Z =
∏
m
∑
nm≥0
e−λmnm =
∏
m
1
1− e−λm . (9)
Inverting the expression for the average occupations
Im = −Z−1∂λmZ gives the Lagrange multipliers
λm = ln
(
1 + I−1m
)
. (10)
Writing the multipliers in terms of the mode energies,
λm ≡ βmm, the GGE defines different effective tempera-
tures for every mode, βm = (kBTm)
−1. The GGE reduces
to a Gibbs ensemble if the λm are proportional to the en-
ergies, λm = βeffm, with an m-independent proportion-
ality parameter βeff . Hence, if βm ≈ βeff ≡ (kBTeff)−1,
within some range of energies, the in any case prether-
malized system is well described, within that range, by a
Gibbs ensemble with a single effective temperature Teff.
The observation of such a system is demonstrated in
Fig. 2A.
Extending upon this, the data shown in Fig. 2B reflects
a more general prethermalized gas, described by a GGE
with more temperatures. In the following, we summarize
the procedure for obtaining the relevant effective mode
temperatures for the GGE.
Homogeneous case
In absence of a trapping potential, U(z) = 0, the anti-
symmetric quasi-particle excitations on the background
of a uniform density ρ0(z) = n0 are characterized by
the solutions f±k (z) = uk ± vk = L−1/2(k/Ek)±1/2 eikz,
with wave-number k dependent mode frequencies k =√
(Ek + 2J)[(Ek + 2J) + 2mc2s], where Ek = h¯
2k2/(2m)
and cs =
√
gn0/m.
Inserting these, for the case of perfect splitting (J = 0)
into the inverted Bogoliubov expansion, and neglecting
the contribution of the highly suppressed phase fluc-
tuations, gives mean quasi-particle occupations nk =
〈β†kβk〉 = k/(4Ek). The corresponding Lagrange mul-
tipliers are λk ' 2k/µ, µ = mc2s, in the sound regime
of wave numbers h¯k <∼ mcs. This shows that in the
regime where the dispersion is linear in k, the GGE is
equivalent to a Gibbs ensemble. The system is prether-
malized in the anti-symmetric degrees of freedom, with
an effective temperature β−1eff = µ/2. Note that, for wave
numbers h¯k  mcs, the resulting Lagrange multipliers
become k-independent and can be interpreted as an effec-
tive chemical potential for those modes. Within the tran-
sition regime h¯k ' mcs, the non-trivially k-dependent λk
lead beyond a Gibbs description.
Harmonically trapped condensates
To take into account the longitudinal harmonic con-
finement in the trap, U(z) = mω2z2/2, we use the solu-
tions of the Bogoliubov equations in the Thomas-Fermi
approximation of the condensate [22, 40],
f±m(x) =
√
m+ 12
RTF
[
2µ
m
(1− x2)
]±1/2
Pm(x) , (11)
with n0 = µ/g, RTF = (2µ/m)
1/2ω−1, and x = z/RTF.
Pm are the Legendre polynomials of order m, and the
mode energies read m = h¯ωm = h¯ω
√
m(m+ 1)/2. As-
suming homogeneous density fluctuations ρ0(z) = n0
in Eq. (7) and neglecting again the highly suppressed
phase fluctuations, one finds the quasi-particle occupa-
tions nm = 〈β†mβm〉 = µ/2m. With this, the Lagrange
multipliers, for m <∼ µ/2, result as λm = 2m/µ, giving
again a single mode temperature β−1eff = µ/2. At higher
energies the expansion of the logarithm is no longer valid,
and the GGE deviates from the special Gibbs case. Nev-
ertheless, due to the low occupation of the higher modes,
the thermal approximation holds for a wide range of ex-
perimental parameters.
Using the above approximations the time-evolution of the
correlations is obtained as
C(z1, z2, t) = 〈eiϕ(z1,t)−iϕ(z2,t)〉 = e− 12 〈δϕ(t)2〉z1z2 (12)
9with the phase variance
〈δϕ(t)2〉z1z2 ≡ 〈[ϕ(z1, t)− ϕ(z2, t)]2〉
=
∑
m>0
g(m+ 12 )
RTFm
2 sin2(ωmt)
[
Pm(x1)− Pm(x2)
]2
2nm .
(13)
Similar results can be obtained for all higher even-order
correlation functions. The contributions to this sum
strongly decrease with increasing m. Taking into account
the optical resolution leads to the estimate that modes
with m >∼ 10 play a negligible role in the description of
the observed correlation functions, which we find to be
in good agreement with the experimental results.
Imbalanced occupation numbers
To obtain the occupation numbers nm of the excitation
modes, we use two different models. The simplest choice
is to assume different occupation numbers for the even
and odd modes,
n2m =
[
β−1eff + β˜
−1
]
/2m,
n2m−1 =
[
β−1eff − β˜−1
]
/2m−1. (14)
Hence, different effective temperatures apply for the two
different sets of modes.
A more refined ansatz is to freely fit the occupations
of the lowest Nmax modes, nm, with m = 1, . . . , Nmax.
Additionally, all higher modes with m > Nmax are all
fitted with the same effective temperature. In Fig. 3 of
the main text we show that only the first 9 lowest lying
modes have to be included to describe our experimental
observations. Contributions of higher modes to the phase
correlation function are highly suppressed. Moreover, as
Fig. 3 readily shows, few-mode excitations alone are not
able to capture the experimental observations.
Note that we have experimentally and theoretically ex-
cluded mean-field effects such as mean particle number
imbalance, different trap frequencies in the two wells, or
long-lived coherences between Bogoliubov modes, aris-
ing for inhomogeneous initial density fluctuations propor-
tional to ρ0(z), as possible explanations for the different
occupation numbers. To exclude that experimental shot-
to-shot fluctuations of the occupation numbers are the
reason for the observed structure of the correlation func-
tions, we have simulated such fluctuations numerically.
We find that this cannot explain the observations.
To understand the microscopic origin of the multiple
observed temperatures, it is essential to understand the
exact physics that occur during the splitting process. In
the most simple picture an infinitely fast splitting pro-
cess can be understood as a binomial distribution of the
atoms into the two halves of the system, as described by
Eq. 6. This simple picture leads to the emergence of a sin-
gle temperature. However, it has previously been shown
that complex non-linearities can appear in realistic split-
ting protocols. They result in the creation of squeezed
states where the binomial atom number fluctuations pre-
dicted by the simple model are strongly reduced [36]. Our
observation of multiple temperatures could be explained
along these lines using locally reduced atom number fluc-
tuations at the edges of the cloud.
Due to the non-linearities in the splitting process,
the resulting local atom number fluctuations have to
be determined numerically. In this context, the split-
ting process has previously been simulated using classi-
cal field methods or (Multi-Layer) Multiconfigurational
Time-Dependent Hartree for Bosons (MCTDHB) [41–
43]. However, a full theoretical model including the lon-
gitudinal degree of freedom has so far remained elusive.
While classical fields can only account for thermal fluc-
tuations using stochastic methods, MCTDHB has been
used to study the creation of squeezing during the split-
ting of gases containing up to O(100) particles in zero di-
mensions. A modeling of the experimental splitting pro-
cess involving the 1D direction and thousands of particles
would require significantly more self-consistent orbitals
and is thus far beyond reach of current computational re-
sources. Consequently, we understand our measurements
as an important benchmark for future simulations.
