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Abstract
Many tasks in computer vision are often calibrated and
evaluated relative to human perception. In this paper, we
propose to directly approximate the perceptual function
performed by human observers completing a visual detec-
tion task. Specifically, we present a novel methodology for
learning to detect image transformations visible to human
observers through approximating perceptual thresholds. To
do this, we carry out a subjective two-alternative forced-
choice study to estimate perceptual thresholds of human ob-
servers detecting local exposure shifts in images. We then
leverage transformation equivariant representation learn-
ing to overcome issues of limited perceptual data. This rep-
resentation is then used to train a dense convolutional clas-
sifier capable of detecting local suprathreshold exposure
shifts - a distortion common to image composites. In this
context, our model can approximate perceptual thresholds
with an average error of 0.1148 exposure stops between em-
pirical and predicted thresholds. It can also be trained to
detect a range of different local transformations.
1. Introduction
Human observers are the target audience for image con-
tent and thus the ultimate judges of image quality, which
is often measured with reference to opinions of humans
and various local and global distortions and inconsisten-
cies perceptible to them. These distortions can arise as
side-effects of image acquisition, compression, transmis-
sion, compositing, and post-processing. Understanding and
modeling how humans detect and process distortions to ar-
rive at subjective quality scores underpin image quality as-
sessment (IQA) research. Many attempts have been made
at modeling the sensitivity of the human visual system
(HVS) to certain types of distortions for applications pri-
marily in IQA [13, 8, 24, 54, 16, 23] and saliency modeling
[51, 55, 29, 19], where detection of relevant and perceptu-
Figure 1. Performance of our model illustrated for three input im-
ages and 11 levels of exposure transformation. The left columns
show input images with applied exposure transformations and
the magnitude of this transformation expressed on a log2 scale.
Middle columns show ground truth from our subjective experi-
ments and rightmost columns show output of our model, where
red and green regions indicate detected negative and positive
suprathreshold exposure transformations, while blue regions in-
dicate no suprathreshold transformations.
ally suprathreshold features is key to the approximation of
human performance. However, many of these approaches
are limited in their generalizability, efficiency or transfer-
ability. Alternative approaches based on signal fidelity [45],
statistical measures [46] and deep learning models [7, 50]
were also developed as a way to address such limitations.
Human sensitivity to physical stimuli is measured using
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psychophysics [17] and often represented using psychome-
tric functions, which describe observer performance as a
function of stimulus intensity [2]. This method is effec-
tive when stimuli are simple, but is difficult to generalize
to more complex stimuli, such as natural images. This is
largely due to the vast amount of variation in the set of nat-
ural images and the corresponding number of trials required
to measure observer performance across sufficiently many
images and stimulus intensities. In subjective image eval-
uation, the quality score can be seen as a result of apply-
ing an observer function to an input image. This function
can be summarized as detection of visible distortions, their
implicit pooling, and mapping to a point on a given quality
scale [20]. This is further influenced by task, image content,
and allocation of attention [33]. Recent work has made sig-
nificant progress in approximating this entire process in the
context of IQA using deep convolutional neural networks
(DCNN) [7, 50]. However, these approaches are mostly
limited to a fixed set of low level, globally-distributed ar-
tifacts available in public IQA datasets, such as LIVE [47]
containing 5 types of distortions, or TID2013 with 24 types
and 5 magnitude levels each [39]. This limits the gener-
alizability, particularly for applications where the type and
number of possible distortions vary significantly, or where
the distortions are context-dependent and only present in a
local region of the image, such as image compositing. The
creation of such datasets is a costly and time-consuming
process, due to the need for human observers. Approxi-
mation of this observer function - detecting visible incon-
sistencies of an arbitrary type - would allow for application
in many areas related to IQA, including composite quality
assessment, manipulation detection, and image restoration.
In this work, we propose a DCNN-based methodology to
approximate this observer function and validate our method
with respect to a specific local distortion common to image
composites - local exposure inconsistencies associated with
an image region occupied by an object. We achieve this by
learning a mapping between images affected by this distor-
tion and corresponding points on an empirical psychomet-
ric function, estimated with respect to this distortion type.
Viewing image distortions as transformations allows use of
unsupervised methods for learning relevant features. Our
approach can be applied to a range of problems where dis-
tortions visible to humans need to be localized in an image,
such as IQA or composite quality assessment, even when
little subjective data is available. Our contributions are:
• A novel method for detecting effects of local image
transformations based on perceptual data and unsuper-
vised pre-training
• A model trained using this method to detect local ex-
posure shifts
• A dataset of images with corresponding empirical sub-
jective perceptual thresholds from our experiments
2. Related Work
2.1. Human Perception
The HVS displays different levels of sensitivity to var-
ious distortions and inconsistencies in images, detecting
some readily [5], while disregarding others completely
[36, 9]. Detection of inconsistencies in lower-level prop-
erties of images depends largely on fundamental character-
istics of the HVS, such as contrast sensitivity [2], luminance
adaptation, and masking [38]. These characteristics de-
scribe how immediate context, such as differences in back-
ground luminance, spatial frequency, and presence of tex-
ture, influence the visibility of different image artifacts. For
example, distortions such as noise or quantization, are much
easier to notice on a textureless background, compared to a
textured one. The amount of change in stimulus required for
an observer to reliably notice a difference is referred to as
the a just-noticeable difference (JND) or difference limen.
JNDs have been used extensively to model human percep-
tual sensitivity in tasks such as blur detection [48], visual
attribute differences [60], perceptual metrics [63], or 3D
model attribute similarities [12]. Observer sensitivity is fur-
ther modulated by the allocation of visual attention [35, 30],
particularly for localized distortions, such as those in image
composites [14].
2.2. Psychometric Functions
Observers assessing image quality base their judgments
on visual evidence, such as visible artifacts or distortions
[52]. Human performance in detection and discrimination
tasks is commonly modeled using psychometric functions
[49, 44, 21, 53, 34]. The psychometric function describes a
relationship between observer performance and an indepen-
dent variable, often describing a stimulus level or physical
quantity [57]. It is defined as
Ψ(x; θ) = γ + (1− γ)f(x;α, β) (1)
where θ refers to the set of parameters: γ (guess rate)
defines the lower bound of the function corresponding to
chance performance, while f(x;α, β) defines a sigmoidal
function parametrized by α - its location and β - its slope.
Observer performance for a given stimulus x is represented
by the output of Ψ denoted as y = Ψ(x; θ). The threshold
of a perceptual function can thus be defined as the stimu-
lus level xt which yields a particular probability of stimulus
detection yt, such that xt = Ψ−1(yt). In practice, psy-
chometric functions are commonly estimated using adap-
tive sampling procedures, such as QUEST [56], which limit
the number of required trials by sampling stimuli with the
highest probability of lying at the threshold.
2.3. Saliency & Semantic Segmentation
Our work is related to both salient object detection
(SOD) and semantic segmentation (SS), both of which seek
to assign class membership of individual pixels based on
local contextual information. SS assigns a single semantic
object class to each pixel of an input image [31]. SOD aims
to segment the most salient object in an image, based on
its low-level image-based features, often measured against
human performance [6]. Image-to-Image neural networks
have become popular tools in these domains, underpin-
ning many state-of-the-art CNN architectures such as fully-
convolutional networks (FCNs) [11], U-nets [42], adver-
sarial approaches, such as Pix2Pix [18] and many varia-
tions thereof. These approaches emphasise the importance
of multi-scale features [25], as well as spatial resolution
preservation through dilated convolution and skip connec-
tions [61, 10].
2.4. Unsupervised & Semi-Supervised Learning
Supervised learning approaches, such as those in Section
2.3, require large amounts of labeled data, which can neces-
sitate a significant time effort. For perceptually-constrained
tasks, this overhead is multiplied, due to the requirement
for larger observer samples and more replications, com-
pared to Likert-style subjective opinion studies. Conversely,
unsupervised learning techniques do not require manually-
labeled data to learn. Thus, this paradigm is attractive for
our application, as we can exploit unlabelled data to learn
the features describing a given transformation and then use
a smaller, labeled perceptual dataset to fine-tune these fea-
tures to the empirical perceptual data.
Some approaches, such as representation learning [3],
relax the requirement for labeled data through the use of
auto-encoders (AEs) and generative adversarial networks
(GANs). AEs learn compressed representations of data by
attempting to reconstruct it through a feature bottleneck.
Representations learned by AEs tend to encode salient fea-
tures of the data they are conditioned on, which in turn can
act as a task-specific feature extractor for supervised tasks
[1]. On the other hand, GANs adopt an adversarial train-
ing regime, where a generator and discriminator are jointly
trained. E.g. the generator can be tasked with generating a
sufficiently realistic image, such that the discriminator clas-
sifies it as real. In turn, the discriminator is tasked with
separating generated images from real ones [40]. Zhang et
al. (2019) showed that the performance of supervised clas-
sifiers can be improved by using an Auto-Encoding Trans-
formations paradigm. They propose to learn transformation
equivariant representations (TERs), which encode transfor-
mations applied to the input [62]. This reduces the need
for data augmentation and forces the encoder to learn a bet-
ter representation of the input data, which encodes visual
structures well, invariant of the transformation of the input.
We adapt this approach to detecting local transformations
within an image, which forms the foundation of our pro-
posed methodology.
3. Method
In this section, we elaborate on our proposed approach
and detail our model design and rationale. We summarize
our methodology, including the formulation of distortions
as transformations, use of empirical perceptual thresholds
as decision boundaries, collection of empirical psychomet-
ric data, training dataset preparation, and both stages of our
training procedure.
3.1. Distortions as Transformations
Many distortions affecting image quality can be seen
as transformations applied to the original, uncorrupted im-
age as a side-effect of some processes such as transmis-
sion, compositing, or compression. This is conceptually
similar to the intuition behind denoising autoencoders [4].
Denoising autoencoders learn a low-dimensional manifold
near which training data concentrate. They also implicitly
learn a function projecting corrupted images I˜ , affected by
a corruption process and lying near the manifold of uncor-
rupted images, back onto this manifold. This conceptualiza-
tion allows for the generation of large amounts of training
data from a small set of undistorted images, by applying
various transformations. We focus on a single transforma-
tion: local exposure shifts. This corresponds to the scaling
of luminance by a constant, applied to a region within im-
age I corresponding to an object and defined by a binary
mask M . This is performed on the luminance channel of
the perceptually-uniform Lab colorspace [41]. We motivate
this choice as follows: observers are reliable at detecting
such low-level image distortions [15]; exposure distortions
represent common mismatches present in image compos-
ites, which are a motivating application of our research [59];
this type of transformation is computationally inexpensive
to apply, allowing for gains in training efficiency.
3.2. Perceptual Thresholds as Decision Boundaries
In the context of image distortions and assuming con-
trolled viewing conditions, a psychometric function can be
seen as the result of an observer process operating on a
range of input data. Given an unprocessed image I , object
mask M , observer function O and I˜x a corrupted version of
I resulting from a local transformation T (I,M, x), the em-
pirical psychometric function can be interpreted as a result
of applying the observer function to I˜ for all values of x.
The observer function O thus represents the perceptual pro-
cess performed by an observer, which maps an input stimu-
lus I˜x to a point on the psychometric function. Accordingly,
detecting suprathreshold transformations in an image can
be defined as applying the observer model to classify each
pixel based on the existence of the effects of a suprathresh-
old transformation. This requires a) a psychometric func-
tion describing observer performance with respect to the
magnitude of the transformation and specific image stim-
ulus, b) contextual information about the scene and appear-
ance of objects within it, from which information about the
existence of local distortions can be derived and c) an ap-
propriate feature representation, equivariant to the transfor-
mation in the training data. Consequently, our problem can
be defined as a pixel-wise classification of an image, where
each pixel is assigned one of three classes c, whose deci-
sion boundaries are defined by the thresholds xt− and xt+
of the two psychometric functions estimated for a given im-
age, with respect to the parameter x of the transformation
generating the stimuli I˜:
c =

0, if x < xt−
1, if x > xt+
2, otherwise
(2)
Here, xt is the value of the transformation parameter for
which the probability of detection exceeds threshold t, set
to 0.75, corresponding to the JND in 2AFC tasks. This
is the midpoint between perfect (100%) and chance (50%
for 2AFC task) performance [57]. As we capture two psy-
chometric functions per image, one corresponding to de-
creasing the pixel intensity (xt−) and one for increasing it
(xt+), their two thresholds separate the parameter space x
into three regions (Fig. 2d).
3.3. Psychometric Function Estimation
To estimate image-wise empirical psychometric func-
tions with respect to our transformation, we design a 2AFC
study using a dataset of natural images with segmented ob-
jects, where the segmentation is defined by a binary mask.
Following the approach of [15], we systematically apply
transformations with different values of x to the segmented
object. We display the original (I) and transformed (I˜)
images side by side in random order and ask observers to
identify I correctly. We repeat this for multiple values of
x and fit Weibull psychometric functions to each observer’s
responses for each image. To extract the thresholds, we es-
timate the parameter values xt− and xt+ corresponding to
a performance level of yt for negative and positive expo-
sure shifts, respectively. We then bootstrap mean thresholds
across all observers who viewed the same image. We detail
the stages of this process in the remainder of this section.
3.3.1 Experiment Design
All experiments are performed under controlled labora-
tory conditions, following the ITU BT-500 recommenda-
tion [20]. We use an Apple Cinema HD 23” monitor, cal-
ibrated to sRGB colorspace using an X-Rite i1Display Pro
Figure 2. Illustration of the 2AFC procedure used in our experi-
ments. a) For a given image I and object mask M we generate im-
ages I˜ with different exposure offsets based on the sampled value
of x. b) Example stimulus displayed to an observer. c) Observer
correctly identifies I and I˜ for x = 0.8. d) Observer response
added to their previous responses for different sampled values of
x. Symbols xt− and xt−, illustrated with orange dashed lines, in-
dicate the location of the threshold after performing psychometric
function fitting.
display calibration device. Observers are positioned 65cm
away from the display. To mitigate the confounding im-
pact of visual search on the task, particularly when differ-
ences between the images are minimal, we explicitly indi-
cate the transformed region in the image by displaying the
binary mask corresponding to the object, following [14]. To
minimize the number of experimental trials we leverage the
QUEST adaptive sampling procedure [56], using the imple-
mentation from the PsychoPy 2 library [37].
3.3.2 Observers & Stimuli
We recruit N = 120 naive observers, with a mean age of
31 (SD = 11.85), 44 of whom are female and randomly
assign them to 20 groups. Observers are screened for nor-
mal vision before participating in the experiment. Our stim-
uli dataset consists of 300 8-bit images with corresponding
object masks, randomly sampled from the LabelMe [43]
and SUN [58] datasets. These images are then evenly dis-
tributed across the observer groups. Each group views 15
unique images from the dataset.
3.3.3 Task & Experimental Procedure
In the experimental session, each observer performs re-
peated 2AFC trials for each of the 15 base images in their
allocated image sample, viewing at least 20 different varia-
tions of each base image. Observers first complete 20 trials
using a calibrating image, results for which are discarded.
In each trial observers are shown 2 images: the original im-
age I and a transformed version of the original image I˜x, the
result of exposure transformation T (I,M, x) of magnitude
x. A segmentation mask M is also displayed indicating the
target object. These images are displayed at the same time
and remain on-screen for 5 seconds. The order of I and I˜
is randomized every trial. Observers are instructed to cor-
rectly indicate I by clicking a corresponding button. After
each response, a new value of x is sampled by the QUEST
procedure [56], and the process is repeated 20 times.
3.3.4 Perceptual Threshold Estimation
For each observer-image combination, we collect binary re-
sponses y with corresponding stimulus intensities x. We
use the PsychoPy library [37] to fit a Weibull cumulative
distribution function to this data, given by
y = 1− (1− γ)e−( kxt )β (3)
and
k = −log
(
1− α
1− γ
) 1
β (4)
where x is the stimulus intensity, y is the proportion of
correct responses, γ is the performance level expected at
chance, equal to 0.5 for 2AFC tasks, α is the performance
level defining the threshold (set to 0.75, corresponding to
the JND for 2AFC), β is the slope of the function and t is the
threshold. Once we extract the threshold of this function,
we pool the threshold values across observers for that im-
age and bootstrap the mean of these thresholds, using 1000
bootstrap samples. We obtain two generalized perceptual
thresholds: xt− and xt+ for each image in our dataset.
3.4. Transformation Equivariant Representation
Learning (AET)
While object classifiers, such as models trained on Ima-
geNet, aim to achieve invariance to changes in object bright-
ness, our task explicitly uses these features to assign classes
to output pixels. Thus, transfer learning with an object clas-
sifier/detector is unsuitable for addressing overfitting with
our small dataset. Instead, we propose to first learn a task-
specific TER in an unsupervised manner, adopting the AET
approach of Zhang et al. [62], who encode a TER by
training to predict transformation parameters that describe a
transformation between two inputs. Analogously, we wish
to encode a representation that is invariant to a particular
transformation type: local exposure shifts.
3.4.1 AET: Network Architecture
We can train a convolutional autoencoder to predict the pa-
rameter of a local exposure shift applied to the input, by
mapping images containing local exposure shifts to masks
indicating their pixel-wise magnitude. To achieve this, we
develop an AET model based on the VGG16. We first con-
vert the VGG16 to a fully convolutional network [31]. Due
to the importance of contextual and multiscale information
to our task, we attach a multiscale extension, as proposed
in [26]. This introduces skip connections to the model, tak-
ing outputs after each max pooling layer in the VGG16 and
passing each through an additional convolutional branch be-
fore concatenating the output of all branches. Each branch
consists of 3 convolutional blocks. The first block contains
a 3×3, 128-channel convolutional layer with a stride setting
dependant on the scale of the input. This is 4, 2, 1, 1 respec-
tively for inputs from the first 4 max pooling layers, caus-
ing all multiscale branches outputting feature maps of equal
resolution. This layer is followed by a batch normaliza-
tion layer and a ReLU activation. The following two blocks
contain 1 × 1 convolutional layers with a stride of 1, with
128 and 3 channels respectively. They are each followed
by batch normalization and a ReLU activation. To output
masks of equal resolution to the input images, we add a
convolutional decoder to the output of the multiscale con-
catenation layer in our model. It consists of 3 blocks, each
block containing a 2× upsampling layer, followed by two
sets of convolution, batch normalization, and ReLU layers.
The first convolution in the block uses 3× 3 kernels, while
the second uses 1 × 1 kernels. See Figure 3 for a detailed
overview.
Using this architecture, we design an AET model which
shares the weights of the network between two image in-
puts, I and I˜x (Fig. 4). Activations for both inputs are
concatenated and fed to a final convolutional layer. As our
transformation can be expressed by a single scalar the final
layer of our AET is a 3×3 convolutional layer with a linear
activation, which outputs masks with resolution equal to the
input image, with a single value expressing the predicted ex-
posure shift for each pixel. This way we can train our model
to approximate pixel-wise transformations applied to an in-
put image.
3.4.2 AET: Training Data Generation
To train the AET in an unsupervised manner, we learn a
mapping between input images I˜ and output masks Y =
xM , which encode the parameter of the transformation ap-
plied to the input. I˜ contains an exposure shift applied
within the region defined by M . Each pixel in Y contains
the value of the exposure shift x applied to the correspond-
ing pixel in I˜ . This is x wherever M = 1 and 0 elsewhere
(Fig. 4). During training, we dynamically sample images
I and corresponding masks M from the MSCOCO dataset
[28]. As some images in MSCOCO contain multiple masks,
we randomly select one of them, provided its area is larger
Figure 3. Architecture of our VGG16-based convolutional autoencoder used in the perceptual threshold learning task. The network is based
on a FCN adaptation of the VGG16. See Section 3.4 for a detailed description of the architecture.
Figure 4. Unsupervised AET architecture consisting of a VGG16-
based convolutional autoencoder with weights shared across two
inputs. Activations for both inputs are then concatenated and fed
to a final convolutional layer with a single channel output. The
output masks encode the parameter of the transformation for each
pixel.
than 1%. We then apply exposure shifts by sampling the
transformation parameter x and scaling the luminance chan-
nel of I after conversion to Lab colorspace:
I˜L = 2
xIL M + IL  (1−M) (5)
where x is a scalar sampled from a base-2 log-uniform dis-
tribution spanning (log2(0.1), log2(10)), IL is the lumi-
nance channel of the original image I after conversion from
RGB to Lab colorspace, M is the alpha mask and  is
the Hadamard product. We clip the pixel values of pro-
cessed image to the range (0.0, 1.0), convert back to RGB,
rescale to 0.0 mean and unit variance, reshape images to
(224, 224, 3) and feed both I and I˜ to the two inputs of the
AET (as in Fig. 4). The output of the network is a mask Yˆ
approximating the parameter of the transformation at each
pixel of the input image.
3.4.3 AET: Objective & Optimizer Details
We train our model using the Adam optimizer [22]. We use
default values for all parameters, aside from the learning
rate, which is controlled using a cosine annealing sched-
ule [32]. The minimum and maximum learning rate in
the annealing schedule are set to 1e−6 and 1e−4, respec-
tively. The learning rate cycles between these values over 5
epochs, after which the maximum learning rate is reduced
to 90% of its value, and the cycle is repeated for 1.5× as
many epochs. We train the AET for 90 epochs, minimizing
the mean squared error (MSE) loss between Yˆ and Y . We
use the model with the lowest validation error as the back-
bone for the Perceptual Threshold Classifier.
3.5. Perceptual Threshold Classifier (PTC)
3.5.1 PTC: Network Architecture
To detect perceptually suprathreshold transformations in
images, we utilize the pre-trained AET architecture de-
scribed in Section 3.4, extract the encoder and decoder
shown in Figure 3 and replace the final single-channel con-
volutional layer of the decoder with a spatial dropout layer
with a dropout probability of 75%, followed by a 3-channel
convolutional layer with a softmax activation.
3.5.2 PTC: Training Data Generation
Using thresholds obtained in our experiments, we devise a
data generation method which dynamically applies random
exposure transformations to the images used in our 2AFC
experiment and generates corresponding categorical masks,
based on whether the parameter of the transformation x ex-
ceeds one of the two empirical thresholds estimated for a
given image. When x exceeds a threshold, any pixels af-
fected by this suprathreshold transformation are assigned
c = 0 (negative suprathreshold exposure shift) or c = 1
(positive suprathreshold exposure shift), following Equa-
tion 2. The last channel of the target image corresponding to
c = 2 is conceptually similar to the background class in se-
mantic segmentation models. It indicates pixels that do not
belong to any of the foreground classes. In our case, these
are pixels unaffected by a suprathreshold transformation.
We use a 90%-10% training/validation split. The shape of
the target mask is (224, 224, 3), containing one channel per
class. During training, we use a data generator constrained
to ensure a balanced class distribution in each minibatch.
Specifically, for each batch we sample x from three ran-
dom distributions whose ranges are defined by the percep-
tual thresholds for a given image:
x ∈ R :

(log2(0.1), xt−), if x < xt−
(xt+, log2(10)), if x > xt+
[xt−, xt+], otherwise
(6)
The distribution for c = 2 is log-uniform, whereas the
distributions for classes 0 and 1 are exponential distribu-
tions biased towards values of x lying close to the thresh-
olds xt− and xt+ respectively. These three values of x are
then used to create three processed images and correspond-
ing target masks Y , one for each class. For larger batch
sizes we simply sample multiple images for each class. To
improve generalization, we apply image augmentation, lim-
iting to zooming, rotation, and cropping in order not to af-
fect relative pixel intensities. We perform horizontal and
vertical flipping with 50% probability, as well as random
scaling and cropping in the range 110-150% and with 50%
probability.
3.5.3 PTC: Objective & Optimizer Details
We follow the optimization approach from Section 3.4.3
with minor changes. Firstly, we select a loss function ap-
propriate for pixel-wise classification with an imbalanced
dataset. In most images in our dataset the background
class occupies more pixels than either of the suprathreshold
classes, we handle this imbalance by reducing the contribu-
tion of easy classification examples to the loss using focal
loss [27]. We also experiment with freezing different sec-
tions of our backbone network in order to maximize gener-
alizability. We train our models with a batch size of 12 until
convergence using early stopping to cease training when no
improvement in validation loss is seen for 400 epochs. For
evaluation, we select the model which maximizes the vali-
dation mean intersection-over-union measure.
4. Results & Discussion
4.1. Perceptual Threshold Estimation
In our 2AFC study, we obtained a total of 41725 unique
responses, with an average of 23.14 responses per observer
per image. Observers took on average 2.65s per response.
A total of 590 mean thresholds for 295 images were cal-
culated after fitting psychometric functions, bootstrapping
and removing outlier thresholds beyond 3 standard devia-
tions (Fig. 5). The means of the resulting threshold distribu-
tions were xt− = −0.2478 and xt+ = 0.2280 for negative
and positive thresholds respectively. On average, perceptual
thresholds were lower for highly-textured and bright ob-
jects. We found significant correlations between the mean
luminance of target objects and corresponding mean thresh-
olds. For negative offsets the Pearson product-moment cor-
relation coefficient was r = .25 p ≤ .001 and r = −.39
p ≤ .001 for positive offsets. We found a similar correlation
between the standard deviation of object luminance values:
r = .30 p ≤ .001 for negative and r = −.45 p ≤ .001 for
positive offsets. No significant correlations between percep-
tual thresholds and target object areas were observed. How-
ever, we note that the highest perceptual thresholds in our
results were observed in images with very small objects. In
post-test discussions, observers reported selecting specific
parts of objects to inform their decisions, these were com-
monly high-contrast regions near target object boundaries.
4.2. Perceptual Threshold Learning
Since no previous work has addressed the problem of
perceptual threshold approximation, we cannot compare
our model’s performance to existing solutions. Instead to
evaluate the validity of our approach we perform 5-fold
cross-validation, reporting average MSE between the pre-
dicted and ground truth thresholds for our validation set.
We first develop a psychometrics-inspired method for find-
ing our model’s decision boundary, which will serve as a
threshold to be compared against empirical thresholds from
our experiments. This is done by calculating the soft F1
score for each of the two suprathreshold classes between the
ground truth mask and model prediction for a range of val-
ues of x and placing a threshold at the point when F1 score
Figure 5. Empirical thresholds collected in our experiment
Figure 6. Illustration of how change in F1 score between predicted and ground truth (not shown here) masks is used to estimate our model’s
decision boundary. The top row shows input images, the middle row shows model prediction softmax probabilities with red for detected
negative offsets (class 0), green for positive offsets (class 1) and blue for no offset. The bottom row shows class-wise F1 scores for classes
0 and 1. More examples can be found in supplementary materials.
Figure 7. Example of a) Over-exposure resulting from flash or spot
lighting in the original image b) both the original over-exposure
green) and manually applied underexposure (red) are detected by
our model c) mask showing area where negative exposure shift is
manually applied
becomes nonzero. In our experiments we use F1 = 0.1, see
Figure 6 for an illustration of the soft F1 score as a function
of exposure shift. More visual examples can be found in the
supplementary materials.
To evaluate the relevance of features learned by the AET,
we perform this analysis for a range of fine-tuning regimes,
where different parts of the model are frozen before train-
ing. The results of this experiment can be seen in Table 1.
Overall, our results indicate the benefits of adopting both
the AET and multiscale extension, particularly considering
the performance increase afforded by freezing the entire en-
coder and only fine-tuning the decoder. The model’s per-
formance drops significantly when the pre-training stage is
omitted or when all layers of the pre-trained model are al-
lowed to be fine-tuned.
5. Conclusions, Limitations and Future Work
We have presented a novel methodology for the detec-
tion of local suprathreshold image transformations based
on approximating the function performed by an observer.
This is achieved by training a fully convolutional image
classifier and conditioning its class decision boundaries us-
ing a data generation scheme based on empirical perceptual
thresholds corresponding to JNDs. We find that the thresh-
old distributions generated by our model approximate the
empirical threshold distributions from our experiments. We
Freeze Up To Layer MSE both MSE xt− MSE xt+
no freeze 3.9690 3.5716 4.3664
block1 pool 0.3028 0.2618 0.3442
block2 pool 0.2098 0.2188 0.2000
block3 pool 0.1895 0.1633 0.2161
block4 pool 0.2350 0.2025 0.2681
block5 pool 0.1335 0.1624 0.1046
concatenate 0.1148 0.1307 0.0978
Table 1. Cross-validation results: Average mean squared valida-
tion errors between ground truth thresholds and model predictions
are given in exposure stops. Individual errors for positive and neg-
ative exposure offsets are shown in the rightmost two columns.
Errors in each row are a result of freezing progressive parts of the
pre-trained AET backbone.
also confirm that adopting the unsupervised AET approach
achieves consistently lower errors than training directly on
the empirical data without pre-training. Our method can be
applied to a range of local distortions or transformations,
such as color shifts, blur, aliasing or subsampling, as long
as they can be represented by a transformation and mask.
Aside from transformations applied manually, our model
detects pre-existing over-exposure in our validation set (see
Fig. 7). Our results are constrained by the 8-bit dynamic
range of images used in our study and the inherent biases
associated with individual observers. However, they show
that using CNN architectures and an AET unsupervised pre-
training strategy if an efficient method of detecting local
transformations in images. While a further detailed study
and fine-grained optimization are required to maximize per-
formance, our methodology is effective at approximating
perceptual thresholds with respect to a local image trans-
formation. We are currently performing an extended study
of our approach against different backbone architectures,
training regimes, and optimization strategies. We also in-
tend to apply our methodology as the first stage in automatic
composite quality improvement.
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