A meta-analysis of the A-not-B error was conducted using logistic regression on studies conducted before September 1997 (107 data points). An earlier meta-analysis by Wellman, Cross, and Bartsch revealed that age, delay between hiding and retrieval, and number of hiding locations were significant predictors of both the proportion of infants who searched correctly on B trials and the proportion of infants who searched perseveratively. The current analysis replicated these findings with two exceptions: (1) The number of trials at the A location was a significant predictor, and (2) the number of locations was a significant predictor of the proportion of infants who searched perseveratively, but not the proportion of infants who searched correctly. Implications of these findings are discussed and a quantitative version of a hierarchical competing-systems model of infant search is proposed.
INTRODUCTION
The standard A-not-B search task (Piaget, 1954 ) is a variant of the delayed-response paradigm introduced by Hunter (1913 Hunter ( , 1917 to study the effects of delay on search behavior in human infants and nonhuman animals. In a delayed-response task, an object is conspicuously hidden in one of several locations according to a random schedule, and then, after a delay, the animal is allowed to search for it. In the A-not-B task, typically used with human infants, the number of hiding locations is usually restricted to two, and after a certain number of trials at one location (A), the object is hidden at the other location (B). Incorrect search at location A on B trials is termed an A-not-B, or perseverative, error.
Piaget used the A-not-B task to demonstrate the fragile nature of Stage IV infants' understanding of object permanence. However, contemporary researchers have recognized the utility of the paradigm as a measure of a wide range of cognitive and motoric abilities. Although some theorists have followed Piaget in proposing that the error is caused by conceptual difficulties such as a failure to understand specific properties of the desired object (e.g., Gratch, Appel, Evans, LeCompte, & Wright, 1974; Harris, 1983) , others have emphasized basic cognitive processes such as deficits in short-term memory (e.g., Cummings & Bjork, 1983a , 1983b , the combination of memory deficits and lack of inhibitory control (e.g., Diamond, Cruttenden, & Niederman, 1994) , or means-end behavior (e.g., Baillargeon, Graber, Devos, & Black, 1990; Diamond, 1991) . In addition, some theorists have suggested that there is no need to implicate underlying cognitive processes at all, preferring instead to discuss perseveration in terms of the repetition of motoric schemes (e.g., Thelen & Smith, 1994) . Thus, the A-not-B paradigm has provided a forum for research on infants' conceptual, mnemonic, inhibitory, and/or motoric abilities. Since Piaget's seminal observations, a large number of studies have focused on manipulations that affect the likelihood of observing the A-not-B error. However, in several of these studies, the standard paradigm has been modified substantially. For example, to separate random from perseverative errors, researchers have used multiple hiding locations (e.g., Bjork & Cummings, 1984) . This modification further necessitated changes to the hiding procedure that ensured that all hiding locations were covered simultaneously (see Diamond et al., 1994) . Researchers have also varied the distance between hiding locations (e.g., Horobin & Acredolo, 1986 ) and the distinctiveness of hiding locations (e.g., Harris, 1974, Exp. 2) . Additionally, multi-step retrieval procedures (e.g., Marcovitch, 1996; Zelazo, Reznick, & Spinazzola, 1998) have been used to elicit perseveration in children at older ages (e.g., as old as 28 months).
These differences in task presentation make it difficult to compare findings across studies without the use of statistical methods. Over a decade ago, Wellman, Cross, and Bartsch (1986) conducted a meta-analysis of results from 30 studies (standard multi-location analysis). The meta-analysis indicated that age, the length of delay between the hiding event and search, the number of hiding locations, and the distinctiveness of hiding locations all influence infants' search, whereas the number of A trials and the distance between hiding locations do not. Results regarding each of these variables constrain models of cognitive and behavioral development in infancy and early childhood.
For example, consider the finding that infants are more likely to make the A-not-B error as the delay increases. Longer delays should place greater demands on memory, so age-related changes in search may reflect improvements in short-term memory, both in terms of total capacity of the memory store and in terms of the duration of the memory trace. This conclusion is consistent with the results of individual studies. For example, Diamond (1985) has shown that as age increases, so does the length of delay required to commit perseverative errors on the A-not-B task.
The number of hiding locations and the distinctiveness of the hiding locations are also relevant to memory. Wellman et al.'s (1986) finding that an increase in the number of hiding locations increases the likelihood of correct search is difficult to explain in terms of memory models of A-not-B search (e.g., Goldman-Rakic, 1987 ). These models would presumably predict that an increase in the number of locations would increase the memory demand. On the other hand, the finding that the use of distinctive hiding locations leads to better search performance is consistent with the suggestion that the task assesses memory, because the use of distinctive hiding locations should attenuate memory demands. Wellman et al.'s (1986) finding that the number of A trials does not predict infants' search behavior is surprising from the perspective of research on habit formation. In his Law of Exercise, Thorndike (1921) stated that repetition of a behavior under a set of conditions increases the probability that the behavior will be elicited under the same conditions in the future. Williams (1938) further demonstrated that the number of responses that rats required for extinction of a reinforced response increased as a function of the number of reinforcements. Finally, Hull theorized that -habit strength increases up to a maximal asymptote as the reinforcements increase‖ (Hull, Felsinger, Gladstone, & Yamaguchi, 1947, p. 239) . In the context of the A-not-B task, each rewarded response to location A should increase the tendency to search at that location. On B trials, this tendency would be in conflict with representational information that encourages search at the B location (e.g., Diamond et al., 1994; . If this were the case, then in the A-not-B task, infants may be unable to inhibit the tendency to search at location A. Age-related changes in search may reflect the growth of an inhibitory mechanism (e.g., Dempster, 1992; Diamond, 1991; Harnishfeger & Bjorklund, 1993) . However, if performance on B trials is independent of the number of A trials, then there may be no need to implicate inhibitory processes (see Harris, 1986) , and several approaches to infant search (e.g., Diamond et al., 1994; ) may need to be revised.
The theoretical importance of research on A-not-B search has sustained interest in the task in recent years (e.g., Hofstadter & Reznick, 1996; Smith, Thelen, Titzer, & McLin, 1999) and justifies further attempts to comprehend the myriad findings in this area. In this article, we present the results from a new meta-analysis that included studies conducted during the past decade. Moreover, we made use of techniques designed to improve on previous meta-analytic methodology. Specifically, the meta-analysis that we conducted was done using logistic regression in conjunction with cross-validation. Wellman et al. (1986) used linear regression to analyze the data in their meta-analysis. This analysis assessed the influence of several variables on the proportion of children who made a perseverative error and the proportion of children who searched correctly on the first B trial. However, because proportional data are bounded (i.e., all data points must be between 0 and 1), the unbounded linear function may be inappropriate. For extreme values of an independent variable, the slope of the regression line changes to accommodate the data. On the other hand, logistic regression (Neter & Wasserman, 1974) offers an alternative to linear regression that is amenable to proportional data because the logistic function is bounded (i.e., the function is only defined between 0 and 1). The logistic function, L(x), is:
The function's characteristic S-shaped curve allows it to accommodate extreme data points (see Discussion).
In the current analysis, the logistic regression was performed using a simple connectionist network with a backpropagation learning algorithm (Rumelhart, Hinton, & Williams, 1986) . There are several advantages to conducting logistic regression analyses via a connectionist network rather than using a statistical package. The primary advantage lies in the ability to control for the complexity of the model and thus increase its generalizability, as will be discussed later. Most statistical packages use the conventional -sum of squares‖ to calculate the error term. However, for proportional data, it may be more appropriate to calculate the error term using less conventional functions (see Method). The back-propagation network has the advantage of allowing for the specification of any error term function. Finally, given that connectionist networks are increasingly common in the cognitive and developmental literature, they provide a convenient tool for regression analyses.
The network that we used consists of input nodes (the predictor variables), one output node (the computed value dependent variable), and the connections, or weights, between them. The network calculates the output by summing the input strengths (i.e., the multiplication of each input node with its respective weight). The output is the logistic of the calculated sum. The computed output is compared to the actual value of the dependent variable, and an error is established. The weights are initially random, but as the network encounters the set of data points, the weights change so as to minimize error. When error is at a minimum, the values of the weights are considered to be the regression coefficients (see Method for details). Note that if instead of using a logistic function we allowed the computed output to be only the sum of the input strengths, then this would be linear regression (i.e., the dependent variable would equal the sum of each predictor variable multiplied by its coefficient).
The primary objective in regression analysis is to determine the coefficients that best describe general trends in the data. The most appropriate regression curve is the one that accounts for the most variability in the data in the most parsimonious fashion. This curve should be able to predict results from novel data points more reliably than all other possible curves. This concept is known as generalizability.
A common problem with regression analysis is the lack of generalizability that results from overfitting the curve to the data; that is, finding coefficients that predict the relevant data set but do not generalize to other data. The strategy we used to test for generalizability was cross-validation. This involved holding back a subset of the data (i.e., the test set), conducting the regression on all data points except for those that were held back (i.e., on the training set), and then testing the generalizability of the regression curve on the test set (for further information on model validation, see Neter, Wasserman, & Kutner, 1990) .
Another technique used to maximize generalizability in connectionist models is the minimization of complexity. Simply put, the more connections a network has, the more complex (and less generalizable) the network. A decay parameter can be introduced that will lower the weights proportionally to the inactivity of the connection. The result will be the nullification of infrequently used connections (see Method for details), which leads to a less complex and, therefore, more generalizable model.
The updated data set was subjected to a logistic meta-analysis. For the purpose of comparison, Wellman et al.'s (1986) -standard multilocation‖ data set was also analyzed, and both data sets were analyzed using both logistic and linear regression. The standard multilocation data set was chosen because the criteria for inclusion were most similar to the criteria chosen for determining inclusion in the current analysis. The results from these analyses were then used to motivate a comparison of alternative competing-systems models of infant search.
METHOD
Meta-analyses were conducted on two data sets. One data set, hereafter referred to as the original data set, was identical to the set used in Wellman et al.'s (1986) standard multilocation analysis. The other data set, hereafter referred to as the updated data set, was gathered according to slightly different criteria and included all relevant studies that were available when this article was prepared (September 1997) . Both data sets were subjected to linear and logistic regression.
To increase the validity of the meta-analysis, it was necessary to establish criteria to determine the acceptability of particular studies. The criteria established by Wellman et al. (1986) for the standard multilocation analysis are presented in Table 1 . These criteria were slightly modified to create the updated data set. The modifications were designed to eliminate search conditions in which methodological departures from the standard task might change the fundamental nature of the task. For example, we eliminated studies that used invisible hiding trials because in these cases infants had no information about the current location of the object and might respond randomly regardless of delay. See Table 2 for a list of the modifications to Wellman et al.'s criteria.
Once criteria were established, the next step was to compile the data for the current analysis. Several techniques were involved in the compilation of the updated data set. First, literature searches were conducted using keywords such as -A-not-B error,‖ -object permanence,‖ -perseveration,‖ and -infant search.‖ Second, programs from recent conferences (Society for Research in Child Development, 1995 Development, , 1997 International Conference on Infant Studies, 1996) were examined in an attempt to locate as-yet-unpublished studies involving the A-not-B paradigm. Finally, researchers who were known by us to have done recent work with the paradigm were contacted. In several cases, authors were contacted to disambiguate admissibility requirements. For studies prior to 1986, we compiled a list of data points similar to that of the original data set. Table 3 lists the 58 conditions used in the original data set, along with the 11 conditions that were deleted for the purpose of the updated data set. Table 4 lists the 60 additional conditions (including 15 conditions prior to 1986) that produced the 107 conditions in the updated data set.
The six predictor variables tested in the current analysis of the updated data set were: age, number of hiding locations, distance between locations, delay between hiding and search, number of A trials, and whether or not the covers or backgrounds were distinct. Table 5 gives the mean, standard deviation, and ranges for each variable in the current analysis. Where applicable, these statistics are also listed for the variables used in the analysis of the original data set. As a control, a dummy variable that consisted of random numbers was assigned to each data point. Control variables are necessary to ascertain that results from the meta-analysis are not due to chance outcomes. In the analysis of the original data set, only the variables tested by Wellman et al. (1986) were tested (i.e., age, delay, number of locations, and number of A trials).
Following Wellman et al., the dependent measures for both data sets were the proportion of infants searching at B (correct) on the first B trial, and the proportion searching at A (perseverative) on the first B trial. There is a logical dependency between these two variables because a perseverative error is necessarily incorrect. It is not an absolute dependency, however, because incorrect search is not necessarily perseverative when more than two hiding locations are used. Nonetheless, there would be some redundancy if both measures were reported separately without correcting for the overlap. To address this issue, a first analysis was done using the proportion of infants searching correctly as the dependent variable. Then, a second analysis was done using the proportion of infants searching perseveratively, but for these analyses, the proportion of infants searching correctly was used as a predictor variable. Thus, any variables found to be significant predictors of the proportion of infants who searched perseveratively would be variables that predict perseverative search above and beyond correct search.
The analyses were conducted using a neural network with a back propagation learning algorithm (Rumelhart et al., 1986) . The input strength (x) was the sum of each input value multiplied by its respective weight, that is x = Σ j (input j ) x w j . The computed output (y) was: y = x for the linear analysis, and y = L(x) (see Equation 1) for the logistic analysis. The input units corresponded to the independent variables and a bias unit (i.e., a unit with value fixed at 1). All input values were normalized; that is, the z score rather than the raw score was used as the input. To obtain a measure of error, the value of the computed output was compared with the value of the dependent variable. Prior to each analysis, all weights were randomized. Furthermore, no hidden units were used in any of the analyses.
1
Linear regression. The linear analysis was intended to mimic the meta-analysis conducted by Wellman et al. (1986) . Thus, techniques that might be used to improve generalizability of the model, such as cross-validation and minimizing complexity cost, were not used. For the linear analysis, the error function to be minimized was: E = Σ1/2(d -y) 2 , where y is the computed output and d is the actual proportion (that is, proportion of infants searching correctly on the first B trial or proportion of infants searching perseveratively on the first B trial). The final weights were the linear coefficients for the normalized data.
If the value of a coefficient was zero, we assumed that the variable did not play a role in predicting the dependent variable. To determine whether the coefficients were significantly different from zero, a bootstrapping method was employed. That is, for each data set in each analysis, 20 additional sets were created by random selection with replacement. These sets contained as many data points as the original set. For example, in the original data set, which consisted of 58 data points, all 20 additional sets also contained 58 points. By conducting the analysis on each of the additional data sets, 20 estimates for each weight were generated. After all 20 additional sets were analyzed, the sample mean and the sample standard deviation of the weight estimates were calculated. If zero did not lie within two sample standard deviations of the sample mean, then the value of the weight was judged to be significantly greater than (or less than) zero and the variable was considered to be a significant predictor.
2 The analysis was then conducted on the original data set using only the significant predictor variables. The use of this method guards against the possibility of the network converging at a local, rather than the absolute, minimum. Multiple simulations at different initial random weights diminishes the effect, if any, of local minima.
Logistic regression. The logistic analysis was intended to be a statistical improvement on previous analyses. In that vein, other methodological improvements designed to promote the generalizability of the model were also implemented, including cross-validation and minimizing complexity cost.
The logistic network was identical to the linear one, with two exceptions. First, a logistic instead of a linear function was used to compute the output. Second, a different error function was minimized, namely:
Recall that d is the actual proportion (proportion of infants searching correctly or proportion of infants searching perseveratively), while y is the computed output. This error function, which is only defined when y > 0, interprets the outputs as probabilistic decisions, and thus is particularly amenable to proportional data (see van Camp, 1996) . Note that while this error function is preferred for proportional data, it cannot be used with linear regression because the computed output for the linear regression is not always greater than zero.
The first step involved in our logistic analysis was to hold back data for the purpose of cross-validation. Eight subsets of the original data set and 10 subsets of the updated data set were created with the following restrictions: Each subset contained approximately equal numbers of data points, with every data point randomly assigned to one and only one subset. For each subset, the model was trained on the complete data set minus the subset (i.e., on the training set), and subsequently tested on the subset (i.e., on the test set). The error term that resulted from the test set provided an index of generalizability for the model (i.e., the lower the error term, the more generalizable the model).
Cross-validation in conjunction with minimizing complexity cost can produce a model that maximizes generality. Minimizing complexity cost is achieved by introducing a -weight decay‖ parameter (λ) into the model. The larger the value of λ, the more likely it will nullify small weights, allowing the model to have fewer connections (i.e., to be less specialized) and therefore to be more generalizable. By changing the parameters, it is possible to find the value of λ that will lead to the most generalizable model, as determined by the error term of the test set. For each training set, different values of λ were introduced. The error terms for all test sets were summed to give a total error term for the data. The value of λ at which the total error term was at the minimum was deemed to produce the most generalizable model.
Once the value of λ was established, the bootstrapping method described earlier was used to determine which variables were significant predictors of the dependent variable. After the significant predictors were discovered, the network was rerun with the complete data set, the appropriate λ, and only the significant independent variables as inputs.
RESULTS
Original data set. Our first goal was to replicate the findings from Wellman et al.'s (1986) meta-analysis. To do so, we analyzed the standard multilocation data set (see Table 3 ), and tested the same predictors as did Wellman et al.: age, delay, number of locations, and number of A trials. However, instead of using year of publication as a control variable, we assigned random numbers to each data point. Wellman et al. (1986) found that age, delay, and number of locations were significant predictors whether the dependent variable was the proportion of infants who perseverated or the proportion of infants who were correct on the first B trial. The regression lines from the 1986 analysis were: 
The linear analysis that we conducted on the original data set, using proportion of infants who searched correctly as the dependent variable, confirmed Wellman et al.'s (1986) results; that is, age, delay, and number of locations were all significant predictors. An increase in age or the number of locations increased the proportion of infants who were correct on the first B trial, while longer delays decreased it. However, when the dependent measure was the proportion of infants who searched perseveratively at B, age, number of locations, and correct behavior were found to be significant predictors. Thus, age and number of locations predicted perseverative behavior above and beyond what they predict for correct search. The regression lines from our analysis were: 
Logistic analysis on the updated data set extended the general conclusions of the linear analysis. When the dependent variable was the proportion of infants who searched correctly, distance between locations was found to be a significant predictor (in addition to age, delay, and number of A trials). For the proportion of infants who searched perseveratively, age, delay, number of locations, and distance between locations were found to predict perseveration above and beyond correct behavior. 
DISCUSSION
In their meta-analysis of the A-not-B error, Wellman et al. (1986) found that only age, delay, and number of locations were reliable predictors of infants' performance on the A-not-B search task. Our aim was twofold: to update the Wellman et al. data set by adding recent studies, and to introduce methodological improvements to the meta-analytic technique. The latter aim was achieved in three ways. First, additional admissibility criteria were established so as to include a more homogeneous set of studies. Second, we used a logistic function, which is more suitable for proportional data. Third, data were held back in order to test the generalizability of the model. The superiority of logistic regression for the analysis of proportional data can be seen in Figure 1 , where the simple case of univariate regression is illustrated. Recall that the linear function is unbounded. The upper left panel of Figure 1 depicts the proportion of infants who search correctly on the first B trial as a function of age (measured as a z score). The addition of extreme data points, specifically the ages reported by Wishart (1987) , which ranged from 45 to 47.5 months, changes the slope of the regression line drastically as shown in the upper right panel of Figure 1 . However, the bounded logistic function, with its characteristic S-shaped curve, accommodates extreme data points, as can be seen by the lower panels of Figure 1 .
Although in general the linear and logistic regressions identified the same predictors, logistic regression appeared to be more sensitive. For the updated data set, additional variables were found to be predictors of both correct and perseverative behavior (compare Equations 9 and 10 with Equations 11 and 12). Also, the theoretical advantage of logistic regression is evident in the quantitative differences in the results. For example, when the dependent measure was the proportion of infants who searched correctly (Equations 9 and 11), the coefficient for age is relatively small for linear regression (.01) versus logistic regression (.21). This is probably due to the inclusion of extreme age scores in the updated data set (e.g., those from Wishart, 1987) . The logistic analysis provides a more appropriate fit to the data and thus yields a more accurate estimate of the relative strength of each predictor variable.
The predictor variables did vary depending on whether correct search or perseveration was used as the dependent measure. In the first set of analyses, which examined the proportion of infants who searched correctly, interpretation of these regression functions is straightforward: The presence of a given variable indicates that its effect is nonzero, and the coefficient of the variable describes both the direction of the effect and its relative strength. In the second set of analyses, however, interpretation of the regression functions can be complicated. In these analyses, the proportion of infants who searched correctly was used to predict the proportion of infants who searched perseveratively, in an attempt to discover the unique influence of the independent variables on perseverative behavior above and beyond correct behavior. Several things should be noted. First, the absence of a variable does not necessarily imply that the variable does not predict perseverative behavior; rather it implies that it does not predict perseveration over and above any predictions of correct behavior. So, if a variable predicts correct behavior (e.g., Equation 9, A trials) but not perseverative behavior (e.g., Equation 10, no A trials), this implies that the variable trials predicts perseverative behavior to the same degree that it predicts correct behavior. 3 Second, the presence of a variable implies prediction of perseverative behavior to a degree different than the prediction of correct behavior. This difference can be qualitative and/or quantitative. If the variable is not a significant predictor of correct behavior but is a significant predictor of perseverative behavior (e.g., number of locations in the updated data set, see Equations 11 and 12), then this difference can be called qualitative. This implies that the variable predicts perseverative, but not correct, behavior. However, if the variable is a significant predictor of both correct and perseverative behavior, the difference can be seen as quantitative (i.e., the variable's prediction of correct behavior does not entirely capture the variable's prediction of perseverative behavior).
Quantitative differences could arise for two reasons. First, the reason may be psychological in nature. For example, consider the effect of age. In the updated data set using logistic regression, age was found to predict correct behavior (+.21, Equation 11) to a different degree than perseverative behavior (-.02 beyond the prediction of correct behavior, Equation 12). One could argue that this difference reflects a meaningful developmental process. As infants age, they make more correct choices, and thus fewer overall errors (Equation 11). The age-related decrease in the likelihood of making perseverative errors, as opposed to nonperseverative errors (Equation 12), may indicate that when older infants do err, their errors are more likely (relative to younger infants) to reflect inattention than lack of inhibition. In other words, this quantitative difference may reflect a developmental change in the basis of infants' errors and thus might usefully be explored in future research.
The other reason a quantitative difference may arise is statistical in nature. Although the two dependent measures were logically dependent, they were not perfectly dependent, which would likely lead to slightly different regression coefficients due to chance alone. That is, even with no further psychological explanation, it is possible to find variations in predictive strength due to chance. In these situations, however, the differences between the coefficients should be small. In summary, a quantitative difference may reflect meaningful developmental processes, random variation, or both. To disambiguate the cause for any difference, one must consider the magnitude of the difference.
Original data set. Both linear and logistic regression on the original data set revealed that age, delay, and number of locations were significant predictors of infants' search when the dependent measure was the proportion of infants who searched correctly. However, age and number of locations predicted the proportion of infants who searched perseveratively beyond what these variables predicted about correct search behavior. For both variables, the difference between regression coefficients is quantitative.
Linear regression on the original data set (correct) was intended to be a replication of the Wellman et al. (1986) meta-analysis, and thus we would expect similar, if not identical, regression lines. It is clear by comparing Equation 3 to Equation 5 that there are quantitative differences between the regression lines (although the significant predictor variables were the same). The differences between the regression lines may be due to Wellman et al.'s arc sine transformation of the dependent variable (see Wellman et al., . However, the regression lines that they report (Equations 3 and 4) cannot be interpreted directly, in part because the authors do not provide information regarding the units that were used for each variable, and do not indicate whether the data were re-transformed. For example, if the plausible values of age = 9 (months), delay = 3 (s), and locations = 2, are substituted for the variables in Equation 4, then the predicted proportion of infants who search correctly is 10.97, which is an impossible result. Even if the dependent variable is assumed to be the arc sine of the proportion of infants who search correctly-that is-arc sine(correct) = 10.97-then the predicted proportion of infants who search correctly is -1.00, which is also an impossible result. Due to the ambiguities concerning the Wellman et al. regression lines, we are reluctant to speculate on the nature of the differences between their findings and the results of our re-analysis of the original data set.
Updated data set. The linear analysis on the updated data set revealed that age, delay, and number of A trials were significant predictors of the proportion of infants who responded correctly on the first B trial. In addition to these variables, number of locations and delay were also found to be significant predictors when the dependent variable was the proportion of infants who responded perseveratively on the first B trial. Although the effect of delay was a relatively small, quantitative difference, the effect of number of hiding locations was a larger, qualitative difference. This implies that the number of hiding locations predicts perseverative, but not correct behavior. The logistic analysis on the updated set yielded similar results, with a few exceptions. In this analysis, distance was also a predictor of both correct search behavior and perseverative behavior.
The finding that age and delay were significant predictors of infants' search behavior on the first B trial was consistent with Wellman et al.'s (1986) conclusions. The results from studies that were specifically designed to assess the influence of these factors confirm these findings. For example, Sophian and Wellman (1983, Exp. 1) tested 9-and 16-month-old infants and found that with all other factors held constant, as age increased so did the proportion of infants who searched correctly on the first B trial. Similarly, Gratch et al. (1974) varied delay between hiding and search and found that as delay increased, the proportion of infants who searched correctly decreased.
On the basis of their analyses, and confirmed by our analyses using their data set, Wellman et al. (1986) concluded that number of A trials did not predict the outcome on the first B trial. Researchers, however, have typically used a small number of A trials. Thus, nearly all of the data points have three or fewer A trials (41 of 58 for the Wellman et al. data set, 90 of 107 for the updated data set). Because of the low number of A trials in studies used in the sample, it is possible that 58 data points were not sufficient to reveal an effect of number of A trials.
Direct tests of the effect of number of A trials have been promising. Landers (1971) presented infants with either low active experience (two A trials) or high active experience (8 or 10 A trials). Two measures were reported: the proportion of infants who perseverated, and the error run, which is the number of B trials needed until a criterion of a single correct response was met. The proportion of infants who perseverated on the first B trial was .71 for low active experience, and .86 for high active experience. Furthermore, 9-monthold infants given two pre-switch trials had a median error run of 1.5 trials (range = 0-8 trials) and those given eight or ten pre-switch trials had a median error run of 6.5 trials (range = 0-21 trials). Both measures suggest that there may be an effect of A trials; however, the error run may be more sensitive to any effects because it is a quantitative measure of habit as opposed to a categorical one. Wellman et al. (1986) also concluded that as the number of locations increased, the proportion of infants who searched perseveratively decreased, while the proportion of infants who searched correctly increased. This implies that with three or more hiding places, infants perseverate less because they search correctly at B more often. In our analyses on the updated data set, however, both linear and logistic regression revealed that as the number of locations increases, the proportion of infants who search perseveratively decreases, but the proportion of infants who search correctly does not change. This finding is also supported by the magnitude of the quantitative differences for the location variable in the original data set (.12 for linear, .74 for logistic). The magnitudes of these coefficients are much larger than the other quantitative differences reported. Thus, we can be reasonably confident that this difference is due to underlying psychological processes as opposed to random variation. These results imply that with three or more hiding places, infants perseverate less because they search at alternative locations (neither A nor B) more often.
Several explanations may account for this finding. One possibility is the -null account,‖ which states that perseverative errors are merely an artifact of the two-location paradigm (see Bjork & Cummings, 1984) . On any A-not-B task, infants will either search correctly or incorrectly. If there are more than two locations, the incorrect responses will be randomly distributed among all the incorrect locations (including A). As a result, the proportion of infants who perseverate diminishes with the increase in number of locations; however, the proportion of infants who are correct will not change.
Another possibility is the -competing-systems‖ account, which is broadly consistent with a number of models in the literature (cf. Diamond, 1991; Luria, 1961; Munakata, 1997; Thelen & Smith, 1994; Zelazo & Frye, 1997; . One version, outlined by Marcovitch (1996) and , assumes that two hierarchically organized dissociable systems are involved in search tasks: a response-based system and a conscious representational system that has the potential to control the response-based system. The responsebased system is activated by motor experience and the influence of the system is directly proportional to the number of reaches made to a particular location, consistent with findings from research on association learning (Hull, 1943) and skill acquisition (Anderson, 1993) . On the other hand, the representational system is activated by the infant's conscious representation of the location of the hidden object (see , for further discussion). The relative influences of the two systems determine the infant's behavior and, with age, the influence of the representational system increases. On the A trials, the two systems work in concert (i.e., both systems guide the infant toward location A). On the first B trial, however, the two systems will be in conflict and the response-based system guides the infant toward A while the representational system guides the infant toward B. A perseverative error is more likely to occur when the influence of the response-based system causes the infant to search erroneously toward the A location. If there were only two locations, all errors would be at location A. With three or more locations, however, the errors would be distributed among the locations that are between locations A and B. Thus, as the number of locations increases, the percentage of errors that actually result in search at A decreases, but correct search at B is unaffected.
To test whether the null account or the competing-systems account provides a better explanation, one would need to analyze the results from research that uses a multilocation A-not-B task and reports the distribution of searches at each location on the first B trial. If the distribution of searches at each of the incorrect locations occurred with equal frequency, the result would support the null account. However, if the frequency of searches toward the A location were higher than the frequency of searches away from the A location (i.e., on the other side of location B), this finding would provide evidence for a competing-systems account. Diamond et al. (1994) conducted an A-not-B search experiment with seven hiding locations and reported the distribution of searches at each location. In their study, the A location was location #2, and the B location was location #5. Figure 2 shows the distribution of searches at each location. Incorrect searches were more likely to occur toward the A location (locations #3 and #4, 36% of searches) than away from the A location (locations #6 and #7, 15% of searches). This evidence supports a competing-systems account. Diamond et al. explained their results in terms of one such account, a memory plus inhibition account. The memory of the object's location directs search to location B. The inability to inhibit an action that led previously to a rewarded response allows for habit to direct search to location A. Memory plus inhibition (plus habit) jointly determine where the infant will search.
The hierarchically organized competing-systems account described earlier is similar to the competing-systems account proposed by Diamond et al. (1994) . However, Diamond et al. posit that along with memory limitations, poor inhibitory control permits perseverative responding. In the hierarchical competing-systems account, there is no separate inhibition mechanism. Rather, the combined influence of the representational and response-based systems suffices to determine search behavior (cf. Goldman-Rakic, 1987; Pennington, 1994) .
A new quantitative model. The hierarchical competing-systems account can be quantified as the sum of a normal distribution and an exponential distribution. The representational system directs an infant's behavior to the B location. The maximum likelihood of the infant's search is at the B location; surrounding locations have a lower probability. This can be expressed as a normal distribution 4 around location B:
Location X is the location at which one wants to calculate the likelihood of search. The parameter in the distribution is σ, whose value depends on the infant's age and the length of the delay. As the infant ages, σ decreases, thereby increasing the probability of searching at the correct location. However, as the length of the delay increases, so does σ, thereby increasing the probability of incorrect search.
After witnessing the first B trial, the infant stores a representation of the hidden object at location B, and the infant will remain oriented to location B. If the influence of the response-based system is strong enough, however, the infant will be pulled toward the A location. Intermediate locations will also elicit search because of their similarity to the B location (cf. Thelen & Smith, 1994) . Thus, if the infant is attracted toward location A by the response-based system, it is most likely that the infant will search at the first location away from B and toward A. The next most likely location of search would be the second location away from B and toward A, and so on, until location A is reached. This can be quantified as an exponential distribution. (14) g(locX) = 0, elsewhere, including the situation where locX = locB.
Again, location X is the location at which one wants to calculate the likelihood of search. The parameter in the distribution is α, whose value may be related to the number of trials at location A. It is important to note that the contribution of the exponential function to the likelihood of search at any location X is at a maximum when α is equal to |locB -locX|. For example, if locA = 2, locB = 5, and locX = 3, then the likelihood of searching at location #3 is at a maximum when α = 2. We can postulate that α = K(1 -m / N), where m is a constant, and N is the number of A trials. This function has an asymptote at K = |locB -locA|.
To implement the model, one must assign values to the parameters σ and α. Then for each location X, one must find h(locX), which is the sum of the normal and exponential functions, namely h(locX) = f(locX) + g(locX). The probability of searching at location X on the first B trial is: h(locX) / Σ i h(locX i ), where i ranges from 1 to the total number of locations. Diamond et al.'s (1994) data provide a test to see if the proposed distribution can be fitted to data. Recall that in their experiment there were seven hiding locations, that the A location was location #2, and that the B location was location #5. Thus locA = 2 and locB = 5. The values of the parameters are σ = .6, and α = 2 (α max would be 3). As can be seen in Figure 2 , which shows the predicted likelihood of search at each location, the hierarchical competing-systems model fits the actual data well.
A novel prediction that can be derived from this model is that as the number of A trials increases, infants are more likely to search at A and less likely to search at intermediate locations.
Recall that the likelihood of searching at location X is at a maximum when α = |locB -locX|. So, the likelihood of searching at location A is maximized when α = |locB -locA| = α max . Thus, with an increase in the number of A trials, a increases toward α max and search is more likely to occur at location A. Consequently, search is less likely to occur at the other locations. To illustrate this prediction, imagine the scenario where locA = 2 and locB = 5. If α = 1 (corresponding to few A trials), the likelihood of search due to the response-based system is the highest at location #4, because α = 1 = |locB -locX|. As the number of A trials increases, α increases toward α max = 3, and search at location A becomes more likely. After a sufficient number of A trials, α = 3 = α max = |locA -locB|, and search at location A will be maximized while search at the other incorrect locations will be minimized.
Comparison with an alternative competing-systems model. It may be useful to compare the hierarchical competing-systems model with another quantitative competing-systems model based on Diamond et al.'s (1994) memory plus inhibition theory. It should be noted, however, that Diamond and colleagues do not provide a quantitative model and that alternative quantifications of their theory are possible. The three processes to be considered in our quantification of the memory plus inhibition theory were (1) the tendency to search at location B, (2) the tendency to search at location A, and (3) the inhibition process.
The tendency to search at location B is a direct result of the infant's memory of the object hidden at that location. Following the same logic as in the hierarchical competing-systems model, it seems reasonable to assume that this tendency can be expressed as a normal distribution around location B (see Equation 13 ). As in the hierarchical competing-systems model, the parameter σ B may depend on the infant's age and the length of the delay.
The inclination to repeat previously rewarded responses creates a prepotent tendency for the infant to search at location A. It seems reasonable that based on this tendency, the maximum likelihood of search is at the A location, while surrounding locations have lower probabilities. Thus once again, a normal distribution centered around location A seems to be an appropriate quantification. The parameter σ A reflects the number of trials to the A location. Diamond et al. (1994) suggest that perseverative responding is due in part to a failure to inhibit the tendency to respond at location A. Therefore, it is necessary to have a quantification of this inhibitory process. Successful inhibition serves to negate the tendency to search at location A, and this process can be modelled as a negatively valued normal distribution centered around location A. The parameter σ I is a function of the infant's age.
The probability of searching at any location X is based on the sum of these three normal distributions. Younger infants will have very little inhibitory control (i.e., a lower negative-valued inhibitory distribution), which allows for a greater influence of the pre-potent tendency to search at the A location. These younger infants will therefore be likely to search around location A. On the other hand, older infants will have more inhibitory control (i.e., a higher negative-valued inhibitory distribution), which would effectively lower the influence of the infant's tendency to search at location A. In this case, search would more likely occur around location B. When this model was fitted to Diamond et al.'s (1994) data presented earlier, the parameters that led to the best fit were σ B = 1, σ A = 1, and σ I = 1.2. The likelihood of search at each location is shown in Figure 2 . One can measure a model's goodness of fit by summing the differences between predicted and observed data. On this measure, the alternative model yields a sum of .29. By comparison, the hierarchical competing-system model yields a sum of .24.
Inspection of Figure 2 allows one to examine further the nature of the differences between these two models.
The alternative model appears to violate two of the trends suggested by the data. First, the alternative model over-estimates the proportion of infants who search at location 6 (23% instead of the observed 9%). Second, the alternative model predicts a higher proportion of search activity at location 2 (the A location) than location 3. On the other hand, the hierarchical competing-systems model more accurately predicts the proportion of infants who search at location 6 (10%), and correctly predicts a higher proportion of search activity at location 3 than at the A location. However, the alternative model does succeed in predicting a small amount of search activity at locations 1 and 7, whereas the competing-systems model predicts none. Nevertheless, it appears that overall, the hierarchical competing-system model provides a better account of the observed data. In addition, because the hierarchical competing-systems model fits two parameters whereas the alternative model fits three, it is more parsimonious.
6
Conclusions Search paradigms that measure the A-not-B error have been used by researchers to assess different aspects of infants' cognitive development. However, large procedural differences have made it difficult to generalize findings across studies. Meta-analytic techniques allow us to measure simultaneously the effect of a variety of manipulations on search performance. Although meta-analyses have been criticized, most recently by LeLorier, Gregoire, Benhaddad, Lapierre, and Derderian (1997), results from meta-analyses may reveal trends that are counterintuitive or difficult to assess under ordinary conditions. Common criticisms of meta-analyses include the claims that meta-analyses only include published studies, and that they lack strict inclusion criteria. Our analysis, however, did include unpublished studies and our inclusion criteria were strictly defined.
The meta-analysis conducted by Wellman et al. (1986) revealed that while age, delay, and number of locations were significant predictors of infants' search behavior, the number of A trials was not. These results have since influenced the developmental literature. On the one hand, researchers have discussed Wellman et al.'s -. . . counterintuitive finding that infants have often been found to perform better on the AB task when multiple hiding locations are used than when only two hiding locations are used‖ (Diamond et al., 1994, p. 192) . On the other hand, they have reiterated the conclusion that -a single A trial is just as likely to elicit perseveration as several A trials‖ (Harris, 1989, p. 119 ; see also Flavell, Miller, & Miller, 1993, p. 63; Hofstadter & Reznick, 1996, p. 648) . Clearly, future accounts of the A-not-B error will need to reconsider Wellman et al.'s conclusions in light of the current meta-analysis.
In this article, we presented the results from an updated logistic meta-analysis of the A-not-B error. We concluded that age and the distance between locations were positive predictors of the proportion of infants who searched correctly, while the number of A trials and delay between hiding and search were negative predictors. However, the number of hiding locations negatively predicted the proportion of infants who searched perseveratively, but did not predict the proportion of infants who searched correctly. The two novel findings were: (1) The number of A trials is a significant predictor of infants' search behavior, and (2) the number of hiding locations predicts perseverative but not correct search behavior.
On the basis of these results, we presented a quantitative version of the hierarchical competing-systems model that captures the contribution made to search behavior by two hierarchically arranged dissociable systems. The conscious representational system guides search around the B location (see Equation 13) while the responsebased system guides search toward the A location (see Equation 14 ). Further research is necessary to define more fully the parameterization of the model. For example, we speculate that v is related proportionally to the length of delay, but related inversely to the infant's age. However, the function that predicts v remains to be specified. Nonetheless, the model does make a novel, testable prediction: As the number of A trials increases, the infant is more likely to search at A as opposed to intermediate locations. Future studies are needed to examine the specification of the parameters and the validity of the prediction.
Notes:
1 Hidden units would combine information from two or more input units and the result would be added to the total input strength. Effectively, they would measure interactions. Networks with hidden units were simulated, but because all interactions were nonsignificant, they have been excluded from this article for the sake of simplicity.
