Abstract
Introduction
A requirement common to most dynamic vision applications is the ability to track objects in a sequence of frames. This problem has been extensively studied in the past few years, leading to several techniques. Some of these techniques can track unknown objects [9, 11, 14, 17, 18, 20, 31] , while others require prior knowledge of the target [4, 15, 23, 32, 34] . Orwell et. al. [25] and Collins et. al. [12] use color to track objects with multiple cameras. Hager and Toyama [19] track primitive features within small regions of interest (ROI) that are warped and matched against canonical configurations. Reid and Murray [28] use affine structure to track clusters of corners. Calabi et al. [9] use differential invariant signature curves to track objects. Blake and Isard [5] use active contours and geometrical constraints to model the likelihood of their deformations.
Correspondences between individual frames are usually integrated over time to improve robustness by exploiting the dynamical properties of the target. Kalman filter-based trackers use a model of the target dynamics and the probability distribution of the process and measurement noise to produce estimates of the future positions of the target based on (noisy) measurements of its past locations. Condensation trackers and unscented Kalman Filters [6, 24, 21] generalize Kalman-filter based ones by allowing more general (multimodal, nonlinear) models. In this case, analytical propagation is not longer possible and numerical methods must be used instead.
Most trackers assume a simple dynamic model such as a system moving with constant velocity. While successful in many scenarios, this approach suffers from the fact that the tracker must rely on the assumed model of the target dynamics to produce estimates of its future positions, introducing a potential source of fragility. A mismatch between this model and the actual dynamics will lead to incorrect predictions 1 . This lack of robustness is shown in Figure 1 illustrating the effects of clutter. As shown there, both a regular Kalman filter based tracker and an Unscented Particle Filter (UPF), lose the target in frame 95, due to occlusion.
It should be noted that more precise dynamic models have been tried in the particular case of human motion tracking. For example, models based on biomechanics have been successfully used to produce computer-based animations [8] and track humans [33] . However, biomechanical models are usually very complex and difficult to estimate from visual data alone. An alternative approach was proposed in [27] where models are learned from a training corpus of observed state space trajectories. A drawback of this approach is that the states of the system must be specified a priori, which requires a priori knowledge of the order of the model.
In addition, due to their stochastic nature, Kalman and UPF based approaches can provide neither a region guaranteed to contain the target nor falsify the information about the distribution. That is, if this information is rendered obsolete, for instance by the target entering a region where the clutter is substantially different from the one used in training, a probabilistic approach would typically not be able to establish with certainty that the present scenario is no longer compatible with the assumptions. In this paper we show that all of the above issues can be addressed by reducing the tracking problem to that of establishing the existence of an 2 to 2 operator that satisfies certain interpolation conditions. This allows for exploiting convex analysis and integral quadratic constraints methods recently developed (mostly in the control community) to recast the problems into a Linear Matrix Inequality (LMI) optimization form that can be efficiently solved using commercially available tools.
The benefits of using this new framework are multiple. Firstly, it allows to approach the tracking problem from an input -output point of view and thus it does not require prior knowledge of a state space realization of the system, or even its order. Secondly, it provides mechanisms to invalidate a priori assumptions about the dynamics of the target and the noise characterization. Thirdly, it provides worstcase estimates of the identification error that can be used both to determine for how long the predictions of the target position are valid and, in the context of robust filters such as mixed H 2 /H ∞ [29] , to improve tracking robustness. Finally, as we illustrate with several examples, the proposed method can be combined with existing particle and unscented Kalman filtering techniques leading to algorithms capable of robustly tracking targets in the presence of severe occlusion. When compared to existing techniques this combination allows for significantly improving robustness, while at the same time reducing the computational complexity of the resulting algorithm.
Preliminaries

Notation
Below we summarize the notation used in this paper:
p-norm of a vector:
maximum singular value of the matrix A.
open γ-ball in a normed space X :
metric space of elements in X equipped with the metric
extended Banach space of vector valued real sequences equipped with the norm:
Lebesgue space of complexvalued matrix functions essentially bounded on the unit circle, equipped with the norm:
subspace of functions in L ∞ with bounded analytic continuation inside the unit disk, equipped with the norm:
space of transfer matrices analytic in |z| ≤ ρ, equipped with the norm
Definitions and Additional Notation
From an input-output viewpoint any operator of interest H will be represented by its convolution kernel {h i,j } or by an infinite lower triangular matrix T H mapping (scalar) se-
. . .
When dealing with input-output sequences on the horizon [0, n−1], we will use the finite upper left submatrix of n×n, T n H , obtained from the infinite matrix above.
In the sequel, we will also represent finite dimensional Linear Time Invariant (LTI) operators by using either a minimal state-space realization:
or a (rational) complex-valued transfer function:
Definition 1. A set A ⊂ X is called symmetric if there exists an element c ∈ X such that for any a ∈ X for which c + a ∈ A then c − a ∈ A. The element c is called the symmetry point of set A (note that it may not belong to A).
Background results on interpolation
The following results will be used in the paper to establish the existence of operators with the appropriate features.
Lemma 1 (Carathéodory-Fejér). Given a matrix valued sequence {L
where I denotes the identity matrix of compatible dimension.
Proof. See for instance [16] , Chapter 1
In the sequel we will consider operator families of the form S:
where H(z) ∈ BH ∞ (K) and P (z) represent the nonparametric and parametric components of the operator, respectively. We will further assume that P (z) belongs to the following class P of affine operators:
where the N p components G pi (z) of vector G p (z) are known, linearly independent, rational transfer functions.
The following result gives a necessary and sufficient condition for two finite vector sequences to be related by an operator in the family S.
Lemma 2. Given K, and two vector sequences (u, y), there exists an operator S ∈ S such that y = Su if and only if there exists a vector h satisfying:
where 
Proof. See Theorem 18.5.2 in [2] and [26] .
Corollary 1. [26] Consider the problem of identifying an operator S ∈ S from measurements of its output y to a known input u ∈ 2 [0, N], corrupted by additive bounded noise η in a given set N :
Then there exist S ∈ S that satisfies (10) 
Multiframe Tracking as an Interpolation Problem.
In this section we show that the problem of robustly tracking an object in a sequence of frames is equivalent to finding an 2 to 2 operator that satisfies certain interpolation conditions. This approach allows for appealing to IQCs [22] , convex analysis and interpolation concepts to recast these problems into a tractable LMI optimization form. As mentioned in the introduction, in principle, the location of the target can be predicted using a combination of its (assumed) dynamics, empirically learned noise distributions and past position observations [6] . However, as shown in Figure 1 this process is far from trivial in a cluttered environment. As shown there both, Kalman-based and Unscented Particle Filter based trackers, begin to track poorly in frame 95, and by frame 105 have completely lost the target due to a combination of occlusion and the use of dynamics that do not exactly match the exact dynamics of the target. As we show next, these difficulties can be solved by modelling the motion of the target as the output of an ARMA model and using the results in section 2.3 to identify the relevant dynamics.
Specifically, assume that the present position of a given target feature, f k is related to its past N values by 2 :
where the operator F is not necessarily 2 stable. In the sequel, we will assume that the following a priori information is available:
1. A set membership description of the measurement and process noise: η k ∈ N and e k ∈ E. These sets can be used to impose correlation constraints.
2. The operator F admits a finite expansion of the form
Here F j are known, given, not necessarily 2 stable operators that contain all the information available about possible modes of motion of the target 3 . An example of this situation is tracking moving persons where the F j can be obtained off-line by training with a representative set of motions [15, 3] .
3. The residual operator F np ∈ BH ∞,ρ (K) for some known ρ ≤ 1. That is, a worst case estimate is available of how fast the approximation error of the finite
In this context, the next location of the target feature f k can be predicted by first identifying the relevant dynamics F and then using it to propagate its past N values. In turn, identifying the dynamics entails finding an operator 
where
. In addition to providing an estimate of the next position of the target, this approach also has the following advantages:
1. Model (in)validation: Assume that the set N is described by a set of LMIs of the form:
where L i are given real-valued symmetric matrices. This noise set is a generalization of the set {η η η ∈ N : |η k | ≤ } usually considered [10] , that allows for taking into consideration correlated noise. Then equations (13)- (14) reduce to a set of LMIs in the variables h, η and K 2 . This allows for finding the minimum value of K 2 (recall that K is an upper bound of the 2 induced norm of the non-parametric part of the operator, F np ) such that the LMIs (13)- (14) are feasible. In turn, this value can be used as a "sanity check" to assess the quality of the approximation. A large value of K indicates that the non-parametric portion of the model F p does not provide a good description of the motion of the feature, hence the need for a large nonparametric part, indicating that it may be necessary to re-identify the set F i . Infeasibility of the LMIs indicates that the experimental data is not compatible with the a priori assumptions, possibly indicating either (i) a new target activity not described by elements of the set {F i } or (ii) the target entering a region where the noise and clutter models are no longer compatible with the description (14) . Either case points to the need for re-assessing the a priori information.
2. Worst-case estimates of the prediction error. By construction, the operator found from the solution to the LMIs (13) is such that its response to the input e interpolates, within the experimental noise level η k , the given location of the feature f k , k = 0, 2, . . . , N − 1. However, when used to predict the future location of the feature, it is of interest to obtain bounds on the worst case prediction error. This can be accomplished as follows: Given a sequence {y k } N −1 k=0 of measurements of the location f k of the feature, define the consistency set as:
i.e, the set of all models consistent with both the a priori information and the experimental data. Note that the proposed method is interpolatory, that is, it always generates a candidate operator F id ∈ T (y). Thus, since the "true" operator F o that maps the input e to the feature locations f must also belong to the consistency set 4 , it follows that, given the first N measurements y i , i = 0, . . . , N − 1 a bound on the worst case prediction error over the horizon 
where S(0) indicate the set of operators compatible with the zero outcome: y k = 0, k = 0, 1, . . . , N − 1. As we will illustrate in the sequel with a simple example, computing this bound reduces to a convex optimization problem.
Illustrative Examples
In this section we illustrate the potential of the proposed method with several examples. In the first one we consider, for the sake of simplicity, static tracking, and indicate how to use the proposed approach to both predict future locations of the target and obtain worst case bounds on the prediction error. In the second example we show how to combine the proposed approach with existing Kalman and UPF techniques to improve robustness. In this example we consider the problem of predicting the location of the centroid of the child shown in Figure 2 , from past measurements of its coordinates, (x k , y k ), corrupted by uncorrelated noise, η. For the sake of briefness we report below only the results for the x coordinate, since those for y are similar.
Inter-Frame Tracking and Prediction
The following a priori information was used:
1. N = {η ∈ ∞ , η ∞ ≤ 5.5} 5 .
2. E = δ(0), i.e. motion of the target was modelled as the impulse response of the unknown operator F 6 . 
