Abstract. We obtain asymptotically tight algorithmic bounds for Max-Cut and Edge Dominating Set problems on graphs of bounded clique-width. We show that on an n-vertex graph of clique-width t both problems (1) cannot be solved in time f (t)n o(t) for any function f of t unless exponential time hypothesis fails, and (2) can be solved in time n O(t) .
of all these algorithms on an n-vertex graph of clique-width at most t are of order O(n f (t) ) for some functions f of t.
One of the central questions in the area is whether the bound O(n f (t) ) on the running time of all these algorithms is asymptotically optimal. Even the existence of fixed parameter tractable algorithms (with clique-width being the parameter) for all these problems (or their generalizations) was open until very recently [16, 24, 25, 27, 18] . As the first step toward obtaining lower bounds for clique-width parameterizations, we have shown in [15] that unless FPT = W [1] , there is no function g such that Graph Coloring, Edge Dominating Set, and Hamiltonian Path are solvable in time g(t) · n O (1) . While [15] resolves the parameterized complexity of these problems, the conclusion that unless FPT = W [1] there is no algorithm with run time O(g(t) · n c ) for some function g and a constant c not depending on t is weak compared to the known algorithmic upper bounds. For example, it does not rule out an algorithm of running time n O( √ t) 2 t . In this paper, we provide asymptotically tight optimal lower bounds for MaxCut and Edge Dominating Set. In particular, we show that unless exponential time hypothesis (ETH) fails, there is no f (t) · n o(t) -time algorithm for both problems.
While known algorithms for these problems run in times n O(t 2 ) [24, 25, 10, 34] , we
give new algorithmic upper bounds of the form n O(t) . Together, these lower and upper bounds give asymptotically tight algorithmic bounds for Max-Cut and Edge Dominating Set.
To obtain our lower bounds we construct "linear FPT-reductions." These type of reductions are much more stringent and delicate than the usual FPT reductions. This is the reason why this research direction is still in a nascent stage and not so many asymptotically tight bounds are known in the literature. Chen, Huang, Kanj, and Xia [2, 3] were the first to succeed in obtaining results of such flavor by showing that there is no algorithm for k-Clique (finding a clique of size k) running in time f (k)n o(k) unless there exists an algorithm for solving 3-SAT running in time 2 o(n) on a formula with n-variables. The assumption that there does not exist an algorithm for solving 3-SAT running in time 2 o(n) is known as ETH [21] and is equivalent to the following conjecture from parameterized complexity: FPT = M [1] ; see [8, 13] . The lower bound on k-Clique can be extended to some other parameterized problems via linear FPT-reductions [2, 3] . This kind of investigation has also been useful in obtaining tight algorithmic lower bounds for polynomial time approximation schemes [28] and for constraint satisfaction problems when parameterized by the treewidth of the "primal graph" [29] . We further extend the utility of this approach by obtaining asymptotically tight algorithmic bounds for clique-width parameterizations. We refer to the recent survey of Lokshtanov, Marx, and Saurabh [26] for detailed discussions on the ETH.
The remaining part of the paper is organized as follows. Section 2 contains definitions and preliminary results. Section 3 is devoted to the proof of an auxiliary result, namely, that Red-Blue Capacitated Dominating Set cannot be solved in time f (k)n o(k) on graphs with a feedback vertex set of size at most k assuming ETH. Red-Blue Capacitated Dominating Set and its variants appear to be very handy tools for proving intractability of problems parameterized by the cliquewidth. In section 4 we provide tight upper and lower bounds for Max-Cut. We also show how the obtained bound implies bounds on related Bipartization by Edge Removal and Maximum (Minimum) Bisection problems. In section 5, we obtain bounds for Edge Dominating Set. We conclude by section 6, where we provide open problems and directions for further research.
• Join node η i,j has one child and is associated with the t-graph resulting by applying the join operation to the graph corresponding to its child.
• The graph G is isomorphic to the graph associated with the root of T (with all labels removed). The width of the tree T is the number of different labels appearing in T . If G is of clique-width t, then there is a rooted expression tree T of width t of G. Given a node X of an expression tree, the graph G X represents the graph formed by the subtree of the expression tree rooted at X.
An expression tree T is irredundant if for any join node η i,j , the vertices labeled by i and j are not adjacent in the graph associated with its child. It was shown by Courcelle and Olariu [6] that every expression tree T of G can be transformed into an irredundant expression tree T of the same width in time linear in the size of T .
Feedback vertex set. A feedback vertex set of a graph G is a set of vertices X ⊆ V (G) such that G − X is a forest. The feedback vertex set number of a graph G, denoted by fvs(G), is the size of a smallest feedback vertex set of G. We need the following observation.
Observation 1. Let X be a feedback vertex set of a graph G. If G is obtained from G by subdividing some edges, then X is a feedback vertex set of G .
We also use the following lemma.
Lemma 2.1. Let X be a feedback vertex set of a graph G such that each vertex v of the forest F = G − X is adjacent to at most one vertex of X. Then cwd(G) ≤ 4 · |X| + 3.
Proof. Let X = {x 1 , . . . , x k }. Observe that because F is a forest, we have that cwd(F ) ≤ 3 (see, e.g., [23] ). Let T be an expression tree for F of width 3 using labels 1, 2, 3. To construct an expression tree for G, we use the following additional labels:
• labels α
k for i ∈ {1, 2, 3} for vertices of F adjacent to vertices of X, • labels β 1 , . . . , β k for vertices of X. We construct an expression tree for G by making necessary changes in T . For each vertex v ∈ V (F ) adjacent to x p , the corresponding introduce node i(v) is replaced by node α
children of ρ i→j become children of the first endpoint ρ i→j of the path, and the parent of ρ i→j becomes the parent of the second endpoint ρ α
. In a similar way each join node η i,j is replaced by path η i,j η i,α
, where indices p, q run through all pairs of different integers from {1, . . . , k}. Then we construct an expression tree for G [X] with introduce nodes β 1 (x 1 ), . . . , β k (x k ). Since all vertices of X are labeled by pairwise different labels, this construction is done in a straightforward way. Finally, we add the union vertex with the roots of the modified tree for F and the tree for G[X] being its children, and construct the join nodes η α
3. Capacitated domination. In this section we prove an auxiliary theorem about the Capacitated Dominating Set problem. This result will be heavily used in the proof of the main results of this paper. The parameterized complexity of Capacitated Dominating Set with the treewidth of the input graph being the parameter was considered in [1, 7] . Here, we use a special variant of the problem and parameterize it by the feedback vertex set number.
A red-blue capacitated graph is a pair (G, c) where G is a bipartite graph with the vertex bipartition R and B and c : R → N is a capacity function such that 
• X is independent and • each vertex of the forest G − X is adjacent to at most one vertex of X. The remaining part of the section is devoted to the proof of this theorem. Proof of Theorem 3.1. First we prove the claim for Red-Blue CDS. We construct a linear FPT-reduction from the k-Multi-Colored Clique (k-MCC) problem to Red-Blue CDS parameterized by the feedback vertex set number. In fact, our reduction runs in polynomial time.
The k-MCC problem asks for a given k-partite
, where V 1 , . . . , V k are sets of the k-partition, whether there is a k-clique C in G. The fact that, assuming ETH, this problem cannot be solved in time f (k)n o(k) follows, immediately from the reduction from the k-Clique problem (see, e.g., [11, 26] ). We show how, for a given instance (G, k) of k-MCC, to construct an instance (H, c, k ) of Red-Blue CDS such that
• fvs(H) = 2k,
• G has a clique of size k if and only if H has a capacitated dominating set of size k , and • for every minimum feedback vertex set X ⊆ V (H), X is independent, and each vertex of the forest H − X is adjacent to at most one vertex of X. Let us note that while the number of vertices in a capacitated dominating set of H is O(k 2 ), we have fvs(H) = 2k and thus this reduction is linear for the required parameterization of Red-Blue CDS. Without loss of generality, we assume that k ≥ 3.
To each vertex v ∈ V (G) we will assign two unique identification numbers v up and v down . The choice of identification numbers plays a crucial role in our reduction. Let n be the number of vertices in G. For an integer p, we say that a set X of positive integers is a p-nonaveraging set if for every tuple (x 1 , x 2 , . . . , x p ) of elements of X their average is in X if and only if x 1 = x 2 = · · · = x p . Remarkably, dense p-nonaveraging sets exist and can be constructed in polynomial time.
Lemma 3.2 (see [22] V iûv We construct a (k − 1)-nonaveraging set X of size n and assign to each vertex v of G a unique identification number v up ∈ X. Now we fix t to be three times the largest element of X. For every v, we set v down = t − v up . For two red vertices u and v of H and a positive integer A, by adding an A-arrow from u to v we will mean adding A subdivided edges between u and v. All the vertices on the added subdivided edges are blue. Now we describe how to build the graph H for a given instance (G = (
For a pair of distinct integers i, j ∈ {1, . . . , k}, let E i,j be the set of edges with one endpoint in V i and the other in V j . For every integer i between 1 and k, we make a blue vertex x i that has a red neighborv for each v ∈ V i . For every pair of integers i,j such that 1 ≤ i < j ≤ k, we make a blue vertex x i,j that has a red neighborê for every edge e in E i,j . For every i, we add a red vertex y i and a red vertex z i , which we call marked. For every marked vertex y i , a red vertex a i and a blue vertex b i adjacent to a i are added, and for y i and a i , a 2-arrow is constructed. Similarly, for every marked vertex z i , a red vertex c i and a blue vertex d i adjacent with c i are added, and z i is joined with c i by a 2-arrow. Now, for every vertex v ∈ V i , we add a ((k − 1) · v up )-arrow fromv to y i and a ((k − 1) · v down )-arrow fromv to z i . For every 1 ≤ i < j ≤ k and edge e = uv in E i,j , we proceed as follows. Let u ∈ V i and v ∈ V j . We add a (u down )-arrow from e to y i , a (u up )-arrow fromê to z i , a (v down )-arrow fromê to y j , and a (v up )-arrow fromê to z j . At this point, if any marked vertex has degree less than (k − 1)t + 2, we add blue leaves adjacent only to that vertex, such that the marked vertex gets degree (k − 1)t + 2. This concludes the construction of H. The construction is shown in Figure 1 . Finally, we describe the capacities of the red vertices. We set capacities of all vertices a i and c i equal to one. All other red and unmarked vertices have capacities equal to their degree. The marked vertices all have capacity exactly (k − 1)t less than their degree.
It is easy to see that 2k marked vertices form a feedback vertex set of H. Moreover, all marked vertices should be contained in each feedback vertex set of a size at most 2k because of 2-arrows which join these vertices with the vertices a i and c i , respectively. Indeed, let X be a feedback vertex set of size at most 2k. Because 2-arrows form 2k vertex disjoint cycles of length 4, set X should contain at least one vertex from each of these cycles. Hence, |X| = 2k, and thus only vertices of these 2-arrows can be in X. Now if there was a marked vertex, say, y i not in X, then because k ≥ 3, for each v ∈ V i , the ((k − 1) · v up )-arrow fromv to y i contains a cycle. On the other hand, X cannot contain vertices of this cycle, a contradiction. Hence, fvs(H) = 2k, and the set of the marked vertices is a unique minimum feedback vertex set.
By the construction, the set of marked vertices is independent and each marked vertex is adjacent only to subdivision vertices of A-arrows. Therefore, each vertex of the forest obtained from H by removal of vertices of the feedback vertex set is adjacent to at most one vertex of this set.
The following two lemmata complete the proof. Proof. For each i ∈ {1, . . . , k}, a i has capacity one and has a private neighbor b i which should be dominated. Therefore, y i must be included in D and must dominate two adjacent vertices in the 2-arrows joining y i and a i . Similarly, every z i must be included in D and must dominate two adjacent vertices in the 2-arrows which joins z i and c i .
For
because otherwise x i is undominated. Similarly, for every pair of integers i, j with i < j, there must be an edge e ij ∈ E i,j such thatê ij ∈ D; otherwise, x ij is undominated. Also all vertices b i and d i should be dominated, and hence all vertices a i and c i must be included in D.
Since |D| ≤ k , it follows that these are the only unmarked vertices in D.
Since all unmarked vertices in D except a i and c i , i ∈ {1, . . . , k}, have capacity equal to their degree, we can assume that each such vertex dominates all its neighbors. For j > i, define e ji = e ij andê ji =ê ij . We proceed by proving that for every pair of integers i,j with i = j, e ij = uv is incident with v i .
Consider z i for some i. The blue neighbors of z i can be dominated by z i ,v i , or someê ij for j = i. Since the capacity of z i is (k − 1)t less than its degree, we have that
neighbors of z i , and for every j = i we have thatê ij dominates u up j neighbors of z i . Hence,
Thus it follows that the inequality in (3.1) is the equality, yielding the following:
Since the up-identification numbers were taken from a (k − 1)-nonaveraging set, it follows that u j = v i for all j = i. Thus for every i and j = i, v i is incident with e ij . Thus v 1 , . . . , v k form a multicolored clique in G. This concludes the proof.
To prove the claim of Theorem 3.1 for Red-Blue Exact Saturated CDS, it is sufficient to observe that if the instances constructed in the proof for Red-Blue CDS have a capacitated dominating set D of size k , then the capacitated dominating set D is saturated and exact.
Max-Cut and related problems.
In this section we consider the Max-Cut problem and a few other closely related problems. Let G be a graph. For a partition
. The size of a maximum cut set in G is denoted by mcut(G). In the Max-Cut problem, we are given a graph G and a positive integer k, and the objective is to check whether there exists a cut set C ⊆ E(G) such that |C| ≥ k. Our main theorem in this section is the following.
Theorem 4.1. Let G be an n-vertex graph given together with an expression tree of width t. Then the Max-Cut problem
• cannot be solved in time
. We prove this theorem in two steps. We first show the lower bound and then complement this result with the corresponding upper bound.
Lower bound.
To prove the lower bound, we give a reduction from the Red-Blue CDS problem parameterized by the feedback vertex set number to the Max-Cut problem. The proof is organized as follows: we first give a construction, then prove its correctness, and finally argue on the clique-width of the transformed instance.
Construction. Let (G, c, k) be an instance of Red-Blue CDS with R = {u 1 , . . . , u n } being the set of red vertices and B = {v 1 , . . . , v r } being the set of blue vertices, and such that for every minimum feedback vertex set X of G, set X is independent. We also assume that G has m edges.
We start from the auxiliary gadgets. Auxiliary gadgets F (x, y) and F (x, y). Let x, y be two vertices. We construct F (x, y) by joining x and y by 4m+1 paths of length two. Graph F (x, y) is constructed by joining x and y by 4m + 1 paths of length three. The properties of F (x, y) and F (x, y) required for our proof are summarized in the following lemma.
Lemma 4.2. For every F (x, y) and F (x, y)
• mcut(F (x, y)) = 8m + 2 and mcut(F (x, y)) = 12m + 3;
• for every partition
We will attach gadgets F (x, y) and F (x, y) to other parts of the construction through the vertices x and y. Notice that we can always assume that the vertices of V (F (x, y) )\{x, y} are included in exactly one side of an optimal partition of the vertex set leading to the maximum sized cut. Similarly, we can assume that the vertices of N F (x,y) (x) (N F (x,y) (y), respectively) also included in exactly one side of an optimal partition of the vertex set.
Auxiliary gadgets H s,t (x 1 , . . . , x s , y). Let = max{n, r}. We first construct graph H with the vertex set {z i,j : 1 ≤ i ≤ 2 , 1 ≤ j ≤ 4m + 1}. Vertices z i,j and z i ,j are joined by an edge for 1 ≤ i < i ≤ 2 . That is, we construct a complete 2 -partite graph with the 2 -partition Z 1 , . . . , Z 2 , where 
. . , Z and all the vertices of gadgets
Final reduction. We are ready to describe the reduction. Each edge e = u i v j of G is replaced by two vertices a e and b e . Each of the new vertices becomes adjacent to u i and v j . Thus we replace edge e with two paths of length two. We create two vertices w 1 and w 2 and construct a copy of F (w 1 , w 2 ). For each vertex v j ∈ B, a copy of F (v j , w 1 ) is created. In the next step, we introduce a copy of H n, −k (u 1 , . . . , u n , w 1 ). By G we denote the graph obtained until now. (We will need this graph while bounding the clique-width of the construction in Lemma 4.6.) Finally, for each vertex
, where the set of edges incident
. , e dG(ui) } is constructed, and for each vertex
Let Q be the resulting graph. We put Proof. Let S be a capacitated dominating set of size at most k in G and f be the corresponding domination mapping. We construct a partition V 1 , V 2 of the vertex set of Q corresponding to a cut set of size at least μ as follows. We put vertex w 1 
is, e is being used for domination, the corresponding vertex a e is included in V 2 and all other vertices a e , whose corresponding edge is not used for domination, are included in V 1 . Finally, we extend our partition to an optimal partition of all gadgets F (x, y), F (x, y) and H s,t (x 1 , . . . , x s , y) used in the construction of Q. Desired extensions of these gadgets to an optimal partition can be done by applications of Lemmata 4.2, 4.3, and 4.4. By the construction of partitions V 1 and V 2 , the contribution of gadgets F (x, y), F (x, y), and H s,t (x 1 , . . . , x s , y) to the cut C Q (V 1 , V 2 ) is mcut (F (x, y)), mcut(F (x, y)), and mcut(H s,t (x 1 , . . . , x s , y) ), respectively. Hence, we have already accounted for
edges in the cut C Q (V 1 , V 2 ). The remaining 2(m+r) edges in the cut C Q (V 1 , V 2 ) come from the edges incident with vertices a e and b e for some e. Every edge e = uv is either an edge used for domination or not. In the first case, when e is used for dominating, we have that ua e , a e v, ub e , and b e v are part of the cut. In the second case, exactly (V 1 , V 2 ) . This completes the forward direction of the proof.
Assume now that Q has a cut set C of size at least μ, and let (V 1 , V 2 ) be the corresponding partition of the vertex set of Q. Let Q be the graph obtained by taking the union of the edge sets of auxiliary gadgets F (x, y), F (x, y), and H s,t (x 1 , . . . , x s , y) . Then there exists a partition A and B of V (Q ) such that C Q (A, B) = μ , where
Suppose that for at least one of the gadgets
Then by Lemmata 4.2, 4.3, and 4.4, |C| ≤ μ − (4m + 1) + 4m < μ. By choosing nonoptimal partitions of auxiliary gadgets, we lose at least 4m + 1 edges while gaining at most 4m new edges by cutting 4m edges of Q which do not belong to these gadgets. This implies that C restricted to all these gadgets is an optimal cut in Q . By Lemma 4.2, w 1 and w 2 belong to different sets of the bipartition V 1 , V 2 . Assume that w 1 ∈ V 1 and w 2 ∈ V 2 . Then Lemma 4.2 implies that v 1 , . . . , v r ∈ V 1 . Thus, by making use of Lemma 4.4, we conclude that at most k vertices of set R = {u 1 , . . . , u n } belong to V 1 . We put S = R ∩ V 1 and prove that S is a capacitated dominating set in G. Notice that by Lemma 4.4, at most one vertex a e in the neighborhood of each vertex v j is included in V 2 . Suppose that there is a vertex v j such that its neighborhood in Q has no vertices a e ∈ V 2 . Then |C| ≤ μ + 2m + 2(r − 1) < μ, a contradiction. So, for each vertex v j , there is an edge e = u i v j such that a e ∈ V 2 . Now we argue that u i ∈ S. This follows from the fact that if u i / ∈ S, then u i ∈ V 2 ; hence, |C| ≤ μ + 2m + 2r − 2 < μ. We define the domination mapping as f (v j ) = Let us remind readers that while describing graph Q, as an intermediate step of the construction, we defined graph G . We construct an expression tree for Q in two steps and use 10c + 10 labels, where c = 4t + 3. At the first step, we construct en expression tree for G using 4c + 10 labels, and at the second step we describe how it can modified to an expression tree for Q by the cost of 6c additional labels.
Expression tree for G . Suppose that an expression tree for I(G) uses c labels α 1 , . . . , α c . To construct an expression tree for G , besides labels α 1 , . . . , α c we introduce the following additional labels:
• 4 . We construct the required expression tree for G by going over the expression tree for I(G) and making necessary changes in it. When a vertex u i ∈ R labeled by α p is introduced, we construct u i and the column of the gadget H n, −k (u 1 , . . . , u n , w 1 ) associated with u i together with the edges that join the column and u i . To do it, we perform the following set of operations. We first introduce vertex u i labeled by α p and a vertex (which is essentially z i,1 of the gadget) labeled by ξ 3 . Then 4m + 1 vertices labeled by ξ 2 are introduced and joined with vertices labeled by α p and ξ 3 . Then vertices labeled ξ 2 are relabeled to λ 1 . Now we repeat the following operations 4m times:
• introduce a vertex labeled by ξ 1 and 4m + 1 vertices labeled by ξ 2 ;
• join vertices labeled by ξ 2 with vertices labeled by ξ 1 and ξ 3 ;
• relabel vertices labeled by ξ 2 by λ 1 , vertex labeled by ξ 3 by η, and vertex labeled by ξ 1 by ξ 3 ; • finally, vertex labeled by ξ 3 is relabeled by η. We omit the union operations from our descriptions here and henceforth in any similar descriptions and assume that if some vertex is introduced, then the union is always performed.
When a vertex x ∈ V (I(G)) corresponding to an edge e ∈ E(G) and labeled by α p is introduced, we introduce vertices a e and b e and label them by γ p and δ p , respectively. Now we move toward the introduction of vertices from set B. When a vertex v j ∈ B labeled by α p is introduced, we introduce vertex v j with label β p . Then 4m + 1 vertices labeled by ξ 1 are introduced and joined with the vertex labeled by β p . Then we label these vertices by λ 2 and finally join them with vertex w 1 , after w 1 is introduced.
For each union operation in the expression tree for I(G), we do as follows. If both graphs contain vertices labeled η, then both graphs contain columns of H n, −k (u 1 , . . . , u n , w 1 ), and the z-vertices from different parts should be joined by edges. To implement this, besides the union operation, we do the following:
• vertices labeled by η in one of the graphs are relabeled by ξ 1 ;
• we perform the union operation;
• the vertices labeled by η and ξ 1 are joined; and • the vertices labeled by ξ 1 are relabeled by η. If only one graph contains vertices labeled η, then we just do the union operation.
If in the expression tree of I(G), we have join operation between two labels, say, α p and α q , then we simulate this by applying join operations between the vertices with the following labels: α p and γ q ; α p and δ q ; β p and γ q ; β p and δ q ; α q and γ p ; α q and δ p ; β q and γ p ; and β q and δ p .
Finally, the relabel operation in the expression tree of G, that is, relabel α p to α q , is replaced by the following relabeling process: α p to α q ; β p to β q ; γ p to γ q ; and δ p to δ q .
After we have scanned the expression tree for I(G), vertices w 1 and w 2 labeled by ζ 1 and ζ 2 , respectively, are introduced. Then we repeat the following operations 4m + 1 times:
• introduce two vertices labeled by ξ 1 and ξ 2 ;
• join vertices labeled by ζ 1 and ξ 1 , ξ 1 and ξ 2 , ξ 2 and ζ 2 ;
• and relabel the vertices labeled by ζ 1 and ζ 2 by λ 1 . After that, the vertex w 1 labeled by ζ 1 is joined with the vertices labeled λ 2 .
We show next how to complete the construction of H n, −k (u 1 , . . . , u n , w 1 ). Notice that the columns associated with u 1 , . . . , u n and the edges that join u 1 , . . . , u n with these columns are constructed, all z-vertices in distinct columns are already pairwise adjacent, and all z-vertices are labeled by η. Now we construct columns of gadgets that are not associated with u 1 , . . . , u n , w 1 and join them together. We repeat the following − n + k times. A vertex labeled ξ 3 is introduced, and now we repeat the following operations 4m times:
• introduce a vertex labeled ξ 1 and 4m + 1 vertices labeled ξ 2 ;
• join vertices labeled ξ 2 and vertices labeled with ξ 1 and ξ 3 ;
• relabel vertices labeled ξ 2 by λ 1 , the vertex labeled ξ 3 by ξ 4 , and the vertex labeled ξ 1 by ξ 3 . Finally, the vertex labeled ξ 3 is relabeled ξ 4 , the vertices labeled ξ 4 are joined with vertices labeled η and then relabeled by η.
It remains to consider the columns associated with w 1 . We do the following − k times. The vertex labeled by ξ 3 and 4m + 1 vertices labeled by ξ 1 are introduced. Vertices labeled by ξ 1 are joined with vertices labeled by ζ 1 and ξ 2 and relabeled λ 1 . After this we repeat the following operations 4m times:
• introduce new vertex labeled by ξ 1 and 4m + 1 vertices labeled by ξ 2 ;
• join vertices labeled by ξ 2 and vertices labeled by ξ 1 and ξ 3 ;
• relabel vertices labeled by ξ 2 by λ 1 , the vertex labeled by ξ 3 by ξ 4 , and the vertex labeled by ξ 1 by ξ 3 . Finally, the vertex labeled ξ 3 is relabeled by ξ 4 , the vertices labeled ξ 4 are joined with vertices labeled η and then relabeled η.
Expression tree for Q. We now show how to modify the expression tree for G by adding gadgets 1 is not used in any join operation in the construction of G . Hence, it is safe to use it to relabel a vertex as soon as all its incident edges are constructed. Notice also that label λ 3 is not used at all. Thus we can use it to relabel the vertices that should be joined with w 2 . We use the working labels ξ 1 , ξ 2 , ξ 3 , ξ 4 as well.
We scan the expression tree for G and iteratively change it for each u i , i ∈ {1, . . . , n}, by adding the corresponding gadgets.
We need the following claim. Claim 1. Let X be a node of the expression tree for G and G X be the subgraph of G corresponding to this node. If
is not a subgraph of G X , then the following holds: • introduce a vertex labeled by ξ 1 and 4m + 1 vertices labeled ξ 2 , • join vertices labeled ξ 2 and vertices labeled by ξ 1 and ξ 3 , • relabel vertices labeled by ξ 2 by λ 1 , the vertex labeled ξ 3 by ξ 4 , and the vertex labeled ξ 1 by ξ 3 . Finally, the vertex labeled by ξ 3 is relabeled by ξ 4 , the vertices labeled by ξ 4 are joined with vertices labeled by α p (if they exist) and then relabeled by α p .
Next we consider the columns associated with w 2 and perform the following − c(u i ) times:
• new vertex labeled by ξ 3 and 4m + 1 vertices labeled by ξ 1 are introduced;
• the vertices labeled by ξ 1 are joined with vertices labeled by ξ 3 , and relabeled by λ 3 . Then we repeat the following operations 4m times:
• introduce avertex labeled by ξ 1 and 4m + 1 vertices labeled by ξ 2 , • join vertices labeled by ξ 2 and vertices labeled by ξ 1 and ξ 3 , • relabel vertices labeled by ξ 2 by λ 1 , the vertex labeled ξ 3 by ξ 4 , and the vertex labeled ξ 1 by ξ 3 . Finally, the vertex labeled by ξ 3 is relabeled by ξ 4 , the vertices labeled by ξ 4 are joined with vertices labeled α p and then relabeled by α p .
When a vertex a e , u i a e ∈ E(Q), labeled by γ q is introduced, we construct it together with the column of H dG(ui), −c(ui) (a e1 , . . . , a e d G (u i ) , w 2 ) associated with a e . To do it, we perform the following set of operations. First, we introduce the vertex a e labeled γ q and a vertex labeled by ξ 3 . Then 4m + 1 vertices labeled ξ 2 are introduced and joined with the vertices labeled γ p and ξ 3 . Then the vertices labeled ξ 2 are relabeled λ 1 . Now we repeat the following operations 4m times:
• introduce a vertex labeled by ξ 1 and 4m + 1 vertices labeled ξ 2 , • join vertices labeled ξ 2 and vertices labeled ξ 1 and ξ 3 , • relabel vertices labeled ξ 2 by λ 1 , the vertex labeled ξ 3 by γ q , and the vertex labeled ξ 1 by ξ 3 . Finally, the vertex labeled ξ 3 is relabeled γ q .
We are done with introduction nodes. Next we proceed with union operations. Notice that we construct different parts of each gadget H dG(ui), −c(ui) (a e1 , . . . , a e d G (u i ) , w 2 ) while introducing the vertices of U i . We join them together when vertices of U i are collected together by the union operations. Let X be a union node of the expression tree for G . Denote by X and Y two children of this node and let G Y and G Z be the subgraphs of G corresponding to these nodes. Denote also by Q Y and Q Z the subgraph of Q constructed for Y and Z, respectively. Assume inductively that for every i ∈ {1, . . . , n},
that are in the column associated with a e are labeled by
It is straightforward to see that these conditions hold if Y (Z, respectively) is an introduce node.
If for every i ∈ {1, . . . , n}, G Y or G Z has no vertices of U i , then we just perform the union operation. Otherwise, we first relabel γ p to γ p for p ∈ {1, . . . , c} in Q Y . Then we perform the union operation. Now we consider i ∈ {1, . . . , n} such that −c(ui) (a e1 , . . . , a e d G (u i ) , w 2 ) in the columns associated with a vertex labeled by γ pj are labeled by −c(ui) (a e1 , . . . , a e d G (u i ) , w 2 ) in the columns associated with the vertices labeled by γ p1 , . . . , γ p h . For j ∈ {1, . . . , h}, we join the vertices labeled by α p and γ pj and then relabel the vertices labeled γ pj by α p . It remains to observe that in this way we join the z-verties of H dG(ui), −c(ui) (a e1 , . . . , a e d G (u i ) , w 2 ) from G Y and G Z , and afterwards all these vertices are labeled by α p .
Case 2. u i ∈ V (G Z ). This case is symmetric to Case 1, and we use the same arguments. Suppose that u i is labeled by α p . Then α p is used only for −c(ui) (a e1 , . . . , a e d G (u i ) , w 2 ) in the columns associated with a vertex labeled by γ pj are labeled by γ pj for j ∈ {1, . . . , h}. For j ∈ {1, . . . , h}, we join the vertices labeled α p and γ pj and then relabel the vertices labeled γ pj by α p . Now we provide the details of how to construct and update such tables. The construction for introduce nodes of T is straightforward.
Relabel node: Suppose that X is a relabel node ρ i→j , and let Y be the child of X. Then the table for X contains a vector (s 1 , . . . , s t , r) (s 1 , . . . , s t , r) such that s p = s p for 1 ≤ p ≤ t, t = i, j, and s j = s i + s j .
Union node: Let X be a union node with children Y and Z. In this case the table for X contains vector (s 1 , . . . , s t , r) if and only if the tables for Y and Z have vectors  (s 1 , . . . , s t , r ) and (s 1 , . . . , s t , r ) , respectively, such that s i + s i = s i for 1 ≤ i ≤ t, and r + r ≥ r.
Join node: Finally, suppose that X is a join node η i,j with the child Y . The table for X has vector (s 1 , . . . , s t , r) 
The correctness of the algorithm follows from the description of the procedure. The running time of the algorithm is O(t O(1) n 2t+O (1) ). This proves that Max-Cut can be solved in time n O(t) if a graph with a clique decomposition of width at most t is given.
4.3.
Bipartization by edge removal and maximum (minimum) bisection. Theorem 4.1 has several interesting corollaries for similar problems like Bipartization by Edge Removal and Maximum (Minimum) Bisection.
In the Bipartization by Edge Removal problem, we are given a graph G and a positive integer k, and the question is whether there is a set of edges X such that |X| ≤ k and the graph G with the vertex set V (G) and the edge set E(G) \ X is bipartite. Since this problem is dual to the Maximum Cut problem, we immediately have the following corollary.
Corollary 4.7. Let G be an n-vertex graph given together with an expression tree of width t. Then the Bipartization by Edge Removal problem
• cannot be solved in time f (t) · n o(t) unless the ETH fails; • is solvable in time n O(t) . In the Maximum (Minimum) Bisection problem, we are given a graph G with an even number of vertices and a positive integer k, and the objective is to check whether there is a partition of V (G) into two sets V 1 and V 2 of equal size such that
Corollary 4.8. Let G be an n-vertex graph given together with an expression tree of width t. Then the Maximum (Minimum) Bisection problem
• cannot be solved in time f (t) · n o(t) unless the ETH fails; • is solvable in time n O(t) . Proof. The algorithmic upper bounds for Maximum Bisection and Minimum Bisection follow from an easy modification of the algorithm for Max-Cut described in section 4.2. The lower bound can be obtained from the fact that the Max-Cut problem for a graph G can be reduced to Maximum Bisection by adding |V (G)| isolated vertices. The claim about the Minimum Bisection follows from the observation that the Maximum Bisection problem for a graph G can be reduced to Minimum Bisection for the complement graph G and the fact that cwd(G) ≤ 2 · cwd(G) (see [34, 6] ).
Edge dominating set.
In this section, we consider the Edge Dominating Set problem. In the Edge Dominating Set problem, we are given a graph G and a positive integer k, and the objective is to determine whether there is a set of edges X ⊆ E(G) such that |X| ≤ k and every edge of G is either included in X, or it is adjacent to at least one edge of X (which dominates it). The set X is called an edge dominating set of G. We prove the following result for Edge Dominating Set. O(t) . The remaining part of this section is devoted to the proof of Theorem 5.1. We first show the lower bound and then complement this result with the corresponding upper bound.
Lower bound.
To prove our result, we give a linear FPT-reduction from Red-Blue Exact Saturated CDS to Edge Dominating Set. The proof is organized as follows: we first give a construction, then prove its correctness, and finally argue on the clique-width of the transformed instance. We start with descriptions of auxiliary gadgets.
Auxiliary gadgets. The proof of the lemma follows from the fact that every edge dominating set includes at least one edge from E(y i ) for i ∈ {1, . . . , s}.
Final reduction. Now we describe our reduction. Let (G, c) be a red-blue capacitated graph with R = {u 1 , . . . , u n } being the set of red vertices and B = {v 1 , . . . , v r } being the set of blue vertices, and let k be a positive integer. Each red vertex u i is replaced by the set U i with c(u i ) vertices, and for every edge u i v j ∈ E(G), all vertices of U i are joined to v j by edges. For every vertex v j , we add one additional leaf (a pendent vertex). Now vertex sets {a 1 , . . . , a n } and {b 1 , . . . , b n } are constructed, and vertices a i are made adjacent to all the vertices of U i and the vertex b i . For every vertex b i , a set R i of c(u i ) vertices is added and b i is made adjacent to all the vertices in R i . Then to every vertex of R 1 ∪ R 2 ∪ · · · ∪ R n we add a path of length two. Let X be the set of middle vertices of these paths. We denote the obtained graph by G (see Figure 3) . Finally, we introduce three copies of F s,t :
• a copy of F n−k,n with roots {a 1 , . . . , a n }, Proof. Let S be an exact saturated dominating set of size k in G and f be its corresponding domination mapping. For convenience, we assume that S = {u 1 , . . . , u k }. We construct an edge dominating set as follows. First we select an edge emanating from every vertex in the set {v 1 , . . . , v r }. For every vertex v j , we choose a vertex u in U i , where u i = f (v j ) which is not incident to already chosen edges, and add the edge uv i to our set. Notice that we always have such a choice of u ∈ U j as c(u j ) = |U j |. We observe that these edges already dominate all the edges in the sets E(v j ), 1 ≤ j ≤ r, and in sets E(u) for u ∈ U 1 ∪ · · · ∪ U k . Now we add n − k edges from F n−k,n which are incident with vertices in {a k+1 , . . . , a n } and k edges from F k,n which are incident to {b 1 , . . . , b k }. Then − r matching edges joining vertices of R k+1 , . . . , R n to the vertices of X are included in the set. Finally, we add r edges from F r, which are incident to vertices of X and are adjacent to vertices of R 1 , . . . , R k . Since S is an exact capacitated dominating set, k i=1 c(u i ) = r, and from our description it is clear that the resulting set is an edge dominating set of size n + r + for H.
We proceed to prove the other direction of the equivalence. Let L be an edge dominating set of cardinality at most n + r + . The set L is forced to contain at least one edge from every E(v j ), at least n − k edges from F n−k,n , at least k edges from F k,n , and at least one edge from E(x) for all x ∈ X, because of the presence of pendent edges. This implies that |L| = n + r + , and L contains exactly one edge from every E(v i ), exactly n − k edges from F n−k,n , exactly k edges from F k,n , and exactly one edge from E(x) for all x ∈ X. Every edge a i b i has to be dominated by some edge of L, in particular it must be dominated from either an edge of F n−k,n or F k,n . Let I = {i : a i is incident with an edge from L ∩ E(F n−k,n )} and J = {j : b j is incident to an edge from L ∩ E(F k,n )}. The above constraints on the set L implies that |I| = n − k, |J| = k, and these sets form a partition of {1, . . . , n}. The edges which join vertices b i and R i for i ∈ I are not dominated by edges from L ∩ E(F k,n ). Hence to dominate these edges we need at least i∈I |R i | edges which connect sets R i and X. Since at least r edges of F r, are included in L, we have that
Let S = {u i : i ∈ J}. Clearly, |S| = k. Now we show that S is a saturated capacitated dominating set. For i ∈ J, edges which join a vertex a i to U i are not dominated by edges from L ∩ E(F n−k,k ), and hence they have to be dominated by edges from sets E(v j ). Since r ≤ i∈J |R j | = i∈J |U j |, there are exactly r such edges, and every such edge must be dominated by exactly one edge from L. We also know that L ∩ E(v j ) = ∅ for all j ∈ {1, . . . , r}, and hence for every v j , there is exactly one edge which joins it with some vertex u ∈ U i for some i ∈ J. Furthermore, all these edges are not adjacent, that is, they form a matching. We define f (v j ) = u i for j ∈ {1, . . . , r}. From our construction it follows that f is a domination mapping for S and S is an exact saturated dominating set in G.
The next lemma shows that if the graph G we started with has bounded feedback vertex number and has the properties required by Lemma 2.1, then H has bounded clique-width.
Lemma 5.4. If for every minimum feedback vertex set X of G, each vertex v of the forest G−X is adjacent with at most one vertex of X, then cwd(H) ≤ 4·fvs(G)+13.
Proof. By Lemma 2.1, we have that the graph G is of clique-width at most s = 4 · fvs(G) + 3. Suppose that the expression tree for G uses s-labels {α 1 , . . . , α s }. We construct the expression tree for H by scanning the expression tree for G. To construct the expression tree for H, we need the following additional labels:
• labels ξ 1 , ξ 2 , and ξ 3 for attaching F n−k,n , F k,n , and F r, , respectively, • label λ for marking some vertices that are already joined with all the neighbors, • working labels γ 1 , . . . , γ 6 . When a vertex u i ∈ R labeled by α p is introduced, we perform the following set of operations. First, we introduce the following vertices with working labels: c(u i ) vertices of U i with label γ 1 , the vertex a i with label γ 2 , and the vertex b i with label γ 3 . Then we join the vertices labeled by γ 1 with the vertex labeled with γ 2 , and the vertex labeled by γ 2 with the vertex labeled γ 3 . Then we relabel γ 1 to α p and γ 2 to ξ 1 . Now we create vertices of R i and the paths attached to it. To do so we perform the following operations c(u i ) times:
• Introduce three nodes labeled by γ 4 , γ 5 , and γ 6 .
• Join γ 3 with γ 4 , γ 4 with γ 5 and γ 5 with γ 6 .
• Relabel γ 4 to λ, γ 5 to ξ 3 , and γ 6 to λ. Finally, we relabel γ 3 to ξ 2 . We omit the union operations from the description and assume that if some vertex is introduced, then this operation is immediately performed.
If a vertex v j ∈ B labeled by α q is introduced, then we introduce vertex v i labeled by γ 1 , and a pendent vertex labeled by γ 2 , join vertices labeled by γ 1 and γ 2 , and then relabel γ 1 to α q and γ 2 to λ.
If in the expression tree of G, the join operation occurs between two labels, say, α p and α q , then we repeat in the new tree. Union operations in the expression tree are done exactly as before.
Finally, to complete the construction of the expression tree for H, we add F n−k,n , F k,n , and F r, . Notice that all the vertices in {a 1 , . . . , a n }, {b 1 , . . . , b n } and X are labeled by ξ 1 , ξ 2 , and ξ 3 , respectively. From here we can easily add F n−k,n , F k,n , and F r, with root vertices {a 1 , . . . , a n }, {b 1 , . . . , b n } and X, respectively, by making use of working labels γ 1 , γ 2 , γ 3 , and λ. To obtain each gadget, we construct x and y-vertices labeled by γ 1 and γ 2 , respectively, join γ 1 with γ 2 , and then relabel γ 1 to λ and γ 2 to γ 3 . As soon as x-and y-vertices of each gadget are constructed and joined by a matching, we join γ 3 with ξ 1 , ξ 2 , or ξ 3 to construct t F n−k,n , F k,n , or F r, , respectively. When the construction of each gadget is completed, we relabel γ 3 to λ. This concludes the description for the expression tree for H.
To conclude the lower bound proof of Theorem 5.1, it remains to note that H has 4(n+r+ ) ≤ 4(n+r+n 2 ) vertices, and therefore if we could solve Edge Dominating Set in time f (t)|V (H)| o(t) , where t = cwd(H), then we also would be able to solve
Red-Blue Exact Saturated CDS in time f (k)|V (G)| o(k) , where k is the feedback vertex set number of G. By Theorem 3.1, this would imply that the ETH does not hold.
5.2.
Algorithmic upper bound for edge dominating set. Now we give an algorithmic upper bound for the Edge Dominating Set problem parameterized by the clique-width, that is, give an algorithm running in time n O(t) for Edge Dominating Set on graphs with a given expression tree of with at most t. Again, the algorithm is based on a dynamic programming over the expression tree of the input graph.
Let G be a graph with n vertices and m edges, and let T be an expression tree for G of width t. We assume that T is irredundant. For a node X of T , denote by G X the t-graph associated with this node, and let U 1 (X), . . . , U t (X) be sets of vertices of G X labeled 1, . . . , t, respectively. The table of data for the node X stores vectors  (s 1 , . . . , s t , r 1 , . . . , r t , l) of nonnegative integers with the following properties:
• s i + r i ≤ |U i (X)| for 1 ≤ i ≤ t.
• l ≤ |E(G X )|.
• There is a set of edges S ⊆ E(G X ) such that s i vertices of U i (X) are adjacent to the edges of S for 1 ≤ i ≤ t, and |S| ≤ l.
• It is possible to attach r i pendent edges to the vertices of U i (X) for 1 ≤ i ≤ t in such a way that these edges dominate all edges of G X undominated by S. The intuition behind this definition is that there are at most r i vertices in U i (X) that are incident with at least one edge e / ∈ S in G X that is not dominated by S. The size of this table is at most (n + 1) 2t · m. If X is the root node of T (that is, G = G X ), then the size of the minimum edge dominating set is the minimum value of l for which the table for X contains an entry with the value of the parameter being l and r 1 = . . . = r t = 0. Now we give the details of how we make our tables and how we update it. Introduce node: Tables for introduce nodes of T are constructed in a straightforward way.
Relabel node: Let X be a relabel node ρ i→j , and let Y be the child of X. O(t) . This concludes the proof of Theorem 5.1.
Conclusion and further directions.
In this paper, we obtained the first asymptotically tight bounds for problems parameterized by the clique-width of the input graph. In particular, we showed that Max-Cut and Edge Dominating Set cannot be solved in time f (t)n o(t) unless the ETH collapses; while there do exist algorithms with running time n O(t) for both these problems, where t is the cliquewidth of the input graph. Notice that our reduction to obtain a tight lower bound for Max-Cut is also an FPT-reduction and, therefore, Max-Cut is W[1]-hard when parameterized by the clique-width of the input graph. Thus, we resolve an open problem about the parameterized complexity of Max-Cut.
We conclude with an open problem related to Hamiltonian Cycle. In the Hamiltonian Cycle problem, we are given a graph G, and the objective is to check whether there exists a cycle passing through every vertex of G. Similar to Max-Cut and Edge Dominating Set, we can obtain the following algorithmic lower bound for the Hamiltonian Cycle problem when parameterized by the clique-width of the input graph. if an expression tree of width t is given. We leave it open to find either an improved lower bound or an improved upper bound for the Hamiltonian Cycle problem.
