The coordination and control problems arising in team composition and tasking of autonomous underwater vehicles are discussed in the framework of dynamic o p timization. Team composition and tasking are specified in terms of sets and relations among the elements of these sets. Results from dynamic optimization and non-smooth analysis are used to show that these coordination and control problems can be phrased in terms of concepts such as invariance, solvability, monotonicity, and switchings among value functions.
Introduction
In this paper we discuss the coordination and control problems arising in team composition and tasking of autonomous underwater vehicles in the framework of dynamic optimization.
We specify team composition and tasking in terms of sets and relations among the elements of those sets: each vehicle provides atomic services (such as communications or sensing); a group of vehicles provides complex services when these vehicles satisfy predicates on their atomic services and positions; services are available in the neighborhood of the service providers; t e a m interact to use services from other teams; teams rendezvous, assemble or disassemble at designated areas and times. We use duality between functions and sets (see [5]), and the fact that the reachability, solvability, and invariant sets of dynamical systems are the level sets of appropriate value functions (see [SI) to formulate team composition and tasking in the framework of dynamic optimization. ' 
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The paper is organized as follows. In Section 2 we present the motivation for our developments. In Section 3, we outline a team composition and tasking concept for AUVs. In Section 4 we provide an aside on dynamic optimization and non-smooth analysis. In Section 5, we survey and use results from dynamic o p timization and non-smooth analysis to show that, at least conceptually, some of the fundamental aspects of coordination and control can he phrased in terms of invariance, of monotonicity of the trajectories of a dynamic system w.r.t t.o some scalar field, of attainability of sets, or of switchings among value functions. In Section 6 u r e draw the conclusions. 'The h4ohile Offshorr Base system illustrates a problem of cc+ ordination of surface vessels that has received significant attention due to its applicability to ship automation: docking, cargo transfer between moving vessels, platooning in restricted waterways, etc.. [Z] . The Mobile Offshore Base (MOB) is a very large floating ocean structure meant to provide the 6 m e capabilities as an on-land army base. The modules forming the hlOB must be able to perform long-term station keeping at sea, in the presence of waves, winds and currents.
3The PISCIS project addresses the specification and the implementation of a data collection system for real-time oceanography based on the operation of multiple autonomous underwater vehicles 131. Vehicles have limited communication capabilities, and coordination is restricted to the exchange of data and a mmands at predetermined waypoints. nation and resonrce allocation of heterogeneous vehicles with complementary capabilities. But networked systems have the potential for more complex patterns of coordination and control.
Consider a group of heterogeneous vehicles with evolving access capabilities. Coordination involves the composition of entities, such as vehicles, devices, and controllers. Interesting questions are what happens to the properties of those entities under composition, and which properties arise from the composition. We are interested not only in the behavior of isolated groups, but also in the interactions among groups, and in team composition and tasking. The question is then how to construct a system-level capability by appropriately organizing agents that execute a small set of tasks.
Team composition a n d tasking
The problem of team composition and tasking for autonomous vehicles is a difficult one (see [4] ). This problem is even more difficult for AUVs due to the severe range/bandwidth limitations of underwater communications. Moreover, low-cost AUVs are not usually selfsufficient for navigation: they have to operate within the range of external devices such as transponders from an acoustic network. Surprisingly, these difficulties constitute one of the reasons for team composition and tasking of AUVs. For example, we may have a team of AUVs providing a navigation service to other teams.
In what follows we consider a set V of vehicles 1,. . . , N .
The equations of motion for the ith vehicle are:
Consider the j t h partition of V.' At time t , xi,j denotes t.he state of all vehicles from this partition.
We specify team composition and tasking in t e r m of sets and relations among the elements of those sets. Sets of interest are: Vehicles, AtomicServices, ComplexServices, SpatialtemporalPlaces. SpatialPlaces (the names are self-explanatory), Next, we briefly describe a concept for team composition and tasking to motivate the dynamic optimization framework. We will skip details for the sake of brevity.
Vehicles and atomic services. There are several types of vehicles. Each vehicle has an unique name and provides atomic services. The function Type returns the type of each vehicle. The predicate FTovideAtomicService represents the atomic services provided by each vehicle. Atomic services have attributes, such BS range, represented by the predicate RangeAtomicService.
Complex services. We combine the atomic services from different vehicles to deliver a complex service at 2088 an element of SpatialPlaces. The combination is established with links represented by the predicate Link. The predicate RequiredVehicles represents t,he vehicles required to deliver the service. The predicate RequiredConf i g u r a t i o n represents the structure of the links -also termed configuration -to be established by those vehicles t.o deliver the service. This predicate implicitly defines the information structures required to implement the service. The set-valued function ServiceArea returns the set (from SpatialPlaces) where the complex service is available.
Team. A team is a set of vehicles -e.g. the i-th element from the j-th partition of t,he set V -capable of delivering complex services, and of controlling the way these services are delivered (by adjusting the set given by ServiceArea). Each complex service can be delivered in several alternative configurations. Each configuration is given by a state-constraint: the conjunction ofK atomic stateconstraints + f , j ( x , , j ( t ) ) < 0, where the k -th constraint represents the k -th link of the configuration. The service is delivered when at least one of those configurations holds (disjunction of stateconstraints). Two or more services are delivered simultaneously when several configurations hold at the same time (conjunction of state-constraints). There are several aspects to the activities of the team: 1) to satisfy RequiredConfiguration predicates, first to maintain the integrity of the team, and second to deliver complex services; 2) to adjust the way services are delivered: 3) to implement a motion coordination a l g e rithrn (either by coordinating the relative motions of its constituent vehicles, or by attaining an element of SpatialTemporalPlaces). The activities concerning the maintenance of the integrity of the team take precedence over the others. This requires a layered structure of controls. The first layer ensures the integrity of the team, and the second layer controls service delivery.
Interactions. There are several modes of interaction among teams: teams rendezvous at elements of SpatialtemporalPlaces; teams make services available t o other teams in the corresponding ServiceArea, and utilize services from other teams when located within the corresponding ServiceArea. 
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E U or, alternatively, by the multifunction F : iR x R" 2 R" and the associated differential inclusion (the set of feasible velocities of the system) Let R(X0. to, t ) be the reach set of the system at time t , when the initial condition at time to belongs to the set XO. An In this case the reach set is given by
The problem of reachability under disturbances is treated analogously. Consider now the solvability problem. Given a closed set X,, the solvability set S ( X f , t , t , ) , where t 5 t f , is the set of all positions (x,t) such that there exists one control that drives the system from (x,t) to X,. The solvability set is also
given by the level set of a value function.
The value function V, for the problem of reachability is obtained from the solution of a forward HamiltonJacobi partial differential equation. The value function for the problem of solvability is obtained from the solution of a backword Hamilton-Jacobi equation [i']. The problem is that the smoothness required to find a classical solution to this equation does not usually hold. We have to consider' concepts of generalized solutions: we enter the realm of non-smooth analysis and control.
Non-smooth analysis methods arise quite naturally in control theory since functions characterizing control systems are, more often than not, non-differentiable. Several frameworks have been developed to tackle such lack of smoothness: Clarke's generalized subgradients, proximal normal analysis, and contingent epiderivatives, to name just a few. Next, we present =me definitions and results from proximal normal analysis and control, since they provide a concise statement of the results we are interested in, namely the geometric character of the patterns of coordination. A comprehensive reference for this subject is [5].
Prozimal normals are direction vectors pointing outward from a set, generated by projecting a point to the 
N,P,is(z,Q(x)).
(1)
The lower and upper hamiltonians are quite suitable to the statement of properties of dynamic systems namely monotonicity, invariance, and attainability.
H ( t , x , p ) = may @,U) (3) u e F ( t , r )
Scornider a function f : P" Y %. The epigraph of the funetion f, is the set epif = {(z,y) t X"+' : y 2 f(z)}. The epigraph of a 1.s.e. function B : W" -P is a closed subset of W"+'. 
'The proximal superdifferential a P 0 ( z ) is defined BS
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Consider a closed set S. Next we define weak invariance, also called viability 111.
Definition 5 (Weakly invariant ( W I ) ) The tem (S, F) is weakly invariant (WI) if:
sys-
vz;, 3x(O,m) : z;(O) = z; , .(t) E s, V t 2 0 . T h e o r e m 1 If Vz E S, h(z, N J ( x ) ) 5 0 then (S,F) is WI
We define a strongly invariant pair (S,F) by replacing the existential by the universal quantifier. The corresponding theorem replaces the lower by the upper hamiltonian. We return now to the value function formulations to remark that they provide a method to calculate invariant sets for the (S,F) pairs. Strong and weak invariance are expressed in terms of may or min operations in the corresponding value functions.
The extrema1 aiming control technique, described next in the language of proximal analysis, is used to keep the state of the system inside an inwriant set S.
Theorem 2 (Proximal aiming) Consider the set S.
Pick s E projs(x(t)). If
(f(t,z(t)),z -4 5 0
(4)
then the state uill move towards the set S.
The geometric interpretation is quite simple. For each t , the velocity vector f ( t , x ( t ) ) has a component pointing in a direction opposite to the direction of the normal to the set at the projection projs(z(t)). This is asserted next, in terms of the distance function to S. 5.1 I n t r a a n d inter-team coordination First, we discuss the problem of the integrity of the team. We use the conjunction and disjunction of atomic state constraints to specify the services delivered by a team. Notice t,hat, generally, the constraints concern relative positions. We need to know the sets of all positions where those services can he deliveredi.e., we are in the presence of a reachability problem. But teams are also required to move, e.g., to attain a set -we are in the presence of a solvability problem.
V t , x ( t ) E R,
Next, we discuss the problem of service delivery and inter-team coordination. At time t, a complex service is delivered at a neighborhood P(t) of the service providers, as given hy the set-valued map ServiceArea. The vehicles from another team can use this service when they are located within P(t), and they have the hardware required to use it (given by Type). Hence, teams can interact hy imposing unidirectional or bi-directional stateconstraints on other teams, or by cooperatively, or not, adjusting those stateconstraints.
We use the techniques described in the previous section to formulate these reachability, solvability, and invariance problems in the framework of value functions. To do this, we transform conjunctions and disjunctions of stateconstraints onto pointwise minimizations or mayimizations, and also onto maximizations or minimizations taken over all the trajectories of the coordinated systems.
Monotonicity w i t h respect to a scalar field
Here, we present results on monotonicity that can be used to derive control laws for a vehicle, or for a set of vehicles, to descend some scalar field. 
Proposition 3 Let:
The monotonicity of a system (4, F ) is qualified as either strong or weak; strong when true for a11 of the feasible trajectories of the system: weak when true for at least one trajectory. A characterization in terms of the upper and lower hamiltonians and proximal s u b or super gradients is given by theorem below extracted from 151.
Theorem 4 Let 4 be continuous and F be locally Lipschitz. Then, each one ofthe monotonicity properties of (4, F ) listed below is characterized by the corresponding proximal inequality for all x:
Weakly decreasing if h(z, &4(z)) 2 0;
Weakly increasing iflH(x,@"'(z)) 0;
Strongly increasing ifl h(z,apb(z)) t 0 or
Weakly pre-decreasing ifl h( x, aP4(z)) 5 0;
Weakly pre-increasing ifH(z,ap4(x)) 2 0; h(.,aP4(x)) 2 0;
Controls with switching costs
Each team establishes a structure of links -a configuration -to deliver a complex service. One of the interesting aspects of team composition is that, if we have enough resources, the same service can be delivered in several alternative configurations. In order to choose one from a set of configurations which are admissible for the execution of a given task, it is necessary to specify an ordering mechanism that, for the given task, yields a measure of the best added value to the system from the current time and state onwards if a given configuration is selected. A global value function plays this role. Therefore, conditions in the form of quasivariational inequalities which are solved by the value function are considered as a mechanism for state feedback synthesis. \?" illustrate this technique with the following dynamic switching control game.
Let a time interval 10, T I he given and let U and ZI be, respectively, the control variable enabling the switching between configurations, and the variable accounting for the role played by the uncertainty, or by an actual adversary which opposes the minimization of the performance functional given hy To define more precisely the adopted control space, consider, for U(.), the sets where the obstacle operators are defined by:
Let H(G,*, s, t , p ) = p C(s, z, c,6) + g(s, t , U, 6) The feedback control strategy is provided next Theorem, The upper and lower value functions coincide and the value of the differential game exists. Moreover, the optimal controls exist and are as follows. The coordination and control of multiple autonomous underwater vehicles poses significant challenges to control. In this paper we discuss these challenges in the framework of dynamic optimization. We show that this framework provides a rich pool of results for the analysis and synthesis of coordination and control strategies for AUVs. In the future, we plan to investigate solution methods that take advantage of the structure of each specific problem.
