From weight structures to (orthogonal) $t$-structures and back by Bondarko, Mikhail V.
ar
X
iv
:1
90
7.
03
68
6v
1 
 [m
ath
.K
T]
  8
 Ju
l 2
01
9
From weight structures to (orthogonal)
t-structures and back
Mikhail V. Bondarko ∗
July 9, 2019
Abstract
In this paper we study t-structures that are "closely related" to weight
structures (on a triangulated category C). A t-structure couple t =
(Ct≤0, Ct≥0) is said to be right adjacent to a weight structure w =
(Cw≤0, Cw≥0) if Ct≥0 = Cw≥0; if this is the case then t can be uniquely
recovered from w and vice versa. We prove that if C satisfies the Brown
representability property (one may say that this is the case for any "rea-
sonable" triangulated category closed with respect to coproducts) then t
that is right adjacent to w exists if and only if w is smashing (i.e., co-
products respect weight decompositions); in this case the heart Ht is the
category of those functors Hwop → Ab that respect products (here Hw
is the heart of w). Certainly, the dual to this statement is valid is well,
and we discuss its relationship to results of B. Keller and P. Nicolas.
We also prove several generalizations and modifications of this re-
sult. In particular, we prove that a right adjacent t exists whenever w
is a bounded weight structure on a saturated R-linear category C (for
a noetherian ring R). Moreover, we obtain 1-to-1 correspondences be-
tween bounded weights structures on C and the classes of those bounded
t-structures on it such that Ht has either enough projectives or injectives
whenever C equals the derived category of perfect complexes Dperf (X)
for X that is regular and proper over SpecR.
Furthermore, we generalize the aforementioned existence statement to
construct (under certain assumptions) a t-structure t on a triangulated
category C′ that is right orthogonal to w; here C and C′ are subcategories
of a common triangulated category D. In particular, if X is proper over
SpecR but not necessarily regular then one can take C = Dperf (X), C′ =
Dbcoh(X) or C
′ = D−coh(X), and D = Dqc(X). We also study hearts of
orthogonal t-structures and their restrictions, and prove some statements
on "reconstructing" weight structures from orthogonal t-structures.
The main tool of this paper is the notion virtual t-truncations of (co-
homological) functors; these are defined in terms of weight structures
and "behave as if they come from t-truncations of representing objects"
whether t exists or not.
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Introduction
This paper is dedicated to the study of those t-structures that are "closely
related" to weight structures (on various triangulated categories).
Let us recall a bit of history. t-structures on triangulated categories have be-
come important tools in homological algebra since their introduction in [BBD82].
Respectively, their study and construction is an actual and non-trivial question.
Next, in [Pau08] and [Bon10a] a rather similar notion of a weight structure w
on a triangulated category C was introduced. Moreover, in ibid. a t-structure
t = (Ct≤0, Ct≥0) was said to be adjacent to w if Ct≥0 = Cw≥0, and certain
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examples of adjacent structures were constructed.1 Furthermore, in [Bon10b]
for a t-structure t on a triangulated category C′ that is related to C by means
of a duality bi-functor a more general notion of (left) orthogonality of a weight
structure w on C to t was introduced.2 Also, the relationship between the hearts
of adjacent and orthogonal structures was studied in detail.
Next, if w is (left or right) adjacent to t then it determines t uniquely and vice
versa. Yet the only previously existing way of constructing t if w is given was
to use certain "nice generators" of w (see Definition 3.2.1(5), §4.5 of [Bon10a],
Theorem 3.2.2 of [Bon18b], and Proposition 5.3.1 of [Bon16]). However, already
in [Bon10a] the notion of virtual t-truncations for (co)homological functors was
introduced, and it was proved that virtual t-truncations possess several nice
properties. In particular, it was demonstrated that these are closely related to
t-structures (whence the name) even though they are defined in terms of weight
structures only.
In the current paper we propose a new construction method. We prove
that adjacent and orthogonal t-structures can be constructed using virtual t-
truncations whenever certain "Brown representability-type" assumptions on C
(and C ′) are known. Respectively, our results yield the existence of some new
families of t-structures.
Let us formulate one of these results. For a triangulated category C that is
smashing, i.e., closed with respect to (small) coproducts, and a weight structure
w on it we will say that w is smashing whenever Cw≥0 is closed with respect to
C-coproducts (note that Cw≤0 is
∐
-closed automatically).
Theorem 0.1 (See Theorem 3.2.3(I)). Let C be a smashing triangulated cat-
egory that satisfies the following Brown representability property: any functor
Cop → Ab that respects (Cop)-products is representable.
Then for a weight structure w on C there exists a t-structure t right adjacent
to it if and only if w is smashing. Moreover, the heart of t (if t exists) is
equivalent to the category of all those additive functorsHwop → Ab that respect
products.3
Note here that (smashing) triangulated categories satisfying the Brown rep-
resentability property have recently become very popular in homological algebra
and found applications in various areas of mathematics (thanks to the foun-
dational results of A. Neeman and others); in particular, this property holds
if either C or Cop is compactly generated. Moreover, it is easy to construct
vast families of smashing weight structures on C (at least) if C is compactly
generated; see Remark 3.2.4(1) below. The resulting adjacent t-structures are
cosmashing (i.e. Ct≤0 is closed with respect to C-products); thus there appears
to be no way to construct them using previously known methods.
Certainly the dual to Theorem 0.1 is valid as well. Moreover, if Cop sat-
isfies the dual Brown representability property and w is both cosmashing and
1In contrast to ibid. and [Bon10b], in the current paper we use the so-called homological
convention for t and w, and say that t is right adjacent to w if Ct≥0 = Cw≥0. Besides,
D. Paukstello and several other authors use the term "co-t-structure" instead of "weight
structure".
2These definitions are contained in Definition 5.2.1 below; however, our main examples
have motivated us to concentrate on the particular case where C and C′ are subcategories of
a common triangulated category D for most of this paper.
3Here Hw is the heart of w; note also that G : Hwop → Ab respects products whenever it
converts Hw-coproducts into products of groups.
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smashing then the left adjacent t-structure t (i.e., Ct≤0 = Cw≤0) restricts to the
subcategory of compact objects of C as well as to all other "levels of smallness"
for objects. Combining this statement with an existence of weight structures
Theorem 3.1 of [KeN13] we obtain a statement on t-structures extending The-
orem 7.1 of ibid.
We also prove certain alternative versions of Theorem 0.1 that can be applied
to "quite small" triangulated categories. Instead of the Brown representability
condition for C one can demand it to satisfy the R-saturatedness one instead
(see Definition 4.1.1(2) below; this is an "R-linear finite" version of the Brown
representability). Then for any bounded w on C there will exist a t-structure
right adjacent to it. According to a saturatedness statement from [Nee18a] this
result can be applied to the derived category Dperf (X) of perfect complexes on
a regular scheme that is proper over the spectrum of a Noetherian ring R (see
Proposition 4.2.1(2)). In this case we obtain 1-to-1 correspondences between
bounded weights structures on C and the classes of those bounded t-structures
on it such that the heart Ht of t has either enough projectives or injectives; see
Remark 4.2.2(3).
Moreover, we prove some generalizations of this "R-saturated" existence
result (see Proposition 4.2.1(1) and Theorem 4.1.2); they produce orthogonal t-
structures on bounded and bounded above derived categories of coherent sheaves
over X for X that is not necessarily regular.
Furthermore, we study the question when a (fixed) t-structure t on a tri-
angulated category C′ is right orthogonal to a weight structure w on a certain
category C. If C is a triangulated subcategory of C′ and w that is left orthogo-
nal to t exists then Ht has enough projectives, and in certain cases this property
of Ht is sufficient for the existence of w; see Theorem 5.3.1. Under some other
assumptions we prove the existence of a weight structure w (on a triangulated
category C that is "large enough") that is (strictly) left orthogonal to t with C
not being a subcategory of C ′. However, these assumptions on the heart make
these result more difficult to apply than the aforementioned "converse" ones,
and the methods of their proofs are less interesting.
Remark 0.2. The author certainly does not claim that the methods of the cur-
rent paper are the most general among the existing methods for constructing
t-structures. In particular, if C is a well generated triangulated category (in
particular, this is the case if C is compactly generated or possesses a combina-
torial Quillen model; see Proposition 6.10 of [Ros05]) then the recent Theorem
2.3 of [Nee18c] gives all those t-structures that are generated by sets of objects
of C in the sense of Definition 3.2.1(6) below; this statement essentially vastly
generalizes the well-known Theorem A.1 of [AJS03].
Now, if C is well generated then is generated by a set of its objects as its
own localizing subcategory (see Definition 3.2.1(3)). Thus for any smashing
weight structure w on it Proposition 2.3.2(10) of [Bon18b] essentially says the
following: there exists a set P ⊂ Cw≥0 such that the class Cw≥0 is the smallest
cocomplete pre-aisle that is "generated" by P in the sense of [Nee18c, §0] (cf.
Discussion 1.15 of ibid.). Hence Theorem 2.3 of [Nee18c] says that there exists
a t-structure on C such that Ct≥0 = Cw≥0 (see Remark 1.1.3(4) below). Hence
loc. cit. generalizes the existence of t part of our Theorem 0.1.
On the other hand, note that neither loc. cit. nor Theorem A.1 of [AJS03]
says anything on the hearts of t-structures. Also, there appears to be no chance
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to extend these existence results to R-saturated categories (in any way).
Let us now describe the contents of the paper. Some more information of
this sort may be found in the beginnings of sections.
In §1 we give some definitions and conventions, and recall some basics on
t-structures and weight structures.
In §2 we define virtual t-truncations of functors and prove several nice prop-
erties for them. We also relate the existence of orthogonal t-structures to virtual
t-truncations; this gives general if and only if criteria for the existence of adja-
cent t-structures.
In §3 we study smashing triangulated categories along with the existence of t-
structures adjacent to weight structures on them and certain restrictions of these
t-structures. We also consider weight structures extended from subcategories of
compact objects.
In §4 we study adjacent and orthogonal t-structures on R-linear triangulated
categories; this includes R-saturated categories and various derived categories
of (quasi)coherent sheaves.
In §5 we try to answer the question whether the results of previous sections
give all t-structures that are adjacent to weight structures on the corresponding
categories. So we study criteria ensuring the existence of a weight structure that
is left adjacent or orthogonal to a given t-structure t; under certain assumptions
we prove that the answer to our question is affirmative.
The author is deeply grateful to prof. A. Neeman for calling his attention
to [KeN13] as well as for writing his extremely interesting texts that are crucial
for the current paper, and also to prof. L. Positselski for an online lesson on the
coherence of rings.
1 A reminder on weight structures and t-structures
In this section we recall the notions of t-structures and weight structures, along
with orthogonality and adjacency for them.
In §1.1 we introduce some categorical notation and recall some basics on
t-structures.
In §1.2 we recall some of the theory of weight structures.
In §1.3 we recall the definitions of adjacent and orthogonal weight and t-
structures that are central for this paper.
1.1 Some categorical and t-structure notation
• All products and coproducts in this paper will be small.
• Given a category C and X,Y ∈ ObjC we will write C(X,Y ) for the set
of morphisms from X to Y in C.
• For categories C′, C we write C′ ⊂ C if C′ is a full subcategory of C.
• Given a category C and X,Y ∈ ObjC, we say that X is a retract of Y if
idX can be factored through Y .4
4Certainly, if C is triangulated or abelian, then X is a retract of Y if and only if X is its
direct summand.
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• A (not necessarily additive) subcategory H of an additive category C is
said to be retraction-closed in C if it contains all retracts of its objects in
C.
• For any (C,H) as above the full subcategory KarC(H) of C whose objects
are all retracts of (finite) direct sums of objects H in C will be called
the Karoubi-closure of H in C; note that this subcategory is obviously
additive and retraction-closed in C.
• We will say that C is Karoubian if any idempotent morphism yields a
direct sum decomposition in it.
• The symbol C below will always denote some triangulated category; it
will often be endowed with a weight structure w. The symbols C′ and D
will also be used for triangulated categories only.
• For any A,B,C ∈ ObjC we will say that C is an extension of B by A if
there exists a distinguished triangle A→ C → B → A[1].
• A class P ⊂ ObjC is said to be extension-closed if it is closed with respect
to extensions and contains 0.
• We will write 〈P〉 for the smallest full retraction-closed triangulated sub-
category of C containing P ; we will call 〈P〉 the triangulated subcategory
densely generated by P (in particular, in the case C = 〈P〉).
Moreover, the smallest strict full triangulated subcategory of C contain-
ing P will be called the subcategory strongly generated by P .
• The smallest additive retraction-closed extension-closed class of objects of
C containing P will be called the envelope of P .
• For X,Y ∈ ObjC we will write X ⊥ Y if C(X,Y ) = {0}.
For D,E ⊂ ObjC we write D ⊥ E if X ⊥ Y for all X ∈ D, Y ∈ E.
Given D ⊂ ObjC we will write D⊥ for the class
{Y ∈ ObjC : X ⊥ Y ∀X ∈ D}.
Dually, ⊥D is the class {Y ∈ ObjC : Y ⊥ X ∀X ∈ D}.
• Given f ∈ C(X,Y ), where X,Y ∈ ObjC, we will call the third vertex of
(any) distinguished triangle X
f
→ Y → Z a cone of f .5
• Below A will always denote some abelian category; B is an additive cate-
gory.
• All complexes in this paper will be cohomological.
We will write K(B) for the homotopy category of complexes over B. Its
full subcategory of bounded complexes will be denoted by Kb(B). We
will write M = (M i) if M i are the terms of the complex M (in the
cohomological indexing).
5Recall that different choices of cones are connected by non-unique isomorphisms.
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• We will say that an additive covariant (resp. contravariant) functor from
C into A is homological (resp. cohomological) if it converts distinguished
triangles into long exact sequences.
For a (co)homological functor H and i ∈ Z we will write Hi (resp. Hi)
for the composition H ◦ [−i].
Let us now recall the notion of a t-structure (mainly to fix notation).
Definition 1.1.1. A couple of subclasses Ct≤0, Ct≥0 ⊂ ObjC will be said to
be a t-structure t on C if they satisfy the following conditions:
(i) Ct≤0 and Ct≥0 are strict, i.e., contain all objects of C isomorphic to their
elements.
(ii) Ct≤0 ⊂ Ct≤0[1] and Ct≥0[1] ⊂ Ct≥0.
(iii) Ct≥0[1] ⊥ Ct≤0.
(iv) For anyM ∈ ObjC there exists a t-decomposition distinguished triangle
LtM →M → RtM→LtM [1] (1.1.1)
such that LtM ∈ Ct≥0, RtM ∈ Ct≤0[−1].
2. Ht is the full subcategory of C whose object class is Ct=0 = Ct≤0∩Ct≥0.
We will also give some auxiliary definitions.
Definition 1.1.2. 1. For any i ∈ Z we will use the notation Ct≤i (resp. Ct≥i)
for the class Ct≤0[i] (resp. Ct≥0[i]).
2. Ht is the full subcategory of C whose object class is Ct=0 = Ct≤0∩Ct≥0.
3. We will say that t is left (resp. right) non-degenerate if ∩i∈ZCt≥i = {0}
(resp. ∩i∈ZCt≤i = {0}).
Moreover, we will say that t is non-degenerate if it is both left and right
non-degenerate.
4. We will say that t is bounded below if ∪i∈ZCt≥i = ObjC.
Moreover, we will say that t is bounded if the equality ∪i∈ZCt≤i = ObjC is
valid as well.
5. Let D be a full triangulated subcategory of C.
We will say that t restricts toD whenever the couple tD = (Ct≤0∩ObjD, Ct≥0∩
ObjD) is a t-structure on D.
Remark 1.1.3. Let us recall some well-known properties of t-structures (cf. §1.3
of [BBD82]).
1. The triangle (1.1.1) is canonically and functorially determined by M .
Moreover, Lt is right adjoint to the embedding Ct≥0 → C (if we consider Ct≥0
as a full subcategory of C) and Rt is left adjoint to the embedding Ct≤−1 → C;
respectively, Lt and Rt are connected with idC by means of canonical natural
transformations.
For any n ∈ Z we will use the notation t≥n for the functor [−n] ◦ Lt ◦ [n],
and t≤n = [−n− 1] ◦ Lt ◦ [n+ 1].
2. Ht is an abelian category with short exact sequences corresponding to
distinguished triangles in C.
Moreover, have a canonical isomorphism of functors Lt ◦ [1] ◦ Rt ◦ [−1] ∼=
[1] ◦ Rt ◦ [−1] ◦ Lt (if we consider these functors as endofunctors of C). This
composite functor Ht actually takes values in Ht ⊂ C, and it is homological if
considered this way.
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3. We have Ct≥0 =
⊥Ct≤−1. Thus t is uniquely determined by Ct≤0.
Moreover, the notion of t-structure is self-dual (cf. Proposition 1.2.4(1)
below). Hence Ct≤0 = (Ct≥1)
⊥, and thus t is uniquely determined by Ct≥0 as
well.
4. Though in [BBD82] where t-structures were introduced, in the papers
of A. Neeman mentioning this notion, and in several preceding papers of the
author the "cohomological convention" for t-structures was used, in the current
text we use the homological convention; the reason for this is that it is coher-
ent with the homological convention for weight structures (see Remark 1.2.3(3)
below). Respectively, our notation Ct≥0 corresponds to the class C
t≤0 in the
cohomological convention.
1.2 Some basics on weight structures
Let us recall some basic definitions of the theory of weight structures.
Definition 1.2.1. I. A pair of subclasses Cw≤0, Cw≥0 ⊂ ObjC will be said
to define a weight structure w on a triangulated category C if they satisfy the
following conditions.
(i) Cw≤0 and Cw≥0 are retraction-closed in C (i.e., contain all C-retracts of
their objects).
(ii) Semi-invariance with respect to translations.
Cw≤0 ⊂ Cw≤0[1], Cw≥0[1] ⊂ Cw≥0.
(iii) Orthogonality.
Cw≤0 ⊥ Cw≥0[1].
(iv) Weight decompositions.
For any M ∈ ObjC there exists a distinguished triangle
LwM →M → RwM→LwM [1]
such that LwM ∈ Cw≤0 and RwM ∈ Cw≥0[1].
We will also need the following definitions.
Definition 1.2.2. Let i, j ∈ Z; assume that a triangulated category C is en-
dowed with a weight structure w.
1. The full category Hw ⊂ C whose objects are Cw=0 = Cw≥0 ∩ Cw≤0 is
called the heart of w.
2. Cw≥i (resp. Cw≤i, resp. Cw=i) will denote the class Cw≥0[i] (resp.
Cw≤0[i], resp. Cw=0[i]).
3. C [i,j] denotes Cw≥i ∩ Cw≤j .
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4. Let D be a full triangulated subcategory of C.
We will say that w restricts to D whenever the couple wD = (Cw≤0 ∩
ObjD, Cw≥0 ∩ObjD) is a weight structure on D.
Moreover, in this case we will also say that w is an extension of wD.
6If i > j and M ∈ C[i,j] then M ⊥M by the orthogonality axiom; thus C[i,j] = {0}.
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5. We will say thatM is left (resp., right) w-degenerate (or weight-degenerate
if the choice of w is clear) if M belongs to ∩i∈ZCw≥i (resp. to ∩i∈ZCw≤i).
6. We will say that w is left (resp., right) non-degenerate if all left (resp.
right) weight-degenerate objects of C are zero.
7. We will call ∪i∈ZCw≥i (resp. ∪i∈ZCw≤i) the class of w-bounded below
(resp., w-bounded above) objects of C.
Moreover, we will say that w is bounded below (resp. bounded above, resp.
bounded) if all objects of C are bounded below (resp. bounded above,
resp. are bounded both below and above).
8. We will say that a subcategory H ⊂ C is negative (in C) if ObjH ⊥
(∪i>0Obj(H [i])).
Remark 1.2.3. 1. A simple (and still useful) example of a weight structure
comes from the stupid filtration on the homotopy categories of cohomological
complexesK(B) for an arbitrary additive B (it can also be restricted to bounded
complexes; see Definition 1.2.2(4)). In this case K(B)wst≤0 (resp. K(B)wst≥0)
is the class of objects that are homotopy equivalent to complexes concentrated
in degrees ≥ 0 (resp. ≤ 0); see Remark 1.2.3(1) of [BoS18] for more detail.
We will use this notation below. The heart of this weight structure wst is
the Karoubi-closure of B in K(B); hence it is equivalent to Kar(B) (see Remark
2.1.4(2) of [BoS19]).
2. A weight decomposition (of any M ∈ ObjC) is almost never canonical.
Still for any m ∈ Z the axiom (iv) gives the existence of a distinguished
triangle
w≤mM →M → w≥m+1M → (w≤mM)[1] (1.2.1)
with some w≤mM ∈ Cw≤m and w≥m+1M ∈ Cw≥m+1; we will call it an m-
weight decomposition of M .
We will often use this notation below (even though w≥m+1M and w≤mM
are not canonically determined by M); we will call any possible choice either of
w≥m+1M or of w≤mM (for any m ∈ Z) a weight truncation of M . Moreover,
when we will write arrows of the type w≤mM →M or M → w≥m+1M we will
always assume that they come from some m-weight decomposition of M .
3. In the current paper we use the “homological convention” for weight struc-
tures; it was previously used in [BoS18], [Bon16], [BoK18], in [BoV19], and in
[BoS19], whereas in [KeN13], [Bon10a], and in [Bon10b] the “cohomological con-
vention” was used. In the latter convention the roles of Cw≤0 and Cw≥0 are
interchanged, i.e., one considers Cw≤0 = Cw≥0 and C
w≥0 = Cw≤0. So, a com-
plex X ∈ ObjK(B) whose only non-zero term is the fifth one (i.e., X5 6= 0) has
weight −5 in the homological convention, and has weight 5 in the cohomological
convention. Thus the conventions differ by “signs of weights”; K(B)[i,j] is the
class of retracts of complexes concentrated in degrees [−j,−i].
We also recall that D. Pauksztello has introduced weight structures indepen-
dently (in [Pau08]); he called them co-t-structures.
Proposition 1.2.4. Let m ≤ n ∈ Z, M,M ′ ∈ ObjC, g ∈ C(M,M ′).
1. The axiomatics of weight structures is self-dual, i.e., for C′ = Cop (so
ObjC′ = ObjC) there exists the (opposite) weight structure w′ for which
C′w′≤0 = Cw≥0 and C
′
w′≥0 = Cw≤0.
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2. Cw≥0 = (Cw≤−1)
⊥ and Cw≤0 =
⊥Cw≥1.
3. Cw≤0 is closed with respect to all (small) coproducts that exist in C.
4. Cw≤0, Cw≥0, and Cw=0 are additive and extension-closed.
5. For any (fixed) m-weight decomposition of M and an n-weight decompo-
sition of M ′ (see Remark 1.2.3(2)) g can be extended to a morphism of
the corresponding distinguished triangles:
w≤mM
c
−−−−→ M −−−−→ w≥m+1M


yh


yg


yj
w≤nM
′ −−−−→ M ′ −−−−→ w≥n+1M
′
(1.2.2)
Moreover, if m < n then this extension is unique (provided that the rows
are fixed).
6. If A → B → C → A[1] is a C-distinguished triangle and A,C ∈ Cw=0
then this distinguished triangle splits; hence B ∼= A
⊕
C ∈ Cw=0.
7. If M belongs to Cw≤0 (resp. to Cw≥0) then it is a retract of any choice
of w≤0M (resp. of w≥0M).
8. If M ∈ Cw≥m then w≤nM ∈ C [m,n] (for any n-weight decomposition of
M).
9. The class C [m,l] is the extension-closure of ∪m≤j≤lCw=j .
10. Let v be another weight structure for C; assume Cw≤0 ⊂ Cv≤0 and
Cw≥0 ⊂ Cv≥0. Then w = v (i.e., these inclusions are equalities).
Proof. All of these statements were essentially proved in [Bon10a] (yet pay at-
tention to Remark 1.2.3(3) above!).
1.3 On orthogonal and adjacent structures
Now let us give a certain definition of orthogonality for weight and t-structures.
Till §5.2 we will only consider a particular case of the general notion introduced
in [Bon10b] (see Remark 1.3.4(1) and Definition 5.2.1 below).
Definition 1.3.1. Assume that C and C ′ are (full) triangulated subcategories
of a triangulated category D, w is a weight structure on C and t is a t-structure
on C ′
1. We will say that w is left orthogonal (or left D-orthogonal) to t or that t
is right orthogonal to w whenever Cw≤0 ⊥D C
′
t≥1 and Cw≥0 ⊥D C
′
t≤−1.
2. Dually, we will say that w is right orthogonal (or right D-orthogonal) to t
or that t is left orthogonal to w whenever C ′t≥1 ⊥D Cw≤0 and C
′
t≤−1 ⊥D Cw≥0.
3. If C = C′ = D and w is left or right orthogonal to t we will also say that
w is (left or right) adjacent to t.
4. We will say that t is strictly right orthogonal to w and w is strictly left
orthogonal to t if C ′t≥1 = C
⊥D
w≤0 ∩ObjC
′ and C′t≤−1 =
⊥DCw≥0 ∩ObjC
′.
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Remark 1.3.2. We will mostly treat the case where w is left orthogonal to t.
Respectively, we will say that w is orthogonal (resp. adjacent) to t of that t is
orthogonal to w to mean that w is left orthogonal (resp. adjacent) to t and t is
right orthogonal to w.
Let us now relate the latter definition to the notion of adjacent structures
introduced in [Bon10a].
Proposition 1.3.3. For C, w, and t as in Definition 1.3.1(3) we have the
following: w is (left) adjacent to t if and only if Cw≥0 = Ct≥0.
Proof. If Cw≥0 = Ct≥0 then w is (left) adjacent to t immediately from the
orthogonality axioms of weight and t-structures (see Definition 1.1.1(iii) and
Definition 1.2.1(iii)). Conversely, if w is adjacent to t then combining the or-
thogonality conditions with Proposition 1.2.4(2) and Remark 1.1.3(3) we obtain
that Ct≥0 ⊂ Cw≥0 and Cw≥0 ⊂ Ct≥0. Hence Cw≥0 = Ct≥0 as desired.
Remark 1.3.4. 1. In Definition 2.5.1 of [Bon10b] and Definition 2.3.1 of [Bon18a]
orthogonality was defined in terms of dualities of triangulated categories;
see Definition 5.2.1(1,2) and Remark 5.2.2(1) below. The reader may eas-
ily check that all the statements of this paper that concern orthogonal
structures can be generalized to C and C′ related by an arbitrary duality
Φ : Cop × C′ → A for an abelian category A; cf. Remark 2.2.5 below.
We prefer to avoid dualities in most of this paper due to the reason that
we don’t have many interesting examples of orthogonal structures in this
more general setting.
2. Proposition 1.3.3 says that our definition of adjacent "structures" is es-
sentially equivalent to the original Definition 4.4.1 of [Bon10a] (yet cf.
Remark 1.2.3(3) and note that the definition of left and right adjacent
weight and t-structures in loc. cit. was "symmetric", i.e., w being left
adjacent to t and t being left adjacent to w were synonyms; in contrast,
our current convention follows Definition 3.10 of [PoS16]).
3. Recall also that the notions of weight and t-structures essentially have a
common generalization; so, both of these yield certain torsion theories as
defined in [IyY08] (this is the same thing as a complete Hom-orthogonal
pair in the terms of [PoS16]); see §3 of [BoV19]. Respectively, our def-
inition of adjacent structures is a particular case of Definition 2.2(3) of
ibid.
Note also that certain shifts of the classes Cw≤0, Cw≥0 = Ct≥0, and Ct≤0
give a suspended TTF triple in the sense of [HMV17, Definition 2.3].
2 On virtual t-truncations and their relation to
orthogonal t-structures
This section is dedicated to the virtual t-truncations of functors (these come
from weight structures) and their general relationship with orthogonal t-structures.
In §2.1 we recall the definition of virtual t-truncations of (co)homological
functors and study their (easily defined) weight range.
In §2.2 we introduce the notion of "reflection" (in the context of Definition
1.3.1) and relate the existence of orthogonal t-structures to virtual t-truncations.
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2.1 Virtual t-truncations and their weight range
We recall the notion of virtual t-truncations for a cohomological functor H :
C → A (as defined in §2.5 of [Bon10a] and studied in more detail in §2 of
[Bon10b]). These truncations allow us to "slice" H into w-pure pieces (see
Remark 2.1.5(1–2) below).
Definition 2.1.1. Assume that C is endowed with a weight structure w, n ∈ Z,
and A is an abelian category.
1. Let H be a cohomological functor from C into A.
We define the virtual t-truncation functors τ≤n(H) (resp. τ≥n(H)) by the
correspondence
M 7→ Im(H(w≤n+1M)→ H(w≤nM));
(resp. M 7→ Im(H(w≥nM)→ H(w≥n−1M))); here we take arbitrary choices of
the corresponding weight truncations ofM and connect them using Proposition
1.2.4(5) in the case g = idM .
2. Let H ′ : C → A be a homological functor. Then we will write τ≤n(H ′)
for the correspondence M 7→ Im(H ′(w≤nM) → H ′(w≤n+1M)) and τ≥n(H ′) =
M 7→ Im(H ′(w≥n−1M) → H
′(w≥nM)) (here we take the same connecting
arrows between weight truncations of M as above).
3. Assume that C is a full triangulated subcategory of a triangulated cate-
goryD. Then for anyM ∈ ObjD we will write HM = HM,C (resp. HM = HMC )
for the restriction of the functor (co)represented by M to C (thus HM and HM
are functors from C into Ab). Moreover, sometimes we will say that these
functors are D-Yoneda ones, and that HM (resp. HM ) is D-(co)represented by
M .
We recall the main properties of these constructions.
Proposition 2.1.2. In the notation of the previous definition the following
statements are valid.
1. The objects τ≤n(H)(M) and τ≥n(H)(M) are C-functorial in M (and
essentially do not depend on any choices).
2. The functors τ≤n(H) and τ≥n(H) are cohomological.
3. There exist natural transformations that yield a long exact sequence
· · · → τ≤n−1(H) ◦ [−1]→ τ≥n(H)→ H
→ τ≤n−1(H)→ τ≥n(H) ◦ [1]→ H
−1 → . . .
(2.1.1)
(i.e., the result of applying this sequence to any object of C is a long exact
sequence); the shift of this exact sequence by 3 positions is given by composing
the functors with −[1].
4. Assume that there exists a t-structure t that is right orthogonal to w (for
certain C′ and D as in Definition 1.3.1). Then for any M ∈ ObjC ′ the functors
τ≥n(HM ) and τ≤n(HM ) (where HM is defined in Definition 2.1.1(3)) are D-
represented (on C) by t≥nM and t≤nM (see Remark 1.1.3(1)), respectively.
5. The correspondence τ≥n(H ′) gives a well-defined homological functor,
and there exists a homological analogue of the long exact sequence (2.1.1).
Moreover, if there exists a t-structure t on a triangulated category C′ that
is left orthogonal to w (with respect to a triangulated category D containing C
and C′), A = Ab, and the functor H is D-corepresented by an object N of C′,
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then τ≥n(H ′) is D-corepresented by t≥nN and τ≥n(H ′) is D-corepresented by
t≤nN .
6. For any i ∈ Z we have τ≤n+i(H) ∼= τ≤n(H ◦ [i]) ◦ [−i] and τ≥n+i(H) ∼=
τ≥n(H ◦ [i]) ◦ [−i], and also τ≤n+i(H ′) ∼= τ≤n(H ′ ◦ [i]) ◦ [−i] and τ≥n+i(H ′) ∼=
τ≥n(H
′ ◦ [i]) ◦ [−i].
7. Let A′ be an abelian subcategory of an abelian category A, i.e., A′ is its
full subcategory that contains the A-kernel and the A-cokernel of any morphism
in A′; assume that w restricts to a triangulated subcategory C′ of C.
Then if the restriction of H to C′ takes it values in A′ then the same is true
for all its virtual t-truncations.
Proof. Assertions 1-4 are given by Theorem 2.3.1 of [Bon10b] (yet pay attention
to Remark 1.2.3(3); one should also invoke Remark 5.2.2(1) below to obtain
assertion 4). Assertion 5 is easily seen to be dual to the previous ones, whereas
assertions 6 and 7 follow from our definitions immediately.
Now we define weight range and relate it to virtual t-truncations; some of
these statements will be applied elsewhere (only).
Definition 2.1.3. Let m,n ∈ Z; let H be as above.
Then we will say that H is of weight range ≥ m (resp. ≤ n, resp. [m,n]) if
it annihilates Cw≤m−1 (resp. Cw≥n+1, resp. both of these classes).
Proposition 2.1.4. 1. Adopt the notation and assumptions of Definition
1.3.1(1). Then for N ∈ C′t≤0 (resp. N ∈ C
′
t≥0, resp. N ∈ C
′
t=0) the
corresponding D-Yoneda functor HN : Cop → Ab (see Definition 2.1.1(3))
is of weight range ≤ 0 (resp. ≥ 0, resp. [0, 0]).
2. For H as in Definition 2.1.1(1) the functor τ≤n(H) is of weight range ≤ n,
and τ≥m(H) is of weight range ≥ m.
3. We have τ≤n(H) ∼= H (resp. τ≥m(H) ∼= H) if and only if H is of weight
range ≤ n (resp. of weight range ≥ m).
4. We have τ≤n(τ≥m)(H) ∼= τ≥m(τ≤n)(H).
5. If a cohomological functor H ′ from C into A is of weight range ≥ n
(resp. of weight range ≤ n − 1) then any transformation T : H ′ → H
(resp. H → H ′) factors through the transformation τ≥n(H) → H (resp.
H → τ≤n−1(H)) provided by the formula (2.1.1).
6. The (not necessarily locally small) category of weight range [0, 0] cohomo-
logical functors from C into A is equivalent to AddFun(Hwop, A) in the
obvious natural way.
7. Assume that H is a weight range [0, 0] cohomological functor from C, and
M is a bounded above (resp. below) object of C. Then Hi(M) = 0 for
i≫ 0 (resp. for i≪ 0).
8. If H is of weight range ≥ m then τ≤n(H) is of weight range [m,n].
Dually, if H is of weight range ≤ n then τ≥m(H) is of weight range [m,n].
9. Assume that m > n. Then the only functors of weight range [m,n] are
zero ones; thus if H is of weight range ≤ n (resp. ≥ m) then τ≥m(H) = 0
(resp. τ≤n(H) = 0).
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10. If a cohomological functor H ′ (resp. H ′′) from C into A is of weight
range ≥ n (resp. of weight range ≤ n − 1) then there are no non-zero
transformations from H ′ into H ′′.
11. The (representable) functor HM = C(−,M) : Cop → Ab if of weight range
≥ m if and only if M ∈ Cw≥m.
12. IfH is of weight range ≥ m (resp. ≤ m) then the morphismH(w≥mM)→
H(M) is epimorphic (resp. the morphismH(M)→ H(w≤mM) is monomor-
phic); here we take arbitrary choices of the corresponding weight decom-
positions of M and apply H to the connecting morphisms.
Proof. 1. For N ∈ C ′t≤0 and N ∈ C
′
t≥0 the weight range estimates for the func-
tor HN prescribed by the assertion are given by the definition of orthogonality,
and to obtain the claim for N ∈ C′t=0 one should combine the first two weight
range statements.
2. Let M ∈ Cw≥n+1. Then we can take w≤n(M) = 0. Thus τ≤n(H)(M) =
0, and we obtain the first part of the assertion. It second part is easily seen to
be dual to the first part.
3. This is precisely Theorem 2.3.1(III.2,3) of [Bon10b] (up to change of
notation); assertion 4 is given by part II.3 of that theorem.
5. The two statements in the assertion are easily seen to be dual to each
other; hence it suffices to consider the case where H ′ is of weight range ≥ n.
Next, the obvious functoriality of the definition of virtual t-truncations gives
the following commutative square of transformations:
τ≥nH
′
τ≥nT
−−−−→ τ≥nH


yi′


yi
H ′
T
−−−−→ H
(2.1.2)
(cf. (2.1.1)).
Applying assertion 3 we obtain that the transformation i′ is an equivalence.
Hence the transformation τ≥nT yields the factorization in question.
8. Let H be of weight range ≥ m. Then τ≤n(H) ∼= τ≤n(τ≥m)(H) ∼=
τ≥m(τ≤n)(H) (according to the two previous assertions). It remains to ap-
ply assertion 2 to obtain the first statement in the assertion, whereas its second
part is easily seen to be the dual of the first part (and certainly can be proved
similarly).
9. For any l ∈ Z and any cohomological H any choice of an l-weight decom-
position triangle (cf. (1.2.1)) for M gives a long exact sequence
· · · → H((w≤lM)[1])→ H(w≥l+1M)→ H(M)
→ H(w≤lM)→ H((w≥l+1M)[−1])→ . . .
(2.1.3)
The exactness of this sequence in H(M) for l = n immediately gives the first
part of the assertion. Next, the second part is straightforward from the first one
combined with assertion 8.
6. Immediate from Theorem 2.1.2(2) of [Bon18b].
7. Straightforward from the definition of weight range.
10. According to assertion 5, any transformation in question factors through
τ≥n(H
′′); thus it is zero according to assertion 9.
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Assertion 11 is immediate from Proposition 1.2.4(2).
Assertion 12 is a straightforward consequence of assertion 11; just apply
(2.1.3) for l = m and for l = m− 1, respectively.
Remark 2.1.5. 1. Roughly, the statements above say that virtual t-truncations
of functors behave as if they corresponded to t-truncations of objects in a cer-
tain triangulated "category of functors" (whence the name; certainly, another
justification of this idea is provided by the existence of orthogonal t-structures
statements that will be proved below). In particular, one can "slice" any functor
of weight range [m,n] for m ≤ n into "pieces" of weight [i, i] for m ≤ i ≤ n.
Now, composing a "slice" of weight range [i, i] with [i] one obtains a functor of
weight range [0, 0].
2. So we recall that functors of this type were studied in detail in (§2.1 of)
[Bon18b]; they were called pure ones due to the relation to Deligne’s purity (cf.
Remark 2.1.3(3–4) of ibid.).
3. The author suspects that the connecting transformation in part 5 of our
proposition is actually unique.
We also formulate a simple statement for the purpose of applying it in
[BoS19].
Proposition 2.1.6. For M ∈ ObjC the following conditions are equivalent.
(i) M ∈ Cw≥0.
(ii) H(M) = 0 for any cohomological functor H from C into (an abelian
category) A that is of weight range ≤ −1.
(iii) (τ≤−1HN )(M) = {0} for any N ∈ ObjC.
(iv) (τ≤−1HM )(M) = {0}.
Proof. Condition (i) implies condition (ii) by definition; certainly, (iii) =⇒ (iv).
Next, condition (ii) implies condition (iii) according to Proposition 2.1.4(2).
Lastly, if (τ≤−1HM )(M) = {0} then the long exact sequence (2.1.1) yields
that (τ≥−0HM )(M) surjects onto C(M,M). Hence the morphism idM factors
through w≥0M ; thus M belongs to Cw≥0.
2.2 General criteria for the existence of adjacent and or-
thogonal t-structures
To generalize the criteria below from the "main" case of adjacent structures to
certain orthogonal structures we will need the following definition.
Definition 2.2.1. Let C and C′ be (full) triangulated subcategories of a trian-
gulated category D (cf. Definition 1.3.1).
Then we will say that C reflects C′ (in the category D) whenever the D-
Yoneda functor C′ → AddFun(Cop,Ab) : M 7→ HM (see Definition 2.1.1(3)) is
fully faithful.
Let us relate this notion to orthogonal structures and their properties. The
reader may note that some of these proofs can be substantially simplified in the
cases C = C ′ (and so, for adjacent structures) and C′ ⊂ C.
Proposition 2.2.2. Adopt the notation of the previous definition.
1. If C′ ⊂ C then C reflects C′.
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2. If C reflects C′ and w is a weight structure on C then for the classes
C′1 = C
⊥D
w≥1 ∩ObjC
′ and C′2 = C
⊥D
w≤−1 ∩ObjC
′ we have C′2[1] ⊥ C
′
1.
3. If C reflects C′ and there exists a t-structure t = (C ′t≤0, C
′
t≥0) on C
′
that is right orthogonal to w then t is also strictly right orthogonal to
w, i.e., t = (C′1, C
′
2). Moreover, the corresponding Yoneda-type functor
Ht→ AddFun(Hwop,Ab) is fully faithful.
Proof. Assertion 1 immediately follows from the Yoneda lemma.
2. If M1 belongs to C
⊥D
w≥1 and M2 ∈ C
⊥D
w≤0 then the D-Yoneda functor
HM1 : C
op → Ab is of weight range ≤ 0 and HM2 is of weight range ≥ 1 (see the
obvious Proposition 2.1.4(1)). By Proposition 2.1.4(10) we obtain that there
are no non-zero transformations between HM2 and HM1 .
Next we assume in addition that M1 and M2 are objects of C′. Since C
reflects C ′ this vanishing of transformations statements implies that M2 ⊥M1;
thus C′2[1] ⊥ C
′
1 indeed.
3. Assume that t is orthogonal to w. Then the definition of orthogonality
says that C ′t≤0 ⊂ C
′
1 and C
′
t≥0 ⊂ C
′
2. On the other hand, recall that C
′
t≥0 =
⊥C′
C′t≤−1 and Ct≤0 = (C
′
t≥1)
⊥C′ (see Remark 1.1.3(3)). Since C′2 ⊥ C
′
1[1], we
obtain that the converse inclusions are valid as well; thus t is strictly right
orthogonal to w.
Next, if M ∈ C′t=0 then the definition of orthogonality implies that the
functor HM : Cop → Ab (see Definition 2.1.1(3)) is of weight range [0, 0]. Thus
it suffices to recall that C reflects C′ and apply Proposition 2.1.4(6).
Remark 2.2.3. Our proposition implies that w determines a t-structure that is
(right) adjacent to it uniquely, and this t-structure is strictly right orthogonal to
w. Certainly, t determines a weight structure that is left adjacent to it uniquely
as well; see Proposition 1.3.3 and Proposition 1.2.4(2). Moreover, this argument
easily extends to arbitrary Hom-orthogonal pairs (see Definition 3.1 of [PoS16]);
in particular, it works for torsion theories (see §2 of [BoV19] and Definition 2.2
of [IyY08]).
Moreover, the author conjectures that this uniqueness statements are valid
for orthogonal torsion theories whenever C reflects C′.
Proposition 2.2.4. Assume that C reflects C′ (see Definition 2.2.1; here we
adopt its notation), w is a weight structure on C, M ∈ ObjC′, and that for
the functor HM : Cop → Ab (see Definition 2.1.1(3)) its virtual t-truncation
τ≥0HM is represented by some object M≥0 of C′.
Then the following statements are valid.
1. M≥0 belongs to C
⊥D
w≤−1 ∩ObjC
′.
2. The natural transformation τ≥0(HM ) → HM mentioned in (2.1.1) is in-
duced by some f ∈ C′(M≥0,M).
3. The object M≤−1 = Cone(f) belongs to C
⊥D
w≥0 ∩ObjC
′.
4. For M ′ ∈ ObjC ′ the D-representability of the functor τ≥0HM ′ by an
object of C ′ is equivalent to that of τ≤−1HM ′ .
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Proof. 1. It suffices to recall that τ≥0HM is of weight range ≥ 0 according to
Proposition 2.1.4(2)).
2. This transformation lifts to C′ since C reflects C ′.
3. For any N ∈ ObjC applying the functor HN = D(N,−) to the dis-
tinguished triangle M≥0 → M → M≤−1 → M≥0[1] one obtains a long exact
sequence that yields the following short one:
0→ Coker(HN (M≥0)
h1
N→ HN (M))→ HN (M≤−1)
→ Ker(HN (M≥0[1])
h2
N→ HN (M [1]))→ 0
(2.2.1)
So, for any N ∈ Cw≥0 we should check that the homomorphism h
1
N is surjective
and h2N is injective.
Applying (2.1.1) to the functor HM (in the case n = 0) we obtain a long
exact sequence of functors
· · · → τ≥0(HM )→ HM → τ≤−1(HM )→ τ≥0(HM ) ◦ [1]→ HM → . . . (2.2.2)
Applying this sequence of functors to N we obtain that the surjectivity of h1N
along with the injectivity of h2N is equivalent to τ≤−1(HM )(N) = {0}. Recalling
that τ≤−1(HM ) is of weight range ≤ −1 according to Proposition 2.1.4(2), we
conclude the proof.
4. If τ≥0HM ′ is representable then the previous assertions imply the ex-
istence of a D-distinguished triangle M ′≥0 → M
′ → M ′≤−1 → M
′
≥0[1] with
M ′≤−1 ∈ C
⊥D
w≥0 ∩ ObjC
′. Then the object M ′≤−1 D-represents the functor
τ≤−1HM ′ according to Theorem 2.3.1(III.4) of [Bon10b] (and so, τ≤−1HM ′ is
representable). The proof of the converse implication is similar.
Remark 2.2.5. 1. As we have already noted in Remark 1.3.4(1), it is not really
necessary to assume that C and C′ lie in some common triangulated category
D. However, the author does not now of any examples such that no D exists but
C reflects C′ in the easily defined generalized sense of this notion (cf. Definition
5.2.1 below).
On the other hand, the main statements needed for the construction of
orthogonal t-structures below are Proposition 2.2.2(2) and Proposition 2.2.4(2).
The author does not know of any "abstract" conditions on the categories C and
C′, and the duality Φ : Cop×C′ → A that would allow to generalize our current
proofs of these statements. However, it appears that if C possesses a "model"
that allows to define a triangulated derived category C′ of "reasonable" functors
C → A (this is certainly the case when C is a triangulated subcategory of the
homotopy category of a stable model category) then the (corresponding version
of) Proposition 2.2.4(2) is fulfilled. Next, one can probably lift the square (2.1.2)
to C ′ to obtain eventually that the corresponding version of Proposition 2.2.2(2)
is valid as well.
Possibly, the author will study this matter in a succeeding paper.
2. The author does not know whether it makes much sense to take A 6= Ab
in the argument that we have just sketched. Note however that we could have
considered a duality with values in A = R−Mod throughout section 4 below.
Now we are able to prove our main abstract criterion on the existence of an
orthogonal t-structure.
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Theorem 2.2.6. Assume that a triangulated subcategory C of D reflects C′ ⊂
D (see Definition 2.2.1); let w be a weight structure on C.
Then the following conditions are equivalent.
(i). There exists a t-structure t on C′ right orthogonal to w.
(ii). The functor τ≥0HM ′ is D-representable by an object of C′ for any
object M ′ of C ′.
(iii). The functor τ≤−1HM ′ is D-representable by an object of C ′ for any
object M ′ of C ′.
(iv). For any object M ′ of C′ and i ∈ Z the functors τ≥iHM ′ and τ≤iHM ′
are D-representable by objects of C′.
Proof. Condition (i) implies conditions (ii) and (iii) according to Proposition
2.1.2(4). Next, conditions (ii) and (iii) are equivalent by Proposition 2.2.4(4).
Moreover, conditions (iv) certainly implies conditions (ii) and (iii), whereas the
reverse implication easily follows from Proposition 2.1.2(6).
It remains to prove that condition (ii) implies (i). So, we should check that
the couple (C′1, C
′
2), where C
′
1 = C
⊥D
w≥1 ∩ObjC
′ and C′2 = C
⊥D
w≤−1 ∩ObjC
′ (cf.
Proposition 2.2.2(2,3)) is a t-structure. Now, these classes are certainly closed
with respect to C ′-isomorphisms, and the "shift" axiom (ii) of Definition 1.1.1
is obviously fulfilled as well. Next, the orthogonality axiom (iii) is given by
Proposition 2.2.2(2).
Hence it remains to check the existence of t-decompositions (this is axiom
(iv) of t-structures), which immediately follows from Proposition 2.2.4(1–3).
Let us also prove (one more) corollary from Proposition 2.2.2. We will apply
it in §4.1 for C′ = C; note however that in this case one can avoid using
Proposition 2.2.2.
Proposition 2.2.7. Assume that C is densely generated by a single object G
and w is a bounded weight structure on C.
1. Then there exists N ∈ Z such that the class Cw≤0 is contained in the
envelope (see §1.1) of {G[j] : j < N} and Cw≥0 lies in the envelope of {G[j] :
j > −N}.
2. Assume that C(G,G[j]) = {0} for j ≪ 0, C′ ⊂ C, and there exists a
t-structure on C ′ that is right orthogonal to w. Then C′t≥0 = C
⊥D
w≥0 ∩ ObjC
′
and there exists N ′ ∈ Z such that Ct≤0 ⊃ Cw≤−N ′ ∩ObjC
′; hence t is bounded
as well.
Proof. 1. Since w is bounded, applying Proposition 1.2.4(9) we reduce our
assertion to the existence of N such that Cw=0 lies in the envelope of {G[j] :
−N < j < N}. Now, Remark 2.3.5(2) of [Bon18b] says that there exists
a finite set of Gi ∈ Cw=0
7 such that any element of Cw=0 is a retract of a
direct sum of a (finite) collection of Gi. Since the set {G} densely generates
C, it remains to choose N such that all of these Gi belong to the envelope of
{G[j] : −N < j < N}.
2. Combining Proposition 2.2.2 with Proposition 1.2.4(2) we obtain that
C′t≥0 = C
⊥D
w≥0 ∩ ObjC
′ indeed. Hence if Ct≤0 ⊃ Cw≤−N ′ ∩ ObjC
′ then t is
bounded since w is.
7These objects are the terms of a bounded choice of a weight complex t(G) of G.
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According to Remark 1.1.3(3), to verify the inclusion in question it suffices
to check that Cw≤−N ′ ⊥ C
′
t≥1 ⊂ Cw≥1. Now, the existence of N
′ satisfying
this condition is straightforward from our assumption on G along with assertion
1.
3 On t-structures orthogonal to smashing weight
structures
In this section we study the existence of adjacent weight and t-structures in
triangulated categories closed with respect to (co)products (these are called
smashing and cosmashing ones).
In §3.1 we consider smashing weight structures (on smashing triangulated
categories); these are the ones that respect coproducts.
In §3.2 we recall the notion of (dual) Brown representability for smashing
triangulated categories, and prove Theorem 0.1, i.e., that a weight structure w
on a category satisfying this condition is left adjacent to a t-structure if and
only if w is smashing. Certainly, the dual to this statement is also valid; more-
over, if w is both cosmashing and smashing then the left adjacent t-structure
t restricts to the subcategory of compact objects of C as well as to all other
"levels of smallness" for objects. Combining this statement with an existence of
weight structures theorem from [KeN13] we obtain a statement on t-structures
extending yet another result of ibid.
In §3.3 we study extensions of weight structures from subcategories of com-
pact objects and the corresponding adjacent t-structures.
3.1 On smashing weight structures
We will need a few definitions.
Definition 3.1.1. 1. We will say that a triangulated categoryC is (co)smashing
if it is closed with respect to (small) coproducts (resp., products).
2. We will say that a weight structure w on C is (co)smashing if C is
(co)smashing and the class Cw≥0 is closed with respect to C-coproducts
(resp., Cw≤0 is closed with respect to C-products; cf. Proposition 1.2.4(3)).
3. We will say that a t-structure t on C is (co)smashing if C is (co)smashing
and the class Ct≤0 is closed with respect to C-coproducts (resp., Ct≥0 is
closed with respect to C-products; cf. Remark 1.1.3(3)).
4. It will be convenient for us to use the following somewhat clumsy termi-
nology: a cohomological functor H ′ from C into A will be called a cp
functor if it converts all (small) coproducts into A-products.
5. For an infinite cardinal α a homological functor H : C → A is said to be α-
small if for any familyNi, i ∈ I, we haveH(
∐
i∈I Ni) = lim−→J⊂I, #J<α
H(
∐
j∈J Nj)
(i.e., the obvious morphisms H(
∐
j∈J Nj) → H(
∐
Ni) form a colimit di-
agram; note that this colimit is filtered).
Let us now prove some properties of these notions and relate them to t-
truncations.
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Proposition 3.1.2. Assume that w is a smashing weight structure on C, H :
C → A is a homological functor (where A is an abelian category), i ∈ Z, and α
is an infinite cardinal. Then the following statements are valid.
1. If α′ ≥ α then any α-small functor is also α′-small.
2. H is ℵ0-small if and only if it respects coproducts.
3. The class Cw=0 is closed with respect to C-coproducts.
4. Coproducts of w-decompositions are weight decompositions as well.
5. Assume that A is an AB4* category and a cohomological functor H ′ from
C into A is a cp one. Then τ≥i(H ′) and τ≤i(H ′) are cp functors as well.
6. Assume that A is an AB5 category and H is an α-small functor. Then
the functors τ≥i(H) and τ≤i(H) are α-small as well.
Proof. 1. Assume that H is an α-small functor; fix an index set I and certain
Ni ∈ ObjC. Then for any J ⊂ I we haveH(
∐
j∈J Nj) = lim−→J′⊂J, #J′<α
H(
∐
j′∈J′ Nj′).
Combining these statements for all J ⊂ I (actually, it suffices to take J = I
along with J of cardinality less than α′ only here) one easily obtains that
H(
∐
i∈I Ni) = lim−→J⊂I, #J<α′
H(
∐
j∈J Nj).
2. Since H is additive, H(
∐
Ni) = lim−→J⊂I, #J<ℵ0
H(
∐
j∈J Nj) if and only
if H respects coproducts (since this colimit will not change if one will consider
only those J that consist of a single element only).
3. This is an easy consequence of Proposition 1.2.4(2); see Proposition
2.3.2(1) of [Bon18b].
4. This is an easy consequence of Proposition 1.2.4(3) along with Remark
1.2.2 of [Nee01]; it is given by Proposition 2.3.2(3) of [Bon18b].
5. According to Proposition 2.1.2(6), it suffices to verify that the functors
τ≥0(H
′) and τ≤−1(H ′) are cp ones for any cp functor H ′. For a family {Mi}
of objects of C we choose certain −1 and −2-weight decompositions for all Mi
(see Remark 1.2.3(2)). According to the previous assertion, their coproducts
give a −1 and a −2-weight decomposition of
∐
Mi, respectively. Moreover,
one can certainly obtain the unique morphisms w≤−2(
∐
Mi) → w≤−1(
∐
Mi)
and w≥−1(
∐
Mi) → w≥0(
∐
Mi) compatible with these decomposition trian-
gles (see Proposition 1.2.4(5) and Definition 2.1.1(1)) as the coproducts of
the corresponding morphisms for Mi. Applying our assumptions on H ′ and
A we obtain that τ≥0(H ′)(
∐
Mi) ∼=
∏
τ≥0(H
′)(Mi) and τ≤−1(H ′)(
∐
Mi) ∼=∏
τ≥−1(H
′)(Mi).
Similarly, to prove assertion 6 it suffices to verify that the functors τ≥0(H)
and τ≤−1(H) are α-small whenever H is. One takes the same weight decom-
positions along with their coproducts corresponding to all subsets J of I of
cardinality less than α. Since the colimits in question are filtered ones, the
AB5 assumption on A allows to compute lim
−→J⊂I, #J<α
Im(H(
∐
j∈J w≤−2Nj)→
H(
∐
j∈J w≤−1Nj)) and lim−→J⊂I, #J<α Im(H(
∐
j∈J w≥−1Nj)→ H(
∐
j∈J w≥−0Nj))
as the corresponding images of colimits to obtain the statement in question.
Remark 3.1.3. 1. The current version of Proposition 3.1.2(5) is sufficient for the
purposes of this paper; yet the following modification of this statement is quite
useful also (and will be applied elsewhere).
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So, assume that α is a regular cardinal (i.e., it cannot be presented as a sum
of less then α cardinals that are less than α), the category C is closed with
respect to coproducts of cardinality less then α, w is a weight structure on C
such that Cw≥0 is closed with respect to C-coproducts of cardinality less then
α, H ′ is a cohomological functor from C into A that converts coproducts of
this sort into products, and products of cardinality less then α are exact on A.
Then the obvious modification of the proof of Proposition 3.1.2(5) yields that
all virtual t-truncations of H ′ also convert C-coproducts of cardinality less then
α into products.
2. The author suspects that is suffices to assume that A is an AB4 category
in part 6 of our proposition. At least, this is easily seen to be the case for α = ℵ0,
i.e., for functors that respect coproducts (cf. parts 2 and 5 of the proposition).
However, below we will only need the A = Ab case of the statement.
3.2 On the existence of t-structures orthogonal to smash-
ing weight structures
To formulate the main results of this section we will need some more definitions.
Definition 3.2.1. Let C be a smashing triangulated category, P is a subclass
of ObjC, C′ is an arbitrary triangulated category, and P ′ ⊂ ObjC′.
1. We will say that C satisfies the Brown representability property whenever
any cp functor from C into Ab is representable.
Dually, we will say that C′ satisfies the dual Brown representability prop-
erty if C′ is smashing and any functor from C′ into Ab that respects
products is corepresentable (i.e., if C′op satisfies the Brown representabil-
ity assumption).
2. For an infinite cardinal α an object M of C is said to be α-small (in C) if
the functor HM = C(M,−) : C → Ab is α-small (see Definition 3.1.1(5)).
Moreover, ℵ0-small objects of C (corresponding to functors that respect
coproducts) will also said to be compact.
3. We will say that a full strict triangulated subcategory D ⊂ C is localizing
whenever it is closed with respect to C-coproducts. Respectively, we will
call the smallest localizing subcategory of C that contains a given class
P ⊂ ObjC the localizing subcategory of C generated by P .
4. We will say that P compactly generates C and that C is compactly gen-
erated if P generates C as its own localizing subcategory and P is a set
of compact objects of C.
Moreover, we will say that a subcategory C of C compactly generates C
whenever C is essentially small and (any) its small skeleton compactly
generates C.
5. We will say that P ′ generates a weight structure w on C′ whenever C′w≥0 =
(∪i>0P
′[−i])⊥.
6. We will say that P ′ generates a t-structure t on C ′ whenever C′t≤0 =
(∪i>0P
′[i])⊥.
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Remark 3.2.2. 1. Recall that C satisfies both the Brown representability prop-
erty and its dual whenever it is compactly generated; see Proposition 8.4.1,
Proposition 8.4.2, Theorem 8.6.1, and Remark 6.4.5 of [Nee01]. Moreover, the
Brown representability property is fulfilled whenever C is just ℵ1-perfectly gen-
erated (see Definition 8.1.4 and Theorem 8.3.3 of ibid.).
Recall also that any triangulated category possessing a combinatorial (Quillen)
model satisfies the dual Brown representability property; see §0 of [Nee08] (the
statement is given by the combination of Theorems 0.17 and 0.14 of ibid.).
Furthermore, the abundance of smashing triangulated categories that satisfy
the Brown representability property has motivated the author not to consider
orthogonal t-structures on C ′ 6= C in Theorem 3.2.3(I) below (in contrast to
Theorem 4.1.2(II); note however that one can easily formulate and prove the
corresponding modification of Theorem 3.2.3(I)).
2. The easy Lemma 4.1.4 of [Nee01] says that for any infinite cardinal α the
class of α-small objects gives a (full strict) triangulated subcategory C(α) of C.
Moreover, if α is regular (see Remark 3.1.3(1)) then C(α) is closed with respect
to C-coproducts of less than α objects; see Lemma 4.1.5 of ibid.
On the other hand, an objectM of C is α-small if and only if any morphism
from M into
∐
i∈I Ni factors through
∐
j∈J Nj for some J ⊂ I of cardinality
less than α. Now, take M =
∐
i∈I Mi where all Mi are non-zero and I is of
cardinality α. Then idM does not possess a factorization through any
∐
j∈J Mj
for #J < α; hence M is not α-small. These observations demonstrate that the
filtration of C by C(α) is "often non-trivial". Note moreover that any object of
C is α-small for some cardinal α if C is well-generated, whereas this is the case
whenever C possesses a combinatorial model (by Proposition 6.10 of [Ros05];
cf. part 1 of this remark).
3. A class P ′ as above is easily seen to determine weight and t-structures it
generates on C′ (if any) completely; see either of Proposition 2.4(1) (along with
§3) of [BoV19] or Remark 1.1.3(3) and Proposition 1.2.4(2) above.
Now we prove our first "practical" existence of t-structures results; see Def-
initions 3.1.1 and 3.2.1 for the notions mentioned in our theorem.
Theorem 3.2.3. Let w be a weight structure on C.
I. Assume that C satisfies the Brown representability property (and so, C is
smashing).
Then there exists a t-structure tr right adjacent to w if and only if w is
smashing. Moreover, tr is cosmashing (if exists; see Definition 3.1.1(3)) and its
heart is equivalent to the category of those additive functors Hwop → Ab that
respect products.
II. Assume that w is cosmashing and C satisfies the dual Brown repre-
sentability property.
1. Then there exists a smashing t-structure tl left adjacent to w and Htl
is equivalent to the category of those additive functors Hw → Ab that respect
products.
2. Assume that w is also smashing. Then for any infinite cardinal α the
weight structure tl given by the previous assertion restricts to the subcate-
gory C(α) of C (see Remark 3.2.2(2) and Definition 1.1.2(5)); this restricted
t-structure t(α) is the only t-structure on C(α) that is left orthogonal to w.
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Proof. I. The "only if" assertion is essentially given by Proposition 2.4(6) of
[BoV19] (cf. §3. of ibid.; the statement is also very easy for itself).
Conversely, assume that w is smashing. According to Proposition 2.2.2(1) we
can apply Theorem 2.2.6 (in the case D = C′ = C) to obtain that the existence
of tr is equivalent to the representability of τ≤0HM ′ for any representable functor
HM ′ . Next, Proposition 3.1.2(5) says that τ≤0HM ′ is a cp functor since HM ′ is.
Hence τ≤0HM ′ is representable by the Brown representability assumption, and
we obtain that tr exists indeed.
Next, the category C is cosmashing according to Proposition 8.4.6 of [Nee01]
(since it satisfies the Brown representability property). Moreover, tr = (C1, C2),
where C1 = C⊥w≥1 and C2 = C
⊥
w≤−1 according to Proposition 2.2.2. Hence the
class Ctr ≥ 0 is closed with respect to C-coproducts; thus t
r is cosmashing as
well.
Lastly, since tr = (C1, C2), the class Ct=0 equals (Cw≥1 ∪ Cw≤−1)
⊥; hence
Ht can be calculated using Proposition 2.3.2(8) of [Bon18b] (see also Remark
2.1.3(2) of ibid. and Proposition 2.1.4(6) above).
II.1. This is just the categorical dual to assertion I.
2. The uniqueness of a t-structure on C(α) that is left orthogonal to w is given
by (the dual to) Proposition 2.2.2. Next, for any object M of C(α) the functor
HM is α-small by the definition of C(α). Now, for M ′ = tl≥0M Proposition
2.1.2(5) says that HM
′ ∼= τ≥0H
M . Hence the functor HM
′
is α-small as well
according to Proposition 3.1.2(6), and we obtain that M ′ is an object of C(α).
ThusM has a tl-decomposition whose components are objects of C(α); therefore
tl restricts to C(α) indeed.
Remark 3.2.4. 1. Now let us discuss examples to Theorem 3.2.3(I).
According to Theorem 5 of [Pau12], any set P of compact objects of C
generates a (unique) smashing weight structure (see Definition 3.2.1(5) and Re-
mark 3.2.2(3)). Moreover, Theorem 4.5(2) of [PoS16] and Theorem 4.2.1(1,2) of
[Bon16] (we will mention these statements in the the proof of Corollary 3.2.5(2)
below) enable one to check whether two weight structures obtained this way are
distinct. Thus one may say that there are lots of smashing weight structures on
C whenever there are "plenty" of compact objects in it (see Theorem 4.15 of
[PoS16] for a certain justification of this claim for derived categories of commu-
tative rings). Thus part I of our theorem yields a rich collection of t-structures,
and the author does not know of any other methods that give all of them (cf.
Remark 0.2).
2. Recall (from Proposition 3.4(4) of [BoV19]) that "shift-stable" weight
structures are in one-to-one correspondence with exact embeddings i : L → C
possessing right adjoints. Hence applying our theorem in this case we obtain the
following: if i possesses a right adjoint respecting coproducts and C satisfies the
Brown representability property then for the full triangulated subcategory R of
C with ObjR = L⊥ the embedding R → C possesses a right adjoint as well.
Thus R is admissible in C in the sense of [BoK89] and the embedding R → C
may be completed to a gluing datum (cf. [BBD82, §1.4] or [Nee01, §9.2]).
So we re-prove Corollary 2.4 of [NiS09].
3. The author suspects that the heart of the restricted t-structure t(α) in
part II.2 of our theorem can be computed similarly to the hearts in assertions
I and II.1, and so using the theory of w-pure functors as developed in §2 of
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[Bon18b].
Let us now verify that Theorem 3.1 of [KeN13] (that essentially generalizes
Theorem 3.2 of [Pau08]) gives an example for the setting of Theorem 3.2.3(II.2),
and study the corresponding structures in detail.
Corollary 3.2.5. Let A be an essentially small abelian semi-simple subcategory
of the subcategory C(ℵ0) of C that generates C as its own localizing subcategory,
and assume that ObjA ⊥C ∪i<0ObjA[i].
1. Then there exist a smashing and cosmashing weight structure w and a
t-structure t on C that are generated by ObjA, and t is left adjacent to w.
2. t restricts to the subcategory C(α) (see Remark 3.2.2(2)) for any infinite
cardinal α. Moreover, in the corresponding couple t(ℵ0) = (C(ℵ0)
t(ℵ0)≤0
, C
(ℵ0)
t(ℵ0)≥0
)
the class C(ℵ0)
t(ℵ0)≤0
(resp. C(ℵ0)
t(ℵ0)≥0
) is the envelope of ∪i≤0ObjA[i] (resp. of
∪i≥0ObjA[i]) in C (see §1.1).
Proof. 1. Since A is semi-simple, the category AddFun(A,Ab) is semi-simple
as well. Thus we can apply Theorem 3.1 of [KeN13] to obtain the existence
of a weight structure w on C such that Cw≥0 = (∪i>0P [−i])
⊥ (i.e. w is gen-
erated by P = ObjA) and Cw≤0 = (∪i>0P [i])
⊥. Since the category C is
compactly generated by A, it satisfies the dual Brown representability property
(by the aforementioned Theorem 8.6.1 and Remark 6.4.5 of [Nee01]). Next, w
is obviously smashing and cosmashing. Applying Theorem 3.2.3(II.1), we ob-
tain the existence of a smashing t-structure t that is left adjacent to w. Since
Cw≤0 = Ct≤0, we obtain that t is generated by P (as a t-structure) as well.
2. t restricts to the subcategory C(α) for any infinite cardinal α accord-
ing to part II.2 of Theorem 3.2.3. Thus it remains to prove that the classes
Ct≤0 ∩ ObjC
(ℵ0) = Cw≤0 ∩ ObjC
(ℵ0) and Ct≥0 ∩ ObjC
(ℵ0) are the envelopes
in question. The latter statement an easy consequence of Theorem 4.2.1(2) of
[Bon16] applied to w and t respectively (see Remark 4.2.2(1,2) of ibid.; note
also that Theorem 4.5(1,2) of [PoS16] gives this statement in the case under the
assumption that C is a "stable derivator" triangulated category).
Remark 3.2.6. 1. Thus we obtain a serious generalization of the existence of
a (certain) t-structure on C(ℵ0) part of [KeN13, Theorem 7.1].
Note also that the assumption that C is compactly generated byA does not
appear to be necessary in Theorem 3.1 of ibid.; thus is may be omitted in
our corollary as well. However, in this case it is probably more interesting
to look at the localizing subcategory C′ of C generated by ObjA instead.
We note that the embedding i : C ′ → C possesses an exact right adjoint
F (since C′ satisfies the Brown representability property; see Theorem
8.4.4 and Lemma 5.3.6 of ibid.), and F allows to recover w and t from
their restrictions to C′ (whose existence is given by the present form of
Corollary 3.2.5) via Propositions 3.2(5) and 3.4(3) of [BoV19].
2. Now we try to study the question which t-structures on C(ℵ0) extend to
examples for our corollary.
So, assume that C is an arbitrary triangulated category and t′ is a t-
structure on C(ℵ0), and takeA′ = Ht′. Then we haveObjA′ ⊥ (∪i>0ObjA′[−i])
by the orthogonality axiom for t′.
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Thus any essentially small abelian subcategory A of Ht′ whose objects are
semi-simple satisfies all the assumptions of our corollary except the one
that A compactly generates C. Hence we can apply our corollary to the
localizing subcategory C′ of C generated by ObjA.
3. Now assume in addition that C is compactly generated, t′ is bounded, and
Ht′ is a length category (cf. Theorem 7.1 of [KeN13]). Then the category
C(ℵ0) is essentially small according to Lemma 4.4.5 of [Nee01]; hence Ht′
is essentially small as well, and we can take A to be its subcategory of
semi-simple objects.
Since t′ is bounded and Ht′ is a length category, the category C(ℵ0) is
densely generated by ObjA; hence A is easily seen to generate C as its
own localizing subcategory. Thus one can apply Corollary 3.2.5 to this
setting. Moreover, it is easily seen that our assumptions on t′ (combined
with part 2 of our corollary) imply that the corresponding t-structure tℵ0
coincides with t′.
4. It would be interesting to find which assumptions on a general t-structure
t′ on C(ℵ0) ensure that t′ "extends" to a t-structure on C and a weight
structure w that is right adjacent to t.
Suppose that C is compactly generated (or at least that C(ℵ0) is essentially
small). Then it appears to be quite reasonable to consider the weight
structure w that is generated (in C) by C(ℵ0)t′≥0 (see Definition 3.2.1(5)
and Remark 3.2.4(1)) and the t-structure t that is generated by C(ℵ0)t′≤0
(see Definition 3.2.1(6); the existence of t′ is provided by Theorem A.1 of
[AJS03]). However, it is not clear how to check whether t is left adjacent
to w in the general case.
5. Let us now describe an example that demonstrates that certain additional
assumptions are necessary to ensure that this t is left adjacent to w. Possi-
bly, for this purpose it suffices to impose certain conditions on Ht (for t as
above), but it would certainly be more interesting to seek for formulations
in terms of Ht′.
So, we take R to be a left semi-hereditary ring (see Definition 4.4.1(3)
below or §0.3 of [Coh85]) that is not noetherian; in particular, one can take
R to be any non-noetherian valuation ring (see Proposition 4.4.2(1)). We
will consider left R-modules only, and set C = D(R), i.e., C is the derived
category of (left) R-modules. Then C(ℵ0) is the subcategory of perfect
complexes inD(R) (a well-known fact; see Proposition 4.4.2(6) below), i.e.,
its objects are quasi-isomorphic to bounded complexes of finitely generated
projective R-modules.
Now we claim that the canonical t-structure t on C (i.e., t-truncations are
the canonical truncations of complexes, and t-homology is the "R-module"
one) restricts to C(ℵ0). Indeed, objects of C(ℵ0) are t-bounded; hence it
suffices to verify that the cohomologies of perfect complexes are perfect
themselves. Now, these cohomology modules are finitely presented (see
Definition 4.4.1(1) and Proposition 4.4.2(2,3) below; cf. also Theorem A.9
of [Coh85]), whereas for any finitely presented R-module M one can take
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a surjection Rn → M , and its kernel is projective and finitely presented
according to Proposition 4.4.2(4).
We will write t′ for the restriction of t to C(ℵ0). It remains to verify for
P = ObjHt′ that Cw≥0 = (∪i>0P [−i])
⊥) and Cw≤0 = (∪i>0P [i])
⊥ is
not a weight structure. Assume the opposite; then Hw obviously contains
injective R-modules (placed in degree 0) and is closed with respect to
C-coproducts. Since R is not noetherian, the Bass-Papp Theorem 1.1 of
[Bas62] implies that Hw also contains a non-injective R-module M . Then
we take an embeddingM → I ofM into an injective module, and consider
the corresponding distinguished triangle M → I → N → M [1]. Since N
is an R-module (put in degree 0) as well, we obtain N ∈ Cw≥0. Hence
N ⊥ M [1] and we obtain that M is a retract of I. Thus is an injective
R-module, and we obtain a contradiction.
More generally, it is sufficient to assume that R is any coherent ring such
that any finitely presented module over it possesses a bounded projective
resolution; see Proposition 4.4.2(5) below. The author suspects that rings
of the form R′[x1, x2, . . . , x2], where R′ is commutative semi-hereditary,
give examples of these assumptions.
3.3 Weight structures extended from subcategories of com-
pact objects, and orthogonal t-structures
Now we prove that weight structures extend from subcategories of compact
objects to the localizing subcategories they generate. The (proof of the) first
part of the following theorem is quite similar to the corresponding arguments
in §2 of [BoS19]. Note also that one can certainly assume that E is compactly
generated and thus equals D.
Theorem 3.3.1. Let E be a smashing triangulated category, C = E(ℵ0), D is
the localizing subcategory of E generated by ObjC, and w is a weight structure
on C.
I.1. Then w extends uniquely to a smashing weight structure wD on D, i.e.,
DwD≤0 ∩ObjC = Cw≤0 and DwD≥0 ∩ObjC = Cw≥0.
2. DwD≤0 (resp. DwD≥0) is the smallest extension-closed subclass of ObjD
that is closed with respect to D-coproducts and contains Cw≤0 (resp. Cw≥0).
3. Dw=0 consists of all retract of all (small) D-coproducts of elements of
Cw=0.
II. Assume in addition that the category C is essentially small.
1. Then there exists a t-structure tD right adjacent to wD (on D); it is right
orthogonal to w.
2. tD is strictly right orthogonal to w; hence tD is both smashing and
cosmashing.
3. HtD is equivalent (in the obvious way) to the categoryAddFun(Hw
op,Ab).
4. For an infinite cardinal β consider the full subcategory Dβ of D that
consists of those N such that #D(M,N) < β for all M ∈ ObjC.
Then this subcategory is triangulated, tD restricts to it, and the heart of
this restriction tβ is naturally equivalent to the category of those functors from
Hwop into Ab whose values are of cardinality less than β.
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Proof. I.1,2. We will write C1 and C2 for the classes of objects described in
assertion I.2. Let us prove that (C1, C2) is a weight structure on D indeed.
Firstly, axiom (ii) of Definition 1.2.1 (for w) easily implies that C1 ⊂ C1[1]
and C2[1] ⊂ C2. Combining this statement with Proposition 5.1.1(II.2) below
we obtain that C1 and C2 are retraction-closed in D.
Next, the compactness of the elements of Cw≤0 in D implies that the class
Cw≤0
⊥ is closed with respect to coproducts. Since it is also extension-closed and
contains Cw≥1 by the axiom (iii) of Definition 1.2.1, this orthogonal contains
C2[1], i.e., Cw≤0 ⊥ C2[1]. Thus Cw≤0 ⊂
⊥C2[1], and since the latter class is
closed with respect to coproducts and extension, we obtain that C1 ⊥ C2[1] (cf.
the proof of [BoK18, Lemma 1.1.1(2)]).
Let us now prove the existence of weight decompositions, i.e., for the set E
of thoseM ∈ ObjD such that there exists a distinguished triangle LM →M →
RM → LM [1] with LM ∈ C1 and RM ∈ C2[1] we should prove E = ObjD.
Now, E certainly contains ObjC, and Proposition 5.1.1(I, II.1) below implies
that it is also extension-closed and closed with respect to coproducts. Hence
E = ObjD, and we obtain that wD = (C1, C2) is a weight structure on D
indeed. Certainly, this weight structure is smashing.
Lastly, assume that v is a smashing weight structure on D such that Cw≤0 ⊂
Dv≤0 and Cw≥0 ⊂ Dv≥0. Then we obviously have DwD≤0 ⊂ Dv≤0 and
DwD≥0 ⊂ Dv≥0, and applying Proposition 1.2.4(10) we obtain v = wD.
3. Denote our candidate for DwD=0 by C. Firstly we note that C ⊂ DwD=0
since the latter class is closed with respect to coproducts according to Proposi-
tion 3.1.2(3).
Applying Proposition 1.2.4(6) we obtain that C is extension-closed (since this
class is certainly additive); certainly, it is also closed with respect to coproducts.
Next we apply Proposition 5.1.1(I, II.1) once again to obtain that the class
of extensions of elements of DwD≥1 by that of C is extension-closed and closed
with respect to coproducts; hence this class coincides with DwD≥0. Thus for any
M ∈ DwD=0 there exists its weight decomposition LM →M → RM → LM [1]
with LM ∈ C. Since M is a retract of LM according to Proposition 1.2.4(7),
we obtain that M ∈ C.
II.1. The category D is compactly generated by C in this case; hence D
satisfies the Brown representability property (see Remark 3.2.2(1)). Next, wD
is smashing; thus a t-structure tD adjacent to it exists according to Theorem
3.2.3(I). Certainly, tD is also orthogonal to w.
2. tD is cosmashing according to Theorem 3.2.3(I).
Next, Proposition 2.2.2 implies that tD is strictly right orthogonal to wD,
i.e., DtD≤0 = DwD≥1
⊥ and DtD≥0 = DwD≤−1
⊥. Since for any object N of D
the class ⊥DN is closed with respect to coproducts and extensions, assertion
I.2 implies that DwD≥1
⊥ = Cw≥1
⊥ and DwD≤−1
⊥ = Cw≤−1
⊥. Lastly, the
elements of Cw≥1 are compact in D; hence tD is smashing as well.
3. According to Theorem 3.2.3(I), the category HtD is equivalent to the
category of those functors from HwopD into Ab that respect products. Thus it
remains to apply the description of HwD provided by assertion I.3.
4. The proof relies on the following obvious observation that will be denoted
by (*): the category of abelian groups of cardinality less than β is a (full) exact
abelian subcategory of Ab. It immediately implies that the category Dβ is
triangulated.
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To prove that t restricts to Dβ we argue similarly to the proof of Theorem
3.2.3(II.2). For an object N of Dβ the values of the corresponding functor HN :
Cop → Ab are of cardinality less than β by the definition of Dβ, and combining
(*) with Proposition 2.1.2(7) we obtain that the functor τ≥0HN possesses this
property as well. Since for N ′ = tD,≥0N we have τ≥0HN ∼= HN ′ , N ′ is an object
of Dβ . Thus N has a tD -decomposition whose components are objects of Dβ ,
i.e., tD restricts to Dβ.
It remains to calculate the heart of the t-structure tβ obtained. Applying
assertion II.3 we obtain that it suffices to verify the following: a w-pure functor
Cop → Ab has values of cardinality less than β if and only if the values of its
restriction to Hw satisfy this property. This is immediate from Lemma 2.1.4 of
[Bon18b] along with (*).
Remark 3.3.2. 1. The restriction of our theorem to the case where w is bounded
and C is essentially small was essentially established in §4.5 of [Bon10a]; cf.
Theorem 3.2.2 of [Bon18b] and Remark 2.3.2(2) of [BoS19] for some more detail.
2. Similarly to Corollary 2.3.1(2) of ibid., for any regular cardinal α the
weight structure w restricts to the smallest subcategory of D that contains C
and is closed with respect to coproducts of cardinality less than α. Moreover,
this filtration of D may be easily completed to a filtration indexed by all infinite
cardinals, cf. loc. cit.
Moreover, part I of our theorem along with Remark 3.2.6(5) demonstrate
that it is "easier to extend weight structures from compact objects than t-ones".
3. Note that one can easily obtain plenty of examples for our theorem such
that w is unbounded.
Indeed, can obtain lots of unbounded weight structures on essentially small
triangulated categories using (say) the previous part of this remark. Next, it
appears that any "reasonable" essentially small triangulated category C is the
subcategory of compact objects in some smashing triangulated category D; cf.
Remark 5.4.3(1) and Proposition 5.5.2 of [Bon16] (that relies on [FaI07]; one
should dualize it and pass to a subcategory).
4. Theorem B of [Kra01] relates the filtration of D by the subcategories Dβ
to the so-called β-compactness filtration (as introduced in [Nee01]).
4 On t-structures related to saturated categories
and coherent sheaves
In §§4.1–4.3 we will treatR-linear categories and functors. we will always assume
that R is an associative commutative unital coherent (see Definition 4.4.1 below)
ring; moreover, R will be Noetherian in §§4.2–4.3.
We start §4.1 from recalling (from [Nee18a] and preceding papers on the
subject) the definition of R-saturated categories and (locally) finite R-linear
functors. Next we prove the existence of a t-structure adjacent to a bounded
weight structure on a R-saturated category C; we also generalize this statement
to the case of orthogonal structures.
In §4.2 we describe rich families of "geometric" examples to these statements;
one takes C and C′ to be the derived categories of perfect complexes and of
bounded (above) complexes of coherent sheaves over X , where X is proper over
SpecR; we also apply duality if X is regular (or Gorenstein).
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In §4.3 we discuss whether one can obtain interesting results "starting from"
C = Dbcoh(X) (instead of C = D
perf (X)).
In §4.4 we recall certain definitions and statements related to coherent rings
and perfect complexes.
4.1 Constructing t-structures corresponding to (locally)
finite functors into R-modules
To help the reader we recall that all Noetherian rings are coherent, and if R
is Noetherian then an R-module is finitely presented if and only if it is finitely
generated. Moreover, the restriction of Proposition 4.4.2 below to the case of
Noetherian rings is very well-known. We mention coherent rings in this section
just for the sake of generality. Since in the most interesting of the currently
available examples for our statements the ring R is Noetherian, the reader may
restrict herself to the Noetherian ring case.
Definition 4.1.1. Let C be R-linear category.
1. We will say that anR-linear cohomological functorH from C into R−Mod
is (anti) locally finite whenever for any M ∈ ObjC the R-module H(M) is
finitely presented and (H(M [−i]) =)Hi(M) = {0} for i≪ 0 (resp. for i≫ 0)
Moreover, we will say that H is finite if it is both locally and anti-locally
finite.
2. We will say that C is R-saturated if the representable functors from C
into R−Mod are exactly all the finite ones.
3. The symbol FunR(C,D) will denote the (possibly, big) category of R-
linear (additive) functors from C into D whenever C and D are R-linear cate-
gories.
4. We will write R −mod for the category of finitely presented R-modules
(see Definition 4.4.11) below).
The following statement should be understood as the conjunction of three
its versions. To obtain the "finite" version one should ignore all adjectives in
brackets, to obtain the "locally finite" version one should take the first adjectives
in all the brackets into account, and one should take the second adjectives to
get the "anti-locally finite" version. This rule should also be applied to some of
the sentences in the proof.
Theorem 4.1.2. Assume that C and C′ are full R-linear triangulated subcate-
gories of an R-linear triangulated category D (recall that R is a coherent ring),
C is endowed with a bounded (resp. bounded below, resp. bounded above)
weight structure w, and a subcategory C′ of C is characterized by the following
condition: for N ∈ ObjD the D-Yoneda-functor HN : Cop → R −Mod (see
Definition 2.1.1(3)) is finite (resp. locally finite, resp. anti-locally finite) if and
only if N is an object of C ′.
I. Then all virtual t-truncations of finite (resp. locally finite, resp. anti-
locally finite) functors Cop → R − Mod are finite (resp. locally finite, resp.
anti-locally finite) as well.
II. Assume that finite (resp. locally finite, resp. anti-locally finite) functors
Cop → R−Mod are precisely the functors of the form HN for N ∈ ObjC′, and
that C reflects C′ in D (see Definition 2.2.1).
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1. Then C′ is a triangulated subcategory of D and there exists a (unique)
t-structure t on C′ that is strictly right orthogonal to w.
2. The obvious Yoneda-type functor from the category Ht into the sub-
category FunR(Hwop, R −mod) of FunR(Hwop, R −Mod) is an equivalence of
categories.
III. Assume that D is smashing, C equals D(ℵ0) and compactly generates D
(thus C is essentially small).
1. Then the t-structure tD on D provided by Theorem 3.3.1(II) restricts to
C′ (i.e., t = ((Cw≥1)
⊥D ∩ObjC′, (Cw≤−1)
⊥D ∩ObjC′) is a t-structure on C ′).
2. The obvious Yoneda-type functor fromHt into the categoryFunR(Hwop, R−
mod) ⊂ FunR(Hw
op, R−Mod) is an equivalence of categories.
Proof. I. Recall that virtual t-truncations of cohomological functors are coho-
mological. Moreover, virtual t-truncations of R-linear functors are obviously
R-linear.
Now, let H be a functor whose values are finitely presented R-modules.
Since the category R−mod is an abelian subcategory of R−Mod according to
Proposition 4.4.2(3) below, the values of virtual t-truncations of H are finitely
presented as well according to Proposition 2.1.2(7).8
Next, for any k ∈ Z and any cohomological functor H from C the functor
τ≤k(H) is of weight range ≤ k according to Proposition 2.1.4(2). Assume that w
is bounded below; then for any fixed k andM ∈ ObjC we have τ≤k(H)(M [j]) =
0 if j is large enough. Hence if H takes values in R − mod then the functor
τ≤k(H) is locally finite. Applying the long exact sequence (2.1.1) we obtain that
the functor τ≥k+1(H) is locally finite if H is.
Moreover, the corresponding boundedness statement for the case where w is
bounded above and H is anti-locally finite is dual to the "locally finite" version
that we have just verified.
Lastly, combining the locally finite and the anti-locally finite cases of our
assertion one immediately obtains its finite case.
II.1. Since R−mod is an exact abelian subcategory of R−Mod (see Propo-
sition 4.4.2(1)), C′ is easily seen to be a triangulated subcategory of D.
Next, combining our assumptions with assertion I we obtain that virtual
t-truncations of functors of the type HN for N ∈ ObjC′ are D-represented by
objects of C′ as well. Thus we can combine Theorem 2.2.6 with Proposition
2.2.2(3) to obtain the result.
2. Certainly, restricting locally or anti-locally finite functors from C to Hw
yields additive functors from Hwop into R − mod. This restriction gives an
embedding of Ht into FunR(Hwop, R−mod) according to Proposition 2.2.2(3).
Lastly, assume that A belongs to FunR(Hwop, R − mod). It remains to
check that the corresponding w-pure functor HA : Cop → R−Mod provided by
Proposition 2.1.4(6) (cf. also Remark 2.1.5(2)) is (anti) locally finite whenever
w is bounded below (resp. above).
8Actually, it is not necessary to assume that R is coherent to prove part I of our theorem.
Indeed, for any M ∈ ObjC and n ∈ Z we can complete the morphisms w≤nM → w≤n+1M
and w≥n−1M → w≥nM to distinguished triangles to obtain that the values of τ≤n(H) and
τ≥n(H) (see Definition 2.1.1(1)) are quotients of finitely presented R-modules by some images
of modules of this type. Thus the values of virtual t-truncations of H are finitely presented
R-modules (see Lemma A.8 of [Coh85]).
On the other hand, it appears that the subcategory C′ of C does not have to be triangulated
if R is not coherent.
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Applying the fact that the category R −mod is an abelian subcategory of
R−Mod once again and combining it with Lemma 2.1.4 of [Bon18b] we obtain
that the values of HA are finitely presented as well. Since HA is of weight range
[0, 0] and w is bounded, HA is (anti) locally finite immediately from Proposition
2.1.4(7).
III.1. Since w is orthogonal to tD, Proposition 2.1.2(4) says that for any
N ∈ ObjD the functors D-represented by its tD-truncations on C are the
corresponding virtual t-truncations of the functorHN . Thus for anyM ∈ ObjC′
the objects tD,≤kM and tD,≥kM are objects of C′ as well according to assertion
I; hence tD restricts to C′ indeed.
2. The full faithfulness of the functor Ht → FunR(Hwop, R −Mod) is im-
mediate from Theorem 3.3.1(II.3). Moreover, this functor obviously factors
through FunR(Hwop, R−mod), and arguing similarly to the proof of assertion
II.2 we obtain the equivalence in question.
Remark 4.1.3. 1. In the examples in §4.2 and §4.3 below the ring R will
always be noetherian. So let us demonstrate that non-noetherian coherent
rings are also actual (at least) in the context of parts I and III of our
theorem.
Similarly to Remark 3.2.6(5), we take R to be an arbitrary (not necessar-
ily noetherian) coherent ring which we have to assume to be commutative
here, set D = D(R); then C = D(ℵ0) is the subcategory of perfect com-
plexes (see Proposition 4.4.2(6) below).
Hence C is equivalent to Kb(ProjfinR), where ProjfinR is the category of
finitely generated projective R-modules, and we set w to be the "stupid"
weight structure whose heart (essentially) equals ProjfinR; see Remark
1.2.3(1). Since w is bounded, we can apply any of the versions of (parts
I and III) of our theorem if we take C′ to be equal to the category C′i ⊂
D for 1 ≤ i ≤ 3; here C ′1 corresponds to finite cohomological functors
from C into R −Mod, C ′2 corresponds to locally finite functors, and C3
corresponds to anti-locally finite ones. Moreover, it is easily seen that
C′1
∼= Db(R − mod), C′2 ∼= D
−(R − mod), and C′3 ∼= D
+(R − mod).
Certainly, the corresponding t-structures are the canonical ones.
This example is certainly closely related to Proposition 4.2.1(1) below; we
put it here just to demonstrate that it may be actual to consider the case
where R is coherent but not noetherian.
2. The question whether C = C ′1 in the notation that we have just intro-
duced is well-known to be equivalent to the regularity of R. The reader is
recommended to look at the paper [KhS19] for an interesting discussion
of this matter (in the language of adjacent structures) in the more general
setting of modules over ring spectra.
3. In §4.2 we will discuss interesting "geometric" examples for our theorem.
Unfortunately, this does not include any examples for the locally finite
and anti-locally finite versions of part II of the theorem.
It is also worth noting that bigger families of examples can be obtained
by means of Theorem 0.3 of [Nee18a] and Theorem 0.3 of [Nee18b].
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4. The finite presentation of values of functors and the vanishing conditions
can certainly be treated separately. So, we could have replaced the cate-
gory R−mod of finitely presented R-modules by any other exact subcat-
egory of R −Mod in our definitions and formulations. In particular, one
can consider certain "levels of C-smallness" of objects of D (cf. Theorem
3.2.3(II.2)).
5. Certainly, one can take R = Z; this allows to apply parts I and III of our
theorem to arbitrary triangulated categories.
Corollary 4.1.4. Assume that C is R-saturated (where R is a coherent ring)
and w is a bounded weight structure on it. Then the following statements are
valid.
1. For any i ∈ Z and M ∈ ObjC the functors τ≤i(HM ) and τ≥i(HM ) are
representable, where HM = C(−,M).
2. There exists a t-structure right adjacent to w. Moreover, t is bounded if
C is densely generated by a single object G.
3. Its heart Ht is naturally equivalent to FunR(Hwop, R−mod).
Proof. Putting C′ = D = C in Theorem 4.1.2(II) we obtain everything except
the boundedness of t in assertion 2.
Now, assume that C is densely generated by {G}. Since the functor HG =
C(−, G) is finite, C(G,G[j]) = {0} for almost all i ∈ Z. Thus we can apply
Proposition 2.2.7(2) for C′ = C to obtain that t is bounded.
4.2 On coherent sheaf examples for the theorem
Now assume that R is a (commutative unital) noetherian ring.
Proposition 4.2.1. Let X be a scheme that is proper over SpecR.
1. Take D = Dqc(X) (the unbounded derived category of quasi-coherent
sheaves onX), C = Dperf (X) (the triangulated category of perfect complexes of
coherent sheaves on X), and C ′ = Dbcoh(X) (resp. C
′ = D−coh(X); here D
b
coh(X)
is the bounded derived category of coherent sheaves on X , and D−coh(X) is its
bounded above version).
Then C ∼= Cop, and the "finite versions" of those assumptions of Theo-
rem 4.1.2(I-III) that do not mention w (resp. the "locally finite versions" of
the corresponding assumptions of Theorem 4.1.2(I,III)) are fulfilled for these
categories.
2. Assume that X is a regular scheme (that is proper over SpecR). Then
the category C = Dperf (X) equals C′ = Dbcoh(X); thus it is R-saturated.
Moreover, C is densely generated by a single object G.
Proof. 1. Since R is noetherian, X is a noetherian scheme; thus it is well known
that objects of C compactly generate D and C ∼= Cop. Thus it remains to apply
Corollary 0.5 of [Nee18a]; note here that the set of R-linear transformations
between two R-linear functors between R-linear categories coincides with the
set of transformations between the underlying additive functors.
2. It is well known that in this case Dperf (X) = Dbcoh(X) indeed; thus C is
R-saturated. Moreover, C is densely generated by a single object according to
Theorem 0.5 of [Nee17] (see also Remark 0.6 of loc. cit.).
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Remark 4.2.2. 1. Thus for X and C as in part 2 of the proposition both left
and right adjacent t-structures to any bounded weight structure exist.
Moreover, any weight structure w on Dperf (X) (for X that is proper over
SpecR) gives a smashing t-structure on Dqc(X) that is right orthogonal
to t. This t restricts to D−coh(X) if w is bounded below, and (also) restricts
to Dbcoh(X) if w is bounded.
2. More generally, if X is a Gorenstein (but not necessarily regular) scheme
then the coherent duality functor DX gives an equivalence Dbcoh(X)
op →
Dbcoh(X) that restricts to an equivalence D
perf (X)op → Dperf (X). Hence
for any bounded weight structure w on Dperf (X) there also exists a left
orthogonal weight structure on Dbcoh(X).
3. Let us discuss the question which t-structures do possess left adjacent
weight structures (in the setting of our proposition).
Suppose that we start with a t-structure t on C = C′. The easy Theorem
5.3.1(I.1) below implies that there are enough projectives in Ht if there
exists a weight structure w that is left adjacent to t. Moreover, part IV of
that theorem says that if this condition is fulfilled, t is bounded, and Cop
is R-saturated then w does exist.
Now we combine part 2 of our of our proposition with Corollary 4.1.4(2) to
obtain the following: if X is a regular scheme that is proper over SpecR
and C = Dperf (X) then there exists a 1-to-1 correspondence between
bounded weights structures on C and (their right adjacent) bounded t-
structures such thatHt has enough projectives. Since C is self-dual we also
obtain a 1-to-1 correspondence between bounded weights structures on C
and bounded t-structures such that Ht has enough injectives. Certainly,
these two statements can be combined to obtain a rather curious corre-
spondence between those bounded t-structures such that Ht has enough
projectives and those bounded t-structures such that Ht has enough in-
jectives. Note also that there exists plenty of examples of bounded weight
structures on C whenever X = Pn(SpecR) (and R is a regular ring); see
part 5 of this remark.
We will discuss a similar problem for orthogonal structures in Remark
4.3.2(4) below.
4. The author also conjectures that all non-degenerate weight structures and
t-structures on Dperf (X) are bounded in this case.
Note here that one can easily obtain non-trivial degenerate weight struc-
tures and t-structures Dperf (X) by gluing (at least) if X is a projective
space (say, over a field); cf. part 5 this remark. Certainly, degenerate
weight and t-structures are not bounded.
5. To make our proposition "practical" one needs to have some bounded
weight structures on a triangulated category C as in our proposition.
Unfortunately, no "simple" general constructing methods similar to that
provided by Theorem 5 of [Pau12] (see Remark 3.2.4(1)) are available in
this setting. However, one can glue weight structures (see Remark 3.2.4(2)
and Theorem 8.2.3 of [Bon10a]). That is, if a triangulated category C is
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glued from certain D and E in the sense of [BBD82, §1.4] then any pair of
(bounded) weight structures gives a "compatible" weight structure on E.
Note here that one can shift weight structures on D and E in the obvious
way; thus a single pair of weight structures on D and E gives a family
of weight structures on C indexed by Z × Z (whereas shifting a weight
structure of this sort corresponds to adding (i, i) to these parameters).
Now let us pass to more concrete examples; cf. also Remark 4.1.3(1). One
can construct a rich family of bounded weight structures on Dperf (X) at
least in the case where X = Pn for some n > 0 (one can probably take any
regular base ring R here) by means of gluing. More generally, it suffices
to assume that Dperf (X) possesses a full exceptional collection of objects.
Since one can "shift weight structures on components", one can obtain
plenty of non-trivial weight structures and t-structures on Dperf (X).
Another important statement is that bounded weight structures C are in
one-to-one correspondence with those additive retraction-closed subcate-
gories B of C such that B strongly generates C and B is negative in C;
see Proposition 5.1.2 below. Thus one may look for negative subcategories
in Dperf (X) to obtain examples of weight structures.
6. It appears that the first result in the direction of Proposition 4.2.1(2) was
Theorem 2.14 of [BoK89] where the case of a smooth projective variety
over a field was considered. However, if X is singular then one has to take
C′ 6= C; the corresponding statements were only recently established by
Neeman, and they motivated our Definition 2.2.1 along with those results
of this paper that depend on it.
Recall also that Theorem 4.3.4 of [BVd03] gives a certain a "non-commutative
geometric" example of an R-saturated category (for R being a field).
7. The author suspects that some of the statements in our theorem can be
generalized to the case where R is (not not necessarily noetherian itself
but) coherent and can be presented as a "flat enough" direct limit of
noetherian rings.
4.3 Other possible examples related to coherent sheaves
Once again, R is a noetherian ring. We recall some more results of Neeman and
D. Murfet.
Proposition 4.3.1. Let X be a scheme that is proper over SpecR; take C =
Dbcoh(X)
op.
1. Assume in addition that regular alterations (see Remark 4.3.2(3) below)
exist for all integral closed subschemes of X ; take the categories D = Dqc(X)op
and C ′ = Dperf (X)op (resp. C ′ = D−coh(X)
op).
Then the "finite versions" of those assumptions of Theorem 4.1.2(I,II) that
do not mention w (resp. the "anti-locally finite versions" of the corresponding
assumptions of Theorem 4.1.2(I)) are fulfilled for our (C,C ′, D).
2. Take D to be the mock homotopy category Km(ProjX) of projectives
over X as defined in [Mur07, Definition 3.3]; see Remark 4.3.2(2) below for
more detail. Then D is compactly generated by (the image with respect to
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a full embedding of) C, and C essentially equals the subcategory of compact
objects of D.
Proof. 1. This is most of Theorem 0.2 of [Nee18b].
2. See Theorems 4.10 and 7.4 of [Mur07].
Remark 4.3.2. 1. Now let us discuss the relation of these statements to the
main subject of the paper.
The main problem is that if X is not regular then it is well-known that
there exist objects M and N of Cop = Dbcoh(X) such that C
op(M,N [i]) 6=
{0} for arbitrarily large values of i (this is an easy consequence of the
Serre criterion; cf. Proposition 4.2.1(1) and Remark 4.1.3(2)); hence there
cannot exist any bounded weight structures on C. Thus one has no chance
to apply the finite version of Theorem 4.1.2 in this setting.
The author does not know whether there can exist bounded below weight
structures on C in this case. On the other hand, if X = SpecR then
it is easily seen that that the stupid weight structure on the category
K−(ProjR) of bounded above complexes of R-modules restricts to its
subcategoryCop = Dbcoh(X); certainly, the corresponding weight structure
on C is bounded above. The author suspects that this example can be
extended at least to the case X = Pn(SpecR) for any n ≥ 0; cf. Remark
4.2.2(5).
2. One can obtain a certain t-structure on a subcategory of D = Km(ProjX)
by means of Theorem 4.1.2(III) if one takes the subcategory C ′ of D
corresponding to those anti-locally finite functors from C = Dbcoh(X)
op
that are represented by objects of D and chooses a bounded above weight
structure on C.
On the other hand, the embedding Dbcoh(X)
op → Km(ProjX) is given by
a rather non-trivial construction from §7 of [Mur07]. So, the author does
not currently know how to compute this category C′. Note however that
the aforementioned example of a bounded below weight structure on C
(in the case X = SpecR) yields that our theory in non-vacuous in this
setting.
3. So, Theorem 4.1 does not allow us to obtain any orthogonal t-structures
from Proposition 4.3.1(1). However, we will soon explain that that the
latter proposition is useful for "recovering" left orthogonal weight struc-
tures.
Thus it is worth recalling that alterations were introduced in [dJo96];
they generalize Hironaka’s resolutions of singularities. Since the latter
exist for arbitrary quasi-excellent SpecQ-schemes according to Theorem
1.1 of [Tem08], part 1 of our proposition can be applies whenever R is an
quasi-excellent noetherian Q-algebra. Moreover, regular alterations of all
integral (closed) subschemes of X exist whenever X is of finite type over
a scheme S that is quasi-excellent of dimension at most 3; see Theorem
1.2.5 of [Tem17].
4. Similarly to Remark 4.2.2(3), let us now discuss to which extent the or-
thogonality relation between weight structures and certain t-structures in
bijective in the setting of Proposition 4.2.1(1).
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So, assume that X is proper over SpecR. If w is a bounded weight
structure on C = Dperf (X) then there exists an orthogonal t-structure
t on C′ = Dbcoh(X) such that Ht ∼= FunR(Hw
op, R − mod); see Remark
4.2.2(1).
Conversely, assume that t is a bounded t-structure on C′ such that Ht
is equivalent to the category of R-linear functors from an R-linear cate-
gory H into R−mod, and regular alterations exist for all integral closed
subschemes of X . Combining Proposition 4.3.1(1) with Proposition 5.3.3
below we obtain that there exists a bounded weight structure w′′ on a
subcategory C′′ of C that is strictly orthogonal to t. Moreover, if t is
actually orthogonal to a bounded weight structure w on C then we obtain
C′′ = C and w′′ = w here; see Remark 5.3.4.
So the only obstacle for obtaining a one-to-one correspondence for these
C and C ′ (and under our assumptions on X) is that we do not know
whether t that is orthogonal to a bounded weight structure on C as above
is necessarily bounded. Possibly, this question is related to Theorem 0.15
of [Nee17].
4.4 On perfect complexes and coherent rings: a reminder
We will recall some basics on finitely presented modules and coherent rings.
Below we will only consider left R-modules, where R is associative unital ring;
moreover, recall that in §4.1 we assume that R is commutative.
Definition 4.4.1. 1. We will say that a (left) R-module M is finitely pre-
sented if there exists an exact sequence P1 → P0 →M → 0 of R-modules,
where Pi are finitely generated R-projective.
2. We will say that R is (left) coherent if any finitely generated left ideal of
R is finitely presented.
3. Moreover, R is (left) semi-hereditary if any finitely generated left ideal of
R is projective.
4. We will use the notationD(R) for the derived category of (left) Rmodules.
Moreover, we will write Dperf (R) for the full subcategory of D(R) of per-
fect complexes, i.e. its objects are quasi-isomorphic to bounded complexes
of finitely generated projective R-modules.
Now we recall some basic properties of these notions.
Proposition 4.4.2. 1. Any valuation ring is semi-hereditary.
2. All semi-hereditary and (left) noetherian rings are coherent.
3. If R is coherent then any finitely generated submodule of a finitely pre-
sented module is finitely presented, and finitely presented modules form
an exact abelian subcategory of R −Mod.
4. If R is semi-hereditary and P is a finitely generated projective R-module
then any finitely generated submodule of P is projective.
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5. If R is coherent and a finitely presented R-module M has an R-projective
resolution of length n then it also possesses a projective resolution of length
n whose terms are finitely presented R-modules.
6. D(R) is compactly generated by {R} (considered as a left module over
itself and put in degree 0 as a complex), and D(R)(ℵ0) = Dperf (R).
Proof. All of these statements appear to be rather well-known. Moreover, asser-
tions 1 and 2 are obvious (note that any finitely generated projective R-module
is finitely presented); assertion 3 is immediate from Theorem 2.4 of [Swa18]
along with Theorem A.9 of [Coh85] (where right modules over a ring R were
considered) and assertion 4 is straightforward from Corollary 0.3.3 of ibid.
5. We recall that if 0 → N → P → Q → 0 is an exact sequence of R-
modules, P is projective, and Q is of projective dimension at most j for some
j > 0 (i.e., Q has a projective resolution of length j) then N is of projective
dimension at most j− 1. Hence the following easy inductive argument gives the
statement: if n = 0 then M is projective and finitely presented itself; otherwise
we can take an exact sequence 0 → N → P → M → 0 with P being finitely
presented projective to obtain that N is of projective dimension at most n− 1
and also finitely presented according to assertion 3.
6. D(R) is obviously compactly generated by {R}. Applying Lemma 4.4.5
of [Nee01] we obtain that D(R)(ℵ0) equals 〈{R}〉 (i.e., the subcategory of C
densely generated by {R}). Thus it remains to note that Dperf (R) is a full
strict triangulated subcategory of D(R) that obviously lies in 〈{R}〉 (look at the
distinguished triangles corresponding to stupid truncations of complexes), and
to obtain the equality in question we apply the fact that Dperf (R) is Karoubian
(that is well-known and also follows immediately from Proposition 5.1.2(2) be-
low).
5 Converse results: the existence of orthogonal
weight structures
In this section we study the question when a t-structure possesses a left adjacent
or orthogonal weight structure. So, in certain cases we are able to recover w
from a right adjacent t-structure t that can be constructed using the results of
previous sections.
For this purpose in §5.1 we recall some statements related to the construction
of weight structures.
In §5.2 we recall the (aforementioned) general definition of duality between
two triangulated categories and construct an interesting family of examples.
In §5.3 we prove that the existence of a left adjacent weight structure is
closely related to the existence of enough projectives in the heart of t. We also
prove the existence of a left orthogonal weight structure in a context related to
Theorem 4.1.2 and Proposition 4.2.1(2).
5.1 Some lemmas and the existence of weight structures:
a reminder
Proposition 5.1.1. Assume that A and B are extension-closed classes of ob-
jects of C.
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I. Assume that A ⊥ B[1]. Then the class A ⋆B of all extensions of elements
of B by elements of A is extension-closed as well.
II. Assume in addition that C is smashing, and A and B are closed with
respect to C-coproducts.
1. Then A ⋆ B is closed with respect to C-coproducts as well.
2. Assume that A is closed either with respect to [−1] or with respect to [1].
Then A is retraction-closed in C.
Proof. All of these statements are rather easy.
Assertions I and II.1 immediately follow from Proposition 2.1.1 of [BoS19].
Assertion II.2 is a straightforward consequence of Corollary 2.1.3(2) of ibid. (see
Remark 2.1.4(4) of ibid.)
We also recall a generalization of a well-known existence of weight structures
result from [Bon10a].
Proposition 5.1.2. Let B be an additive negative subcategory (see Definition
1.2.2(8)) of a triangulated categoryC such that C is densely generated by ObjB.
1. Then the envelopes (see §1.1) Cw≤0 and Cw≥0 of the classes ∪i≤0ObjB[i]
and ∪i≥0ObjB[i], respectively, give a bounded weight structure w on C, and
Hw equals KarC(B).
2. ObjKarC(B) strongly generates C. Moreover, Cw≤0 (resp. Cw≥0) is the
extension-closure of ∪i≤0ObjKarC(B)[i] (resp. of ∪i≥0ObjKarC(B)[i]).
Proof. This is just (most of) Corollary 2.1.2 of [BoS18].
5.2 On dualities and (strict) orthogonality of structures
Let us now recall the definition of duality.
Definition 5.2.1. Let A be an abelian category.
1. We will call a (covariant) bi-functor Φ : Cop × C′ → A a duality if it is
bi-additive, homological with respect to both arguments, and is equipped with
a (bi)natural bi-additive transformation Φ(−,−) ∼= Φ(−[1],−[1]).
2. Suppose that C is endowed with a weight structure w, C′ is endowed
with a t-structure t. Then we will say that w is left orthogonal to t and t is
right orthogonal to w with respect to Φ if the following orthogonality condition
is fulfilled: Φ(X,Y ) = 0 if X ∈ Cw≤0 and Y ∈ C
′
t≥1 or if X ∈ Cw≥0 and
Y ∈ C′t≤−1.
3. Assume that t is right orthogonal to w with respect to Φ.
Then we will also say that t is −-orthogonal (resp. +-orthogonal) to w (with
respect to Φ) if for any Y ∈ ObjC′ we have Y ∈ C ′t≤−1 (resp. Y ∈ C
′
t≥1)
whenever Φ(X,Y ) = 0 for all X ∈ Cw≥0 (resp. X ∈ Cw≤0).
Moreover, we will say that t is strictly right orthogonal to w and w is strictly
left orthogonal to t if t is both − and +-orthogonal to w.
4. We will write Pt for the class of those X ∈ ObjC such that Φ(X,Y ) = 0
for all Y ∈ C ′t≤−1 ∪ C
′
t≥1 (cf. §3 of [NSZ19]); P
′
t =
⊥C′ (C ′t≤−1 ∪ C
′
t≥1).
Remark 5.2.2. 1. If C and C′ are triangulated subcategories of a triangulated
categoryD then the restriction of the bi-functorD(−,−) to Cop×C ′ is obviously
a duality. Thus Definition 5.2.1 is compatible with Definition 1.3.1.
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More generally, if i : C → D and i′ : C′ → D are arbitrary exact functors
then D(i(−), i′(−)) is a duality as well. Moreover, this duality is nice in the
sense of Definition 2.5.1(2) of [Bon10b]. However, the notion of niceness is not
relevant for the purposes of the current paper.
2. Certainly, Φ = 0 is a duality, and any w and t on the corresponding
categories are orthogonal with respect to it. Thus a certain strictness condition
appears to be quite actual (at least) in the setting of general dualities.
The importance of this notion is also illustrated by Proposition 5.2.3(II.4)
below (note that it is applied in Theorem 5.3.1(I.3)).
Now let us study the relation between Hw and Ht.
Proposition 5.2.3. Assume that t is right orthogonal to w with respect to Φ.
I.1. Then Cw=0 ⊂ Pt. Moreover, for any objectM ∈ Pt the functor Φ(M,−)
restricts to an exact functor EM : Ht→ A, and we have Φ(M,−) ∼= EM ◦Ht0.
2. Assume in addition that t is − or +-orthogonal to w (with respect to Φ).
Then {EM : M ∈ Cw=0} is a conservative collection of functors Ht → A (cf.
Remark 5.2.4 below).
3. Conversely, assume that functors of the type EM for M ∈ Cw=0 form a
conservative collection and t is right (resp. left) non-degenerate. Then t is −
(resp. +) right orthogonal to w.
II. Assume that C ⊂ C′ and Φ is the restriction of C′(−,−) to Cop × C′,
i.e., t is right orthogonal to w in C′.
1. Then Cw≥0 = C
′
t≥0 ∩ObjC, Cw≤0 =
⊥C ′t≥1 ∩ObjC, and Cw=0 = Pt.
2. For any P ∈ Pt we have natural isomorphisms of functors
C′(P,−) ∼= C′(P,Ht0(−))
∼= Ht(Ht0(P ), H
t
0(−));
the first of them is induced by the transformations idC′ → t≤0 and Ht0 → t≤0
(see Remark 1.1.3(1)).
3. Assume that t is cosmashing, C equals C′ and satisfies the dual Brown
representability property. Then Ht0 gives an equivalence of (the full subcategory
of C given by) Pt with the subcategory of projective objects of Ht.
4. If t is +-orthogonal to w then C′t≥0 is closed with respect to C
′-products.
Proof. I.1. Cw=0 ⊂ Pt immediately from our definitions.
If 0→ A1 → A2 → A3 → 0 is a short exact sequence in Ht then A1 → A2 →
A3 → A1[1] is well-known to be a distinguished triangle. Applying the functor
Φ(M,−) to it and recalling the definition of Pt we obtain an exact sequence
0 = Φ(M,A3[−1]) → E
M (A1) → E
M (A2) → E
M (A3) → Φ(M,A1[1]) = 0;
hence EM is exact indeed. Moreover, the functors Φ(M,−) and EM ◦ Ht0 are
homological and annihilate both C ′t≤−1 and C
′
t≥1; hence they are isomorphic.
2. Since all of these functors are exact, it suffices to verify that for any
non-zero N ∈ C ′t=0 there exists M ∈ Cw=0 such that Φ(M,N) 6= 0. Now,
if Φ(M,N) = 0 for all M ∈ Cw=0 then Theorem 2.1.2(2) of [Bon18b] easily
implies that Φ(M ′, N) = 0 for any M ′ ∈ ObjC. Combining this statement
with either − or +-orthogonality of t to w we immediately obtain N = 0 (i.e.,
a contradiction).
3. If t is right (resp. left) non-degenerate, it suffices to verify thatHti (N) = 0
whenever i < 0 (resp. i > 0), N ∈ ObjC′, and Φ(M,N) = 0 for all M ∈ Cw=i.
For this purpose it is certainly sufficient to check that Ht0(N) = 0 whenever
Φ(M,N) = 0 for all M ∈ Cw=0. The latter statement is immediate from our
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assumption on Cw=0 along with the isomorphism Φ(M,−) ∼= E
M ◦Ht0 provided
by assertion I.1.
II.1. The argument is rather similar to the proof of Proposition 2.2.2 (cf.
Remark 2.2.3). We will use the notation (C1, C2) for the couple (⊥C ′t≥1 ∩
ObjC, C ′t≥0 ∩ObjC).
Since w is left orthogonal to t, we have Cw≤0 ⊂ C1 and Cw≥0 ⊂ C2. Next,
C1 ⊥ C2[1], and applying Proposition 1.2.4(2) we also obtain inverse inclusions.
Thus w = (C1, C2) indeed; hence Cw=0 = C1 ∩ C2 = Pt.
2. All of these statements are rather easy; they are given by Lemma 2(1) of
[NSZ19].
3. We should prove that any projective object P0 of Ht "lifts" to Pt.
Now, the functor Ht0 respects products according to the easy Lemma 1.4 of
[Nee18a] (applied in the dual form; cf. also Proposition 3.4(2) of [BoV19]); thus
the composition GP0 = Ht(P0,−) ◦ Ht0 : C → Ab respects products as well.
Moreover, GP0 is obviously homological functor. Thus it is corepresentable by
some P ∈ ObjC that certainly belongs to Pt, and it remains to apply the
previous assertion.
4. Obvious.
Remark 5.2.4. Since the functors of the type EM that we consider in part I of
our proposition are exact (on Ht), the conservativity of {EM : M ∈ Cw=0} is
fulfilled if and only if for any non-zero N ∈ C′t=0 there exists M ∈ Cw=0 such
that EM (N) 6= 0.
To describe an interesting family of orthogonal structures (for Ht that is not
necessarily semi-simple) we need the following definition that is closely related
to Definition D.1.13 of [B-VK16] (see Remark 5.2.7(1) below).
Definition 5.2.5. For an abelian category A we will say that an increasing
family of full strict abelian subcategories A≥i ⊂ A, i ∈ Z, give a nice split
filtration for A if ∪i∈ZObjA≥i = ObjA, ∩i∈ZObjA≥i = {0}, and there exist
exact left adjoints W≥i to the embeddings A≤i ⊂ A.
Proposition 5.2.6. Adopt the assumptions of Definition 5.2.5.
1. Then A≥i are actually Serre subcategories of A.
Moreover, the localization functors A≥i/A≥i+1 → Ai possess exact left ad-
joints li. So we will assume that Ai are subcategories of A; for an object N of
A and any j ∈ Z we will write Nj for lj(W≥iM).
Furthermore, ObjAi ⊥ ObjAj whenever i 6= j.
2. Assume that all the categories Ai are (abelian) semi-simple. Then the
category A′ of semi-simple objects of A consists of finite coproducts of objects
of various Ai.
3. Let C′ be a triangulated category endowed with a non-degenerate (see
Definition 1.1.2(3)) t-structure t such that Ht = A; take C = Kb(A′).
Then the pairingΦ : Cop×C′ → Ab that sends (M,N) into
⊕
i∈Z(
⊕
j∈ZHi(M)j , H
t
i (N)j),
where H∗(M) is the homology of the complex M and Ht∗(N) is the t-homology
of N , is a duality. Moreover, t is strictly right orthogonal to the stupid weight
structure w on C with respect to Φ.
Proof. 1. The exactness of W≥i easily implies that A≥i are Serre subcategories
of A indeed (cf. Remark D.1.20 of [B-VK16]). Hence the existence and exactness
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of li is given by Lemma D.1.15 of ibid. (applied in the dual form; see Remark
5.2.7(1)).
2. We should prove that simple objects of A are precisely the elements of
∪ObjAi. This is immediate from Proposition D.1.16(1) of ibid.
3. The choice of the isomorphism Φ(−,−) ∼= Φ(−[1],−[1]) is obvious. Next,
C is semi-simple; hence any its object is a sum of shifts of objects of Ai. Com-
bining this fact with the exactness of all lj ◦W≥j : N 7→ Nj along with the
semi-simplicity of Aj we obtain that the functor Φ(M,−) is homological for any
M ∈ ObjC. Moreover, the semi-simplicity of C means that any distinguished
triangle in it is a sum of rotations of triangles of the formM →M → 0→M [1];
this observation easily implies that the functor Φ(−, N) is cohomological for any
object N of C ′.
Furthermore, t is obviously right orthogonal to w with respect to Φ. Since t
is non-degenerate, to verify strictness it suffices to check that for any non-zero
N ∈ C ′t=0 there existsM ∈ Cw=0 such that Φ(M,N) 6= 0. The latter statement
is an easy consequence of the definition of Φ; see Proposition D.1.16(3) of loc.
cit.
Remark 5.2.7. 1. The difference of our definition 5.2.5 from the definition of a
weight filtration in D.1.14 of ibid. is that we reverse the arrows and change the
sign of inequalities (for A≤i).
2. Assume that endomorphism rings of simple objects of A are commuta-
tive (and so, they are fields). Then one can easily "replace" the duality Φ in
Proposition 5.2.6(3) by a duality Φ′ : Cop × C → A′ such that Φ′(M,N) = M
whenever N = M are simple objects of A′ ⊂ A and Φ′(M,N) = 0 if M and N
are non-isomorphic simple objects of A′.
3. Certainly, we could have taken C = K(A′) instead of C = Kb(A′) in
Proposition 5.2.6(3); one can also take any intermediate triangulated category
here.
5.3 Existence of orthogonal weight structures on subcat-
egories
Now we study the question which weight structures are adjacent to weight struc-
tures; yet in certain cases we are only able to construct a weight structure on a
subcategory of the corresponding category.
Theorem 5.3.1. Let t be a t-structure on C′.
I. Assume that there exists a weight structure w on a triangulated category
C ⊂ C′ that is left orthogonal to w (in C ′; here we use Definition 1.3.1(1)) and
C′t=0 ⊂ ObjC.
1. Then there are enough projectives in Ht, for any M ∈ C′t=0 there exists
an Ht-epimorphism from Ht0(P ) into M for some P ∈ Cw=0, and the functor
Ht0 induces an equivalence of Kar(Hw) with the category of projective objects
of Ht.
2. Moreover, Hw is equivalent to the latter category whenever the class
ObjC is retraction-closed in C′ and C ′ is Karoubian.
3. Assume in addition that t is left non-degenerate. Then t is +-orthogonal
to w; hence C ′t≤0 is closed with respect to C
′-products.
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II. Assume that there are enough projectives in Ht and for any projective
object P ′ of Ht there exists P ∈ P ′t (see Definition 5.2.1(4)) along with an
Ht-epimorphism Ht0(P )→ P
′.
1. Then the full subcategory C of C ′ whose object class equals ∪i∈ZC′t≥i is
triangulated, and there exists a weight structure w on C such that Cw≥0 = C
′
t≥0
and t is −-orthogonal to w.
2. Furthermore, one can extend (see Definition 1.2.2(4)) w as above to a
weight structure w′ on C ′ that is left adjacent to t whenever any of the following
additional assumptions is fulfilled:
a. t is bounded below (see Definition 1.1.2(4)).
b. There exists an integer n such that Ct≤0 ⊥ Ct≥n.
III. Assume in addition that C ′ satisfies the dual Brown representability
property (see Definition 3.2.1(1)), t is cosmashing and Ht has enough projec-
tives. Then the category C′ is smashing, there exists a weight structure w˜ on the
localizing subcategory C˜ of C′ that is generated by C′t≤0 such that Cw˜≤0 = C
′
t≤0,
and Hw˜ is equivalent to the subcategory of projective objects of Ht.
IV. Assume that R is a commutative unital coherent ring, the category C′op
is R-saturated, t is bounded, and Ht has enough projectives. Then there exists
a weight structure w′ on C′ that is left adjacent to t.
Proof. I.1. Fix M ∈ Ct=0 and consider its w-decomposition P
p
→ M →
w≥1M → P [1]. Since M ∈ C′t=0, Proposition 5.2.3(II.1) implies that P belongs
to Cw≥0; hence P belongs to Cw=0 according to Proposition 1.2.4(8)). Next,
P ∈ Cw≥0 ⊂ C
′
t≥0 (see Proposition 5.2.3(II.1)); hence the object P0 = t≤0P
equals Ht0(P ) (see Remark 1.1.3). Therefore P0 is projective in Ht according to
Proposition 5.2.3(II.2).
Next, the adjunction property for the functor t≤0 (see Remark 1.1.3(1))
implies that p factors through the t-decomposition morphism P → P0. Now we
check that the corresponding morphism P0 → M is an Ht-epimorphism. This
is certainly equivalent to its cone C belonging to Ct≥1. The octahedral axiom
of triangulated categories gives a distinguished triangle (t≥1P )[1] → w≥1M →
C → (t≥1P )[2]; it yields the assertion in question since w≥1M ∈ Cw≥1 ⊂ C
′
t≥1
and the class Ct≥1 is extension-closed. Thus we obtain that Ht has enough
projectives.
Now, the category of projective objects of Ht is certainly Karoubian. As
we have just verified, for any projective object Q of Ht there exists an Ht-
epimorphism Ht0(S) → Q for some S ∈ Cw=0. Since H
t
0(S) is projective in
Ht according to Proposition 5.2.3(II.2), this epimorphism splits, i.e., Q equals
the image of some idempotent endomorphism of Ht0(S). Applying Proposition
5.2.3(II.2) once again and lifting this endomorphism to Hw we obtain that
Kar(Hw) is equivalent to the category of projective objects of Ht indeed.
2. Since Cw=0 is retraction-closed in C
′, Hw is Karoubian as well. Hence
Hw ∼= Kar(Hw) in this case and we obtain the result in question.
3. If t is +-orthogonal to w then C′t≤0 is closed with respect to C
′-products
according to Proposition 5.2.3(II.4).
Applying Proposition 5.2.3(I.3) we obtain that it remains to verify that the
functors of the form EM for M ∈ Cw=0 give a conservative family of functors
Ht→ Ab. Now, for any object N of Ht our assumptions give the existence of a
projective object P0 of Ht that surjects onto it. Moreover, applying Proposition
5.2.3(II.2) we obtain the existence of P ∈ Cw=0 and a morphism h from P such
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that Ht0(h) is isomorphic to this surjection P0 → N . Hence E
P (N) 6= 0 if N is
non-zero, and we obtain the conservativity in question (see Remark 5.2.4).
II.1. C is triangulated since the functor Ht0 : C
′ → Ht is homological. Next
we take C1 = ⊥C′t≥1 ∩ ObjC, C2 = Ct≥0, and prove that (C1, C2) is a weight
structure on C (cf. Proposition 5.2.3(II.1)).
The only non-trivial axiom check here is the existence of w-decompositions
for all objects of C. Let us verify the existence of a w-decomposition for any
M ∈ Ct≥i by induction on i. The statement is obvious for i > 0 since M ∈
Cw≥1 = Ct≥1 and we can take a "trivial" weight decomposition 0 → M →
M → 0.
Now assume that existence of w-decompositions is known for any M ∈ Ct≥j
for some j ∈ Z. We should verify the existence of weight decomposition of an
element N of Ct≥j−1. Certainly, N is an extension of N
′[−j − 1] = Ht0(N [j +
1])[−j − 1] by t≥jN (see Remark 1.1.3(1) for the notation). Since the latter
object possesses a weight decomposition, Proposition 5.1.1(I) (with A = C1 and
B = C2[1]) allows us to verify the existence of a weight decomposition ofN ′[−j−
1] (instead of N). Our assumptions imply that there exists an epimorphism
Ht0(P ) → N
′ with P ∈ P ′t = C1 ∩ C2. Then a cone C of the corresponding
composed morphism P → N ′ is easily seen to belong to C ′t≥1. Since both P
and C possess weight decompositions, applying Proposition 5.1.1(I) once again
we obtain the statement in questions.
Lastly, t is −-orthogonal to w immediately from Remark 1.1.3(3).
2. If the assumption a is fulfilled then we can just take w′ = w since C
obviously equals C′.
Now suppose that assumption b is fulfilled. Similarly to the previous proof,
it suffices to verify that for the couple w′ = (⊥C′t≥1, C
′
t≥0) the corresponding
w′-decompositions exist for all objects of C′.
Since w′ is an extension of w, assertion II.1 gives the existence of w′-
decompositions for all elements of C′t≥2−n. Next, our orthogonality assumption
on t yields that C′t≤1−n ⊂ Cw≤0; hence one can take trivial w
′-decompositions
for elements of C′t≤1−n. It remains to note that ObjC
′ = C ′t≥2−n ⋆ C
′
t≤1−n =
ObjC′ by axiom (iv) of weight structures, and apply Proposition 5.1.1(I) once
again.
III. C′ is smashing according to Proposition 8.4.6 of [Nee01] (applied in
the dual form). Applying Proposition 5.2.3(II.2–3) we obtain that C′ and t
satisfy the assumptions of assertion II.1. We argue similarly to its proof and
verify that the corresponding (C˜1, C˜2) give a weight structure w˜ on C˜. Once
again, for this purpose it suffices to verify that the class C˜ = C˜1 ⋆ C˜2[1] equals
Obj C˜. Immediately from assertion II, C˜ contains C′t≥j for all j ∈ Z. Moreover,
C˜ is extension-closed and closed with respect to C′-coproducts according to
Proposition 5.1.1(I, II.1); hence C˜ equals Obj C˜ indeed.
Lastly, Obj C˜ is retraction-closed in C′ and C ′ is Karoubian according to
Proposition 5.1.1(II.2); hence Hw˜ is equivalent to the subcategory of projective
objects of Ht according to assertion I.2.
IV. We want to apply assertion II.1 in this case; to check its assumptions it
certainly suffices to verify that for any projective object P ′ ofHt there exists P ∈
P ′t such P
′ ∼= Ht0(P ). According to Proposition 5.2.3(II.2), the latter statement
is equivalent to the corepresentability of the functor GP0 = Ht(P0,−) ◦ Ht0 :
C → R−Mod (cf. the proof of Proposition 5.2.3(II.3)). Now, the values of GP0
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are finitely presented R-modules (since morphisms between any two objects of
C; here we also apply Proposition 4.4.2(3)). Since t is bounded, GP0 is finite in
the sense of Definition 4.1.1(1), and we obtain the corepresentability in question
(see Definition 4.1.1(2)).
Lastly, the corresponding category C equals C′ since t is bounded (cf. as-
sertion II.2; one can also apply its formulation directly). Since the resulting
weight structure w′ = w is left orthogonal to t, it is also left adjacent to it (see
Definition 1.3.1(3)).
Remark 5.3.2. 1. Certainly, part III of our theorem becomes more interesting
in the case C = C ′.
2. Moreover, parts I and III of our theorem can be considered as a certain
complement to Theorem 3.2.3(I). So we obtain that the class of t-structures right
adjacent to smashing weight ones is "closely related" to the one of cosmashing
t-structures such that Ht has enough projectives.
3. Similarly, parts I, II, and IV of our theorem complement Corollary
4.1.4(2,3); see Remark 4.2.2(3).
It is also an interesting question whether for a general R-saturated category
C a weight structure w that is left adjacent to a t-structure t is bounded if and
only if t is.
4. The condition Ct≤0 ⊥ Ct≥n for n≫ 0 (see part II.2 of our theorem) is a
natural generalization of the finiteness of the cohomological dimension condition
(for an abelian category).
5. In parts II and III of our theorem the "starting points" for constructing
weight decompositions were the classes C′t≥0 and P
′
t . Now, it is easily seen that
one can construct a weight structure starting from Pt ⊂ ObjC if Cop reflects
C′op (in a certain Dop or with respect to a duality) using Proposition 5.1.2.
Certainly, one will also need certain corepresentability assumptions to prove
that Pt is large enough in some sense (if it is).
Proposition 5.3.3. Assume that R is a commutative unital coherent ring,
C and C′ are R-linear triangulated subcategories of an R-linear triangulated
category D, the corresponding functor M 7→ HMC′ gives an equivalence of C
op
with the category of finite homological functors from C′ into R−Mod (i.e., the
functors of the type HM are finite as R-linear functors from C′op into R−Mod),
and t is a bounded t-structure on C′ such that Ht is equivalent to the category
of R-linear functors from an R-linear category H into R−mod.
Then there exists a bounded weight structure w′′ on the subcategory C′′ =
〈Pt〉 of C such that Hw′′ = Pt ⊃ H and w′′ is strictly left orthogonal to t.
Proof. First we prove that Pt gives a negative subcategory of C. So we fix
A,B ∈ Pt, i ≥ 0, and prove that A ⊥ B[i] by an argument somewhat similar to
the proof of Proposition 2.1.4(5).
So T be a transformation HB[i]
C′
→ HAC′ . We can obviously complete it to a
commutative square
H
B[i]
C′
◦ t≥i −−−−→ H
A
C′ ◦ t≥i


yT ′


y
H
B[i]
C′
T
−−−−→ HAC′
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Since the transformation T ′ is an isomorphism and HAC′ ◦ t≥i = 0, we obtain
T = 0.
Applying Proposition 5.1.2 we obtain the existence of a bounded weight
structure w′′ on the category C′′ = 〈Pt〉 such that C′′w′′=0 = KarC Pt = Pt.
Next, the description of C ′′w′′≤0 and C
′′
w′′≥0 provided by this proposition easily
implies that w′′ is left orthogonal to t.
Now, t is non-degenerate since it is bounded. Applying Proposition 5.2.3(I.3)
we obtain that to finish the proof and verify strong orthogonality it suffices to
verify that any objectM of H lifts to an element of Pt. Now we argue similarly
to the proof of Proposition 5.2.3(II.3). The functor GN = Ht(N,−) ◦ Ht0 :
C → R −Mod is homological; it takes values in finitely presented R-modules
immediately from Proposition 4.4.2(3). Since t is bounded, it is finite as a
functor from C′op into R−Mod, and we obtain that it is corepresentable by an
object of C.
Remark 5.3.4. Now assume that the t-structure t in our proposition is orthog-
onal to a weight structure w on the whole category C; cf. Remark 4.2.2(4).
Then Pt contains Cw=0; hence C
′′ = C (see Proposition 5.1.2(1)). Moreover,
Propositions 1.2.4(10) and 5.1.2(1) easily imply that w′′ = w.
However, one does not have C′′ = C in general. In particular, one can easily
construct an example with C 6= 0 and C ′ = 0; in this case we certainly have
C′′ = 0 6= C.
References
[AJS03] Alonso L., Jeremías A., Souto M.J., Construction of t-structures and
equivalences of derived categories// Trans. of the AMS, 355(6), 2003, 2523–
2543.
[B-VK16] L. Barbieri-Viale, B. Kahn, On the derived category of 1-motives//
Astérisque 381 (2016), xi+254 pp.
[Bas62] Bass H., Injective dimension in Noetherian rings // Trans. of the AMS,
102.1, 1962, 18–29. 102.1 (1962): 18-29.
[BBD82] Beilinson A., Bernstein J., Deligne P., Faisceaux pervers// Asterisque
100 (1982), 5–171.
[BoK89] Bondal A.I., Kapranov M.M., Representable functors, Serre functors,
and mutations// Izvestiya Rossiiskoi Akademii Nauk. Seriya Matematich-
eskaya, 53(6), 1989, 1183–1205, transl. in Izvestiya: Mathematics 35.3
(1990), 519–541.
[BVd03] Bondal A.I., Van den Bergh M., Generators and representability of
functors in commutative and noncommutative geometry// Mosc. Math. J.
3(1), 2003, 1–36.
[Bon10a] Bondarko M.V., Weight structures vs. t-structures; weight filtrations,
spectral sequences, and complexes (for motives and in general)// J. of K-
theory, v. 6(3), 2010, 387–504, see also http://arxiv.org/abs/0704.4003
45
[Bon10b] Bondarko M.V., Motivically functorial coniveau spectral sequences;
direct summands of cohomology of function fields// Doc. Math., ex-
tra volume: Andrei Suslin’s Sixtieth Birthday (2010), 33–117; see also
http://arxiv.org/abs/0812.2672
[Bon16] Bondarko M.V., On torsion pairs, (well generated) weight structures,
adjacent t-structures, and related (co)homological functors, preprint, 2016,
https://arxiv.org/abs/1611.00754
[Bon18a] Bondarko M.V., Gersten weight structures for motivic ho-
motopy categories; retracts of cohomology of function fields, mo-
tivic dimensions, and coniveau spectral sequences, preprint, 2018,
https://arxiv.org/abs/1803.01432
[Bon18b] Bondarko M.V., On weight complexes, pure functors, and detecting
weights, preprint, 2018, https://arxiv.org/abs/1812.11952
[BoK18] Bondarko M.V., Kumallagov D.Z., On Chow weight structures without
projectivity and resolution of singularities, Algebra i Analiz 30(5), 2018, 57–
83; see also https://arxiv.org/abs/1711.08454
[BoS18] Bondarko M.V., Sosnilo V.A., On constructing weight structures and
extending them to idempotent extensions// Homology, Homotopy and
Appl., vol 20(1), 2018, 37–57.
[BoS19] Bondarko M.V., Sosnilo V.A., On purely generated α-smashing weight
structures and weight-exact localizations, J. of Algebra, in press, 2019,
https://doi.org/10.1016/j.jalgebra.2019.07.003
[BoV19] Bondarko M.V., Vostokov S.V., On torsion theories, weight and t-
structures in triangulated categories (Russian)// Vestnik St.-Petersbg. Univ.
Mat. Mekh. Astron., vol 6(64), iss. 1, 27–43, 2019; transl. in Vestnik St.
Peters. Univers., Mathematics, 2019, vol. 52(1), 19–29.
[Coh85] Cohn P.M., Free rings and their relations, second edition, Academic
Press, London & New York, 1985. xxii + 588 pp.
[dJo96] de Jong A. J., Smoothness, semi-stability and alterations// Inst. Hautes
Etudes Sci. Publ. Math. No. 83 (1996), 51–93.
[FaI07] Fausk H., Isaksen D., t-model structures// Homology, Homotopy and
Appl. 9(1), 2007, 399–438.
[HMV17] Hügel L. A., Marks F., Vitória J., Torsion pairs in silting theory//
Pacific Journal of Math. 291.2 (2017), 257–278.
[IyY08] Iyama O., Yoshino Y., Mutation in triangulated categories and rigid
CohenâĂŞMacaulay modules// Inv. math. 172(1), 2008, 117–168.
[KeN13] Keller B., Nicolas P., Weight structures and simple dg modules for
positive dg algebras // Int. Math. Res. Not. vol. 2013(5), 2013, 1028–1078.
[KhS19] Khan A.A., Sosnilo V.A., Regular ring spectra and weight structures,
preprint, 2019, https://arxiv.org/abs/1901.02431
46
[Kra01] Krause H., On Neeman’s well generated triangulated categories// Doc.
Math. 6 (2001), 121–125.
[Mur07] Murfet D., The mock homotopy category of pro-
jectives and Grothendieck duality, Ph.D. thesis (2007),
http://www.therisingsea.org/thesis.pdf
[Nee01] Neeman A., Triangulated Categories. Annals of Mathematics Studies
148 (2001), Princeton University Press, viii+449 pp.
[Nee08] Neeman A., Brown representability follows from Rosický’s theorem//
J. of Topology, 2.2 (2009), 262–276.
[Nee17] Neeman A., Strong generators in Dperf (X) and Dbcoh(X), preprint,
2018, https://arxiv.org/abs/1703.04484
[Nee18a] Neeman A., Triangulated categories with a single compact
generator and a Brown representability theorem, preprint, 2018,
https://arxiv.org/abs/1804.02240
[Nee18b] Neeman A., The category [T c]op as functors on T bc , preprint, 2018,
https://arxiv.org/abs/1806.05777
[Nee18c] Neeman A., The t-structures generated by objects, preprint, 2018,
https://arxiv.org/abs/1808.05267
[NiS09] Nicolas P., Saorin M., Parametrizing recollement data for triangulated
categories// J. of Algebra 322 (2009), 1220–1250.
[NSZ19] Nicolas P., Saorin M., Zvonareva A., Silting theory in triangulated
categories with coproducts// J. of Pure and Appl. Algebra, vol. 223(6),
2019, 2273–2319.
[Pau08] Pauksztello D., Compact cochain objects in triangulated categories and
co-t-structures// Central European Journal of Mathematics, vol. 6(1), 2008,
25–42.
[Pau12] Pauksztello D., A note on compactly generated co-t-structures//
Comm. in Algebra, vol. vol. 40(2), 2012, 386–394.
[PoS16] Pospisil D., Šťovíček J., On compactly generated torsion pairs and the
classification of co-t-structures for commutative Noetherian rings// Trans.
Amer. Math. Soc. 368 (2016), 6325–6361.
[Ros05] Rosicky J., Generalized Brown representability in homotopy cate-
gories// Theory and applications of categories, vol. 14(19), 2005, 451–479.
[Roq08] Rouquier R., Dimensions of triangulated categories // J. of K-theory
1.02 (2008), 193–256.
[Swa18] Swan R. G., K-theory of coherent rings// J. of Algebra and its appl.,
2018, https://doi.org/10.1142/S0219498819501615
[Tem08] Desingularization of quasi-excellent schemes in characteristic zero//
Adv. Math. 219.2, 2008, 488–522.
47
[Tem17] Temkin M., Tame distillation and desingularization by p-alterations//
Ann. of Math. (2), 186.1, 2017, 97–126.
48
