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Abstract
In this work, we introduce a novel probabilistic representation of deep
learning, which provides an explicit explanation for the Deep Neural Net-
works (DNNs) in three aspects: (i) neurons define the energy of a Gibbs
distribution; (ii) the hidden layers of DNNs formulate Gibbs distributions;
and (iii) the whole architecture of DNNs can be interpreted as a Bayesian
neural network. Based on the proposed probabilistic representation, we
investigate two fundamental properties of deep learning: hierarchy and
generalization. First, we explicitly formulate the hierarchy property from
the Bayesian perspective, namely that some hidden layers formulate a prior
distribution and the remaining layers formulate a likelihood distribution.
Second, we demonstrate that DNNs have an explicit regularization by
learning a prior distribution and the learning algorithm is one reason
for decreasing the generalization ability of DNNs. Moreover, we clarify
two empirical phenomena of DNNs that cannot be explained by tradi-
tional theories of generalization. Simulation results validate the proposed
probabilistic representation and the insights into these properties of deep
learning based on a synthetic dataset.
1 Introduction
Based on an underlying premise that DNNs establish a complex probabilistic
model [10, 28, 29, 39], numerous theories, such as representation learning [3, 11,
27], information bottleneck [1, 22, 32, 33], have been proposed to explore the
working mechanism of deep learning. Though the proposed theories reveal some
important properties of deep learning, such as hierarchy [3, 11] and sufficiency
[1, 33], a fundamental problem is that the underlying premise is still not explicitly
formulated.
In the context of probabilistic modeling for deep learning, most previous
works focus on finding a probabilistic model to explain a single hidden layer of
DNNs. It is known that every hidden layer of the Deep Boltzmann Machine
1
ar
X
iv
:1
90
8.
09
77
2v
1 
 [c
s.L
G]
  2
6 A
ug
 20
19
(DBM) is equivalent to the restricted Boltzmann distribution [20, 31]. Some
works demonstrate that a convolutional layer can be explained as an undirected
probabilistic graphical model, namely the Markov Random Fields (MRFs) [16, 40].
In addition, the softmax layer is proved to be a discrete Gibbs distribution [6].
However, there are still some hidden layers, such as fully connected layer, without
clearly probabilistic explanation. Although it is known that DNNs stack hidden
layers in a hierarchical way [3, 20, 27, 36], establishing an explicitly probabilistic
explanation for the whole architecture of DNNs has never been attempted
successfully. In summary, we still don’t know what is the exactly probabilistic
model corresponding to DNNs.
The obscurity of the premise impedes clearly formulating some important
properties of deep learning. First, we are still unclear what is the exact principle
of assembling various hidden layers into a hierarchical neural network for a
specific application [3, 11]. Second, though DNNs achieve great generalization
performance, we cannot convincingly formulate the generalization property of
DNNs based on traditional complexity measures, e.g., the VC dimension [2]
and the uniform stability [5]. Recent works claim that DNNs perform implicit
regularization by the Stochastic Gradient Descent (SGD) [7, 23], but they cannot
clarify some empirical phenomena of DNNs presented in [24, 38].
To establish an explicitly probabilistic premise for deep learning, we introduce
a novel probabilistic representation of deep learning based on the Markov chain
[8, 33] and the Energy Based Model (EBM) [9, 17]. More specifically, we provide
an explicitly probabilistic explanation for DNNs in three aspects: (i) neurons
define the energy of a Gibbs distribution; (ii) hidden layers formulate Gibbs
distributions; and (iii) the whole architecture of DNNs can be interpreted as
a Bayesian Hierarchical Model (BHM). To the best of our knowledge, this is
the first probabilistic representation that can comprehensively interpret every
component and the whole architecture of DNNs.
Based on the proposed probabilistic representation, we provide novel insights
into two properties of DNNs: hierarchy and generalization. Above all, we
explicitly formulate the hierarchy property of deep learning from the Bayesian
perspective, namely that the hidden layers close to the training dataset x model a
prior distribution q(X) and the remaining layers model a likelihood distribution
q(Y |X) for the training labels y. Second, unlike previous work claiming that
DNNs perform implicit regularization by SGD [23, 38], we demonstrate that
DNNs have an explicit regularization by learning q(X) based on the Bayesian
regularization theory [35] and prove that SGD is a reason for decreasing the
generalization ability of DNNs from the perspective of the variational inference
[7, 14].
Moreover, we clarify two empirical phenomena of DNNs that are inconsistent
with traditional theories of generalization [23]. First, increasing the number of
hidden units can decrease the generalization error but not result in overfitting
even in an over-parametrized DNN [24]. That is because more hidden units
enable DNNs to formulate a better prior distribution q(X) to regularize the likeli-
hood distribution q(Y |X), thereby guaranteeing the generalization performance.
Second, DNNs can achieve zero training error but high generalization error for
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random labels [38]. We demonstrate the DNN still have good generalization
performance in terms of learning an accurate prior distribution q(X). The high
generalization error is due to the fact that it is impossible for arbitrary DNNs
to classify random labels because it can only model two dependent random
variables.
2 Related work
2.1 Energy based model
The Energy Based Model (EBM) describes the dependencies within the input x
by associating an energy to each configuration of x [17]. We commonly formulate
EBM as a Gibbs distribution
p(x;θ) = 1Z(θ)exp[−E(x; θ)], (1)
where E(x; θ) is the energy function, Z(θ) =
∑
x exp[−E(x; θ)] is the partition
function, and θ denote all parameters. A classical example of EBM in deep
learning is the Boltzmann machine [31]. In particular, the Gibbs distribution
belongs to the exponential family [26] and can be expressed as
p(x;θ) = exp[〈t(x),θ〉 − F (θ)], (2)
where t(x) is the sufficient statistics for p(x;θ), F (θ) = logZ(θ) is called the
log-normalizer, and 〈·, ·〉 denotes the inner product [8]. We can derive that
E(x; θ) is a sufficient statistics for p(x;θ) as well because E(x; θ) = −〈t(x),θ〉.
In addition, conjugacy is an important property of Gibbs distribution, which
indicates that the posterior distribution would be a Gibbs distribution if the
prior and the likelihood distributions are both Gibbs distributions [12, 21].
2.2 Stochastic variational inference
As a dominant paradigm for posterior inference p(H|E) ∝ p(E|H) · p(H), the
variational inference converts the inference problem into an optimization problem
[4], where the prior distribution p(H) is the probability of arbitrary hypothesis
H with respect to the observation E and the likelihood distribution p(E|H) is
the probability of E given H. More specifically, variational inference posits a
family of approximate distributions Q and aims to find a distribution q∗(H) that
minimizes the Kullback-Leibler (KL) divergence between p(H|E) and q(H).
q∗(H) = argmin
q∈Q
KL(p(H|E)||q(H)) (3)
A typical method to solve the above optimization problem is the stochastic
variational inference [14], which iteratively optimizes each random variable in
H based on the samples of E while holding other random variables fixed until
achieving a local minimum of KL(p(H|E)||q(H)). In particular, previous works
prove that SGD performs variational inference during training DNNs [7, 15].
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Figure 1: (Left) The above DNN forms a Markov chain F1 → · · · → F6 → FY ,
in which one or more hidden layers formulate a conditional Gibbs distribution. For
example, the first fully connected (abbr. FC) layer describes the Gibbs distribution
q(F5|F4), and the second convolutional (abbr. Conv.) layer with a ReLU layer and a
max pooling (abbr. Pool.) layer formulate q(F2|F1). Finally, the whole architecture of
the DNN can be interpreted as a BHM q(F1) · · · q(F4|F3) · · · q(FY |F6). (Right) The
shallow network {x; f ; fY } is used for illustrating Proposition 2.
3 The probabilistic representation of deep learn-
ing
We assume that pθ(X,Y ) = p(Y |X)p(X) is an unknown joint distribution
between X and Y , where p(X) describes the prior knowledge of X, p(Y |X)
describes the statistical connection between X and Y , and θ denote the pa-
rameters of pθ(X,Y ). In addition, a training dataset D = {(xn,yn)|xn ∈
RS ,yn ∈ RL}Nn=1 is composed of i.i.d. samples generated from pθ(X,Y ). A
neural network with I hidden layers is denoted as DNN = {x; f1; ...; fI ; fY }
and trained by D. Fi is the random variable for the hidden layer fi, and fY is
the estimation of the distribution p(Y ).
Proposition 1: The whole architecture of DNNs can be explained as a
Bayesian hierarchical model.
Since the input of the hidden layer fi in the DNN = {x; f1; ...; fI ; fY }
is the output of its previous layer fi−1, we can derive that the DNN =
{x; f1; ...; fI ; fY } forms a Markov chain as
F1 → · · · → FI → FY . (4)
As a result, the distribution of the DNN can be formulated as
q(F1; ...;FI ;FY ) = q(F1) · ...q(Fi+1|Fi) · ...q(FY |FI), (5)
where q(FY |FI) = fY if the output layer is defined as softmax. Notably,
Proposition 2 shows that one or more hidden layers could be used to formulate
a single conditional distribution in some cases. Since we can still derive a joint
distribution in these cases, q(F1; ...;FI ;FY ) is still used to indicate the joint
distribution of DNNs for subsequent discussion. An example is shown in Figure
1.
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The joint distribution q(F1; ...;FI ;FY ) demonstrates that the DNN can be
explained as a BHM with I + 1 levels, in which the hidden layer fi formulates a
conditional distribution q(Fi|Fi−1) to process the features in fi−1 and serves as
a prior distribution for the higher level fi+1. After establishing the probabilistic
representation for the whole architecture of DNNs, we demonstrate that the
hidden layers of DNNs can be explained as Gibbs distributions.
Proposition 2: The hidden layers of a neural network formulate Gibbs
distributions through defining the corresponding energy functions.
The intuition of Proposition 2 can be demonstrated by the shallow neural
network {x; f ; fY } shown in Figure 1, in which the hidden layer f has K
neurons and the output layer fY is softmax with L nodes. Therefore, we
can formulate each output node as fY (l) = 1Z exp{
∑K
k=1 βlk · gk(x)}, where
x = {x1, · · · , xM} is an input vector, gk(x) formulates the kth neuron, and βlk
denotes the weight of the edge between fY (l) and gk(x). The partition function
is Z=∑x∑Ll=1 exp{∑Kk=1 βlk·gk(x)}.
Previous works prove that fY = {fY (l)}Ll=1 is equivalent to a discrete
Gibbs distribution [6]. Specifically, fY assumes that there are L configura-
tions {fY (1), ..., fY (L)} of x, and the energy of each configuration is expressed
as EY (l)=−∑Kk=1 βlk·gk(x). Since EY (l) is a linear combination of all neurons
{gk(x)}Kk=1, we can reformulate fY (l) as the Product of Expert (PoE) model
[13]
fY (l) =
1
Z′
∏K
k=1{ 1ZF exp[gk(x)]}βlk = 1Z′
∏K
k=1{p(Fk)}βlk , (6)
where Z′=Z/∏Kk=1 ZF βlk and ZF=∑x∑Kk=1 exp{gk(x)}.
It is noteworthy that all experts p(F ) = {p(Fk)}Kk=1 are Gibbs distributions
expressed as
p(Fk) =
1
ZF
exp{gk(x)}, (7)
where the energy function is equivalent to the negative of the kth neuron,
i.e., EF (k) = −gk(x). In other words, the energy function of p(F ) is entirely
dependent on all the neurons in f , namely the functionality of the hidden layer f .
Since an energy function is a sufficient statistics of a Gibbs distribution [8], we can
conclude that arbitrary hidden layers can be formulated as Gibbs distributions
by defining the corresponding energy functions based on the functionality of the
hidden layers.
A straightforward example is DBM [31], in which each hidden layer defines
an energy function as ERBM(f) = −(bTHf +xTWf + bTV x), thereby formulating
a special Gibbs distribution, namely Restricted Boltzmann Machine (RBM),
pRBM(F ) =
1
ZF
exp{bTHf + xTWf + bTV x}, (8)
where bH and bV are vectors of weights for the hidden nodes f and the input
vector x, respectively. W is the matrix of connection weights. The partition
function is ZRBM =
∑
x,f exp{−ERBM(x)}.
In some cases, we should use multiple hidden layers to formulate a single
Gibbs distribution. For example, a convolutional layer with non-linear layers
have been proved to formulate the MRF model in the Convolutional Neural
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Networks (CNNs) [16, 40]. Since MRF is a special Gibbs distribution [9, 19],
we can conclude that a convolutional layer with non-linear layers formulate
the energy function as EConv(x) = −
∑K
k=1 fk[f
NL
k (x)] and define a Gibbs
distribution expressed as
pConv(F ) =
1
ZF
exp{∑Kk=1 fk[fNLk (x)]}, (9)
where x ∈ D is a high-dimensional input, fk(·) is a convolutional filter, and
fNL(·) denote non-linear layer(s), such as ReLU. The partition function is
ZConv =
∑
x exp{−EConv(x)}.
It needs to be emphasized that hidden layers only formulate the corresponding
energy functions, rather than directly formulating Gibbs distributions. We can
conclude that hidden layers formulate Gibbs distributions because an energy
function is a sufficient statistics of a Gibbs distribution [8].
Overall, the above two propositions provide an explicitly probabilistic rep-
resentation of DNNs in three aspects: (i) neurons define the energy of a Gibbs
distribution; (ii) the hidden layers of DNNs formulate Gibbs distributions; and
(iii) the whole architecture of DNNs can be interpreted as a BHM. Based on the
probabilistic representation, we provide insights into two fundamental properties
of deep learning, i.e., hierarchy and generalization, in the next section.
4 Insights into deep learning
4.1 Hierarchy
Based on Proposition 1, we can explicitly formulate the hierarchy property of
deep learning. More specifically, the DNN = {x; f1; ...; fI ; fY } describes a
BHM as q(F1; ...;FI ;FY ) to simulate the joint distribution pθ(X,Y ) given D,
which can be expressed as
q(F1; ...;FI ;FY ) = q(F1) · · · q(Fi−1|Fi−2)︸ ︷︷ ︸
prior
·q(Fi|Fi−1) · · · q(FY |FI)︸ ︷︷ ︸
likelihood
. (10)
This equation indicates that the DNN uses some hidden layers (i.e., f1 · · ·fi−1)
to learn a prior distribution q(X) and the other layers (i.e., fi · · ·fY ) to learn
a likelihood distribution q(Y |X). For simplicity, DNNs formulates a joint
distribution q(X,Y ) = q(Y |X)q(X) to model pθ(X,Y ).
Compared to traditional Bayesian models, there are two characteristics of
DNNs. First, there is no clear boundary to separate DNNs into two parts, i.e.,
q(X) and q(Y |X), because the architecture of DNNs is much more complex than
an ordinary BHM [18]. Second, unlike the naive Bayes classifier independently
inferring the parameters of q(X) and q(Y |X) [25] fromD, the learning algorithm
of DNNs, e.g., backpropagation [30], infers the parameters of q(X) based on that
of q(Y |X). These characteristics lead to both pros and cons of DNNs. On the
one hand, they enable DNNs to freely learn various features from D to formulate
q(X,Y ). On the other hand, they result in some inherent problems of DNNs,
such as overfitting, which is discussed in the next section.
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4.2 Generalization
Based on the hierarchy property of DNNs, we can demonstrate DNNs having
an explicit regularization because the Bayesian theory indicates that a prior
distribution corresponds to the regularization [35]. This novel insight explains
why an over-parametrized DNN still can achieve great generalization performance
[24]. More specifically, though an over-parametrized DNN indicates that it has
a much complex q(Y |X), it simultaneously implies that the DNN can use
many hidden units to formulate a powerful q(X) to regularize q(Y |X), thereby
guaranteeing the generalization performance.
Moreover, we demonstrate that the learning algorithm, e.g., the backpropaga-
tion [30], is the reason for decreasing the generalization ability of DNNs. Given
a DNN = {x; f1; ...; fI ; fY }, we can formulate a BHM as q(F1; ...;FI ;FY ).
From the perspective of variational inference [7, 14], the backpropagation aims to
find an optimal distribution q∗(F1; ...;FI ;FY ) that minimizes the KL divergence
to the truly posterior distribution p(F1; ...;FI ;FY |D).
q∗(F1; ...;FI ;FY ) = argminq∈QKL[p(F1; ...;FI ;FY |D)||q(F1; ...;FI ;FY )]
(11)
Ideally, this optimization problem is expected to be solved by iteratively opti-
mizing each random variable Fi while holding other random variables F−i =
{F1; ...;Fi−1;Fi+1; ...;FI ;FY } fixed.
q∗(Fi|F−i) = argminq∈QKL[p(Fi|F−i;D)||q(Fi|F−i)] (12)
However, we cannot derive q∗(F1; ...;FI ;FY ) in practice because p(Fi|F−i;D)
is intractable.
To design a feasible learning algorithm for DNNs, the loss function is alter-
natively relaxed to
q∗(FY |F1; ...;FI) = argminq∈QKL[p(FY |{yn}Nn=1)||q(FY |F1; ...;FI)] (13)
because p(FY |F1; ...;FI ;D) = p(FY |{yn}Nn=1) is known to us. Nevertheless,
the cost for this relaxation is that we cannot precisely infer p(F1; ...;FI ;FY |D).
For simplicity, the truly posterior distribution p(F1; ...;FI ;FY |D) can be ex-
pressed as pθ(Y ,X), thus the loss function for DNNs should be formulated as
KL[pθ(Y ,X)||q(Y ,X)] = KL[p(Y |X)||q(Y |X)] + KL[p(X)||q(X)]. However,
the relaxed loss function merely corresponds to KL[p(Y |X)||q(Y |X)], which
implies that it cannot guarantee the learned DNNs satisfying the generalization
property of DNNs.
It is noteworthy that the conjugacy property, namely that both q(Y |X)
and q(Y ,X) are Gibbs distributions derived from the same DNN, and the
backpropagation inferring parameters in the backward direction enable us to
infer q(X) via q(Y |X) based on the relaxed loss function. However, the primary
goal of the learned q(X) is to derive the q(Y |X) that is close to p(Y |X) but
not to precisely model the truly prior distribution p(X).
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Figure 2: The first row shows five synthetic images of handwritten digits, the
second row shows their respective histograms, and the red curve indicates the Gaussian
distribution N (0, 1024).
5 Experiments
In this section, we first demonstrate the proposed probabilistic representation and
the hierarchy property based on a simple but comprehensive CNN on a synthetic
dataset. Subsequently, we validate the proposed insights into the generalization
property and clarify two notable empirical empirical phenomena of deep learning
that cannot be explained by the traditional theories of generalization.
5.1 The proposed probabilistic representation
Since the distributions of most benchmark datasets are unknown, it is impossible
to use them to demonstrate the proposed probabilistic representation. Alter-
natively, we generate a synthetic dataset obeying the Gaussian distribution
N (0, 1024) based on the NIST dataset of handwritten digits 1. The synthetic
dataset consists of 20,000 32× 32 grayscale images in 10 classes (digits from 0 to
9). All grayscale images are sampled from the Gaussian distribution N (0, 1024).
Each class has 1,000 training images and 1,000 testing images. Figure 2 shows five
synthetic images and their perspective histograms. The method for generating
the synthetic dataset is reported in the supplement A.
We choose CNN1 from Table 1 to classify the synthetic dataset. Based
on the proposed probabilistic representation, we can identify the functionality
of each hidden layer as follows. Above all, f1 should model the truly prior
distribution i.e., q(F1) ≈ p(X), because the max pooling layer f2 compresses
too much information of x for dimension reduction. The subsequent hidden layers
formulate q(F2|F1) and q(FY |F2), thereby modeling the likelihood distribution
p(Y |X). In summary, the whole architecture of CNN1 formulates a BHM as
q(F1;F2;FY ) = q(F1)q(F2|F1)q(FY |F2).
Since f1 and f3 are convolutional layers, we can formulate q(F1) and q(F2|F1)
1https://www.nist.gov/srd/nist-special-database-19
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as
q(F1) =
1
ZF1
exp{∑20k=1 fk(x)} and q(F2|F1) = 1ZF2 exp{∑60k=1 f ′k[fNL(f1)]},
(14)
where fk is a 3× 3 convolutional filter in f1, f ′k is a 5× 5 convolutional filter in
f3, and fNL indicate the max pooling and ReLU operators in f2 and f4. In
addition, EF1 (x)=−
∑20
k=1 fk(x), EF2 (f1)=−
∑60
k=1 f
′
k[f
NL(f1)], ZF1=
∑
x exp{−EF1 (x)},
and ZF2=
∑
f1
exp{−EF2 (f1)}. Since the output layer fY is defined as softmax, the
output nodes {q(FY (l)|F2)}10l=1 can be expressed as
q(FY (l)|F2) = 1ZFY exp{
∑60
k=1 βlk · f
′′
k [f
NL(f3)]}, (15)
where f
′′
k is the linear filter in f5, and βlk is the weight of the edge between f5
and fY .
Though we obtain the formulas of q(F1) and q(F2|F1), it is hard to calculate
q(F1) and q(F2|F1) because ZF1 and ZF2 are intractable for the high dimensional
datasets x and f1. Alternatively, we use the histograms of EF1 and EF2 to
estimate q(F1) and q(F2|F1), respectively, because an energy function is a
sufficient statistics of a Gibbs distribution [8, 34, 37].
After CNN1 is well trained (i.e., the training error becomes zero), we randomly
choose a testing image x as the input of CNN1 for deriving q(F1), q(F2|F1),
and q(FY |F2). Since x is a sample generated from p(X), i.e., x ∼ p(X) =
N (0, 1024), we can exam the proposed probabilistic representation through
calculating the distance between q(F1) and p(X), i..e, KL[p(X)||q(F1)], to
check if f1 precisely models p(X). All distributions are shown in Figure 3. We
see that q(F1) is very close to p(X) (KL(p(X)||q(F1)) = 0.83) and q(FY |F2)
outputs correct classification probability.
This experiment validates the proposed probabilistic representation in two
aspects. First, since we can theoretically prove CNN1 formulating a joint distri-
bution q(F1;F2;FY ) and empirically show q(F1) modeling the prior distribution
Table 1: The architectures of CNNs for experiments
R.V. Layer Description CNN1 CNN2
X x Input 32× 32× 1 32× 32× 1
F1 f1 Conv (3× 3) 30× 30× 20 30× 30× 20
F2
f2 Maxpool + ReLU 15× 15× 20 15× 15× 20
f3 Conv (5× 5) 11× 11× 60 11× 11× 36
FY
f4 Maxpool + ReLU 5× 5× 60 5× 5× 36
f5 Fully connected 1× 1× 10 1× 1× 10
fY Output(softmax) 1× 1× 10 1× 1× 10
R.V. is the random variable of the hidden layer(s), and the only
difference between CNN1 and CNN2 is the number of convolutional
filters in f3.
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Figure 3: The distribution of the hidden layers in CNN1. The red curve indicates
the truly prior distribution p(X) = N (0, 1024). The blue curves are different his-
tograms. (A) the synthetic image x is the input of CNN1. (B) the histogram of
x and KL[p(X)||p(x)] = 0.62. (C) the histogram of EF1 for estimating q(F1) and
KL[p(X)||q(F1)] = 0.83. (D) the histogram of EF2 for estimating q(F2). (E) the
output is q(FY |F2).
p(X), we can conclude that CNN1 = {x; f1; ...; f5; fY } formulates a BHM as
q(F1;F2;FY ), thereby explaining the hierarchy property of DNNs. Second, the
hidden layers of CNN1, e.g., f1, formulate Gibbs distributions by defining the
corresponding energy function. Moreover, it shows that DNNs have an explicit
regularization by learning a prior distribution and preliminarily validates the
novel insight into the generalization property of DNNs.
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Figure 4: (Left) The generalization performance of CNN1 and CNN2 is represented by
the testing error. (Right) A synthetic image and the histograms of p(X), qCNN1(F1),
and qCNN2(F1) given the synthetic image.
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5.2 Generalization
5.2.1 Analyzing the generalization property of over-parametrized
DNNs
We use CNN1 and CNN2 to further validate the insights into the generalization
property by comparing their performances on the synthetic dataset. Notably,
both CNN1 and CNN2 are over-parametrized because a synthetic image has
1024 pixels but they have 1680 and 1330 parameters, respectively.
Based on the proposed probabilistic representation, Table 1 indicates that
CNN1 and CNN2 have the same convolutional layer f1 to formulate their re-
spective prior distributions, i.e., qCNN1(F1) and qCNN2(F1). Meanwhile, CNN1
formulates a much more complex likelihood distribution than CNN2 because
the former has much more convolutional filters than the later in f3. Intu-
itively, given the same complexity of the prior distributions, a more complex
likelihood distribution is more prone to be overfitting, but Figure 4 shows that
CNN1 has the better generalization performance than CNN2. Also note that
KL[p(X)||qCNN1(F1)] = 0.94 and KL[p(X)||qCNN2(F1)] = 1.59. It means that
CNN1 learns the better prior distribution, thus it can regularize the likelihood
distribution of CNN1 better and guarantee its superiority over CNN2 even
though they are over-parametrized networks.
Moreover, this experiment shows that the learning algorithm limits the
generalization ability of DNNs. Equation (14) indicates that qCNN1(F1) and
qCNN2(F1) have the same formula. Intuitively, given the same training datasetD,
the learned qCNN2(F1) should be as good as qCNN1(F1). However, Figure 4 shows
that qCNN2(F1) is worse than qCNN1(F1) though both CNN1 and CNN2 achieve
zero training error. It implies that the relaxed loss function cannot guarantee the
backpropagation accurately inferring the prior distribution. Specifically, since
the backpropagation infers the parameters of DNNs in the backward direction
[30], it has to infer the prior distributions via the likelihood distributions rather
than directly from D. As a result, the hidden layers corresponding to the
likelihood distributions, especially f3, have great effect on inferring qCNN1(F1)
and qCNN2(F1). In particular, Table 1 shows that CNN1 has 60 convolutional
filters in f3 but CNN2 only has 36, thus the backpropagation cannot infer
qCNN2(F1) as accurate as qCNN1(F1), thereby limiting the generalization ability
of CNN2.
5.2.2 Analyzing the generalization property of DNNs on random
labels
Similar to the experiment presented in [38], we use CNN1 to classify the synthetic
dataset with random labels. Figure 6 shows that CNN1 achieves zero training
error but very high testing error. We also visualize the distribution of each
hidden layer in CNN1 given a testing image with a random label, and Figure 5(C)
shows that CNN1 still can learn an accurate prior distribution q(F1). In this
sense, CNN1 still achieves good generalization performance for this experiment.
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Figure 5: The distribution of the hidden layers in CNN1 given a synthetic testing image
with the random label 8. The notation is the same as Figure 3, e.g., KL[p(X)||p(x)] =
0.81, and KL[p(X)||q(F1)] = 0.60.
We use a simple example to demonstrate that it is impossible for a DNN to
classify random labels because it can only model two dependent random variables,
i.e., q(X,Y ) = q(Y |X)q(X), but random label implies pθ(X,Y ) = p(Y )p(X).
In this example, we assume that humans can only distinguish the shape of the
object (triangle or square), but the color feature (blue or green) and whether
the object is filled (full or empty) are hidden features for humans. Since we can
only detect the shape feature, there are only two label values (1 and 2). Labels
are randomly assigned to 12 objects (8 for training and 4 for testing) in Figure
6. It is known that DNNs can detect many features that are imperceptible
for humans, thus we assume that DNNs can detect all the features. Given
the training objects with random labels, DNNs extract all three features as
prior knowledge, i.e., q(X) = q(feature), and find that objects can be classified
based on if it is full, e.g., q(Y |X) = q(label|feature = full) = [0, 1]. It can
be understood that the training labels categorize the objects into two groups
and DNNs can extract the hidden feature to generate q(Y |X) for precisely
formulating the categorization, though it is imperceptible or indecipherable for
humans. However, the categorization indicated by the training labels is obviously
not consistent with the testing labels, because labels are random, thereby the
testing error becomes 50%. That explains why DNNs has a high testing error on
random labels. Since DNNs still can learn an accurate prior distribution q(X),
we conclude that this experiment does not contradict the generalization property
of deep learning.
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Figure 6: (Left) The performance of CNN1 for the synthetic dataset with random
labels. (Right) The number above the object indicates a random label. The objects
in the two upper rows indicate the training dataset, and the objects in the last row
indicate the testing dataset.
6 Conclusion
In this work, we present a novel probabilistic representation for explaining DNNs
and investigate two fundamental properties of deep learning: hierarchy and gener-
alization. First, we explicitly formulate the hierarchy property from the Bayesian
perspective. Second, we demonstrate that DNNs have an explicit regularization
by learning a prior distribution and clarify some empirical phenomena of DNNs
that cannot be explained by traditional theories of generalization. Simulation
results validate the proposed probabilistic representation and the insights based
on a synthetic dataset.
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