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ABSTRACT 
This article applies a recent theory of 3-D biological vision, called FACADE Theory, to 
explain several percepts which Kanizsa pioneered. These include 3-D pop-out of an occlud-
ing form in front of an occluded form, leading to completion and recognition of the occluded 
form; 3-D transparent and opaque percepts of Kanizsa squares, with and without Varin 
wedges; and interactions between percepts of illusory contours, brightness, and depth in re-
sponse to 2-D Kanizsa images. These explanations clarify how a partially occluded object 
representation can be completed for purposes of object recognition, without the completed 
part of the representation necessarily being seen. The theory traces these percepts to neural 
mechanisms that compensate for measurement uncertainty and complementarity at individ-
ual cortical processing stages by using parallel and hierarchical interactions among several 
cortical processing stages. These interactions are modelled by a Boundary Contour System 
(BCS) that generates emergent boundary segmentations and a complementary Feature Con-
tour System (FCS) that fills-in surface representations of brightness, color, and depth. The 
BCS and FCS interact reciprocally with an Object Recognition System (ORS) that binds 
BCS boundary and FCS surface representations into attentive object representations. The 
BCS models the parvocellular LGN--+Interblob--+Interstripe--+ V4 cortical processing stream, 
the FCS models the parvocellular LGN--+B!Ob--+Thin Stripe-+ V 4 cortical processing stream, 
and the ORS models inferotemporal cortex. 
1. Introduction to a Neural Theory of Biological Vision 
This article illustrates a neural network theory of biological vision by analysing several 
important percepts that are closely linked with Kanizsa's work. In particular, it provides an 
explanation of how occluding images in a 2-D picture pop-out in front of occluded images 
(Figure 1), which are thereupon easily recognized (Bregman, 1981; Kanizsa, 1979); how 
3-D Kanizsa square percepts are generated (Nakayama, Shimajo, and Ramachandran, 1990) 
from binocular disparity cues in a stereoscope (Figure 2); how these percepts are altered 
by putting Varin wedges in the mouths of the Pac Man figures (Figure 3); and how a 2-D 
picture with four Pac Man figures can give rise to the percept of a Kanizsa square that 
appears to be in front of its inducing Pac Man wedges, and does so in such a way that its 
apparent depth and brightness covary relative to those of the picture background (Bradley 
and Dumais, 1984; Kanizsa, 1955, 1974; Purghe and Coren, 1992). 
Figure 1 
More generally the theory develops a unified explanation of how a 2-D image may gen-
erate a 3-D percept; how figures pop-out from cluttered backgrounds; how spatially sparse 
disparity cues can generate continuous surface representations at different perceived depths; 
how binocular fusion of objects at different depths can deform perceptual space by different 
amounts, as during allelotropia; how representations of occluded regions can be completed 
and recognized without usually being seen; how occluded regions can sometimes be seen dur-
ing percepts of transparency; how high spatial frequency parts of an image may appear closer 
than low spatial frequency parts; how sharp targets are detected better against a figure and 
blurred targets are detector better against a background; how low spatial frequency parts 
of an image may be fused while high spatial frequency parts are rivalrous; how sparse blue 
cones can generate vivid blue surface percepts; how depth attraction may occur between 
nearby targets and depth repulsion between further targets; how :l-D neon color spread-
ing, visual phantoms, and tissue contrast percepts are generated; and how conjunctions of 
color-and-depth may rapidly pop-out during visual search (Grossberg, 1992a, 1992b). 
Figure 2 
These explanations are derived from an ecological analysis of how monocularly viewed 
parts of an image inherit the appropriate depth from contiguous binocularly viewed parts, 
as during Da Vinci stereopsis, the equidistance tendency, and the viewing of texture stere-
o grams. This analysis leads to a neural theory of how the two parvocellular processing 
streams that join lateral geniculate nucleus (LGN) to prestriate area V 4 (Figure 4) inter-
act to generate a multiplexed representation of Form-And-Color-And DEpth, or FACADE, 
within area V 4. The two parvocellular streams are modelled by a Boundary Contour System 
(BCS) and a Feature Contour System (FCS), as in Figure 5. The BCS generates emergent 
boundary segmentations that combine edge, texture, shading, and stereo information. It 
is compared with data concerning the LGN Parvo-->lnterblob-•lnterstripe-·>V1 processing 
stream. The FCS discounts the illuminant and fills-in surface properties of brightness, color, 
<md depth. It is compared with data about the LGN Parvo-+Blob-/l'hin Stripc-->V1 pro-
cessing stream. The ensemble of all boundary and surface representations constitutes the 
FACADE representation, which is predicted to emerge in prestriate area V4. 'l'he BCS and 
.FCS interact reciprocally via adaptive filters with an Object Recognition System (Figure 6), 
interpreted to occur in inferotemporal cortex, to attentively bind these segmentation and 
surface properties together into object representations. 
Figure 3 
2. All Boundaries are Invisible 
The new 3-D vision theory has been gradually developed over the past two decades. 
One of its key new insights, upon which much later work depended, was the paradoxical 
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observation that "all boundaries are invisible". An illustration of this property is provided 
by the percept of a reverse-contrast Kanizsa square (Figure 7), whose significance for per-
ceptual psychology was first emphasized by Cohen and Grossberg (1984), Grossberg and 
Mingolla (1985a, 1985b), Prazdny (1983), and Shapley and Gordon (1985). In this per-
cept, a square boundary emerges between the four Pac Man inducers of the square illusory 
contour, or boundary. The vertical components of this boundary join together dark-light 
vertical contrasts with light-dark vertical contrasts. Thus the boundaries can form between 
opposite directions-of-contrast. Another way of saying this is that the output of the bound-
ary completion process is insensitive to direction-of-contrast, even though it is sensitive to 
amount-of-contrast. A process whose output does not distinguish between dark-light and 
light-dark cannot carry a visible signal. Hence "all boundaries are invisible." 
Figure 4 
This boundary completion process takes place within the Boundary Contour System 
(BCS), which has been so named to emphasize that its boundaries emerge from contrast-
sensitive processes. The boundaries formed by the BCS are not created only in response to 
edges. Rather, they may be generated in response to combinations of edge, texture, shading, 
and stereo information at multiple size scales. That is why the term boundary completion, 
rather than edge detection, is used. These form-sensitive boundary structures have been 
called boundary webs by Grossberg (1987a) and Grossberg and Mingolla (1987). 
Figure 5 
Because the BCS does not represent visible percepts, another process in addition to 
boundary completion must exist that does generate visible percepts. 'I'his process has been 
suggested to discount the illuminant, or compensate for variable illumination conditions, and 
to fill-in surface properties of brightness, color, and depth using the discounted signals. It 
has been called the Feature Contour System (FCS) because it generates the visible percepts 
that scientists had earlier attributed to "feature detectors," and it does so using a contrast-
sensitive process (Cohen and Grossberg, 1984; Grossberg and Todorovic, 1988). 
Figure 6 
3. Multistage Resolution of Uncertainty and Complementarity 
What is the relationship between the contrast-sensitive processes of the BCS and the 
FCS? Remarkably, these processes obey laws that are computationally complementary 
(Grossberg, Mingolla, and Todorovic, 1989). In particular, as the percept of Figure 7, 
the BCS boundary completion process propagates inward between pairs or greater numbers 
of inducing contrasts; it is orientation-sensitive; and its output signals are insensitive to 
direction-of-contrast. Also in the percept of Figure 7, the FCS ftlling-in process generates a 
different brightness uniformly within the Kanizsa square than outside. This ftlling-in pro-
cess is predicted to propagate outward from individual brightness or color inducers; it is 
not orientation-sensitive, since it tends to diffuse within whatever boundaries contain it; 
and its output signals are sensitive to direction-of-contrast since they support the visua.l 
contrast differences that we consciously see. This computational complementarity between 
BCS boundary segmentation and FCS surface filling-in does not support the hypothesis that 
biological vision systems are composed of independent modules. 
Figure 7 
As indicated in the macrocircuit of Figure 5, the BCS and FCS overcome the limitations 
of their complementary processes by interacting with one another throul>h both seria.l and 
parallel pathways undergoing both feedforward and feedback interactions l Grossberg, 1987a, 
1987b, 1992a, 1992b ). These interactions give rise to the FACADE representations, which 
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are so called because they combine properties of Form-And-Color-And-Depth into percepts 
of 3-D surfaces and objects. 
These interactions help to compensate for measurement uncertainties that occur at in-
dividual processing stages (Grossberg, 1987a; Grossberg and Mingolla, 1985b ; Grossberg, 
Mingolla, and Todorovic, 1989; Grossberg and Todorovic, 1988). They do so by using a 
hierarchy of several processing stages. For example, the process of discounting the illumi-
nant suppresses information about surface colors or brightnesses at image locations that are 
far from edges or other detectable contrast changes. The process of filling-in recovers these 
surface properties at a later processing stage using illuminant-discounted feature contour sig-
nals. Such a FCS surface filling-in process is predicted to be contained by a BCS boundary 
web, which itself is generated by hierarchical processes that compensate for measurement 
uncertainties at earlier processing stages (Figure 8). 
Figure 8 
These compensatory processes provide an intriguing new answer to the question: Why 
are so many cortical processing stages needed for the preattentive processing of visual color 
and form, as in Figure 4? One answer is that several stages are needed to hierarchically 
compensate for the measurement uncertainties at individual processing stages and the com-
plementary computational deficiencies of the BCS and the FCS. Thus, although the present 
theory is more complex than models that attempt to explain much smaller data sets, each of 
its mechanisms plays a clearly defined functional role and may be linked to known cortical 
processing stages. 
4. 3-D Percepts of Occluded and Occluding Figures in 2-D Pictures 
The spatial organization of occluding and occluded objects has a powerful influence on 
depth perception, such that image regions corresponding to partially occluded objects may 
appear to lie behind the occluding objects. This is true during inspection of 2-D pictures as 
well as during inspection of 3-D scenes (Bregman, 1981; Kanizsa, 1979). A comparison of 
Figures 1 b and 1c shows that the existence of the occluding black sinewy shape in front of 
the occluded B 's is needed to readily recognize them as B 's. 
How does a 2-D image create a 3-D percept of occluding objects in front of occluded 
objects, as in Figure lb? How are the occluded objects recognized in Figure 1b but not 
Figure 1c even though they are equally well seen in both? A comparison of Figures lb 
and 1c illustrates that properties of form, color, and depth interact to generate a percept, 
and that this interaction may, as in Figure lb, or may not, as in Figure lc, generate a il-D 
representation of a 2-D image. This 3-D representation enables the occluded parts of the B 
shapes to be completed for purposes of recognition in response to Figure lb but not lc, even 
though the occluded regions are not seen in either Figure 1b or lc. 
FACADE theory suggests how the boundaries that are shared by the gray B shapes and 
the black occluder are detached from the remaining B boundaries. The shared boundaries 
are used to generate a boundary segmentation and filled-in surface representation of the 
black occluder "in front of" the surface on which the B fragments lie. When the remaining 
13 boundaries are freed from the shared boundaries, they can generate a more complete 
boundary segmentation of whole B letters. At a later processing stage, the boundaries of the 
black oceluder, ineluding the shared boundaries, are reattached to the B shapes in the filling-
in domains to prevent the gray color of the B's from flowing "behind" the black occluder. 
Were filling-in to occur "behind" the occluder, it could appear transparent. 
In order to explain how these processes occur, I will describe how the Bregman-I<:anizsa 
form-color interaction selectively activates some spatial scales more than others; how selective 
activation of some scales more than others creates the basis for a percept of relative depth; 
and how this depth difference may be used to prevent filling-in of occluded regions "behind" 
occluding regions. 
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5. Occluded Boundary Completion and Recognition without Filling-In 
Suppose for the moment that we can explain how the shared boundaries between occluder 
and B shapes in Figure 1 b are deleted. It would still remain to explain how an observer so 
quickly recognizes the incomplete B figures. The boundary completion process of the present 
theory is capable of generating illusory contours between the (approximately) colinear line 
ends of the incomplete B figures (Grossberg and Mingolla, 1985a, 1985b, 1987a). However, 
if illusory contours complete the B shapes and thereby enhance their recognition, why do 
we not see these illusory boundaries in the sense of detecting a perceived brightness or color 
contrast at their locations? 
Figure 6 schematizes part of the answer. As noted in Section 2, a boundary that is com-
pleted within the BCS does not generate visible contrasts within the BCS. In this sense, all 
boundaries are invisible. Visibility is a property of the FCS surface representation system. 
The completed BCS boundary can directly activate the Object Recognition System (ORS) 
whether or not it is visible within the FCS. Within the present theory, the ORS is pre-
dicted to include the inferotemporal cortex (Mishkin, 1982; Mishkin and Appenzeller, 1987; 
Schwartz, Desimone, Albright, and Gross, 1983), whereas the FCS visible surface represen-
tation is predicted to include area. V 4 of the prestriate cortex (Desimone, Schein, Moran, 
and Ungerleider, 1985; Zeki, 1983a, 1983b). Thus a. boundary may be completed within the 
BCS, and thereby improve pattern recognition by the ORS, without necessarily generating a. 
visible brightness or color difference within the FCS. This key insight of the theory has made 
it possible to explain many perceptual properties that are otherwise mysterious. For exam-
ple, in Figures 9a. and 9b the vertical illusory boundary and the circular illusory groupings 
are vividly recognized even though the:y do not correspond to large perceived contrast differ-
ences. Carpenter and Grossberg (1993) have discussed Adaptive Resonance Theory models 
that are being used to analyse neurophysiological data. about how inferotemporal cortex 
learns to recognize and attend to both specialized and general knowledge using reciprocal 
interactions with its visual input sources. 
Figure 9 
The distinction between "recognition" by the ORS and "seeing" by the FCS is not, 
however, sufficient to explain why the occluded regions of a B, after their boundaries are 
completed, do not trigger filling-in of visible contrasts behind the black occluder. This 
property requires active explanation because such filling-in does sometimes occur, as during 
transparency phenomena (Beck, Prazdny, and Ivry, 1984; Metelli, 1974.a, 1974b; Metelli, 
DaPos, and Ca.vedon, 1985; Meyer and Senecal, 1983). The theory suggests that boundaries 
of a nearer surface are added to the boundaries of a. farther surface within the FCS to prevent 
filling-in of the gray B color behind the black occluder. Thus the theory posits an asymmetry 
between the processing of near and far boundaries and surfaces. Boundaries that, correspond 
to nearer objects-in particular objects with larger disparities---add to the boundaries that 
correspond to farther objects-in particular objects with smaller disparities--to prevent all 
nearer surfaces from looking transparent. This mechanism is summarized in Figure 10. It 
is called BF Intercopies because BCS boundaries from multiple disparities converge on FCS 
filling-in domains in a partially ordered manner, such that boundary segmentations which 
correspond to a given depth obstruct filling-in of surface representations that correspond to 
that depth and all farther depths. 
Figure 10 
Such an addition of boundaries from near surfaces to far surfaces is also used to explain 
why the gray Bregman-Kanizsa B shapes do not fill-in behind their black occluders. In 
this percept, however, the edges of the occluder and the B shapes do not lie at different 
depths from the observer. One of the theory's achievements is to explain how this can 
happen in response to a. 2-D picture as a. consequence of the same computations that fill-in 
perceptually appropriate 3-D surfaces when disparity cues are available from a. 3-D scene. 
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Thus our analysis of 3-D perception during ecologically valid experiences also clarifies how 
we perceive 3-D representations of 2-D pictures. 
6. 3-D Kanizsa-Varin Percepts 
Another 3-D variation of a familiar 2-D percept uses the Kanizsa square (Nakayama, 
Shimajo, and Ramachandran, 1990). Here the disparity of the vertical boundaries in the 
Pac Man figures of two Kanizsa images was varied (Figure 11 ). In the crossed disparity 
case, which corresponds to closer objects, the subjective contours that frame the square were 
enhanced and the Kanizsa square was seen in front of four disks which were partially occluded 
by the opaque Kanizsa square. An observer can recognize that the pa,c-man boundaries were 
completed into disks behind the square surface, even though only the pac-man regions were 
seen as visible surfaces (Figure lla). When the disparity was reversed, an opaque surface 
was perceived through whose four (almost) circular windows were seen the four corners of an 
occluded square (Figure llb). In this percept, the illusory contours that completed the four 
circular windows were rendered visible by filling-in of the occluding surface at the nearer 
depth. The Kanizsa square was recognized behind the occluding surface, but only its four 
pac-man regions could be seen as visible surfaces through the four circular windows, leading 
Nakayama, Shimojo, and Ramachandran (1990) to write that "the vertical and horizontal 
contours are abolished ... Instead, the configuration may be seen as four circular windows 
through which one sees the four corners of occluded square." 
This theory suggests how an observer can be aware of an occluded square whose ver-
tical and horizontal contours have been "abolished" by showing how an illusory square is 
generated in back of the occluding surface without triggering filling-in that could render it 
visible. The theory explains the former percept by analysing how an illusory square is seen 
in front because it generates visible filling-in. These explanations again depend upon two 
theoretical hypotheses: the ORS may recognize, or be "aware" of, BCS boundaries that are 
not seen within the FCS, and hence may seem to be "abolished" (sec Figure 6); and the BCS 
boundaries of nearer segmentations restrict the filling-in of farther surfaces (Figure 10). 
Figure 11 
Nakayama, Shimojo, and Ramachandran (1990) also studied a 3-D version of the Varin 
(1971) display in which the Pac Man "mouths" of the Kanizsa square were filled with a 
gray (or colored) sector that completes them into disks. When the disparity was crossed, 
transparency and neon spreading of color into the square region was apparent. With reversed 
disparity, transparency was absent and little or no neon spreading was visible. Instead, the 
square was recognized as an occluded surface behind an opaque occluding surface with four 
circular apertures through which the four gray wedge-shaped corners of the occluded square 
could be seen. In Grossberg (1987c, Section 21), the case of a 2-D Kanizsa-Varin display was 
analysed; in particular, how the subjective square boundary inhibits the boundary signals 
generated by the colored wedges where they abut the subjective square, thereby enabling 
color to flow out of the wedges and to fill-in a transparent surface within the square. The 
present extension of the theory is used to explain how these mechanisms work in the 3-D 
case to generate the two different surface percepts described above. 
7. A Linkage between Brightness and Depth Percepts 
A 2-D Kanizsa figure often generates a 3-D percept in which it appears brighter and in 
front of its background. This observation has inspired a vigorous experimental literature in 
which an explanation has been sought by studying multiple factors, including the formation 
of illusory contours, figure-ground separation, and top-down cognitive effects; see Bradley 
and Dumais (1984), Pritchard and Warm (1983), and Purghe and Coren (1992) for some 
reviews. 
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Pur9he and Coren (1992), in particular, have described experimental evidence that 
Kanizsa s own theory of amodal completion of incomplete figures may not provide an ade-
quate explanation. Interactions between brightness and depth also occur using images whose 
figures are not in any obvious way incomplete. For example, Egusa (1983) has constructed 
stimuli consisting of two hemifields of different colors, and asked subjects to state which 
appeared nearer and to judge the perceived depth between them. When both hemifields 
were achromatic, the perceived depth increased with increasing brightness difference. 
The present theory provides a functional and mechanistic explanation of many such 
brightness-depth interactions. In particular, it traces the correlation between brightness and 
depth to the same set of mechanisms that enable the black occluder in Figure 1 to pop-out in 
front of the gray B fragments, and the 3-D Kanizsa square in Figure 2 to pop-out in front of 
the Pac Man figures. The remainder of the article outlines the theory's explanations of these 
percepts. Along the way, these explanations clarify the relationship between preattentive 
vision and attentive object recognition. A more detailed and extensive ana.lysis of these and 
other data about cortical mechanisms of 3-D vision and figure-ground separation is provided 
in Grossberg (1992b). 
8. Review of FACADE Theory 
The Grossberg (1992b) theory further develops an earlier theory of 3-D preattentive vi-
sion that was introduced in Grossberg (1987a, 1987b ). As noted above, this theory describes 
the neural architecture of two parallel subsystems, the Boundary Contour System (BCS) 
and the Feature Contour System (FCS). The BCS generates an emergent 3-D boundary 
segmentation of edges, texture, shading, and stereo information at multiple spatial scales, 
whereas the FCS compensates for variable illumination conditions and fills-in surfa.ce prop-
erties of brightness, color, and depth among multiple spatial scales. Many experimental and 
modelling articles published subsequent to the original BCS and FCS articles have provided 
further support for BCS and FCS properties. These include studies of texture segregation 
(Beck, Graham, and Sutter, 1991; Beck, Rosenfeld, and Ivry, 1990; Graham, Beck, and 
Sutter, 1992; Sutter, Beck, and Graham, 1989), border effects on color detection (Eskew, 
1989; Eskew, Stromeyer, Picotte, and Kronauder, 1991), visual phantoms (Brown and Weis-
stein, 1988a), 3-D surface formation from 2-D textures (Buckley, Frisby, and Mayhew, 1989; 
Todd and Akerstrom, 1987), interactions between filling-in of brightness or color and illu--
sory contour formation (Dresp, Lorenceau, and Bonnet, 1990; Kellman and Shipley, 1991; 
Nakayama, Shimojo, and Ramachandran, 1990; Prinzmetal, 1990; Prinzmetal and Boaz, 
1989; Ramachandran, 1992; Shipley and Kellman, 1992; Takeichi, Shimojo, and Watan-
abe, 1992; Watanabe and Sato, 1989; Watanabe and Takeichi, 1990), interactions between 
depth, emergent segmentation and filling-in (Meyer and Dougherty, 1987; Nakayama, Shi-
mojo, and Ramachandran, 1990; Takeichi, Watanabe, and Shimojo, 1992; Watanabe and 
Cavanagh, 1992), orientation-specific luminance aftereffects (Mikaelian, Linton and Phillips, 
1990), transient dynamics of filling-in (Arrington, 1992; Paradiso and Nakayama, 1991), 
cortical dynamics of emergent segmentation (Peterhans and von der Heydt, 1989; von der 
Heydt, Peterhans, and Baumgartner, 1984), and grouping processes during visual search 
(Humphreys, Quinlan, and Riddoch, HJ89). 
In its original form, FACADE Theory did not posit interactions between the different 
spatial scales of the BCS and the FCS, or from the FCS to the BCS. Such interactions were 
not needed to explain the data analysed in previous articles. The present theory shows 
how suitably defined interactions within and between BCS and FCS scales help to explain 
a much wider body of data about 3-D visual perception. These interactions are consistent 
with the previous theory and build upon it. Several investigators have described experimental 
evidence for the existence of interactions between scales; for example, Tolhurst (1972), Watt 
(1987), and Wilson, Blake, and Halpern (1991), and the present theory proposes interscalc 
interactions that clarify these data (sec Grossberg, 1992b ). 
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These interactions constitute a set of simple computational rules that are carried out in 
a prescribed order. Different sets of experiments lend greater support to some rules than to 
others. Taken together, the rules as a whole are supported by a large body of perceptual data. 
The neural interpretation of these rules leads to a series of testable neurobiological predictions 
concerning the types and ordering of interactions that occur within and between the two 
parvocellular cortical processing streams. Although the theory cannot predict unequivocally 
the processing stages at which such rules may be instantiated in different mammals, it does 
suggest the earliest stages that are consistent with known data, and the ordering of stages 
within which the rules must be realized. These earliest possible stages are used in the neural 
predictions described in the theory. 
In previous articles, the Static BCS was used to suggested a new computational model 
and rationale for the neural circuits governing classical cortical cell types such as simple cells, 
complex cells, and hypercomplex cells in cortical areas V1 and V2 (Figure 8). The theory 
also predicted a new cell type, the bipole cell (Cohen and Grossberg, 1984; Grossberg, 1984; 
Grossberg and Mingolla, 1985a, 1985b) whose properties have been supported by subsequent 
neurophysiological experiments (von der Heydt, Peterhans, and Baumgartner, 1984; Peter-
hans and von der Heydt, 1989). The interactions within the simple-complex-hypercomplex 
cell module defines a static oriented contrast-sensitive filter, called the SOC Filter (Figure 
12). This filter compensates for uncertainties of positional localization in the output of sim-
ple cells that are caused by their oriented receptive fields. It also generates output signals 
from the complex and hypercomplex cells that are independent of direction-of-contrast, even 
though simple cell outputs are sensitive to direction-of-contrast. The interactions between 
bipole cells and the SOC Filter define a cooperative-competitive feedback network, called 
the CC Loop, that generates featural bindings, or emergent boundary segmentations, from 
combinations of edge, texture, shading, and stereo image properties (Figure 8). Consistent 
combinations of image data generate fused segmentations with coherent properties. Incon-
sistent combinations lead to suppression and rivalry. The FCS characterizes how on-cells 
and off-cells, interacting within shunting on-center off-surround networks, compensate for 
variable illumination. The output signals from these networks activate networks wherein 
electrotonically coupled cells diffusively fill-in representations of surface bri?;htness, color, 
form, and depth within domains defined by BCS boundary signals (Figure 13). 
Figure 12 
The original Static BCS model of Grossberg and Mingolla (1985a, I 985b) considered only 
monocular processing. Later research showed that the BCS could consistently be generalized 
to a binocular theory. A key design insight was derived from psychophysical data showing 
that human stereo vision is not based upon matching of left and right image contrasts, as 
many machine vision theories had proposed. Rather, it is based upon matching of left and 
right emergent segmentations (Kaufman, 1974; Ramachandran and Nelson, 1976; Tausch, 
195il; Wilde, 1950). This fact could not be incorporated into vision theory until it was shown 
how, as in the BCS, emergent segmentations arise, and rules for emergent segmentation 
awaited analysis of how and why "all boundaries are invisible". The binocular theory showed 
how the monocular SOC Filter could be generalized to a multiple-scale binocular filter whose 
outputs are automatically sorted by multiple CC Loops into binocularly fused or suppressed 
segmentations (Grossberg, 1987b). Interactions of cortical ocular dominance columns, self-
organizing feature maps, and monocular BCS mechanisms were shown to enable some spatial 
scales to exhibit binocular fusion while other scales exhibit binocular rivalry in response to 
the same stimulus, and a. size-disparity correlation wa.s shown to obtain for the maximal 
disparity at which a. scale of a. given size can binocularly fuse monocular pairs of boundaries 
(Grossberg, 1987b; Grossberg a.nd Marshall, 1989). Although many data about binocular 
vision were comprehensible within this binocular BCS theory, the data. explained in this 
article by the recent extension of FACADE Theory were not. 
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9. Interscale and Interstream Interactions 
In its original form, FACADE Theory did not posit interactions between the different 
spatial scales of the BCS and the FCS, or from the FCS to the BCS, as in Figures 5 and 
6. Such interactions were not needed to explain the data analysed in previous articles. The 
present work shows how suitably defined interactions within and between BCS and FCS 
scales lead to explanations of a much wider body of data about 3-D visual perception. 
The theory posits the existence of five new types of interactions which complement, and 
are consistent with, previously defined BCS and FCS mechanisms. These interactions clarify 
how the visual system can generate globally unambiguous 3-D surface representations from 
image data which contain several different types of local ambiguities. After summarizing 
these mechanisms in words, their functional role in perception is pictorially illustrated by 
showing how they can explain the percepts described in Sections 1-7. Some readers may 
prefer to look ahead to these explanations. 
The main observation to make about the interactions listed below is that larger scales 
tend to influence smaller scales, and larger disparities tend to influence smaller disparities. 
Thus the new interactions tend to be partially ordered across scale and disparity. One 
illustration of this property was provided in Figure 10 to explain why filling-in of a farther 
surface does not always continue behind a nearer surface, thereby rendering the nearer surface 
transparent. These new interactions are all listed in this section to give the reader a brief 
overview of their significance. 
The first interaction takes place among the complex cells of the BCS. Inhibitory compet-
itive interactions are assumed to occur between complex cells that code different binocular 
disparities at the same position and scale. These interactions are called BB Intrascales. 
As a result of this interaction, active BCS complex cells that code larger disparities inhibit 
complex cells that code smaller disparities-another example of partial ordering. This com-
petition sharpens the disparity tuning curves of the BCS complex cells, and tends to select 
those complex cells whose disparity tuning best matches the binocular disparities derived 
from an image. 
In addition to considering interactions between complex cells that compute a non-zero 
disparity, the theory also analyses the functional role of cells that compute zero, or near-
zero, disparities. Several perceptual conditions can activate near-zero disparity cells. The 
retinal images of objects at optical infinity have zero disparity on the two retinas, as docs 
the fixation point of the two eyes, no matter how far away it may be from the observer. Zero 
disparity also occurs under monocular viewing conditions, and in response to horizontally 
oriented image or scenic contrasts. 
These facts have led to a. new analysis of why planar surfaces do not recede towards 
optical infinity at each new fixation point and of how a near-zero disparity boundary interacts 
with a non-zero disparity boundary to contain the filling-in of a binocularly viewed surface 
at a prescribed depth from the observer. In particular, the theory assumes that near-zero 
disparity cell responses arc added to the responses of non-zero disparity cells as part of the 
BB Intrascale interaction. Active near-zero disparity cells, whether they are monocularly or 
binocularly activated, give rise to spatially organized boundary signa.ls that are combined 
with the spatially organized activations of cells that code non-zero disparities to create a more 
complete boundary representation. The non-zero disparity cells are themselves assumed to 
be segregated into separate cell pools that correspond to different relative depths of an 
observed image feature. Thus near-zero disparity cells are assumed to add their boundary 
activations to multiple boundary representations, ea.ch corresponding to a differently tuned 
pool of non-zero disparity cells. This property suggests a new functional interpretation of 
psychophysical evidence (Regan, Erkelens, and Collewijn, 1986; Richards and Regan, 1973) 
and neurophysiological evidence (Poggio and Talbot, 1981) that near-zero disparities, crossed 
disparities, and uncrossed disparities are processed by separate cell pools in the visual cortex. 
Implicit in the concept of BB Intrascales is the theory's segregation of disparity-sensitive 
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cells according to their receptive field sizes, or spatial scales, and its explanation of how 
different receptive field sizes binocularly fuse a different range of binocular disparities, as 
in the size-disparity correlation (Kulikowski, 1978; Richards and Kaye, 1974; Schor and 
Tyler, 1981; Schor and Wood, 1983; Schor, Wood, and Ogawa, 1984; Tyler, 1975, 1983). 
Thus near-zero disparity boundaries are added to non-zero boundaries at those scales and 
disparities capable of computing binocularly fused non-zero disparity boundaries. Consider, 
for example binocular viewing of a square-in-depth. At those spatial scales where fused 
non-zero disparities of the square's vertical edges can be computed, the sum of these vertical 
boundaries and near-zero horizontal boundaries encloses a connected region. These connected 
regions are the ones that can contain surface filling-in processes, and thus the ones that 
contribute to the final FACADE representation, in the manner summarized below. 
Interactions called BB Interscales are also predicted to occur. These are excitatory recip-
rocal interactions between bipole cells and hypercomplex cells that code the same disparity 
and position, across all scales. These are the CC Loop interactions that generate multiple 
emergent boundary segmentations, each corresponding to a prescribed disparity range, or 
relative depth from the observer. Each segmentation forms the best spatial compromise 
between all the scales that are sensitive to its disparity range. Each such CC Loop network 
is called a BCS copy. Due to the effect of these cooperative interactions on the competitive 
interactions of the SOC Filter (Figure 8), the larger scales tend to inhibit the smaller scales 
within each BCS copy in the manner reported in psychophysical data (T'olhurst, 1972; Watt, 
1987; Wilson, Blake, and Halpern, 1991 ). These interactions are predicted to occur between 
the cortical Interblobs and Interstripes (Figure 4). 
In the theory developed in Grossberg (1987b ), each disparity-sensitive 3-D boundary 
segmentation, or BCS copy, interacts with a Monocular FIDO, or Filling-In-DOmain, of 
the FCS, along the BCS ~ FCS pathways that are denoted in Figure 5 by 2. These BCS 
signals select those monocular brightness and color signals, labelled FCS L and FCS JL, that 
are consistent with the binocular BCS segmentation, and suppress the rest. These BCS ~ 
FCS interactions are called BF Intracopies in the present theory, because each BCS copy 
selects binocularly consistent monocular data from a corresponding FCS copy. 
In addition, the theory herein posits that reciprocal interactions exist from the FCS to 
the BCS. They are called FB Intercopies. These FCS output signals are derived from the 
filled-in FCS regions that are surrounded by the connected boundaries formed by BB In-
trascales and Interscales. These connected regions are assumed to occur at the Monocular 
FIDOs of Figure 5. The theory develops the hypothesis that the ftlled-in connected domains, 
which represent those monocular surface representations that are binocularly consistent, are 
the ones that are used to build up the final 3-D surface representation at the Binocular 
FIDOs. In particular, the filled-in connected FCS regions activate contrast-sensitive FCS 
~ BCS pathways that excite BCS cells corresponding to the same disparity and position, 
while inhibiting BCS cells corresponding to smaller disparities at that position. These FB 
Intercopies inhibit the BCS boundaries of any occluded region that occur at the same posi-
tions as the boundaries of an occluding region, such as the boundaries of the gray B 's that 
are shared by the black occluder in the Bregma.n-Ka.nizsa. percept (Section 4). The shared 
B boundaries are hereby eliminated at the smaller disparity representation. The remaining 
B boundaries may then be colinea.rly completed by the CC Loop at the smaller disparity. 
A possible neural locus for these BF Intra.copies and FB Intercopies derives from the 
neural interpretation of the BCS in terms of the Interblob cortical stream and of the FCS 
in terms of the Blob pa.rvocellula.r stream. These BF and FB Interactions must occur at 
a. cortical processing stage that includes (a.) oriented cortical BCS cells; (b) color-sensitive 
FCS cells that communicate with chromatically similar, but spatially disjoint, FCS cells; 
and (c) reciprocal BCS ...., FCS interactions. The earliest possible cortical stage at which 
this could occur is the Blobs and Interblobs of area Vl. Using extracellular injections of 
HRP, Livingstone and Hubel (1984) reported Blob-Blob spatial interactions and Interblob-
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Interblob spatial interactions. However, no Blob-Interblob interactions were detected by 
this technique. Cross-correlational analyses have shown that the Blob-Blob interactions 
are color-specific, that the Inter blob-Interblob interactions are orientation-speciftc, and that 
Blob-Interblob interactions do occur (Ts'o, 1989). Thus the earliest possible cortical stage 
for the predicted BF and FB Intracopy interaction is between the Blobs and Interblobs. The 
next possible cortical stage is between the Thin Stripes and Interstripes. 
In addition to these BF and FB interactions, FF Intercopies are predicted to occur along 
the pathways labeled 3 in Figure 5. Excitatory output signals are generated, as in the case 
of FB Intercopies, at the boundaries of filled-in connected regions of the Monocular FIDOs. 
These excitatory signals activate Binocular FIDOs that correspond to the same disparity and 
position. These excitatory signals activate the filling-in of the 3-D surface representation. In 
addition, inhibitory signals suppress Binocular FIDOs corresponding to smaller disparities at 
the same position. These interactions obliterate the brightness and color signals that could 
otherwise erroneously fill-in surface representations of occluded objects in the regions where 
they are occluded. These FF Intercopies occur within the Blob cortical stream. They are 
initiated at, or later than, the same cortical stage that gives rise to FB Intercopies. They 
have their excitatory and inhibitory effects no later than area. V 4. 
The final new interactions are called BF Intercopies. These are the BCS ...., FCS boundary 
signals from a. given disparity and position that add to the BCS boundaries of all smaller 
disparities at that position (Figure 10), in order to prevent all nearer occluding surfaces 
from appearing transparent due to filling-in of their positions by the brightness and colors 
of farther occluded surfaces. 
I now sketch an explanation of the data. summarized in Sections 1-7. 
10. An Explanation of Bregman-Kanizsa Figure-Ground Separation and Com-
pletion 
To analyse how the occluded gray B 's in Figure 1 are seen and recognized on a. surface 
behind the occluding black bands, consider the image in Figure 14a.. The white/black con-
trast of the occluding black band with respect to the white background is greater than the 
white/ gray and gray jbla.ck contrasts caused by the occluded B shapes. As a. result, the acti-
vation of BCS simple cells is greater at the white/black contrasts than at the white/ gray and 
gray /black contrasts (Figures 14b and 15b ). These monocular simple cells activate binocular 
complex cells. Since the image is viewed by both eyes at a. distance, it generates a. binoc-
ular disparity at each image point. This disparity increases with retinal distance from the 
foveation point. Larger disparities further from the foveation point and smaller disparities 
closer to the foveation point may all correspond to the same planar image. It is shown in 
Grossberg (1992b) how all these disparities are combined to generate a planar surface per-
cept that corresponds to the same relative depth from the observer by using properties of the 
cortical magniftca.tion factor. For present purposes, let D1 represent the set of all disparities 
that correspond to the planar image surface when it is binocularly viewed by an observer. 
Figure 14 
In Figures 14c and 15c, the larger receptive field size represents the largest scale that 
can binocularly fuse disparity D1 . Complex cells at the same position and scale compete 
across disparities via BB Intra.sca.les. 'I'he active cells corresponding to larger scales win 
the competition. [Such a. multisca.le disparity-sensitive competition was computationa.lly 
simulated in Grossberg and Marshall (1989).] As a. result of this competition, no complex 
cells ftre at the smaller disparity D2 of the larger scale. On the other hand, smaller scales 
cannot binocularly fuse as wide a range of disparities as larger scales. This property is clue 
to the size-disparity correlation (Richards and Kaye, 1974; Schor and Tyler, 1981; Schor 
and Wood, 1983; Schor, Wood, and Ogawa, 1984; Tyler, 1975, 1983). The smaller scale 
in Figure 14c was chosen so that it cannot fuse D1 but it can fuse the slightly smaller 
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disparity D2. Because disparity cells are coarsely coded before BB Intrascale competition 
takes place, the smaller scale complex cells that are tuned to disparity D2 can respond to 
the image contours. This can happen because there are no smaller scale complex cells that 
can fuse disparity D 1 , and thus no BB Intrascale competition from disparity D 1 to D 2. Thus 
Figure 12c results from three properties: (a) a size-disparity correlation for binocular fusion; 
(b) coarse-coded non-zero disparity computations at binocular complex cells; (c) competitive 
sharpening of disparity-sensitive complex cell responses within each scale, with larger fusable 
disparities winning over smaller ones. 
Figure 15 
Figures 14d and 15d show that end gaps, or holes in the boundary, are formed at the B 
boundaries as a result of CC Loop feedback. Both top-down bipole-to-hypercomplex com-
petition between positions and hypercomplex-to-hypercomplex competition between orien-
tations help to create these end gaps (see Figure 5). Such end gaps have also been used to 
explain neon color spreading (Grossberg, 1987a; Grossberg and Mingolla, 1985a). 
In Figures 14e and 15e, binocular BCS boundaries interact with monocular FCS signals 
via BF Intrascales to select those monocular FCS signals that are consistent with the binoc-
ular BCS boundaries. BCS boundaries hereby act as filling-in generators within the FCS; 
see the pathways labelled 2 in Figure 5. All other monocular FCS signals are suppressed. 
The selected FCS signals fill-in their respective filling-in domains, or syncytia. If end gaps 
in the regions exist, as in Figure 14d, then the filling-in signals cross the gaps and dissipate 
across space unless they are contained by other nearby boundaries. Figure 14e shows that 
only the boundaries of the black occluding region can contain the filling-in process during 
the first phase of the processing cycle. 
Each filled-in connected FCS region generates contour-sensitive output signals, as in 
Figures 14f and 15f. Output signals are hereby generated only a.t the boundaries of the black 
occluder. These FCS output signals activate parallel pathways that influence both the BCS 
and the FCS. The FB Intercopies inhibit any BCS boundaries that ma.y exist a.t the same 
positions and orientations of smaller disparities and scales. In particular, the boundaries 
of the black occluder a.re inhibited at disparity D2 . After this happens, the incomplete 13 
boundaries a.t disparity D 2 can be colinearly completed by its CC Loop, as in Figure 14£. 
These completed B boundaries generate direct BCS _, ORS signals, as in Figure 6. Thus a. 
completed letter B can be recognized a.t the ORS, even if only its unoccluded surfaces are 
seen at the FCS. 
Why is the letter 13 not completely seen at the FCS? This is due partly to FF Intercopies. 
As shown in Figures 14g and 15g, FF Intercopies give rise to excitatory output pathways 
from both the left eye and right eye monocular filling-in domains. These output signals arise 
at contours of the filled-in connected components of the monocular filling-in-domains. They 
thus delineate both the locations and the perceptual qualities of monocular surface compo-
nents that are consistent with the binocular 13CS segmentation. These monocula.r output 
signals are binocularly matched at the binocular filling-in domains of the FCS. This excita-
tory binocular interaction matches monocular signals that code the same position, disparity, 
and color. These are the FCS signals that trigger filling-in of a. multiscale representation of 
Form-And-Color-And-DEpth at the binocular ft!ling-in domain (Figure 5). In addition, FF 
Intercopies inhibit a.ll the FCS signals at their position which correspond to smaller dispari-
ties. T'hese inhibitory interactions may possibly be triggered within the binocular ft!ling-in 
domains as part of an on-center off-surround response to the excitatory FF lntercopies. As 
a result of these inhibitory FF Intercopies, a surface that is filled-in at a. nearer disparity 
cannot also be filled-in at a farther disparity unless suitably configured end gaps exist that 
generate a. percept of transparency. 
Why cannot FCS signals from smaller disparities, but different positions, fill-in behind 
a nearer occluding surface? This is due partly to BF lntercopies, which add their boundary 
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signals to the binocular syncytia of smaller disparities, as in Figures 14h and 15h. These 
BF Intercopies are inhibitory signals, just like the FB Intercopies. Inhibitory signals to an 
FCS syncytium create barriers to filling-in at their target cells (Cohen and Grossberg, 1984; 
Grossberg, 1987a; Grossberg and Todorovic, 1988). As a result, in Figure 14h, complete 
boundaries of both the occluding band and the occluded B exist at the smaller disparity. 
The BF Intercopies and FF Intercopies of Figures 14g and 14h work together to generate 
the binocular filling-in events shown in Figures 14i and 15i. The 13 surface is filled-in at 
disparity D2 only where it is not occluded, due to BF Intercopies. The occluding surface is 
not filled-in at all at disparity D2 , due to FF Intercopies. The occluding surface is filled-in at 
disparity D1 because its FCS signals match BCS boundary signals that completely enclose 
them in connected regions. Because D 1 > D 2, the black occluding surface appears to be 
closer than the gray occluded B surface. 
11. An Explanation of Kanizsa-Varin Variations: Opaque or Transparent Square 
Occludes Four Disks on Background 
The 3-D percepts using Ka.nizsa. squares and Varin wedges that were described in Section 
6 will now be analysed. These two types of images generate different complex cell activations, 
due to the absence in the Ka.nizsa. square of gray wedges in the mouths of the Pa.c Man figures. 
Despite this difference, both images generate similar emergent boundary segmentations after 
the CC Loops act. They do not, however, generate the same FCS signals for filling-in. As 
a. result, the Ka.nizsa. square does not induce a. percept of transparency, but the Varin figure 
does. 
Figure 16 
To see this, consider a. Kanizsa square with black Pac Man figures ou a white background. 
Let the vertical boundaries of the Pac Man figures occur at the larger disparity D1. Figure 
16a shows the D1 + 0 and Dz + 0 complex cell activations at two scales. Figure 16b 
shows how these activations induce emergent boundary segrncnta.tions via. their respective 
CC Loops. Figure 16c shows the connected boundaries after FB Intercopies act. The square 
boundary at disparity D1 fills-in a white color at the binocular FIDO, as in Figure 16d. The 
FF Intercopies induced by the square boundary eliminate the FCS inducers of the square at 
disparity Dz. The remaining FCS inducers at the Dz binocular FIDO fill-in the black wedges 
and the white background around the square. l-Ienee an opaque square is seen hovering above 
partially occluded black disks on a white background. The completed disk boundaries in 
Figure 16b also input directly from the BCS to the ORS (Figure 6). 
The Varin display differs from the Kanizsa square in using white pac men, gray wedges 
in the mouths of the pac men, and a black background. As a result of the gray wedges, the 
circular disk boundaries do not have to be completed at disparity D2 using illusory contours 
of the CC Loop. These contours are, instead, derived directly from the image by the simple 
cells. The boundaries induced by both images are similar at the CC Loop stage, as in Figure 
16b. 
'I'he filling-in events induced by Kanizsa and Varin images differ, however, in an impor-
tant way. Figure 16e shows how filling-in at the binocular FIDOs generates a gray square 
surface at the disparity D1 binocular FIDO. At the disparity D2 binocular FIDO, the white 
pac men fill-in, as does a black boundary outside the pac men and square boundaries. These 
filling-in events are completely analogous to those in Figure 16d. In addition, the gray 
wedges also fill-in, due to the existence of uninhibited gray FCS inducers inside the round 
wedge boundaries. This filling-in event has no analog in Figure 16d. Another new filling-in 
event completes the black region that is surrounded by the square and the wedges. The 
black FCS inducers for this filling-in event exist outside the round gray wedge boundaries. 
In all, a surface is filled-in at disparity Dz that consists of a black background surrounding 
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four white-and-gray disks. The final percept is of a transparent gray square in front of a 
black background in which four circular white disks are partially occluded by the gray square 
(Figure 16e). 
This comparison between the Kanizsa and Varin percepts illustrates that images with 
different edges can have identical emergent boundary segmentations, and that images with 
the same emergent boundary segmentations can induce different percepts, one transparent 
and one opaque, because they activate a different set of FCS inducers for filling-in surface 
properties. 
12. Boundary-Brightness-Depth Interactions Kanizsa Triangle Percepts 
The percept of closer depth and enhanced brightness induced by a Kanizsa display may 
also be explained by the same model mechanisms. The main facts are as follows. BB 
Interscales of the CC Loop form an illusory contour around a Kanizsa. square or triangle. 
Henceforth, consider a triangle. This boundary encloses a connected region. As in the expla-
nation of Bregman-Kanizsa pop-out, within each scale there is a largest disparity at which 
the complex cells can induce the formation of such a connected triangle. BB Interscales 
form multiple copies of the triangular boundary within multiple BCS copies, each corre-
sponding to a different range of non-zero disparities. These boundaries are no stronger than 
the boundaries that are formed around the Pac Man inducers by a similar process. 
These BCS boundaries use BF Intracopies to form filling-in domains within the monoc-
ular FIDOs of the FCS via. the pathways labelled 2 in Figure 5. The discounted feature 
contour signals from the monocular preprocessing stages then trigger filling-in of the con-
nected regions. The interior of the Kanizsa triangle has a higher level of filled-in activity 
than the background due to the spatial distribution of these feature contour signals. As a 
result, the contrast between the ftlled-in activity of the Kanizsa triangle and the Pac Man 
interiors is greater than the contrast between the ftlled-in activity of the background and the 
Pac Man interiors. This contrast difference is one of the key steps in the explanation. 
A second key step is the way FB Intercopies respond to this contrast difference. In. 
particular, FB Intercopy signals excite BCS boundaries corresponding to the same disparity 
and position, but inhibit BCS boundaries corresponding to smaller disparities at that posi-
tion. As a. result of the excitatory FB feedback, the BCS boundaries of the Kanizsa triangle 
become stronger than the (remaining) BCS boundaries of the Pac Man ftgures. 
As in the explanation of Bregman-Ka.nizsa pop-out the Kanizsa. triangle boundaries can 
now cause end cuts to form where the Pac Man boundaries join the triangle boundary. The 
boundaries around the Pac man regions are no longer connected. Consequently they cannot 
contain ftlling-in within the corresponding monocular filling-in domain. 
This excitatory FB feedback and end cutting takes place in the BCS copy corresponding 
to the largest disparity that can respond to the image. The net effect is to eliminate all FB 
Intercopy signals from the Pac Man boundaries, both excitatory and inhibitory. The absence 
of inhibitory FB Intercopy signals from the Pac Man boundaries enables the BCS copies of 
the smaller disparities to form Pac Man boundaries. 
Pac Man boundaries do not, however, form at the interface of the Pac Man with the 
triangle, because FB Intercopy signals from the triangular region of the largest disparity copy 
inhibit the BCS triangle boundaries at all smaller disparities. With the triangle boundaries 
out of the way, the Pac Man boundaries can complete an (almost) circular boundary within 
the BCS copies of the smaller disparities. 
Now BF Intercopies add larger disparity boundaries to smaller disparity boundaries. 
FF Intercopies transmit the filling-in generators of the high contrast triangle to the largest 
disparity binocular FIDO, while they inhibit the ftlling-in generators of the triangle at smaller 
disparity binocular FIDOs. The ftlling-in generators of the background and the Pac Man 
figures are not inhibited at these smaller disparity FIDOs. 
The resultant FACADE representation ftlls-in a brighter surface representation at a larger 
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disparity binocular FIDO. The Pac Man figures and their background fill-in at a smaller 
disparity binocular FIDO. Consequently, the brighter Kanizsa triangle looks closer than the 
background. In addition, the Pac Man figures are recognized, but not seen, behind the 
occluding triangular surface. 
At bottom, this interaction between boundary, brightness, and depth is a consequence 
of the surface filling-in that compensates for variable illumination, the use of connected 
monocular surfaces to determine which boundary segmentations may form binocular surface 
representations, and use of end cuts to detach the boundaries of nearer surfaces from those 
of farther surfaces. 
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FIGURE CAPTIONS 
Figure 1. Role of occluding region in recognition of occluded letters: (a) Upper case 
"B" letters; (b) same, except partially hidden by a black snake-like occluder; (c) same, 
except occluder is white, and therefore merges with the remainder of the white background. 
Although the exposed portions of the letters are identical in (b) and (c), they are much better 
recognized in (b). [Reprinted with permission from Nakayama, Shimojo, and Silverman 
(1989).] 
Figure 2. Subjective contours and stereopsis. In this stereogram, the observer can fuse 
either the left and center images, or the center and right images. If the left pair is fused 
by crossing the eyes, one sees a Kanizsa square in front of the occluded disks. If one fuses 
the right pair by crossing the eyes, one sees portholes through which the tabs of squares 
are seen. These two perceived configurations will be reversed if one fuses the pairs with 
uncrossed eyes [Adapted from Gregory and Harris (1974)] [Reprinted with permission from 
Nakayama., Shimojo, and Ra.ma.cha.ndra.n (1990).] 
Figure 3. Varin configuration. Ka.nizsa square with mouths or wedges filled rather than 
empty. In the crossed configuration, the mouths a.ppea.r a.s transparent regions and color 
spreads clearly. In the uncrossed case, they a.re seen as behind, a.nd the spreading is abol-
ished or highly attenuated [Reprinted with permission from Na.ka.ya.ma, Shimojo, and Ra-
machandran (1990).] 
Figure 4. Schematic diagram of anatomical connections and neuronal selectivities of early 
visual areas in the macaque monkey. LGN = lateral geniculate nucleus (parvocellular and 
magnocellular divisions). Divisions of V1 and V2: blob = cytochrome oxidase blob regions; 
interblob = cytochrome oxidase-poor regions surrounding the blobs; 4B = lamina 4B; thin 
= thin (narrow) cytochrome oxidase strips; interstripe = cytochrome oxidase-poor regions 
between the thin and thick stripes; thick = thick (wide) cytochrome oxidase strips; V3 = 
visual area :l; V 4 = visual area(s) 4; MT = middle temporal area. Areas V2, V3, V 4, MT 
have connections to other areas not explicitly represented here. Area. V3 may also receive 
projections from V2 interstripes or thin stripes. Heavy lines indicate robust primary con-
nections, and thin lines indicate weaker, more variable connections. Dotted lines represent 
observed connections that require additional verification. Icons: rainbow = tuned and/or 
opponent wavelength selectivity (incidence at least 40% ); angle symbol = orientation selec-
tivity (incidence at least 20%); spectacles = binocular disparity selectivity and/or strong 
binocular interactions (V2) (incidence at least 20%); pointing hand = direction of motion 
selectivity (incidence at least 20% ). [Adapted with permission from DeYoe and van Essen 
(1988).] 
Figure 5. Macrocircuit of monocular and binocular interactions of the Boundary Contour 
System (BCS) and the Feature Contour System (FCS): Left eye and right eye monocular 
preprocessing stages (MP L and MP Rl send parallel pathways to the BCS (boxes with ver-
tical lines, designating oriented responses) and the FCS (boxes with three pairs of circles, 
designating opponent colors). The monocular signals BCSL and BCSR. activate simple cells 
which, in turn, activate bottom-up pathways, labelled 1, to generate a binocular boundary 
segmentation using the complex, hypercomplex, and bipole cell interactions of Figure 8. 
The binocular segmentation generates output signals to the monocular Filling-In Domains, 
or FIDOs, of the FCS via pathways labelled 2. This interaction selects binocularly consistent 
FCS signals, and suppresses the binocularly inconsistent FCS signals. The surviving FCS 
signals activate the binocular FIDOs via pathways 3, where they interact with the binocular 
20 
BCS segmentation to fill-in a multiple-scale surface representation of Form-And-Color-And-
DEpth, or FACADE. Processing stages MP L and MP R are compared with LGN data; the 
simple-complex cell interaction with Vl data; the hypercomplex-bipole interaction with V2 
and (possibly) V4 data, notably about Inter stripes; the monocular FCS interaction with 
Blob and Thin Stripe data; and the FACADE representation with V4 data (see Figure 4). 
Additional interactions from FCS to BCS along pathways labelled 2, 3, and 4, and among 
FCS and BCS copies, are described in the text. 
Figure 6. Completed boundaries within the Boundary Contour System (BCS) can be 
recognized within the Object Recognition System (ORS) via direct BCS _, ORS interactions 
whether or not they are seen in the Feature Contour System (FCS) by sepa,rating two regions 
with different filled-in brightnesses or colors. 
Figure 7. A reverse-contrast Kanizsa square. 
Figure 8. The monocular Boundary Contour System of Grossberg and Mingolla (1985b). 
The circuit is divided into a static oriented contrast-sensitive filter (SOC Filter) followed 
by a cooperative-competitive feedback network (CC Loop). Multiple copies of the circuit 
are used, each corresponding to a different range of receptive field sizes. Each copy models 
interactions of simple cells, complex cells, hypercomplex cells, and bipole cells. 
Figure 9. (a) The vertical line is easily recognized in the absence of a vertically oriented 
contrast difference. (b) A Glass pattern. The emergent circular pattern is recognized without 
being seen. [Reprinted with permission from Glass and Switkes (1976).] 
Figure 10. Each FCS copy receives inhibitory boundary-gating signals, or BF Intercopies, 
from one or more BCS copies. The BF Intercopy inputs are partially ordered from larger 
disparity to smaller disparity BCS copies. Each FCS copy contains three pairs of opponent 
Filling-In Domains (FIDOs). A FIDO is defined in the text. 
Figure 11. Differing percepts of a Kanizsa square when it is seen (a) in front of, or (b) 
behind, the four Pac Man figures. It appears either (a) as an opaque square surface that 
partially occludes four circular black disks, or (b) as a partially occluded square behind an 
opaque surface with four circular apertures. [Reprinted with permission from Nakayama, 
Shimojo, and Ramachandran (1990).] 
Figure 12. A simplified monocular model of the interactions that convert simple cells into 
complex cells and then into two successive levels of hypercomplex cells. The interactions 
(simple cell)_, (complex cell) and (complex cell)_, (hypercomplex cell) describe two suc-
cessive spatial filters which together are called the SOC Filter. Simple cells form one filter. 
Their rectified outputs combine as inputs to complex cells. A second filter is created by the 
on-center off-surround, or endstopping, network that generates hypercomplex cell receptive 
fields from combinations of complex cell outputs. Higher-order hypercornplex cells further 
transform hypercomplex cell outputs via a push-pull competition across orientations. 
Figure 13. A monocular syncytium within the FCS. The Feature Contour signals are 
output signals from a shunting on-center off-surround network that discounts the illuminant. 
These signals activate cells that permit rapid electrotonic diffusion of activity, or potential, 
across their cell membranes, except at those membranes which receive Boundary Contour 
signals. The gap junctions at these membranes respond to the BC signals with an increase 
in resistance that decreases diffusion across them. Thus FC signals rapidly fill-in across 
syncytium cells until they reach a BCS boundary or are attenuated by their spatial spread. 
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Figure 14. Bregman-Kanizsa figure-ground separation: (a) image; (bl monocular simple 
cell activations in the BCS; (c) complex cell activations after BB Intrasca e competition from 
disparity D1 to Dz; (d) CC Loop boundary segmentation at higher-order hypercomplex cells 
after end gaps form; (e) filling-in of connected components in monocular FCS syncytia; (f) 
FB Intercopy inhibition to smaller scales and disparities, and CC Loop reore;anization of 
the B boundary; (g) FF Intercopy inhibition to smaller scales and disparities; (h) BF Inter-
copy inhibition adds boundaries to smaller scales and disparities; (i) filling-in o( connected 
components in binocular FCS syncytia. 
Figure 15. Active network stages during processing of a 3-D scene: (a) discounting of 
the illuminant occurs in the monocular preprocessing stages, notably the lateral genicu-
late nucleus; (b) simple cell activation; (c) complex cell activation; (d) emergent boundary 
segmentation by hypercomplex-bipole cell feedback in the CC Loop; (e) filling-in of the 
monocular syncytia by monocular FCS signals that are consistent with the binocular BCS 
segmentation; (f) FB Intercopies inhibit boundaries at smaller scales and disparities; (g) FF 
Tntercopies excite filling-in of the corresponding binocular syncytia and inhibit monocular 
FCS signals at smaller disparities; (i) the final multi-scale filled-in surface representation of 
Form-And-Color-And-DEpth emerges within the binocular syncytia. 
Figure 16. Perception of a 3-D Ka.nizsa square and transparent Varin display. See text for 
details. 
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