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Resumo
Neste trabalho estudaremos a noc¸a˜o de hiperciclicidade, um dos principais fenoˆmenos tratados
em dinaˆmica linear de operadores. Investigaremos as noc¸o˜es de operadores mixing e fracamente
mixing que sob determinadas hipo´teses sa˜o hiperc´ıclicos. Mostraremos tambe´m alguns crite´rios
para provar hiperciclicidade e finalmente demonstraremos que em qualquer espac¸o de Fre´chet
separa´vel de dimensa˜o infinita e´ poss´ıvel definir um operador que seja hiperc´ıclico.
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Abstract
In this work we study the notion of hypercyclicity, which is the main phenomenon studied in
linear dynamics of operators. We will investigate the notions of mixing and weakly mixing
operators that under certain hypotheses are hypercyclic. We will also show some criteria to
obtain hypercyclicity and finally we will prove that in any separable infinite dimensional Fre´chet
space it is possible to define an operator that is hypercyclic.
Keywords : Hypercyclicity; Linear dynamics; Fre´chet spaces.
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Introduc¸a˜o
De acordo com [6], a dinaˆmica linear e´ uma a´rea recente da Matema´tica que teve um dos seus
primeiros ind´ıcios em 1982, na tese de C. Kitai e vem se tornando popular entre os matema´ticos
de todo o mundo. Como o pro´prio nome indica, a dinaˆmica linear consiste em estudar o
comportamento das iteradas de transformac¸o˜es lineares. Em espac¸os de dimensa˜o finita, o
comportamento das iteradas sa˜o bem conhecidos ja´ que as transformac¸o˜es lineares sa˜o bem
descritas pela sua forma canoˆnica de Jordan. Entretanto, um novo fenoˆmeno aparece quando
estamos em espac¸os de dimensa˜o infinita: operadores lineares podem ter o´rbitas densas.
Seja X um espac¸o vetorial topolo´gico e T um operador linear cont´ınuo definido em X, isto
e´, T ∈ L(X). A T -o´rbita de um vetor x ∈ X e´ o conjunto
Orb(T, x) = {x, T (x), T 2(x), . . .}
e dizemos que um operador linear tem o´rbita densa quando existe algum vetor x ∈ X tal
que o conjunto Orb(T, x) e´ denso em X. Quando isso acontece, dizemos que o operador e´
hiperc´ıclico. Hiperciclicidade e´ o principal assunto desta dissertac¸a˜o. Note que para falarmos
em hiperciclicidade de um operador definido em um espac¸o vetorial topolo´gico X, e´ condic¸a˜o
necessa´ria X ser um espac¸o separa´vel, pois caso contra´rio, na˜o existiria nenhum subconjunto
denso e enumera´vel em X e enta˜o nenhuma o´rbita poderia ser densa.
De acordo com [16], os operadores de Birkhoff (1929), L : H(C) −→ H(C) definido por
L(f)(z) = f(z + 1),∀z ∈ C e MacLane (1952), D : H(C) −→ H(C) definido por D(f) = f ′,
ambos definidos no espac¸o das func¸o˜es inteiras de C em C, foram os primeiros operadores
hiperc´ıclicos que apareceram na literatura. Conforme [11], os primeiros exemplos conhecidos
de operadores hiperc´ıclicos em espac¸os de Banach sa˜o devidos a Rolewicz, em 1969. Seja `p
(1 ≤ p <∞) o espac¸o de Banach das sequeˆncias p-soma´veis, isto e´, o espac¸o
`p =
{
(ξj)
∞
j=1 ∈ KN :
∞∑
j=1
|ξj|p <∞
}
munido com a norma
‖x‖p =
( ∞∑
j=1
|ξj|p
) 1
p
.
Para cada a ∈ R, o operador de Rolewicz Ta : `p −→ `p e´ definido por
Ta(ξ1, ξ2, . . .) = a(ξ2, ξ3, . . .).
1
2Rolewicz provou que esses operadores sa˜o hiperc´ıclicos quando a > 1.
Neste trabalho, apresentaremos a definic¸a˜o de hiperciclicidade, fenoˆmeno estudado pela
dinaˆmica linear que apenas acontece em espac¸os de dimensa˜o infinita. Comec¸aremos com a
noc¸a˜o de operadores que sa˜o topologicamente transitivos e que, sob algumas hipo´teses, va˜o
ser hiperc´ıclicos e nos fornecera˜o uma caracterizac¸a˜o para a hiperciclicidade em espac¸os de
Fre´chet separa´veis. Tambe´m trabalharemos com operadores mixing e fracamente mixing e
veremos a relac¸a˜o entre eles e a hiperciclicidade. Existem teoremas, os quais chamaremos
de crite´rios, que nos permitem dizer se um operador e´ hiperc´ıclico ou na˜o e eles sa˜o muito
u´teis para a demonstrac¸a˜o de alguns resultados relacionados a` hiperciclicidade. Esses crite´rios
sa˜o muito interessantes, pois na˜o e´ necessa´rio exibir um vetor hiperc´ıclico para se garantir a
hiperciclicidade do operador. A seguir, mostraremos como os cap´ıtulos desse trabalho foram
divididos.
No primeiro cap´ıtulo deste trabalho sera˜o apresentados alguns resultados que sera˜o ne-
cessa´rios no decorrer dos demais cap´ıtulos. No segundo cap´ıtulo, e´ apresentado a definic¸a˜o
de operadores hiperc´ıclicos e alguns resultados que envolvem essa definic¸a˜o. Posteriormente,
e´ apresentado o conceito de operadores mixing e fracamente mixing e alguns resultados que
envolvem esse tipo de operadores com os hiperc´ıclicos. No terceiro cap´ıtulo sa˜o apresenta-
dos teoremas (crite´rios) tal que se o operador linear satisfaz as hipo´teses deles, enta˜o ele sera´
hiperc´ıclico. E, por fim, no quarto cap´ıtulo, e´ mostrado que em qualquer espac¸o de Fre´chet
separa´vel ha´ operadores hiperc´ıclicos.
Jose´ Henrique Souza Braz
Uberlaˆndia-MG, 19 de Dezembro de 2017.
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo, apresentaremos alguns resultados sobre nu´meros reais, nu´meros complexos,
espac¸os topolo´gicos e espac¸os vetoriais topolo´gicos que sera˜o utilizados em algumas demons-
trac¸o˜es no decorrer deste trabalho.
1.1 Nu´meros Reais e Nu´meros Complexos
Proposic¸a˜o 1.1.1 O conjunto { n
2k
: n, k ∈ N
}
e´ denso em R.
Demonstrac¸a˜o. Sejam x > 0 e ε > 0. Tome n ∈ N tal que n > x+ ε. Logo, n− ε > x. Tome
k ∈ N tal que n
2k
< ε
2
. Da´ı
2k
n
>
2
ε
. (1.1)
Como (x− ε) ≤ (x+ ε), segue que
2k
n
(x− ε) < 2
k
n
(x+ ε).
Afirmamos que existe l ∈ N tal que
2k
n
(x− ε) < l < 2
k
n
(x+ ε).
De fato,
2k
n
(x+ ε)− 2
k
n
(x− ε) = 2
k
n
(x+ ε− x+ ε) = 2
k
n
· 2ε (1.1)> 2
ε
· 2ε = 4 > 1.
Tomando esse l, mostremos que l·n
2k
∈ (x− ε, x+ ε). De fato,
2k
n
(x− ε) < l < 2
k
n
(x+ ε)⇒
2k(x− ε) < l · n < 2k(x+ ε)⇒
3
4x− ε < l · n
2k
< x+ ε⇒
l · n
2k
∈ (x− ε, x+ ε)
Portanto, { n
2k
: n, k ∈ N
}
e´ denso em R.
Para demonstrar um resultado da dissertac¸a˜o, apresentaremos a seguir a definic¸a˜o de plano
estendido e o Teorema de Runge. Mais detalhes sobre essa definic¸a˜o e resultados relacionados
podem ser vistos em [10].
Definic¸a˜o 1.1.2 Chamaremos de plano estendido o conjunto C∞ = C∪{∞}, munido da u´nica
topologia tal que
(a) Para cada a ∈ C, os discos D(a; r), com r > 0 formam uma base de vizinhanc¸as abertas
de a.
(b) Os conjuntos
D(∞;R) = {∞} ∪ {z ∈ C : |z| > R},
com R > 0, formam uma base de vizinhanc¸as abertas de ∞.
Teorema 1.1.3 (Teorema de Runge) Sejam K um compacto em C e A um subconjunto de
C∞ \ K que intercepta cada componente conexa de C∞ \ K. Seja U uma vizinhanc¸a aberta
de K em C e seja f ∈ H(U). Enta˜o existe uma sequeˆncia (Rn)∞n=1 de func¸o˜es racionais, com
todos os seus polos em A, que converge a f uniformemente sobre K.
Demonstrac¸a˜o. Veja [10, Theorem 1.7, p. 198].
Corola´rio 1.1.4 Seja K um compacto de C tal que C∞ \K e´ conexo. Seja U uma vizinhanc¸a
aberta de K e seja f ∈ H(U). Enta˜o existe uma sequeˆncia (Pn)∞n=1 de polinoˆmios que converge
a f uniformemente sobre K.
Demonstrac¸a˜o. Basta aplicar o teorema de Runge com A = {∞}.
Proposic¸a˜o 1.1.5 Sejam K um subconjunto compacto de C e G uma vizinhanc¸a de K tal que
C\G e´ conexo. Enta˜o, para cada func¸a˜o anal´ıtica f em G, existe uma sequeˆncia de polinoˆmios
(pn)
∞
n=1 em C que converge uniformemente para f em K.
Demonstrac¸a˜o. Veja [10, Corollary 1.15, p. 200].
51.2 Espac¸os Topolo´gicos
Nessa sec¸a˜o estudaremos alguns resultados ba´sicos de topologia, principalmente para espac¸os
me´tricos e normados.
Proposic¸a˜o 1.2.1 Seja M um espac¸o me´trico sem pontos isolados e D ⊆ M denso em M .
Enta˜o D \ {x1, . . . , xn}, xj ∈ D, j = 1, . . . , n e´ denso em M .
Demonstrac¸a˜o.
Fac¸amos para o caso n = 1 e o resultado segue fazendo-se induc¸a˜o sobre n. Como x1 na˜o e´
isolado, M \ {x1} e´ denso em M . Mas D \ {x1} e´ denso em M \ {x1}. Assim, D \ {x1} e´ denso
em M .
Teorema 1.2.2 Sejam E e F espac¸os normados sobre K e T : E −→ F linear. As seguintes
condic¸o˜es sa˜o equivalentes:
(a) T e´ lipschitziano.
(b) T e´ uniformemente cont´ınuo.
(c) T e´ cont´ınuo.
(d) T e´ cont´ınuo em algum ponto de E.
(e) T e´ cont´ınuo na origem.
(f) sup{‖T (x)‖ : x ∈ E e ‖x‖ ≤ 1} <∞.
(g) Existe uma constante C ≥ 0 tal que ‖T (x)‖ ≤ C‖x‖ para todo x ∈ E.
Demonstrac¸a˜o. Veja [9, Teorema 2.1.1, p. 32].
O conjunto de todos os operadores lineares e cont´ınuos de E em F sera´ denotado por
L(E,F ). Quando E = F escrevemos simplesmente L(E).
Proposic¸a˜o 1.2.3 Sejam E um espac¸o vetorial normado, com norma ‖ · ‖, de dimensa˜o finita
n, uk, u ∈ L(E) e k ∈ N. Se uk(x) −→ u(x), para todo x ∈ E, enta˜o ‖uk − u‖ −→ 0.
Demonstrac¸a˜o. Fixe {e1, . . . , en} uma base em E e defina
‖x‖1 =
∥∥∥∥∥
n∑
j=1
λjej
∥∥∥∥∥
1
:=
n∑
j=1
|λj|,
onde x =
∑n
j=1 λjej. E´ claro que ‖ · ‖1 e´ uma norma em E e como E tem dimensa˜o finita,
sabemos que todas as normas em E sa˜o equivalentes. Logo existe c > 0 tal que
‖x‖1 ≤ c‖x‖,∀x ∈ E.
6Temos que uk(ej)
k→ u(ej),∀j = 1, . . . , n. Da´ı
‖uk(ej)− u(ej)‖ k→ 0,∀j = 1, . . . , n⇒ ma´xj=1,...,n‖uk(ej)− u(ej)‖ k→ 0.
Da´ı,
‖uk − u‖ = sup
‖x‖E≤1
‖uk(x)− u(x)‖
= sup
‖x‖E≤1
∥∥∥∥∥uk
(
n∑
j=1
λjej
)
− u
(
n∑
j=1
λjej
)∥∥∥∥∥
= sup
‖x‖E≤1
∥∥∥∥∥
n∑
j=1
λjuk(ej)−
n∑
j=1
λju(ej)
∥∥∥∥∥
= sup
‖x‖E≤1
∥∥∥∥∥
n∑
j=1
λj(uk(ej)− u(ej))
∥∥∥∥∥
≤ sup
‖x‖E≤1
n∑
j=1
|λj|‖uk(ej)− u(ej)‖
≤ sup
‖x‖E≤1
(
n∑
j=1
|λj|ma´xj=1,...,n‖uk(ej)− u(ej)‖
)
= sup
‖x‖E≤1
(‖x‖1 ·ma´xj=1,...,n‖uk(ej)− u(ej)‖)
= ma´xj=1,...,n‖uk(ej)− u(ej)‖ · sup
‖x‖E≤1
‖x‖1
≤ ma´xj=1,...,n‖uk(ej)− u(ej)‖ · sup
‖x‖E≤1
c‖x‖E
= c ·ma´xj=1,...,n‖uk(ej)− u(ej)‖ k→ 0
Teorema 1.2.4 Sejam X e Y espac¸os me´tricos, S ⊆ X denso e Y completo. Se f : S −→ Y
e´ uniformemente cont´ınua enta˜o existe uma u´nica extensa˜o cont´ınua de f em S que tambe´m e´
uniformemente cont´ınua.
Demonstrac¸a˜o. Seja g : X −→ Y dada por
g(a) = lim
n→∞
f(xn), (xn)
∞
n=1 ⊆ S tal que xn −→ a.
Mostremos que g esta´ bem definida. De fato, seja (xn)
∞
n=1 ⊆ S tal que xn −→ a e considere
tambe´m ε > 0. Da´ı, existe δ > 0 tal que se
a, b ∈ S, d(a, b) < δ ⇒ d(f(a), f(b)) < ε.
Como xn −→ a, segue que (xn)∞n=1 e´ uma sequeˆncia de Cauchy em X e enta˜o existe N ∈ N tal
que
d(xn, xm) < δ,∀m,n ≥ N.
7Logo, se m,n ≥ N , temos que d(xn, xm) < δ e enta˜o d(f(xn), f(xm)) < ε, provando que
(f(xn))
∞
n=1 e´ de Cauchy em Y . Como Y e´ completo, limn→∞ f(xn) existe. Agora, se xn −→ a
e yn −→ a, seja (zn)∞n=1 a sequeˆncia definida por
zn =
yn/2, se n e´ parxn+1
2
, se n e´ ı´mpar
isto e´, a sequeˆncia (x1, y1, x2, y2, . . .). Seja ε > 0. Como xn −→ a, exite N1 ∈ N tal que
d(xn, a) < ε,∀n ≥ N1
e tambe´m como yn −→ a, existe N2 ∈ N tal que
d(yn, a) < ε,∀n ≥ N2.
Tomando M = ma´x{N1, N2}, temos que
d(xn, a) < ε e d(yn, a) < ε,∀n ≥M.
Da´ı, se n ≥ 2M , enta˜o n
2
≥M e n+ 1 ≥ 2M , isto e´, n+1
2
≥M . Logo, se n ≥ 2M e n e´ par,
d(zn, a) = d(yn
2
, a) < ε
e se n e´ ı´mpar,
d(zn, a) = d(xn+1
2
, a) < ε.
Portanto, ∀n ≥ 2M temos que d(zn, a) < ε, provando que zn −→ a. Da´ı, limn→∞ f(zn) existe
e como (f(xn))
∞
n=1 e (f(yn))
∞
n=1 sa˜o subsequeˆncias de (f(zn))
∞
n=1, segue que
lim
n→∞
f(xn) = lim
n→∞
f(zn) = lim
n→∞
f(yn).
Isso conclui que g(a) na˜o depende da sequeˆncia (xn)
∞
n=1 que converge para a, isto e´, g(a) e´ bem
definida. Mostremos agora que g e´ uma extensa˜o de f . Se a ∈ S, tome a sequeˆncia constante
xn = a,∀n ∈ N. E´ claro que xn → a e
g(a) = lim
n→∞
f(xn) = lim
n→∞
f(a) = f(a),
logo g(a) = f(a),∀a ∈ S. Por fim, mostremos que g e´ uniformemente cont´ınua. Seja ε > 0.
Como f e´ uniformemente cont´ınua, existe δ > 0 tal que se
a, b ∈ S, d(a, b) < δ ⇒ d(f(a), f(b)) < ε
3
.
Sejam a, b ∈ S tal que d(a, b) < δ
3
. Da´ı, existem sequeˆncias (xn)
∞
n=1, (yn)
∞
n=1 ⊆ S tais que
xn −→ a e yn −→ b. Como xn −→ a, existe K1 ∈ N tal que
d(xn, a) <
δ
3
,∀n ≥ K1
8e como yn −→ b, existe K2 ∈ N tal que
d(yn, b) <
δ
3
,∀n ≥ K2.
Tome N1 = ma´x{K1, K2}. Da´ı, se n ≥ N1,
d(xn, a) <
δ
3
e d(yn, b) <
δ
3
.
Logo, se n ≥ N1,
d(xn, yn) ≤ d(xn, a) + d(a, b) + d(b, yn) ≤ δ
3
+
δ
3
+
δ
3
= δ
e enta˜o,
d(f(xn), f(yn)) <
ε
3
, ∀n ≥ N1.
Como, por definic¸a˜o, f(xn) −→ g(a) e f(yn) −→ g(b), existe K3 ∈ N tal que
d(f(xn), g(a)) <
ε
3
,∀n ≥ K3
e existe K4 ∈ N tal que
d(f(yn), g(b)) <
ε
3
,∀n ≥ K4.
Tomando N2 = ma´x{K3, K4}, temos que ∀n ≥ N2,
d(f(xn), g(a)) <
ε
3
e d(f(yn), g(b)) <
ε
3
.
Tome N ′ = ma´x{N1, N2}. Assim, se a, b ∈ S e d(a, b) < δ3 ,
d(g(a), g(b)) ≤ d(g(a), f(xN ′)) + d(f(xN ′), f(yN ′)) + d(f(yN ′), g(b)) < ε
3
+
ε
3
+
ε
3
provando que g e´ uniformemente cont´ınua e, consequentemente, cont´ınua.
Agora note que g e´ u´nica. Se h e´ uma extensa˜o cont´ınua de f em S, tomando a ∈ S, existe
(xn)
∞
n=1 ⊆ S tal que xn −→ a. Como h e´ cont´ınua, h(xn) −→ h(a). Mas, h(xn) = f(xn) −→
g(a), e enta˜o, pela unicidade do limite, h(a) = g(a).
Definic¸a˜o 1.2.5 Um espac¸o me´trico (em particular um espac¸o normado) E e´ dito separa´vel
se E conte´m um subconjunto enumera´vel e denso em X.
Proposic¸a˜o 1.2.6 Um espac¸o normado E e´ separa´vel se, e somente se, existe um subconjunto
enumera´vel A ⊆ E tal que [A] e´ denso em E.
Demonstrac¸a˜o. Veja [9, Lema 1.6.3, p. 19].
Para a pro´xima proposicac¸a˜o, precisamos das definic¸o˜es a seguir.
Definic¸a˜o 1.2.7 Seja (X, τ) um espac¸o topolo´gico. Diremos que uma famı´lia B ⊆ τ e´ uma
base para τ se dado U ∈ τ existe C ⊆ B tal que
U =
⋃
V ∈C
V.
9Definic¸a˜o 1.2.8 Seja (X, τ) um espac¸o topolo´gico. Diremos que (X, τ) satisfaz o segundo
axioma de enumerabilidade se existe uma base B para τ que e´ enumera´vel.
Proposic¸a˜o 1.2.9 Seja X um espac¸o me´trico. Sa˜o equivalentes:
(i) X satisfaz o segundo axioma de enumerabilidade.
(ii) X e´ separa´vel.
Demonstrac¸a˜o. (a) ⇒ (b) Suponha que X satisfac¸a o segundo axioma de enumarabilidade
e seja (Vn)
∞
n=1 uma base para a topologia de X. Para cada n ∈ N, seja xn ∈ Vn e tome
D = {xn : n ∈ N}. E´ claro que D e´ enumera´vel. Provemos que D e´ denso em X.
Seja U um aberto na˜o vazio de X. Logo, existe k ∈ N tal que Vk ⊆ U e enta˜o xk ∈ Vk ⊆ U .
Portanto, xk ∈ U ∩D, provando que U ∩D 6= ∅ e enta˜o D e´ denso em X.
(b)⇒ (a) Seja D = {xn : n ∈ N} um subconjunto denso de X e seja
B =
{
B
(
xm,
1
n
)
: m,n ∈ N
}
.
E´ claro que B e´ enumera´vel. Provemos que B e´ uma base para os abertos de X.
Seja U um aberto na˜o vazio de X e seja x ∈ U . Como U e´ aberto, existe r > 0 tal que
B(x, r) ⊆ U . Tome n ∈ N tal que 1
n
< r. Logo, B(x, 1
n
) ⊆ U .
Como D e´ denso em X, existe m ∈ N tal que xm ∈ B(x, 12n), isto e´, x ∈ B(xm, 12n). Agora
note que
B
(
xm,
1
2n
)
⊆ B
(
x,
1
n
)
⊆ U.
De fato, dado y ∈ B (xm, 12n),
d(y, x) ≤ d(y, xm) + d(xm, x) < 1
2n
+
1
2n
=
2
2n
=
1
n
< r
e enta˜o y ∈ B (x, 1
n
)
. Logo, dado x ∈ U , existem r, s ∈ N tal que
x ∈ B
(
xr,
1
s
)
⊆ U.
Da´ı, U e´ escrito como a unia˜o de elementos de B e enta˜o B e´ uma base para os abertos de X.
Corola´rio 1.2.10 Seja X um espac¸o me´trico separa´vel. Se M ⊆ X e´ subespac¸o de X enta˜o
M e´ separa´vel.
Demonstrac¸a˜o. Como X e´ separa´vel, pela Proposic¸a˜o 1.2.9 X satisfaz o segundo axioma
de enumerabilidade. Logo M satisfaz o segundo axioma de enumerabilidade e novamente pela
Proposic¸a˜o 1.2.9 segue que M e´ separa´vel.
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1.3 Espac¸os Vetoriais Topolo´gicos
Definic¸a˜o 1.3.1 Diremos que X e´ um espac¸o vetorial topolo´gico se X e´ um espac¸o vetorial
munido de uma topologia τ tal que as seguintes aplicac¸o˜es sa˜o cont´ınuas:
s : X ×X −→ X dada por s(x, y) = x+ y
m : K×X −→ X dada por m(λ, x) = λx
Neste caso dizemos que τ e´ uma topologia vetorial.
Note que pela definic¸a˜o de espac¸o vetorial topolo´gico, as translac¸o˜es Ta : X −→ X, a 6= 0
definidas por Ta(x) = a + x e as homotetias Hλ : X −→ X,λ ∈ K, λ 6= 0 definidas por
Hλ(x) = λx sa˜o homeomorfismos.
Proposic¸a˜o 1.3.2 Seja X um espac¸o vetorial topolo´gico. Enta˜o dado U uma vizinhanc¸a de
zero, existe V tambe´m vizinhanc¸a de zero tal que V + V ⊆ U .
Demonstrac¸a˜o. Como U e´ vizinhanc¸a de zero, segue que 0 ∈ U◦. Como U◦ e´ aberto em X e
s : X×X −→ X e´ cont´ınua, segue que s−1(U◦) e´ aberto em X×X. E´ claro que (0, 0) ∈ s−1(U◦).
Como s−1(U◦) e´ aberto em X ×X, existem V1, V2 ⊆ X abertos tal que (0, 0) ∈ V1 × V2 ⊆
s−1(U◦). Tome V = V1∩V2. E´ claro que 0 ∈ V , V e´ aberto e (0, 0) ∈ V ×V ⊆ V1×V2 ⊆ s−1(U◦).
Da´ı, 0 = s(0, 0) ∈ s(V × V ) ⊆ U◦ ⊆ U . Como s(V × V ) = V + V , segue que V + V ⊆ U .
Corola´rio 1.3.3 Seja X um espac¸o vetorial topolo´gico. Se U ⊆ X e´ um conjunto aberto e na˜o
vazio, enta˜o existe um conjunto aberto e na˜o vazio U1 ⊆ U e uma vizinhanc¸a W de zero tal
que U1 +W ⊆ U .
Demonstrac¸a˜o. Como U e´ na˜o vazio, seja a ∈ U . Como U e´ aberto, segue que U ∈ Ua. Logo,
−a+ U ∈ U0. Pela Proposic¸a˜o 1.3.2 existe V ∈ U0 tal que
V ◦ + V ◦ ⊆ −a+ U.
Da´ı,
(a+ V ◦) + V ◦ ⊆ U.
Definic¸a˜o 1.3.4 Seja X um espac¸o vetorial e A ⊆ X.
(i) A e´ dito equilibrado se λx ∈ A para todo x ∈ A e λ ∈ K, com |λ| ≤ 1.
(ii) A e´ dito absorvente se para cada x ∈ X existe δ > 0 tal que λx ∈ A para todo λ ∈
K, |λ| ≤ δ.
Proposic¸a˜o 1.3.5 Em um espac¸o vetorial topolo´gico X, cada vizinhanc¸a de zero e´ absorvente.
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Demonstrac¸a˜o. Seja U uma vizinhanc¸a de zero e x ∈ X. Como a aplicac¸a˜o
λ ∈ K→ λx ∈ X
e´ cont´ınua em 0, existe δ > 0 tal que λx ∈ U para todo |λ| ≤ δ. Logo U e´ absorvente.
Proposic¸a˜o 1.3.6 Seja X 6= {0} um espac¸o vetorial topolo´gico. Enta˜o X na˜o tem pontos
isolados.
Demonstrac¸a˜o. Suponha que x ∈ X tal que x 6= 0. Seja U ∈ Ux . Enta˜o existe U0 ∈ U0 tal
que U = x+ U0. Pela Proposic¸a˜o 1.3.5, segue que U0 e´ absorvente, isto e´, existe δ > 0 tal que
λx ∈ U0 para todo λ ∈ K com |λ| ≤ δ. Da´ı, δ2x ∈ U0 e enta˜o
x+
δ
2
x ∈ x+ U0 = U.
Como x+ δ
2
x 6= x, segue que x na˜o e´ ponto isolado.
Agora, se x = 0, tome y ∈ X tal que y 6= 0. Seja U0 ∈ U0 . Novamente pela Proposic¸a˜o
1.3.5 segue que U0 e´ absorvente e enta˜o existe δ > 0 tal que λy ∈ U0 para todo λ ∈ K com
|λ| ≤ δ. Assim, δ
2
y ∈ U0 e δ2y 6= 0 o que implica que 0 tambe´m na˜o e´ um ponto isolado.
Definic¸a˜o 1.3.7 Em um espac¸o vetorial E, um conjunto A ⊆ E e´ dito convexo se αx+βy ∈ A
para todo x, y ∈ A e α, β ≥ 0 com α + β = 1.
Definic¸a˜o 1.3.8 Diremos que X e´ um espac¸o localmente convexo se X e´ um espac¸o vetorial
topolo´gico tal que cada vizinhanc¸a de zero conte´m uma vizinhanc¸a convexa de zero. Neste caso
diremos que a topologia de X e´ uma topologia localmente convexa.
Definic¸a˜o 1.3.9 Seja E um espac¸o vetorial. Uma func¸a˜o p : E −→ R e´ chamada de seminorma
se verifica as seguintes condic¸o˜es:
(i) p(x) ≥ 0,∀x ∈ E.
(ii) p(λx) = |λ|p(x) para todo x ∈ E e λ ∈ K.
(iii) p(x+ y) ≤ p(x) + p(y) para todo x, y ∈ E.
Note que se uma seminorma p e´ tal que p(x) = 0 implica x = 0, enta˜o p e´ uma norma.
Proposic¸a˜o 1.3.10 Sejam E um espac¸o vetorial topolo´gico, e seja p : E −→ R uma semi-
norma. Sa˜o equivalentes:
a) p e´ cont´ınua.
b) O conjunto Up,1 = {x ∈ E : p(x) < 1} e´ aberto.
c) O conjunto Up,ε = {x ∈ E : p(x) < ε} e´ aberto para cada ε > 0.
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d) p e´ cont´ınua na origem.
Demonstrac¸a˜o. (a) ⇒ (b) Note que Up,1 = p−1((−∞, 1)) = {x ∈ E : p(x) < 1}. Como
(−∞, 1) e´ aberto em R, segue que Up,1 e´ aberto em E.
(b)⇒ (c) Seja ε > 0. Note que Up,ε = ε · Up,1. De fato, seja x ∈ Up,ε. E´ claro que x = ε · xε e
p
(x
ε
)
=
1
ε
p(x) <
1
ε
ε = 1.
Logo, x = ε · x
ε
∈ ε · Up,1. Analogamente, se x ∈ εUp,1, existe y ∈ Up,1 tal que x = εy. Da´ı,
p(x) = p(εy) = εp(y) < ε · 1 = ε
mostrando que x ∈ Up,ε. Como E e´ espac¸o vetorial topolo´gico e Up,1 e´ aberto enta˜o Up,ε e´
aberto.
(c)⇒ (d) Seja ε > 0. Tome Up,ε a vizinhanc¸a de zero em E. Da´ı, para todo x ∈ Up,ε,
p(x) < ε⇒ p(Up,ε) ⊆ (−ε, ε)
provando que p e´ cont´ınua na origem.
(d) ⇒ (a) Suponha p cont´ınua na origem. Sejam a ∈ E, ε > 0 e (p(a) − ε, p(a) + ε). Da´ı,
−p(a) + (p(a) − ε, p(a) + ε) e´ vizinhanc¸a de zero. Da´ı, existe V , vizinhanc¸a de zero em E tal
que
p(V ) ⊆ −p(a) + (p(a)− ε, p(a) + ε) = (−ε, ε).
Tome W = a+V . E´ claro que W e´ vizinhanc¸a de a. Mostremos que p(W ) ⊆ (p(a)−ε, p(a)+ε).
Seja x ∈ W , isto e´, x = a+ v com v ∈ V . Da´ı, x− a = v e
|p(x)− p(a)| ≤ p(x− a) = p(v) < ε.
Logo, p(x) ∈ (p(a)− ε, p(a) + ε) e enta˜o p(W ) ⊆ (p(a)− ε, p(a) + ε). Da´ı, p e´ cont´ınua em a.
Proposic¸a˜o 1.3.11 Seja E um espac¸o vetorial e seja p : E −→ R uma seminorma. Enta˜o o
conjunto
Up,ε = {x ∈ E : p(x) < ε}
e´ convexo, equilibrado e absorvente para todo ε > 0.
Demonstrac¸a˜o. Sejam ε > 0, x, y ∈ Up,ε, α, β ≥ 0 tais que α + β = 1. Da´ı,
p(αx+ βy) ≤ p(αx) + p(βy) = αp(x) + βp(y) < αε+ βε = (α + β)ε = ε.
Logo, αx + βy ∈ Up,ε, provando que Up,ε e´ convexo. Para provarmos que e´ equilibrado, seja
x ∈ Up,ε, λ ∈ K tal que |λ| ≤ 1. Da´ı,
p(λx) = |λ|p(x) ≤ p(x) < ε
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e enta˜o λx ∈ Up,ε. Finalmente, seja x ∈ E. Se p(x) = 0, tome δ = 1. Logo, para todo λ ∈ K
com |λ| ≤ 1,
p(λx) = |λ|p(x) = 0 < ε
implicando que λx ∈ Up,ε. Se p(x) 6= 0, tome δ = ε2p(x) . Assim, para todo λ ∈ K com |λ| ≤ δ,
p(λx) = |λ|p(x) ≤ ε
2p(x)
· p(x) = ε
2
< ε
implicando que λx ∈ Up,ε e enta˜o Up,ε e´ absorvente.
Proposic¸a˜o 1.3.12 Seja E um espac¸o vetorial e seja P uma famı´lia de seminormas em E.
Seja
B0 =
{⋂
p∈P0
Up,ε : P0 ⊆ P finito , ε > 0
}
Enta˜o existe uma u´nica topologia localmente convexa τP em E que admite B0 como base de
vizinhanc¸as de zero. A topologia τP e´ a mais fraca em E tal que cada p ∈ P e´ cont´ınua.
Diremos que τP e´ a topologia localmente convexa definida por P.
Demonstrac¸a˜o. Veja [21, Proposic¸a˜o 4.3, p. 10].
Corola´rio 1.3.13 Seja E um espac¸o vetorial e seja P uma famı´lia dirigida de seminormas em
E, ou seja, dadas p1, p2 ∈ P, existe p3 ∈ P tal que p3 ≥ p1 e p3 ≥ p2. Enta˜o os conjuntos Up,ε
com p ∈ P , ε > 0 formam uma base de vizinhanc¸as de zero em (E, τP)
Demonstrac¸a˜o. Seja U uma vizinhanc¸a de zero. Enta˜o existem p1, . . . , pn ∈ P , ε > 0 tais que
n⋂
j=1
Upj ,ε ⊆ U.
Tome p maior que p1, . . . , pn e considere Up,ε. E´ claro que
Up,ε ⊆
n⋂
j=1
Upj ,ε ⊆ U.
Logo, {Up,ε : p ∈ P , ε > 0} forma uma base de vizinhanc¸as de zero em (E, τP).
Corola´rio 1.3.14 Seja E um espac¸o localmente convexo e P uma famı´lia dirigida de semi-
normas em E que define a topologia de E. Enta˜o os conjuntos Up,ε, p ∈ P , ε > 0 formam uma
base de vizinhanc¸as de zero na topologia de E.
Demonstrac¸a˜o. Segue imediatamente do Corola´rio 1.3.13.
Proposic¸a˜o 1.3.15 Seja E um espac¸o vetorial topolo´gico e E0 um subespac¸o vetorial denso de
E, e seja F um espac¸o vetorial topolo´gico de Hausdorff completo. Enta˜o, dada T0 ∈ L(E0, F ),
existe uma u´nica T ∈ L(E,F ) tal que T (x) = T0(x) para todo x ∈ E0.
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Demonstrac¸a˜o. Veja [21, Proposic¸a˜o 10.3, p. 29].
Proposic¸a˜o 1.3.16 Seja E um espac¸o vetorial topolo´gico. Se E e´ de Hausdorff, enta˜o cada
subespac¸o de E de dimensa˜o finita e´ fechado.
Demonstrac¸a˜o. Veja [21, Corola´rio 11.2, p. 34].
Definic¸a˜o 1.3.17 (a) Um espac¸o vetorial topolo´gico E e´ dito metriza´vel se existe uma
me´trica em E que define a topologia de E.
(b) Se E e´ um espac¸o vetorial, enta˜o uma me´trica d em E e´ dita invariante sob translac¸o˜es
se
d(x, y) = d(a+ x, a+ y) para todo x, y, a ∈ E.
Teorema 1.3.18 Seja E um espac¸o vetorial topolo´gico de Hausdorff. Enta˜o E e´ metriza´vel
se, e somente se, existe uma base enumera´vel de vizinhanc¸as de zero. Neste caso existe uma
me´trica em E, invariante sob translac¸o˜es, que define a topologia de E.
Demonstrac¸a˜o. Veja [21, Teorema 12.3, p. 40].
Definic¸a˜o 1.3.19 Dizemos que E e´ um espac¸o de Fre´chet se E e´ um espac¸o localmente convexo
metriza´vel e completo.
Um exemplo importante de espac¸o de Fre´chet que utilizaremos nesse trabalho e´ o espac¸o
H(C) das func¸o˜es inteiras f : C −→ C. Esse espac¸o munido com a topologia compacto-aberta,
isto e´, a topologia localmente convexa gerada pelas seminormas pK : H(C) −→ R definidas por
pK(f) = sup
z∈K
|f(z)|,
com K ⊆ C compacto, se torna um espac¸o de Fre´chet. Os conjuntos
UK,ε =
{
f ∈ H(C) : sup
z∈K
|f(z)| < ε
}
,
com K ⊆ C compacto e ε > 0, formam uma base de vizinhanc¸as de zero que sa˜o convexas,
equilibradas e abertas nessa topologia.
Lema 1.3.20 Sejam X um espac¸o de Fre´chet e (pn)
∞
n=1 uma sequeˆncia dirigida de seminormas
que define a topologia de X. Sejam xk, x ∈ X, k ≥ 1 e U ⊆ X. Enta˜o:
(a) xk → x se, e somente se, pn(xk − x)→ 0, quando k →∞,∀n ≥ 1.
(b) (xk)k e´ de Cauchy se, e somente se, pn(xk − xl)→ 0, quando k, l→∞,∀n ≥ 1.
(c) U e´ vizinhanc¸a de x se, e somente se, existem n ∈ N e ε > 0 tais que
{y ∈ X : pn(y − x) < ε} ⊆ U.
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Demonstrac¸a˜o. (a)(⇒) Seja n ∈ N e ε > 0. Pelo Corola´rio 1.3.14, Upn,ε e´ vizinhanc¸a de zero.
Logo, existe k0 ∈ N tal que
xk − x ∈ Upn,ε,∀k ≥ k0.
Da´ı, para todo k ≥ k0, pn(xk − x) < ε e enta˜o pn(xk − x)→ 0.
(⇐) Seja U uma vizinhanc¸a de zero. Pelo Corola´rio 1.3.14, existem n ∈ N, ε > 0 tal que Upn,ε ⊆
U . Por hipo´tese, pn(xk − x)→ 0, logo existe k0 ∈ N tal que para todo k ≥ k0, pn(xk − x) < ε.
Enta˜o para todo k ≥ k0,
xk − x ∈ Upn,ε ⊆ U
e portanto, xk → x.
(b)(⇒) Sejam n ∈ N e ε > 0. Pelo Corola´rio 1.3.14, Upn,ε e´ vizinhanc¸a de zero. Logo, existe
k0 ∈ N tal que para todos k, l ≥ k0, xk − xl ∈ Upn,ε. Da´ı, para todos k, l ≥ k0, pn(xk − xl) < ε,
provando que pn(xk − xl)→ 0 quando k, l→∞.
(⇐) Seja U uma vizinhanc¸a de zero. Pelo Corola´rio 1.3.14, existem n ∈ N e ε > 0 tal que
Upn,ε ⊆ U . Por hipo´tese, pn(xk − xl) → 0 quando k, l → ∞. Logo, existe k0 ∈ N tal que para
todos k, l ≥ k0, pn(xk − xl) < ε. Enta˜o, para todos k, l ≥ k0,
xk − xl ∈ Upn,ε ⊆ U
e enta˜o (xk)k e´ de Cauchy.
(c)(⇒) Seja U uma vizinhanc¸a de x. Logo, −x+ U e´ uma vizinhanc¸a de zero e pelo Corola´rio
1.3.14 existem n ∈ N e ε > 0 tal que
Upn,ε ⊆ −x+ U.
Da´ı,
{y ∈ X : pn(y − x) < ε} = x+ Upn,ε ⊆ U.
(⇐) Suponha que existam n ≥ 1 e ε > 0 tal que
{y ∈ X : pn(y − x) < ε} ⊆ U.
Pelo Corola´rio 1.3.14, Upn,ε e´ vizinhanc¸a de zero, logo x+ Upn,ε e´ vizinhanc¸a de x. Da´ı,
x ∈ (x+ Upn,ε)◦ ⊆ x+ Upn,ε = {y ∈ X : pn(y − x) < ε} ⊆ U
e portanto, U e´ vizinhanc¸a de x.
Proposic¸a˜o 1.3.21 Sejam E e F dois espac¸os localmente convexos, e sejam P e Q famı´lias
dirigidas de seminormas que definem as topologias de E e F , respectivamente. Enta˜o uma
aplicac¸a˜o linear T : E −→ F e´ cont´ınua se, e somente se, dada q ∈ Q, existem p ∈ P e c > 0
tais que
q(T (x)) ≤ cp(x),∀x ∈ E.
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Demonstrac¸a˜o. Primeiramente, lembre que se a topologia de um espac¸o localmente convexo
E e´ definida por uma famı´lia dirigida de seminormas P , enta˜o os conjuntos
Up,ε = {x ∈ E : p(x) < ε}, p ∈ P
formam uma base de vizinhanc¸as de zero em E conforme o Corola´rio 1.3.14. Ale´m disso,
dados E e F espac¸os vetoriais topolo´gicos, B0(E) e B0(F ) bases de vizinhanc¸as de zero em
E e F , respectivamente, uma aplicac¸a˜o linear T : E −→ F e´ cont´ınua se, e somente se, dada
V ∈ B0(F ), existe U ∈ B0(E) tal que T (U) ⊆ V .
(⇒) Suponha T cont´ınua e seja q ∈ Q. Considerando a vizinhanc¸a Uq,1, existem p ∈ P e ε > 0
tal que
T (Up,ε) ⊆ Uq,1
ou seja, se x ∈ E e´ tal que p(x) < ε, enta˜o q(T (x)) < 1. Seja x ∈ E e suponha que p(x) 6= 0.
Enta˜o ε
2p(x)
x ∈ E e
p
(
ε
2p(x)
x
)
=
ε
2p(x)
p(x) =
ε
2
< ε
da´ı, ε
2p(x)
x ∈ Up,ε, logo
q
(
T
(
ε
2p(x)
x
))
< 1⇒ q(T (x)) < 2
ε
p(x).
Tomando 0 < c := 2
ε
, enta˜o q(T (x)) ≤ cp(x). Agora suponha que p(x) = 0. Mostremos que
q(T (x)) = 0. Suponha que q(T (x)) > 0. Como p(x) = 0 < ε, segue que x ∈ Up,ε, e enta˜o
q(T (x)) < 1. Da´ı, 0 < q(T (x)) < 1. Seja b > 0 tal que bq(T (x)) ≥ 1. Enta˜o
0 = bp(x) = p(bx) < ε⇒ q(T (bx)) < 1. (1.2)
Mas,
q(T (bx)) = bq(T (x)) ≥ 1 (1.3)
e enta˜o, de (1.2) e (1.3) temos um absurdo. Logo q(T (x)) = 0 e enta˜o
0 = q(T (x)) ≤ cp(x) = 0.
Logo,
q(T (x)) ≤ cp(x),∀x ∈ E.
(⇐) Seja Uq,ε uma vizinhanc¸a de zero em F , com q ∈ Q e ε > 0. Por hipo´tese, existem p ∈ P e
c > 0 tal que q(T (x)) ≤ cp(x), para todo x ∈ E. Tome ε′ = ε
c
> 0 e Up,ε′ a vizinhanc¸a de zero
em E. Afirmamos que T (Up,ε′) ⊆ Uq,ε. De fato, seja x ∈ Up,ε′ , da´ı p(x) < ε′. Logo,
q(T (x)) ≤ cp(x) < cε′ = c · ε
c
= ε
e enta˜o T (x) ∈ Uq,ε. Portanto, T e´ cont´ınua.
17
Proposic¸a˜o 1.3.22 Em um espac¸o localmente convexo E, cada vizinhanc¸a de zero conte´m
uma vizinhanc¸a convexa e equilibrada de zero.
Demonstrac¸a˜o. Veja [21, Proposic¸a˜o 3.6, p. 8].
Proposic¸a˜o 1.3.23 Seja E um espac¸o localmente convexo, e seja B0 uma base de vizinhanc¸as
convexas e equilibradas de zero em E. Enta˜o existe uma famı´lia dirigida de seminormas que
define a topologia de E.
Demonstrac¸a˜o. Veja [21, Corola´rio 4.8, p. 12]
Definic¸a˜o 1.3.24 Sejam E um espac¸o localmente convexo, P a famı´lia de seminormas que
define a topologia de E e (xn)
∞
n=1 uma sequeˆncia em E. Diremos que a se´rie
∑∞
j=1 xj e´ absolu-
tamente convergente em E se, e somente se,
∞∑
j=1
p(xj) <∞, ∀p ∈ P .
Proposic¸a˜o 1.3.25 Seja E um espac¸o localmente convexo. Enta˜o E e´ completo se, e somente
se, toda se´rie absolutamente convergente for convergente.
Demonstrac¸a˜o. (⇒) Sejam P a famı´lia de seminormas que definem a topologia de E,
(xj)
∞
j=1 ⊆ E e considere a se´rie absolutamente convergente
∞∑
j=1
xj.
Seja p ∈ P e ε > 0. Como a se´rie e´ absolutamente convergente, segue que
∞∑
j=1
p(xj) <∞
e enta˜o existe n0 ∈ N tal que ∞∑
j=m1
p(xj) < ε,∀m ≥ n0.
Assim, se n > m ≥ n0, sendo sk =
∑k
j=1 xj, enta˜o
p(sn − sm) = p
(
n∑
j=1
xj −
m∑
j=1
xj
)
= p
(
n∑
j=m+1
xj
)
≤
n∑
j=m+1
p(xj) ≤
∞∑
j=m+1
p(xj) < ε
provando que (sn)
∞
n=1 e´ de Cauchy em E, pelo Lema 1.3.20. Como por hipo´tese E e´ completo,
segue que (sn) converge. Portanto,
∑∞
j=1 xj converge.
(⇐) Seja (xn)∞n=1 ⊆ E uma sequeˆncia de Cauchy. Provemos que (xn)n converge em E. Sejam
p ∈ P e tome (nj)∞j=1 ⊆ N estritamente crescente tal que
p(xn − xm) ≤ 1
2j
,∀m,n ≥ nj.
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Em particular, p(xnj+1 − xnj) ≤ 12j e enta˜o
∞∑
j=1
p(xnj+1 − xnj) ≤
∞∑
j=1
1
2j
= 1
provando que
∞∑
j=1
(xnj+1 − xnj)
e´ absolutamente convergente e enta˜o
∑∞
j=1 xn(j+1) − xnj converge. Como
xnk+1 = xn1 +
k∑
j=1
(xnj+1 − xnj)
segue que (xnk+1)
∞
k=1 converge em E. Como (xnk+1)k e´ subsequeˆncia da sequeˆncia de Cauchy
(xn)n, segue que (xn)n converge e enta˜o E e´ completo.
Definic¸a˜o 1.3.26 Seja X um espac¸o topolo´gico, F um espac¸o vetorial topolo´gico e F uma
famı´lia de aplicac¸o˜es de X em F . Diremos que F e´ equicont´ınua em um ponto a ∈ X se dado
V vizinhanc¸a de zero em F , existe U vizinhanc¸a de a em X tal que
f(x) ∈ f(a) + V, ∀x ∈ U,∀f ∈ F .
Diremos que F e´ equicont´ınua quando for equicont´ınua em todos os pontos de X.
Definic¸a˜o 1.3.27 Seja X um espac¸o vetorial topolo´gico. Diremos que X e´ um espac¸o de
Baire quando a intersec¸a˜o de cada sequeˆncia de subconjuntos abertos e densos em X for um
subconjunto denso em X.
Teorema 1.3.28 Todo espac¸o me´trico completo e´ um espac¸o de Baire.
Demonstrac¸a˜o. Veja [18, Theorem 1, p. 87].
Definic¸a˜o 1.3.29 Em um espac¸o vetorial topolo´gico E, um conjunto A ⊆ E e´ dito limitado
se dado qualquer vizinhanc¸a de zero U , existe δ > 0 tal que λA ⊆ U para todo λ ∈ K, com
|λ| ≤ δ.
Proposic¸a˜o 1.3.30 Seja E um espac¸o vetorial topolo´gico. Um subconjunto A ⊆ E e´ limitado
se, e somente se, dadas sequeˆncias (xn)
∞
n=1 ⊆ A e (λn)∞n=1 ⊆ K, com λn −→ 0, tem-se que
λnxn −→ 0.
Demonstrac¸a˜o. Veja [24, Proposition 5.3, p. 26].
Lema 1.3.31 Seja E um espac¸o vetorial topolo´gico metriza´vel. Enta˜o
lim
α→0
d(αx, 0) = 0
para todo x ∈ E.
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Demonstrac¸a˜o. Relembre que em um espac¸o me´trico, xn −→ x se, e somente se, d(xn, x) −→
0 em R.
Sejam x ∈ E e λn −→ 0. Como {x} e´ limitado, segue da Proposic¸a˜o 1.3.30 que λnx −→ 0
em E e como E e´ metriza´vel, segue que d(λnx, 0) −→ 0 quando n −→∞. Logo
lim
α→0
d(αx, 0) = 0
para todo x ∈ E.
Proposic¸a˜o 1.3.32 Sejam E um espac¸o vetorial topolo´gico metriza´vel e (yn)
∞
n=1 ⊆ E. Enta˜o
existem αn ∈ (0, 1], n ∈ N tal que αnxn −→ 0.
Demonstrac¸a˜o. Pelo Lema 1.3.31, como lim
α→0
d(αy1, 0) = 0, existe α1 ∈ (0, 1] tal que d(α1y1, 0) <
1.
Da mesma forma, como lim
α→0
d(αy2, 0) = 0, existe α2 ∈ (0, 1] tal que d(α2y2, 0) < 12 .
Procedendo dessa forma, para cada n ∈ N, existe αn ∈ (0, 1] tal que
d(αnyn, 0) <
1
n
. (1.4)
Da´ı, fazendo n → ∞ na equac¸a˜o 1.4, temos que d(αnyn, 0) → 0 e como E e´ metriza´vel,
segue que αnyn → 0.
Teorema 1.3.33 (Teorema da Aplicac¸a˜o Aberta) Seja E um espac¸o vetorial topolo´gico
metriza´vel e completo, seja F um espac¸o vetorial topolo´gico de Baire, e seja T ∈ L(E,F ).
Enta˜o as sequintes condic¸o˜es sa˜o equivalentes:
(i) T e´ sobrejetiva;
(ii) T e´ aberta.
Demonstrac¸a˜o. Veja [21, Teorema 13.4, p. 47].
Corola´rio 1.3.34 Seja E um espac¸o vetorial topolo´gico metriza´vel e completo, seja F um
espac¸o vetorial topolo´gico de Baire, e seja T ∈ L(E,F ) uma aplicac¸a˜o bijetiva. Enta˜o T e´ um
isomorfismo topolo´gico.
Demonstrac¸a˜o. Segue do Teorema 1.3.33.
Teorema 1.3.35 (Teorema do Gra´fico Fechado) Sejam E e F dois espac¸os vetoriais to-
polo´gicos metriza´veis e completos. Seja T : E −→ F uma aplicac¸a˜o linear cujo gra´fico GT e´
fechado em E × F . Enta˜o T e´ cont´ınua.
Demonstrac¸a˜o. Veja [21, Teorema 13.7, p. 49].
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Teorema 1.3.36 (Teorema de Hahn-Banach) Seja E um espac¸o vetorial sobre K e seja
p : E −→ R uma seminorma. Seja M0 um subespac¸o de E, e seja φ0 : M0 −→ K um funcional
linear tal que |φ0(x)| ≤ p(x) para todo x ∈ M0. Enta˜o existe um funcional linear φ : E −→ K
tal que φ(x) = φ0(x) para todo x ∈M0 e |φ(x)| ≤ p(x) para todo x ∈ E.
Demonstrac¸a˜o. Veja [18, Theorem 2, p. 126].
Proposic¸a˜o 1.3.37 Seja E um espac¸o localmente convexo de Hausdorff, e sejam x1, . . . , xn n
vetores linearmente independentes em E. Enta˜o existem φ1, . . . , φn ∈ E ′ tais que φj(xk) = δjk
para j, k = 1, . . . , n.
Demonstrac¸a˜o. Veja [21, Corola´rio 16.5, p. 60].
Finalizamos as preliminares com o Teorema 1.3.42 que e´ um resultado essencial na prova
do Lema 4.2.3 que e´ necessa´rio para demonstrar o principal resultado deste trabalho. Para
demonstrar esse teorema precisamos das definic¸o˜es e dos dois resultados a seguir.
Definic¸a˜o 1.3.38 Seja E um espac¸o vetorial e M um subespac¸o de E. Definimos a codimensa˜o
de M como sendo a dimensa˜o do espac¸o E/M .
Definic¸a˜o 1.3.39 Seja E um espac¸o vetorial topolo´gico, e sejam M1,M2, . . . ,Mn subespac¸os
vetoriais de E. Diremos que E e´ a soma direta topolo´gica de M1, . . . ,Mn, e escrevemos E =
M1 ⊕M2 ⊕ . . .⊕Mn, se a aplicac¸a˜o S : M1 × . . .×Mn −→ E definida por
S(x1, . . . , xn) = x1 + . . .+ xn
e´ um isomorfismo topolo´gico.
Proposic¸a˜o 1.3.40 Seja E um espac¸o vetorial, e seja P uma famı´lia de seminormas em E.
Enta˜o (E, τP) e´ um espac¸o topolo´gico de Hausdorff se, e somente se,⋂
p∈P
p−1{0} = {0}.
Demonstrac¸a˜o. Veja [21, Corola´rio 4.5, p. 11].
Proposic¸a˜o 1.3.41 Seja E um espac¸o vetorial topolo´gico de Hausdorff. Enta˜o para cada su-
bespac¸o fechado M de E de codimensa˜o finita, existe N subespac¸o de E tal que dimN < +∞
e
E = M ⊕N.
Demonstrac¸a˜o. Veja [21, Corola´rio 11.6, p. 36].
O pro´ximo teorema sera´ importante num lema necessa´rio para demonstrar o u´ltimo resultado
desta dissertac¸a˜o.
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Teorema 1.3.42 Seja F um espac¸o localmente convexo, completo e de Hausdorff, (pn)
∞
n=1
uma sequeˆncia crescente de seminormas que define a topologia de F . Suponha que ker pn tenha
codimensa˜o finita para todo n ∈ N. Enta˜o F e´ topologicamente isomorfo a` KN, munido da
topologia produto.
Demonstrac¸a˜o. Defina Kn = ker pn, n ∈ N. E´ fa´cil ver que ker pn e´ um subespac¸o fechado
de F e como pn ≤ pn+1,∀n ∈ N, temos que Kn+1 ⊆ Kn,∀n ∈ N. Como a codimensa˜o de K1 e´
finita segue da Proposic¸a˜o 1.3.41 que podemos escrever
F = K1 ⊕M1, com dimM1 < +∞.
Da mesma forma, podemos escrever
K1 = K2 ⊕M2, com dimM2 < +∞,
K2 = K3 ⊕M3, com dimM3 < +∞,
...
Kn = Kn+1 ⊕Mn+1, com dimMn+1 < +∞.
Note que
F = Kn ⊕Mn ⊕Mn−1 ⊕ . . .⊕M1,∀n ∈ N.
Seja pin : F −→Mn a projec¸a˜o sobre Mn e considere
E =
∞∏
n=1
Mn.
Como E e´ o produto cartesiano de espac¸os de dimensa˜o finita, e´ fa´cil ver que E e KN sa˜o
algebricamente isomorfos e considerando a topologia produto em E segue que eles sa˜o topologi-
camente isomorfos. Sendo assim, basta mostrarmos que E e F sa˜o topologicamente isomorfos
que o resultado segue. Para isso, defina T : F −→ E por
T (x) = (pin(x))
∞
n=1
E´ claro que T e´ linear e cont´ınua, pois cada pin e´ cont´ınua. Mostremos que T e´ injetora e
sobrejetora. Suponha que T (x) = 0. Logo, (pin(x))
∞
n=1 = 0, isto e´, pin(x) = 0,∀n ∈ N. Da´ı,
x ∈
∞⋂
n=1
ker pn
e enta˜o, x = 0, mostrando que T e´ injetora. Para mostrar que T e´ sobrejetora, seja y =
(yn)
∞
n=1 ∈ E. Defina xn = y1 + . . . + yn. Fixando uma seminorma pr, r ∈ N temos que para
todos m > n > r
pr(xm − xn) = pr(yn+1 + . . .+ ym) = 0.
22
Logo, (xn)
∞
n=1 e´ de Cauchy em F . Digamos que xn → x quando n → ∞. Note que pir(xn) =
yr, ∀n ≥ r. De fato, se n ≥ r, como
F = Kn ⊕Mn ⊕ . . .⊕Mr ⊕ . . .⊕ . . .⊕M1,
segue que
pir(xn) = pir(y1) + . . .+ pir(yr) + . . .+ pir(yn) = pir(yr) = yr.
Da´ı, segue que pir(xn) → yr quando n → ∞. Mas, pir(xn) → pir(x). Da´ı, pir(x) = yr,∀r ∈ N.
Logo,
T (x) = (pin(x))
∞
n=1 = (yn)
∞
n=1 = y.
Pelo Teorema 1.3.33 segue que T e´ um isomorfismo topolo´gico, isto e´, T e´ cont´ınua, bijetora e
T−1 e´ cont´ınua. Logo, F e´ isomorfo a KN.
Cap´ıtulo 2
Operadores Hiperc´ıclicos
Conforme ja´ dito na introduc¸a˜o, neste cap´ıtulo estudaremos principalmente a noc¸a˜o de hiper-
ciclicidade. Mas ale´m disso abordaremos as noc¸o˜es de transitividade topolo´gica, operadores
mixing e fracamente mixing e veremos a relac¸a˜o entre elas. Estudaremos tambe´m diversos
resultados ba´sicos a respeito dessas noc¸o˜es.
2.1 Hiperciclicidade
Definic¸a˜o 2.1.1 Um sistema dinaˆmico e´ um par (X,F ) onde X e´ um espac¸o me´trico e
F : X −→ X e´ uma func¸a˜o cont´ınua. Muitas vezes vamos nos referir ao sistema dinaˆmico
(X,F ) simplesmente por F : X −→ X.
Definic¸a˜o 2.1.2 Sejam (X,F ) um sistema dinaˆmico e x ∈ F . Definimos a F -o´rbita de x como
sendo o conjunto
Orb(F, x) = {x, F (x), F 2(x), . . .}
e dizemos que F tem o´rbita densa quando existe algum x ∈ X tal que o conjunto Orb(F, x) e´
denso em X.
Definic¸a˜o 2.1.3 Um sistema dinaˆmico F : X −→ X e´ topologicamente transitivo se para quais-
quer U, V ⊂ X abertos e na˜o vazios, existe um n ≥ 0 tal que F n(U) ∩ V 6= ∅.
Proposic¸a˜o 2.1.4 Seja F : X −→ X uma func¸a˜o cont´ınua no espac¸o me´trico X sem pontos
isolados.
(a) Se x ∈ X tem o´rbita densa sobre F , enta˜o F n(x) tambe´m tem o´rbita densa sobre F , para
todo n ≥ 1.
(b) Se F tem o´rbita densa enta˜o F e´ topologicamente transitivo.
Demonstrac¸a˜o.
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(a) Seja x ∈ X tal queOrb(F, x) e´ denso emX e n ≥ 1. Enta˜oOrb(F, x)\{x, F (x), . . . , F n−1(x)}
e´ denso em X pela Proposic¸a˜o 1.2.1.
(b) Seja x ∈ X tal que {x, F (x), F 2(x), . . .} seja denso em X. Sejam U, V ⊂ X abertos na˜o
vazios. Como Orb(F, x) e´ denso em X, existe n ∈ N tal que F n(x) ∈ U . Pelo item (a), existe
m ≥ n tal que Fm(x) ∈ V . Note que Fm(x) = Fm−n(F n(x)) ∈ Fm−n(U) e Fm(x) ∈ V . Assim,
Fm−n(U) ∩ V 6= ∅ e assim conclu´ımos que F e´ topologicamente transitivo.
Proposic¸a˜o 2.1.5 Seja F : X −→ X um sistema dinaˆmico. Enta˜o F e´ topologicamente tran-
sitivo se, e somente se, para qualquer U ⊂ X aberto na˜o vazio, ⋃∞n=0 F−n(U) e´ denso em
X.
Demonstrac¸a˜o.
(⇒) Seja U ⊂ X aberto e na˜o vazio e considere A = ⋃∞n=0 F−n(U). Seja V ⊂ X aberto na˜o
vazio. Como F e´ topologicamente transitivo, existe n ≥ 0 tal que F n(V ) ∩ U 6= ∅, ou seja,
existe v ∈ V tal que F n(v) ∈ U e enta˜o, v ∈ F−n(U), o que implica que v ∈ ⋃∞n=0 F−n(U) = A.
Como v ∈ V e v ∈ A, V ∩ A 6= ∅ e enta˜o A e´ denso em X.
(⇐) Sejam U, V ⊂ X abertos e na˜o vazios. Por hipo´tese, ⋃∞n=0 F−n(V ) e´ denso em X. Enta˜o,
existe n ≥ 0 tal que F−n(V ) ∩ U 6= ∅, ou seja, existe u ∈ U tal que u ∈ F−n(V ) e enta˜o,
F n(u) ∈ V . E´ claro que F n(u) ∈ F n(U). Logo F n(U) ∩ V 6= ∅ e enta˜o F e´ topologicamente
transitivo.
Teorema 2.1.6 (Teorema da Transitividade de Birkhoff) Seja F : X −→ X uma func¸a˜o
cont´ınua no espac¸o me´trico, separa´vel e completo X sem pontos isolados. Enta˜o as seguintes
proposic¸o˜es sa˜o equivalentes:
(i) F e´ topologicamente transitivo.
(ii) Existe x ∈ X tal que Orb(F, x) e´ denso em X.
Demonstrac¸a˜o.
Pela Proposic¸a˜o 2.1.4 item (b), temos que (ii) ⇒ (i). Mostremos que (i) ⇒ (ii). Seja D(F ) o
conjunto dos pontos de X que possuem o´rbita densa sobre F . Como X e´ separa´vel, existe um
subconjunto denso e enumera´vel. Digamos {yj : j ≥ 1} esse conjunto. Assim, para m, j ≥ 1, as
bolas B
(
yj,
1
m
)
formam uma base enumera´vel para a topologia de X. Seja (Uk)k≥1 essa base.
Assim, x ∈ D(F ) se e somente se para todo k ≥ 1, existe n ≥ 1 tal que F n(x) ∈ Uk, isto e´:
D(F ) =
∞⋂
k=1
∞⋃
n=0
F−n(Uk).
Pela continuidade de F , como Uk e´ aberto, F
−n(Uk) e´ aberto, logo
⋃∞
n=0 F
−n(Uk) e´ aberto para
todo k ∈ N. Ale´m disso, como cada Uk e´ aberto, segue pela Proposic¸a˜o 2.1.5 que
⋃∞
n=0 F
−n(Uk)
e´ denso em X.
25
Como X e´ me´trico e completo, X e´ um espac¸o de Baire, logo D(F ) =
⋂∞
k=0
⋃∞
n=0 F
−n(Uk)
e´ denso em X e consequentemente, na˜o vazio. Enta˜o existe x ∈ X tal que Orb(F, x) e´ denso
em X.
Como foi demonstrado, a implicac¸a˜o (ii) ⇒ (i) sempre e´ verdadeira pelo item (b) da Pro-
posic¸a˜o 2.1.4. Entretanto, se retirarmos a hipo´tese de X ser completo, a implicac¸a˜o (i)⇒ (ii)
na˜o e´ sempre verdadeira. No exemplo a seguir, mostraremos um exemplo de operador que e´
topologicamente transitivo mas na˜o tem o´rbita densa para nenhum ponto.
Exemplo 2.1.7 Seja BC = {z ∈ C : |z| = 1} com a topologia induzida de C e T : BC −→ BC
dado por T (z) = z2. E´ claro que T esta´ bem definido, pois se z ∈ BC temos que |T (z)| = |z2| =
|z|2 = 1 e enta˜o T (z) ∈ BC.
Mostremos que T e´ topologicamente transitivo. Sejam U, V ⊆ BC abertos e na˜o vazios.
Como U e´ aberto, U conte´m um arco fechado de medida
2pi
2n
para algum n ≥ 1. Observe
tambe´m que se z = reiθ = r(cos θ+ isenθ) enta˜o z2 = r2(cos 2θ+ isen2θ), ou seja, ao aplicar T
em z ∈ C temos que o argumento de z2 e´ o dobro do argumento de z.
Como U conte´m um arco fechado de medida
2pi
2n
, T n(U) conte´m um arco fechado de medida
2n · 2pi
2n
= 2pi.
Enta˜o T n(U) = BC e, assim, T
n(U)∩V = BC∩V = V 6= ∅, provando que T e´ topologicamente
transitivo.
Agora considere X = {z ∈ C : z2n = 1, para algum n ∈ N} e TX : X −→ X dado por
TX(z) = T (z). Mostremos que TX esta´ bem definida (T (X) ⊆ X), e´ topologicamente transitivo
mas para nenhum ponto tem o´rbita densa.
Primeiramente mostremos a boa definic¸a˜o. Seja z ∈ X. Enta˜o z2n = 1 para algum n ∈ N.
Mostremos que TX(z)
2k = 1 para algum k ∈ N. Se n = 1, enta˜o z2 = 1 e da´ı,
TX(z) = T (z) = z
2 = 1⇒ TX(z)2
2
= T (z)2
2
= 14 = 1⇒ T (z) ∈ X.
Agora se n > 1, tomando k = n− 1 temos que
TX(z)
2k = T (z)2
k
= (z2)2
k
= z2·2
k
= z2
k+1
= z2
n−1+1
= z2
n
= 1⇒ TX(z) = T (z) ∈ X.
Mostremos agora que X e´ denso em BC. Seja x = e
iθ ∈ BC e U ∈ Ux. Da´ı x ∈ U◦ e como
U◦ e´ aberto, existe δ > 0 tal que eiϕ ∈ U◦ sempre que θ − δ ≤ ϕ ≤ θ + δ. Tome k, n ∈ N tal
que
θ <
2kpi
2n
≤ θ + δ.
Como θ − δ ≤ θ < 2kpi
2n
≤ θ + δ, segue que z = e
i
2kpi
2n

∈ X, z ∈ U◦ ⊆ U .
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Para mostrar que TX e´ topologicamente transitivo, sejam U, V ⊆ X abertos e na˜o vazios.
Enta˜o U = U˜ ∩X, V = V˜ ∩X, onde U˜ , V˜ ⊆ BC sa˜o abertos e na˜o vazios. Ja´ provamos no in´ıcio
do exemplo que T e´ topologicamente transitivo. Logo, existe n ∈ N tal que T n(U˜) ∩ V˜ 6= ∅,
isto e´, existe z0 ∈ U˜ tal que T n(z0) ∈ V˜ .
Como U˜ e´ aberto, existe δ1 > 0 tal que se arg(z0)− δ1 ≤ ϕ ≤ arg(z0) + δ1, enta˜o eiϕ ∈ U˜ .
Tambe´m como V e´ aberto, existe δ2 > 0 tal que se arg(T
n(z0)) − δ2 ≤ ϕ ≤ arg(T n(z0)) + δ2
enta˜o eiϕ ∈ V˜ . Seja θ = arg(z0) e δ = min{δ1, δ2}. Tome k, l ∈ N tal que∣∣∣∣θ − 2kpi2l
∣∣∣∣ < 12n δ
e considere z = e
i
2kpi
2l

. Temos que∣∣∣∣θ − 2kpi2l
∣∣∣∣ < 12n δ < 1 · δ ≤ δ1
e enta˜o z ∈ U˜ . Como z ∈ X, segue da definic¸a˜o que z ∈ U . Agora
|arg(T n(z))− arg(T n(z0))| =
∣∣∣∣2n · 2kpi2l − 2nθ
∣∣∣∣ = ∣∣∣∣2n(2kpi2l − θ
)∣∣∣∣ = 2n ∣∣∣∣2kpi2l − θ
∣∣∣∣
< 2n · 1
2n
· δ = δ ≤ δ2
e enta˜o T n(z) ∈ V˜ . Como z ∈ X e T (X) ⊆ X, segue que T n(z) ∈ X e da´ı T n(z) ∈ V˜ ∩X = V .
Portanto, existe z ∈ U e n ∈ N tal que T nX(z) = T n(z) ∈ V o que implica que TX e´
topologicamente transitivo.
Por fim, mostremos que TX na˜o tem o´rbita densa para nenhum ponto de X. De fato, se
x ∈ X enta˜o existem k, n ∈ N tais que k ∈ {0, 1, . . . , 2n − 1} e x = e
i
2kpi
2n

. Da´ı,
T nX(x) = T
n(x) = e
i
2n·2kpi
2n

= e2kpii = cos(2kpi) + isen(2kpi) = 1
logo, para todo k > n, T kX(x) = T
k(x) = 1 e assim Orb(TX , x) = {T n(x) : n ∈ N} na˜o pode ser
denso em X.
E´ claro que X na˜o e´ completo. Seja z ∈ BC tal que z3 = 1. E´ claro que z /∈ X. Como
X e´ denso em BC, existe (zn)
∞
n=1 ⊆ X tal que zn −→ z, provando que X na˜o e´ fechado e
consequentemente, na˜o e´ completo.
Definic¸a˜o 2.1.8 Um sistema dinaˆmico linear e´ um par (X,T ) onde X e´ um espac¸o de Fre´chet
separa´vel e T : X −→ X e´ um operador linear e cont´ınuo.
A principal noc¸a˜o estudada na dinaˆmica linear e´ o conceito de hiperciclicidade, que trata-
remos agora.
A definic¸a˜o de func¸a˜o hiperc´ıclica pode ser feita em qualquer espac¸o topolo´gico X. No nosso
caso, vamos nos restringir a espac¸os de Fre´chet separa´veis e operadores lineares cont´ınuos entre
esses espac¸os.
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Definic¸a˜o 2.1.9 Seja (X,T ) um sistema dinaˆmico linear. Dizemos que T e´ hiperc´ıclico se
existe x ∈ X tal que Orb(T, x) = {x, T (x), . . . , T n(x), . . .} e´ denso em X. Nesse caso, x e´ um
vetor hiperc´ıclico de T . O conjunto de todos os vetores hiperc´ıclicos de T sera´ denotado por
HC(T ).
Vejamos a seguir dois exemplos de operadores lineares que sa˜o hiperc´ıclicos.
Exemplo 2.1.10 Seja `p(1 ≤ p < ∞) o espac¸o de Banach das sequeˆncias p-soma´veis e para
cada a ∈ R, considere o operador Ta : `p −→ `p definido por
Ta(ξ1, ξ2, . . .) = a(ξ2, ξ3, . . .).
Se a > 1, enta˜o T sera´ hiperc´ıclico.
De fato, considere T : `p −→ `p e S : `p −→ `p definido por
T (ξ1, ξ2, . . .) = (ξ2, ξ3, . . .), S(ξ1, ξ2, . . .) = (0, ξ1, ξ2, . . .)
e sejam Ta = aT e B =
1
a
S, com a > 1. Como `p e´ separa´vel, existe um conjunto que e´
denso e enumera´vel em `p e formado por sequeˆncias de c00. Digamos que {xn : n ∈ N} seja esse
conjunto. Para cada n ∈ N, seja k(n) o maior ı´ndice das coordenadas de xn tal que xn 6= 0 e
considere (rn)
∞
n=1 uma sequeˆncia de inteiros positivos tomados da seguinte forma
rn > ma´x1≤i≤nk(i) e ‖Brn(xn)‖ =
∥∥∥∥ 1arn (0, 0, . . . , ξ1, ξ2, . . .)
∥∥∥∥ = 1arn ‖xn‖ < 12n . (2.1)
Considere pn =
n∑
j=1
rj e tome y =
∞∑
n=1
Bpn(xn). Mostremos que y esta´ bem definido. De fato,
como pn ≥ rn e a > 1, segue que apn ≥ arn e enta˜o
‖Bpn(xn)‖ = 1
apn
‖xn‖ ≤ 1
arn
‖xn‖
(2.1)
<
1
2n
,∀n.
Logo,
∞∑
j=1
‖Bpn(xn)‖ ≤
∞∑
j=1
1
2n
<∞. Como `p e´ um espac¸o de Banach, segue que
∞∑
j=1
Bpn(xn) <∞
e y esta´ bem definido, isto e´, a se´rie e´ convergente.
Por outro lado, se i < n, enta˜o rn > ma´x1≤i≤nk(i) ≥ k(i), i = 1, . . . , n. Logo, k(i) < rn, i =
1, . . . , n e enta˜o
T rna (xi) = 0. (2.2)
Portanto,
T pna (y) = T
pn
a
( ∞∑
k=1
Bpk(xk)
)
= T pna
(
lim
j→∞
j∑
k=1
Bpk(xk)
)
= lim
j→∞
T pna
(
j∑
k=1
Bpk(xk)
)
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= lim
j→∞
j∑
k=1
T pna (B
pk(xk)) =
∞∑
k=1
T pna (B
pk(xk)) =
n∑
k=1
T pna (B
pk(xk)) +
∞∑
k=n+1
T pna (B
pk(xk)).
Para k < n, temos que pk < pn e enta˜o pn = pk + rk+1 + . . .+ rn. Da´ı, pela equac¸a˜o (2.2), segue
que T pna (B
pk(xk)) = 0 e consequentemente,
n∑
k=1
T pna (B
pk(xk)) = xn.
Agora, para k > n, pk > pn e enta˜o T
pn
a (B
pk(xk)) = B
pk−pn(xk) e da´ı,
∞∑
k=n+1
T pna (B
pk(xk)) =
∞∑
k=n+1
Bpk−pn(xk). Portanto,
T pna (y) = xn +
∞∑
k=n+1
Bpk−pn(xk).
Note que∥∥∥∥∥
∞∑
k=n+1
Bpk−pn(xk)
∥∥∥∥∥ ≤
∞∑
k=n+1
‖Bpk−pn(xk)‖ ≤
∞∑
k=n+1
1
apk−pn
‖xk‖ ≤
∞∑
k=n+1
1
ark
‖xk‖
(2.1)
≤
∞∑
k=n+1
1
2k
=
1
2n
Portanto, ‖T pna (y)− xn‖ ≤
1
2n
, para todo n ∈ N.
Mostremos que Orb(Ta, y) e´ denso em `p. Seja ε > 0, enta˜o existe m ∈ N tal que 1
2m
< ε.
Seja I = N \ {n : n < m} e considere a subsequeˆncia (xk)k∈I . E´ claro que (xk)k∈I continua
densa em `p. Seja z ∈ `p. Enta˜o existe n ∈ I tal que ‖z − xn‖ < ε
2
. Note que tal n cumpre
1
2n
≤ 1
2m
< ε.
Logo,
‖T pna (y)− z‖ = ‖T pna (y)− xn + xn − z‖
≤ ‖T pna (y)− xn‖+ ‖xn − z‖
≤ 1
2n
+
ε
2
<
ε
2
+
ε
2
= ε.
Como z ∈ `p e´ arbitra´rio, segue que Orb(Ta, y) e´ denso em `p e, portanto, Ta e´ um operador
hiperc´ıclico em `p.
Exemplo 2.1.11 Considere o espac¸o H(C) das func¸o˜es holomorfas de C em C. Existe uma
func¸a˜o f ∈ H(C) com a seguinte propriedade: dados uma func¸a˜o g ∈ H(C) e ε > 0 quaisquer,
para todo R > 0 existe um nu´mero natural n tal que |f(z + n) − g(z)| < ε qualquer que seja
z com |z| ≤ R. Em outras palavras, o operador L : H(C) −→ H(C) definido por L(f)(z) =
f(z + 1),∀z ∈ C e´ hiperc´ıclico.
De fato, note que para toda func¸a˜o f ∈ H(C), temos que Ln(f)(z) = f(z + n) para todo
n ∈ N. Para n = 1, e´ claro que L(f)(z) = f(z + 1). Suponha que isso seja va´lido para k = n,
isto e´, Ln(f)(z) = f(z + n). Enta˜o
Ln+1(f)(z) = L(Ln(f))(z) = Ln(f)(z + 1) = f(z + 1 + n) = f(z + n+ 1).
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Portanto, Orb(L, f) = {fn : n ∈ N}, onde fn(z) = f(z + n),∀z ∈ C. Para mostrar que esse
operador e´ hiperc´ıclico, vamos exibir uma func¸a˜o f ∈ H(C) e mostrar que sua o´rbita e´ densa
em H(C).
Para isso, observe que toda func¸a˜o inteira pode ser aproximada por polinoˆmios complexos
definidos em compactos K ⊂ C, pois basta considerar a sequeˆncia das somas parciais da ex-
pansa˜o em se´rie de Taylor de cada func¸a˜o inteira f e ale´m disso, essa sequeˆncia de polinoˆmios
converge uniformemente para f em K. Mais ainda, podemos aproximar os polinoˆmios com-
plexos por polinoˆmios com coeficientes em Q + iQ. Sendo assim, existe uma sequeˆncia de
polinoˆmios (Pj)
∞
j=1 densa em H(C). Para facilitar o argumento de demonstrac¸a˜o, podemos
supor que cada Pj aparece uma quantidade infinita de vezes na sequeˆncia, pois caso contra´rio,
se a sequeˆncia (Pj)
∞
j=1 conte´m apenas uma quantidade finita de um certo polinoˆmio Pk para
algum k ∈ N, basta acrescentar uma quantidade infinita e enumera´vel do polinoˆmio (Pk) a`
sequeˆncia.
Consideremos agora uma sequeˆncia (Dj)
∞
j=1 de discos fechados e disjuntos, onde cada Dj
tem raio j e centro cj de tal forma que a sequeˆncia (cj)
∞
j=1 formada pelos centros desses discos
formem uma sequeˆncia crescente de nu´meros inteiros positivos. Consideremos tambe´m uma
sequeˆncia (Ej)
∞
j=1 uma sequeˆncia de discos fechados e centrados na origem de tal forma que
Dj ⊂ Ej e Dj+1 ∩ Ej = ∅. Em outros termos, Dk ⊂ Ej, para todo 1 ≤ k ≤ j e Dk ∩ Ej = ∅,
para todo k > j.
Seja Q1 = P1 e consideremos K1 = E1 ∪D2. Como E1 e D2 sa˜o compactos, segue que K1 e´
compacto. Considere h1 uma func¸a˜o anal´ıtica em um aberto contendo K1 da seguinte forma:
Como E1 e D2 sa˜o compactos disjuntos, tem-se que a distaˆncia entre eles e´ estritamente maior
que zero e assim e´ poss´ıvel encontrar abertos A1 e A2, com E1 ⊂ A1, D2 ⊂ A2 e A1 ∩ A2 = ∅.
Tal func¸a˜o sera´ definida como:
h1(z) =
0, se z ∈ A1P2(z − c2)−Q1(z), se z ∈ A2
Em particular, temos
h1(z) =
0, se z ∈ E1P2(z − c2)−Q1(z), se z ∈ D2
Como C \ K1 e´ conexo por caminhos, e portanto conexo, pela Proposic¸a˜o 1.1.5 existe um
polinoˆmio Q2 tal que
sup
z∈K1
|Q2(z)− h1(z)| = sup
z∈K1
|Q2(z)− (P2(z − c2)−Q1(z))| < 1
2
. (2.3)
Assim, como E1 ⊂ K1, temos
sup
z∈E1
|Q2(z)− h1(z)| ≤ sup
z∈K1
|Q2(z)− h1(z)| < 1
2
.
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Agora, h1(z) = 0 sempre que z ∈ E1, logo
sup
z∈E1
|Q2(z)− h1(z)| = sup
z∈E1
|Q2(z)− 0| = sup
z∈E1
|Q2(z)| < 1
2
,
e, portanto,
‖Q2‖E1 = sup
z∈E1
|Q2(z)| < 1
2
.
Observe que D2 ⊂ K1 e enta˜o, pela equac¸a˜o (2.3)
sup
z∈D2
|Q2(z)− (P2(z − c2)−Q1(z))| ≤ sup
z∈K1
|Q2(z)− (P2(z − c2)−Q1(z))| < 1
2
.
Considere agora K2 = E2 ∪ D3 e defina a func¸a˜o h2, que sera´ anal´ıtica em um aberto
conveniente (ana´logo ao caso da func¸a˜o h1) por
h2(z) =
0, se z ∈ E2P3(z − c3)−Q1(z)−Q2(z), se z ∈ D3
Como C \ K2 e´ conexo por caminhos, e portanto, conexo, novamente pela Proposic¸a˜o 1.1.5
temos que existe um polinoˆmio Q3 tal que
sup
z∈K2
|Q3(z)− h2(z)| = sup
z∈K2
|Q3(z)− (P3(z − c3)−Q1(z)−Q2(z))| < 1
22
.
E, como fizemos no caso anterior, temos que
‖Q3‖E2 <
1
22
e sup
z∈D3
|Q3(z)− h2(z)| < 1
22
.
Para o caso geral, considere Kn−1 = En−1 ∪Dn e a func¸a˜o anal´ıtica hn−1 satisfazendo
hn−1(z) =

0, se z ∈ En−1
Pn(z − cn)−
n−1∑
j=1
Qj(z), se z ∈ Dn
Repetindo o procedimento acima, existe um polinoˆmio Qn tal que
‖Qn‖En−1 <
1
2n−1
e sup
z∈Dn
∣∣∣∣∣Qn(z)− (Pn(z − cn)−
n−1∑
j=1
Qj(z))
∣∣∣∣∣ < 12n−1 . (2.4)
Considere a se´rie
∞∑
n=1
Qn. Essa se´rie e´ de Cauchy. De fato, seja ε > 0. Enta˜o, dado um
compacto K de C, existe N ∈ N tal que K ⊂ EN e 1
2N
< ε. Assim, para n > m ≥ N , com
m− 1 ≥ N , temos que∥∥∥∥∥
n∑
j=1
Qj −
m∑
j=1
Qj
∥∥∥∥∥ = supz∈K
∣∣∣∣∣
n∑
j=1
Qj(z)−
m∑
j=1
Qj(z)
∣∣∣∣∣ ≤ supz∈EN
∣∣∣∣∣
n∑
j=1
Qj(z)−
m∑
j=1
Qj(z)
∣∣∣∣∣ =
31
= sup
z∈EN
∣∣∣∣∣
n∑
j=m+1
Qj(z)
∣∣∣∣∣ ≤ supz∈EN
n∑
j=m+1
|Qj(z)|. (2.5)
Agora, se m+ 1 ≤ j ≤ n e z ∈ EN , tem-se que |Qj(z)| ≤ ‖Qj‖EN . Como N ≤ m ≤ j− 1, segue
que ‖Qj‖EN ≤ ‖Qj‖Ej−1 , ja´ que EN ⊂ Ej−1.
Logo, para todo z ∈ EN , |Qj(z)| ≤ ‖Qj‖Ej−1 <
1
2j−1
, e enta˜o
n∑
j=m+1
|Qj(z)| <
n∑
j=m+1
1
2j−1
, o
que implica que
sup
z∈EN
n∑
j=m+1
|Qj(z)| <
n∑
j=m+1
1
2j−1
<
∞∑
j=m+1
1
2j−1
=
1
2m−1
≤ 1
2N
< ε (2.6)
provando que
∞∑
n=1
Qn e´ de Cauchy.
Como o espac¸o H(C) e´ completo, seque que
∞∑
n=1
Qn e´ convergente. Considere f =
∞∑
n=1
Qn ∈
H(C) e mostremos que a o´rbita de f e´ densa em H(C), ou seja, dados ε > 0, R > 0 e g ∈ H(C),
existe n ∈ N tal que
sup
|z|≤R
|Ln(f)(z)− g(z)| = sup
|z|≤R
|f(z + n)− g(z)| < ε.
Mostremos que dados ε > 0 e R > 0, e´ poss´ıvel para cada Pk de (Pj)
∞
j=1 encontrar lk ∈ N tal
que sup
|z|≤R
|f(z + clk)− Pk(z)| < ε. De fato, sejam ε > 0, R > 0 e Pk ∈ (Pj)∞j=1. Sejam l1, l2 ∈ N
tais que
l1 > R e
1
2l2−1
<
ε
2
.
Tome l = ma´x{l1, l2}. Enta˜o, como por hipo´tese Pk aparece uma quantidade infinita de vezes
na sequeˆncia, podemos tomar l suficientemente grande tal que
l > R,
1
2l−1
<
ε
2
e Pl = Pk. (2.7)
Note que se z ∈ C for tal que |z| ≤ R, enta˜o w = z+cl ∈ (RBC+cl) ⊂ (lBC+cl) ⊂ Dl ⊂ El.
Logo
sup
|z|≤R
|f(z + cl)− Pk(z)| ≤ sup
w∈Dl
|f(w)− Pl(w − cl)|
= sup
w∈Dl
∣∣∣∣∣f(w)−
l∑
j=1
Qj(w) +
l∑
j=1
Qj(w)− Pl(w − cl)
∣∣∣∣∣
≤ sup
w∈Dl
∣∣∣∣∣f(w)−
l∑
j=1
Qj(w)
∣∣∣∣∣+ supw∈Dl
∣∣∣∣∣
l∑
j=1
Qj(w)− Pl(w − cl)
∣∣∣∣∣
≤ sup
w∈Dl
∣∣∣∣∣
∞∑
n=1
Qn(w)−
l∑
j=1
Qj(w)
∣∣∣∣∣+ supw∈Dl
∣∣∣∣∣
l∑
j=1
Qj(w)− Pl(w − cl)
∣∣∣∣∣
= sup
w∈Dl
∣∣∣∣∣
∞∑
n=l+1
Qn(w)
∣∣∣∣∣+ supw∈Dl
∣∣∣∣∣
l∑
j=1
Qj(w)− Pl(w − cl)
∣∣∣∣∣
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≤ sup
w∈Dl
∞∑
n=l+1
|Qn(w)|+ sup
w∈Dl
∣∣∣∣∣
l−1∑
j=1
Qj(w) +Ql(w)− Pl(w − cl)
∣∣∣∣∣
≤ sup
w∈Dl
∞∑
n=l+1
|Qn(w)|+ sup
w∈Dl
∣∣∣∣∣Ql(w)−
(
Pl(w − cl)−
l−1∑
j=1
Qj(w)
)∣∣∣∣∣
≤ 1
2l
+
1
2l−1
< ε,
pelas equac¸o˜es (2.5), (2.6), (2.4) e (2.7).
Mostremos finalmente que a o´rbita de f sob translac¸o˜es e´ densa em H(C). Sejam ε > 0, R >
0 e g ∈ H(C). Como a sequeˆncia (Pj)∞j=1 e´ densa em H(C), existe k ∈ N tal que sup|z|≤R |g(z)−
Pk(z)| < ε2 . Pelo o que provamos anteriormente, existe lk ∈ N tal que sup|z|≤R |f(z + clk) −
Pk(z)| < ε2 . Assim,
sup
|z|≤R
|f(z + clk)− g(z)| ≤ sup
|z|≤R
|f(z + clk)− Pk(z)|+ sup
|z|≤R
|g(z)− Pk(z)| < ε
provando que Orb(L, f) e´ denso em H(C).
Como pudemos ver nos exemplos anteriores, os operadores hiperc´ıclicos foram definidos em
espac¸os de dimensa˜o infinita. Isso e´ de fato uma exclusividade da dimensa˜o infinita, conforme
resultado a seguir.
Teorema 2.1.12 Seja X um espac¸o vetorial de dimensa˜o finita e T ∈ L(X). Enta˜o T na˜o e´
hiperc´ıclico.
Demonstrac¸a˜o. Seja n = dimX e T ∈ L(X). Suponha que T seja hiperc´ıclico. Enta˜o existe
x ∈ X tal que Orb(T, x) = {x, T (x), T 2(x), . . .} e´ denso em X. Note que {x, T (x), . . . , T n−1(x)}
e´ linearmente independente, pois se fossem linearmente dependentes, existiriam a0, a1, . . . , an−1 ∈
K na˜o todos nulos tais que a0x+a1T (x)+. . .+an−1T n−1(x) = 0. Seja l = ma´x{s = 0, . . . , n−1 :
as 6= 0}. Enta˜o
a0x+ a1T (x) + . . .+ alT
l(x) = 0.
Da´ı,
T n−l(a0x+ a1T (x) + . . .+ alT l(x)) = 0⇒ a0T n−l(x) + a1T n−l+1(x) + . . .+ alT n−l+l(x) = 0⇒
⇒ alT n(x) = −a0T n−l(x)− a1T n−l+1(x)− . . .− al−1T n−1(x)⇒
⇒ T n(x) = 1
al
[−a0T n−l(x)− a1T n−l+1(x)− . . .− al−1T n−1(x)] (2.8)
logo T n(x) e´ combinac¸a˜o linear de {x, T (x), . . . , T n−1(x)}. Aplicando T sucessivamente em
(2.8), teremos que
Orb(T, x) ⊆ [x, T (x), . . . , T n−1(x)].
Como dim[x, T (x), . . . , T n−1(x)] < n, segue que dim[Orb(T, x)] < n e enta˜o Orb(T, x) na˜o pode
ser denso em X, o que e´ um absurdo pois estamos supondo Orb(T, x) denso em X. Logo
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{x, T (x), . . . , T n−1(x)} e´ linearmente independente e portanto e´ uma base de X. Denotemos
por B = {x, T (x), . . . , T n−1(x)}.
Seja α ∈ R+. Como αx ∈ X e Orb(T, x) e´ denso em X, existe uma sequeˆncia (nk)∞k=1 ⊆ N
tal que T nk(x) −→ αx. Da´ı, para todo ı´ndice i menor que n tem-se que
T nk(T i(x)) = T i(T nk(x)) −→ T i(αx) = αT i(x).
Logo, dado z ∈ X, como B e´ base de X,
z =
n−1∑
j=0
ajT
j(x)
e enta˜o
T nk(z) = T nk
(
n−1∑
j=0
ajT
j(x)
)
=
n−1∑
j=0
T nk(ajT
j(x)) =
n−1∑
j=0
ajT
nk(T j(x)) −→
n−1∑
j=0
aj · αT j(x) =
= α
n−1∑
j=0
ajT
j(x) = αz.
Portanto, T nk(z) −→ αz,∀z ∈ X.
Seja S : X −→ X tal que a matriz de S na base B seja
[S]B =

α 0 . . . 0
0 α . . . 0
...
...
. . .
...
0 0 . . . α

Assim, dado x = (x1, . . . , xn)B, temos que
S(x) =

α 0 . . . 0
0 α . . . 0
...
...
. . .
...
0 0 . . . α
 ·

x1
x2
...
xn
 =

αx1
αx2
...
αxn

E´ claro que S ∈ L(X). De fato, S e´ cont´ınuo pois a dimensa˜o de X e´ finita e dados
x = (x1, . . . , xn)B, y = (y1, . . . , yn)B e λ ∈ K,
S(x+ λy) = (α(x1 + λy1), α(x2 + λy2), . . . , α(xn + λyn))B
= (αx1, αx2, . . . , αxn)B + (αλy1, αλy2, . . . , αλyn)B
= (αx1, αx2, . . . , αxn)B + λ(αy1, αy2, . . . , αyn)B
= S(x) + λS(y).
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Da´ı, T nk(z)
k→∞−→ S(z), ∀z ∈ X. Pela Proposic¸a˜o 1.2.3, segue que
‖T nk − S‖ −→ 0
e enta˜o T nk −→ S em L(X). Considere a func¸a˜o determinante det : Mn(K) −→ K. Como essa
func¸a˜o e´ cont´ınua, segue que
det[T nk ] −→ det[S] = αn.
Assim, dado α ∈ R+, existe (nk)∞n=1 ⊆ N tal que det[T nk ] −→ αn, o que implica que
| det[T nk ]| −→ |αn| = αn. E enta˜o, segue que o conjunto {| det[T n]| : n ∈ N} e´ denso em R+, o
que e´ um absurdo, pois se | det[T ]| ≥ 1, enta˜o | det[T n]| = | det[T ]|n ≥ 1,∀n. Caso contra´rio, se
| det[T ]| < 1, enta˜o | det[T n]| = | det[T ]|n < 1,∀n. Portanto T na˜o pode ser hiperc´ıclico.
Voltando aos exemplos de operadores hiperc´ıclicos, podemos perceber que exibir um vetor
hiperc´ıclico pode se tornar uma tarefa muito complicada o que nos faz buscar por outras
alternativas para mostrar quando um operador e´ hiperc´ıclico ou na˜o.
Seja X um espac¸o de Fre´chet separa´vel e T ∈ L(X). Por X ser um espac¸o de Fre´chet se-
para´vel, segue que X na˜o tem pontos isolados, e´ separa´vel e e´ completo. Assim, pelo Teorema
2.1.6, podemos afirmar que T e´ topologicamente transitivo ⇔ existe x ∈ X tal que Orb(T, x)
e´ denso X ⇔ T e´ hiperc´ıclico. Dessa forma, o teorema da transitividade de Birkhoff apli-
cado em espac¸os de Fre´chet separa´veis nos fornece uma caracterizac¸a˜o para operadores lineares
hiperc´ıclicos.
Teorema 2.1.13 (Teorema da Transitividade de Birkhoff) Seja X um espac¸o de Fre´chet
separa´vel e T ∈ L(X). T e´ hiperc´ıclico se, e somente se, T e´ topologicamente transitivo.
Diretamente ou indiretamente, esse teorema sera´ uma das principais ferramentas para provar
se um operador T e´ hiperc´ıclico ou na˜o. A seguir, utilizaremos o Teorema da Transitividade de
Birkhoff para mostrar que os operadores de Birkhoff, MacLane e Rolewicz sa˜o hiperc´ıclicos.
Exemplo 2.1.14 Considere o operador de H(C) em H(C) dado por
Taf(z) = f(z + a), a 6= 0.
Sejam U, V ⊆ H(C) conjuntos abertos e na˜o vazios e fixe f ∈ U e g ∈ V . Como U e´ aberto
e f ∈ U , segue que U e´ uma vizinhanc¸a de f , logo existe um disco fechado K1 centrado na
origem e ε1 > 0 tal que {h ∈ H(C) : supz∈K1 |h(z) − f(z)| < ε1} ⊆ U . Da mesma forma,
como V e´ aberto e g ∈ V , temos que V e´ vizinhanc¸a de g e enta˜o existe um disco fechado
K2 centrado na origem e ε2 > 0 tal que {h ∈ H(C) : supz∈K2 |h(z) − g(z)| < ε2} ⊆ V .
Tome K = K1 ∪ K2 e ε = min{ε1, ε2}. E´ claro que {h ∈ H(C) : supz∈K |h(z) − f(z)| < ε}
e {h ∈ H(C) : supz∈K |h(z) − g(z)| < ε} sa˜o vizinhanc¸as de f e g, respectivamente e que
{h ∈ H(C) : supz∈K |h(z) − f(z)| < ε} ⊆ {h ∈ H(C) : supz∈K1 |h(z) − f(z)| < ε1} e {h ∈
H(C) : supz∈K |h(z)− g(z)| < ε} ⊆ {h ∈ H(C) : supz∈K2 |h(z)− g(z)| < ε2}.
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Seja n ∈ N qualquer inteiro positivo tal que K e K +na pertenc¸am a discos disjuntos. Seja
s : H(C) −→ H(C) definida como
s(z) =
f(z), se z ∈ Kg(z − na), se z ∈ (K + na)
Considere Kˆ = K ∪ (K + na). E´ claro que Kˆ e´ compacto. Ale´m disso, como K e (K + na)
sa˜o fechados, tem-se que a distaˆncia entre eles e´ maior que zero. Da´ı, e´ poss´ıvel encontrar bolas
abertas B1 e B2 tal que K ⊆ B1 e (K+na) ⊆ B2 e B1∩B2 = ∅. Tomando B = B1∪B2, temos
que s e´ holomorfa em B. Como Kˆ e´ compacto, s e´ holomorfa em B que e´ uma vizinhanc¸a de
Kˆ, segue pelo Corola´rio 1.1.4 que existe uma func¸a˜o p polinomial tal que
sup
z∈K
|f(z)− p(z)| < ε e sup
z∈K+na
|g(z − na)− p(z)| < ε.
Enta˜o,
sup
z∈K
|g(z)− (T na p)(z)| = sup
z∈K
|g(z)− p(z + na)| < ε.
Da´ı, temos que p ∈ U e T na (p) ∈ V , logo Ta e´ topologicamente transitivo. Como H(C) e´
um espac¸o de Fre´chet separa´vel, pelo Teorema da Transitividade de Birkhoff temos que Ta e´
hiperc´ıclico.
Exemplo 2.1.15 Considere o operador diferenciac¸a˜o D : H(C) −→ H(C) definido por D(f) =
f ′.
Como os polinoˆmios sa˜o densos em H(C), dados U, V ⊆ H(C) abertos e na˜o vazios, existem
polinoˆmios p ∈ U e q ∈ V tais que
p(z) =
N∑
k=0
akz
k e q(z) =
N∑
k=0
bkz
k
para algum N ∈ N. Como p ∈ U e U e´ aberto, existe um disco fechado centrado na origem
de raio R > 0 e ε > 0 tal que {h ∈ H(C) : sup|z|≤R |h(z) − p(z)| < ε} ⊆ U . Vamos criar um
polinoˆmio r tal que r ∈ U e Dn(r) ∈ V para algum n ∈ N e enta˜o teremos que Dn(U)∩V 6= ∅,
o que implicara´ que D e´ hiperc´ıclico, pelo Teorema da Transitividade de Birkhoff.
Para isso, note que
N∑
k=0
k!|bk|
(k + n)!
Rk+n =
|b0|
n!
Rn +
|b1|
(n+ 1)!
Rn+1 + . . .+
N !|bN |
(n+N)!
RN+n −→ 0
quando n −→∞. Dessa forma, tome n ∈ N tal que
N∑
k=0
k!|bk|
(k + n)!
Rk+n < ε e n ≥ N + 1
e considere
r(z) = p(z) +
N∑
k=0
k!bk
(k + n)!
zk+n.
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Temos que r ∈ H(C) pois e´ um polinoˆmio e
|r(z)− p(z)| =
∣∣∣∣∣
N∑
k=0
k!bk
(k + n)!
zk+n
∣∣∣∣∣ ≤
N∑
k=0
k!|bk|
(k + n)!
Rk+n < ε,∀z ∈ C tal que |z| ≤ R
e enta˜o
sup
|z|≤R
|r(z)− p(z)| < ε
o que implica que r ∈ U . Ale´m disso,
Dn(r(z)) = Dn(p(z)) +Dn
(
N∑
k=0
k!bk
(k + n)!
zk+n
)
= 0 +
N∑
k=0
k!bk
(k + n)!
Dn(zk+n) =
=
N∑
k=0
k!bk
(k + n)!
· (k + n)!
k!
zk =
N∑
k=0
bkz
k = q(z) ∈ V.
Da´ı, segue que D e´ topologicamente transitivo e enta˜o D e´ hiperc´ıclico.
Exemplo 2.1.16 Seja 1 ≤ p <∞ e T : `p −→ `p definido por
T ((ξ1, ξ2, . . .)) = (ξ2, ξ3, . . .)
e considere tambe´m λ ∈ K e λT : `p −→ `p definido por
λT ((ξ1, ξ2, . . .)) = λ(ξ2, ξ3, . . .).
Se |λ| ≤ 1, λT na˜o pode ser hiperc´ıclico. Consideremos enta˜o |λ| > 1. Sejam U, V ⊆ `p abertos
e na˜o vazios. Como c00 e´ denso em `p, podemos encontrar x ∈ U e y ∈ V , com y 6= 0 tais que
x e y sa˜o da seguinte forma
x = (x1, x2, . . . , xN , 0, 0, . . .)
y = (y1, y2, . . . , yN , 0, 0, . . .)
para algum N ∈ N. Encontremos z ∈ `p tal que z ∈ U e (λT )n(z) ∈ V para algum n ∈ N.
Como x ∈ U e U e´ aberto, existe δ > 0 tal que B(x, δ) ⊆ U . Como |λ| > 1, 1|λ|n −→ 0
quando n −→∞. Tome n ∈ N tal que
|λ|−n < δ‖y‖p e n ≥ N
e defina z da seguinte forma
zk =

xk, se 1 ≤ k ≤ N
λ−nyk−n, se n+ 1 ≤ k ≤ n+N
0, caso contra´rio
E´ claro que z ∈ `p ja´ que z ∈ c00 e
‖x− z‖p = ‖(0, 0, . . . , 0, 0, λ−ny1, λ−ny2, . . . , λ−nyN , 0, 0, . . .)‖p
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= ‖λ−n(0, 0, . . . , 0, 0, y1, y2, . . . , yN , 0, 0, 0, . . .)‖p
= |λ−n|‖y‖p < δ‖y‖p · ‖y‖P = δ.
o que implica que z ∈ U e ale´m disso,
(λT )n(z) = (λT )n((x1, x2, . . . , xN , 0, . . . , λ
−ny1, λ−ny2, . . . , λ−nyN , 0, 0, . . .))
= λn(λ−ny1, λ−ny2, . . . , λ−nyN , 0, 0, . . .)
= (y1, y2, . . . , yN , 0, 0, . . .)
= y ∈ V
o que implica que λT e´ topologicamente transitivo. Como `p e´ um espac¸o de Fre´chet, segue
que λT e´ hiperc´ıclico, pelo Teorema da Transitividade de Birkhoff.
Vejamos agora diversas propriedades ba´sicas e importantes dos operadores hiperc´ıclicos.
Proposic¸a˜o 2.1.17 Seja (X,T ) um sistema dinaˆmico linear com T invers´ıvel. Enta˜o T e´
hiperc´ıclico se, e somente se, T−1 e´ hiperc´ıclico.
Demonstrac¸a˜o. (⇒) Note que pelo Corola´rio 1.3.34, T e´ um isomorfismo topolo´gico e enta˜o
T−1 e´ cont´ınuo. Suponha T hiperc´ıclico. Pelo Teorema da Transitividade de Birkhoff segue
que T e´ topologicamente transitivo. Sejam U, V ⊆ X abertos e na˜o vazios. Logo existe
n ≥ 0 tal que T n(U) ∩ V 6= ∅, isto e´, existe x ∈ U tal que T n(x) ∈ V . Logo x ∈ T−n(V ) e
enta˜o T−n(V ) ∩ U 6= ∅. Logo, T−1 e´ topologicamente transitivo e novamente pelo Teorema da
Transitividade de Birkhoff temos que T−1 e´ hiperc´ıclico.
(⇐) Ana´logo a` demonstrac¸a˜o anterior.
Proposic¸a˜o 2.1.18 Sejam (X,T ) um sistema dinaˆmico linear com T hiperc´ıclico. Enta˜o T n
e´ hiperc´ıclico para todo n ∈ N.
Demonstrac¸a˜o. A demonstrac¸a˜o na˜o sera´ feita neste trabalho por ja´ ter sido objeto de estudo
de outras dissertac¸o˜es, por exemplo de [4]. Para mais detalhes sobre essa demonstrac¸a˜o, veja
[1] ou [4].
Proposic¸a˜o 2.1.19 Seja (X,T ) um sistema dinaˆmico linear com T hiperc´ıclico. Enta˜o T (X) =
X.
Demonstrac¸a˜o. Seja x ∈ X tal que Orb(T, x) e´ denso em X. Por X ser um espac¸o de
Fre´chet, segue da Proposic¸a˜o 1.3.6 que X e´ um espac¸o me´trico sem pontos isolados. Da´ı, pela
Proposic¸a˜o 1.2.1 temos que Orb(T, x) \ {x} e´ denso em X. Portanto,
Orb(T, x) \ {x} ⊆ T (X) ⊆ X ⇒ X = Orb(T, x) \ {x} ⊆ T (X) ⊆ X = X.
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Definic¸a˜o 2.1.20 Sejam S : Y −→ Y e T : X −→ X sistemas dinaˆmicos.
(a) T e´ quase conjugado de S se existe uma func¸a˜o cont´ınua φ : Y −→ X com imagem densa
tal que T ◦ φ = φ ◦ S, isto e´, o diagrama a seguir comuta.
Y
S //
φ

Y
φ

X
T // X
(b) Se φ e´ um homeomorfismo enta˜o S e T sa˜o chamados de conjugados.
Proposic¸a˜o 2.1.21 Sejam S : Y −→ Y e T : X −→ X sistemas dinaˆmicos quase conjugados.
Se S e´ topologicamente transitivo enta˜o T e´ topologicamente transitivo.
Demonstrac¸a˜o. Seja φ : Y −→ X uma func¸a˜o cont´ınua com imagem densa tal que T◦φ = φ◦S.
Note que e´ va´lido T n◦φ = φ◦Sn, para todo n ∈ N. Sejam U, V ⊆ X abertos e na˜o vazios. Como
φ e´ cont´ınua e tem imagem densa, φ−1(U) e φ−1(V ) sa˜o subconjuntos abertos e na˜o vazios de
X. Enta˜o, como S e´ topologicamente transitivo, existe n ≥ 0 tal que Sn(φ−1(U))∩φ−1(V ) 6= ∅,
isto e´, existe y ∈ φ−1(U) tal que Sn(y) ∈ φ−1(V ). Logo φ(y) ∈ U e φ(Sn(y)) ∈ V . Da´ı,
T n(φ(y)) = (T n ◦ φ)(y) = (φ ◦ Sn)(y) = φ(Sn(y)) ∈ V o que implica que T e´ topologicamente
transitivo.
Corola´rio 2.1.22 Sejam X e Y espac¸os de Fre´chet separa´veis, T : X −→ X e S : Y −→ Y
sistemas dinaˆmicos lineares quase conjugados. Se T e´ hiperc´ıclico enta˜o S e´ hiperc´ıclico.
Demonstrac¸a˜o. Supondo T hiperc´ıclico, pelo Teorema 2.1.6 tem-se que T e´ topologicamente
transitivo. Pela Proposic¸a˜o 2.1.21, tem-se que S e´ topologicamente transitivo e novamente pelo
Teorema 2.1.6, S e´ hiperc´ıclico.
Definic¸a˜o 2.1.23 Sejam S : X −→ X e T : Y −→ Y sistemas dinaˆmicos. Definimos a func¸a˜o
S × T : X × Y −→ X × Y por
(S × T )(x, y) = (S(x), T (y)).
Proposic¸a˜o 2.1.24 Sejam S : X −→ X e T : Y −→ Y sistemas dinaˆmicos. Enta˜o:
(i) S × T e´ cont´ınuo e (S × T )n = Sn × T n.
(ii) Se Orb(S×T, (x0, y0)) e´ denso para algum (x0, y0) ∈ X ×Y , enta˜o Orb(S, x) e Orb(T, y)
sa˜o densos para algum x ∈ X e y ∈ Y .
(iii) Se S × T e´ topologicamente transitivo, enta˜o S e T tambe´m sa˜o topologicamente transi-
tivos.
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Demonstrac¸a˜o.
(i) Seja (x0, y0) ∈ X × Y e mostremos que S × T e´ cont´ınua em (x0, y0). Seja W ∈
U(S(x0),T (y0)), enta˜o (S(x0), T (y0)) ∈ W ◦. Da´ı existem U ⊆ X, V ⊆ Y abertos tais que
(S(x0), T (y0)) ∈ U × V,
isto e´, S(x0) ∈ U e T (y0) ∈ V . Como S e´ cont´ınua em x0, existe A ∈ Ux0 tal que S(A) ⊆ U . Da
mesma forma, como T e´ cont´ınua em y0, existe B ∈ Uy0 tal que T (B) ⊆ V . Portanto, tomando
A◦ ×B◦ temos que
• A◦ ×B◦ ∈ U(x0,y0) ja´ que (x0, y0) ∈ A◦ ×B◦ = (A◦ ×B◦)◦.
• (S × T )(A◦ ×B◦) = S(A◦)× T (B◦) ⊆ S(A)× T (B) ⊆ U × V ⊆ W ◦ ⊆ W
provando que S × T e´ cont´ınua em (x0, y0). Como (x0, y0) foi tomado arbitrariamente, segue
que S × T e´ cont´ınua em X × Y .
Para ver que (S × T )n = Sn × T n, seja (x, y) ∈ X × Y , enta˜o
(S × T )n(x, y) = (Sn(x), T n(y)) = (Sn × T n)(x, y).
(ii) Suponha que existe (x0, y0) ∈ X × Y tal que
{(S × T )n(x0, y0) : n ≥ 0} (2.9)
e´ denso em X × Y . Sejam x ∈ X,U ∈ Ux, y ∈ Y e V ∈ Uy. Como (x, y) ∈ U◦ × V ◦ ⊆
(U × V )◦, segue que U × V ∈ U(x,y). Pela densidade do conjunto (2.9), existe m ∈ N tal que
(S × T )m(x0, y0) = (Sm(x0), Tm(y0)) ∈ U × V , isto e´, Sm(x0) ∈ U e Tm(y0) ∈ V e enta˜o o
conjunto {Sn(x0) : n ≥ 0} e´ denso em X e {T n(y0) : n ≥ 0} e´ denso em Y , provando que S e
T tambe´m tem o´rbita densa.
(iii) Sejam U1, U2 ⊆ X, V1, V2 ⊆ Y abertos e na˜o vazios. Da´ı, U1 × V1 e U2 × V2 sa˜o abertos e
na˜o vazios de X × Y . Como S × T e´ topologicamente transitivo, existe n ∈ N tal que
(S × T )n(U1 × V1) ∩ (U2 × V2) 6= ∅
isto e´, existe (x, y) ∈ U1 × V1 tal que (S × T )n(x, y) = (Sn(x), T n(y)) ∈ U2 × V2. Logo,
existem x ∈ U1, y ∈ V1 tais que Sn(x) ∈ U2 e T n(y) ∈ V2, provando que Sn(U1) ∩ U2 6= ∅ e
T n(V1) ∩ V2 6= ∅, ou seja, S e T sa˜o topologicamente transitivo.
Sejam X e Y espac¸os de Fre´chet, (pn)
∞
n=1 ⊆ X, (qn)∞n=1 ⊆ Y sequeˆncias crescentes de
seminormas que definem as topologias de X e Y . Enta˜o o espac¸o
X ⊕ Y := {(x, y) : x ∈ X e y ∈ Y }
munido das seminormas (x, y) 7−→ pn(x) + qn(y), n ≥ 1 induz a topologia produto em X ⊕ Y .
Esse espac¸o se torna um espac¸o de Fre´chet separa´vel se X e Y tambe´m sa˜o separa´veis.
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Definic¸a˜o 2.1.25 Sejam S : X −→ X e T : Y −→ Y operadores lineares definidos nos espac¸os
de Fre´chet X e Y . Definimos o operador S ⊕ T : X ⊕ Y −→ X ⊕ Y por
(S ⊕ T )(x, y) = (S(x), T (y))
Proposic¸a˜o 2.1.26 Sejam (X,S) e (Y, T ) sistemas dinaˆmicos lineares. Se S⊕T e´ hiperc´ıclico
enta˜o S e T tambe´m sa˜o hiperc´ıclicos.
Demonstrac¸a˜o. Segue imediatamente do item (iii) da Proposic¸a˜o 2.1.24.
2.2 Operadores Mixing e Fracamente Mixing
Definic¸a˜o 2.2.1 Seja (X,T ) um sistema dinaˆmico. Dizemos que (X,T ) e´ mixing se para
quaisquer abertos e na˜o vazios U, V ⊆ X, existe N ≥ 0 tal que
T n(U) ∩ V 6= ∅,∀n ≥ N.
Vejamos a seguir um exemplo de uma func¸a˜o que e´ mixing.
Exemplo 2.2.2 Considere BC = {z ∈ C : |z| = 1} e T : BC −→ BC dado por T (z) = z2.
Sejam U, V ⊆ BC abertos e na˜o vazios. Ja´ provamos no Exemplo 2.1.7 que existe n ∈ N tal
que T n(U) = BC. Da´ı, para todo j ≥ n,
T j(U) ∩ V = T j−n(T n(U)) ∩ V = T j−n(BC) ∩ V = BC ∩ V = V 6= ∅
e enta˜o segue que o operador T e´ mixing.
Proposic¸a˜o 2.2.3 A propriedade mixing e´ preservada por quase conjugac¸a˜o.
Demonstrac¸a˜o. Sejam T : X −→ X, R : Y −→ Y sistemas dinaˆmicos quase conjugados
definidos nos espac¸os me´tricos X e Y , com T mixing. Seja φ : X −→ Y uma func¸a˜o cont´ınua
com imagem densa tal que R ◦ φ = φ ◦ T .
Sejam U, V ⊆ Y abertos e na˜o vazios. Como φ e´ cont´ınua e tem a imagem densa, segue que
φ−1(U) e φ−1(V ) sa˜o abertos e na˜o vazios de X. Como T e´ mixing, existe N ∈ N tal que
T n(φ−1(U)) ∩ φ−1(V ) 6= ∅, ∀n ≥ N.
Assim, ∀n ≥ N , existe xn ∈ φ−1(U) tal que T n(xn) ∈ φ−1(V ). Logo, ∀n ≥ N , existe xn ∈ X
tal que φ(xn) ∈ U e φ(T n(xn)) ∈ V .
Da´ı, concluimos que ∀n ≥ N , existe xn ∈ X tal que φ(xn) ∈ U e Rn(φ(xn)) ∈ V e enta˜o,
∀n ≥ N , Rn(U) ∩ V 6= ∅. Portanto R e´ mixing.
Definic¸a˜o 2.2.4 Seja (X,T ) um sistema dinaˆmico. Dizemos que T e´ fracamente mixing se, e
somente se, T × T e´ topologicamente transitivo.
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Proposic¸a˜o 2.2.5 Seja (X,T ) um sistema dinaˆmico. T e´ fracamente mixing se, e somente
se, dados U1, V1, U2, V2 ⊆ X abertos e na˜o vazios, existe n ∈ N tal que T n(U1) ∩ V1 6= ∅ e
T n(U2) ∩ V2 6= ∅.
Demonstrac¸a˜o. (⇒) Suponha que T e´ fracamente mixing, enta˜o T × T e´ topologicamente
transitivo. Sejam U1, V1, U2, V2 ⊆ X abertos e na˜o vazios. E´ claro que U1 × U2 e V1 × V2 sa˜o
abertos e na˜o vazios de X ×X. Logo, existe n ∈ N tal que
(T × T )n(U1 × U2) ∩ V1 × V2 6= ∅
isto e´, existem (x1, x2) ∈ U1 × U2 tal que
(T × T )n(x1, x2) = (T n × T n)(x1, x2) = (T n(x1), T n(x2)) ∈ V1 × V2.
Logo, como x1 ∈ U1 e T n(x1) ∈ V1, temos que T n(U1) ∩ V1 6= ∅ e da mesma forma, como
x2 ∈ U2 e T n(x2) ∈ V2, segue que T n(U2) ∩ V2 6= ∅.
(⇐) Sejam U, V ⊆ X × X abertos e na˜o vazios. Sem perda de generalidade, suponha U =
U1 × U2, V = V1 × V2, onde U1, V1, U2, V2 ⊆ X sa˜o abertos e na˜o vazios.
Por hipo´tese, existe n ∈ N tal que T n(U1) ∩ V1 6= ∅ e T n(U2) ∩ V2 6= ∅. Logo, existem
x ∈ U1, y ∈ U2 tais que T n(x) ∈ V1 e T n(y) ∈ V2. E´ claro que (x, y) ∈ U1 × U2 = U e
(T × T )n(x, y) = (T n × T n)(x, y) = (T n(x), T n(y)) ∈ V1 × V2 = V
e enta˜o (T × T )n(U) ∩ V 6= ∅, mostrando que T × T e´ topologicamente transitivo. Logo, por
definic¸a˜o, T e´ fracamente mixing.
Note que sa˜o va´lidas as seguintes implicac¸o˜es.
mixing ⇒ fracamente mixing ⇒ topologicamente transitivo.
De fato, para vermos que mixing ⇒ fracamente mixing, sejam (X,T ) um sistema dinaˆmico
tal que T e´ mixing. Considere U1, V1, U2, V2 ⊆ X abertos e na˜o vazios. Como T e´ mixing, existe
N1 ∈ N tal que
T n(U1) ∩ V1 6= ∅,∀n ≥ N1
e existe N2 ∈ N tal que
T n(U2) ∩ V2 6= ∅, ∀n ≥ N2.
Tome N = ma´x{N1, N2}. Da´ı, temos que TN(U1) ∩ V1 6= ∅ e TN(U2) ∩ V2 6= ∅, e enta˜o T e´
fracamente mixing.
Para vermos que fracamente mixing ⇒ topologicamente transitivo, considere novamente
(X,T ) um sistema dinaˆmico, com T fracamente mixing. Tome U, V ⊆ X abertos e na˜o vazios.
Como T e´ fracamente mixing, existe n ∈ N tal que T n(U)∩V 6= ∅, e enta˜o T e´ topologicamente
transitivo.
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Entretanto, as duas implicac¸o˜es contra´rias sa˜o falsas. Abaixo daremos apenas um exemplo
de operador que e´ topologicamente transitivo mas na˜o e´ fracamente mixing.
Antes cabe ressaltar que quando estamos com operadores lineares cont´ınuos em um espac¸o
de Fre´chet separa´vel, temos as implicac¸o˜es
mixing ⇒ fracamente mixing ⇒ topologicamente transitivo ⇔ hiperc´ıclico
ja´ que pelo Teorema da Transitividade de Birkhoff, T e´ hiperc´ıclico se, e somente se, T e´
topologicamente transitivo.
Exemplo 2.2.6 (Operador topologicamente transitivo que na˜o e´ fracamente mixing)
Seja BC = {z ∈ C : |z| = 1} e Tα : BC −→ BC definido por Tα(z) = eiαz, onde α ∈ [0, 2pi[. Esse
operador Tα rotaciona o ponto z em BC de acordo com o aˆngulo α. Se α ∈ piQ, chamaremos Tα
de rotac¸a˜o racional, caso contra´rio, Tα sera´ chamado de rotac¸a˜o irracional. As rotac¸o˜es irraci-
onais sa˜o exemplos de operadores que sa˜o topologicamente transitivos mas na˜o sa˜o fracamente
mixing.
Seja α /∈ piQ. Enta˜o α = pit, onde t e´ um nu´mero irracional. Seja z = eiθ ∈ BC. Mostremos
que T nα (z) 6= Tmα (z) sempre que m 6= n. De fato, seja m 6= n e suponha que T nα (z) = Tmα (z).
Enta˜o ei(nα+θ) = ei(mα+θ) o que implica que nα + θ = mα + θ + 2kpi para algum k ∈ N. Da´ı,
nα = mα + 2kpi ⇒ nα−mα = 2kpi ⇒ (n−m)pit = 2kpi ⇒ t = 2k
n−m
o que e´ um absurdo ja´ que t e´ um nu´mero irracional. Portanto T nα (z) 6= Tmα (z) sempre que
m 6= n.
Agora, sejam z1, z2 ∈ BC e defina d(z1, z2) como sendo o comprimento do menor arco que
“liga”o ponto z1 ao ponto z2. E´ claro que d(T
n
α (z1), T
n
α (z2)) = d(z1, z2), para todo n ∈ N.
Provemos que {T nα (z1) : n ≥ 0} e´ denso em BC.
Seja z2 ∈ BC e A o arco centrado em z2 de “comprimento”ε. Tome N ∈ N tal que 1N < ε
e considere o conjunto dos pontos {z1, Tα(z1), . . . , TNα (z1)} que e´ formado por pontos distintos
como ja´ provamos anteriormente. Dividindo BC em N arcos de comprimentos iguais, pelo
Princ´ıpio da Caixa dos Pombos, existem 0 ≤ n < m ≤ N tais que d(T nα (z1), Tmα (z1)) < 1N < ε.
Consideremos agora Tm−nα e note que
d(Tm−nα (z1), z1) = d(T
m
α (z1), T
n
α (z1)) <
1
N
< ε,
isto e´, Tm−nα rotaciona z1 por um aˆngulo menor que ε. Logo, considerando
{z1, Tm−nα (z1), T 2(m−n)α (z1), . . .}
temos que a distaˆncia entre dois pontos consecutivos desse conjunto e´ menor do que ε. Tome
j ∈ N tal que T j(m−n)α (z1) ∈ A. Da´ı {T nα (z1) : n ∈ N} e´ denso em BC.
Para provar que Tα e´ topologicamente transitivo, sejam U, V ⊆ BC abertos e na˜o vazios.
Como U 6= ∅, existe x ∈ U . Pelo que acabamos de provar, {T nα (x) : n ∈ N} e´ denso em
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BC. Logo, existe k ∈ N tal que T kα(x) ∈ V e enta˜o T kα(U) ∩ V 6= ∅, mostrando que Tα e´
topologicamente transitivo.
Agora, suponha por absurdo que Tα seja fracamente mixing. Seja W um arco aberto em BC
de comprimento θ. Tome U e V arcos abertos em BC tais que U e V sa˜o disjuntos e |θ1−θ2| > θ
para todo eiθ1 ∈ U e eiθ2 ∈ V . Como estamos supondo Tα fracamente mixing, existe n ∈ N tal
que T nα (U) ∩W 6= ∅ e T nα (V ) ∩W 6= ∅. Logo, existem z ∈ U e v ∈ V tais que T nα (z) ∈ W e
T nα (v) ∈ W . Sendo z = eiϕ e v = eiξ, enta˜o
T nα (z) = e
i(nα+ϕ) ∈ W
T nα (v) = e
i(nα+ξ) ∈ W.
Da´ı, segue que |nα + ϕ − nα − ξ| ≤ θ, ou seja |ϕ − ξ| ≤ θ, o que e´ um absurdo, pois como
eiϕ ∈ U e eiξ ∈ V , temos que |ϕ− ξ| > θ. Portanto, Tα na˜o e´ fracamente mixing.
A partir de agora ate´ o te´rmino desta sec¸a˜o veremos diversos resultados envolvendo opera-
dores mixing e fracamente mixing.
Proposic¸a˜o 2.2.7 Sejam (X,S) e (Y, T ) sistemas dinaˆmicos onde S e T sa˜o quase conjugados.
Se S e´ fracamente mixing enta˜o T e´ fracamente mixing.
Demonstrac¸a˜o. Sejam U1, U2, V1, V2 ⊆ Y abertos e na˜o vazios e φ : X −→ Y cont´ınua com
imagem densa tal que T◦φ = φ◦S. Como φ e´ cont´ınua, segue que φ−1(U1), φ−1(U2), φ−1(V1), φ−1(V2)
sa˜o abertos e na˜o vazios de X.
Como S e´ fracamente mixing, existe n ∈ N tal que Sn(φ−1(U1))∩φ−1(U2) 6= ∅ e Sn(φ−1(V1))∩
φ−1(V2) 6= ∅, isto e´, existe x ∈ φ−1(U1) tal que Sn(x) ∈ φ−1(U2) e existe y ∈ φ−1(V1) tal que
Sn(y) ∈ φ−1(V2). Da´ı, φ(x) ∈ U1 e T n(φ(x)) = φ(Sn(x)) ∈ U2 e φ(y) ∈ V1, T n(φ(y)) =
φ(Sn(y)) ∈ V2. Enta˜o T n(U1) ∩ U2 6= ∅ e T n(V1) ∩ V2 6= ∅, o que implica que T e´ fracamente
mixing.
Proposic¸a˜o 2.2.8 Sejam (X,S) e (Y, T ) sistemas dinaˆmicos. Se S × T e´ fracamente mixing
enta˜o S e T tambe´m sa˜o fracamente mixing.
Demonstrac¸a˜o. Sejam U1, U2, V1, V2 ⊆ X abertos e na˜o vazios, W1,W2, R1, R2 ⊆ Y abertos e
na˜o vazios. Como S × T e´ fracamente mixing, existe n ∈ N tal que
(S × T )n(U1 ×W1) ∩ (U2 ×W2) 6= ∅ e (S × T )n(V1 ×R1) ∩ (V2 ×R2) 6= ∅.
Logo, existem u1 ∈ U1, w1 ∈ W1 tal que (S × T )n(u1, w1) = (Sn(u1), T n(w1)) ∈ U2 ×W2 o
que implica que
Sn(u1) ∈ U2 e T n(w1) ∈ W2. (2.10)
Tambe´m existem v1 ∈ V1 e r1 ∈ R1 tal que (S × T )n(v1, r1) = (Sn(v1), T n(r1)) ∈ V2 ×R2, o
que implica que
Sn(v1) ∈ V2 e T n(r1) ∈ R2. (2.11)
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De (2.10) e (2.11) segue que Sn(U1) ∩ U2 6= ∅, Sn(V1) ∩ V2 6= ∅, T n(W1) ∩ W2 6= ∅ e
T n(R1) ∩R2 6= ∅. Logo S e T sa˜o fracamente mixing.
Definic¸a˜o 2.2.9 Seja A ⊆ N. Dizemos que A e´ cofinito se o seu complementar e´ da forma
Ac = {1, 2, . . . , n} para algum n ∈ N.
Definic¸a˜o 2.2.10 Seja (X,T ) um sistema dinaˆmico. Para quaisquer conjuntos A,B ⊆ X,
definimos o retorno de A para B por
NT (A,B) = N(A,B) = {n ∈ N0 : T n(A) ∩B 6= ∅}.
Note que nessa notac¸a˜o, temos que T e´ topologicamente transitivo se, e somente se, para
quaisquer U, V ⊆ X abertos e na˜o vazios, N(U, V ) 6= ∅; T e´ mixing se, e somente se, para
quaisquer U, V ⊆ X abertos e na˜o vazios, N(U, V ) e´ cofinito e T e´ fracamente mixing se, e
somente se, para quaisquer U1, U2, V1, V2 ⊆ X abertos e na˜o vazios, N(U1, U2) ∩N(V1, V2) 6= ∅.
Proposic¸a˜o 2.2.11 Seja (X,T ) um sistema dinaˆmico linear. Temos que T e´ mixing se, e
somente se, para qualquer aberto e na˜o vazio U ⊆ X e para qualquer vizinhanc¸a de zero W ,
N(U,W ) e N(W,U) sa˜o cofinitos.
Demonstrac¸a˜o. (⇐) Sejam U, V ⊆ X abertos e na˜o vazios. Pelo Lema 1.3.3, existe um
aberto U1 ⊆ U e uma vizinhanc¸a de zero W1 tal que U1 +W1 ⊆ U e existe tambe´m um aberto
V1 ⊆ V e uma vizinhanc¸a de zero W2 tal que V1 +W2 ⊂ V . Tome W = W1 ∩W2, que tambe´m
e´ vizinhanc¸a de zero. Da´ı
U1 +W ⊆ U1 +W1 ⊆ U e V1 +W ⊆ V1 +W2 ⊆ V.
Por hipo´tese, existe N ∈ N tal que para todo n ≥ N ,
T n(U1) ∩W 6= ∅ e T n(W ) ∩ V1 6= ∅
isto e´, para todo n ≥ N , existe un ∈ U1 tal que T n(un) ∈ W e existe wn ∈ W tal que
T n(wn) ∈ V1. Mas, un+wn ∈ U1+W ⊆ U e enta˜o T n(un+wn) = T n(un)+T n(wn) ∈ W+V1 ⊆ V
e enta˜o T n(U) ∩ V 6= ∅ para todo n ≥ N . Portanto, T e´ mixing.
(⇒) E´ imediato da definic¸a˜o de mixing.
Utilizando a Proposic¸a˜o 2.2.11, vejamos um exemplo concreto de um operador linear definido
em um espac¸o de Banach que e´ mixing.
Exemplo 2.2.12 Seja T : `1 −→ `1 o operador dado por
T ((x1, x2, . . .)) =
(
2x2,
3
2
x3,
4
3
x4, . . .
)
.
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Sejam x, y ∈ `1, λ ∈ K da´ı,
T (x+ λy) = T ((xn)
∞
n=1 + λ(yn)
∞
n=1)
= T ((xn + λyn)
∞
n=1)
=
(
2(x2 + λy2),
3
2
(x3 + λy3), . . .
)
=
(
2x2 + λ · 2y2, 3
2
x3 + λ · 3
2
y3, . . .
)
=
(
2x2,
3
2
x3, . . .) + (λ · 2y2, λ · 3
2
y3, . . .
)
= T (x) + λT (y)
mostrando que T e´ linear. Agora, para mostrar que T e´ cont´ınua, note que para todo x ∈ `1,
‖T (x)‖ =
∥∥∥∥(2x2, 32x3, 43x4, . . .
)∥∥∥∥
=
∞∑
j=2
j
j − 1 |xj|
=
∞∑
j=1
j + 1
j
|xj|
≤
∞∑
j=1
2|xj| = 2
∞∑
j=1
|xj| = 2‖x‖
provando que T e´ cont´ınuo.
Agora, seja U ⊆ `1 um aberto na˜o vazio e W uma vizinhanc¸a de zero. Como c00 = `1, existe
uma sequeˆncia na˜o nula u = (u1, u2, . . . , uN , 0, 0, . . .) ∈ U para algum N ∈ N. Assim, para todo
n ≥ N, T n(u) = 0 ∈ W , logo N(U,W ) e´ cofinito. Note agora que
T k(x) =
(
(k + 1)xk+1,
k + 2
2
xk+2,
k + 3
3
xk+3, . . .
)
, k ≥ 1.
onde x = (xk)
∞
k=1. Como W e´ vizinhanc¸a de zero, segue que 0 ∈ W ◦ e enta˜o existe r > 0 tal
que B`1(0, r) ⊆ W ◦ ⊆ W .
Defina wn ∈ `1, onde wn = (wnk)∞k=1 da seguinte forma
wn,k =
k−nk uk−n, k = n+ 1, . . . , n+N, n ∈ N0, caso contra´rio .
Note que para todo n ∈ N,
T n(wn) =
(
(n+ 1)wn,n+1,
n+ 2
2
wn,n+2,
n+ 3
3
wn,n+3, . . .
)
=
(
(n+ 1) · 1
n+ 1
u1,
n+ 2
2
· 2
n+ 2
u2, . . .
)
= (u1, u2, . . . , uN , 0, 0, . . .) = u ∈ U.
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Seja n0 ∈ N tal que Nn0‖u‖ < r. Da´ı, para todo n ≥ n0, temos que
‖wn‖ =
∥∥∥∥(0, 0, . . . , 1n+ 1u1, 2n+ 2u2, . . . , Nn+N uN , 0, 0 . . .
)∥∥∥∥
=
N∑
j=1
∣∣∣∣ jn+ j uj
∣∣∣∣
=
N∑
j=1
j
n+ j
|uj|
≤ N
n
N∑
j=1
|uj| ≤ N
n0
‖u‖ < r,
provando que wn ∈ W,∀n ≥ n0. Logo, para todo n ≥ n0, wn ∈ W e T n(wn) ∈ U e enta˜o
T n(W ) ∩ U 6= ∅, ∀n ≥ n0. Da´ı, n ∈ N(W,U), ∀n ≥ n0, mostrando que N(W,U) e´ cofinito.
Portanto, segue da Proposic¸a˜o 2.2.11 que T e´ mixing.
Teorema 2.2.13 Sejam (X,T ) um sistema dinaˆmico linear com T hiperc´ıclico, U, V ⊆ X
conjuntos abertos e na˜o vazios e W uma vizinhanc¸a de zero. Enta˜o existe um aberto na˜o vazio
U1 ⊆ U e uma vizinhanc¸a de zero W1, W1 ⊆ W tal que
N(U1,W1) ⊆ N(V,W ) e N(W1, U1) ⊆ N(W,V ).
Demonstrac¸a˜o. Pelo Teorema da Transitividade de Birkhoff temos que T e´ topologicamente
transitivo. Afirmamos que existem m ∈ N0, U1 ⊆ U aberto e na˜o vazio, W1 ⊆ W uma
vizinhanc¸a de zero tal que
Tm(U1) ⊆ V e Tm(W1) ⊆ W. (2.12)
De fato, como T e´ topologicamente transitivo existe m ∈ N tal que Tm(U) ∩ V 6= ∅. Da´ı,
U ∩T−m(V ) 6= ∅. Tome U1 = U ∩T−m(V ). Como T e´ cont´ınua, Tm e´ cont´ınua e enta˜o T−m(V )
e´ aberto. Como U e´ aberto por hipo´tese, segue que U1 a´ aberto, pois e´ a intersec¸a˜o de dois
abertos. E´ claro que U1 ⊆ U,U1 6= ∅ e se y = Tm(x), x ∈ U1 enta˜o y ∈ V , provando que
Tm(U1) ⊆ V .
Agora, como W e´ vizinhanc¸a de zero, segue que 0 ∈ W ◦. Tome W1 = W ◦ ∩ T−m(W ◦). E´
claro que W1 e´ aberto e 0 ∈ W ◦ ∩ T−m(W ◦), provando que W1 e´ vizinhanc¸a de zero. Ale´m
disso, se y = Tm(x), x ∈ W1, segue que y = Tm(x) ∈ W ◦ ⊆ W , mostrando que Tm(W1) ⊆ W .
Considerando enta˜o N(U1,W1) e N(W1, U1), vejamos que
N(U1,W1) ⊆ N(V,W ) e N(W1, U1) ⊆ N(W,V ).
De fato, se n ∈ N(U1,W1), existe x ∈ U1 tal que T n(x) ∈ W1. Como x ∈ U1, segue que
Tm(x) ∈ V . Da´ı, T n(Tm(x)) = Tm(T n(x)) ∈ W , por (2.12), mostrando que n ∈ N(V,W ) e
enta˜o N(U1,W1) ⊆ N(V,W ).
Agora, se n ∈ N(W1, U1), existe x ∈ W1 tal que T n(x) ∈ U1. Como x ∈ W1, temos que
Tm(x) ∈ W e enta˜o T n(Tm(x)) = Tm(T n(x)) ∈ V , novamente por (2.12). Da´ı n ∈ N(W,V ) e
enta˜o, N(W1, U1) ⊆ N(W,V ).
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Lema 2.2.14 (4-Set Trick) Seja (X,T ) um sistema dinaˆmico, U1, V1, U2, V2 ⊆ X abertos e
na˜o vazios.
a) Se existe uma func¸a˜o cont´ınua S : X −→ X tal que S ◦ T = T ◦ S, S(U1) ∩ U2 6= ∅ e
S(V1) ∩ V2 6= ∅, enta˜o existem conjuntos abertos e na˜o vazios U ′1 ⊆ U1, V ′1 ⊆ V1 tal que
N(U
′
1, V
′
1 ) ⊆ N(U2, V2) e N(V
′
1 , U
′
1) ⊆ N(V2, U2).
Ale´m disso, se T e´ topologicamente transitivo, enta˜o N(U1, V1) ∩N(U2, V2) 6= ∅.
b) Se T e´ topologicamente transitivo, enta˜o
N(U1, U2) ∩N(V1, V2) 6= ∅ ⇒ N(U1, V1) ∩N(U2, V2) 6= ∅.
Figura 2.1: 4-Set Trick
Demonstrac¸a˜o. (a) Como S(U1) ∩ U2 6= ∅, existe x ∈ U1 tal que S(x) ∈ U2. Como S e´
cont´ınua, existe um aberto U
′
1 ⊆ U1 tal que S(U ′1) ⊆ U2. Da mesma forma, existe um aberto
V
′
1 ⊆ V1 tal que S(V ′1 ) ⊆ V2. Agora, se n ∈ N(U ′1, V ′1 ), existe y ∈ U ′1 tal que T n(y) ∈ V ′1 . Da´ı,
como S(y) ∈ U2, T n(S(y)) = S(T n(y)) ∈ V2, provando que n ∈ N(U2, V2). Da mesma forma,
se n ∈ N(V ′1 , U ′1), existe z ∈ V ′1 tal que T n(z) ∈ U ′1. Da´ı, T n(S(z)) = S(T n(z)) ∈ U2 e enta˜o
n ∈ N(V2, U2).
Agora, supondo T topologicamente transitivo, temos que N(U
′
1, V
′
1 ) 6= ∅. Ja´ provamos que
N(U
′
1, V
′
1 ) ⊆ N(U2, V2). Agora se n ∈ N(U ′1, V ′1 ), existe x ∈ U ′1 tal que T n(x) ∈ V ′1 . Logo
x ∈ U1 e T n(x) ∈ V1 o que implica que n ∈ N(U1, V1)e portanto, N(U ′1, V ′1 ) ⊆ N(U1, V1). Logo
∅ 6= N(U ′1, V
′
1 ) ⊆ N(U1, V1) ∩N(U2, V2).
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(b) Suponha que T seja topologicamente transitivo e N(U1, U2) ∩ N(V1, V2) 6= ∅. Enta˜o existe
n ∈ N tal que
n ∈ N(U1, U2) e n ∈ N(V1, V2). (2.13)
Defina S = T n. E´ claro que S e´ cont´ınua, S ◦ T = T n ◦ T = T ◦ T n = T ◦ S e
S(U1) ∩ U2 = T n(U1) ∩ U2 6= ∅ e S(V1) ∩ V2 = T n(V1) ∩ V2 6= ∅
por (2.13). Como T e´ topologicamente transitivo segue do item (a) que N(U1, V1)∩N(U2, V2) 6=
∅.
Proposic¸a˜o 2.2.15 Seja (X,T ) um sistema dinaˆmico. T e´ fracamente mixing se, e somente
se, dados U, V1, V2 ⊆ X abertos e na˜o vazios, N(U, V1) ∩N(U, V2) 6= ∅.
Demonstrac¸a˜o. (⇒) Simples de verificar pela Proposic¸a˜o 2.2.5.
(⇐) Sejam U1, U2, V1, V2 ⊆ X abertos e na˜o vazios. Por hipo´tese, existe n ∈ N(U1, U2) ∩
N(U1, V2). Definindo U = U1 ∩ T−n(U2), segue que U e´ aberto e na˜o vazio. Como T−n(V2)
tambe´m e´ aberto e na˜o vazio, novamente por hopo´tese, existe m ∈ N(U, V1) ∩N(U, T−n(V2)),
da´ı existe x ∈ U tal que Tm(x) ∈ T−n(V2). Enta˜o Tm(T n(x)) = T n(Tm(x)) ∈ V2. Como
T n(x) ∈ U2 e Tm(T n(x)) ∈ V2 segue que m ∈ N(U2, V2).
Tambe´m existe y ∈ U tal que Tm(y) ∈ V1. Da´ı, y ∈ U1 e Tm(y) ∈ V1 e enta˜o m ∈ N(U1, V1).
Logo m ∈ N(U1, V1)∩N(U2, V2) e enta˜o N(U1, V1)∩N(U2, V2) 6= ∅, provando que T e´ fracamente
mixing.
Proposic¸a˜o 2.2.16 Seja (X,T ) um sistema dinaˆmico. T e´ fracamente mixing se, e somente
se, dados U, V ⊆ X abertos e na˜o vazios, N(U,U) ∩N(U, V ) 6= ∅.
Demonstrac¸a˜o. (⇒) O´bvio (pela definic¸a˜o de fracamente mixing).
(⇐) Utilizaremos a Proposic¸a˜o 2.2.15. Sejam U, V1, V2 ⊆ X conjuntos abertos e na˜o vazios.
Por hipo´tese, N(U,U) ∩ N(U, V1) 6= ∅. Logo, existe n ∈ N tal que T n(U) ∩ V1 6= ∅ e enta˜o
U ∩ T−n(V1) 6= ∅. Seja U1 = U ∩ T−n(V1). E´ claro que U1 e´ aberto.
Como T−n(V2) tambe´m e´ aberto e na˜o vazio, por hipo´tese, existe
m ∈ N(U1, U1) ∩N(U1, T−n(V2)).
Da´ı, existem x, y ∈ U1 tais que Tm(x) ∈ U1 e Tm(y) ∈ T−n(V2), isto e´, T n(Tm(y)) ∈ V2.
Portanto Tm+n(x) = T n(Tm(x)) ∈ V1 o que implica que m + n ∈ N(U, V1) e Tm+n(y) =
T n(Tm(y)) ∈ V2, e enta˜o segue que m + n ∈ N(U, V2). Logo N(U, V1) ∩ N(U, V2) 6= ∅ e pela
Proposic¸a˜o 2.2.15 segue que T e´ fracamente mixing.
Teorema 2.2.17 Seja (X,T ) um sistema dinaˆmico linear com T hiperc´ıclico. Se para qualquer
aberto e na˜o vazio U ⊆ X e W vizinhanc¸a de zero existe uma func¸a˜o cont´ınua S : X −→ X tal
que S ◦ T = T ◦ S, S(U) ∩W 6= ∅ e S(W ) ∩ U 6= ∅, enta˜o T e´ fracamente mixing.
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Demonstrac¸a˜o. Como T e´ hiperc´ıclico, segue do Teorema da Transitivade de Birkhoff que T e´
topologicamente transitivo e enta˜o, segue do Lema 2.2.14 (item (a)) que N(U,W )∩N(W,U) 6= ∅
para todo aberto U e vizinhanc¸a de zero W , na˜o vazios. Para demonstrar o teorema, utilizare-
mos a Proposic¸a˜o 2.2.16.
Sejam U, V ⊆ X abertos e na˜o vazios. Pelo Lema 1.3.3, existem U1 ⊆ U, V1 ⊆ V abertos e
na˜o vazios e uma vizinhanc¸a de zero W1 tal que
U1 +W1 ⊆ U e V1 +W1 ⊆ V.
Pelo Teorema 2.2.13, sendo U1, V1 abertos e na˜o vazios e W1 uma vizinhanc¸a de zero, existe
um aberto na˜o vazio U2 ⊆ U1 e uma vizinhanc¸a de zero W2 tal que W2 ⊆ W1 e
N(W2, U2) ⊆ N(W1, V1). (2.14)
Seja n ∈ N(U2,W2) ∩ N(W2, U2) (note que isso e´ poss´ıvel de acordo com o argumento
do in´ıcio dessa demonstrac¸a˜o). Enta˜o existe u2 ∈ U2 tal que T n(u2) ∈ W2. Mas como n ∈
N(W2, U2), segue de (2.14) que n ∈ N(W1, V1) e enta˜o existe w1 ∈ W1 tal que T n(w1) ∈ V1.
Tambe´m existe w2 ∈ W2 tal que T n(w2) ∈ U2. Definindo u3 = u2 + w2 ∈ U2 + W2 ⊆
U1 +W1 ⊆ U e u4 = u2 + w1 ∈ U2 +W1 ⊆ U1 +W1 ⊆ U , temos que
T n(u3) = T
n(u2 + w2) = T
n(u2) + T
n(w2) ∈ W2 + U2 ⊆ W1 + U1 ⊆ U
e enta˜o, n ∈ N(U,U). Da mesma forma,
T n(u4) = T
n(u2 + w1) = T
n(u2) + T
n(w1) ∈ W2 + V1 ⊆ W1 + V1 ⊆ V
e enta˜o n ∈ N(U, V ). Logo N(U,U) ∩ N(U, V ) 6= ∅ e enta˜o, pela Proposic¸a˜o 2.2.16 segue que
T e´ fracamente mixing.
Teorema 2.2.18 (Furstenberg [13]) Seja (X,T ) um sistema dinaˆmico, com T fracamente
mixing. Enta˜o T × · · · × T︸ ︷︷ ︸
n vezes
e´ fracamente mixing para n ≥ 2.
Demonstrac¸a˜o. Pela definic¸a˜o, o produto cartesiano T × · · · × T︸ ︷︷ ︸
n vezes
e´ fracamente mixing se, e
somente se, T × · · · × T︸ ︷︷ ︸
2n vezes
e´ topologicamente transitivo. Logo, basta mostrarmos que T × · · · × T︸ ︷︷ ︸
n vezes
e´ topologicamente transitivo para n ≥ 2.
Fac¸amos por induc¸a˜o. Para n = 2, como T e´ fracamente mixing por hipo´tese, ja´ temos pela
definic¸a˜o que T ×T e´ topologicamente transitivo. Suponha que T × · · · × T︸ ︷︷ ︸
n vezes
e´ topologicamente
transitivo.
Para mostrarmos que T × · · · × T︸ ︷︷ ︸
n + 1 vezes
e´ topologicamente transitivo, sejam U, V ⊂ X × · · · ×X︸ ︷︷ ︸
n+1 vezes
abertos e na˜o vazios. Sem perda de generalidade, suponha que U = U1 × · · · × Un+1, V =
V1 × · · · × Vn+1, onde Uk, Vk ⊆ X sa˜o abertos e na˜o vazios. Da´ı
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T × · · · × T︸ ︷︷ ︸
n+1 vezes
e´ topologicamente transitivo
⇔ existe s ∈ N tal que (T × · · · × T︸ ︷︷ ︸
n+1 vezes
)s(U) ∩ V 6= ∅
⇔ existe s ∈ N e x ∈ U tal que (T × · · · × T︸ ︷︷ ︸
n+1 vezes
)s(x) ∈ V
⇔ existe s ∈ N e x = (x1, . . . , xn+1), xi ∈ Ui, i = 1, . . . , n+ 1
tal que (T × · · · × T︸ ︷︷ ︸
n+1 vezes
)s(x1, . . . , xn+1) ∈ V
⇔ existe s ∈ N e x = (x1, . . . , xn+1), xi ∈ Ui, i = 1, . . . , n+ 1
tal que (T s × · · · × T s︸ ︷︷ ︸
n+1 vezes
)(x1, . . . , xn+1) = (T
s(x1), . . . , T
s(xn+1)) ∈ V1 × . . .× Vn+1
⇔ existem s ∈ N, xi ∈ Ui tais que T s(xi) ∈ Vi,
i = 1, . . . , n+ 1
⇔ s ∈ N(Ui, Vi), para todo i = 1, . . . , n+ 1
⇔
n+1⋂
k=1
N(Uk, Vk) 6= ∅.
Como T e´ fracamente mixing, existe m ∈ N0 tal que Tm(Un)∩Un+1 6= ∅ e Tm(Vn)∩Vn+1 6= ∅.
Pelo Lema 2.2.14, existem abertos e na˜o vazios U
′
n ⊆ Un, V ′n ⊆ Vn tais que
N(U
′
n, V
′
n) ⊆ N(Un+1, Vn+1) e N(V
′
n, U
′
n) ⊆ N(Vn+1, Un+1).
Agora note que se l ∈ N(U ′n, V ′n), enta˜o T l(U ′n) ∩ V ′n 6= ∅, isto e´, existe x ∈ U ′n tal que
T l(x) ∈ V ′n. Da´ı x ∈ Un e T l(x) ∈ Vn, mostrando que T l(Un)∩Vn 6= ∅ e portanto, l ∈ N(Un, Vn).
Logo, N(U
′
n, V
′
n) ⊆ N(Un, Vn) e enta˜o N(U ′n, V ′n) ⊆ N(Un, Vn) ∩N(Un+1, Vn+1)
Por hipo´tese de induc¸a˜o, existe k ∈ N tal que
(T × . . .× T )k(U1 × . . .× Un−1 × U ′n) ∩ (V1 × . . .× Vn−1 × V
′
n) 6= ∅
isto e´
(T k × . . .× T k)(U1 × . . .× Un−1 × U ′n) ∩ (V1 × . . .× Vn−1 × V
′
n) 6= ∅
logo existe x = (x1, . . . , xn), xi ∈ Ui, i = 1, . . . , n− 1 e xn ∈ U ′n tal que
(T k × . . .× T k)(x1, . . . , xn) = (T k(x1), . . . , T k(xn)) ∈ V1 × . . .× Vn−1 × V ′n.
Da´ı, T k(xi) ∈ Vi, i = 1, . . . , n−1 e T k(xn) ∈ V ′n. Logo, k ∈ N(Ui, Vi) para todo i ∈ {1, . . . , n−1}
e k ∈ N(U ′n, V ′n). Enta˜o
k ∈
n−1⋂
j=1
N(Uj, Vj) ∩N(U ′n, V
′
n).
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Mas como k ∈ N(U ′n, V ′n), segue que k ∈ N(Un, Vn) e k ∈ N(Un+1, Vn+1) e enta˜o
k ∈
n+1⋂
j=1
N(Uj, Vj)
e o resultado segue.
Teorema 2.2.19 Seja (X,T ) um sistema dinaˆmico. T ⊕T e´ fracamente mixing se, e somente
se, T e´ fracamente mixing.
Demonstrac¸a˜o. (⇒) Suponha que T ⊕ T e´ fracamente mixing. Sejam U1, V1, U2, V2 ⊆ X
abertos e na˜o vazios. Como T ⊕ T e´ fracamente mixing, existe n ∈ N tal que (T ⊕ T )n(U1 ×
U2)∩(V1×V2) 6= ∅. Da´ı, existem u1 ∈ U1 e u2 ∈ U2 tal que (T⊕T )n(u1, u2) = (T n(u1), T n(u2)) ∈
V1×V2 o que implica que T n(u1) ∈ V1 e T n(u2) ∈ V2. Logo, T n(U1)∩V1 6= ∅ e T n(U2)∩V2 6= ∅
e portanto T e´ fracamente mixing.
(⇐) E´ o Teorema 2.2.18.
O u´ltimo resultado dessa sec¸a˜o da´ uma interessante decomposic¸a˜o dos vetores de um espac¸o
de Fre´chet separa´vel, em termos de vetores hiperc´ıclicos.
Teorema 2.2.20 Seja (X,T ) um sistema dinaˆmico linear, com T hiperc´ıclico. Enta˜o
X = HC(T ) +HC(T ),
ou seja, todo vetor de X pode ser escrito como a soma de dois vetores hiperc´ıclicos.
Demonstrac¸a˜o. Seja x ∈ X. Pelo argumento na demonstrac¸a˜o do Teorema da Transitividade
de Birkhoff, temos que HC(T ) e´ um Gδ-conjunto denso. Note que x −HC(T ) tambe´m e´ um
Gδ-conjunto. De fato, como HC(T ) e´ Gδ-conjunto, temos que
HC(T ) =
∞⋂
k=1
Ak,
Ak ⊆ X e´ aberto para todo k ∈ N.
Agora, note que
y ∈ x−HC(T ) ⇒ y ∈ x−
∞⋂
k=1
Ak
⇒ y = x− z, z ∈ Ak,∀k
⇒ y ∈ x− Ak,∀k
⇒ y ∈
∞⋂
k=1
(x− Ak)
provando que
x−HC(T ) ⊆
∞⋂
k=1
(x− Ak). (2.15)
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Por outro lado,
y ∈
∞⋂
k=1
(x− Ak) ⇒ y ∈ (x− Ak),∀k
⇒ y = x− ak, ak ∈ Ak, k ∈ N
⇒ ak = x− y,∀k ∈ N
⇒ y = x− (x− y), x− y ∈ Ak∀k
⇒ y ∈ x−
∞⋂
k=1
Ak = x−HC(T ),
provando que
∞⋂
k=1
(x− Ak) ⊆ x−HC(T ). (2.16)
De (2.15) e (2.16) concluimos que x − HC(T ) = ⋂∞k=1(x − Ak). Como Ak e´ aberto para
todo k ∈ N, segue que x−Ak tambe´m e´ aberto para todo k ∈ N porque translac¸a˜o e homotetia
sa˜o homeomorfismos. Da´ı, segue que x−HC(T ) e´ um Gδ conjunto.
Como HC(T ) e x−HC(T ) sa˜o Gδ conjuntos densos, pelo Teorema de Baire segue que
HC(T ) ∩ (x−HC(T )) 6= ∅
isto e´, existe y ∈ HC(T ) tal que y = x− z, z ∈ HC(T ). Logo, x = y + z ∈ HC(T ) + HC(T ).
Cap´ıtulo 3
Crite´rios de Hiperciclicidade
O Teorema da Transitividade de Birkhoff reduz a hiperciclicidade para um problema de tran-
sitividade topolo´gica. Entretanto, em muitas situac¸o˜es na˜o e´ tarefa simples verificar se um
operador e´ topologicamente transitivo ou na˜o. O nosso objetivo agora e´ estudar alguns crite´rios
que podem ser aplicados em operadores a fim de sabermos quando o operador e´ hiperc´ıclico ou
se mixing, ou fracamente mixing e consequentemente, hiperc´ıclico.
Alguns desses crite´rios tiveram sua origem em situac¸o˜es espec´ıficas, isto e´, inicialmente
foram estabelecidos para operadores definidos em espac¸os de sequeˆncias ou de func¸o˜es, mas
estudaremos todos eles de maneira geral.
Teorema 3.0.21 Seja (X,T ) um sistema dinaˆmico linear. Suponha que
X0 := span{x ∈ X : T (x) = λx para algum λ ∈ K, |λ| < 1}
Y0 := span{x ∈ X : T (x) = λx para algum λ ∈ K, |λ| > 1}
sejam densos em X. Enta˜o T e´ mixing e, em particular, hiperc´ıclico.
Demonstrac¸a˜o. Sejam U, V ⊆ X abertos e na˜o vazios. Por hipo´tese, podemos encontrar
x ∈ X0 ∩ U e y ∈ Y0 ∩ V . Da´ı,
x =
m∑
k=1
akxk e y =
m∑
k=1
bkyk,
onde T (xk) = λkxk, T (yk) = µkyk para escalares ak, bk, λk, µk ∈ K, com |λk| < 1 e |µk| > 1, k =
1, . . . ,m.
Agora, para cada k ∈ N, considere a sequeˆncia (akλnkxk)∞n=1 e (pj)∞j=1 a sequeˆncia de semi-
normas que define a topologia de X. Da´ı, para todo j ≥ 1,
pj(akλ
n
kxk) = |ak||λk|npj(xk) −→ 0
quando n −→∞, provando que akλnkxk −→ 0 em X quando n −→∞. Da´ı
T n(x) = T n
(
m∑
k=1
akxk
)
=
m∑
k=1
akT
n(xk) =
m∑
k=1
akλ
n
kxk −→ 0
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quando n −→∞. Definindo
un :=
m∑
k=1
bk · 1
µnk
· yk
temos que un −→ 0 quando n −→∞ e para todo n ≥ 0
T n(un) = T
n
(
m∑
k=1
bk · 1
µnk
· yk
)
=
m∑
k=1
bk · 1
µnk
· µnk · yk =
m∑
k=1
bkyk = y.
Da´ı, x + un −→ x + 0 = x e T n(x + un) = T n(x) + T n(un) = T n(x) + y −→ 0 + y = y,
quando n −→∞.
Como x + un −→ x, existe N1 ∈ N tal que x + un ∈ U,∀n ≥ N1. Como T n(x + un) −→ y,
existe N2 ∈ N tal que T n(x + un) ∈ V, ∀n ≥ N2. Tome N = ma´x{N1, N2}. Da´ı, para todo
n ≥ N , x + un ∈ U e T n(x + un) ∈ V o que implica que T n(U) ∩ V 6= ∅,∀n ≥ N . Logo T e´
mixing.
Teorema 3.0.22 (Crite´rio de Kitai [19]) Seja (X,T ) um sistema dinaˆmico linear. Se exis-
tem conjuntos densos X0, Y0 ⊆ X e uma func¸a˜o S : Y0 −→ Y0 tal que para todos x ∈ X0 e y ∈ Y0
(i) T n(x) −→ 0
(ii) Sn(y) −→ 0
(iii) (T ◦ S)(y) = y
enta˜o T e´ mixing e, em particular, hiperc´ıclico.
Demonstrac¸a˜o. Sejam U, V ⊆ X abertos e na˜o vazios. Por hipo´tese, existem x ∈ X0 ∩ U e
y ∈ Y0 ∩ V . Pelo item (i) da hipo´tese, segue que T n(x) −→ 0. Defina un = Sn(y). Da´ı, pelo
item (ii) da hipo´tese, un −→ 0. Mostremos que para todo n ≥ 0, T n(un) = y.
Se n = 1, T (u1) = T (S(y)) = y, pela condic¸a˜o (iii) da hipo´tese. Suponha que T
n(un) =
T n(Sn(y)) = y, mostremos que T n+1(un+1) = T
n+1(Sn+1(y)) = y. De fato,
T n+1(un+1) = T
n+1(Sn+1(y))
= (T ◦ . . . ◦ T︸ ︷︷ ︸
n+1 vezes
) ◦ (S ◦ . . . ◦ S︸ ︷︷ ︸
n+1 vezes
)(y)
= (T n ◦ T ) ◦ (S ◦ Sn)(y)
= (T n ◦ (T ◦ S) ◦ Sn)(y)
= T n((T ◦ S)(Sn(y))) = T n(Sn(y)) = y
portanto, T n(un) = y para todo n ≥ 0.
Como x + un −→ x + 0 = x, existe N1 ∈ N tal que x + un ∈ U,∀n ≥ N1. Tambe´m, como
T n(x + un) = T
n(x) + y −→ 0 + y = y, existe N2 ∈ N tal que T n(x + un) ∈ V, ∀n ≥ N2.
Tomando N = ma´x{N1, N2}, temos que para todo n ≥ N , x+un ∈ U e T n(x+un) ∈ V , o que
implica que T n(U) ∩ V 6= ∅ para todo n ≥ N e enta˜o, T e´ mixing.
55
Como aplicac¸a˜o do crite´rio de Kitai mostraremos que os operadores de Rolewicz e MacLane
sa˜o mixing. Apesar de na˜o provarmos aqui, o operador translac¸a˜o de Birkhoff, que ja´ provamos
ser hiperc´ıclico, tambe´m satisfaz crite´rio de Kitai, logo e´ mixing.
Exemplo 3.0.23 Seja 1 ≤ p <∞, λ ∈ K, |λ| > 1 e T : `p −→ `p definido por
T ((ξ1, ξ2, . . .)) = λ(ξ2, ξ3, . . .).
Tome X0 = Y0 = c00 e S : c00 −→ c00 definido por
S((ξ1, ξ2, . . .) =
1
λ
(0, ξ1, ξ2, . . .).
Ja´ sabemos que T e´ linear e cont´ınuo e ja´ sabemos tambe´m que X0 e Y0 sa˜o densos em `p.
Provemos que as treˆs condic¸o˜es do Crite´rio de Kitai sa˜o satisfeitas.
(i) Seja x ∈ X0. Enta˜o x = (x1, x2, . . . , xN , 0, 0, . . .) para algum N ≥ 1. Logo, para todo
n ≥ N , T n(x) = 0 e enta˜o T n(x) −→ 0.
(ii) Seja y ∈ Y0. Enta˜o y = (y1, y2, . . . , yN , 0, 0, . . .) para algum N ≥ 1. Logo
Sn(y) =
1
λn
(0, 0, . . . , 0, y1, y2, . . . , yN , 0, 0, . . .) −→ 0
quando n −→∞.
(iii) Seja y ∈ Y0. Enta˜o y = (y1, y2, . . . , yN , 0, 0, . . .) para algum N ≥ 1. Logo
S(y) =
1
λ
(0, y1, y2, . . . , yN , 0, . . .)⇒ T (S(y)) = (y1, y2, . . . , yN , 0, 0, . . .) = y.
Portanto, de (i), (ii) e (iii), temos pelo Crite´rio de Kitai que T e´ mixing.
Exemplo 3.0.24 Seja D : H(C) −→ H(C) o operador diferenciac¸a˜o. Ja´ sabemos que D e´
linear e cont´ınuo. Mostremos que D satisfaz o crite´rio de Kitai.
Tome X0 = Y0 = P(C), onde P(C) e´ o espac¸o dos polinoˆmios com coeficientes em C. Ja´
sabemos que P(C) e´ denso em H(C). Considere S : Y0 −→ Y0 definida por
S(a0 + a1z + a2z
2 + . . .+ akz
k) = a0 + a1 · z
2
2
+ . . .+ ak · z
k+1
k + 1
k ∈ N. Note que dado P ∈ X0, Dn(P ) = 0 sempre que n for maior que o grau do polinoˆmio P .
Logo Dn(P ) −→ 0, quando n −→∞, para todo P ∈ X0.
Seja K ⊆ C compacto. Enta˜o existe R > 0 tal que K ⊆ B(0, R). Note que
Sn(zk) =
zk+n
(k + 1)(k + 2) . . . (k + n− 1)(k + n) ,
para todo k ∈ N. Note tambe´m que
k!zk+n
(k + n)!
=
k!zk+n
(k + n)(k + n− 1) . . . (k + 1)k! =
zk+n
(k + n)(k + n− 1) . . . (k + 1) = S
n(zk)
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e enta˜o
|Sn(zk)| =
∣∣∣∣ k!zk+n(k + n)!
∣∣∣∣ = k!|z|k+n(k + n)! .
Assim, se z ∈ C e´ tal que |z| ≤ R, enta˜o |z|k+n ≤ Rk+n e
|Sn(zk)| = k!|z|
k+n
(k + n)!
≤ k!R
k+n
(k + n)!
,
o que implica que
sup
z∈K
|Sn(zk)| ≤ k!R
k+n
(k + n)!
,∀k ∈ N
e enta˜o
sup
z∈K
|Sn(zk)| −→ 0 (3.1)
quando n −→∞.
Sejam P ∈ Y0, digamos P (z) = akzk + . . .+ a1z + a0 e ε > 0. Enta˜o
Sn(P )(z) = Sn(akz
k + . . .+ a1z + a0) = akS
n(zk) + . . .+ a1S
n(z) + a0S
n(z0),
logo
|Sn(P )(z)| ≤ |ak||Sn(zk)|+ . . .+ |a1||Sn(z)|+ |a0||Sn(z0)|.
Por (3.1), existem constantes n0, n1, . . . , nk ∈ N tais que
|Sn(z0)| < ε
2(k + 1)|a0| , sempre que n ≥ n0
|Sn(z)| < ε
2(k + 1)|a1| , sempre que n ≥ n1
...
|Sn(zk)| < ε
2(k + 1)|ak| , sempre que n ≥ nk.
Tomando n˜ = ma´x{n0, n1, . . . , nk}, temos que sempre que n ≥ n˜,
|Sn(P )(z)| ≤ |ak||Sn(zk)|+ . . .+ |a1||Sn(z)|+ |a0||Sn(z0)|
≤ |ak| · ε
2(k + 1)|ak| + . . .+ |a1| ·
ε
2(k + 1)|a1| + |a0| ·
ε
2(k + 1)|a0|
=
ε
2(k + 1)
+ . . .+
ε
2(k + 1)
+
ε
2(k + 1)
=
ε(k + 1)
2(k + 1)
=
ε
2
< ε.
Logo, |Sn(P )| < ε sempre que n ≥ n˜, ou seja, Sn(P ) −→ 0 quando n −→∞.
Por fim, se P (z) = akz
k + . . .+ a1z + a0 ∈ Y0, enta˜o
(D ◦ S)(P ) = D(S(P )) = D
(
ak · z
k+1
k + 1
+ . . .+ a1 · z
2
2
+ a0z
)
=
ak
k + 1
D(zk+1) + . . .+
a1
2
D(z2) + a0D(z)
=
ak
k + 1
· (k + 1)zk + . . .+ a1
2
· 2z + a0
= akz
k + . . .+ a1z + a0 = P.
Portanto, pelo crite´rio de Kitai, segue que D e´ mixing.
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Teorema 3.0.25 (Crite´rio de Gethner-Shapiro [14]) Seja (X,T ) um sistema dinaˆmico
linear. Se existem conjuntos densos X0, Y0 ⊆ X, uma sequeˆncia crescente (nk)∞k=1 de intei-
ros positivos e uma func¸a˜o S : Y0 −→ Y0 tal que para todo x ∈ X0 e y ∈ Y0
(i) T nk(x) −→ 0
(ii) Snk(y) −→ 0
(iii) (T ◦ S)(y) = y
enta˜o T e´ fracamente mixing.
Demonstrac¸a˜o. Sejam U1, U2, V1, V2 ⊆ X abertos e na˜o vazios. Por hipo´tese, podemos encon-
trar vetores xj ∈ Uj ∩X0, yj ∈ Vj ∩ Y0, j = 1, 2. Note que
xj + S
nk(yj) −→ xj + 0 = xj, j = 1, 2
e
T nk(xj + S
nk(yj)) = T
nk(xj) + yj −→ 0 + yj = yj, j = 1, 2
quando k −→∞.
Da´ı, existem n1, n2, n3, n4 ∈ N tais que
x1 + S
nk(y1) ∈ U1, sempre que k ≥ n1,
x2 + S
nk(y2) ∈ U2, sempre que k ≥ n2,
T nk(x1 + S
nk(y1)) ∈ V1, sempre que k ≥ n3,
T nk(x2 + S
nk(y2)) ∈ V2, sempre que k ≥ n4.
Tome k˜ = ma´x{n1, n2, n3, n4}. Da´ı
x1 + S
nk˜(y1) ∈ U1 e T nk˜(x1 + Snk˜(y1)) ∈ V1 ⇒ nk˜ ∈ N(U1, V1)
x2 + S
nk˜(y2) ∈ U2 e T nk˜(x2 + Snk˜(y2)) ∈ V2 ⇒ nk˜ ∈ N(U2, V2).
Logo, N(U1, V1) ∩N(U2, V2) 6= ∅ e enta˜o, T e´ fracamente mixing.
Lema 3.0.26 Sejam X um espac¸o de Fre´chet separa´vel e T um operador hiperc´ıclico em X.
Tome (yj)
∞
j=1 ⊆ X uma sequeˆncia densa em X e defina
Gj,k =
∞⋃
n=1
T−n
(
B
(
yj,
1
k
))
,
para todos j, k ∈ N. Seja HC(T ) o conjunto de todos os vetores hiperc´ıclicos para T . Enta˜o
HC(T ) =
⋂
j,k∈N
Gj,k.
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Demonstrac¸a˜o. Como T e´ hiperc´ıclico, segue por definic¸a˜o que T e´ cont´ınuo. Logo, para
cada n ∈ N, T n e´ cont´ınuo como composic¸a˜o de func¸o˜es cont´ınuas e enta˜o T−n (B (yj, 1k)) e´
aberto para quaisquer n, j, k ∈ N.
Por hipo´tese, como T e´ hiperc´ıclico, enta˜o HC(T ) 6= ∅. Seja x ∈ HC(T ). Enta˜o para
cada j, k ∈ N, existe nj,k ∈ N tal que T nj,k(x) ∈ B
(
yj,
1
k
)
. Logo, para cada j, k ∈ N, x ∈
T−nj,k
(
B
(
yj,
1
k
)) ⊆ Gj,k, provando que HC(T ) ⊆ ⋂
j,k∈N
Gj,k.
Para demonstrar a outra inclusa˜o, seja x ∈
⋂
j,k∈N
Gj,k, mostremos que Orb(T, x) e´ denso em
X.
Seja z ∈ X e ε > 0. Tome k0 ∈ N tal que 1k0 < ε2 e como (yj)∞j=1 e´ densa em X, existe j0 ∈ N
tal que d(z, yj0) <
ε
2
.
Como x ∈ Gj0,k0 , existe n0 ∈ N tal que x ∈ T−n0
(
B
(
yj0 ,
1
k0
))
, isto e´, T n0(x) ∈ B
(
y0,
1
k0
)
.
Da´ı
d(T n0(x), z) ≤ d(T n0(x), yj0) + d(yj0 , z) <
1
k0
+
ε
2
<
ε
2
+
ε
2
= ε.
Logo, Orb(T, x) e´ denso em X o que implica que x ∈ HC(T ), concluindo que
⋂
j,k∈N
Gj,k ⊆
HC(T ). Portanto,
HC(T ) =
⋂
j,k∈N
Gj,k.
Teorema 3.0.27 (Crite´rio de Hiperciclicidade) Seja (X,T ) um sistema dinaˆmico linear.
Suponhamos que existam subconjuntos densos Z, Y ⊆ X, uma sequeˆncia crescente de inteiros
positivos (nk)
∞
k=1 e uma famı´lia de aplicac¸o˜es Snk : Z −→ X tais que
(i) para cada y ∈ Y , T nk(y) −→ 0 quando k −→∞;
(ii) para cada z ∈ Z, Snk(z) −→ 0 quando k −→∞;
(iii) T nk ◦ Snk(z) −→ z quando k −→∞ para todo z ∈ Z.
Enta˜o T e´ hiperc´ıclico.
Demonstrac¸a˜o. Como X e´ separa´vel, consideremos uma sequeˆncia (yj)
∞
j=1 densa em X. Para
cada j, l ∈ N, seja
Gj,l =
∞⋃
n=1
T−n
(
B
(
yj,
1
l
))
,
definidos no Lema 3.0.26. Mostremos que para cada j e para cada l, Gj,l e´ denso em X, pois
se Gj,l e´ denso em X para cada j, l ∈ N, pelo teorema de Baire segue que
⋂
j,l
Gj,l e´ denso em X
e enta˜o
⋂
j,l
Gj,l 6= ∅. Da´ı, pelo Lema 3.0.26 segue que HC(T ) 6= ∅ e, portanto, T e´ hiperc´ıclico.
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Sejam j, l ∈ N fixos e considere Gj,l. Para facilitar a notac¸a˜o, vamos denotar yj por y e 1l
por ε. Seja z ∈ X e δ > 0, devemos encontrar x ∈ Gj,l tal que d(x, z) < δ.
Como Z e Y sa˜o densos, existem y0 ∈ Y e z0 ∈ Z tais que
d(y, z0) <
ε
2
e d(z, y0) <
δ
2
.
Por (i), T nk(y0) −→ 0, assim existe k1 ∈ N tal que
d(T nk(y0), 0) <
ε
4
, sempre que k ≥ k1,
isto e´, T nk(y0) ∈ B(0, ε4) sempre que k ≥ k1.
Por (ii), Snk(z0) −→ 0 e enta˜o existe k2 ∈ N tal que
Snk(z0) ∈ B
(
0,
δ
2
)
, sempre que k ≥ k2.
Por (iii), T nk ◦ Snk(z0) −→ z0 e enta˜o existe k3 ∈ N tal que
T nk ◦ Snk(z0) ∈ B
(
z0,
ε
4
)
, sempre que k ≥ k3.
Seja k ∈ N tal que k > ma´x{k1, k2, k3} e considere x = Snk(z0) + y0 ∈ X. Note que
T nk(x) = T nk(Snk(z0) + y0) = T
nkSnk(z0) + T
nk(y0)
e como d e´ invariante sob translac¸o˜es
d(T nk(x), z0) = d(T
nkSnk(z0) + T
nk(y0), z0)
≤ d(T nkSnk(z0) + T nk(y0), T nkSnk(z0)) + d(T nkSnk(z0), z0)
= d(T nkSnk(z0) + T
nk(y0)− T nkSnk(z0), T nkSnk(z0)− T nkSnk(z0))
+d(T nkSnk(z0), z0)
= d(T nk(y0), 0) + d(T
nkSnk(z0), z0)
<
ε
4
+
ε
4
=
ε
2
da´ı, T nk(x) ∈ B (z0, ε2). Como y ∈ B (z0, ε2), segue que
d(T nk(x), y) ≤ d(T nk(x), z0) + d(z0, y) < ε
2
+
ε
2
e enta˜o T nk(x) ∈ B(y, ε) o que implica que x ∈ T−nk(B(y, ε)) ⊆ Gj,l.
Como x = Snk(z0) + y0, temos que x− y0 = Snk(z0) e enta˜o x− y0 ∈ B
(
0, δ
2
)
. Agora, note
que
d(x, y0) = d(x− y0, y0 − y0) = d(x− y0, 0) < δ
2
o que implica que x ∈ B (y0, δ2). Como z ∈ B (y0, δ2),
d(x, z) ≤ d(x, y0) + d(y0, z) < δ
2
+
δ
2
= δ.
Como z foi escolhido arbitrariamente, segue que Gj,l e´ denso em X para todos j, l ∈ N.
Logo pelo Teorema de Baire segue que
⋂
j,l
Gj,l e´ denso em X.
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Corola´rio 3.0.28 Seja (X,T ) um sistema dinaˆmico linear. Se T satisfaz o crite´rio de hiper-
ciclicidade enta˜o T ⊕ T tambe´m satisfaz o crite´rio de hiperciclicidade.
Demonstrac¸a˜o. Como T satisfaz o crite´rio de hiperciclicidade, existem subconjuntos densos
Z, Y ⊆ X, uma sequeˆncia de inteiros positivos (nk)∞k=1 e uma famı´lia de aplicac¸o˜es Snk : Z −→ X
tais que
(i) T nk(y) −→ 0,∀y ∈ Y
(ii) Snk(z) −→ 0,∀z ∈ Z
(iii) T nkSnk(z) −→ z,∀z ∈ Z
Para mostrar que T ⊕ T satisfaz o crite´rio de hiperciclicidade, considere os conjuntos Z ⊕
Z, Y ⊕ Y ⊆ X ×X, a sequeˆncia (nk)∞k=1 e a famı´lia de aplicac¸o˜es Snk ⊕ Snk .
Provemos que Z⊕Z e Y ⊕Y sa˜o densos em X×X. De fato, seja (x1, x2) ∈ X×X e ε > 0.
Como Z e Y sa˜o densos em X, existem z1, z2 ∈ Z, y1, y2 ∈ Y tais que d(z1, x1) < ε2 , d(z2, x2) <
ε
2
, d(y1, x1) <
ε
2
e d(y2, x2) <
ε
2
.
E´ claro que (z1, z2) ∈ Z ⊕ Z e (y1, y2) ∈ Y ⊕ Y . Ale´m disso,
d((z1, z2), (x1, x2)) = d(z1, x1) + d(z2, x2) <
ε
2
+
ε
2
= ε
e
d((y1, y2), (x1, x2)) = d(y1, x1) + d(y2, x2) <
ε
2
+
ε
2
provando que (z1, z2), (y1, y2) ∈ B((x1, x2), ε). Logo, Z ⊕ Z e Y ⊕ Y sa˜o densos em X ×X.
Mostremos agora que T ⊕ T satisfaz o crite´rio de hiperciclicidade.
(i) Seja (y1, y2) ∈ Y⊕Y . Temos que (T⊕T )nk(y1, y2) = (T nk⊕T nk)(y1, y2) = (T nk(y1), T nk(y2)) −→
(0, 0).
(ii) Seja (z1, z2) ∈ Z ⊕ Z. Temos que (Snk ⊕ Snk)(z1, z2) = (Snk(z1), Snk(z2)) −→ (0, 0).
(iii) Seja (z1, z2) ∈ Z⊕Z. Enta˜o (T⊕T )nk ◦(Snk⊕Snk)(z1, z2) = (T nk⊕T nk)(Snk(z1), Snk(z2)) =
(T nkSnk(z1), T
nkSnk(z2)) −→ (z1, z2).
De (i), (ii) e (iii) segue que T ⊕ T satisfaz o crite´rio de hiperciclicidade.
Introduziremos agora uma variac¸a˜o da noc¸a˜o de hiperciclicidade que tambe´m e´ estudada na
dinaˆmica linear.
Definic¸a˜o 3.0.29 Sejam X um espac¸o de Fre´chet separa´vel e (nk)
∞
k=1 uma sequeˆncia crescente
de inteiros positivos. Um operador T e´ chamado hereditariamente hiperc´ıclico com respeito
a (nk)
∞
k=1 se para cada subsequeˆncia (nkj)
∞
j=1 de (nk)
∞
k=1, existe x ∈ X tal que {T nkj (x) :
j ≥ 1} e´ denso em X. Um operador e´ chamado apenas de hereditariamente hiperc´ıclico se e´
hereditariamente hiperc´ıclico com respeito a alguma sequeˆncia (nk)
∞
k=1.
Para provar alguns resultados adiante, precisamos de uma noc¸a˜o mais geral do que hiperci-
clicidade, que definiremos agora.
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Definic¸a˜o 3.0.30 Sejam X e Y espac¸os me´tricos, Tn : X −→ Y func¸o˜es cont´ınuas. A o´rbita
de x ∈ X com respeito a (Tn)∞n=1 e´ o conjunto
Orb((Tn), x) = {Tn(x) : n ≥ 1}.
Um elemento x ∈ X e´ universal para (Tn)n se Orb((Tn), x) e´ denso em Y .
Definic¸a˜o 3.0.31 Sejam Tn : X −→ Y, n ≥ 0 func¸o˜es cont´ınuas entre os espac¸os me´tricos X
e Y . (Tn)n e´ topologicamente transitivo se para qualquer par U ⊆ X e V ⊆ Y de conjuntos
abertos e na˜o vazios, existe n ≥ 0 tal que Tn(U) ∩ V 6= ∅.
Teorema 3.0.32 (Crite´rio Universal) Sejam X um espac¸o me´trico completo, Y um espac¸o
me´trico separa´vel e Tn : X −→ Y, n ≥ 1 func¸o˜es cont´ınuas. Sa˜o equivalentes:
(i) (Tn)n e´ topologicamente transitivo.
(ii) Existe um conjunto de pontos Z ⊆ X denso tal que Orb((Tn), x) e´ denso em Y para todo
x ∈ Z.
Se uma dessas condic¸o˜es e´ satisfeita, {x ∈ X : Orb((Tn), x) e´ denso em Y } e´ um Gδ conjunto
denso.
Demonstrac¸a˜o. (ii)⇒ (i) Suponha que A = {x ∈ X : Orb((Tn), x) e´ denso em Y } seja denso
em X. Sejam U ⊆ X, V ⊆ Y abertos e na˜o vazios. Como A e´ denso em X e´ poss´ıvel encontrar
y ∈ A ∩ U . Da´ı, Orb((Tn), y) e´ denso em Y e enta˜o existe n ∈ N tal que Tn(y) ∈ V . Portanto,
Tn(U) ∩ V 6= ∅.
(i) ⇒ (ii) Suponha (Tn)n topologicamente transitivo. Seja
A = {x ∈ X : Orb((Tn), x) e´ denso em Y }.
Como Y e´ separa´vel, existe {yj : j ∈ N} denso em Y . Assim, para m, j ≥ 1, as bolas B
(
yj,
1
m
)
)
formam uma base enumera´vel para a topologia de Y . Seja (Uk)k≥1 essa base.
Se x ∈ A, enta˜o Orb((Tn), x) e´ denso em Y . Logo, dado k ≥ 1, existe n0 ≥ 1 tal que
Tn0(x) ∈ Uk, provando que
A ⊆
∞⋂
k=1
∞⋃
n=1
T−1n (Uk). (3.2)
Supondo que x ∈ ⋂∞k=1⋃∞n=1 T−1n (Uk), provemos que Orb((Tn), x) e´ denso em Y . Seja U ⊆ Y
um aberto na˜o vazio. Logo, existe k0 ∈ N tal que Uk0 ⊆ U . Como x ∈
⋃∞
n=1 T
−1
n (Uk0), existe
n0 ∈ N tal que x ∈ T−1n0 (Uk0) e enta˜o Tn0(x) ∈ Uk0 ⊆ U , provando que Orb((Tn), x) e´ denso em
Y e ∞⋂
k=1
∞⋃
n=1
T−1n (Uk) ⊆ A. (3.3)
De (3.2) e (3.3) concluimos que
A =
∞⋂
k=1
∞⋃
n=1
T−1n (Uk).
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Para cada n, k ∈ N, como Tn e´ cont´ınua e Uk e´ aberto em Y , segue que T−1n (Uk) e´ aberto
em X. Logo
⋃∞
n=1 T
−1
n (Uk) e´ aberto em X para cada k ∈ N. Mostremos que para cada k ∈ N,⋃∞
n=1 T
−1
n (Uk) e´ denso em X. De fato, seja k ∈ N e V ⊆ X um aberto na˜o vazio. Como (Tn)n
e´ topologicamente transitivo, existe n0 ∈ N tal que Tn0(V ) ∩ Uk 6= ∅, ou seja, existe v ∈ V tal
que Tn0(v) ∈ Uk e enta˜o v ∈ T−1n0 (Uk) ⊆
⋃∞
n=1 T
−1
n (Uk). Da´ı,
V ∩
( ∞⋃
n=1
T−1n (Uk)
)
6= ∅
e enta˜o
⋃∞
n=1 T
−1
n (Uk) e´ denso em X para cada k ∈ N.
Como X e´ completo, segue que X e´ um espac¸o de Baire e enta˜o
A =
∞⋂
k=1
∞⋃
n=1
T−1n (Uk)
e´ denso em X.
Proposic¸a˜o 3.0.33 Seja (Tn)n uma sequeˆncia de operadores cont´ınuos Tn : X −→ X,n ∈ N,
que comutam entre si e de imagem densa definidos em um espac¸o me´trico completo e separa´vel
X. Sa˜o equivalentes:
(i) (Tn)n e´ topologicamente transitivo.
(ii) Existe x ∈ X tal que Orb((Tn), x) e´ denso em X.
Demonstrac¸a˜o. (i)⇒ (ii) Como (Tn)n e´ topologicamente transitivo, segue do Teorema 3.0.32
que
Z = {x ∈ X : Orb((Tn), x) e´ denso em X}
e´ denso em X. Logo Z 6= ∅ e existe y ∈ X tal que Orb((Tn), y) e´ denso em X.
(ii) ⇒ (i) Sejam U, V ⊆ X abertos e na˜o vazios. Como Orb((Tn), x) e´ denso em X, existe
n0 ∈ N tal que Tn0(x) ∈ U . Agora note que Orb((Tn), Tn0(x)) e´ denso em X. De fato, sejam
y ∈ X e ε > 0. Como Tn0(X) = X, existe w0 ∈ X tal que d(Tn0(w0), y) < ε2 .
Como Tn0 e´ cont´ınua, existe δ > 0 tal que para todo w ∈ X,
d(w,w0) < δ ⇒ d(Tn0(w), Tn0(w0)) <
ε
2
.
Como Orb((Tn), x) e´ denso em X, existe k0 ∈ N tal que d(Tk0(x), w0) < δ. Da´ı,
d(Tk0(Tn0(x)), Tn0(w0)) = d(Tn0(Tk0(x)), Tn0(w0)) <
ε
2
.
Logo
d(Tk0(Tn0(x)), y) ≤ d(Tk0(Tn0(x)), Tn0(w0)) + d(Tn0(w0), y) <
ε
2
+
ε
2
e enta˜o Tk0(Tn0(x)) ∈ B(y, ε) e isso prova que Orb((Tn), Tn0(x)) e´ denso em X.
Da´ı, existe j0 ∈ N tal que Tj0(Tn0(x)) ∈ V e enta˜o Tj0(U) ∩ V 6= ∅. Logo (Tn)n e´ topologi-
camente transitivo.
Os Teoremas 3.0.34 e 3.0.36 que estudaremos a seguir, dara˜o equivaleˆncias entre alguns dos
crite´rios estudados nesta sec¸a˜o.
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Teorema 3.0.34 (Be`s-Peris [7]) Seja (X,T ) um sistema dinaˆmico linear. Sa˜o equivalentes:
(i) T satisfaz o crite´rio de hiperciclicidade.
(ii) T e´ fracamente mixing.
(iii) T e´ hereditariamente hiperc´ıclico.
Demonstrac¸a˜o. (i) ⇒ (ii) Como T satisfaz o crite´rio de hiperciclicidade, segue do Corola´rio
3.0.28 que T ⊕ T tambe´m satisfaz o crite´rio de hiperciclicidade. Da´ı, T ⊕ T e´ hiperc´ıclico e
pelo Teorema da Transitividade de Birkhoff, T ⊕ T e´ topologicamente transitivo e enta˜o, por
definic¸a˜o, T e´ fracamente mixing.
(ii) ⇒ (iii) Como X e´ separa´vel, seja (yj)∞j=1 ⊆ X densa. Assim, B
(
yj,
1
k
)
, j, k ∈ N formam
uma base enumera´vel para a topologia de X. Seja (On)
∞
n=1 essa base de conjuntos abertos.
Seja (Uj, Vj)
∞
j=1 uma enumerac¸a˜o de todos os pares (Om, On),m, n ≥ 1. Como T e´ fracamente
mixing, segue do Teorema 2.2.18 que T × . . .× T︸ ︷︷ ︸
k vezes
e´ fracamente mixing para todo k ≥ 2.
Como T e´ topologicamente transitivo, existe n1 ∈ N tal que T n1(U1)∩V1 6= ∅. Agora, como
T ⊕T e´ topologicamente transitivo, segue do Teorema da Transitividade de Birkhoff que T ⊕T
e´ hiperc´ıclico. Da´ı, existe (x, y) ∈ X ×X tal que {(T ⊕ T )n(x, y) : n ≥ 0} e´ denso em X ×X
e enta˜o {(T ⊕ T )k(x, y) : k > n1} tambe´m e´ denso em X ×X.
Como U1×U2 ⊆ X×X e´ aberto e na˜o vazio, exite k0 > n1 tal que (T ⊕T )k0(x, y) ∈ U1×U2,
isto e´, T k0(x) ∈ U1 e T k0(y) ∈ U2.
Seja k1 ∈ N tal que k1 > k0 e k1 − k0 > n1. Como {(T ⊕ T )l(x, y) : l > k1} e´ denso
em X × X, existe l0 ∈ N tal que l0 > k1 e (T ⊕ T )l0(x, y) ∈ V1 × V2, isto e´, T l0(x) ∈ V1 e
T l0(y) ∈ V2. Tome n2 = l0 − k0. E´ claro que n2 = l0 − k0 > k1 − k0 > n1 e como T k0(x) ∈ U1
e T n2(T k0(x)) = T l0−k0(T k0(x)) = T l0(x) ∈ V1, segue que T n2(U1) ∩ V1 6= ∅. Tambe´m, como
T k0(y) ∈ U2 e T n2(T k0(y)) = T l0−k0(T k0(y)) = T l0(y) ∈ V2 e enta˜o T n2(U2) ∩ V2 6= ∅.
Procedendo dessa forma, podemos encontrar uma sequeˆncia crescente de nu´meros inteiros
positivos (nk)
∞
k=1 tal que
T nk(Uj) ∩ Vj 6= ∅, j = 1, . . . , k.
Agora, seja (mk)
∞
k=1 uma subsequeˆncia de (nk)
∞
k=1, U, V ⊆ X abertos e na˜o vazios. Pela
construc¸a˜o, existe l ≥ 1 tal que Ul ⊆ U e Vl ⊆ V e enta˜o para um j suficientemente grande
∅ 6= Tmj(Ul) ∩ Vl ⊆ Tmj(U) ∩ V
e enta˜o, segue do Crite´rio Universal que (Tmk)k tem o´rbita densa o que implica que T e´
hereditariamente hiperc´ıclico.
(iii) ⇒ (i) Seja T hereditariamente hiperc´ıclico com respeito a uma sequeˆncia crescente de
inteiros positivos (mk)
∞
k=1. Em particular, podemos encontrar x ∈ X tal que {Tmk(x) : k ≥ 1}
e´ denso em X. Como 0 ∈ X, existe (qk)∞k=1 subsequeˆncia de (mk)∞k=1 tal que T qk(x) −→ 0.
Como T e´ hereditariamente hiperc´ıclico, existe y ∈ X tal que {T qk(y) : k ≥ 1} e´ denso em X.
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Seja Uk = B
(
x, 1
k
)
. Enta˜o podemos encontrar uma subsequeˆncia (nk)
∞
k=1 de (qk)
∞
k=1 tal que
T nk(y) ∈ k · Uk, k ≥ 1.
Definindo xk :=
y
k
, k ≥ 1 temos que xk −→ 0 e T nk(xk) −→ x. De fato, seja ε > 0 e B(x, ε).
Tome l ∈ N tal que 1
l
< ε. Note que Ul ⊆ B(x, ε). Da´ı, para todo k ≥ l,
T nk(xk) = T
nk
(y
k
)
=
1
k
· T nk(y) ∈ 1
k
· k · Uk = Uk ⊆ Ul ⊆ B(x, ε),
provando que T nk(xk) −→ x.
Sejam Z = Y = Orb(T, x) o qual e´ denso em X. Como (nk)k e´ subsequeˆncia de (qk)k,
T nk(x) −→ 0, logo dado z ∈ Z, existe n ≥ 0 tal que z = T n(x) e enta˜o
T nk(T n(x)) = T n(T nk(x)) −→ T n(0) = 0, quando k −→∞
e enta˜o a condic¸a˜o (i) do Crite´rio de Hiperciclicidade e´ satisfeito.
Por outro lado, seja y ∈ Y . Enta˜o existe n ∈ N tal que y = T n(x). Defina Snk(y) =
T n(xk), k ≥ 1. Da´ı,
Snk(y) = T
n(xk) −→ T n(0) = 0, quando k −→∞
e
T nkSnk(y) = T
nk(T n(xk)) = T
n(T nk(xk)) −→ T n(x) = y, quando k −→∞
provando as condic¸o˜es (ii) e (iii) do Crite´rio de Hiperciclicidade.
Teorema 3.0.35 (Mittag-Leﬄer) Seja (Xn)n uma sequeˆncia de espac¸os me´tricos completos
e fn : Xn+1 −→ Xn, n ∈ N func¸o˜es cont´ınuas com imagem densa. Enta˜o, para todo aberto e
na˜o vazio U ⊆ X1, existe uma sequeˆncia (xn)n, onde xn ∈ Xn, x1 ∈ U e fn(xn+1) = xn, n ∈ N.
Demonstrac¸a˜o. Veja [17, Theorem 3.21, p. 79] ou [3, Theorem 2.4].
Teorema 3.0.36 Seja X um espac¸o de Fre´chet separa´vel. Um operador satisfaz o crite´rio de
hiperciclicidade se e somente se satisfaz o crite´rio de Gethner-Shapiro.
Demonstrac¸a˜o. (⇒) Suponha que T satisfaz o crite´rio de hiperciclicidade. Definindo Xn =
X, fn = T, n ∈ N, considere
Y := {x ∈ X : ∃(xn)n ∈ XN com x1 = x, T (xn+1) = xn, n ∈ N}.
Mostremos que Y e´ subespac¸o denso de X. Para ver que Y e´ subespac¸o de X, sejam x, y ∈ Y
e λ ∈ K. Logo, por definic¸a˜o, existem subsequeˆncias (xn)n e (yn)n ∈ XN tal que x1 = x, y1 =
y, T (xn+1) = xn, T (yn+1) = yn, n ∈ N. Considere a sequeˆncia (xn + λyn)n.
Temos que x1+λy1 = x+λy e T (xn+1+λyn+1) = T (xn+1)+λT (yn+1) = xn+λyn, provando
que x+λy ∈ Y . Para provar que Y e´ subespac¸o denso de X, note primeiro que T (X) = X, isto
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e´, T tem imagem densa em X. De fato, como T satisfaz o crite´rio de hiperciclicidade, segue
que T e´ hiperc´ıclico. Logo, da Proposic¸a˜o 2.1.19 segue que T (X) = X.
Sejam x ∈ X e ε > 0 e considere B(x, ε). Pelo Teorema 3.0.35, existe (xn)n, onde xn ∈
Xn, x1 ∈ B(x, ε) e T (xn+1) = xn, n ∈ N. Note que x1 ∈ Y , o que implica que Y ∩B(x, ε) 6= ∅ e
enta˜o Y e´ denso em X.
Considere XN munido com a topologia produto. Enta˜o
X = {(xn)n ∈ XN : T (xn+1) = xn, n ∈ N}
e´ subespac¸o fechado de XN. De fato, sejam (xn)n, (yn)n ∈ X e λ ∈ K. Temos que (xn)n +
λ(yn)n = (xn + λyn)n ∈ XN e
T (xn+1 + λyn+1) = T (xn+1) + λT (yn+1) = xn + λyn
provando que (xn)n + λ(yn)n ∈ X . Para ver que X e´ fechado, seja (yk)k ⊆ X tal que yk −→
y ∈ XN quando k −→∞. Mostremos que y ∈ X .
Digamos que para cada k ∈ N, yk = (xkn)n, com T (xkn+1) = xkn,∀n ∈ N. Sendo y = (pin(y))n,
devemos mostrar que T (yj+1) = yj,∀j ∈ N.
Seja j ∈ N. Da topologia produto segue que pij+1(yk) −→ pij+1(y) quando k −→ ∞, onde
pij+1 e´ a projec¸a˜o sobre a (j + 1)−e´sima coordenada. Logo, xkj+1 −→ yj+1 quando k −→ ∞ e
enta˜o T (xkj+1) −→ T (yj+1), quando k −→ ∞, isto e´, xkj −→ T (yj+1) quando k −→ ∞. Por
outro lado, pij(yk) −→ pij(y) quando k −→ ∞ e enta˜o xkj −→ yj quando k −→ ∞. Da´ı, pela
unicidade do limite, segue que T (yj+1) = yj e enta˜o y ∈ X , provando que X e´ fechado.
Como X e´ espac¸o de Fre´chet separa´vel, segue que XN tambe´m e´ um espac¸o de Fre´chet
separa´vel sobre a topologia induzida. Considere o operador T : X −→ X definido por
T ((x1, x2, x3, . . .)) = (T (x1), T (x2), T (x3), . . .) = (T (x1), x1, x2, . . .).
Note que T e´ invert´ıvel com T −1 = B : X −→ X dado por
B((x1, x2, . . .)) = (x2, x3, . . .).
De fato, para qualquer (x1, x2, x3, . . .) ∈ X ,
(T ◦ B)((x1, x2, x3, . . .)) = T ((x2, x3, . . .)) = (T (x2), T (x3), . . .) = (x1, x2, . . .)
e
(B ◦ T )((x1, x2, x3, . . .)) = B((T (x1), x1, x2, . . .)) = (x1, x2, . . .).
Pelo Teorema 3.0.34, temos que T e´ hereditariamente hiperc´ıclico com respeito a uma
sequeˆncia (mk)k de inteiros positivos.
Afirmamos que (T mk)k e´ uma sequeˆncia de operadores topologicamente transitivos. Para
provarmos isso, sejam U, V ⊆ X conjuntos abertos e na˜o vazios. Sem perda de generalidade,
considere que
U = {(xn)n ∈ X : xn ∈ Un, n = 1, . . . , N}
66
V = {(xn)n ∈ X : xn ∈ Vn, n = 1, . . . , N}
com N ∈ N e Un, Vn ⊆ X,n = 1, . . . , N conjuntos abertos e na˜o vazios.
Fixe x = (xn)n ∈ U e y = (yn)n ∈ V . Como T e´ cont´ınua e UN−1 e´ vizinhanc¸a de xN−1,
existe uma vizinhanc¸a U
′
1 de xN tal que T (U
′
1) ⊆ UN−1. Tambe´m, como T 2 e´ cont´ınua e UN−2
e´ vizinhanc¸a de xN−2, existe uma vizinhanc¸a U
′
2 de xN tal que T
2(U
′
2) ⊆ UN−2. Procedendo
assim, como TN−1 e´ cont´ınua e U1 e´ vizinhanc¸a de x1, existe uma vizinhanc¸a U
′
N−1 de xN tal
que TN−1(U
′
N−1) ⊆ U1. Dessa forma, tomando
U
′
N = U
′
1 ∩ U
′
2 ∩ . . . ∩ U
′
N−1 ∩ UN
segue que U
′
N e´ vizinhanc¸a de xN e
T j(U
′
N) ⊆ UN−j, j = 1, . . . , N − 1.
Da mesma forma tambe´m encontramos uma vizinhanc¸a V
′
N ⊆ VN de yN tal que
T j(V
′
N) ⊆ VN−j, j = 1, . . . , N − 1.
Como T e´ hereditariamente hiperc´ıclico com respeito a (mk)k, enta˜o existe x ∈ X tal que
{Tmk(x) : k ≥ 1} e´ denso em X. Tambe´m, temos que Tmk e´ hiperc´ıclico para todo k ∈ N em
virtude da Proposic¸a˜o 2.1.18. Da´ı, pela Proposic¸a˜o 2.1.19, Tmk(X) = X para todo k ∈ N. E´
claro que para todo x ∈ X, k, j ∈ N
Tmk(Tmj(x)) = Tmk+mj(x) = Tmj+mk(x) = Tmj(Tmk(x)).
Logo, pela Proposic¸a˜o 3.0.33 segue que (Tmk)k e´ topologicamente transitivo. Da´ı, existe k ∈ N
tal que Tmk(U
′
N) ∩ V ′N 6= ∅ e enta˜o U ′N ∩ T−mk(V ′N) 6= ∅. Definindo U ′′N := U ′N ∩ T−mk(V ′N),
temos que U
′′
N e´ aberto, U
′′
N ⊆ U ′N e
Tmk(U
′′
N) = T
mk(U
′
N ∩ T−mk(V
′
N)) ⊆ Tmk(U
′
N) ∩ Tmk(T−mk(V
′
N)) ⊆ Tmk(T−mk(V
′
N)) ⊆ V
′
N .
Como Y e´ denso, existe uN ∈ Y ∩ U ′′N . Logo existe (wn)n ∈ XN tal que w1 = uN e
T (wn+1) = wn, n ∈ N. Considere agora
z = (TN−1(uN), TN−2(uN), . . . , T (uN), uN , w2, w3, . . .).
E´ claro que z ∈ X . Agora, se n = 1, . . . , N − 1 temos que
TN−n(uN) ∈ TN−n(U ′′N) ⊆ TN−n(U
′
N) ⊆ UN−N+n = Un
e como uN ∈ U ′′N ⊆ U ′N ⊆ UN , segue que z ∈ U . Por outro lado, para facilitar a notac¸a˜o, defina
zn = T
N−n(uN), n = 1, . . . , N − 1. Logo,
T mk(z) = (Tmk(z1), . . . , Tmk(zN−1), Tmk(uN), Tmk(w2), . . .).
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Da´ı, para n = 1, . . . , N − 1,
Tmk(zn) = T
mk(TN−n(uN)) = TN−n(Tmk(uN)) ∈ TN−n(Tmk(U ′′N)) ⊆ TN−n(V
′
N) ⊆ VN−N+n = Vn
e como Tmk(uN) ∈ Tmk(U ′′N) ⊆ V ′N ⊆ VN , segue que T mk(z) ∈ V , provando que T mk(U)∩V 6= ∅.
Portanto, (T mk)k e´ topologicamente transitivo.
Mostraremos agora que existe Y0 ⊆ X denso, S : Y0 −→ Y0 e uma subsequeˆncia (qk)k de
(mk)k tal que S
qk(y) −→ 0 e T ◦ S(y) = y,∀y ∈ Y0.
Como (T mk)k e´ topologicamente transitivo, dados U, V ⊆ X abertos e na˜o vazios, existe
k ∈ N tal que T mk(U) ∩ V 6= ∅, isto e´, existem k ∈ N e x ∈ U tal que T mk(x) ∈ V , o que
implica que Bmk(T mk(x)) = x ∈ U e enta˜o Bmk(V ) ∩ U 6= ∅, provando que (Bmk)k tambe´m e´
topologicamente transitivo.
Pelo Teorema 3.0.32, temos que os conjuntos
{x ∈ X : Orb((T mk), x) e´ denso emX} e {y ∈ X : Orb((Bmk), y) e´ denso em X}
sa˜o densos em X (e portanto, na˜o vazios). Logo,
{x ∈ X : Orb((T mk), x) e´ denso emX} ∩ {y ∈ X : Orb((Bmk), y) e´ denso em X} 6= ∅,
pois eles sa˜o conjuntos Gδ. Seja y ∈ X nessa intersec¸a˜o. Logo Orb((T mk), y) e Orb((Bmk), y)
sa˜o densos em X , isto e´,
Orb((T mk), y) = {T mk(y) : k ∈ N} = {(Tmk(y1), Tmk(y2), . . .) : k ∈ N} = X
e
Orb((Bmk), y) = {Bmk(y) : k ∈ N} = {(ymk+1, ymk+2, . . .) : k ∈ N} = X .
Defina Y0 = {yn : n ∈ N}. Como {(ymk+1, ymk+2, . . .) : k ∈ N} e´ denso em X , segue que
Y0 e´ subconjunto denso de X. De fato, seja x ∈ X e ε > 0 e considere B(x, ε). Como Y e´
denso em X, existe y ∈ Y tal que y ∈ B(x, ε). Como B(x, ε) e´ aberto, existe δ > 0 tal que
B(y, δ) ⊆ B(x, ε).
Como y ∈ Y , existe (xn)n ∈ XN tal que x1 = y e T (xn+1) = xn, n ∈ N. Considere a
sequeˆncia (y, x2, x3, . . .) ∈ X . Como {(ymk+1, ymk+2, . . .) : k ∈ N} e´ denso em X , existe uma
subsequeˆncia (lk)k de (qk)k tal que
(ylk+1, ylk+2, . . .) −→ (y, x2, x3, . . .), quando k −→∞.
Sendo pi1 : X
N −→ X a projec¸a˜o na primeira coordenada, como esta e´ cont´ınua segue que
pi1((ylk+1, ylk+2, . . .)) −→ pi1((y, x2, x3, . . .)), quando k −→∞
isto e´,
ylk+1 −→ y, quando k −→∞
68
Assim, existe k0 ∈ N tal que ylk+1 ∈ B(y, δ), ∀k ≥ k0. Da´ı, ylk0+1 ∈ B(y, δ) ⊆ B(x, ε), provando
que Y0 e´ denso em X.
Agora, defina S : Y0 −→ Y0 por S(yn) = yn+1, n ∈ N. S esta´ bem definida desde que ym 6= yn
se m 6= n, pois caso contra´rio, se ym = yn para algum m > n, Tm−n(yn) = Tm−n(ym) =
ym−m+n = yn e enta˜o
Tm−n(y1) = Tm−n(T n−1(yn)) = Tm−n+n−1(yn) = Tm−1(yn) = Tm−1(ym) = ym−m+1 = y1.
Logo, y1 seria um ponto perio´dico para T e isso contradiz o fato de {(Tmk(y1), . . .) : k ∈ N} e´
denso em X (novamente tomando a projec¸a˜o na primeira coordenada).
Como (yn)n ∈ X , temos que dado y ∈ Y0, existe n ∈ N tal que y = yn e enta˜o S(y) =
S(yn) = yn+1 o que implica que T (S(y)) = T (yn+1) = yn = y. Portanto, T (S(y)) = y,∀y ∈ Y0.
Como {Bmk(y) : k ∈ N} = X , existe (qk)k subsequeˆncia de (mk)k tal que
Bqk(y) = (y1+qk , y2+qk , . . .) −→ 0, quando k −→∞
em X . Enta˜o
Sqk(yn) = yn+qk −→ 0, n ∈ N, quando k −→∞.
Agora, provemos que o operador T satisfaz o crite´rio de Gethner-Shapiro. De fato, como T
e´ hereditariamente hiperc´ıclico com respeito a sequeˆncia (mk)k, existe w ∈ X tal que {T qk(w) :
k ∈ N} e´ denso em X. Logo existe uma subsequeˆncia (nk)k de (qk)k tal que T nk(w) −→ 0.
Defina X0 = Orb(T,w). Da´ı, como Y0 = {yn : n ∈ N}, temos que
(i) Dado x ∈ X0, existe n ∈ N tal que x = T n(w) e enta˜o
T nk(x) = T nk(T n(w)) = T n(T nk(w)) −→ T n(0) = 0.
(ii) e (iii) Dado y ∈ Y0, existe n ∈ N tal que y = yn e
Snk(y) = Snk(yn) = yn+nk −→ 0
e
T (S(y)) = T (S(yn)) = T (yn+1) = yn = y
provando que T satisfaz o crite´rio de Gethner-Shapiro.
(⇐) Suponha que T satisfaz o crite´rio de Gethner-Shapiro. Enta˜o existem subconjuntos densos
X0, Y0 ⊆ X, uma sequeˆncia crescente (nk)k de inteiros positivos e S : Y0 −→ Y0 tal que
(i) T nk(x) −→ 0,∀x ∈ X0
(ii) Snk(y) −→ 0,∀y ∈ Y0
(iii) T (S(y)) = y,∀y ∈ Y0
Basta tomar Snk = S
nk , k ∈ N e enta˜o
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(i) T nk(x) −→ 0,∀x ∈ X0
(ii) Snk(y) = S
nk(y) −→ 0,∀y ∈ Y0
(iii) T nkSnk(y) = T
nk(Snk(y)) = y −→ y
e enta˜o T satisfaz o crite´rio de hiperciclicidade.
Durante um longo tempo, todos os operadores hiperc´ıclicos que eram conhecidos satisfaziam
o Crite´rio de Hiperciclicidade. Portanto, era natural se perguntar se existia algum operador
hiperc´ıclico que na˜o satisfazia o Crite´rio de Hiperciclicidade. Esta pergunta foi, durante muitos
anos, um dos principais problemas em aberto envolvendo hiperciclicidade. Em 2006, de la Rosa
e Read constru´ıram um operador hiperc´ıclico que na˜o satisfazia o Crite´rio de Hiperciclicidade.
Tal construc¸a˜o, apesar de feita em 2006, so´ foi publicada em 2009 em [12]. De posse de tal
construc¸a˜o, em 2007 Bayart e Matheron [5] constru´ıram um contraexemplo nos espac¸os de
Banach de sequeˆncias cla´ssicos c0 e `p, 1 ≤ p < ∞. Esta construc¸a˜o de Bayart e Matheron
tambe´m e´ bastante complexa e foi tema principal da dissertac¸a˜o de mestrado [22], por isso na˜o
a abordaremos aqui. Para mais detalhes, veja [4, Cap´ıtulo 4], [5, 12] ou [22, Cap´ıtulo 8, pa´ginas
73 - 84].
Cap´ıtulo 4
Existeˆncia de Operadores Hiperc´ıclicos
O principal resultado dessa sec¸a˜o e´ que que em todo espac¸o de Fre´chet separa´vel de dimensa˜o
infinita ha´ operadores hiperc´ıclicos. Para isso, precisamos de alguns resultados relacionados aos
operadores denominados Unilateral Weighted Shifts.
4.1 Unilateral Weighted Shifts
Definic¸a˜o 4.1.1 Um espac¸o vetorial topolo´gico X e´ dito espac¸o de sequeˆncias se X ⊆ KN e a
inclusa˜o e´ cont´ınua, em que KN e´ munido da topologia produto.
Definic¸a˜o 4.1.2 Seja X um espac¸o de sequeˆncias. Definimos Bw : X −→ X por
Bw(x1, x2, . . .) = (w2x2, w3x3, w4x4, . . .)
onde (wn)
∞
n=1 e´ uma sequeˆncia de escalares na˜o nulos chamada de weighted sequence. Bw assim
definido e´ chamado de unilateral weighted shift.
Proposic¸a˜o 4.1.3 Seja X um espac¸o de Fre´chet de sequeˆncias. Todo operador Bw e´ linear e
cont´ınuo.
Demonstrac¸a˜o. Sejam x = (xn)
∞
n=1, y = (yn)
∞
n=1 ⊆ X,λ ∈ K e (wn)∞n=1 uma weighted
sequence. Enta˜o,
Bw(x+ λy) = Bw((xn + λyn)
∞
n=1)
= (w2(x2 + λy2), w3(x3 + λy3), . . .)
= (w2x2, w3x3, . . .) + (w2λy2, w3λy3, . . .)
= Bw(x) + λ(w2y2, w3y3, . . .)
= Bw(x) + λBw(y).
Para provar a continuidade usaremos o Teorema do Gra´fico Fechado. Seja (xn, Bw(xn))
∞
n=1 ⊆
GBw tal que
(xn, Bw(xn)) −→ (a, b)
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quando n→∞. Devemos mostrar que b = Bw(a). Sendo a = (a1, a2, a3, . . .), b = (b1, b2, b3, . . .),
note que b = Bw(a)⇔ bj = wj+1aj+1, j ≥ 1.
Como xn → a, segue que ψk(xn)→ ψk(a), k ≥ 1, isto e´
ξnk → ak, k ≥ 1 (4.1)
onde xn = (ξnj)
∞
j=1. Como Bw(xn)→ b, segue que ψk(Bw(xn))→ ψk(b), k ≥ 1, isto e´,
wk+1ξn,k+1 → bk, k ≥ 1,
logo
ξn,k+1 → 1
wk+1
bk, k ≥ 1. (4.2)
Portanto, para cada k ∈ N, por (4.1) temos que ξn,k+1 → ak+1. Por outro lado, por (4.2) temos
que ξn,k+1 → 1wk+1 bk. Logo, pela unicidade do limite
1
wk+1
bk = ak+1, k ≥ 1
e enta˜o bk = wk+1ak+1, k ≥ 1, provando que b = Bw(a), mostrando que GBw e´ fechado. Pelo
Teorema 1.3.35 segue que Bw e´ cont´ınuo.
Os pro´ximos resultados sobre os weighted shifts sa˜o preparato´rios para o principal resultado
deste cap´ıtulo. Comec¸amos com um lema sobre convergeˆncia de se´ries em KN.
Lema 4.1.4 Sejam (en)
∞
n=1 a sequeˆncia dos vetores canoˆnicos de KN e (an)∞n=1 um elemento
qualquer de KN. Enta˜o, a se´rie
∑∞
n=1 anen converge em KN.
Demonstrac¸a˜o. Seja (sn)
∞
n=1 tal que
sn =
n∑
j=1
ajej
isto e´, sn e´ a sequeˆncia das somas parciais de
∑∞
n=1 anen. Provemos que
sn → s = (a1, a2, a3, . . .).
Temos que sn → s em KN se, e somente se, pij(sn)→ pij(s), para todo j ∈ N. Seja j ∈ N e note
que para todo n ≥ j, pij(sn) = aj. Logo pij(sn)→ aj = pij(s) quando n→∞. Portanto, sn → s
e enta˜o a se´rie
∑∞
n=1 anen converge em KN.
Definic¸a˜o 4.1.5 Seja Bw um weighted shift qualquer definido em um espac¸o de sequeˆncias X.
Seja (wn)
∞
n=1 a sequeˆncia de escalares na˜o nulos que definem esse operador. Definimos
vn =
(
n∏
j=1
wj
)−1
, n ≥ 1,
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Xv = {(xn)∞n=1 : (vnxn)∞n=1 ∈ X}
e φv : Xv −→ X por
φv((xn)
∞
n=1) = (vnxn)
∞
n=1.
Proposic¸a˜o 4.1.6 Sejam X um espac¸o de sequeˆncias de Fre´chet, Bw um weighted shift qual-
quer definido em X. Defina
τv = {A ⊆ Xv : φv(A) e´ aberto em X}.
Enta˜o τv e´ uma topologia para Xv e φv : (Xv, τv) −→ X e´ um isomorfismo topolo´gico entre Xv
e X.
Demonstrac¸a˜o. E´ claro que τv e´ uma topologia para Xv. Provemos que φv e´ linear. De fato,
sejam (xn)
∞
n=1, (yn)
∞
n=1 ∈ Xv e λ ∈ K. Da´ı,
φv((xn)
∞
n=1 + λ(yn)
∞
n=1) = φv((xn + λyn)
∞
n=1)
= ((xn + λyn)vn)
∞
n=1
= (xnvn + λynvn)
∞
n=1
= (xnvn)
∞
n=1 + λ(ynvn)
∞
n=1
= φv((xn)
∞
n=1) + λφv((yn)
∞
n=1)
Para mostrarmos que φv e´ injetora, seja (xn)
∞
n=1 ∈ Xv tal que φv((xn)∞n=1) = 0. Da´ı,
(vnxn)
∞
n=1 = 0 e enta˜o vjxj = 0,∀j ∈ N. Como vj 6= 0,∀j ∈ N, segue que xj = 0,∀j ∈ N e
enta˜o (xn)
∞
n=1 = 0.
Enfim, para mostrarmos a sobrejetividade, seja (xn)
∞
n=1 ∈ X. Tome a sequeˆncia (xnv−1n )∞n=1.
E´ claro que (xnv
−1
n )
∞
n=1 ∈ Xv, pois
(xnv
−1
n vn)
∞
n=1 = (xn)
∞
n=1 ∈ X
e φv((xnv
−1
n )
∞
n=1) = (xn)
∞
n=1.
Pela definic¸a˜o de τv, φv e´ cont´ınua, pois dado A ⊆ X aberto,
φv(φ
−1
v (A)) = A
mostrando que φ−1v (A) e´ aberto emXv. Logo, pelo Teorema 1.3.33 segue que φv e´ um isomorfimo
topolo´gico.
Proposic¸a˜o 4.1.7 Seja X um espac¸o de sequeˆncias, Bw um weighted shift definido em X e
Xv o espac¸o de sequeˆncias associado a X. Enta˜o os operadores Bw : X −→ X e B : Xv −→ Xv
definido por
B(x1, x2, x3, . . .) = (x2, x3, . . .)
sa˜o conjugados.
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Demonstrac¸a˜o. Considere φv a aplicac¸a˜o definida na Proposic¸a˜o 4.1.6. Pela Proposic¸a˜o 4.1.6,
segue que φv e´ cont´ınua. Logo, basta mostrarmos que Bw ◦ φv = φv ◦ B. Seja (xn)∞n=1 ∈ Xv,
enta˜o
Bw(φv((xn)
∞
n=1)) = Bw((xnvn)
∞
n=1)
= (wn+1xn+1vn+1)
∞
n=1
= (wn+1vn+1xn+1)
∞
n=1
= (wn+1 · w−11 · w−12 · . . . · w−1n+1 · xn+1)∞n=1
= (w−11 · w−12 · . . . · w−1n · xn+1)∞n=1
= (vnxn+1)
∞
n=1
= φv((xn+1)
∞
n=1)
= φv(B((xn)
∞
n=1)).
Definic¸a˜o 4.1.8 Seja X um espac¸o de sequeˆncias de Fre´chet e (en)
∞
n=1 a sequeˆncia dos vetores
canoˆnicos de KN. Dizemos que (en)∞n=1 e´ base para X se cada en pertence a X e, para todo
x ∈ X, temos
x = lim
N→∞
N∑
n=1
xnen =
∞∑
n=1
xnen.
Proposic¸a˜o 4.1.9 Seja X um espac¸o de sequeˆncias de Fre´chet tal que (en)
∞
n=1 e´ base para X.
Enta˜o (en)
∞
n=1 tambe´m e´ base para o espac¸o Xv associado a qualquer operador Bw.
Demonstrac¸a˜o. Seja x = (xj)
∞
j=1 ∈ Xv. Basta notar que como
φv(x) = (xjvj)
∞
j=1 =
∞∑
n=1
βnen,
enta˜o
x = φ−1v ((xjvj)
∞
j=1) = φ
−1
v
( ∞∑
n=1
βnen
)
=
∞∑
n=1
βnφ
−1
v (en)
=
∞∑
n=1
βn
(
0, 0, . . . ,
1
vn
, 0, . . .
)
=
∞∑
n=1
βn
vn
en.
Proposic¸a˜o 4.1.10 Seja X um espac¸o de sequeˆncias de Fre´chet tal que (en)
∞
n=1 e´ uma base
para X. Sendo B o operador backward shift definido em X, sa˜o equivalentes:
(i) B e´ mixing.
(ii) en → 0 em X quando n→∞.
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Demonstrac¸a˜o. A demonstrac¸a˜o desse resultado pode ser feita de modo ana´logo a` demons-
trac¸a˜o de [17, Theorem 4.3, p. 91] substituindo o Crite´rio de Hiperciclicidade pelo Crite´rio de
Kitai.
Proposic¸a˜o 4.1.11 Seja X um espac¸o de Fre´chet de sequeˆncias tal que (en)
∞
n=1 e´ uma base
para X. Suponha que Bw e´ um operador definido em X. Sa˜o equivalentes:
(a) Bw e´ mixing;
(b) (
n∏
j=1
wj
)−1
en → 0 em X quando n→∞.
Demonstrac¸a˜o. (a) ⇒ (b). Suponha Bw mixing. Pela Proposic¸a˜o 4.1.7, os operadores Bw e
B sa˜o conjugados. Pela Proposic¸a˜o 2.2.3, segue que B tambe´m e´ mixing. Da´ı, pela Proposic¸a˜o
4.1.10 temos que en → 0 em Xv quando n → ∞. Como φv e´ cont´ınua, segue que φv(en) → 0
em X quando n→∞, isto e´, vnen → 0 em X quando n→∞. Portanto,(
n∏
j=1
wj
)−1
en → 0
em X quando n→∞.
(b)⇒ (a) Suponha que (
n∏
j=1
wj
)−1
en → 0
em X quando n → ∞, isto e´, vnen → 0 em X quando n → ∞. Como φ−1v e´ cont´ınua, segue
que φ−1v (vnen)→ φ−1v (0) em Xv quando n→∞, isto e´,
v−1n vnen = en → 0
em Xv quando n→∞.
Novamente, pela Proposic¸a˜o 4.1.10 segue que o backward shift B : Xv −→ Xv e´ mixing.
Da´ı, novamente pela Proposic¸a˜o 2.2.3, segue que Bw e´ mixing.
Proposic¸a˜o 4.1.12 Todo operador Bw definido em KN e´ mixing.
Demonstrac¸a˜o. De fato, seja (wn)
∞
n=1 uma sequeˆncia de escalares na˜o nulos que define Bw.
Pelo Lema 4.1.4 temos que
∞∑
n=1
(
n∏
j=1
wj
)−1
en
converge em KN. Logo, (
n∏
j=1
wj
)−1
en → 0
em KN quando n→∞. Da´ı, pela Proposic¸a˜o 4.1.11 temos que Bw e´ mixing.
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Proposic¸a˜o 4.1.13 Seja 1 ≤ p < ∞ e (wn)∞n=1 uma sequeˆncia de escalares na˜o nulos tal que
supn∈N |wn| <∞. Enta˜o I +Bw e´ mixing em `p.
Demonstrac¸a˜o. Veja [17, Corollary 8.3, p.217]
4.2 Existeˆncia de Operadores Hiperc´ıclicos
Finalmente, nessa sec¸a˜o vamos provar que todo espac¸o de Fre´chet separa´vel de dimensa˜o
infinita admite um operador mixing e, portanto, hiperc´ıclico. A existeˆncia de operadores hi-
perc´ıclicos definidos em espac¸os de Banach separa´veis de dimensa˜o infinita foi obtida por Ansari
[2] e Bernal [15], resolvendo um problema de Rolewicz [23]. Posteriormente, esse resultado foi
generalizado para espac¸os de Fre´chet separa´veis por Bonet e Peris [8].
Um dos resultados centrais para a demonstrac¸a˜o de tal resultado esta´ baseado no seguinte
lema devido a Metafune e Moscatelli [20]. A demonstrac¸a˜o deste lema e´ bastante complexa e
usa va´rios resultados de teoria de conjuntos que fogem do escopo deste trabalho, por isso na˜o
a apresentaremos aqui.
Lema 4.2.1 Seja F um espac¸o de Fre´chet e K ⊆ F um subespac¸o fechado de codimensa˜o
infinita tal que d(F/K) = d(F ), onde d(F ) = min{card(D) : D ⊆ F e´ denso}. Enta˜o existe
um subespac¸o M ⊆ F denso tal que M ∩K = {0}.
Lema 4.2.2 Seja F um espac¸o de Fre´chet de dimensa˜o infinita. Se existe uma seminorma
cont´ınua p tal que ker p tem codimensa˜o infinita e d(F/ ker p) = d(F ), enta˜o F conte´m um
subespac¸o denso com norma cont´ınua.
Demonstrac¸a˜o. Seja p como na hipo´tese do Lema, isto e´, p seminorma cont´ınua tal que ker p
tem codimensa˜o infinita e d(F/ ker p) = d(F ). Como ker p e´ subespac¸o fechado de F , segue do
Lema 4.2.1 que existe M ⊆ F denso tal que M ∩ ker p = {0}. E´ claro que p e´ uma norma em
M . De fato, se x ∈M e´ tal que p(x) = 0, segue que x ∈M ∩ ker p, e enta˜o x = 0.
Lema 4.2.3 Todo espac¸o de Fre´chet separa´vel de dimensa˜o infinita que na˜o e´ isomorfo a KN
admite um subespac¸o denso com uma norma cont´ınua.
Demonstrac¸a˜o. Seja F um espac¸o de Fre´chet separa´vel de dimensa˜o infinita que na˜o e´ iso-
morfo a` KN e (pn)∞n=1 a sequeˆncia de seminormas que define a topologia de F . Pela Proposic¸a˜o
1.3.42, existe k ∈ N tal que ker pk tem codimensa˜o infinita. E´ claro que pk e´ cont´ınua, pois
a sequeˆncia (pn)
∞
n=1 gera a topologia de F e essa e´ a topologia mais fraca que torna cada
pn cont´ınua. Como d(F/ ker pk) = d(F ) = card(N), segue do Lema 4.2.2 que F admite um
subespac¸o com norma cont´ınua.
Lema 4.2.4 Seja X um espac¸o de Fre´chet separa´vel e de dimensa˜o infinita que na˜o seja iso-
morfo a KN. Enta˜o existem sequeˆncias (xn)n ⊆ X e (x∗n)n ⊆ X ′ tais que
76
(i) xn −→ 0 e span{xn : n ∈ N} e´ denso em X.
(ii) (x∗n)n e´ equicont´ınua.
(iii) x∗n(xk) = 0 se k 6= n e 0 < x∗n(xn) ≤ 1 para todo n.
Demonstrac¸a˜o. Do Lema 4.2.3, existe M ⊆ X subespac¸o denso em X munido de uma norma
‖ · ‖ cont´ınua. Como M e´ separa´vel, existe (wn)∞n=1 ⊆M tal que
[wn : n ∈ N]τM = M
onde τM e´ a topologia de X induzida em M . Note que
dim[wn : n ∈ N] ≤ card(N).
Afirmamos que dim[wn : n ∈ N] = card(N). De fato, suponha que dim[wn : n ∈ N] < ∞.
Enta˜o, [wn : n ∈ N] e´ fechado em M . Logo,
M = [wn : n ∈ N]τM = [wn : n ∈ N].
Da´ı, dimM <∞ e enta˜o, M e´ fechado em X, o que implica que
M = M
τX
= X
e enta˜o, dimX <∞, o que e´ um absurdo. Logo dim[wn : n ∈ N] = card(N).
Tome (zn)
∞
n=1 ⊆M uma base de [wn : n ∈ N]. E´ claro que
[zn : n ∈ N]τM = [wn : n ∈ N]τM = M,
isto e´, [zn : n ∈ N] e´ denso em M . Tambe´m, temos que [zn : n ∈ N] e´ denso em X. De fato,
seja x ∈ X e U uma vizinhanc¸a de zero. Tome V uma vizinhanc¸a de zero tal que V + V ⊆ U .
Como M e´ denso em X, existe y ∈M tal que y− x ∈ V . Como V e´ vizinhanc¸a de zero em X,
segue que V ∩M e´ vizinhanc¸a de zero em M e enta˜o, existe n ∈ N tal que zn − y ∈ V ∩M .
Da´ı,
zn − x = zn − y + y − x ∈ V ∩M + V ⊆ V + V ⊆ U
provando que [zn : n ∈ N] e´ denso em X.
Agora, pelo Teorema de Hahn-Banach, existem funcionais y∗n ∈ (M, ‖·‖)′ tais que para todo
n ≥ 1,
y∗n(zn) = 1 e y
∗
n(zk) = 0, k < n.
Definindo y1 = z1 e
yn = zn −
n−1∑
k=1
y∗k(zn)yk (4.3)
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obtemos uma sequeˆncia (yn)
∞
n=1 ⊆ M tal que [yn : n ∈ N] = [zn : n ∈ N]. De fato, da equac¸a˜o
(4.3) obtemos que
zn = yn +
n−1∑
k=1
y∗k(zn)yk, n > 1
provando que zn ∈ [yn : n ∈ N] e enta˜o [zn : n ∈ N] ⊆ [yn : n ∈ N]. Para ver a outra inclusa˜o,
basta notar que yj ∈ [z1, . . . , zj], j ≥ 1. De fato, fac¸amos por induc¸a˜o. Para j = 1, e´ claro
que y1 = z1 ∈ [z1]. Suponha que yj ∈ [z, . . . , zj] e provemos que yj+1 ∈ [z1, . . . , zj, zj+1]. Pela
equac¸a˜o (4.3) temos que
yj+1 = zj+1 −
j∑
k=1
y∗k(zj+1)yk ∈ zj+1 + [z1, . . . , zj] ⊆ [z1, . . . , zj, zj+1]
e enta˜o [yn : n ∈ N] ⊆ [zn : n ∈ N] o que implica que [yn : n ∈ N] = [zn : n ∈ N].
Note que
[yn : n ∈ N]τM = [zn : n ∈ N]τM = M,
isto e´, [yn : n ∈ N] e´ denso em M e portanto, denso em X.
Note tambe´m que como, para cada n ∈ N, y∗n e´ cont´ınuo, existe Kn ≥ 1 tal que
|y∗n(x)| ≤ Kn‖x‖,∀x ∈M
Como M e´ denso em X e ‖ · ‖ : M −→ R e´ uniformemente cont´ınua, segue pelo Teorema
1.2.4 que existe uma u´nica p cont´ınua em X tal que
p(x) = ‖x‖,∀x ∈M
Tambe´m, para cada n ∈ N, y∗n admite uma u´nica extensa˜o linear para X e que continuaremos
denotando por y∗n.
Agora, dado x ∈ X, existe (xn)∞n=1 ⊆M tal que xn −→ x. Como |y∗n(xk)| ≤ Kn‖xk‖,∀k ∈ N
e para cada n ∈ N temos que
lim
k→∞
|y∗n(xk)| ≤ lim
k→∞
Kn‖xk‖,
isto e´, ∣∣∣y∗n ( lim
k→∞
xk
)∣∣∣ ≤ Kn lim
k→∞
‖xk‖
ou seja,
|y∗n(x)| ≤ Knp(x).
Como x foi tomado arbitrariamente, temos que
|y∗n(x)| ≤ Knp(x), ∀x ∈ X,n ≥ 1.
Da´ı, temos que a famı´lia {K−1n y∗n : n ∈ N} e´ equicont´ınua. De fato, seja B(0, ε), tome
U = Up,ε vizinhanc¸a de zero em X (e´ aberto, pois p e´ cont´ınua). Assim, para todo x ∈ U e
n ∈ N,
|K−1n y∗n(x)| = K−1n |y∗n(x)| ≤ K−1n ·Knp(x) = p(x) < ε.
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Como X e´ metriza´vel, segue da Proposic¸a˜o 1.3.32 que existem nu´meros αn ∈ (0, 1] tal
que αnyn −→ 0 em X. Definindo x∗n = K−1n y∗n e xn = αnyn, e´ claro que xn −→ 0, (x∗n)n e´
equicont´ınua. Ale´m disso, se k = n,
x∗n(xn) = K
−1
n y
∗
n(αnyn) = αnK
−1
n y
∗
n(yn) = αnK
−1
n ∈ (0, 1].
Teorema 4.2.5 Todo espac¸o de Fre´chet separa´vel de dimensa˜o infinita X admite um operador
mixing e, portanto, hiperc´ıclico.
Demonstrac¸a˜o. Suponha que X seja isomorfo a KN. Considere (wn)∞n=1 uma sequeˆncia de
escalares na˜o nulos, φ : X → KN o isomorfismo topolo´gico, Bw o weighted shift definido pela
sequeˆncia (wn)
∞
n=1 e considere o operador
Bw : X φ−→ KN Bw−→ KN φ
−1−→ X
x 7−→ (xn)n 7−→ (wn+1xn+1)n 7−→ wx.
Note que Bw = φ−1 ◦ Bw ◦ φ. E´ claro que Bw ∈ L(X) e pela Proposic¸a˜o 4.1.12 segue que Bw e´
mixing.
Agora suponha que X na˜o seja isomorfo a KN. Pelo Lema 4.2.4, existem sequeˆncias (xn)n ⊆
X e (x∗n)n ⊆ X ′ tal que
(i) xn −→ 0 e span{xn : n ∈ N} e´ denso em X.
(ii) (x∗n)n e´ equicont´ınua.
(iii) x∗n(xk) = 0 se k 6= n e 0 < x∗n(xn) ≤ 1, n ≥ 1.
Tome T : X −→ X definido por
T (x) = x+
∞∑
n=1
1
2n
x∗n+1(x)xn, x ∈ X.
E´ claro que T esta´ bem definido. De fato, seja (pn)n a sequeˆncia de seminormas que define a
topologia de X, j ∈ N e x ∈ X. Da´ı,
∞∑
n=1
pj
(
1
2n
x∗n+1(x)xn
)
=
∞∑
n=1
1
2n
|x∗n+1(x)|pj(xn).
Como (x∗n)n e´ equicont´ınua, para a B(0, 1) existe uma vizinhanc¸a de zero V ⊆ X tal que
x∗n(V ) ⊆ B(0, 1),∀n ∈ N. Como V e´ absorvente, existe δ > 0 tal que δx ∈ V . Logo,
x∗n(δx) ∈ B(0, 1),∀n ∈ N⇒ |x∗n(δx)| < 1,∀n ∈ N⇒ δ|x∗n(x)| < 1,∀n ∈ N⇒ |x∗n(x)| <
1
δ
,∀n ∈ N
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Tambe´m, como xn −→ 0, segue que pj(xn) −→ pj(0) = 0 e assim, existe Mj > 0 tal que
pj(xn) ≤Mj, ∀n ∈ N. Logo,
∞∑
n=1
1
2n
|x∗n+1(x)|pj(xn) ≤
∞∑
n=1
1
2n
· 1
δ
·Mj = Mj
δ
∞∑
n=1
1
2n
=
Mj
δ
provando que
∞∑
n=1
1
2n
x∗n+1(x)xn e´ absolutamente convergente em X. Como X e´ completo, segue
que
∞∑
n=1
1
2n
x∗n+1(x)xn converge e enta˜o T esta´ bem definido. Mostremos agora que T e´ linear e
cont´ınuo. Para mostrar a linearidade da T , sejam x, y ∈ X e λ ∈ K. Da´ı
T (x+ λy) = x+ λy +
∞∑
n=1
x∗n+1(x+ λy)xn
= x+ λy +
∞∑
n=1
(x∗n+1(x) + λx
∗
n+1(y))xn
= x+ λy +
∞∑
n=1
x∗n+1(x)xn + λx
∗
n+1(y)xn
= x+ λy +
∞∑
n=1
x∗n+1(x)xn + λ
∞∑
n=1
x∗n+1(y)xn
=
(
x+
∞∑
n=1
x∗n+1(x)xn
)
+ λ
(
y +
∞∑
n=1
x∗n+1(y)xn
)
= T (x) + λT (y).
Para mostrar a continuidade de T , considere S : X −→ X dada por
S(x) =
∞∑
n=1
1
2n
x∗n+1(x)xn.
E´ claro que S esta´ bem definida. Mostraremos que S e´ cont´ınua. Seja pk uma das seminormas
que define a topologia de X. Da´ı, para todo x ∈ X,
pk(S(x)) ≤
∞∑
n=1
1
2n
|x∗n+1(x)|pk(xn).
Defina φ : X −→ `∞ por
φ(x) = (x∗n(x))n
E´ claro que φ esta´ bem definida, pois novamente como (x∗n)n e´ equicont´ınua, para B(0, 1) existe
V vizinhanc¸a de zero em X tal que x∗n(V ) ⊆ B(0, 1). Da´ı, dado x ∈ X, existe δ > 0 tal
que δx ∈ V e enta˜o |x∗n(x)| < 1δ ,∀n ∈ N o que implica que supn∈N |x∗n(x)| ≤ 1δ , provando que
x∗n(x) ∈ `∞,∀x ∈ X. Tambe´m temos que φ e´ linear. De fato, sejam x, y ∈ X e λ ∈ K,
φ(x+ λy) = (x∗n(x) + λy))n
= (x∗n(x) + λx
∗
n(y))n
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= (x∗n(x))n + λ(x
∗
n(y))n
= φ(x) + λφ(y).
Para mostrarmos que φ e´ cont´ınua, seja (xj, φ(xj)) ⊆ Gφ uma sequeˆncia tal que
(xj, φ(xj)) −→ (x, y) ∈ X × `∞, quando j −→∞.
Da´ı, xj −→ x quando j −→ ∞ e φ(xj) −→ y quando j −→ ∞. Note que para cada k ∈ N,
sendo y = (yn)n,
|x∗k(xj)− yk| ≤ sup
k∈N
|x∗k(xj)− yk| = ‖φ(xj)− y‖ −→ 0
quando j −→∞ e enta˜o
x∗k(xj) −→ yk, quando j −→∞,∀k ∈ N.
Por outro lado, para todo k ∈ N,
x∗k(xj) −→ x∗k(x)
e pela unicidade do limite, yk = x
∗
k(x). Portanto,
φ(x) = (x∗n(x))n = (yn)n = y
provando que o gra´fico de φ e´ fechado. Pelo Teorema do Gra´fico Fechado segue que φ e´ cont´ınua.
Como φ e´ cont´ınua, pela Proposic¸a˜o 1.3.21, existem uma seminorma pj definida em X e c > 0
tal que
‖φ(x)‖∞ ≤ cpj(x),∀x ∈ X.
Como pk e´ cont´ınua e xn −→ 0, segue que pk(xn) −→ 0 quando n −→∞ e enta˜o existe Mk > 0
tal que pk(xn) ≤Mk,∀n ∈ N. Logo, para todo x ∈ X,
∞∑
n=1
1
2n
|x∗n+1(x)|pk(xn) ≤
∞∑
n=1
1
2n
sup
j∈N
|x∗j(x)| ·Mk
=
∞∑
n=1
1
2n
‖(x∗j(x))∞j=1‖∞ ·Mk
= Mk ·
∞∑
n=1
1
2n
· ‖φ(x)‖∞
≤ Mk ·
∞∑
n=1
1
2n
· c · pj(x)
= Mk · c · pj(x) ·
∞∑
n=1
1
2n
= Mk · C · pj(x)
isto e´, existe K > 0 tal que
pk(S(x)) ≤ K · pj(x),∀x ∈ X
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e enta˜o temos novamente pela Proposic¸a˜o 1.3.21 que S e´ cont´ınua. Denotando I : X −→ X
a identidade em X, temos que T = I + S e enta˜o T e´ cont´ınua como soma de duas func¸o˜es
cont´ınuas.
Agora, tome R : `1 −→ `1 definido por
R((αn)n) =
(
α1 +
x∗2(x2)
2
α2, α2 +
x∗3(x3)
22
α3, . . . ,
)
.
E´ claro que R esta´ bem definida. De fato,
∞∑
j=1
∣∣∣∣αj + x∗j+1(xj+1)2j αj+1
∣∣∣∣ ≤ ∞∑
j=1
|αj|+
∣∣∣∣x∗j+1(xj+1)2j αj+1
∣∣∣∣
=
∞∑
j=1
|αj|+
|x∗j+1(xj+1)|
2j
|αj+1|
=
∞∑
j=1
|αj|+
x∗j+1(xj+1)
2j
|αj+1|
≤
∞∑
j=1
|αj|+ |αj+1| <∞.
Note que R e´ uma pertubac¸a˜o da identidade, isto e´, R = I + Bw, onde Bw e´ um weighted
backward shift, com w = (wn)n dada por
wn =
x∗n+1(xn+1)
2n
, n ∈ N.
Como
|wn| =
∣∣∣∣x∗n+1(xn+1)2n
∣∣∣∣ ≤ 12n ≤ 1,∀n ∈ N
segue que
sup
n∈N
|wn| <∞
e enta˜o, pela Proposic¸a˜o 4.1.13, segue que R e´ mixing. Considerando agora a aplicac¸a˜o
ψ : `1 −→ X dada por
ψ((αn)n) =
∞∑
n=1
αnxn
temos que ψ e´ cont´ınua e ψ(`1) = X. De fato, provemos primeiro que ψ esta´ bem definida.
Sejam (αn)n ∈ `1 e pj uma seminorma definida em X. Da´ı,
∞∑
n=1
pj(αnxn) =
∞∑
n=1
|αn|pj(xn) ≤Mj
∞∑
n=1
|αn| = Mj‖(αn)n‖1 <∞.
Como X e´ completo, segue que
∞∑
n=1
αnxn converge em X para toda sequeˆncia (αn)n ∈ `1. Para
ver que ψ e´ cont´ınua, dada uma seminorma pk em X, para todo (αn)n ∈ `1 temos que
pk(ψ((αn)n)) = pk
( ∞∑
n=1
αnxn
)
≤
∞∑
n=1
pk(αnxn) ≤Mk · ‖(αn)n‖1.
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Agora mostremos que ψ(`1) = X. Sejam x ∈ X e U uma vizinhanc¸a de x. Como span{xn :
n ∈ N} e´ denso em X, existem αn1 , αn2 , . . . , αnk ∈ K tal que
αn1xn1 + . . .+ αnkxnk ∈ U
n1, . . . , nk ∈ N. Tome y a sequeˆncia
y = αn1en1 + . . .+ αnkenk .
Da´ı,
ψ(y) =
k∑
j=1
αnjxnj ∈ U
provando que ψ(`1) = X.
Agora, note que T ◦ ψ = ψ ◦R. De fato, para (αj)j ∈ `1,
T ◦ ψ((αj)j) = T (ψ((αj)j)
= T
( ∞∑
n=1
αnxn
)
=
∞∑
n=1
αnT (xn)
=
∞∑
n=1
αn
(
xn +
∞∑
k=1
1
2k
x∗k+1(xn)xk
)
=
∞∑
n=1
(
αnxn + αn
∞∑
k=1
1
2k
x∗k+1(xn)xk
)
=
∞∑
n=1
(
αnxn +
∞∑
k=1
αn · 1
2k
x∗k+1(xn)xk
)
=
∞∑
n=1
(
αnxn + αn+1 · 1
2n
x∗n+1(xn+1)xn
)
=
∞∑
n=1
(
αnxn +
x∗n+1(xn+1)
2n
αn+1xn
)
=
∞∑
n=1
(
αn +
x∗n+1(xn+1)
2n
αn+1
)
xn
= ψ
(
α1 +
x∗2(x2)
2
α2, α2 +
x∗3(x3)
22
α3, . . .
)
= ψ(R((αj)j) = ψ ◦R((αj)j)
e da´ı segue que T e R sa˜o quase conjugados e pela Proposic¸a˜o 2.2.3 temos que T e´ mixing e
consequentemente, T e´ hiperc´ıclico.
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