Throughout scientific research, the state space reconstruction that embeds a non-linear time series is the first and necessary step for characterizing and predicting the behavior of a complex system. This requires to choose appropriate values of time delay T and embedding dimension E d . Three methods are applied and discussed on nonlinear time series provided by the Rössler attractor equations set: Cao's method, the C-C method developed by Kim et al. and the C-C-1 method developed by Cai et al. A way to fix a parameter necessary to implement the last method is given. Focus has been put on small size and/or noisy time series. The reconstruction quality is measured by using a criterion based on the transformation smoothness.
Introduction
In many fields of science and industry, complex systems are studied through temporal time series of scalar observations of a k dimensional dynamical system [1] [2] [3] [4] [5] . In most cases, the state space dimension and the system of equations that define the system evolution and behavior in the state space are unknown. Each value in a time series results from the interaction of the state variables in the state space. The main purpose of time series analysis is to learn about the dynamics behind some time ordered measurement data. To investigate an experimental kth order dynamical system from a scalar time series, it is ne-cessary to reconstruct a state space by using time delay or time derivative coordinates. The reconstructed trajectory is expected to have the same characteristics than the trajectory embedded in the original phase space. It can be proved through Taken's theorem that the unstable periodic orbits of a strange attractor could be recovered in an embedded state space whenever the time series is long enough with no noise [1] [2] [5] [6] [7] [8] [9] . In that case, the embedding dimension E d and the time delay T [1] [2] [3] [10] [11] are not correlated and can be selected independently [7] [8] [9] . In the real world, time series are not infinitely long and could be hardly noisy. In that case E d and T are correlated and an alternative approach used in the literature is to determine the time window length ( )
which is the entire time spanned by the embedding vectors [7] [8] [9] . Once W t is determined, the time delay T should be chosen so that the serial correlation of the W t time subseries should be minimum [7] [8]. As the essence of serial correlation is to see how sequential observations in a time series affect each other, Brock, Dechert and Scheinkman have developed a new statistic named "BDS statistic" able to test if a given data set is independently and identically distributed [12] [13] . The BDS statistic is based on the correlation integral and Brock has shown that the correlation integral behaves like the characteristic function of a time series through the fact that if the time series arises from several independent random variables, the correlation integral is the product of the correlation integrals of sub time series components. In that sense, the BDS statistic can be interpreted as the serial correlation of a nonlinear time series. State space reconstruction is necessary before developing forecasting methods and, as the quality of state space reconstruction affects significantly the accuracy in time series forecasting, the scope of this paper is threefold: i ) to review test and compare, in terms of quality, three methods used for selecting state space reconstruction parameters (time delay, embedding dimension) from a nonlinear time series provided by the Rössler attractor equations set; ii) to apply these methods to small size time series and test their robustness to noise with the objective to use them for experimental data; iii) to qualify these methods by defining a criterion able to measure the quality of the state space reconstruction.
In this work, a pseudo experimental approach is considered. [14] is applied on sufficiently long noise free time series (≈32,000 values) and shows some drawbacks when applied to smaller size and/or noisy time series (≈4000 values). Aiming at improving these drawbacks, two other methods based on the time delay window selection are discussed: the C-C method developed by Kim et al. [7] and the C-C-1 method developed by Cai et al. [8] . These two methods are described and results obtained are compared and discussed. In the framework of the C-C-1 method, a criterion that fix the number of subseries composing the initial time series S, is suggested. The sensitivity to noise of the different techniques addressed in this section are analyzed and results obtained are discussed. The third and last section is dedicated to the measure of the reconstruction quality. In the case of long free noise time series, as Takens embedding theorem ensures a topological equivalence between the original state space and the reconstructed one, the quality of the reconstruction is measured through the conservation of invariants such as the maximum Lyapunov exponent and the correlation dimension. In the case of limited noise free data set, we have used a technic based on a statistic approach similar to the Rul'kov et al. test [18] , by calculating the quotient F of two ratios. One ratio is the nearest-neighbor distance on the original state space to the distance on the corresponding points on the reconstructed state space. The other ratio is the nearest-neighbor distance on the reconstructed state space to the distance between the corresponding points on the original state space. For a smooth mapping between the time series, the quotient of these two ratios should be close to unity [18] [19] . This paper also constitutes a sort of set-up in order to become familiar with
Calculation of Lyapunov Exponents and Lyapunov Dimension for the Rössler Attractor
The dynamical system of interest in this first part consists of the following three The transition from simple to strange attractor proceeds via a sequence of period-doubling bifurcations [20] .
Then, considering the parameters defining the Rossler attractor shown in Figure 1 (a = 0.2, b = 0.4 and c = 5.7), the Lyapunov exponents spectrum is calculated. The algorithm employed was proposed Wolf et al. [25] . The numerical results are shown in Figure 3 .
The values of the three Lyapunov exponents are 
as expected 1 λ σ ≈ . On average, 1 λ is the expansion rate of the stretching process of the attractor, and 3 λ is the reduction rate of the folding process.
The number of non-negative Lyapunov exponents, d = 2, allows us to identify the dimension of the attractor [26] . We are going to show that its fractal dimension is a little bit greater. 
Time Delay Reconstruction of the State Space by Sampling a Coordinate of the Rössler Attractor

Formulation of the Problem
Let us move to a pseudo experimental approach. It is assumed that we only have a single sequence of measurements obtained at different times. We seek a hidden determinism in our experimental data. Here, the "experimental results" are given by a numerical integration of Equation (1). In this section, we just try the reconstruction method provided by the tool box CDA22 [1] .
It is assumed that only the x-components of the ( )
, , x y z X vector, which
gives the state of the system, is measured or calculated. Then, ( ) ( ) 
with j t τ δ = × , where j is an integer and t δ is the minimum sampling time.
Time τ is the sampling interval between the first components of successive vectors ( )
. Based on (6) and assuming the time window spanned by the p embedded points is included in the time window spanned by the N values of the initial time series, it holds that ( ) ( ) ( )
where n is an integer, it may be written ( ) ( ) ( )
Thereafter, we will set j = 1 and we shall have ( )
Considerations on the Minimum Embedding Dimension
The space reconstruction requires to select values of the reconstructed space dimension and the time delay. The embedding theorem [6] [9] [10] [28] tells us that the following sufficient but not necessary condition must be verified
where B d is the box-counting dimension of the attractor. Considering that
To verify the relevance of this condition, the reconstruction was achieved considering several values of E d and using the CDA22 tool box [1] . Let x(t) be a one-dimensional data set evaluated at equal increments of the variable t. The values of x(t) were obtained by solving numerically Equation (1) on the attractor when the embedding dimension used for the computation increases. Then, the optimal embedding dimension is reached [11] . Still, Figure 4 shows that 5 
It is known that
which in good agreement with our numerical results.
Cao's Method for Determining the Embedding Dimension
The optimal embedding dimension has also been calculated by using Cao's algorithm which is much less time-consuming [9] [14] . According to the IIIa paragraph notations and (7), Cao defines ( )
as a function of 
creases is more difficult to discern when n = 1. Still, we can conclude that for this relatively small number of data, the minimum embedding dimension is still almost independent of n.
Cao's method has been applied then to the 4000 values data-sequence with noise added. Figure 6 show results obtained when a white Gaussian noise with variance one is added to the 4000 values data-sequence.
In Figure 6 , when n = 50 and n = 10, ( ) 
E d remains close to unity, our data do not appear to be deterministic.
Then, a white Gaussian noise with variance five was added. Figure 7 show that a high value of n is necessary to determine a minimum embedding dimen- 
Simultaneous Determination of the Embedding Dimension and Time Delay by Using the C-C Method
The Cao's method [14] , used to determine the optimal embedding dimension , has shown that for a sufficiently long noise free data set, the time delay T and the minimum embedding dimension are almost independent and the delay time T can be set arbitrarily. However, when white Gaussian noise is added, T varies with E d and an irrelevant partnership between T and E d will directly impact the equivalence between the original state space and the reconstructed one.
Moreover, in the real world, measurements data set are finite and noisy, and in this case, a more useful quantity to estimate the embedding dimension is the delay time window
which is the entire time spanned by the i y vectors. Martinerie et al. [17] have shown that w t is an essential factor for estimating the correlation dimension. In their paper, they have demonstrated that first, w t determines the correlation integral characteristics and second, the correlation integral is very sensitive to the w t values. H.S. Kim et al. [7] and Wei-Dong Cai et al. [8] have developed a method which uses the correlation integral and is based on a statistic similar to the BDS statistic that Brock et al. [12] [13] used for their development for distinguishing random time series from chaotic or nonlinear stochastic time series. By using the notations of Equations (6) and (7)), the BDS statistic applied to the time series writes [7] [8]
where ( ) 
The average of the statistical quantity given by Equation (14) is defined as ( )
when N → ∞ , 1 S can be rewritten in the following way
The locally optimal times may be either the zero crossing of ( ) , max , , min , , ,
which measures the variations of ( ) 
As locally optimal times are either zero crossing of ( ) 1 S n or times at which ( ) 1 
S n ∆
shows the least variation with r, we look for the first zero crossing of ( )
1
S n or the first local minimum of ( )
S n ∆ to find the optimal times for data independence which will gives T. The optimal time is the time for which ( ) 
,
which gives the delay time window w t . T is in a sense the minimum value of w t , it is determined as the minimum of the curve In Table 1 , we observe that for σ = 1, the C-C method is stable against the noise when 70% α ≤ . For σ = 5, it is stable when 50% α ≤ , and for σ = 10, it is stable when 30% α ≤ .
In summary, the C-C method is a relatively simple method easy to implement 
An Optimization of the C-C Method
In their paper, W.D Cai et al. [8] pointed out some problems that limit to the C-C method. The first one is that there are local minimal points whose values are very close to the minimum of ( )
1,CORR
S n , and they disturb the ( )
S n minimum estimation (see Figure 9 ). The second one is that Starting from the N values initial data set and according to (7), the number of the embedded points calculated from the delay time T in the E d dimensional reconstructed space is ( )
A positive integer q independent of the delay time T is selected as a constant, to subdivide the embedded points se- 
Kim et al. have shown in their paper [7] that, when using the BDS statistic on time series, the sample data size N should be appropriate relatively to the values The average of the statistical quantity given by Equation (14) is defined as follows:
, , , 1, , , .
The definitions of 2 2 2, , , CORR S S S ∆ are given formally by Equations (20)- (22).
The first local minimum of 
.
By looking for the minimum of CORR S , we estimate the optimal time window was n = 12 for the C-C method. n = 10 represents the optimal delay time T. An optimization of the C-C-1 method should be to define a criterion for the optimal selection of the q parameter value. Based on the results obtained from the C-C method, a criterion is suggested here to select optimally the q parameter value. We define first the quantity
where 1 S ∆ is given by Equation (19) and Figure 12 shows the evolution of Q(n) as a function of n.
As the value of the q parameter should be chosen so that the time subseries
will not be too short. The optimal q value may be chosen as the first value of n for which 1 n is presented in Appendix 3.
The C-C-1 method has been applied to the time series Table 2 . We observe that the C-C-1 method gives stable results for σ = 1, for σ = 5 since 70% α ≤ , and for σ = 10 since 50% α ≤ .
In conclusion, the C-C-1 method is an improvement of the C-C method. The original time series is subdivided by setting a parameter q which is independent of the time delay T. Tests performed on this method show that it gives more reliable and stable estimates of the optimal delay time T and the optimal time delay window w t . Tests show also the robustness of this method in presence of noise as the embedding dimension E d remains equal when noise free data set is degraded with white Gaussian noises with variances respectively equal to 1, 5, 10. 
Reconstruction Qualification
. (31) with ( )
− is the number of embedded points, E d is the embedding dimension and T the time delay. The factor F should be closed to unity so that it would be able to characterize an ideal diffeomorphic mapping. Thus, the closer the F value is to unity, the better is the reconstruction. The F factor has been calculated for the lower size noise free data set studied in paragraphs IIId and IIIe by using the R script presented in Appendix 4. The embedding parameters found for this data set by using the C-C-1 method were 5, 10 
Conclusions
This paper provides an overview of methods for embedding parameters optimal selection applied to the Rössler strange attractor reconstruction through chaotic time series. Two main approaches are used whether times series are sufficiently long free noise data set [5] [6] [7] [8] [9] or finite and noisy data set [7] [8] [33] .
In the first case the embedding parameters E d and T can be determined independently and the theorem of Takens allows recreating the underlying dynamics.
When data set are finite and/or noisy, the theorem of Takens is silent and parameters E d and T would appear correlated and as an irrelevant partnership between them could affect the quality of the reconstruction, the delay time window Results obtained with the Cao's method [14] show that for noise-free data of very long length, the reconstruction is valid for any time delay as far as the embedding dimension is high enough. When going to small number noisy data samples, the time delay used to determine the minimum embedding dimension cannot have any value.
The C-C method developed by Kim et al. [7] has been applied to finite data sequence of about 4000 values and the robustness of this method has been studied when the original data set is degraded white Gaussian noise with different variance σ and different strength α. Results are summarized in Table 1 and discussed. The C-C-1 method suggested by Cai et al. [8] improve some drawbacks of the C-C method and has been tested on the same time series of about 4000 values and show E d , T and w t estimates in line with Cao's method results.
Results on the C-C-1 method robustness against noise are summarized in Table   2 , and shows that the C-C-1 method is an improvement of the C-C method. A criterion for determining the C-C-1 method q parameter is suggested on paragraph IIId and improves the implementation of the C-C-1 method. A technic based on the statistic Rul'kov test is proposed in paragraph IV to measure the state space reconstruction quality [18] [19] [33] .
