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Introduction
Comprendre comment le cerveau en tant qu’organe est à l’origine de la cog-
nition est l’un des plus grand dé de ce siècle. Des synapses (les connexions
entre les neurones) à la cognition, l’étude du cerveau a engendré de nom-
breux domaines scientiques qui l’examinent sous diérents angles, de la
biologie à la psychologie. Les neurosciences cognitives cherchent à com-
prendre comment le substrat neuronal donne lieu à l’émergence de la pen-
sée, et dispose de plusieurs outils pour atteindre cet objectif : les études de
lésion qui associent des régions cérébrales endommagées à des décits cog-
nitifs, ainsi que la neuroimagerie, qui utilise des techniques d’imagerie pour
tester des modèles cognitifs.
L’Imagerie par Résonance Magnétique Fonctionnelle (IRMf) est une tech-
nique d’imagerie qui mesure le niveau d’oxygénation du sang au cours du
temps, qui lui même est lié à l’activité neuronale. C’est l’une des technique
d’imagerie les plus populaire dans le domaine des neurosciences cognitives,
car elle donne un accès indirect mais non-invasif au code neuronal, et béné-
cie d’une bonne résolution spatiale. La méthode la plus répandue pour
localiser des fonctions cérébrales avec l’IRMf est de manipuler des tâches
(composées de plusieurs processus cognitifs) pour isoler un unique proces-
sus cognitif et évaluer comment il aecte l’activité cérébrale. Les analy-
ses statistiques classiques produisent des cartes d’activation qui permettent
d’évaluer comment des régions cérébrales sont impliquées par rapport à des
processus cognitifs. Etant donné un espace cognitif qui représente tous les
processus cognitifs possibles, chaque étude individuelle apporte des infor-
mations sur un petit sous-ensemble de cet espace cognitif. Chaque session
d’imagerie ne peut en eet que présenter un nombre limité de stimuli. Une
manière de dépasser cette limitation est d’utiliser des méta-analyses.
Les méta-analyses quantitatives sont une ensemble de méthodes qui
peuvent être utilisées dans diérents contextes. L’objectif original est d’augmenter
la puissance statistique en combinant plusieurs études similaires, par ex-
emple sur une même question sur la cognition. Elles peuvent également
servir à résumer une littérature d’IRMf vaste, et en constante progression.
Cette intégration de la littérature permet par exemple d’identier le fonc-
tionnement de certaines structures cérébrables à des échelles plus nes. La
plupart des méta-analyses d’IRMf sont basées sur des données résumées :
les coordonnées des pics d’activation des expériences. Certaines méthodes
utilisent les cartes d’activation complètes pour eectuer les méta-analyses,
elles sont cependant beaucoup moins fréquentes à cause de la diculté à
rassembler assez d’expériences d’IRMf. Actuellement, il y a assez peu de
4motivations pour partager ses données en neuro-imagerie, principalement
à cause du manque de méthodes qui peuvent tirer parti d’une telle accumu-
lation. La disponibilité de gros volumes de données peut néanmoins ouvrir
de nouvelles opportunités.
Une de ces nouvelles opportunités est la possibilité d’associer des pro-
cessus cognitifs de domaines variés pour obtenir une vue d’ensemble plus
exhaustive du fonctionnement cérébral. Un point crucial est de parvenir à
dépasser les études individuelles, qui ne reètent que les paradigmes expéri-
mentaux en combinant plusieurs jeux de données. Dans cette thèse, nous in-
vestiguons l’utilisation de l’inférence inverse, qui part de l’activité cérébrale
pour conclure sur un processus cognitif plutôt que sur une tâche expérimen-
tale. Cette logique peut cependant être fallacieuse : les chercheurs étab-
lissent des inférences inverse informelles en interprétant des activations
cérébrales par rapport à une sélection de la littérature, dans le but de con-
clure sur la spécicité fonctionnelle d’une aire cérébrale. Une accumulation
de données susamment importante, et qui couvre un large ensemble de
processus cognitifs, permet par contre d’eectuer une inférence inverse qui
soure pas de ces limitations. A grande échelle, cette technique est partic-
ulièrement prometteuse puisque qu’elle permet d’apparier un grand nombre
de régions du cerveau avec un grand nombre de concepts psychologiques.
L’objectif global de cette thèse est de développer des outils statistiques
qui combinent plusieurs études d’IRM fonctionnelle. Les produits de la thèse
comprennent l’apprentissage de réseaux fonctionnels, ainsi que des atlas de
fonctions cérébrales.
1 Des images cérébrales à l’étude
de la cognition
1.1 Introduction
Le permier chaptire introduit des techniques d’imageries et comment elles
peuvent être utilisées pour localiser des fonctions cérébrales. Spécique-
ment, nous résumons quelques unes des hypothèses sous-jacentes aux procé-
dures expérimentales en neurosciences cognitives, et comment ces expéri-
ences sont utilisées pour compléter la connaissance acquise à travers les
études de lésion. Nous montrons que l’IRM fonctionnelle reste à ce jour
un des meilleur outils non-invasif pour cartographier les fonctions sur par
rapport aux structures dans le cerveau.
1.2 Des études de lésions à l’imagerie fonctionnelles
En 1861, le médecin français Paul Broca a entendu parler d’un patient de
l’hôpital de Bicêtre qui sourait d’une perte de la production de langage,
mais pas de sa compréhension ou d’autres facultés cognitives. Après son
décès quelques jours plus tard, l’autopsie révèle une lésion dans le lobe
frontal de l’hémisphère gauche. D’autres patients sourant de ce même dé-
cit de langage appelé aphasie expressive ont permis de conrmer cette dé-
couverte par la suite. Ce travail a permis d’associer une région maintenant
connue sous le nom de “aire de Broca” à la production de langage. Le type
de raisonnement qui identie le substrat neuronal d’une fonction précise
en démontrant qu’une lésion d’une structure cérébrale aecte une fonction
X mais pas une fonction Y est appelé dissociation simple. Le médecin alle-
mand Karl Wernicke a fait quelques années plus tard une découverte com-
plémentaire, en montrant de la même manière qu’une aire cérébrale était
responsable de la compréhension du langage.
Figure 1.1: Les aires de Broca and
Wernicke sont liées à deux décits
du language distincts, respective-
ment l’aphasie expressive et ré-
ceptive. Source: adapté de www.
wikipedia.orgCes approches sont néanmoins limitées aux patients sourant de lésions
dans un domaine d’intérêt, et la localisation des lésions ne pouvait se faire
que post mortem. L’arrivée de l’imagerie cérébrale non invasive dans les
années 1920 a permis une investigation plus systématique des structures et
fonctions cérébrales.
61.3 IRM fonctionnelle basée sur le signal BOLD
Il existe plusieurs techniques d’imagerie qui permettent d’étudier les struc-
tures du cerveau ainsi que son fonctionnement. L’imagerie anatomique
se concentre sur les structures et les tissus, alors que l’imagerie fonction-
nelle détecte des changements d’activité cérébrale qui indiquent un état
psychologique. Nous présentons ici l’IRM fonctionnelle basée sur le signal
BOLD, qui nous utilisons dans cette thèse. L’IRMf a une bonne résolution
spatiale (1 - 3mm3), et une résolution temporelle de l’ordre de 1 à 3 secon-
des. Les images d’IRM sont en réalité un empilement d’images de coupe qui
sont chacunes acquises en 40 à 60 millisecondes pour avoir une couverture
totale du cerveau. Les propriétés de cette modalité en font un bon candidat
pour faire de la localisation de fonctions dans le cerveau.
Le signal BOLD pour Blood Oxygenation Level-Dependent est le signal
mesuré par l’IRMf. Il correspond au niveau d’oxygène dans l’hémoglobine,
qui est plus bas dans les zones du cerveau qui consomment l’oxygène parce
qu’elles sont actives. L’IRMf a donc une mesure indirecte de l’activité cérébrale.
Cette découverte correspond aux travaux de [Ogawa et al., 1990b,a] en 1990
(voir Figure 1.2).
Figure 1.2: L’expérience originale
d’Ogawa et al. [1990a] sur des
rats pour mettre en évidence le
signal BOLD: Gauche - contraste
BOLD après avoir respiré de l’O2
pur. Droite - contraste sur le
même rat, après avoir respiré un
mélange de 90% d’O2 et 10% de
CO2. Left - Coronal slice show-
ing the BOLD contrast of an anes-
thetized rat which has breathed
pure O2. Right - Coronal slice of
the same rat, showing the BOLD
contrast after respiration of a
1.4 Cartographier les fonctions cérébrales
La capacité de l’IRMf à localiser les régions activées par une tâche en fait un
outil puissant pour les neurosciences cognitives. Les neurosciences cogni-
tives s’intéressent en particulier à la production de processus cognitifs à par-
tir des circuits cérébraux. Les processus cognitifs font référence à tous les
fonctions mentales comme la perception, la mémoire, la production de lan-
guage, la prise de décision, l’émotion ou encore la motricité. Comme l’IRMf
donne un accès indirect à l’acitivité neuronale, les neurosciences cognitives
se basent sur diérentes hypothèses pour faire le lien avec l’esprit.
L’hypothèse principale est celle de la spécicité fonctionnelle. Elle sig-
nie que l’on peut s’attendre à pouvoir localiser des fonctions distincte dans
des régions distinctes. Les études sur la motricité sont un bon exemple en
faveur de cette théorie puisqu’elles rapportent une représentation des dif-
férentes parties du corps à la surface du cortex moteur (voir Figure 1.3). Les
chercheurs en neuro-imagerie supposent aussi qu’il est possible de décom-
poser une tâche en plusieurs processus cognitif que l’on peut manipuler in-
dépendamment. Cette supposition est aux coeurs du dispositif expérimental
en neurosciences cognitives, et permet d’associer des processus cognitifs à
des aires cérébrales.
Figure 1.3: Un homunculus
sensitif qui représente les dif-
férentes partie du corps sur la
surface du cortex. Source: http:
//en.wikipedia.org/wiki/
Somatotopic_arrangement
2 Outils pour la modélisation de
données de neuro-imagerie
2.1 Introduction
Dans le deuxième chapitre, nous décrivons les méthodes statistiques com-
munément utilisées pour analyser les données d’IRMf, et les diérentes ap-
proches de méta-analyses sur lesquelles la communauté de neuro-imagerie
s’appuit pour combiner plusieurs études. Nous présentons en particulier le
cadre d’inférence statistique standard qui est utilisé dans la grande majorité
des études d’IRM fonctionnelle pour modéliser le signal BOLD, et obtenir
des cartes statistiques qui représentent l’activité du cerveau. Nous intro-
duisons également des méthodes d’apprentissage statistique pour le con-
texte précis de la neuro-imagerie. Finalement, nous résumons les méthodes
de méta-analyses en neuro-imagerie qu’elles se basent sur des coordonnées
des pics d’activations, ou sur des cartes statistiques. Nous montrons en quoi
elles peuvent dépasser certaines limites des études prises individuellement.
2.2 Inférence statistique
Cette section présente le cadre standard d’analyse des données d’IRMf. Fris-
ton et al. [1996] a introduit le GLM (General Linear Model) à la commu-
nauté de neuro-imagerie. Cette approche produit des cartes statistiques
qui testent des eets régionaux spéciques à une hypothèse donnée. Cette
méthode prend en compte tous les diérents facteurs qui peuvent expli-
quer la série temporelle d’IRMf : le paradigme expérimental, les eets psy-
chologiques, des variables de confusion, et du bruit. Le résultat consiste
en des cartes d’activation qui estiment à chaque voxel l’eet des diérents
facteurs.
Avec X ∈ Rn×k la matrice de dessin, Y ∈ Rn×p la série temporelle
d’IRMf, n le nombre de scans, p le nombre de voxels, et k le nombre de
régresseurs, le GLM s’exprime de la manière suivante,
Y = Xβ + ε , (2.1)
étant donné β ∈ Rk×p qui sont les eets, et ε l’erreur résiduelle. La
Figure 2.1 represente les diérents termes dans la formulation du GLM. Il
est important de noter que les eets peuvent être représentés sous la forme
d’images de cerveaux (les cartes d’activations). La Figure 2.2 montre les









Figure 2.1: Les régresseurs de la
matrice de dessin sont la représen-
tation des conditions expérimen-
tales convoluées par la réponse
hémodynamique (HRF), ainsi que
diérentes régresseur de nuisance















Figure 2.2: Cartes d’activation
pour une tâche de calcul et une
tâche de lecture. Source: Pinel
et al. [2007]
92.3 Apprentissage statistique
L’apprentissage statistique est un domaine scientique qui comprend un
ensemble d’algorithmes qui apprennent des règles sur des données avec
pour objectif de prendre des décisions. Il y a plusieurs classes d’algorithmes,
parmi lesquelles l’apprentissage supervisé et non-supervisé, et qui répon-
dent à des problèmes diérents. L’apprentissage statistique a été utilisé à
l’origine en neuro-imagerie pour trouver le support neuronal lié à une tâche,
c’est-à-dire les voxels prédictifs d’un processus cognitif. Cette pratique est
appelée "décodage" (decoding) dans le milieu [Dehaene et al., 1998, Cox and
Savoy, 2003, LaConte et al., 2005, Thirion et al., 2006, Song et al., 2011].
Modèles prédictifs Les modèles prédictifs supervisées sont un ensemble
de méthodes d’apprentissage qui cherchent à prédir une coble. En IRMf, on
considère les cartes d’activations produites par le GLM comme un poblème
de reconnaissance de formes, c’est-à-dire que l’on veut pouvoir prédire une
cible à partir des images, ici une fonction cérébrale. Il y également pos-
sible d’utiliser les séries temporelles pour faire cette prédiction mais nous
ne faisons pas de type d’analyse dans cette thèse. Les modèles prédictifs
apprennent une fonction de décision qui peut être linéaire ou non-linéaire.
Les modèles non-linéaires peuvent en principe établir des relations non-
linéaires entre les images et la cible, mais leur puissance prédictive n’est
pas clairement meilleure dans le cas de la neuro-imagerie. Notre but est
également de projecter la fonction de décision sur le cerveau, ce qui est
trivial avec une fonction linéaire mais beaucoup moins avec une fonction
non-linéaire.
Les modèles prédictifs linéaires peuvent être utilisés pour des problèmes
de classication et de régression. La classication prédict une variable dis-
crète, des classes, quand la régression prédit une variable continue, par ex-
emple un âge. Dans cette thèse nous considérons uniquement les prob-
lèmes de classication. En notant X ∈ Rn×p les données avec n le nombre
d’échantillons et p le nombre de voxels dans chaque carte d’activations, et
y ∈ [1, . . . ,k ]n la cible composée de k classes, on peut exprimer un modèle
prédictif sous la forme suivante:
y = f (X ,w ,b) = F (Xw +b) , (2.2)
oùw et b sont respectivement la pente (les poids) et l’ordonnée à l’origine
de l’hyperplan ane. En suivant cette formulation, on peut dénir la clas-
iscation binaire comme :
f (X ,w ,b) = sign (Xw +b) , (2.3)
où sign est la fonction de signe, ety ∈ [−1, 1]n . L’estimation des paramètres
est faites à travers la minimisation de la diérence eny et la cible estimée yˆ.
Cette fonction de diérence est une fonction de (w ,b) et est appelée fonc-
tion de perte (loss function) que l’on note ` (w ,b). La perte représente le coût
associé à l’erreur d’estimation de la cible.
Réduction de dimension Apprendre une fonction de décision demande
plus de données à mesure que la dimensionalité de l’espace des attributs
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grandi. Avec un nombre xé d’échantillons, augmenter le nombre de di-
mensions (d’attributs) peut améliorer la prédiction jusqu’à un optimal à
partir duquel elle baissera à nouveau [Hughes, 1968]. Ce comportement
est connu sous le nom d’eet Hughes, ou encore de malédiction de la di-
mension. Ce problème est particulièrement sévère dans le cas de l’IRMf,
où l’on dispose généralement de quelque dizaines d’échantillons pour en-
viron 50K attributs (les voxels). Il y a plusieurs solutions à ce problème,
parmi lesquelles la sélection d’attribut, ou le regroupement d’attributs. Une
manière classique de sélectioner des attributs est d’appliquer une sélection
univariée basée sur un test statistique (comme le F-score), et de ne conserver
que les variables ayant les meilleurs scores. Le regroupement d’attributs a
l’avantage de prendre en compte la structure spatiale des données, puisqu’il
regroupe plusieurs variables voisines en une seule, et transforme une im-
ages composée de voxels en une image composée de parcelles.
2.4 Méta-analyses quantitatives
Les méta-analyses comprennent un ensemble de méthodes statistiques qui
permettent de combiner et comparer plusieurs études. La motivation ini-
tiale des méta-analyse était d’aggréger les données de plusieurs études pour
augmenter la puissance statistique de l’analyse. C’est aussi une manière de
résumer les résultats d’un sujet particulier dans la littérature. En neuro-
imagerie les méta-analyses qui utilisent les coordonnées des pics d’activation
sont les plus utilisées. Elles évaluent la convergence des pics d’activation
à travers les expériences. Cette approche a été rendu possible par le haut de-
gré de standardisation des rapports en neuro-imagerie : les pics d’activations
sont reportés dans la littérature dans des tables en tant que des coordonnées
(x, y, z) dans un référentiel standard, soit l’espace de Talairach, soit l’espace
du MNI.
3 Passer à l’échelle de plusieurs études
3.1 Introduction
Dans ce chapitre, nous assemblons une grande base de données d’IRM fonc-
tionnelle, en accumulant des images de plusieurs études. Nous nous intéres-
sons à diérentes initiatives de partage de données depuis lesquelles nous
tirons nos données, et à l’organisation de la base. A une grande échelle,
l’organisation devient critique pour automatiser l’accès et le traitement des
données. Nous décrivons donc notre stratégie pour y parvenir, et en partic-
ulier pour automatiser les étapes de pré-traitement, de modélisation statis-
tique, ainsi que de contrôle qualité. Nous discutons des éléments les plus
bloquant que nous avons identié, et des solutions que nous avons adopté.
Nous terminons par donner une vue d’ensemble de la base de données ainsi
constituée.
3.2 Les sources de données
Pendant longtemps les jeux de données en ligne d’IRMf ont été peu nom-
breux ou dicile d’accès. Il y a cependant eu une prise de conscience de
l’intérêt à partager ses données [Poline et al., 2012, Poldrack and Gorgolewski,
2014], qui a favorisé l’emergence de nouvelles initiatives comme OpenfMRI
[Poldrack et al., 2013] ou le 1000 Functional Connectome Project [Biswal
et al., 2010]. Ces projets rendent accessibles de gros volumes de données
en téléchargement direct sous une license permissive. D’autres projects ont
vu le jour depuis, comme le Human Connectome Project (HCP) [Van Essen
et al., 2012] et vont à terme permettre d’avoir accès librement à une base
d’IRMf extrêmement riche. Un autre projet très prometteur est Neurovault,
et a pour but de partager uniquement les cartes d’activations, et se pose
comme une solution intermédiaire entre le partage des données brutes et
les tables de coordonnées de pics d’activations des papiers. La table 3.1 liste
les resources principales de données d’IRMf accessibles sur internet.
3.3 Organisation, traitement et contrôle qualité des don-
nées
L’organisation des données est critique pour les traiter à grande échelle. Il
y a plusieurs initiatives qui visent à standardiser l’organisation et les méta-
données en neuro-imagerie, mais aucune n’est encore parvenue à couvrir
tous les besoins et à faire réellement consensus. Nous avons donc opté pour
l’organisation utilisée dans OpenfMRI, qui est décrite dans la Figure 3.1.
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Nom de la resource Type de données # tâches URL
HCP brutes 7 https://db.humanconnectome.org
OpenfMRI brutes & cartes 29 https://openfmri.org
fBIRN brutes 4 http://fbirnbdr.nbirn.net:8080/BDR/
NeuroVault cartes 92 http://neurovault.org/
BrainOmics brutes & cartes 1 http://brainomics.cea.fr/localizer
BioMag 2010 brutes 1 ftp://ftp.mrc-cbu.cam.ac.uk/personal/
rik.henson/wakemandg_hensonrn/
Table 3.1: Liste des resources
d’IRMf en accès ouvert.
Cette organisation nous a permis de mettre en place des pipelines de traite-
ments automatisés pour l’ensemble des jeux de données. Nous avons en-
suite procédé à un contrôle qualité des données avec deux stratégies. La
première se base simplement sur des rapports qui permettent d’évaluer vi-
suellement si les traitements se sont bien déroulés. La deuxième estime une
moyenne robuste de chaque groupe de carte d’activation dans la base, et
rejète les cartes s’éloignant trop de leur groupe.
.
Figure 3.1: Organisation des jeux
de données OpenfMRI. La struc-
ture représente les concepts de
subjet, tâche, session d’imagerie,





3.4 La base de données
La base de données compte en tout 30 études composées de 50 tâches, plus
de 800 sujets et 7K cartes d’activations. En considérant toutes les données
brutes, de pré-traitement et les cartes nales la base représente plus de 1To
sur le disque. C’est par contre sans prendre en compte l’exploitation de la










Figure 3.2: Database in gures.

4 Localisation fonctionnelle avec des
méta-analyses
4.1 Introduction
Le chapitre 4 correspond à notre première tentative des combiner plusieurs
études. Nous nous sommes basés sur une pratique courante en neuro-imagerie,
qui consiste à dénir des régions d’intérêt à partir de la littérature ou un
autre jeu de données pour mieux conditionner un problème statistique. Cette
approche est souvent désignée comme des études basées sur des régions
d’intérêt, et ne correpond pas à une méthode bien dénie. Nous cherchons
ici à proposer une méthode qui formaliserait cette approche. Nous décrivons
deux contributions qui appareillent les études d’IRMf pour extraire des ré-
gions d’intérêt. La première contribution s’intéresse à la possibilité d’utiliser
une tâche pour mieux conditionner un test statistique sur une seconde tâche.
Le principal défaut de ce travail est qu’il dépend d’un seuil qui a besoin
d’être déni manuellement. C’est à cette limitation que s’intéresse notre
deuxième contribution : nous utilisons la capacité d’un classieur à généraliser
d’une tâche à une autre pour sélectionner automatiquement le seuil auquel
nous pouvons extraire les régions d’intérêt. Cette méthode peut être vue
comme une alternative multivariée à la conjonction de contrastes. La faib-
lesse principale persistante de ces contributions est la diculté à passer
à l’échelle car nous devons toujours sélectionner manuellement les tâches
d’IRMf à comparer. Cela nous empêche donc d’avoir une vue globable des
fonctions cérébrales.
Contributions développées dans ce chapitre :
• Y. Schwartz, G. Varoquaux, C. Pallier, P. Pinel, J.B. Poline, and B.
Thirion, Improving accuracy and power with transfer learning using a
meta-analytic database, MICCAI, 2012, pages 1–8.
• Y. Schwartz, G. Varoquaux, and B. Thirion, On spatial selectivity and pre-
diction across conditions with fMRI, PRNI 2012 : 2nd International Work-
shop on Pattern Recognition in NeuroImaging, pages 53–56.
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4.2 Améliorer la classification et la puissance statistique
à partir de méta-analyses
La première contribution explore la capacité d’un classieur entrainé sur
une tâche A de généraliser sur une tâche B, et d’utiliser ses attributs pré-
dictifs pour mieux conditionner un test d’hypothèse sur la tâche B. Nous ne
tentons pas d’utiliser la généralisation d’un classieur de manière aveugle,
c’est-à-dire nous ne considérons pas toutes les paires possibles de tâches
dans la base de données. A la place, nous sélectionnons uniquement les
paires qui ont a priori quelque chose en commun pour que cela aie du
sens. Les tâches viennent idéalement mais pas nécessairement d’études dif-
férentes. L’idée principale de cette méthode est d’utiliser la généralisation
d’un classieur pour conrmer que deux tâches sont comparables, et que
l’on peut utiliser des régions extraites de la tâche A sur la tâche B. La Figure
4.1 décrit la procédure le classication, où la tâche A est une tâches audi-
tive de français et de coréen, et la tâche B une tâche visuelle de français et
de pseudo-mots (jabberwocky). La similarité des deux tâches est la com-
préhension versus la non-compréhension des stimluli. La classication en
interne (c’est à dire en cross validation sur une même tâche) n’est ici ef-
fectuée qu’à des ns de comparaison avec la performance de la générali-
sation. Nous utilisons les voxels prédictifs du classieurs pour dénir des
régions d’intérêt. Les analyses qui suivent montrent que l’on augmente la
puissance statistique en utilisant ces régions. Nous montrons également
qu’une approche plus classique (par conjonction par exemple) ou par une
méta-analyse basée sur les coordonnées fonctionnerait moins bien. Nous
démontrons par conséquent la validité de cette approche pour apprendre





train on task A predict on task A
inline learning
predict on task B
transfer learning
If transfer learning above chance,
retrieve classiﬁer coeﬃcients
and use them as a ROI to perform
standard inference on task B
Figure 4.1: La généralisation du
classieur valide l’utilisation de la
tâche A pour dénir des régions
d’intérêt sur la tâche B. Les ré-
gions sont sélectionnées en seuil-
lant les coecients du classieur
pour conserver uniquement 5% du
cerveau. Les analyses d’inférence
statistique qui suivent sur la tâche
B ont une plus grande puissance
statistique en se basant sur ces ré-
gions.
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4.3 Selectivité spatiale et prédiction à travers les condi-
tions expérimentales en IRMf
La seconde contribution de ce chapitre a pour objectif de résoudre la lim-
itation du seuil manuel de la première contribution. Ici, nous utilisons un
classieur avec une pénalité `2, mais en eectuant une sélection d’attributs
univariée en premier lieu. Nous augmentons le nombre d’attributs que nous
conservons jusqu’à obtenir un cerveau complet. A chaque échelle de sélec-
tion, nous comparons les performances du classieur dans un cadre clas-
sique (entraînement et prédiction sur une même tâche A), et en généralisa-
tion (entraînement sur une tâche A et prédiction sur une tâche B distincte).
L’objectif de cette méthode est d’identier le seuil à partir duquel on peut
extraire les régions, qui correspond à la convergence des courbes de scores
des deux méthodes de classication. Cette procédure est décrite sur la Fig-







Train on task A




Train on task B
Predict on task B
Transfer learning Inline learning
Select scale at which 
classiﬁcation scores are 
the same between  transfer
and inline learning
The resulting features
yield regions of interest
for the associated tasks
Task B:
house/scramble
Figure 4.2: On utilise la générali-
sation d’un classieur pour sélec-
tionner une échelle à laquelle nous
pouvons retenir les attributs (vox-
els) prédictif pour dénir des ré-
gions d’intérêts. Les régions résul-
tantes sont non-spéciques.
Pour cette raison nous utilisons une approche légèrement diérente, ex-
posée sur la Figure 4.3. Ici nous faisons encore une fois varier l’échelle de
sélection des attributs, mais à la place de généraliser un classieur, nous
utilisons les voxels retenus par la méthode de sélection univariée sur une
tâche A, pour entraîner et tester un classieur sur une tâche B. A ce classi-
eur nous comparons le classieur entraîné et testé sur la tâche B, mais sur
des régions issues de cette même tâche B. Avec cette approche les courbes
de scores des deux classieurs convergent et nous pouvons trouver un seuil











with task B features
Selection transfer Inline learning
Select scale at which 
classiﬁcation scores are 
the same with regions
from task A and B
The resulting features
yield regions of interest





Figure 4.3: Avec une méthode
de sélection d’attributs univariée,
nous trouvons des régions sur une
tâche A qui servent à entraîner un
classieur sur une tâche B. Les ré-
gions résultantes sont plus spéci-
ques aux tâches concernées.
5 Apprentissage de réseaux fonc-
tionnels
5.1 Introduction
Ce chapitre nous éloigne pour un temps de la combinaison d’études multi-
ples. Nous nous intéressions plus tôt à des régions d’intérêt, mais le point
de vue moderne considère plus que le cerveau opère à travers un ensemble
de réseaux fonctionnels distribués. L’étude de réseaux fonctionnels s’appuit
principalement sur l’utilisation de méthodes d’apprentissage non-supervisées
avec des données d’IRMf de repos (resting state). Ces approches n’ont cepen-
dant pas le moyen d’associer automatiquement des cartes spatiales à des
labels fonctionnels. La contribution décrite dans ce chapitre propose une
alternative à ces méthodes pour exposer des réseaux fonctionnels, et y as-
socier ce que nous nommons des prols fonctionnels. Nous nous appuyons
sur une approche non-supervisée qui apprend simultanément un diction-
naire de prols fonctionnels et un ensemble de cartes spatiales. Les études
d’IRMf isolent des processus mentaux en combinant des conditions expéri-
mentales. Les prols fonctionnels dans ce chapitre reètent l’intensité de la
réponse des conditions expérimentales pour chaque réseau, et permettent
de dénir des signatures fonctionnelles.
Contribution développée dans ce chapitre :
• G. Varoquaux, Y. Schwartz, P. Pinel, and B. Thirion, Cohort-level brain
































































































































































































































































































































































































































































































Figure 5.1: Réseaux fonctionnels
issus de diérentes stratégies.
Chaque boîte représente un réseau
et un prol fonctionnel. a1, b1 et
c1 correspondent à la partie du
cortex moteur associé à la main
gauche, a2, b2 et c2 à un réseau
du langage, a3, a4, b3, c3 au
réseau dorsal attentionnel, and
c4 un réseau dédié à la détection
d’événements important pour
l’environnement. b4 est très
probablement une forme de bruit.
6 Apprentissage d’atlas fonctionnels
6.1 Introduction
Ce dernier chapitre présente un cadre d’apprentissage supervisé qui est ca-
pable de bénécier d’une grande accumulation de données d’IRMf. Nous in-
vestiguons l’utilisation d’ontologies cognitives pour dénir un méta-design
qui permet de co-analyser plusieurs études d’IRMf malgré l’absence d’un
paradigme expérimental commun. Notre méthode utilise de manière jointe
l’inférence directe et inverse pour associer des labels cognitifs au cerveau.
L’inférence directe est classiquement utilisée pour identier les eets d’un
processus cognitif par la dissociation de deux conditions expérimentales.
Les deux conditions eectuent un test pour une condition d’intérêt dans
le cadre d’un paradigme expérimental, mais ne garantissent pas que l’eet
trouvé est spécique du processus cognitif. Une grande base de données
couvrant un large spectre de processus cognitifs permet de faire une in-
férence inverse et de raisonner des activations cérébrales vers les proces-
sus cognitifs. La combinaison des deux types d’inférence apporte une plus
grande assurance dans l’association d’un label cognitif à un réseau cérébral,
et par conséquent permet d’établir un atlas fonctionnel.
Contributions developpées dans ce chapitre:
• Y. Schwartz, G. Varoquaux, and B. Thirion, Mapping cognitive ontologies
to and from the brain, NIPS, 2013.
• Papier de journal en préparation.
6.2 Annotation des images
Organiser la connaissance sur les processus cognitifs sous la forme d’ontologies
est une tâche dicile, et il n’y a pas une seule ontologie qui fait consensus
dans le domaine. Les deux ontologies principales que nous avons inves-
tigué sont CogPO [Turner and Laird, 2012] (Cognitive Paradigm Ontology)
et le Cognitive Atlas [Poldrack et al., 2011]. Ces deux ontologies ont des ob-
jectifs diérents. CogPO cible l’annotation des conditions expérimentales
en leur associant un ensemble de termes (labels) qui sont regroupés dans
plusieurs catégories : la modalité du stimulus (visuel ou auditif par exem-
ple), le stimulus explicite (un objet, un son...), la réponse attendue (saccades
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oculaires, appui sur un boutton...), etc... Le Cognitive Atlas décrit plus les
tâches et les concepts cognitifs eux-mêmes. Nous nous basons principale-
ment sur les termes de CogPO pour décrire nos images, car il est important
d’avoir des termes qui ont un recouvrement à travers les études. Les termes
de CogPO sont plus "génériques", dans le sens où ils peuvent être associés
à des études qui ne s’intéressent pas aux mêmes fonctions cognitives. Par
exemple on peut autant trouver une présentation visuelle d’objets dans une
tâche de reconnaissance visuelle que dans une tâche de mémoire. Nous util-
ions certains termes de Cognitive Atlas quand notre base peut bénécier de
termes plus précis dans un domaine particulier. Pour prendre en compte le
design expérimental des études de la base, nous introduisons un niveau de
catégories supplémentaire pour nos labels, qui regroupe les termes qui sont
généralement contrastés dans les études individuelles. Cette stratégie nous
permet de généraliser le concept de design à plusieurs études qui ne sont
pas nécessairement reliées, et de dénir ainsi un méta-design.
CogPO Categories Task Categories Terms
Stimulus modality - visualauditory
Explicit stimulus
Sounds human voicesound






Symbol recognition visual wordsvisual digits
Response modality
Motor - hands left handright hand
Motor - feet left footright foot
Arithmetics saccades
Instructions Arithmetics calculationNo category suppress
Cognitive Atlas terms
No category classicationlanguage tasks
Stop signal inhibitfailed inhibit
Gamble gainloss
Flanker & Simon congruentincongruent
Table 6.1: Les termes qui décrivent
les images de la base de don-
nées. Les catégories CogPO sont
étendues si nécessaire. Les ter-
mes du Cognitive Atlas spécient
des fonctions cognitives plus haut
niveau. Les catégories de tâches
regroupent les termes qui sont typ-
iquement utilisées comme condi-
tion et leur contrôle dans les études
individuelles.
6.3 Inférer des réseaux spécifiques à des concepts
Cette section introduit l’idée générale de notre méthode pour cartographier
les processus cognitif dans le cerveau. Traditionnellement, les chercheurs
utilisent l’inférence directe pour identier les régions du cerveau qui sup-
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portent des fonctions cognitives. Henson [2006] montre que l’inférence di-
recte seule n’est souvent pas susante pour conclure sur le recrutement
de régions cérébrales parce que : i) elle reète uniquement la tâche expéri-
mentale, ii) elle ne garantit pas de spécicité, et iii) elle ne peut pas assurer
que les régions identiée sont complètes. Poldrack [2006] note que l’on
utilise l’inférence inverse de manière informelle pour dépasser ces prob-
lèmes : on explique les régions trouvées en les reliant à la litérature exis-
tante. Comme l’a suggéré Henson [2006], nous proposons de combiner les
deux types d’inférences pour évaluer la reproductibilité d’une expérience.
Cela ne peut se faire qu’avec une base de données importante, qui couvre
un spectre de fonctions mentales aussi large que possible, pour éviter de
tomber dans le piège d’une inférence inverse fallacieuse. La Figure 6.1 illus-







Figure 6.1: L’inférence directe dé-
tecte les voxels qui répondent à un
terme, et l’inférence inverse prédit
les termes depuis les voxels.
6.4 Encoder l’espace cognitif
On utilise un GLM pour l’inférence directe, où la matrice de dessin représente
l’occurence des termes sur les images. A chaque terme est donc associé une
carte d’eets. Nous utilisons de plus notre méta-design pour dénir des con-
trastes. Par exemple nous opposons le terme places (lieu), aux autres termes
de sa catégories c’est-à-dire faces (visages), objects (objets) et scramble (im-
ages brouillées).
Figure 6.2: Inférence directe:
carte de contraste pour le terme
places, avec faces, objects, et
scrambled comme contrôles.
6.5 Décoder l’espace cognitif
Pour l’inférence inverse nous nous basons sur un ensemble de classieurs
linéaire. Nous sommes dans le cas d’une classication multi-labels et non
multi-classes, c’est-à-dire que l’on a associé un label ou plus à chaque im-
age. Dans ce cadre là on utilise fréquemment une méthode un contre tous (
One versus All - OvA), qui est adaptée mais sous optimale. En eet, chaque
label est appris indépendamment, et ne peut pas bénécier d’intéraction
entre les labels qui aideraient à mieux les prédire. De la même manière, on
ne peut pas du tout utiliser les catégories que nous avons introduit pour
prendre en compte le design expérimental des études individuelles. Pour
ces raisons nous utilisons sur un modèle qui s’appuit sur les stacked regres-
sions [Breiman, 1996]. C’est une méthode d’ensemble qui fait une combi-
naison linéaire de plusieurs classieurs pour améliorer la prédiction nale.
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L’idée est donc de générer des classieurs diérents sur les mêmes données.
Pour cela nous utilisons trois types de classieurs : i) les classieurs OvA
pour tous les labels, ii) les classieurs en un contre un (One versus One -
OvO) qui correspondent aux contrastes du méta-design, et nalement iii)
des classieurs qui apprennent les catégories du méta-design. Au niveau
de la cross-validation, nous faisons attention à bien prédire les labels sur
des études qui ne sont pas présentes dans l’ensemble d’entraînement pour
s’assurer que les classieurs ne capturent pas d’idiosyncrasies des études.
La méthode produit la carte Figure 6.4 pour le terme places, et est résumée
dans la Figure 6.3. Les scores de prédiction sont achés Figure 6.5.
Figure 6.3: Inférence inverse:



















Learn one linear decision function 















































































One versus All classiﬁcation scheme.























Figure 6.4: Decodage hiérar-
chique. Les fonctions de décision
des classieurs OvA, OvO et des
catégories sont empilées pour for-
mer un espace réduit d’attributs
qui est mieux adpaté à notre prob-
lème de prédiction. Un deuxième
niveau de classieurs OvA prédit
les termes. Les classieurs n-
aux sont la combinaison linéaire
des coécients de premier et deux-
ième niveaux.
6.6 Un atlas fonctionnel
On combine les cartes d’inférence directe et inverse pour obtenir les cartes
nales. La Figure 6.6 montre les cartes du terme places pour tous les types
d’inférence.
La Figure 6.7 est l’illustration dans le système visuel des réseaux mis en
évidence par cette méthode. On retrouve associé à nos labels des régions
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Figure 6.5: Scores de classi-
cation. Le score de précision
indique la spécicité d’un classi-
eur, le rappel (recall) sa sensibil-
ité. Les barres rouges indiquent
les niveaux de chance pour chaque
terme et métrique, les barres vertes
les scores obtenus avec une cross-
validation laissant à l’écart des su-
jets plutôt que des études.
Labels
forward forward (contrast) reverse agreement
z = −16 R
. Figure 6.6: Cartes d’inférences.
Les quatre cerveaux sur la gauche
sont les cartes d’inférence : di-
recte, directe avec contraste, in-
verse, et la combinaison des deux
pour le terme places. Le dernier
cerveau à droite ache ces mêmes
inférences superposées.
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bien documentées dans la litérature comme la FFA [Kanwisher et al., 1997]
pour les visages, la PPA [Epstein et al., 1999] pour les lieux, le LOC [Malach
et al., 1995] pour les objets, et les régions de traitement bas niveau comme
V1 et V2 pour les damiers.
.
Figure 6.7: Nous avons projeté les
labels sur la surface du cerveau
pour avoir une vue de la voie
ventrale. Les autres vues montrent
les mêmes labels dans le volume.
La gure présente tous les labels
ont trait au système visuel: vi-
sual (yeux rouges), faces (visage
orange), places (maison jaune),
horizontal checkerboard, vertical
checkerboard, objects (outils bleu
clair), scrambled objects (outils
brouillé bleu foncé), digits (chire
3 violet), et words (lettre W rose).
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