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SUR CERTAINES RELATIONS ENTRE LES
INTE´GRALES TRAJECTORIELLES ET L’OPE´RATEUR
DE TRANSLATION ET SON DUAL DANS L’ESPACE
DE POISSON CANONIQUE
Jorge A. Leo´n, Josep L. Sole´ et Josep Vives
Abstract
We study the relationship between the translation operator, its
dual and the pathwise integral on the Poisson space with weak
conditions on the processes.
1. Introduction
Le calcul stochastique associe´ au processus de Poisson a interesse´ de
nombreux auteurs. Se placer dans l’espace canonique de Poisson permet
de faire des de´monstrations trajectorielles directes (voir [Ne], [N-V-2]).
Nualart et Vives [N-V-1], [N-V-2] ont introduit l’ope´rateur de transla-
tion Ψ et son dual, l’ope´rateur Φ, qui ont de tre`s bonnes proprie´te´s, mais
ils travaillent dans un cadre L2 qui n’est peut-eˆtre pas comple`tement ap-
proprie´.
Dans la section 2 nous rappellons tous ces concepts, et pre´sentons
quatre lemmes sur les ope´rateurs Φ et Ψ dont nous aurons besoin plus
tard.
La section 3 est consacre´e a` la relation entre ces ope´rateurs et les
inte´grales trajectorielles dans un cadre ge´ne´ral, mais pour l’e´tablir on
a besoin de ﬁxer une version concre`te du processus et des conditions
d’inte´grabilite´. La formule a` laquelle nous arrivons ge´ne´ralise dans le
cas Poisson (c’est a` dire avec φ = 1, ou` φ est le processus qui apparaˆıt
dans l’e´quation de structure), une expression bien connue pour les prob-
abilistes quantiques (Prop. 18 de Biane [B]).
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En outre, cette formule et la relation entre l’inte´grale δ, de´ﬁnie a` partir
de la de´composition chaotique, et l’ope´rateur Φ dans L2 [N-V-2], nous
permettent de pre´ciser et de prouver aisement un the´ore`me de Nualart-
Vives [N-V-1], qui lie cette inte´grale δ avec l’inte´grale trajectorielle,
publie´ dans le Se´minaire de Probabilite´s XXIV.
Dans la section 4 on conside`re les inte´grales progressive et re´trograde
dans le cas Poissonnien en un sens trajectoriel, et on donne un point
de vue diﬀe´rent sur la formule trouve´e a` la section pre´ce´dente, pour des
processus ca`dla`g avec certaines hypothe`ses supple´mentaires.
Notre inte´reˆt pour les inte´grales re´trogrades et progressives est mo-
tive´ par le bien connu proble`me des e´quations inte´grales au sens trajec-
toriel conduites par un processus de Poisson, qui n’ont pas de solution
si l’inte´grale est re´trograde, et qui en ont si elle est progressive.
2. Le calcul stochastique sur l’espace de Poisson
canonique
Conside´rons l’intervalle T = [0, 1] avec sa tribu borelienne B et la
mesure de Lebesgue λ.
On de´ﬁnit Ω =
⋃∞
n=0[0, 1]
n, espace de toutes les suites ﬁnies de points
de [0, 1], avec [0, 1]0 := {e} ou` e est un point arbitraire.
Soit F la tribu
{G ⊆ Ω : G ∩ [0, 1]n ∈ B⊗n, pour tout n ≥ 1}.
Finalement, soit λn la mesure produit sur [0, 1]n, pour n ≥ 1 et
λ0 = δe.
Sur (Ω,F) on peut de´ﬁnir la mesure de probabilite´ suivante:
P (G) =
∞∑
n=0
e−1
n!
λn(G ∩ [0, 1]n).
Soit Mp([0, 1]) l’espace des mesures ponctuelles ﬁnies sur [0, 1], et
Mp([0, 1]) la tribu engendre´e par les applicationsm→ m(F ), avec F ∈ B
et m ∈Mp([0, 1]).
Il est bien connu (voir [Ne], [N-V-1]) que l’application
N : Ω −→Mp([0, 1])
de´ﬁnie par
N(ω) :=


0, si ω = e
n∑
i=1
δsi , si ω = (s1, . . . , sn)
est un processus de Poisson qui a les proprie´te´s suivantes:
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(1) Pour chaque bore´lien B de [0, 1], la variable ale´atoire N(B) de´ﬁnie
parN(B)(ω) = N(ω)(B) a une distribution de Poisson de moyenne
λ(B).
(2) Les variables ale´atoires N(B1), . . . , N(Bn) sont inde´pendantes si
B1, . . . , Bn sont des bore´liens disjoints.
De plus, si B⊗nS est la sous-tribu des bore´liens syme´triques de [0, 1]n,
on peut de´ﬁnir la tribu FS , associe´e a` Ω, des G ∈ F tels que G∩ [0, 1]n ∈
B⊗nS pour n ≥ 1. On a aussi que N−1(Mp) = FS .
Dans la suite on travaillera sur (Ω,FS , P ), c’est a` dire sur l’espace de
Poisson canonique sur ([0, 1],B, λ).
Denotons par N˜ = {Ns − s, s ∈ [0, 1]}, le processus de Poisson com-
pense´, ou` Ns = N([0, s]).
Remarque 2.1. Dans l’espace de Poisson canonique,
Ω∗ =
∞⋃
n=0
{(s1, . . . , sn) : 0 = s1 = · · · = sn = 1} ∪ {e}
est un ensemble syme´trique de FS qui a probabilite´ 1. Donc on ne
conside´rera que des suites de ce type.
Notons que si F est une variable ale´atoire FS-mesurable, il suﬃt de
de´ﬁnir F (e) et F (s1, . . . , sn) pour 0 < s1 < · · · < sn < 1 et puis, comme
conse´quence de la mesurabilite´ on a
F (sσ(1), . . . , sσ(n)) = F (s1, . . . , sn)
pour toute permutation σ.
Remarque 2.2. La suite {s1, . . . , sn} avec 0 < s1 < · · · < sn < 1 peut
s’interpre´ter comme la suite des temps de saut du processus de Poisson
et e repre´sente la trajectoire sans saut.
Suivant [N-V-1] nous allons de´ﬁnir un couple d’ope´rateurs qui per-
mettent de construire un calcul dans ce contexte.
Si ω ∈ Ω, nous deﬁnissons
ω + δt =
{
(s1, . . . , sn, t), si ω = (s1, . . . , sn)
(t), si ω = e.
Soit F une variable ale´atoire FS-mesurable. On de´ﬁnit l’ope´rateur Ψ
comme ΨtF (ω) = F (ω + δt)− F (ω), p.s.
Notons que l’ope´rateur Ψ est bien de´ﬁni par le lemme suivant [L-R-T].
Lemme 2.3. Soit A un ensemble mesurable de probabilite´ 1. Alors
(A − {e}) × {t} ⊂ A pour presque tout ω ∈ (A − {e}) pour presque
tout t ∈ T .
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Soit par ailleurs u = {us, s ∈ [0, 1]} un processus stochastique mesu-
rable avec trajectoires dans L1([0, 1]), p.s.
On de´ﬁnit
(Φ(u))(s1, . . . , sn) =
n∑
j=1
usj (s1, . . . , sˆj , . . . , sn)−
∫ 1
0
us(s1, . . . , sn) ds,
pour n ≥ 2, ou` le chapeau veut dire que l’on omet sj , et
(Φ(u))(s1) = us1(e)−
∫ 1
0
us(s1) ds
(Φ(u))(e) = −
∫ 1
0
us(e) ds.
Une adaptation du lemme pre´ce´dent ou` l’on enle`ve t au lieu de l’ajou-
ter nous montre que l’ope´rateur Φ est e´galement bien de´ﬁni.
Alors, Ψ : L0(Ω) → L0(Ω × [0, 1]) et Φ : L0(Ω, L1([0, 1])) → L0(Ω)
sont des ope´rateurs duaux. Si
E
∫ 1
0
|F · ut| dt <∞,
on a F · Φ(u) ∈ L1(Ω) si et seulement si
E
∫ 1
0
|ΨtF · ut| dt <∞,
et dans ce cas
E[F · Φ(u)] = E
∫ 1
0
ΨtF · ut dt
(voir [N-V-1]).
Il est connu aussi que Φ co¨ıncide avec l’inte´grale trajectorielle sur
les processus pre´visibles, par rapport au processus de Poisson compense´
N˜t = Nt − t.
Nous pre´sentons dans la suite quelques re´sultats dont nous aurons
besoin dans les sections suivantes. Le premier et le second lemme se
trouvent dans Leo´n, Ruiz et Tudor (voir [L-R-T]). Le premier est un
the´ore`me de Fubini anticipatif:
Lemme 2.4. Soit u un processus mesurable dans L1([0, 1]2) ω-p.s. tel
que Φ(u(s, ·)) ∈ L1([0, 1]) ω-p.s. Alors∫ 1
0
Φ(u(s, ·)) ds = Φ
(∫ 1
0
u(s, ·) ds
)
, ω-p.s.
Le second lemme est une conse´quence de la de´ﬁnition des ope´rateurs Φ
et Ψ.
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Lemme 2.5. Soit G une variable ale´atoire et u un processus tels que
u et ΨG · u = {ΨsG · us, s ∈ [0, 1]} sont deux processus mesurables a`
trajectoires dans L1([0, 1]). Alors
Φ(G · u) = G · Φ(u)− Φ(ΨG · u)−
∫ 1
0
usΨsGds, ω-p.s.
Le lemme suivant nous sera utile dans la dernie`re section.
Lemme 2.6. Soient {u, un; n ∈ N} une famille de processus mesurables
a` trajectoires dans L1([0, 1]), tels que
unt (w) −→ ut(w)
ponctuellement et dans L1([0, 1]), ω-p.s. Alors on a
Φ(un) n→∞−→ Φ(u), ω-p.s.
Preuve: Etant donne´ ω = (s1, . . . , sn),
|Φ(u)−Φ(un)| ≤
n∑
j=1
|usj (s1, . . . , sˆj , . . . , sn)−unsj (s1, . . . , sˆj , . . . , sn)|
+
∫ 1
0
|ut − unt | dt,
et les hypothe`ses impliquent le re´sultat souhaite´.
Les cas ω = e et ω ∈ T se traitent de manie`re analogue.
3. La relation entre l’ope´rateur Φ et l’inte´grale
trajectorielle
Proposition 3.1. Soit u = {ut, t ∈ [0, 1]} une version ﬁxe´e d’un proces-
sus stochastique mesurable de´ﬁni sur Ω × [0, 1], ω-p.s., et pour tout
t ∈ [0, 1]. Supposons que les processus u et Ψu = {Ψsus, s ∈ [0, 1]} ont
des trajectoires dans L1([0, 1]), ω-p.s. Alors pour presque tout ω ∈ Ω on
a ∫ 1
0
us dN˜s = Φ(u) + Φ(Ψu) +
∫ 1
0
Ψsus ds,
ou
∫ 1
0
us dN˜s est l’inte´grale trajectorielle.
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Preuve: Si ω = (s1, . . . , sn) avec n > 1,
∫ 1
0
us dN˜s − Φ(u) =
n∑
j=1
{usj (s1, . . . , sn)− usj (s1, . . . , sˆj , . . . , sn)}
=
n∑
j=1
Ψsjusj (s1, . . . , sˆj , . . . , sn) = Φ(Ψu)
+
∫ 1
0
Ψsus ds,
et on proce`de de manie`re analogue pour ω = e et ω ∈ T .
Remarque 3.2. Si u a des limites a` gauche qui satisfont les conditions de
la Proposition 3.1 on a∫ 1
0
us−dN˜s = Φ(u−) + Φ(Ψu−) +
∫ 1
0
Ψsus− ds.
Remarque 3.3. Notons que si u est un processus pre´visible on a
ut(e) = ut(t) et usj (s1, . . . , sn) = usj (s1, . . . , sˆj , . . . , sn) (voir Nualart
et Vives [N-V-1]). Alors si u satisfait les conditions de 3.1, cette propo-
sition implique que
∫ 1
0
us dN˜s = Φ(u).
Remarque 3.4. Notons que pour presque tout ω on doit prendre une
version concre`te du processus u sur tout t ∈ [0, 1] pour donner un sens
a` Ψsus.
Par ailleurs, la condition d’inte´grabilite´ des processus u et Ψu assure
que tous les termes qui apparaissent dans la preuve existent.
Remarque 3.5. Dans le domaine des probabilite´s quantiques, la formule
de la Proposition 3.1 e´tait de´ja` connue quand u = FKs, ou` K est
un processus pre´visible borne´ et F une variable exponentielle (voir [B,
Proposition 18]). Biane donne cette formule dans le cadre des martin-
gales normales avec φ (processus qui apparaˆıt dans l’e´quation de struc-
ture) plus ge´ne´ral qu’une constante. Nous nous sommes place´s dans le
cas Poissonnien (φ = 1), mais notre formule est valable pour une classe
plus ge´ne´rale de processus u. Une preuve non quantique de la formule de
Biane ainsi que certaines conse´quences inte´ressantes peuvent se trouver
dans [P-S-V].
Comme application de la Proposition 3.1 on peut e´tablir la relation
entre l’inte´grale δ et l’inte´grale trajectorielle dans le cas Poissonnien.
Ceci corrige un re´sultat de Nualart et Vives ([N-V-1, The´ore`me 7.3])
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publie´ dans le Se´minaire de Probabilite´s XXIV, qui est place´ dans un
cadre L2 et ou` il y a des expressions telles que Dsus et DsDsus, ou` D
est l’ope´rateur d’annihilation, qui n’ont pas de sens dans ce cadre.
Toujours dans un cadre L2, Nualart et Vives [N-V-2] donnent la
proposition suivante qui lie l’inte´grale δ, de´ﬁnie a` partir de la de´compo-
sition chaotique, avec l’ope´rateur Φ.
Proposition 3.6. Soit u = {ut, t ∈ [0, 1]} un processus stochastique
de L2(Ω × [0, 1]). Alors Φ(u) ∈ L2(Ω) si et seulement si u est dans le
domaine de δ, et dans ce cas δ(u) = Φ(u).
Conside´rons donc un processus u satisfaisant les conditions de la
Proposition 3.1 et supposons aussi qu’il soit dans L2(Ω × [0, 1]). Si
Φ(u) ∈ L2(Ω), la Proposition 3.6 montre que Φ(u) est e´gal a` δ(u), et
d’apre`s la Proposition 3.1 on a
∫ 1
0
us dN˜s =


δ(u)+
n∑
j=1
Ψsjusj (s1, . . . , sˆj , . . . , sn), si ω=(s1, . . . , sn)
δ(u)+Ψs1us1(e), si ω=s1
δ(u), si ω = e.
Si nous de´ﬁnissons le processus
As(ω) ≡


us(ω)− us(ω − {s}), si s ∈ ω = (s1, . . . , sn), n > 1
us(s)− us(e), si ω = (s)
0, dans les autres cas.
Alors
∫ 1
0
As(ω) dNs =


∑n
j=1 Ψsjusj (s1, . . . , sˆj , . . . , sn)
=
∑n
j=1Asj , si ω = (s1, . . . , sn), n > 1
Ψs1us1(e), si ω = s1
0, dans les autres cas
et la proposition suivante est alors imme´diate:
Proposition 3.7. Soit u = {ut, t ∈ [0, 1]} un processus qui satisfait les
conditions de la Proposition 3.1. Supposons que u ∈ L2(Ω× [0, 1]) et que
Φ(u) ∈ L2(Ω). Alors il existe un processus {At, t ∈ [0, 1]} tel que
δ(u) =
∫ 1
0
usdN˜s −
∫ 1
0
AsdNs, ω-p.s.
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4. Les inte´grales re´trograde et progressive et l’inte´grale
trajectorielle
Dans cette section nous arriverons a` la relation donne´e dans la Propo-
sition 3.1 a` partir des de´ﬁnitions de l’inte´grale progressive et re´trograde
d’un bon processus f , ce qui pre´sente un point de vue diﬀe´rent et peut-
eˆtre plus naturel.
Soient X et Y deux processus indexe´s par [0, 1] tels que leurs tra-
jectoires et celles de XY appartiennent a` L1([0, 1]) p.s. Alors Russo
et Vallois [Ru-Va-1], de´ﬁnissent les inte´grales progressive et re´trograde
respectivement comme les limites en probabilite´ suivantes
lim
n→∞n
∫ 1
0
Xt(Y(t+ 1n )∧1 − Yt) dt,(4.1)
lim
n→∞n
∫ 1
0
Xt(Yt − Y(t− 1n )∨0) dt,(4.2)
lorsqu’elles existent.
Si Y est le processus de Poisson et le processus X a trajectoires ca`dla`g
et si on de´ﬁnit les inte´grales par des limites presque suˆres, c’est une
conse´quence d’un lemme de Russo et Vallois [Ru-Va-2] que l’inte´grale
progressive coincide avec l’inte´grale trajectorielle de Xs− par rapport
au processus de Poisson compense´. Dans la proposition suivante nous
pre´sentons une preuve directe de ce re´sultat.
Proposition 4.1. Soit f = {ft, t ∈ [0, 1]} un processus mesurable a`
trajectoires ca`dla`g. Alors
lim
n→∞n
∫ 1
0
ft(N˜(t+ 1n )∧1 − N˜t) dt =
∫ 1
0
ft− dN˜t, ω-p.s.
Preuve: Pour ω = {s1, s2, . . . , sn}, 0 < s1 < s2 < · · · < sn ﬁxe´, nous
conside`rons l’inte´grale
n
∫ 1
0
ft(ω)(N˜(t+ 1n )∧1 − N˜t) dt = n
∫ 1
0
ft(ω)
(∫ (t+ 1n )∧1
t
dN˜s
)
dt,
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que l’on peut ecrire par application du lemme de Fubini
n
∫ 1
n
0
[∫ s
0
ft(ω) dt
]
dN˜s + n
∫ 1
1
n
[∫ s
s− 1n
ft(ω) dt
]
dN˜s
= n
∫ 1
n
0
[∫ s
0
ft(ω) dt
]
dNs − n
∫ 1
n
0
[∫ s
0
ft(ω) dt
]
ds
+ n
∫ 1
1
n
[∫ s
s− 1n
ft(ω) dt
]
dNs − n
∫ 1
1
n
[∫ s
s− 1n
ft(ω) dt
]
ds.
Quand n → ∞ les deux premie`res inte´grales tendent vers ze´ro par bor-
nitude des trajectoires.
La troisie`me inte´grale
n
∫ 1
1
n
[∫ s
s− 1n
ft(ω) dt
]
dNs = n
∑
si>
1
n
∫ si
si− 1n
ft(ω) dt,
converge vers
∫ 1
0
fs− dNs, et ﬁnalement la dernie`re inte´grale a pour limite∫ 1
0
fs− ds.
Pour ω = e le re´sultat est e´galement vrai.
Remarque 4.2. Si on conside`re le cas re´trograde la limite est l’inte´grale
trajectorielle
∫ 1
0
ftdN˜t.
Remarque 4.3. Dans le cas Poisson, pour passer de l’inte´grale progressive
entre 0 et t a` la re´trograde on doit ajouter a` la premie`re la variation
quadratique [f,N ]t.
Kurtz, Pardoux et Protter [K-P-P] conside`rent des e´quations diﬀe´-
rentielles Stratonovich conduites par des semimartingales ge´ne´rales que
ont des solutions avec des bonnes proprie´te´s, et ou` l’inte´grale Strato-
novich n’est pas consistent avec la deﬁnition de Protter [P], et seulement
est de´ﬁnie pour des integrands qui sont solutions des e´quations. Dans le
cas Poisson cette inte´grale est l’inte´grale progressive plus 1/2[f,N ].
Dans la proposition suivante on arrivera a` la formule de la Propo-
sition 3.1, pour des processus cadlag avec certaines hypothe`ses supple´-
mentaires, mettant en e´vidence le passage a` la limite.
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Proposition 4.4. Soit f = {ft : t ∈ [0, 1]} un processus mesurable tel
que
(i) Ses trajectoires sont cadlag.
(ii) ∫ 1
0
∫ 1
0
|ft(w + δs)| ds dt <∞.
(iii) Il existe un processus Y a` trajectoires dans L1([0, 1]) tel que pour
presque tout ω,
n
∫ s
(s− 1n )∨0
|ft(ω + δs)| dt ≤ Ys(ω), ∀n, s ∈ [0, 1].
Alors, ω-p.s.∫ 1
0
ft− dN˜t = Φ(f−) + Φ(Ψf−) +
∫ 1
0
Ψsfs− ds.
Remarque 4.5. Le processus f− = {ft− : t ∈ [0, 1]} est pre´visible si f est
adapte´. Donc la Proposition 4.4 et la Remarque 3.3 impliquent dans ce
cas que ∫ 1
0
ft− dN˜t = Φ(f−).
Remarque 4.6. Si dans l’hypothe`se (iii) on change les limites d’inte´gra-
tion par s et (s+ 1n ) ∧ 1, alors on a
lim
n→∞n
∫ 1
0
ft(N˜t − N˜(t− 1n )∨0) dt =
∫ 1
0
ft dN˜t
= Φ(f) + Φ(Ψf) +
∫ 1
0
Ψsfs ds, ω-p.s.
Preuve: Apre´s la Proposition 4.1 il faut prouver que
lim
n→∞n
∫ 1
0
ft(N˜(t+ 1n )∧1 − N˜t) dt = Φ(f−) + Φ(Ψf−) +
∫ 1
0
Ψsfs− ds.
Conside´rons le processus de´terministe de parame`tre s,
1]t,(t+ 1n )∧1](s).
Par de´ﬁnition de l’ope´rateur Φ on peut e´crire
N˜(t+ 1n )∧1 − N˜t = Φ(1]t,(t+ 1n )∧1](s)).
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Alors
n
∫ 1
0
ft(N˜(t+ 1n )∧1 − N˜t) dt = n
∫ 1
0
ftΦ(1]t,(t+ 1n )∧1](s)) dt.
Par l’hypothe`se (ii) (Ψsft)1]t,(t+ 1n )∧1](s) ∈ L1([0, 1]), t-p.s. Donc le
Lemme 2.5 implique que cette inte´grale est e´gale a`
n
∫ 1
0
Φ(ft1]t,(t+ 1n )∧1](s)) dt(A1)
+ n
∫ 1
0
Φ((Ψsft)1]t,(t+ 1n )∧1](s)) dt(A2)
+ n
∫ 1
0
[∫ 1
0
(Ψsft)1]t,(t+ 1n )∧1](s) ds
]
dt,(A3)
et notons que toutes ces inte´grales existent.
Nous allons e´tudier chaque terme
(A1) On peut voir que nous sommes dans les conditions du Lemme 2.4
et donc on peut interchanger l’ope´rateur Φ avec l’inte´grale dans
(A1), pour obtenir
nΦ
(∫ 1
0
ft1]t,(t+ 1n )∧1](s) dt
)
= Φ
(
n
∫ s
(s− 1n )∨0
ft dt
)
.
Comme
uns ≡ n
∫ s
(s− 1n )∨0
ft dt −→ fs−,
ponctuellement et dans L1([0, 1]), par le Lemme 2.6 on a
Φ
(
n
∫ s
(s− 1n )∨0
ft dt
)
−→
n→∞ Φ(fs−).
(A2) Appliquant aussi le Lemme 2.4 au terme (A2) on obtient
Φ
(
n
∫ 1
0
(Ψsft)1]t,(t+ 1n )∧1](s) dt
)
= Φ
(
n
∫ s
(s− 1n )∨0
(Ψsft) dt
)
.
Notons que
n
∫ s
(s− 1n )∨0
(Ψsft) dt = n
∫ s
(s− 1n )∨0
(ft(ω + δs)− ft(ω)) dt
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a pour limite Ψsfs−, et l’hypothe`se (iii) implique que la conver-
gence a` lieu aussi au sens L1([0, 1]). Alors par le Lemme 2.6
Φ
(
n
∫ s
(s− 1n )∨0
(Ψsft) dt
)
−→ Φ(Ψsfs−).
(A3) La convergence au sens L1([0, 1]) du cas pre´cedent implique que∫ 1
0
[
n
∫ s
(s− 1n )∨0
Ψsft dt
]
ds −→
∫ 1
0
Ψsfs− ds.
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