Abstract. We define two general classes of nonabelian sandpile models on directed trees (or arborescences) as models of nonequilibrium statistical phenomena. These models have the property that sand grains can enter only through specified reservoirs, unlike the well-known abelian sandpile model.
Abelian sandpile models (ASMs) form one of the best understood classes of models in statistical physics motivated by the problem of understanding self-organized criticality [BTW87] . They can be defined for any graph, directed or otherwise. The models are stochastic and simple to describe. At any given time, each vertex of the graph contains a certain number of grains of sand less than its degree (outdegree in case of a directed graph). At each time step, a grain of sand is added to a random vertex. If the number of grains is still less than its degree, this is the new configuration. On the other hand, if as a result, the number of grains at that vertex becomes more than its degree, then the vertex is said to be unstable. It then topples, giving one grain to each of its neighbors along the edges. If more vertices become unstable as a result, they too topple. The model is defined by generators which describe the toppling for each vertex. The remarkable property of the abelian sandpile model is that these generators commute. This makes the models particularly amenable to computations of interest to physicists such as the distribution of avalanches. For physically motivated reviews of self-organized criticality and the abelian sandpile model, see [Dha90, IP98, Dha99a] .
The model was also introduced around at the same time by mathematicians under the name of chip-firing-games on graphs [BLS91] . ASMs on a graph are naturally related to other structures on the graph such as its sandpile group (also known as its critical group) [Big99] , spanning trees and the Tutte polynomial [CLB03] . For mathematically oriented reviews of the abelian sandpile model, see [HLM + 08] and [PS04, Appendix] .
In this paper, we define two solvable classes of directed nonabelian sandpile models motivated by the study of systems with reservoirs in nonequilibrium statistical physics. The reasons for their study are at least threefold. First of all, we are interested in modeling real systems which interact with reservoirs only at the boundary. For this reason, our models only involve grains entering and leaving through the reservoirs. This is different from usual ASMs, where grains can enter from the reservoirs at any site. There are a few exceptional models in one dimension [LLT91, LT92, Spe93] which are solvable examples of abelian sandpile models, but they are very rare.
Secondly, there are very few examples of exactly solvable models with disorder. For us, the rates at which grains enter, travel through the system, and exit are arbitrary.
Thirdly, there are virtually no nontrivial exactly solvable models of nonequilibrium statistical physics in higher dimensions. We will present results for trees, which can be thought of as quasi two-dimensional objects.
We introduce two new kinds of sandpile models on arbitrary rooted trees, which we call the Trickle-down sandpile model and the Landslide sandpile model. Although both of these models fail to be abelian, they have beautiful properties. The stationary distribution of the Trickle-down sandpile model has a product form, which means that the height distributions are independent. The Landslide sandpile model has a remarkably simple formula for the eigenvalues of the transition matrix and their multiplicities. It also has a fast mixing time which is approximately proportional to the square of the size of the rooted tree.
A novel element of this paper is also our techniques. Influential work of Diaconis [Dia88] and others, going back to the eighties, has made the character theory and representation theory of finite groups extremely relevant to the analysis of Markov chains. In groundbreaking work, Bidigare, Hanlon and Rockmore [BHR99] introduced the new technique of monoid representation theory into the study of Markov chains and showed how this theory leads to an elegant analysis of the eigenvalues for Markov chains like the Tsetlin library and riffle-shuffling. This approach was further developed by Brown and Diaconis [BD98] , Brown [Bro00] , Björner [Bjö09, Bjö08] , Chung and Graham [CG12] . The types of monoids used in this theory were fairly restrictive and Diaconis asked in his 1998 ICM address how far the monoid techniques can be pushed [Dia98] . The third author initiated a theory for random walks on more general monoids in [Ste06, Ste08] . The first two authors and Klee used these techniques to analyze Markov chains associated to Schützenberger's promotion operators on posets [AKS12] . A multitude of further examples is forthcoming in [ASST13] . The results of these papers, and this one, rely on the representation theory of the important class of R-trivial monoids [Eil76] . A key feature of R-trivial monoids is that any matrix representation of an R-trivial monoid can be triangularized. The point here is that eigenvalues for upper triangular matrices are particularly easy to compute.
Another new feature in this paper is the use of self-similarity in the wreath product of monoids to analyze Markov chains, and in particular to compute stationary distributions. Such techniques have already been used to great effect for analyzing random walks and the spectrum of the discrete Laplacian on infinite groups [GŻ01, GNS00, KSS06] , but such techniques have never before been used in the monoid context or for finite state Markov chains.
As a side remark, we note that ASMs have also been studied from the monoid point of view in [Tou05] .
The paper is organized as follows. In Section 2 we introduce both variants of the directed nonabelian sandpile model and state the main results. Section 3 reformulates the directed nonabelian sandpile model in terms of wreath products. In Section 4 we present the proofs for the stationary distributions using the wreath product approach. For the Trickle-down sandpile model we provide another proof using a master equation; it becomes clear that the wreath product approach is superior in this setting. Section 5 gives a proof of R-triviality for the monoid of the Landslide sandpile model, which yields the statements about the eigenvalues. We also prove the rate of convergence. where part of this work was performed, for its hospitality. AS was partially supported by NSF grants DMS-1001256, OCI-1147247, and a grant from the Simons Foundation (#226108 to Anne Schilling). This work was partially supported by a grant from the Simons Foundation (#245268 to Benjamin Steinberg).
This research was driven by computer exploration using Maple TM , Sage [S + 13] and Sage-combinat [SCc08] . The Sage code is available by request and the Maple package NonabelianSandpiles.maple can be downloaded from the arXiv source.
Definition of models and statement of results
A tree is a graph without cycles. An arborescence, or out-tree, is a directed graph with a special vertex called the root such that there is exactly one directed path from any vertex to the root.
1 Note that an arborescence on n vertices has exactly n − 1 directed edges. Vertices of degree one in an arborescence are called leaves. An example is given in Figure 1 . We will now informally define our nonabelian sandpile models on arborescences. These models will be considered as (discrete-time) Markov chains. This is a very well-developed theory, see [LPW09] , for instance. A Markov chain can be thought of as a random walk on an appropriate graph. For our purposes, we will need the following facts. If the graph is strongly connected, then the Markov chain is recurrent, meaning one can get from any configuration to any other configuration. If in addition, there is a single loop in the graph, then the chain is aperiodic and it converges exponentially fast to its unique stationary distribution. The stationary distribution is, in our convention, the right eigenvector with eigenvalue 1 of the transition matrix. The eigenvector is normalized so that the sum of the entries is 1. We call the normalization factor, albeit with some abuse of terminology, the partition function.
We will define two Markov chains on configurations of arborescences. In both models, each vertex has a threshold, which is the maximum number of sand grains that it can accommodate. Sand enters from the leaves with a certain probability depending on the leaf, one at a time, flow down the tree, and leave at the root. Moreover, the interior vertices can topple with a certain probability. The difference in the models is in the way in which the interior vertices topple.
In the Trickle-down sandpile model, the toppling at a vertex v affects only one grain of sand at that vertex. That grain moves from v, along the directed path to the root r, until it finds a vertex w which does not have its threshold number of sand grains, and settles there. In other words, the number of sand grains at v reduces by 1 and those at w increases by 1. If no such w exists (i.e. all vertices along the path are filled to capacity), the sand grain exits the arborescence at the root.
In the Landslide sandpile model, the toppling at v removes all the grains of sand at that vertex. These grains are then transferred systematically to the vertices along the path from v to r. If there are still some grains remaining at the end, these grains leave the arborescence at the root. Note that if the vertex being toppled is the root r, then all the sand grains at r exit the arborescence. Example 2.1. Let T 3 be the arborescence consisting of two leaves and a root, shown in Figure 2 , with all thresholds equal to 1. Note that both the Trickle-down sandpile model and the Landslide sandpile model are equivalent in this case. There are 8 states in the Markov chain, which are given by binary vectors of size 3, denoting the number of grains in vertices a, b, r in that order. Let the probability for grains entering at vertices a and b be y a and y b , respectively, and the probability for toppling at the nodes be x a , x b and x r , with y a + y b + x a + x b + x r = 1. The graph for the Markov chain is given in Figure 3 Our convention for the transition matrix for the chain M is that M i,j is the probability of going from state j to state i so that the column sums are 1. The rows and columns of M are labelled by the states in lexicographic order, that is {000, 001, 010, 011, 100, 101, 110, 111}, where the entries on the diagonal are such that column sums are 1. One can verify that the nonzero entries in M precisely correspond to the directed arrows is Figure 3 . The stationary distribution P is then the column (right) eigenvector of M with eigenvalue 1, properly normalized. The probability for each state is then given by
where Z is the normalization factor, often called the nonequilibrium partition function,
One can see that this is of product form. This property will generalize to the Trickle-down sandpile model for all arborescences. The eigenvalues of M are given by
This property of the eigenvalues being partial sums of the probabilities will persist for the Landslide sandpile model in general.
The plan for the rest of this section is as follows. We will first define the state space of our models in Section 2.1. The Trickle-down sandpile model is defined in Section 2.2, where we also state the stationary distribution for this model. The Landslide sandpile model is introduced in Section 2.3 together with its stationary distribution and precise formulas for the eigenvalues of the transition matrix. In Section 2.4 we state the rate of convergence and mixing time for the Landslide sandpile model. Finally in Section 2.5, we discuss the specialization of the Markov chains to the case when the tree is just a one-dimensional line.
2.1. Arborescences. Let V be the vertex set of the arborescence. We only consider arborescences with finitely many vertices. The special root vertex is denoted by r.
To each vertex v ∈ V , we associate a threshold T v . The state space of our Markov chain is defined to be
In other words, at vertex v there can be at most T v grains. We gather all thresholds in a tuple as T = (T v ) v∈V . The arborescence with its vertices V , edges E and thresholds T is denoted by T = (V, E, T ). An example of a configuration t ∈ Ω(T ) is given in Figure 4 .
The Markov chain is defined by certain toppling and source operators on the state space. We associate a toppling operator θ v : Ω → Ω to each vertex v ∈ V for the Trickle-down sandpile model (respectively τ v : Ω → Ω for the Landslide sandpile model). They topple grains from vertex v along the unique outgoing edge. (Here we assume that an outgoing edge is attached to the root r). The precise definitions are stated in the next subsections. In addition, let L be the set of leaves of the arborescence. The source operators σ : Ω → Ω for ∈ L are certain operators adding grains at the leaves.
Let {x v , y | v ∈ V, ∈ L} be a probability distribution on toppling and source operators, that is, x v is the probability of choosing θ v (respectively τ v ) and y is the probability of choosing σ . We assume that
(1) 0 < x v , y ≤ 1 (2) v∈V x v + ∈L y = 1 to make it into a proper probability distribution. But in principle these constraints can be relaxed. This defines for us Markov chains as random walks on graphs whose states are the elements of Ω and whose weighted edges are given by the toppling and source operators.
Next we define both models in detail.
be the path from v to the root r; we also use this notation for the set of vertices of the path (the downset of v).
Source operator: For each leaf v ∈ L, we define a source operator σ v : Ω → Ω as follows. As stated before, the source operator follows the path v ↓ from the leaf v to the root r and adds a grain to the first vertex along the way that has not yet reached its threshold, if such a vertex exists. The precise definition (retaining the notation of (2.2)) is: given t = (t w ) w∈V ∈ Ω, define σ v (t) = t as follows. Let k ≥ 0 be smallest such that
Then t w = t w for all w ∈ V except for w = v k , and
Topple operator: For each vertex v ∈ V , we define a topple operator θ v : Ω → Ω. Intuitively, θ v takes a grain from vertex v and adds it to the first possible site along the path from v to the root. If there is no available site, the grain drops out after the root. Let us give the formal definition. Let t = (t w ) w∈V ∈ Ω and put θ v (t) = t defined as follows. Consider the path v ↓ as in (2.2). If
In particular for v = r the root, we have t r = max{0, t r − 1} and all other t w are unchanged.
Examples for the source and topple operators for the Trickle-down sandpile model are given in Figures 5 and 6 , respectively. Proposition 2.2. The directed graph G θ whose vertex set is Ω and whose edges are given by the operators σ for ∈ L and θ v for v ∈ V is strongly connected and the corresponding Markov chain is ergodic. We defer the proof of Proposition 2.2 until Section 2.3. Examples of G θ are given in Figure 3 and Figure 8 .
For v ∈ V , let L v be the set of all sources ∈ L whose downset ↓ contains v. More precisely,
Then the following theorem completely describes the stationary distribution.
Theorem 2.3. The stationary distribution of the Trickle-down sandpile Markov chain defined on G θ is given by the product measure
A proof of Theorem 2.3 using master equations is given in Section 4.1. An alternative proof with an algebraic flavor is presented in Section 4.2.
The theorem implies that the random variables giving the number of grains at vertex v and at vertex u are independent if we sample from the stationary distribution, regardless of where u and v are located on the tree. Recall that the (nonequilibrium) partition function of a Markov chain is the least common denominator of the stationary probabilities. The following is an immediate corollary of Theorem 2.3.
Corollary 2.4. The partition function Z θ of the Trickle-down sandpile Markov chain defined on G θ is
2.3. Landslide sandpile model. In this model, we define the paths v ↓ from a vertex v ∈ V to the root r as in (2.2) and the source operators as in Section 2.2. The topple operator on the other hand will topple the entire site instead of just a single grain.
Topple operator: For each vertex v ∈ V , we define a topple operator τ v : Ω → Ω. As stated before, τ v empties site v and transfers all grains at site v to the first available sites on the path from v to the root. If there are still grains remaining, they exit the system from the root. Formally, we can define τ v = θ Tv v , that is τ v is defined to be applying θ v as many times as the threshold T v of v.
Examples for the topple operators for the Landslide sandpile model are given in Figure 7 .
Remark 2.5. If the thresholds are all one, that is, T v = 1 for all v ∈ V , then the Trickle-down and Landslide sandpile models are equivalent.
Remark 2.6. The directed nonabelian sandpile models can also be defined recursively by successively removing leaves. This approach is taken in Sections 3 through 5 when we prove the stationary distributions and R-triviality of the underlying monoid.
Proposition 2.7. The directed graph G τ whose vertex set is Ω and whose edges are given by the operators σ for ∈ L and τ v for v ∈ V is strongly connected and the corresponding Markov chain is ergodic.
We prove Propositions 2.2 and 2.7 simultaneously.
Proof. First we prove that G τ is strongly connected. By applying the operators τ v with v ∈ V sufficiently often, we can transform any state to the zero state (0) v∈V .
To go from (0) v∈V to any t ∈ Ω we use the following strategy. Let be a leaf and consider the path (2.2). Suppose that t satisfies
t k t agrees with t at each vertex except v k , which will now have t k grains. Thus applying successively operations of this form, starting with k = a, we can transform (0) v∈V to a vector which agrees with t on all vertices of ↓ and has 0 at all remaining vertices. Then proceeding from leaf to leaf, we can eventually reach the vector t. Thus G τ is strongly connected. Observing that τ v = θ The stationary distribution in this model is not a product measure in general. However, it is in one special case. Let
where as in Section 2.2 we have Y v = ∈Lv y . It is easy to check that
Theorem 2.8. Let T v = 1 for all v ∈ V , v = r and T r = m for some positive integer m. Then the stationary distribution of the Landslide sandpile model defined on G τ is given by the product measure
The proof of Theorem 2.8 is given in Section 4.2. The following is an immediate consequence of Theorem 2.8.
Corollary 2.9. Let T v = 1 for all v ∈ V , v = r and T r = m. Then the partition function Z τ of the Landslide sandpile model defined on G τ is
Tv .
The eigenvalues for the transition matrices for the Landslide sandpile model Markov chain are given by a very elegant formula. Let M τ be the transition matrix for the Markov chain. For S ⊆ V , let (2.6)
where ↓ is the set of all vertices on the path from to r.
Theorem 2.10. The characteristic polynomial of M τ is given by
where
We defer the proof of this theorem to Section 5.2, where monoid theoretic techniques are used.
2.4. Rate of convergence for the Landslide sandpile model. For the Landslide sandpile model, we can make explicit statements about the rate of convergence to stationarity and mixing times. Let P k be the distribution after k steps. The rate of convergence is the total variation distance from stationarity after k steps, that is,
where π is the stationary distribution.
Theorem 2.11. Define p x := min{x v | v ∈ V } and n := |V |. Then, as soon as k ≥ (n − 1)/p x , the distance to stationarity of the Landslide sandpile model satisfies
The proof of Theorem 2.11 is given in Section 5.3. Note that the bound does not depend on the thresholds.
The mixing time [LPW09] is the number of steps k until ||P k −π|| ≤ e −c (where different authors use different conventions for the value of c). Using Theorem 2.11 we require
which shows that the mixing time is at most
. If the probability distribution {x v , y | v ∈ V, ∈ L} is uniform, then p x is of order 1/n and the mixing time is of order at most n 2 . The above bounds could be further improved.
2.5. The one-dimensional models. When the arborescence is a line, both the Trickle-down sandpile model and the Landslide sandpile model simplify considerably. First of all, the notation can be made more concrete. We may assume that the set of vertices V is {1, . . . , n}, which are labeled consecutively from the unique source 1 to the root n. The threshold vector T is considered as an n-tuple of positive integers. We denote the probability of the source operator σ 1 by y = y 1 and the probability of toppling at vertex i by x i in both models for the sake of consistency. Note that Y i = y for all i. Examples of the onedimensional models of length 2 and 3 are illustrated in Figure 8 .
The Trickle-down sandpile model can be thought of as a natural variant of the totally asymmetric simple exclusion process (TASEP), whose stationary distribution was computed exactly in [DEHP93] . In the case when all the thresholds are equal and all rates 1, this model has been introduced under the name of the drop-push process on the ring [SRB96] . The model has been generalized to include arbitrary thresholds and probabilities, but still on the ring [TB97] . It is also related to the m-TASEP, which has been studied on Z [SW98] . Toppling operations on partitions and compositions have also been studied from an order-theoretic point of view [GMP02] .
The stationary distribution for the Trickle-down sandpile model is a product measure for all n and any transition probabilities, unlike for the TASEP. This follows from Theorem 2.3.
Corollary 2.12. The stationary distribution of the Markov chain defined by G θ is a product measure,
where ρ is defined in (2.3). 
Figure 8. The graph G θ = G τ of the Markov chain with unit thresholds for the line 1 → 2, the line 1 → 2 → 3, respectively.
The Landslide sandpile model is a natural model for the transport of large self-organizing objects such as macromolecules. These have been considered in biophysics since at least the 1960s [MGP68, MG69] . However, no exact results are known for such models to the best of our knowledge.
For nonequilibrium statistical systems, it is very rare to have a concrete example of Markov chains where all the eigenvalues of the transition matrix are known for any choice of rates. Some examples are given in [AS10, Ayy11, AS12]. For models related to abelian sandpiles, there are some conjectures about eigenvalues in [SD09, Dha99b] .
The stationary distribution of the Landslide sandpile model is not a product measure, but it still has some interesting structure. The following conjecture follows from looking at the partition function for various thresholds vectors up to size 6. We have a similar conjecture for Landslide sandpile model on trees, but is much more complicated to write down.
Conjecture 2.14. Given the threshold vector T for the Landslide sandpile model on [n], let k := min{i ∈ [n] | T i > 1}. Then, the partition function Z τ is given by
One can check that this matches Corollary 2.9 when k = n, that is, when the thresholds are one everywhere except at the root.
Monoids for sandpile models
We will now show how the two variants of the sandpile model can be modeled via the wreath product of left transformation monoids [Eil76] . This section is particularly inspired by the theory of self-similar groups and automaton groups [GNS00, GŻ01, KSS06, Nek05]. The wreath product formulation makes it possible to give a simple proof of the stationary distribution for the Trickle-down sandpile model and to prove R-triviality of the underlying monoid of the Landslide sandpile model. Using the results in [Ste06, Ste08] then yields our results for eigenvalues and multiplicities.
This section is organized as follows. In Section 3.1 we review definitions and concepts from monoid theory that are necessary to prove our theorems. In Section 3.2 we present generalities on wreath products. The two variants of the nonabelian sandpile model are reformulated in Section 3.3 in terms of the wreath product. This formulation will be used in Sections 4 and 5 to prove our statements about the stationary distribution, eigenvalues, and rates of convergence.
3.1. Posets and monoids. A partially ordered set (poset) P is a set with a reflexive, transitive and asymmetric relation ≤. The set of vertices of an arborescence is partially ordered by v ≤ w if there is a path from w to v. With this ordering the root is the smallest element and the leaves are the maximal elements. An upset U in a poset P is a subset such that x ∈ U and y ≥ x implies y ∈ U . A downset D is defined dually, x ∈ D and y ≤ x implies y ∈ D. Denote by x ↓ = {y ∈ P | y ≤ x}. (This is consistent with the usage in (2.2).)
A poset is called a lattice if it has a greatest element, a least element and any two elements have a least upper bound (join) and a greatest lower bound (meet). For a finite poset to be a lattice it is enough for it to have a greatest element and binary meets. A finite monoid M is a finite set with an associative multiplication and an identity element ε. If X ⊆ M , then the submonoid X generated by X is the smallest submonoid of M containing X. It consists of all (possibly empty) iterated products of elements of X. An action of a monoid M on a set Ω is a mapping M × Ω → Ω, written as juxtaposition, such that εx = x and (mm )x = m(m x) for all m, m ∈ M and x ∈ Ω. Given a probability P on M , we can define a Markov chain M on Ω by defining the transition probability from x to y to be the probability that mx = y if m is distributed according to P. The so-called "random mapping representation" of a Markov chain [LPW09] asserts that all finite state Markov chains can be realized in this way.
The monoid point of view brings a new perspective: the generators of the monoid act on itself on both sides. This gives rise to the left (respectively right) Cayley graph: its vertex set is M , and for m, m ∈ M and g a generator, there is an edge m g → m whenever m = gm (respectively m = mg). See Figures 9 and 10 for examples. Notice that the left Cayley graph contains the graph of the Markov chain as its lowest strongly connected component comparing with Figure 8 (a usual feature; the elements of this component are the constant functions) and is therefore no simpler to study than the Markov chain itself. On the other hand, the right Cayley graph is acyclic! This is a strong feature, called R-triviality, which we are going to introduce next and which is used extensively throughout the paper. As we will show in Section 5.1, the monoids associated to the Landslide sandpile model introduced on this paper are R-trivial.
An element e of a monoid M is called idempotent if e = e 2 . The set of idempotents of M is denoted E(M ). If M is finite, then each element m has a unique idempotent positive power, traditionally written m ω . Let X be a generating set for a monoid M . Then the content of an idempotent e is defined to be the set c(e) = {x ∈ X | e ∈ M xM }. In other words, x ∈ c(e) if and only if e = mxm for some m, m ∈ M .
A monoid is R-trivial if aM = bM for a, b ∈ M is equivalent to a = b. Similarly, a monoid is J -trivial if M aM = M bM for a, b ∈ M is equivalent to a = b. If M is J -trivial, then it is well-known that e = e if and only if c(e) = c(e ) for e, e ∈ E(M ). See for instance Chapter 8 of [Alm94] . Also a monoid M is R-trivial if and only if, for each e ∈ E(M ), one has ex = e for all x ∈ c(e); see Theorem 5.1 of [BF80] . The classes of J -trivial monoids and R-trivial monoids are easily verified to be closed under taking submonoids. Associated to an R-trivial monoid is a lattice. The following can all be extracted from Chapter 8 of [Alm94] or Chapter 6 of [RS09] , where things are considered in much greater generality. A more recent exposition, closer to our viewpoint, can be found in [MS12] . We say that two idempotents e, f ∈ M are L -equivalent if ef = e and f e = f . The equivalence class of e will be denoted by [ Theorem 3.1. Let M be an R-trivial monoid acting on a set Ω. Let P be a probability distribution on M and let M be the Markov chain with state set Ω, where the transition probability from x to y is the probability that mx = y (if m is chosen according to P). Then the transition matrix has an eigenvalue
P(m) for each [e] ∈ Λ(M ). The multiplicities m [e]
, [e] ∈ Λ(M ), are determined recursively by the equation
3.2. Wreath products. We refer to Eilenberg [Eil76] for the wreath product of left transformation monoids (except he uses right transformation monoids). Another reference is the book [Mel95a] . Let [n] = {0, . . . , n}. If M is a monoid acting faithfully on the left of [n] and N is a monoid acting faithfully on the left of X, then (M, [n]) (N, X) is the monoid W acting faithfully on [n] × X defined as follows. An element f ∈ W is of the form
where γ f ∈ M and f i ∈ N , for 0 ≤ i ≤ n. The product is given by
The action of f as in (3.1) on [n]×X is given by f (k,
If γ f is the identity, then we just write f = (f 0 , . . . , f n ). The monoid W will be denoted M N when the underlying sets [n] and X are clear. An alternative representation of this wreath product is via column monomial matrices. A matrix is column monomial if each column contains exactly one non-zero entry. Let T n denote the monoid of all selfmaps of [n] . Then the wreath product T n N can be identified with the monoid of all column monomial n × n matrices over N ∪ {0} with the usual matrix multiplication. Notice addition is never needed when multiplying column monomial matrices. The matrix corresponding to an element γ f (f 0 , . . . , f n ) is the matrix where the unique non-zero entry of column j is f j and this element is placed in row γ f (j). For example if f = γ(f 0 , f 1 , f 2 ) where (in two-line notation for a function) γ = 0 1 2 0 0 2 , then the corresponding column monomial matrix is
If M is a monoid acting on the left of a set X, then the associated linear representation ρ X : M → M |X| (C) is given by
Crucial to this paper is the following observation. Consider the Markov chain M with state space X where if we are in state x, then we choose an element m ∈ M with probability p m and we transition from x to mx. Then the transition matrix of M is given by
This is why the representation theory of monoids is potentially useful to analyze Markov chains. Let ρ X : N → M |X| (C) be the linear representation associated to the action of N on X. To describe the linear representation ρ : T n N → M n|X| (C) associated to the action of T n N on [n] × X, we should think of C n|X| as C n ⊗ C |X| . Then ρ(f ) is given by the block column monomial matrix obtained by applying ρ X to each entry of the column monomial matrix associated to f (where ρ X (0) is understood to be the |X| × |X| zero matrix).
3.3.
A wreath product approach to sandpile models. Let T = (V, E, T ) be the data for the arborescence as in Section 2.1. Let Ω(T ) be the state space of the Markov chain associated to T (see Eq. (2.1)). If ∈ L is a leaf, define ∇ T to consist of the arborescence obtained by removing the leaf from the vertex set V , the outgoing edge from from the edge set E, and T from the threshold vector T . In this section we shall allow an empty arborescence. Note that Ω(∅) is a one-element set.
If w ∈ V is any vertex of our arborescence we can define an operator σ w on Ω(T ) analogously to the way the source operator in Section 2.3 was defined for leaves. For the empty arborescence, we interpret σ ∅ by convention to be the identity on Ω(∅). We can define a successor operator on the vertices of an arborescence by letting s(v) be the endpoint of the unique edge from v. For convenience, set s(r) = ∅.
An important role is played in this paper by two families of monoids corresponding to the two variants of the sandpile model. The monoids associated to T are given by
it follows that M (T ) is a submonoid of N (T ). The monoids N (T ) and M (T ) can be described recursively as follows. Fix a leaf ∈ L of T and observe that Ω(T ) = [T ] × Ω(∇ T ).
We then have the recursions in Table 1 , where t ∈ Ω(∇ T ), t ∈ [T ], and the operators on the right hand side are viewed as mappings on Ω(∇ v T ).
(v = ). To rephrase the recursions in Table 1 in the language of wreath products, we need to introduce some notation. For an m ≥ 0, define mappings α m and β m on [m] as follows: 
Indeed, we have
The wreath product setting immediately yields a convenient description of the action of the generators by multiplication on the right.
where, for notational convenience,
Stationary distributions
In this section we prove the stationary distributions stated in Section 2. In Section 4.1 we use a master equation approach to prove Theorem 2.3. Both Theorems 2.3 and 2.8 are proved in Section 4.2 using wreath products.
Master equation proof.
We recall basic facts about the stationary distribution of a finite Markov chain. The stationary probability of every configuration t ∈ Ω satisfies the master equation t ∈Ω probability(t → t ) P(t) = t ∈Ω probability(t → t) P(t ), namely that the total weight of the outgoing transitions of any configuration is equal to the incoming weight. In cases where the chain is ergodic, the solution to (4.1) is unique up to an overall scaling factor. This factor is determined by the fact that the sum of all probabilities is one. Let us denote by Out(t) = {t | probability(t → t ) = 0}
In(t) = {t | probability(t → t) = 0} the sets of outgoing and incoming configurations into t. For reversible Markov chains, Out(t) = In(t) and this equation is satisfied term by term simply by setting t = t . This is essentially the definition of a reversible chain.
For nonreversible Markov chains, this is not true. In special cases, the pairwise balance condition [SRB96] is satisfied which says that there is an invertible map φ : Out(t) → In(t) so that for every t ∈ Out(t), φ(t) = t satisfies (4.2) probability(t → t ) P(t) = probability(t → t) P(t ).
Obviously, a necessary condition for this to work is that |Out(t)| = |In(t)| for all t ∈ Ω. We will need a variant of the pairwise balance condition, which we describe now. Suppose P O (t) (respectively P I (t)) is a set partition of Out(t) (respectively In(t)) of the same cardinality and further that there exists an invertible map Φ : P O (t) → P I (t) which satisfies for every ℘ ∈ P O , (4.3) t ∈℘ probability(t → t ) P(t) = t ∈Φ(℘) probability(t → t) P(t ).
If this happens for all t, then the master equation (4.1) holds and we say that partitioned balance holds.
Proof of Theorem 2.3. By Proposition 2.2, this chain is ergodic, and hence has a unique stationary distribution. Therefore, we simply need to check that P(t) given by formula (2.4) satisfies the master equation (4.1) for a generic configuration t ∈ Ω. Set |V | = n.
We will do so by showing that partitioned balance holds with n + 1 partitions of Out(t). n of these partitions correspond to singletons {θ v (t)} for all v ∈ V . The last partition is given by the {σ (t) | ∈ L}. Clearly, these form a set partition of Out(t).
We will first describe Φ({θ v (t)}) and show that (4.3) is satisfied. If t v = 0, then θ v (t) = t and we set Φ({θ v (t)}) = {t}. In this case (4.3) reduces to (4.2), which is easy to check.
When t v = 0, we first describe the set Φ({θ v (t)}) in words. It is the set of all possible configurations t which make a transition to t in such a way that the last grain falls at site v. Note that this can happen either by toppling another vertex or by entering at a leaf. More precisely, a branch is a contiguous set of all vertices in ↓ \ v ↓ for a given leaf ∈ L, ending in v but not including v, which are filled to the threshold in configuration t. Define B t (v) to be the set of all branches for any ∈ L. Then B t (v) ∩ L is the set of leaves of the filled branches, which are the branches where all the vertices from the leaf to v are filled to the threshold. Similarly, let
In other words, the set of vertices in W t (v) are those that sit just above an unfilled branch.
To verify (4.3) for this partition, we have to show that
But, dividing by xv Yv P(t) and using (2.4) for the probabilities, this amounts to showing
and this is easy to see from the definition of Y v = ∈Lv y . So far, we have considered all possible interior topplings in Out(t) and all possible transitions which end with a sand grain being deposited in the interior. We now consider the last partition of Out(t) given by the action of the boundary operators {σ (t) | ∈ L}. We will show that the corresponding configurations in In(t) are those which end with a sand grain leaving from the root.
As before, we consider all branches of the root B t (r), this time including the root. Note that if the root is not filled to the threshold, only r belongs to this set. We use the same terminology as in the first half of the proof and let W t (r) ⊆ ∈L ↓ \ B t (r) denote the vertices which have an arrow to a vertex in B t (r). As before, for w ∈ W t (r) we define t (r,w) to be the configurations with t (r,w) r = t r − 1, and t (r,w) u = t u for all other vertices u. For ∈ B t (r) ∩ L, we define t (r, ) = t. The case t (r, ) corresponds to the situation where a path from leaf to r is completely filled to the threshold in t. Thus, we have to show ∈L y P(t) = w∈ Wt(r)
x w P(t (r,w) ) + ∈ Bt(r)∩L y P(t (r, ) ).
Dividing by P(t) on both sides and using (2.4), we obtain
and this is also true exactly as before. Therefore we have confirmed that pairwise balance holds for this model using the probabilities given by (2.4). This completes the proof.
An alternative proof of Theorem 2.3 with an algebraic flavor is presented in Section 4.2.
4.2. Stationary distributions via wreath products. We now use the wreath product representation of Section 3.3 to give an alternative proof of Theorem 2.3 and a proof of Theorem 2.8. We use the notation of these theorems and of Section 3.2.
What we shall actually do is prove a more general result. Suppose that we have operators ψ 1 , . . . , ψ r acting on a set Ω and a threshold T . Let Ω = [T ] × Ω . Set N = ψ 1 , . . . , ψ r . We define elements in (N (T ), [T ] ) (N, Ω ) as follows:
For example, the operators defining N (T ) for the Trickle-down sandpile model are of this form, as are the operators defining M (T ) for the Landslide sandpile model if T = 1, where is the distinguished leaf considered above.
In column monomial form the above operators are given by
where we are thinking of C |Ω| as C T ⊗ C |Ω | . Consider the Markov chain M with state set Ω, where σ 0 is applied with probability y 0 , θ 0 is applied with probability x 0 , and Ψ i is applied with probability z i . Let us also consider the derived Markov chain M with state set Ω , where the ψ i are applied with probabilities (4.5)
Proposition 4.1. Suppose that P is a stationary distribution for M and define
Then the product measure P = π × P on Ω is a stationary distribution for M, that is, P(h, t) = π(h)P (t) for all (h, t) ∈ Ω is stationary for M.
Proof. Straightforward computation shows that π is a probability distribution on [0, T ] and that
Denote by M the transition matrix of M and M the transition matrix of
then follows from (4.4) that M has the block tridiagonal form
by (4.5). In block vector form we have P = [π(0)P , . . . , π(T )P ] T . We then compute by direct matrix multiplication the block form of M P using that M P = P and repeated application of (4.6):
Therefore, M P = P and so P is stationary.
We can now deduce Theorem 2.3.
Proof of Theorem 2.3. We retain the notation of Section 3.3. We work by induction on the number of vertices, the theorem being trivial for no vertices. Let M be the Markov chain with state space Ω(T ) where σ v has probability y v for all v ∈ V and θ v has probability x v for all v ∈ V . Let
Define ρ v , for v ∈ V , and P as in (2.3) and (2.4), respectively (but with the above definition of Y v ). We prove P is the stationary distribution for M. Theorem 2.3 will then follow by setting y v = 0 if v is not a leaf.
Let M be the Markov chain with state space Ω(∇ v T ) with probabilities
for the σ v and probabilities
Using that v < if and only if v ≤ s( ), we conclude that
Denote by P the stationary distribution of M . Notice that if
. By induction, we may assume that the stationary distribution P of M is given by
Proposition 4.1 now implies that
as required.
Next we prove Theorem 2.8.
Proof of Theorem 2.8. Notice that if the threshold T v is 1, then θ v = τ v . Therefore, the inductive step of the proof of Theorem 2.8 proceeds identically to that of the proof of Theorem 2.3. The difference is only in the base case, which will be when the graph just contains the root. In that case we just have state space [T r ] and with probability y r we increase the number of grains by 1 to a threshold of T r and with probability x r we go to 0. This is precisely the classical winning streak Markov chain [LPW09, Example 4.15] and (2.5) is the well-known stationary distribution for that chain.
5. R-triviality, eigenvalues, and rate of convergence for the Landslide sandpile model
In this section we first show that the monoid associated to the Landslide sandpile model is R-trivial. This is then used to prove the eigenvalues of the transition matrix of this model and the rate of convergence.
5.1. R-triviality of M (T ). Let us again fix T an arborescence with a threshold vector. We retain the notation of Section 3.3. In particular, will denote a fixed leaf throughout this subsection. Define a partial order, called the dominance order, on Ω(T ) as follows: t is dominated by t , written t t , if for each vertex v one has
A mapping f on Ω(T ) is order-preserving if f (t) f (t ) whenever t t . It is called decreasing if f (t) t. The set of all order-preserving and decreasing mappings on a poset is well-known to be a J -trivial monoid. See e.g. [Pin86] or [DHST11] for details. Proof. We prove part (1) as the other parts are similar to, or a direct consequence of, part (1). Since by definition τ v = θ Tv v , it suffices to prove that θ v is decreasing and order preserving. Because θ v moves at most one grain lower down in the arborescence, it is clear that it is a decreasing map. It remains to prove that it is order preserving. First we introduce some notation.
Recall that the ζ-transform of t ∈ Ω (a vector indexed by V ) is defined by ζ(t) v = w≥v t w for a vertex v and note that t t if and only if ζ(t) v ≤ ζ(t ) v for all vertices v. Suppose now that t t . If t v = 0, then θ v (t) t t = θ v (t ) and we are done. So assume that t v > 0.
Since θ v changes a state only in vertices belonging to v ↓ , we have
On the other hand, if t v = 0, then θ v (t) = t and so (recalling t v > 0)
where u v means u covers v in the ordering on vertices. Thus
Next suppose that w < v and that t u = T u for all w ≤ u < v. Let Y consist of those vertices y ≥ w such that y is incomparable with v and let X be the set of minimal elements of Y . Note that each vertex of Y is above a unique vertex of X because we are in a tree. Also if x ∈ X, then x v and so ζ(
Finally, suppose that w < v and that t u < T u for some u with w ≤ u < v. Then since θ v (t) t, we have
where the last equality follows because the grain of sand that was toppled from v winds up at some vertex v with w ≤ v < v. This completes the proof that θ v (and hence τ v ) is order preserving.
In order to simultaneously handle a mix between topple and source operators, we will need to split, according to the circumstances, the tree T into a downset and an upset, and to control the action of the operators on these two parts in a different fashion.
For an idempotent e, define On an upset the control comes from order preserving properties. Namely, for an upset U ⊆ V , define the dominance preorder U on Ω(T ) analogously to the usual dominance order except we only take into account vertices in U ; that is, t U t if, for all v ∈ U , we have
We write t ≡ U t if t U t and t U t, that is, if t and t coincide on U . As with the full dominance order, the monoid M (T ) interacts nicely with this preorder. The fact that ≡ U is compatible with the action of M (T ) means that M (T ) embeds in the generalized wreath product indexed by a poset as discussed in [Mel95b] .
Lemma 5.2. Let U be an upset of V in T .
(1) The mappings {τ v | v ∈ V } preserve the dominance preorder U and are decreasing. (2) The mappings {σ v | v ∈ V } preserve the dominance preorder U and are increasing.
On a downset, control comes from the fact that functions involving repeated source operators tend to be constant below these sources. This is best expressed in the wreath product setting and we start with some general remarks, whose proofs are straightforward. 
and so f is idempotent if and only if
We say that m ∈ M (T ) is constant with value
Remark 5.4. If m ∈ M (T ) is constant at the vertex v with value k v , then so is mm for all m ∈ M (T ). This follows, because putting t = m t, we have (mm t) v = (mt ) v = k v .
It will be convenient to describe the property of being constant at a vertex in terms of wreath product coordinates. Recall that ∈ L is the chosen fixed leaf. For the next statement we need the notion of words representing monoid elements. Let f ∈ M (T ). Then an expression f = g 1 · · · g r in terms of the generators g i ∈ {σ v , τ v | v ∈ V } is called a word representing f . If w is a word in the generators of M (T ), the corresponding element of M (T ) will be written in wreath product coordinates as γ w (w 0 , . . . , w T ).
Proposition 5.6. If w is a word with at least r occurrences of σ with ∈ L, then each w i is represented by a word with at least r + i − T occurrences of σ s( ) .
Proof. We proceed by induction on the length of the word w. If w is empty, there is nothing to prove. Assume that the proposition holds for a word u and that w = ug with g a generator. Suppose that u has at least r occurrences of σ . Then we have three cases. If g = τ , then by Remark 3.2 we have w i = u 0 σ i s( ) and so w i is represented by a word with at least r + i − T occurrences of σ s( ) by induction. If g = σ , then Remark 3.2 shows that w i = u i+1 , where u T +1 = u T σ s( ) . Thus by induction w i has at least r + i + 1 − T = r + 1 + i − T occurrences of σ s( ) . Finally, if g = τ , σ , then w i = u i g and the result follows by induction.
The following technical lemma is the key statement for proving that M (T ) is R-trivial.
Lemma 5.7. Let e ∈ E(M (T )) and let σ v ∈ c(e). Then e is constant at each w ∈ v ↓ .
Proof. The proof proceeds by induction on the number of vertices in the arborescence. The statement is vacuous when there are no vertices. Let us write e = γ e (e 0 , . . . , e T ). We distinguish two cases: v = and v = .
Case 1: v = . Let w ≤ v. By Proposition 5.3, either γ e = ε or γ e = k for some 0 ≤ k ≤ T . When γ e = ε, e 2 i = e i for all i. Also, neither σ , nor τ can belong to c(e). A glance at (3.2) then shows that e 0 = · · · = e T = e for some e ∈ E(M (∇ T )) with c(e ) = c(e). Thus, by induction, e is constant at w. But then e is constant at w by Remark 5.5.
Next suppose that γ e = k with 0 ≤ k ≤ T . Then e 2 k = e k and e k e i = e i for 0 ≤ i ≤ T . According to Remark 5.5, in order for e to be constant at v with value k v , we need each e i to be constant at v with value k v . In light of Remark 5.4 and the equalities e k e i = e i , it suffices to show that e k is constant at v with value k v . By induction, it therefore is enough to show that σ v ∈ c(e k ). This follows immediately from Remark 3.2 with m = σ v .
Case 2: v = . Let w ≤ . Note that γ e = k for some 0 ≤ k ≤ T because σ ∈ c(e). Hence e 2 k = e k and e k e i = e i for all 0 ≤ i ≤ T . If w = , then we are done by Remark 5.5, so assume w < . Since e is idempotent and σ ∈ c(e), we can represent e by a word with at least T + 1 occurrences of σ . Proposition 5.6 then yields σ s( ) ∈ c(e k ). Then by induction e k is constant at w. Arguing as in the previous case, we conclude that e is constant at w.
An immediate corollary is the following crucial fact.
Corollary 5.8. If e ∈ E(M (T )), then e is constant at each w ∈ L(e).
We are now in position to state and prove the main theorem of this section.
Theorem 5.9. The monoid M (T ) is R-trivial.
Proof. As noted in Section 3.1, it is sufficient to take any idempotent e ∈ E(M (T )) and g ∈ c(e) and prove that eg = e. We will do that by controlling e separately on L(e) and its complement U (e). Take t ∈ Ω(T ). By Corollary 5.8 e is constant on L(e) and so egt and et coincide on L(e) (cf. Remark 5.4). Thus, it just remains to prove that egt and et also coincide on U (e), that is, egt ≡ U (e) et. First note that by the definition of L(e), if σ v ∈ c(e), then v / ∈ U (e).
Case 1: g is of the form σ v or τ v with v / ∈ U (e). Lemma 5.2 then yields gt ≡ U (e) t, and therefore et ≡ U (e) et.
Case 2: g is of the form τ v with v ∈ U (e). Here we use the same trick as in the usual proof of J -triviality of a decreasing order-preserving monoid of transformations. Namely, using that τ v ∈ c(e), write e = hτ v h . Note that any expression of h and h as a product of generators contains no σ u with u ∈ U (e) by the definition of c(e) and L(e) (5.1). This implies by Lemma 5.2 that h, h , τ v preserve U (e) and are decreasing on U (e). Therefore, we can conclude with:
5.2. Eigenvalues. Our goal is to compute the eigenvalues for the Landslide sandpile model using Theorem 3.1. To each S ⊆ V , we associate an idempotent
Since J(T ) is J -trivial, the resulting idempotent is independent of the order in which the product is taken. Note that e ∅ is the identity, whereas e V sends all of Ω(T ) to the zero vector.
The reader should recall the definition of the lattice associated to an R-trivial monoid in Section 3.1. Note that S 1 ⊆ S 2 if and only if e S 2 e S 1 = e S 2 , if and only if [e This is an immediate consequence of the following lemma.
Lemma 5.11. Let e be an idempotent of M (T ), and define
Then e is L -equivalent to the idempotent e S(e) of J(T ).
Proof. Suppose that v ∈ U (e). Then we have that σ v / ∈ c(e) by definition of L(e) and that τ v ∈ c(e) if and only if τ v ∈ c(e S(e) ). Thus et ≡ U (e) e S(e) t for all t ∈ Ω by Lemma 5.2 (consider a word w representing e containing each τ v ∈ c(e) and raise it to a large power; then use the third item of Lemma 5.2). Another application of Lemma 5.2 then yields e S(e) et ≡ U (e) e 2 S(e) t = e S(e) t ≡ U (e) et = e 2 t ≡ U (e) ee S(e) t.
It thus remains to show that ee S(e) t and et (respectively, e S(e) et and e S(e) t) coincide on L(e). To do this, it suffices by Remark 5.4 to verify that e and e S(e) are both constant at each vertex of L(e). For e, this is the precisely the conclusion of Corollary 5.8. We claim that e S(e) is constant with value 0 at each vertex of L(e). Indeed, since e S(e) belongs to the J -trivial monoid τ v | v ∈ V , we have that τ v e S(e) = e S(e) for all v ∈ L(e). As τ v is constant with value 0 at v, we conclude that e S(e) is constant with value 0 at all vertices of L(e) (cf. Remark 5.4).
We now have all the ingredients to describe the eigenvalues of the Landslide sandpile model. This is achieved by computing the character of M (T ) acting on Ω(T ) -which boils down to counting fixed points of idempotents -and inverting that data using the character table -which reduces to Möbius inversion along Λ(M (T )) (i.e. inclusion-exclusion).
Proof of Theorem 2.10. Observe that the fixed point set of e S is e S Ω = {t ∈ Ω | t v = 0 for all v ∈ S} .
For S ⊆ V , write S c for V \ S. Set Υ S := {t ∈ Ω | t v = 0 ⇐⇒ v ∈ S} .
Note that |Υ S | = v∈S c T v = T S c . Also we have that and so Möbius inversion (see for example [Sta99] ) yields m S = T S c for all S ⊆ V , as desired.
5.3. Rate of convergence. In this section we prove Theorem 2.11. There is a general technique, called coupling from the past, which allows one to bound the distance to stationarity for an ergodic random walk coming from a monoid action. Roughly speaking, it says the following. Suppose that we have a random mapping representation of an ergodic Markov chain M with state set Ω coming from a probability distribution P on a monoid M acting on Ω. Assume furthermore that M contains a constant map. Then the distance to stationarity after k steps of M is bounded by the probability of not being at a constant map after k steps of the right random walk on M driven by P. More precisely, we have the following reformulation of [BD98, Theorem 3].
Theorem 5.12. Let M be a monoid acting on a set Ω and let P be a probability distribution on M . Let M be the Markov chain with state set Ω such that the transition probability from x to y is the probability that mx = y if m is chosen according to P. Assume that M is ergodic with stationary distribution π and that some element of M acts as a constant map on Ω.
Letting P k be the distribution of M after k steps and P k be the k thconvolution power of P, we have that
where C is the set of elements of M acting as constants on Ω.
In the context of the Landslide sandpile model we let M be the submonoid of M (T ) generated by σ v with v ∈ L and τ v with v ∈ V . We shall define a statistic u on M so that u(m) = 0 if and only if m is a constant map. It follows from Theorem 5.12 that P k − π is bounded by the probability u(m) > 0.
Proof of Theorem 2.11. Let m ∈ M . Say that an upset U of vertices is deterministic for m if mt = mt whenever t ≡ U t for t, t ∈ Ω. Notice that the set V of all vertices is deterministic for m. Also, if U 1 , U 2 are deterministic for m and U 1 ∩U 2 = U , then U is also deterministic for m. Indeed, if t ≡ U t , choose t ∈ Ω such that t ≡ U 1 t ≡ U 2 t . This can be done because t and t agree on U = U 1 ∩ U 2 . Then mt = mt = mt . It follows that there exists a unique minimum deterministic upset U (m) for m. Moreover, m is constant on Ω if and only if U (m) = ∅. Define the statistic u on M by u(m) = |U (m)|. Then we have 0 ≤ u(m) ≤ n where n = |V |, and u(m) = 0 if and only if m is constant. Note that u(ε) = n.
Claim 1: u decreases along R-order: u(mm ) ≤ u(m) for any m, m ∈ M . To see this, it suffices to show that U (m) is deterministic for mm , whence U (mm ) ⊆ U (m). If t ≡ U (m) t then by Lemma 5.2, m t ≡ U (m) m t and therefore mm t = mm t .
Claim 2: Assume that v is a minimal element of U (m). Then u(mτ v ) < u(m). It suffices to show that U = U (m) \ {v} is deterministic for mτ v . If t ≡ U t , then τ v t ≡ U τ v t and furthermore (τ v t) v = 0 = (τ v t ) v . Therefore, τ v t ≡ U (m) τ v t and hence mτ v (t) = mτ v (t ).
Let us call a step m i → m i+1 in the random walk on the right Cayley graph of M successful if either m i is constant or u(m i+1 ) < u(m i ). Claim 1 implies that u(m i ) = u(m i+1 ) if the step is not successful. Thus the probability that u(m) > 0 after k steps of the right random walk on M is the probability of having at most n − 1 successful steps in the first k steps.
Claim 2 says that each step has probability at least p x to be successful. Therefore, the probability that u(m) > 0 after k steps of the right random walk on M is bounded above by the probability of having at most n − 1 successes in k Bernoulli trials with success probability p x . Using Chernoff's inequality for the cumulative distribution function of a binomial random variable we obtain that (see for example [DL01, After Theorem 2.1])
where the last inequality holds as long as k ≥ (n − 1)/p x .
