Abstract-A widely accepted model of muscle force generation during neuromuscular electrical stimulation (NMES) is a second-order nonlinear musculoskeletal dynamics cascaded to a delayed first-order muscle activation dynamics. However, most nonlinear NMES control methods have either neglected the muscle activation dynamics or used ad hoc strategies to tackle the muscle activation dynamics, which may not guarantee control stability. We hypothesized that a nonlinear control design that includes muscle activation dynamics can improve the control performance. In this paper, a dynamic surface control approach was used to design a proportional-integral-derivative (PID)-based NMES controller that compensates for electromechanical delays in the activation dynamics. Because the muscle activation is unmeasurable, a model-based estimator was used to estimate the muscle activation in real time. The Lyapunov stability analysis confirmed that the newly developed controller achieves uniformly ultimately bounded tracking for the musculoskeletal system. Experiments were performed on two able-bodied subjects and one spinal cord injury subject using a modified leg extension machine. These experiments illustrate the performance of the new controller and compare it with a previous PID-based controller with delay compensation controller that did not consider muscle activation dynamics in the control design. These experiments support our hypothesis that a control design that includes muscle activation improves the NMES control performance.
elicit muscle contractions. NMES is prescribed as a treatment for a wide variety of neurological conditions ranging from a strokeinduced mobility impairments to spinal cord injuries (SCI) or even neurogenic bladder [1] . There has been a significant interest in the design of automatic controllers for NMES application, particularly its use to recreate coordinated functional movements such as gait [2] [3] [4] [5] and upper limb tasks [6] [7] [8] . However, the control of NMES can be cumbersome due to many challenges.
The process of electrical stimulation of muscles is highly complex and nonlinear; e.g., these dynamics are characterized by time varying and uncertain parameters and include muscle fatigue and electromechanical delays (EMD). More recent efforts have used nonlinear control design to synthesize controllers that deal with the complex nonlinear muscle dynamics [4] , [9] [10] [11] [12] [13] [14] [15] [16] [17] . EMD, which is classified as an input delay in the control input to the system, is caused by a number of phenomena [18] , [19] , and is defined as the time it takes from when the muscle is electrically stimulated to when the muscles contracts enough to generate a torque [18] . Motivated by the fact that the EMD can degrade control performance and cause instabilities, EMD compensation techniques during NMES control have recently been designed [11] , [20] [21] [22] [23] [24] . In [20] , a proportional-derivative controller (PD) with a delay-compensation (DC) term for known constant EMD is presented and validated experimentally on able-bodied subjects. With the motivation of adding integral control, the results in [20] were extended to a proportional integral derivative (PID) controller with DC term for constant known delays and validated experimentally [11] . In an effort to remove the assumption of known constant EMD, [23] developed a PD controller with a DC term that uses a constant EMD estimate of the unknown time-varying delay. However, these control designs were developed by considering only the second-order musculoskeletal dynamics; i.e., the neuromuscular activation dynamics were neglected.
The neuromuscular activation dynamics describe Ca 2+ ion activation and deactivation dynamics that primarily facilitate the muscle force generation [25] and is typically modeled as a first-order ordinary differential equation [26] or a Hammerstein structure [27] . These activation dynamics couple neural excitations to the muscle contraction dynamics (muscle forcelength and force-velocity relationships) that drive the secondorder musculoskeletal dynamics. A few researchers have considered the activation dynamics during the NMES control. However, ad hoc control methods for NMES, without considering their effects on the stability, were employed in [28] and [29] to address the activation dynamics. An integrator backstepping (IB) approach was used to design a neural network-based NMES controller for a musculoskeletal system with fatigue and calcium dynamics [30] . However, the control design required an acceleration signal during the control implementation, which is a common problem associated with the integrator backstepping approach and is referred to as "explosion of terms."
In our previous research [31] , to deal with the activation dynamics and EMD, a PD-based controller using a dynamic surface control (DSC) error structure augmented with a DC term, referred to as PD-DSC, was developed and tested in simulations. To avoid the requirement of an acceleration signal, DSC was implemented. DSC is a modified version of a technique similar to IB called multiple sliding surface (MSS) control. The DSC approach, first developed by Swaroop et al. [32] , [33] , is a robust nonlinear control technique that uses first-order low-pass filters to avoid the "explosion of terms" associated with IB and MSS. Since then, the DSC was extended to an adaptive DSC for linearly parameterizable uncertainties [34] . Later in [35] , a neural-network-based adaptive DSC was developed for an uncertain nonlinear system regulation problem. More recently, in [36] , an adaptive dynamic surface control scheme is combined with sliding mode control and recurrent neural networks for robust positioning control of a linear motion stage. In [31] , the control development is based on the assumption that the muscle activation is measurable, which is not practical during the use of NMES because the artificial electrical impulses interfere with the EMG sensors. The DSC technique was later used in [37] to develop a synergy-based controller that considers the actuator dynamics in a hybrid neuroprosthesis and used state estimators for the unmeasurable actuation states.
With the desire to add integral control and state estimators to the controller developed in [31] , a new controller is developed in this paper. We propose a PID controller with an input delay compensation term that uses a DSC approach to deal with the activation dynamics that are cascaded to the secondorder musculoskeletal dynamics. In addition, model-based state estimators are used to estimate the activation states online. Further, the stability analysis is provided for the new control design; in contrast to the works in [28] and [29] where controllers with low-pass filters were designed to help deal with activation dynamics and did not provide any type of stability analysis.
We hypothesize that the consideration of the muscle activation and the use of DSC when developing the PID-DSC controller will result in a performance improvement when compared to the PID-DC, which does not consider the activation dynamics. To validate this hypothesis, an experimental comparison was made between the new PID-DSC controller and the PID-DC controller, whose design does not consider the activation dynamics. The remainder of this paper is structured as follows: Section II will go over the knee extension model and activation dynamics, Section III will present the control development and stability analysis, Section IV will present the experimental protocol and results, and Sections V and VI will present the discussion and conclusion. Fig. 1 . This schematic shows the setup of NMES-induced knee extension in a leg extension machine. Notice that only the quadriceps muscle group is being stimulated meaning that NMES can only produce knee extension and gravity is relied on to move the lower leg back to the equilibrium q = 0.
II. KNEE EXTENSION MODEL WITH ACTIVATION DYNAMICS
The musculoskeletal dynamics of a subject sitting in a leg extension machine as shown in Fig. 1 were derived as
where q (t) ,q (t) , andq (t) ∈ R denote the angular position, velocity, and acceleration about the knee joint, respectively. In (1), J ∈ R is the unknown inertia of the combined knee and leg extension machine swing arm, M e (q) ∈ R is the moment generated by the passive elastic properties of the muscles, M v (q) ∈ R is the moment generated by the passive viscous properties of the muscles, and M g (q) ∈ R is the gravitational torque acting on the shank. The definitions of the functions M g (q) , M v (q) , and M e (q) can be found in [21] , [38] , and [39] . Any disturbances or unmodeled effects in the system are lumped into the unknown function d (t) ∈ R and τ ∈ R is the EMD associated with NMES and is assumed to be known. The muscle activation produced using NMES is denoted as μ (t) ∈ R and ω ∈ R + is the muscle activation decay constant. In (1), ς (q) ∈ R denotes a positive moment arm that changes with respect to the joint angle, and η (q,q) ∈ R denotes an unknown nonlinear function of the muscle force-length and forcevelocity relationships. The stimulation applied to the muscle is bounded by two stimulation levels v min and v max to avoid under/over stimulation of the muscles. This allows the normalization of the input function u(t) ∈ R, which is modeled by a piecewise linear recruitment curve [26] , as
where v min ∈ R is the minimum voltage required to produce the first significant muscle contraction and v max ∈ R is the minimum voltage at which there is no considerable increase in force or a desired maximum force is achieved. In (3), the applied stimulation voltage is denoted as v ∈ R. 
II. Notation
To simplify the derivations, the following notations are used: the time dependence of a function is dropped (e.g., e(t) → e); the function Ω ∈ R is introduced and is defined as Ω = ςη; any term divided by the function Ω is denoted by a subscript (e.g., J Ω → J Ω ); and a signal delayed by τ is notated as a subscript (e.g., e(t − τ ) → e τ ).
II. Assumptions
To facilitate the control development and stability analysis, the following assumptions were made.
1) The signals q andq, are measurable.
2) The nonlinear functions η and ς are nonzero, positive, bounded functions whose first time derivatives exist. Therefore, based on these assumptions, Ω is also nonzero, positive, bounded, and its first time derivative exists. 3) Based on Assumption 2, the term, J, divided by Ω is bounded (i.e., |J Ω | ≤ J Ω ) and its time derivativeJ Ω is also bounded. 4) The unknown disturbance and unmodeled effects in the system are bounded (e.g., |d| ≤ d). Therefore, based on Assumption 2 , d Ω is also assumed to be bounded. 5) The activation decay constant is assumed to be bounded (i.e., ω ≤ γ). Also the estimate of the activation decay constant is bounded as 0 <ω ≤ γ. 6) The desired trajectory, x d ∈ R, and its derivatives, x d ,ẍ d ∈ R, are bounded. To facilitate the control development, the musculoskeletal dynamics in (1) are divided by Ω and their state space form can be written asẋ
where
III. CONTROL DEVELOPMENT
The objective of this paper is to develop a tracking controller for NMES that considers the activation dynamics of the stimulated muscle and the EMD in the system. This is achieved by developing a PID controller that uses a DSC framework to address the activation dynamics. Unlike IB, that takes an additional time derivative that leads to the requirement of an acceleration signal in the control law, DSC approximates the derivative of the desired control input by using the dynamics of the lowpass filter. However, the DSC framework requires the muscle activation state, which is unmeasurable. Therefore, the DSC framework was modified to include a model-based estimate of the muscle activation state. In addition, a DC term is added in the error structure to address the EMD in the muscle activation dynamics.
The control objective is to track a continuously differentiable desired trajectory, x d (t) ∈ R. To realize the control objective, the tracking error is defined as
To facilitate the control design and stability analysis, the auxiliary error signals e 1 (t) and e 2 (t) ∈ R are defined as
where α 0 , α 1 ∈ R + are control gains and e 0 (t) ∈ R is an auxiliary signal defined as [40] e 0 = t 0 e(s)ds (8) in order to incorporate integral control. Multiplying the time derivative of (7) by J Ω and using (4)- (8) results in
After adding and subtracting a desired activation signal x 3 ∈ R, a filtered version of the desired activation signal x 3f ∈ R, a DC term e I ∈ R multiplied by a control gain σ, where e I = t t−τ u(θ)dθ, and an estimate of the activation statex 3 ∈ R, and rearranging the terms, (9) becomes
where the surface error, S ∈ R, is defined as
and the boundary layer error, y 3 ∈ R, for x 3 is defined as
and the estimation error,x 3 ∈ R, is defined as
The estimate of the muscle activation is generated through a best guess model of the activation dynamics defined aṡ
In (10), the auxiliary signalsÑ (e 0 , e 1 , e 2 , e I , t) ∈ R and χ(Ω, t) ∈ R are defined as
Based on Assumptions 3, 4, and 6, the auxiliary functionsÑ and χ are bounded such that
where ∈ R + is a known constant, ρ( z ) ∈ R is a positive globally invertible nondecreasing function, and z(e 0 , e 1 
After using the desired activation signal, (10) becomes
where S 3 is the augmented surface error, which now contains the DC term σe I and is defined as
The DC term, e I , allows for the input delay, u τ , to be replaced by the nondelayed input, u, in the dynamics of the augmented surface error. The filtered desired signal x 3f is obtained by passing x 3 through a low-pass filter such as
where ζ 3 ∈ R + is the low-pass filter time constant. The augmented surface error dynamics are derived by taking the time derivative of (11) and using (4), resulting iṅ
Remark 2. The DC term e I is used to replace the delayed input in the activation dynamics with a nondelayed input and is computed by integrating the past control inputs. This technique is inspired by the Artstein reduction method for linear systems with delayed inputs [41] .
The control law u is designed to satisfy the subsequential stability analysis as
where β ∈ R + is a control gain. Therefore, the closed-loop surface error dynamics can be written aṡ
The boundary layer error dynamics are found by taking the time derivative of (12) and using (18) , results iṅ
where η(e 0 , e 1 , e 2 , e I , S 3 , y 3 , t) is a continuous nonlinear func-
IV. STABILITY ANALYSIS
Theorem 1: Consider the musculoskeletal system in (4) with an input delay in the activation dynamics. The control law in (20) , when 0 ≤ u ≤ 1, ensures uniformly ultimately bounded tracking
where y(t) is subsequently defined and 0 , 1 , 2 , ∈ R + denote constants that can be derived based on the subsequent stability analysis, provided that the control gains k 1 , α 0 , α 1 , β, and ζ 3 satisfy the following sufficient gain conditions:
where τ is the EMD, k o and ε are arbitrary constants, and M , ϑ, and κ are constants defined in the subsequent stability analysis. Proof: Let y(t) ∈ R 6 be defined as
A positive definite continuously differentiable Lyapunov functional candidate V (y, t) : 
which satisfies the following inequalities:
where λ 1 , λ 2 ∈ R are positive constants. The LyapunovKrasovskii functional P ∈ R + in (24) is defined as
Taking the time derivative of (24) and using (7), (17), (21) 
Canceling out the like terms, using (20) , and rearranging the negative definite terms results iṅ 
where ε ∈ R + is an arbitrary constant, and rearranging the terms results iṅ
is a known constant and M > 0 is the maximum of η in the defined compact set Ξ = h ∈ R 6 | h < 2σ, h = [e 0 , e 1 , e 2 , e I , S 3 , y 3 ]
T where σ ∈ R + is a known constant, the previous equation becomeṡ
(29) , performing nonlinear damping, and further bounding, (29) becomeṡ
Further, by splitting the integral term and using the Cauchy Schwarz inequality
the following term can be bounded as
Therefore, (30) results iṅ
Using the definitions of y(t) and z(t), this expression can be upper bounded aṡ
where ν = set S can be defined as
In S,ψ( z ) can be lower bounded by a constant δ ∈ R + as δ ≤ψ( z ). By further utilizing (25) , (32) can be written aṡ
For y(0) ∈ S, the linear differential equation in (33) can be solved as
Based on (34) and (25), the condition in Theorem 1, (23), can be restated as
Using this expression, the definition of y(t), and (6), an explicit bound on the tracking error e(t) can be derived as
V. EXPERIMENTAL PROTOCOL AND RESULTS
As previously stated, it is hypothesized that the consideration of the activation dynamics in the control development and the use of DSC would improve the control performance. To test this hypothesis and demonstrate the efficacy of the newly developed PID-DSC controller and the impact of the DSC component of the controller, it was experimentally compared with its predecessor, the PID-DC. The new controller was compared to the PID-DC because both controllers are feedback-based controllers that were developed for nonlinear musculoskeletal systems with input delays, used Lyapunov control methods, and because the Fig. 3 . Modified leg extension machine used in the experimental sessions. The load cell was used for the system identification experiments and the optical encoder was used for the tracking experiments. Fig. 4 . Visual representation of the three step data processing of the system identification experiments.
Step 1: Find the EMD value.
Step 2: Shift the measured force signal.
Step 3: Find the activation decay constant that produces the best fit.
PID-DC was developed under the assumption of no activation dynamics. These experiments were conducted on both legs of two able bodied subjects, referred to as A1 and A2 (two males; Ages: 21 and 27 years), and one leg of a subject with T10 AIS A paraplegia from an SCI, referred to as S1 (Age: 41), on a modified leg extension machine. Prior to any experimentation, an approval from the Institutional Review Board at the University of Pittsburgh was obtained. During the experiments, the able-bodied subjects were instructed to relax and refrain from voluntary interfering during the electrical stimulation. Both controllers require the EMD value and the new controller needs the activation decay constant for the activation state estimator. These values were determined using a simple system identification experiment.
The leg extension machine (LEM) was modified to hold the subject's leg in an isometric configuration for the system identification experiments or free configuration for the tracking experiments. As shown in Fig. 3 , a commercial exercise LEM (Body-Solid, USA) was instrumented with a load cell (Omega, USA), using a custom brackets, to measure the torque generated through NMES elicited contractions and an incremental optical encoder (Hengxiang, CN) with 1024 pulses per revolution resolution to measure the knee joint angle. A RehaStim 8-channel stimulator (Hasomed Inc., DE) was used to generate the current modulated biphasic pulse trains transmitted via a set of transcutaneous electrodes placed over the quadriceps muscle group. A current modulated pulse train with frequency of 35 Hz, which studies showed is the optimal frequency for NMES [42] , [43] , and a 400 μs pulsewidth, which is within the ranges typically reported during NMES studies [11] , [20] , [44] . The QPIDe (Quanser Inc., Ontario Canada) DAQ board was used to interface with the sensors and run the controller in real time at a control frequency of 1 kHz. The system identification and control algorithms were coded in Simulink (MathWorks Inc, USA) and implemented using the Quarc real-time software (Quanser Inc, Ontario, Canada) running on a Windows machine (Intel Xeon 3.10-GHz processor). The controllers were implemented by creating the signals needed for the control law, as shown by the control diagram shown in Fig. 2 , using only position feedback measured through the optical encoder and continuous time blocks, e.g., transfer functions, transport delays, and lowpass filters, and custom MATLAB script blocks. As mentioned earlier, the stimulation is limited to within a certain operating range, v min and v max , which was imposed in the Simulink program.
To identify the EMD value, τ , and the activation decay constant,ŵ, the subject was seated in the LEM in an isometric configuration and a step input was applied to the quadriceps. A three-step procedure was used to extract the parameters from the input signal and the force measurements, as seen in Fig. 4 . In the first step, the EMD value was determined by observing the difference in time from when the stimulation is applied to when the measured force begins to increase. In the second step, the normalized torque measurement was shifted by the EMD value to account for the EMD in the input. In the third step, assuming that the activation function is a first-order system, the activation time constant was identified by finding the time constant that produced the smallest error between the shifted normalized torque measurement and the normalized response of the first order system to a normalized step input.
After the necessary parameters were identified, the two controllers were tested on each subject to track a sinusoidal signal with a period of 4 s and alternating peaks. The desired trajectory was designed to start at the equilibrium position and oscillated between a minimum amplitude of 5
• and an alternating maximum amplitude of 50
• and 35
• . The alternating peaks were used to reduce the chance of the subjects anticipating the desired motion and subconsciously interfering with the performance of the controller. Each controller was evaluated in five consecutive trials for each combination of subject, leg, and controller. A rest period of 3 min was allotted in between the 30-s trials to prevent the subjects from fatiguing. Also, the subjects were not allowed to view the desired trajectory or the performance in real time.
A limitation of experimenting with NMES on human subjects is that the gain tuning procedure could only be done over a finite-time period as the muscles begin to fatigue and may cause subject discomfort. To bypass this limitation, the two controllers were tuned on a separate day to find an initial guess for the control gains. Then, before conducting the five trials for each controller, the controller was further tuned beginning at the initial guess for a short period of time until the error over a 10-s trial was minimized. The controllers were tuned using trial and error. The use of integral control can lead to windup in which the control input continues to increase. This controller has not address this issue but the bounding of the stimulation during implementation and the short trials negate this issue. The experimental results 1 for the tracking experiments are presented in Fig. 5 and Table I . To quantify the performance of each controller the root-mean-squared error (RMSE), rootmean-squared steady-state error (SSRMSE), and the root-meansquared current (RMSC), normalized by the body mass index of the subject to account for possible variance in subject size, are used as the metrics. The measured EMD, estimated activation time constant, average RMSE, average SSRMSE, and average RMSC are presented in Table I . The desired and actual positions, tracking error, and stimulation input for the best trial for each controller are shown in Fig. 5(a) and (b) . The best trial for the PID-DSC was on subject A1's right leg and resulted in an RMSE of 2.89
• and SSRMSE of 2.10
• and the best trial for the PID-DC was on subject A2's right leg and resulted in an RMSE of 3.14 • and SSRMSE of 3.22
• . In addition, the best trial for each controller on subject S1's left leg are shown in Fig. 6 . From the tabulated results, the PID-DSC produced smaller RMSE in four out of the five sets of data, and smaller SSRMSE in all five sets, however, the RMSC produced mixed results. A two sample paired t-test was performed to determine if the differences in the criteria were statistically significant at a 95% confidence level. The statistical analysis determined that the PID-DSC statistically outperformed the PID-DC in the RMSE (p-value = 3.12e-4) and SSRMSE (p-value = 1.49e-4) criteria but not in the RMSC (p-value = 6.29e-1) criterion. The mean of each criterion and its standard error for each controller are presented in Fig. 5(c) .
VI. CONCLUSION
In this paper, we presented a PID-based tracking controller for musculoskeletal systems with input delays in the activation dynamics. The controller uses a DSC structure to deal with the activation dynamics, which are cascaded to the musculoskeletal dynamics. Model-based estimators are used to estimate the unmeasurable activation states during real-time implementation.
In addition, a DC term was used to deal with the input delay in the activation dynamics. A Lyapunov stability analysis was performed to prove SGUUB tracking performance. The controller was experimentally validated on two able-bodied subjects and one subject with an SCI, and compared with its predecessor, the PID-DC, which is a PID-based controller that compensates for EMD but does not consider activation dynamics. A t-test statistical analysis was performed and determined that the PID-DSC outperformed the PID-DC at a 95% confidence level.
