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SIGNIFICANCE AND EXPLANATION
The mathematical equation studied here has been considered as a model for population genetics, combustion, and nerve conduction. A common feature to all of these phenomena is the existence of traveling vave solutions. These may correspond, for example, to the spread of an advantageous gene through a population or the propagation of electrical impulses in a nerve axon. Another common feature is the existence of a threshold phenomenon. In the nerve, for example, a small initial stimulus will not trigger an impulse. If the initial stimulus is greater than some threshold amount, however, a signal will propagate down the axon. In this case the signal quickly assumes a fixed shape and travels with constant velocity. Physiologically, it has been demonstrated that this shape and velocity is independent of the initial stimulus, as long as the stimulus is above threshold.
In this report we demonstrate that the mathematical model under consideration does indeed exhibit a threshold phenomenon. We also study how initial stimuli evolve into traveling wave solutions. In this paper we consider the pure initial value problem for the equation The results of this paper will be needed in a forthcoming paper when we treat the full system (1.2).
Our primary interest is to study the threshold properties of equation (1.1). That is, if the initial datum O(x5 is sufficiently small then one expects the solution of equation (1.1) to decay exponentially fast to zero as t + =. This corresponds to the biological fact that a minimum stimulus is needed to trigger a nerve impulse. In this case we say that (x) is subthreshold. One expects, however, that if (x) is sufficiently large, or superthreshold, then some sort of signal will propagate.
Threshold results for equation ( This last condition is needed in order to obtain sufficient a priori bounds on the derivatives of the solution of equation (1.1).
Note that in some sense x 0 determines the size of the initial datum. We expect, therefore, a signal to propagate if x 0 is sufficiently large. In order to be more precise we consider the curve s(t) given by ( 
1.4) S(t) -supfx:v(x,t) -a)
We say that the initial datum is superthreshold if s(t) is defined in ae and lim s(t) I
+.
In this paper we show that if x 0 is sufficiently large then Ax) t+ is indeed superthreshold.
Note that because f(v) is discontinuous we cannot expect the solution of equation Note that for the model we are considering it is trivial to give sufficient conditions for the initial datum to be subthreshold. In particular, if (x) < a for each x e a then, from the maximum principle (see [9] , page 159), v(x,t) < a in
Hence v satisfies the equation
vt v xx -v in R x+
From this it follows that Iv(.,t)l + 0 as t * a, and the initial datum is subthreshold.
We prove Theorem 1.1 by studying the curve s(t) given by (1.4 
where
is the fundamental solution of the linear differential equation t =*xx -4
Here we give a formal explanation of why this is true. We then show how to construct a solution of the initial value problem (1.1) given a smooth solution of the integral equation (1.5).
From assumptions 1.3(c) and (d) we expect that vx (x,t) < 0 in V + x R + In this case s(t) will be a well defined, continuous function for some time, say t e [0,T].
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it also follows that v >a for lxi < s~t) and v < a for lXI > 9(t). Let XGbe the indicator function of the act G ={(x,t):v(x,t) >a; 0 4 t 4 T1. Then, for 1x1 * s(t), v(x,t) siptisfies the inhomogeneous equation
with initial datum v(x,O) -P(x). Formally the solution of (1.6) can be written as
Setting x s at) in (1.7) we obtain (1.5). in A x (0,T). It alwo foll'jws from (1.7) that lim v(x,t) = p(x) for x e n. We now t+0 show that v(x,t) is differentiable whenever x =s(t).
First assume that I&I < s(T). Then v(E,T) satisfies the differential equation v T-v EC+ v
Multiplying both sides of this equation by X(X -F,t T ) and using the fact that
Assuming that lxi < s(t) we integrate this last equation for -S(T) < F~ < s(T), C( < <t-e, and let c +0 to obtain:
Next assume that E > s(TY. Then v(F,T) satisfies the differential equation:
We integrate this equation for S(T) < & < W, C < T < t -C and let c + 0 to
Similarly, for E < s(T) we obtain
Addinq (1.8a), (1.8b), and (1.8c), and using (1.7) we find that for t e (0,T) v(x,t) -v(-x,t) in R x (0,T). Therefore, (1.9) can be rewitten as
From this it follows that vx(s(t)-,t) -vx(s(t) ,t) for each t e (0,T).
//
In Section 2 we present some notation and prove a few preliminary results which are needed throughout the rest of the paper. In Section 3 we show that for some tine 
Now suppose that a(t) is a positive, continuous function defined for t e [0,T).
For values of t 0 and t which satisfy 0 4 t 0< t 4 T we define the operators: for all values of to and t such that 0 4 t 0 <t 4T.
Definition: Suppose that adt) is a positive uniformly Lipschitz continuous function defined in (0,T). We define adt) to be a lower solution in [0,T) if Assume that a(t) e C (0,T). Then Ca)(t) e C (0,T) and
-l(rT) + C(t) -C(t+ C) t a( r+ 0+ a(t) -(t+ c)
Passing to the limit we obtain (2.2).
I/
We conclude this section by finding sufficient conditions on the initial datum for there to exist lower and upper solutions. We assume throughout that the initial datum, o(x), satisfies the conditions (1.3). we first wish to prove that there exist positive constants 0 and r such that if x 0 > 0 then for some x e (x 0 r,x) the vertical line I 1 (t) =x is a lower solution on le.* The proof of this result is broken up into a few lemmas. The proof will be broken into two steps. First assume that t e (O,t 0 ). Then, using 2.2,
From this and (2.3) it will follow that for t e (O,t 0 ),
Now (2.4) is true because for T e fo,t):
The last inequality is true because x 0 > 8(c) ) 1. Therefore,
(e
2/2 -(c )/2t
0 0 e Now assume that t > t 0 Then,
we conclude from (2.4) that
and r a for lxi 6
Cx a j 0 for -6) 2 for x e me6i a --(x + 6) 2for x e (-6 ,-6)
Then there exists x e me 6 i such that the line t I (t) =xis a lover solution in e.
Proof: Because of our assumptions on sP(x) there exists a function sP ICx) such that Ca)
From these assumptions it follows that 0,(R) -a for some unique constant x > 6. Let * 1 (x,t) be the solution of (2.1) with initial datum 1 CxW. Since P(X) ), I(x) in le it follows from the maximum principle that *,Cx,t) > *,(x,t)
in R x Fe .
*we
show that a -*(;,t) 4 0(;)(t) for t e R. From this it follows that a -4(x,t) < a -*JX,t) 4 OVx)Ct) and hence the line X C t) is a lower solution in Te .
We wish to show that a -,(X't) 4 *Cx)Ct), or 1 (x,t) ;P a -*Cx)(t) for t e e 4 . Let g(x,t) -o 1 C(x) 0(;C)(t). We show, using a comparison argument, that 4(X,t) > g~x,t) in R x R* Since P,(R) -a this certainly implies the desired result.
In order to apply the maximum principle note that We now prove the existence of an upper solution.
Le_2.7:
There exists a linear function 2(t)
such that 12(0) -x. and 12(t) is an upper solution on t0,2 ] .
Proo____: Recall the function *(x,t) defined to be the solution of equation (2.1) with initial datum *(x,0) = (x). From assumptions (1.3d) and (1.3f) it follows that there exist positive constants 6 and 62 such that ,t(x,t)I < 2 and 4,J(x,t) <-61
in the region (y--) x and define 1 2 (t) by t2 W 4 +x 0 .
In order to show that Z (t) is a supersolution in (0,-1 consider the curve 2 2 S(t) defined implicitly by the equation
From Lemma 2.1 it follows that for t e (0,a), 2
@(I2)(t) > WOW() a -*(Mt),t) -t•
On the other hand,
Therefore, 0(1 )(t) <e(1 )(t) for t S (0. 
Note that a(x )(t) > £ 1 (t) for t e (O,t,+l). From Lemma 2.2 it follows that
0(a(x ))(tk+1) 0 ( 1 )(t +. From Lemma 2.1 it follows that
for t e (o,t k ) it follows that *a(x lIt) -C(a(x lIMtk 
///
In order to apply the theorem of A-zela and Ascoli to conclude that a subsequence of (0 (t)) converges uniformly to a continuous function we need to show that the in sequence {s (t)) is equicontinuous. We now prove this to be true if T is chosen n sufficiently small.
If T is chosen so that e T Let Msup X(tI(t) + I (),t -T) and E -min(i,T).
O <t4Tr
1
Since each function an(t) is plecewise linear it suffices to show that the derivatives s;(t) are uniformly bounded whenever they exist. We first find a lower bound on sa(t) for t e (0,T) and n 0,1,2....In fact, suppose that p is a positive integer such that pt < T. We show that s (t) ) 2 for each n and t e (0,p ) such that so(t) is defined.
Suppose that this is not true. Then there must exist positive integers m and
6
n such that I m < p, s'(t) < -2'
for some t e ((m -i)E,mf), and
for t < (m -11 . Since snlt) is piecewise linear we may assume n-1 .62 Im a2 < k that for some integer k, s'(t) -2 tfor t< t and 6nlt -2 n 6 1n' n 6 for t 6 (tk,tk+ ). We show that Vsn )'(t) -O(s n )'(t) >0 for t 6 ( tkctk+l). This immediately leads to a contradiction because
We first estimate (s n)'(t) for t e t tk 1). Using (2.2) it follows that:
lM-Iltl 
+ (T, T)

C0
Cii)
The right hand side is positive if for each T ( Cm - Therefore, *(n)'C(t) > 2ft 1 sn(t).
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We now show that e(sn)1(t) < 21M4E(t) for t e (tkltk+1). This is true because (S n )(t) = -*X(Sn(t),t)s'(t) -t sn(t),t)
We have therefore shown that (s n)'(t) > O(sn)'(t) for t e (tk,tk+l). As was mentioned earlier this leads to a contradiction. Hence, the uniform lower bound on s'(t) follows. Using a similar argument one can obtain a uniform upper bound on sB(t)o In fact, if P is chosen so that PE < T then one can show that I, + 6, s*(t) C 2 6-2) for each n and t e (O,Pt)
such that so(t) is defined (see [91
for'details). From our previous remarks this concludes the proof of the lemma. /// Since the sequence (a n(t)) is equicontinuous, and uniformly bounded by the lower 
Is(s)(t 0 ) -0(s) (t ) I(s)(t 0 ) -(S )t k)I + I( n)(t k ) -)(8n)(t ) + E)(sn)(t k ) -O(s) (t0 )1
Here k is chosen so that t 0 (tk,tk+l). a -*(c(t),t) > t for t e (M,t 0 ). On the other hand,
It follows from the construction of Sn(t) that 14(s n)(t) -0(an)(tk
for all t e le. Hence, e(a)(t) > (Ot) in (0,t 0 ), which contradicts the assumption that a(t) is a subsolution. A similar argument shows that it is impossible for B(O) < x 0 .
If (0) < N(0), then we must have ct(t) < 8(t) in (0,T). If not, we let to = inf{t:a(t) P 0(t)}. Then a(t ) = 8(t ) and a(t) < 8(t) in (O,t 0 ). Lemma 2.1 now implies that 8(a)(t 0 ) >8(8)(t 0), while Lemma 2.2 implies that 0(a)(t ) < *(8)(t 0).
Since a(t) is a subsolution and 8(t) a supersolution, we now have
(a) (t o ) 4 N(a)(t ) < 0(0) (t o ) 8(s) (t o < 9(a)(t ) •
This is an obvious contradiction.
Throughout the rest of the proof we assume that a(O) -8(0) = x 0 .
Suppose the lemma is not true, and let t 0 = infftc(t) > 0(t)}. Then, a(t) M 8(t) for t e fo,t 0 ]. This is because, if a(t) < 8(t) for some This, however, contradicts the assumption that n(t) is a lower solution.
We prove the lema by showing that there exists soe" t ) t o such that o t) > (t) and *(n)(t) < *(s)(t). This leads to a contradiction for the following reason. Since a(t) ) 0(t), and a(O) -0(0), it follows from Loama 2.1 that
8(c)(t) > e(B(t).
If it is also true that *(a)(t)
< O(B)(t), then, since B(t) is
an upper solution, 6(a)(t) < 0(0)(t) 4.e0()(t) < 0(a)(t). This, however, contradicts the assumption that c(t) is a lower solution on (0,T).
For t > t o , let e(t) a ct) -t). Choose
• to such that e(i) > 0 and To complete the proof of the lemma it remains to choose t so that [II] > 0. We
-(T)+(t) + f t o dr fB(T)+E(t) T.K(U()
A 2 (E) -{(CT):t 0 < T < i, -a(T) ( ( -B(T) + C(t))
(E,t)eA2 (t) 
On the other hand, X 2(t) -0 as t + t for the following reason. If sth that a(t) ( h(t) for all t < t, and a(t) -h(). Let B(t) = ((x,t):t 0 < t ( i h(t) ( x < 8(t) + £(t)). Then 
B(t) C A 1 (E), and ti(B(t)) --E(t)t. Therefore, (A1(i)) > e c(t)t.
On the other hand, (A 2 (t)) 4 2c(t)t.
It now follows that 
1IC k (t) 27
Let
and hence, r-(tkC k Mtk M tk) k E (t 1 .
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Letting
-t k it now follows that (III]> A1I(t k )(A1I(t k) -A2 (t k )(A 2(t k))
Therefore, [II] > 0, and the proof of the lemma is complete.
//
Note that because f(v) is discontinuous we cannot immediately apply the standard comparison theorems to solutions of Equation 1.1. We can, however, prove the following result which is an application of the preceding theorem. we now show that v 1 (x,t) C v 2 (x,t) in It x (0,T). First assume that x 0 a 2 (t). Then, since aI(t) • a 2 (t), it follows that v (a (t),t) C a -v2(a2(t),t). We also have that v,(x,t) < a and v 2 (x,t) < a for x > a 2 (t), t e (0,T). Therefore, for then both V 1 (x,t) and v 2 (x~t) are greater than the parameter a. Thus, they both satisfy the linear differential equation
vt -Vxxv + I
Since vI(aI(t),t) -a C v 2 (a(t),t) and -P(x) C V 2 (x), it follows that v (x,t) C v 2 (xt) for x e (0,II(t)), t e (0,T).
We have now shown that v 1 (xt) 4 v 2 (xt) in le x (0,T). Since Proof: For tj sufficiently close to t o we define the function a(t) as follows.
For t 4 t I let a(t) = s(t), and for t > t, define a(t) implicitly by 
0(s)(t + (t -t)) -*(s)(t O )
> -Ylt -tI
That is,
ot (0)(t) -ot0(sl(t 0 + (t -ill I -7It I -t 01(t -t ) I
On the other hand, from the definition of a(t), 
Note that (P n forms a Cauchy sequence. This is because if n > m, then Itn -tmIn < 2-n, and, therefore, Is'Ctn) -$s(t )I ( 4 1t -tm 4 -n Hence, P -lim Pnexists. We show that s'(t.) -P.
Let n >0 be given and choose n so that 2 
Therefore s*(t 0 ) = ~ 01 t t 0 .
-31-
Section 6. Threshold Results
We have so far proven the following result. In this section we find sufficient conditions on the initial datum, P(x), for s(t) to exist in e This is done by constructing a particular function P(x) which we show to be superthreshold. We then prove that if x 0 is sufficiently large then v(xT) > P(x) for some T. From Theorem 4.2 it then follows that o(x) is superthreshold.
In order to define P(x) note that the ordinary differential equation Then lia u(x,t) -I for each x e R.
t Proof: The proof is broken into two parts. We first show that lim v(x,t) -T(x) tw uniformly on each bounded interval where T(x) is the smallest solution of (6.1) which satisfies the inequality r(x) ) P(x) in R We then show that T(x) S 1. Note that for arbitrary n > 0 and (x,t) 8 R x g + ,
By means of the substitution a -t -n in the second integral on the right hand side of (6.3), u(x,t + n) can be rewritten in the form
Since u( ., ) + r(-) it follows from the monotone convergence theorem that
for each x e IL From this representation we conclude that T Is continuous. Since the convergence of the continuous functions u to T is monotone it follows from Dini's theorem that u + T uniformly on bounded intervals. We now show that T(x) satisfies the steady state equation (6.1) in 2.
First assume that jxj < R. We rewrite (6.4) as 
//
The following result completes the proof of Theorem 1.1. Since y < b ait follows that P~x) < q~x) for lxi < y. On the other hand, if
x e (y,b ) or x e (-b 8 ,-y) than P(x) < a < q(x).
We have now shown that for lxi < b 8 P~x) < q~x) < v(x,T). Finally, if lxi ), b 0 then P(x) -0 <v(x,T).
///
The following results will be needed in a later paper when we study the full system (1.2). 
