We consider the problem of inverting the transformation which consists in replacing a word by the sequence of its blocks of length N , i.e. its so-called N -block presentation. It was previously shown that among all the possible preimages of an N -block presentation, there exists a particular one which is maximal in the sense that all the other preimages can be obtained from it by letter to letter applications. We give here a combinatorial characterization of the maximal preimages of N -block presentations. Using this characterization, we show that, being given two subshifts of finite type X and Y , the existence of two numbers N and M such that the N -block presentation of X is similar to the M -block presentation of Y , which implies that X and Y are conjugate, is decidable.
Introduction
Sliding-block coding is a central transformation in Symbolic Dynamics, because they represent all possible dynamical factor maps between symbolic systems. The canonical sliding-block code of length N is the N th higher-block code, because any sliding-block code is a composition of a higher-block code and a letter-to-letter application [5] . It maps a given word to the sequence of its blocks of length N , its so-called N -block presentation. We call N -preimage of a word u every word of which the N th higher-block code is equal to u, up to a renaming of its letters. A preimage v of u is said maximal if all other preimages of u can be obtained through letter-to-letter maps from v. The existence of such a preimage for any block presentation was proved in [3] , which also provided a combinatorial characterization of N -block presentations. We study here some properties of preimages of block presentations. In particular, we give a combinatorial characterization of those which are maximal.
While the conjugacy between two SFT in the one-sided case is decidable [6] , it remains an open question in the two-sided case while being connected to many open problems [2] . Among related results, let us mention the decidability of conjugacy for tree-shifts of finite type [1] , or of strong shift equivalence [4] . We 1 introduce here the notion of direct conjugacy as follows: two SFTs X and Y are directly conjugate if two positive integers M and N exist such that X M = Y M up to a renaming of their letters. By using results obtained about preimages of block presentations, we prove the decidability of direct conjugacy between two SFTs. The rest of the paper is organized as follows. Section 2 presents the notations and definitions. Since [3] dealed only with single words, we adapt in Section 3 some of its notions and results about preimages of higher block presentations in order to deal with set of words. In Section 4, we show that preimages of higher block presentations cannot be composed in the general case but we characterize the situations in which it is possible. Section 5 presents our characterization of maximal preimages of N -block presentations. In the last section, we show that the direct conjugacy between SFTs is decidable by using results obtained on preimages in the previous sections.
Notation and definitions

Words and word sets
We put |S| for the cardinal of any finite set S. An alphabet A is a finite set of elements called letters or symbols. A word on an alphabet A is a finite, infinite or bi-infinite sequence of symbols in A. Each time it will need to be specified, we will talk about finite, infinite or bi-infinite words. Infinite (resp. bi-infinite) words are indiced on N (resp. Z). We put |w| for the length of the finite words w which are indiced from 0, i.e. w = w 0 . . . w |w|−1 . For two positions i ≤ j of w, w [i,j] denotes the subword of w which starts at position i and ends at j, namely w [i,j] = w i . . . w j . A prefix of w is a subword of the form w [0,i] , with i < |w|. Symmetrically, a suffix of a finite word w is a subword of the form w [i,|w| −1] with i ≥ 0.
We put
• A n for the set of the words of length n of A,
• A for the set of the finite words of A,
• A N for the set of the infinite words of A,
• A Z for the set of the bi-infinite words of A,
Z for the set of all words.
A word set on A is a set X ⊂ A ∞ which contains a finite or infinite number of words of any kind (i.e. finite, infinite or bi-infinite) on A. A language is a word set which contains only finite words. A language X on A is prolongeable if for all words w ∈ X, there exist two letters a and b in A such that awb ∈ X. For all positive integers N , X is N -prolongeable if for all words w of length N in X, there exist a letter a ∈ A such that aw ∈ X and a letter b ∈ A such that wb ∈ X. If a language is prolongeable then it is N -prolongeable for all positive integers N .
For all integers n, the set of the subwords of length n of a word set X is noted L n (X). We put L(X) for ∞ n=1 L n (X).
Let A and B be two alphabets. Maps from A to B are called projections and can be extended by concatenation to maps from A ∞ to B ∞ . Let X and Y be two word sets. We write X Y if there exists a projection ϕ such that ϕ(X) = Y . If we have both X Y and Y X then X and Y are said similar (i.e. they are equal up to renaming their letters). We then write X ∼ Y .
Subshifts
The shift map σ is the bijective map of A Z to itself which shifts all the sequences to the left. Namely, for all u ∈ A Z , we have:
A subshift is a subset X of A Z , thus a word set, which is both topologically closed and shift invariant, i.e such that σ(X) = X. If X is a subshift, then there exists a set F ⊆ A such that for every u ∈ A Z , the word u belongs to X if, and only if, L(u) ∩ F = ∅ [5] . The set F is called a forbidden language for X. Note that, since a subshift X contains only bi-infinite words, its language L(X) is always prolongeable.
A subshift X is said of finite type (SFT) if it admits a finite forbidden language. In this case, one can assume without loss of of generality that all the words of the forbidden language have a same length [5] . If they can be assumed to have length L + 1, we say that the SFT is L-step. Note that it is then also
If an L X -step SFT X and an L Y -step SFT Y are similar, then they are min{L X , L Y }-step SFTs.
N -block presentations
Let A be an alphabet and N an integer. By defining the N -block alphabet
for all words u ∈ A ∞ and all positions i of u such that i+N −1 is still a position of u. We use the notation [w] to avoid confusion between the finite word w and the corresponding letter [w] of the block alphabet.
The N -block presentation of X is X [N ] = Φ N (X) which is a word set over L N (X). By abuse, we will say that a word set Y is the N -block presentation of a word set X if Y is similar to X [N ] . The N -block presentation of a word set X is well defined if X contains only words of length greater or equal to N , a property which is assumed granted for all the word sets considered from now on.
For instance, the 3-block presentation of V = {babecbababecbededecb} is 
In particular, note that the finite-type property is preserved by higher-block presentation.
Remark 3. Let X be a subshift. If there exists a positive integer N such that
for all integers K ≥ 0 (actually X is periodic, i.e. is made of finitely many periodic words).
Characterization and preimages of N -block presentations
In order to deal with word sets, we have to adapt the definition of the equivalence relations used to characterize N -block presentations of single words in [3] . Let X be a word set on an alphabet A. For all k ∈ {0, 1, . . . , N − 1}, the relation r k,N X is defined for all symbols a and b by a r k,N X b if there exist a nonnegative integer n, a sequence c (0) , c (1) , . . . , c (n) of letters of A and a sequence s (1) , s (2) , . . . , s (n) of elements in {−1, 1}, which are such that
• for all integers 0 < i ≤ n, we have
For all integers 0 ≤ k < N , the relation r k,N X is an equivalence relation. We put R k,N X for the corresponding partition of A. and s (1) , s (2) , . . . , s (n) which satisfy the definition above. It is straightforward to prove by induction that, for all 0 < i ≤ n,
In particular, we get that a r 
For all 0 ≤ < N , we define the alphabet B as the set of N -uples
• for all 0 < i ≤ ,
By construction, if there exists 0 ≤ i < j < N and 0 ≤ m < N such that
as the letter-to-letter map which associates all symbols a ∈ A with the unique element (p 0 , . . . , p N −1 ) ∈ B such that a ∈ p k . Under the current assumption, the map which associates to all letters a ∈ A, the
otherwise.
By construction, for all a and
We emphasize that deciding if a given word set is a N -block presentation only relies on its set of subwords of length 2. In the case where a word set is actually an N -block presentation, its set of subwords of length 2 suffices for determining a projection leading to one of its preimages. This corollary ensures that any word set with an N -block presentation similar to X can be obtained by projection from ϕ N X (X) or from any word set similar to ϕ N X (X). We will (improperly) refer to any word set similar to ϕ N X (X) as "the" maximal N -preimage of X, which will be noted X 
Proof. Let us assume that there is a projection δ such that 
Composing maximal N -preimages
Remark 1 states that, for all positive integers M and N , the M -block presentation of the N -block presentation of a word set is similar to its (N + M − 1)-block presentation. We shall see that the situation is not that simple for the N -preimages.
Remark 4. Let N > 1 and M > 1 be two integers and X be a word set which is a (N + M − 1)-block presentation. The maximal N -preimage of X is not always an M -block presentation.
In order to illustrate Remark 4, let us consider the example where M = N = 2 and X = {1059213105947 6 89} ∼ V [3] with V = {babecbababecbededecb}. We have which ends the proof.
Characterizing maximal N -preimages
Definition 2. Let X be a word set. For all a ∈ A and all integers N > 1, the graph of order N of a with regard to X is the undirected graph G a,N X = (V, E) where
are pointed words of length N which occur in X, with the letter a at the pointed position;
are of the form {(i, u), (i − 1, v)}, where u and v are respectively prefix and suffix of a word of L N +1 (X) in which a occurs at the i th position.
By construction, the graph G a,N X
is N -partite ( Figure 1 ). A letter a ∈ L 1 (X) is N -connected with regard to X if the graph G a,N X is connected (in the usual sense). For instance, a is 3-connected with regard to V = {babecbababecbededecb} (Figure 1) . Lemma 1. Let X be a word set. For all letters a ∈ L 1 (X), we have that
Proof. The first assertion is plain since G a,1 X contains only the vertex (0, a) . In order to prove Assertion 2, let us first remark that if there is an edge
X . Reciprocally, since we made the implicit assumption that all words of X are longer than N , for all pairs of vertices (j, w) and (j , w ) of is not connected,
is connected and
Proof. Let us assume that G a,N X is not connected. It contains two vertices (i, u) = (j, v) which are not connected. Let us set
Vertices p and q are both in G
is connected, there exists a sequence of vertices ( 
Let us set:
• for all 0 < m ≤ n,
otherwise,
We have that r − o ≥ 1 and that (k
) and (k (m+1) , s (m+1) ) are not connected. Four different cases arise:
In Case 1 (resp. in Case 2), since the vertices (k (m) , s (m) ) and (k (m+1) , s (m+1) ) are not connected, they are not adjacent, which arises only if s (m) s
In Case 3 and since L(X) is (N − 1)-prolongeable, there exists a letter b ∈ L 1 (X) such that bs
and (k (m+1) , s (m+1) ), which implies that bs (m) or bs (m+1) does not belong to
, which ends the proof.
Remark 5. Let X be a word set and N be a positive integer. For all words w ∈ L N (X), all positive integers K and all integers 0 ≤ i < N , the graph G (2, cbe) 
and G
[ed],2 V [2] with V = {babecbababecbededecb}. Note that G 
and
[v] then there exist a non-negative integer n, a sequence [c (0) 
] of blocks of L N (X) and a sequence s (1) , s (2) , . . . , s
of elements in {−1, 1}, verifying
For all integers 0 ≤ i ≤ n, we have c
X . The vertices (k, u) and (k, v) are thus connected. Corollary 2. Let N > 1 be an integer, X be a word set, Y be the maximal N -preimage of X
[N ] and ψ be the projection from
For all a ∈ L 1 (X), the number of letters in ψ −1 (a) is equal to the number of connected components of G a,N X .
Proof. For all 0 ≤ k < N , we define the projection π Proof. The theorem follows from Corollary 2.
We will say that a word set X is "a maximal N -preimage" if it is the maximal N -preimage of its N -block presentation X [N ] .
Proposition 4. Let N > K be two positive integers and X be a word set. If for all subwords w ∈ L K (X) the graphs G
are connected then the maximal (N + K − 1)-preimage of X is a K-block presentation.
Proof. Let us assume that, for all subwords w ∈ L K (X), the graphs G [w] ,N −K+1 X [K] are connected. From Corollary 1, it follows that X
[K] is the maximal (N −K+1)-preimage of X [N ] , which is thus itself a K-block presentation.
Let's go back to the counter-example of Section 4 for which we observed that the maximal 2-preimage of V [3] is not a 2-block presentation. Proposition 4 ensures that it can occur only if there exists a subword w ∈ L 2 (V ) such that the graph G V [2] is not connected. We do observe in Figure 2 that the graph G
[be],2 V [2] is not connected.
Direct conjugacy between SFTs
In this section, we focus on word sets which are SFTs, and we prove the decidability of a strong form of conjugacy. are similar.
Direct conjugacy basically implies (topological) conjugacy.
Remark 6 ([5]
). Let X be an SFT and N a positive integer. A finite forbidden language for X [N ] can be computed in finite time from that of X.
Remark 7. Being given an integer N ≥ 0 and an SFT X represented by a forbidden language, the language L N (X) can be computed in finite time.
Proposition 5. Checking if two SFTs are similar is decidable.
Proof. We simply sketch the proof. From any (one-dimensional) SFT, we can easily compute a set of minimal forbidden patterns. Then it is not difficult to check all the alphabet bijections that send, when extended to words, each minimal forbidden pattern of the first one to one minimal forbidden pattern of the second one.
Lemma 3. Let X be a SFT. If X is L-step, then for all positive integers K and all words w ∈ L L (X), the graph G
Proof. Let us assume that there exists an integer K such that the graph G
is not connected, and that K is the smallest such integer. From Lemma 1-Item 1, we have that K ≥ 2.
Since the language L(X [L] ) is (K − 1)-prolongeable, Lemma 2 gives us that there exists a word w ∈ L 1 (X [L] ) K+1 such that
). In other words, there is a minimal forbidden pattern of length K + 1 ≥ 3, which contradicts the fact that X [L] is 1-step and thus that X is an L-step SFT (Remark 2).
