Abstract. Explicit closed forms are derived for the probability density function of the stable distribution Sα(β, γ, µ), α ∈ (1, 2]. Consequent asymptotic expansions are given. The expressions involve the Srivastava-Daoust generalized Kampé de Fériet hypergeometric S-function, the Fox-Wright generalized hypergeometric Ψ-function, and the Gauss hypergeometric function 2F1 .
Introduction and preliminaries
A random variable (r.v.) ξ is said to have the stable distribution if its characteristic function (CHF) is specified by [10, where α ∈ (0, 2], |β| ≤ 1, γ > 0 and µ ∈ R. We write ξ ∼ S α (β, γ, µ). The stable distribution class contains the Gaussian distribution (α = 2), the Cauchy distribution (α = 1, β = 0) and the Lévy distribution (α = 1/2, β = 1) as particular cases. The Landau distribution (α = 1, β = 1) and the dirac delta distribution (α ↓ 0, γ ↓ 0) are also contained as particular cases. Stable distributions have wide-ranging applications. Some of the application areas include the lighthouse problem, distribution of masses in space, random walks, hitting times for Brownian motion, fractional diffusions, stock prices, foreign exchange rates, value at risk, multiple assets, time series, signal processing, copulas, exponential power distributions, queueing theory, geology, physics, survival analysis and reliability, network traffic, computer science, biology and medicine, discrepancies, punctuated change, central pre-limit theorems, extreme values models, behavior of the sample mean and variance, and the appropriateness of infinite variance models. For discussion on these application areas and references, we refer the readers to [10, Chapter 2] .
Because of its wide applicability, it is important that the properties of ξ ∼ S α (β, γ, µ) are known explicitly. However, even the probability density function (PDF) of ξ has not been known explicitly except for the three particular cases of the Gaussian distribution (α = 2), the Cauchy distribution (α = 1, β = 0) and the Lévy distribution (α = 1/2, β = 1). There has been much development of approaches to compute the PDF numerically. We refer the readers to [19, 11, 3, 8, 9, 2, 12, 13, 14, 7, 6] . See also Lukács [5] , Zolotarev [20] , Uchaikin and Zolotarev [18] and [10, Chapter 3] .
The aim of this note is to derive an explicit closed form for the PDF of ξ ∼ S α (β, γ, µ) given by
where φ(t) is given by (1.1). According to [10, 
for suitably bounded values of |x|, where the parameters involved satisfy
We also need the Srivastava-Daoust generalization of the Kampé de Fériet hypergeometric function in two variables defined by [15, p. 199 ]
where the parameters satisfy
For convenience, we write (a) to denote the sequence of A parameters a 1 , . . . , a A , with similar interpretations for (b), . . . , (d ). Empty products should be interpreted as unity. Srivastava and Daoust [16, p. 155] reported that the series in (1.2) converges absolutely for all x, y ∈ C when
The complete set of conditions for convergence of the series S A:B;B C:D;D (x, y) is given in Srivastava and Daoust [16, pp. 154-155] . Finally, we also need the logconvexity property of the gamma function (a direct consequence of the Hölder inequality):
This inequality is sharp.
Main results
Theorem 1 derives an explicit closed form for the PDF of ξ ∼ S α (β, γ, µ). Some corresponding asymptotic expansions are given in Theorem 2.
the PDF of ξ can be expressed as
Proof. Consider
where Φ = tan(π 
This is equivalent to (2.1). Since ∆ 1 = 1 − 1/α and ∆ 2 = 0, a case not covered by Srivastava and Daoust [16] , the series convergence needs further study. Substituting 3) , we obtain the estimate
for all m, n ∈ N 0 := {0, 1, 2, . . .}. Applying (2.3) to (2.2), we deduce
The resulting power series' radii or convergence are ρ X = ∞ and
respectively. Therefore, the first one converges for all x ∈ R, while the second one converges for |Y |γ
The proof is complete.
Theorem 2. Assume α ∈ (1, 2] and |β tan(π
Moreover,
for all α ∈ (1, 2] and | β tan( 
Now, letting |β tan(π α 2 )| → 0 in (2.1), we see that Now, letting x → µ in (2.1) and calculating the real parts of the resulting special functions, we arrive at
where we have applied the Legendre duplication formula, Γ(2z) = 2
To reduce the sum to a Gauss hypergeometric function, 2 F 1 , we need the Pochhammer symbols (z) n = Γ(z + n)/Γ(z):
But, this is equivalent to (2.5) since 2 F 1 converges inside the open unit disc -note from Theorem 1 that
Zolotarev [20, p. 87, §2.4] reported on the following inequality for the kth derivative of the PDF of S α (β, 1, 0):
for some constant K(α). Zolotarev did not discuss the background or the sharpness of (2.6). The following theorem generalizes this inequality giving a functional upper bound for the modulus of the derivatives of f (x).
Proof. Following the proof of Theorem 1, we obtain:
Thus, 8) and (2.7) is proved, because the double series converges for the stated range of parameters.
Remark 1. Alternatively, separate the gamma-term with the aid of (1.3) into
Applying this estimate to the right hand double sum in (2.8), we conclude
The involved power series' have the same radii of convergence for all κ ∈ N 0 . This is not the case for the ones in the proof of Theorem 1.
can not be used to estimate (2.9) since the resulting confluent hypergeometric function, 1 F 0 , is defined only in the interval x ∈ (µ − γ, µ + γ) and the resulting Fox-Wright series, 1 Ψ 0 , is formal, converges only at βΦ = 0.
Discussion and final remarks
The following asymptotic expansion for the PDF of S α (0, 1, 0) (a 1 , . . . , a p ; b 1 
