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Introducción
El interés en los modelos de interacción espacial nace de la necesidad de entender
y explicar el movimiento de información, de capital, de bienes o servicios, o el flujo de
personas que viajan entre distintos destinos (Fischer & Wang, 2011).
La mayoŕıa de los modelos de interacción espacial que han sido presentados en la
literatura, se basan en la forma básica del principio de la ley de gravedad de Newton,
la cual describe la interacción de dos objetos que son atráıdos entre śı, teniendo en
cuenta el tamaño de cada una de sus masas, un factor de separación y el valor de una
constante (Newton, 1833). Los modelos de interacción espacial de datos también cuentan
con factores como el total de flujos que salen de un origen o que llegan a cierto destino
y un factor de la separación espacial entre ellos (por ejemplo, la distancia euclidiana o
el tiempo de arribo de cada viaje). A estos se les conocen como modelos doblemente
restringidos (Fischer & Wang, 2011).
La adopción del modelo de gravedad en el análisis de la interacción espacial es ha-
bitual y se remonta inicialmente a los trabajos emṕıricos de Carey (1877). El estudio de
la distribución de los viajes comprende un proceso en que se determina haćıa que o hacia
cuales zonas serán atráıdos los flujos producidos, teniendo en cuenta las caracteŕısticas de
cada una de estas. En la literatura hay varias propuestas metodológicas de estimación del
patrón de flujos. Entre otros, se han usado modelos con distribución logaŕıtmica normal
(Bailey & Gatrell, 1995), Poisson (Willekens, 1983; Flowerdew & Aitkin, 1982; Flowerdew
& Lovett, 1988) y Binomial Negativa (Fischer & Wang, 2011). El tratamiento de la
heterocedasticidad, ceros en la matriz de interacción espacial y de sobredispersión ha sido
ampliamente discutido en este contexto (Bailey & Gatrell, 1995; Burger et al., 2009).
Los modelos de gravedad están basados por lo general en una función de distancia
entre un origen i y un destino j. Estos suponen que el uso de la distancia elimina la
dependencia espacial. Tal especificación ha sido cuestionada entre otros por Curry (1972)
y LeSage & Pace (2008), quienes proponen modelos de gravedad teniendo en cuenta
los efectos de cercańıa entre oŕıgenes, destinos y oŕıgenes-destinos. Estos buscan incluir
la correlación espacial en los flujos. No tener en cuenta este aspecto podŕıa conducir a
modelos ineficientes (Doucet et al., 2014).
En el entorno colombiano se tiene como referencia el trabajo de Olariaga et al.
(2017). En este se realizan estimaciones del flujo de pasajeros usando el modelo de
gravedad, utilizando el PIB per cápita como variable exógena y la distancia como función
de decaimiento. Aśı mismo, en Henao et al. (2016), se aplica un modelo de gravedad para
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estimar los determinantes del comercio intraindustrial entre Ecuador, Estados Unidos,
México, Panamá, Venezuela, Perú, Brasil y Colombia. Avila (2017), usa el modelo de
gravedad para identificar los principales determinantes que influyen en la variación
del volumen de las exportaciones entre Colombia y algunos de sus socios económicos,
mediante el uso del PIB, el PIB per cápita y la distancia entre estos lugares. Cardenas
& Garcia (2004), emplean el modelo gravitacional como herramienta para comprobar si
a partir de la implementación del TLC entre Colombia y EE.UU. hubo crecimiento del
comercio bilateral entre estos páıses.
La aeronáutica civil de Colombia, con el fin de regular el transporte aéreo del páıs
y de propender por el desarrollo aeronáutico y aeroportuario, lleva a cabo el registro
del flujo de pasajeros entre aeropuertos. En este trabajo, se hace un análisis de esta
información con diferentes variantes del modelo de gravedad. También es usada para
evaluar la bondad de ajuste de otras estrategias estad́ısticas, que aunque conocidas, no
han sido aplicadas en ese contexto, como por ejemplo los modelos mixtos. Para identificar
posibles no linealidades e involucrar información espacio temporal que ayude en la
descripción y predicción del flujo de pasajeros, se hace uso de las técnicas de regresión no
paramétrica (Green & Silverman, 1993a). Por ultimo, se evalúan técnicas de modelación
funcional (Ramsay et al., 2005), con el propósito de involucrar información espacio
temporal de los flujos dentro el modelo de gravedad. El ajuste de todos los modelos
considerados, se realiza en el software (R Development Core Team, 2019).
El documento está organizado en dos partes. En la primera se presenta un marco
teórico que incluye modelos de interacción espacial (modelo de gravedad y de dependencia
espacial), modelos mixtos, no paramétricos y funcionales. En segunda instancia, con base
en los métodos mencionados, se hace un análisis de información correspondiente al flujo
de pasajeros aéreos en Colombia en el periodo 2004-2015. Finalmente, se dan conclusiones
espećıficas respecto a los datos estudiados y sobre las alternativas de modelación que
podŕıan considerarse a futuro.
CAPÍTULO 1
Modelo de Interacción Espacial
1.1. Modelo General de Interacción Espacial.
Los modelos de interacción espacial describen la forma en que interactúan poblaciones
distribuidas en una espacio geográfico determinado (Bailey & Gatrell, 1995). Se han
construido modelos que se relacionan con una amplia gama de fenómenos de interac-
ción espacial, por ejemplo, movimiento de personas, mercanćıas o información, llamadas
telefónicas, circulación de periódicos, cheques bancarios, entre otros (Willekens, 1983; Wil-
son, 1971; Wilson, 2010).
El esquema de interacción entre dos conjuntos de poblaciones es el siguiente (Fischer &
Wang, 2011):
• Un primer conjunto consiste en n zonas de origen, desde las cuales parten los flujos.
• Igualmente, el segundo conjunto consta de n zonas que denotaran los destinos, sobre
los cuales finalizan el recorrido los flujos.
Tales flujos se representan matricialmente como:
Y =

y1,1 . . . y1,j . . . y1,n
... . . .
... . . .
...
yi,1 . . . yij . . . yi,n
... . . .
... . . .
...
yn,1 . . . yn,j . . . yn,n
 , (1.1)
donde yij , i, j = 1, . . . , n, representa el flujo desde el origen i al destino j. En general
yij 6= yji. Se asume yii = 0. La matriz Y en (1.1) es cuadrada, aunque en algunos casos
puede no serlo, por ejemplo, cuando representa viajes de áreas residenciales a centros de
compras (Wilson, 1967).
El modelo general de interacción espacial se define como (Bailey & Gatrell, 1995):
1
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yij = µij + εij , (1.2)
donde yij , corresponde al flujo de pasajeros que se movilizan entre el origen i al destino
j, µij = E[yij ] es el valor esperado de las frecuencias de interacción entre i y j, y εij es
el error del modelo. µij es generalmente una función de las caracteŕısticas de los oŕıgenes
y destinos y de covariables en estos mismos. A continuación se muestran las técnicas de
modelación de la media de interacciones espaciales µij .
1.2. Modelo de Gravedad.
Carey (1877) propone inicialmente la relación entre la gravedad y la conducta del movi-
miento de las masas, planteando algunas analoǵıas f́ısicas a este comportamiento humano.
En particular, enfatiza la tendencia de la humanidad a “gravitar hacia su prójimo” e iden-
tifica los efectos directos de la masa (tamaño de la atracción) e inversos de la distancia. Sen
& Smith (2012), manifiesta que la analoǵıa formal con la f́ısica newtoniana fue propuesta
por primera vez por Young (1924), en su estudio sobre el movimiento de las poblaciones
agŕıcolas, quien observa que si bien la migración humana “no se presta a la formulación





donde k es una constante que indica la intensidad de atracción entre las dos masas, M es el
movimiento de la población, F es la intensidad de la atracción de cualquier otra comunidad,
y D es la distancia a la otra comunidad. El modelo (1.3) hace directa referencia al modelo
tradicional de la ley de gravedad de Newton (1833), donde la fuerza gravitacional Fij entre





con γ es una constante de atracción.
A partir de la analoǵıa con el modelo de gravedad de Newton (1833), Fothering-










• µij es una n×m matriz de flujos entre n oŕıgenes a n destinos.
• Vi es un n× p vector de p atributos de origen que describen la emisividad de i.
• Wj es un n× p vector de p atributos de destino que describen lo atractivo de j.
• d es una matriz n × n de los costos para superar la separación f́ısica entre i y j,
generalmente, la distancia o el tiempo entre las zonas.
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• k es un factor de escala (se debe estimar para garantizar que los flujos totales obser-
vados y pronosticados sean consistentes con los flujos observados).
• ω es un vector p×1 que representa el efecto de los p atributos de origen en los flujos.
• α es un vector p × 1 que representa el efecto de los p atributos de destino en los
flujos.
• β es un parámetro que representa el efecto de los costos de movimiento entre los
flujos.










El modelo (1.5) se basa en tres tipos de factores que permiten explicar las frecuencias
medias de interacción entre oŕıgenes y destinos (Fischer & Griffith, 2008):
• Factores espećıficos que caracterizan la capacidad de los oŕıgenes para generar flujos.
• Factores espećıficos que representan el atractivo de los destinos.
• Factores de origen y destino que caracterizan la forma en que la separación espacial
entre los oŕıgenes y los destinos restringe o impide la interacción.
El modelo (1.5) generalmente no es el más adecuado (Bailey & Gatrell, 1995), ya que
genera estimaciones, que cuando se suman por filas o columnas, resultan inconsistentes
con el número conocido de flujos entre oŕıgenes y destinos. Debido a esto Wilson (1971),
construye formas alternativas a este modelo, teniendo en cuenta restricciones respecto a
µij . Espećıficamente, usa el conocimiento acerca del flujo de interacción total que sale
desde un origen i y/o llegan a un destino j, por ejemplo, si se conoce el flujo total Oi, de
cada origen i, i = 1, . . . , n, entonces se puede plantear la restricción
n∑
j=1
µij = Oi = yi·. (1.6)
Similarmente, se podŕıa tener conocimiento acerca del flujo total Dj hacia cada destino j,
j = 1, . . . , n, y consecuentemente considerar la restricción
n∑
i=1
µij = Dj = y·j . (1.7)
Utilizando el marco de maximización de la entroṕıa (Landau & Lifshitz, 2013), Wilson
(1971) deriva una “familia” más informativa y flexible de modelos de interacción espacial,
en los cuales se reemplaza el valor de la constante de atracción k en (1.4) por un conjunto de
factores de “balance” o de “equilibrio” apropiados de acuerdo a las restricciones asumidas.
Conforme a esto, la familia de modelos de gravedad es la siguiente:
• Un primer caso es para el que no se tiene algún conocimiento acerca del total de
flujos que parten desde cada origen o llegan a cada destino. A este modelo se le
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conoce como modelo sin restricciones (Fischer & Wang, 2011). La única condición
especificada para este, es que las frecuencias de interacción media estimadas sean












El modelo sin restricciones corresponde a la ecuación (1.5). Utilizando la notación






, este modelo omite las entradas o salidas totales durante la estimación de los paráme-
tros.
• En un segundo caso, al modelo de gravedad (1.5) se le incorpora unicamente la












• Un tercer caso, es aquel en el que solo se incorpora en el modelo de gravedad (1.5)
la ecuación (1.7). A este modelo se le denota como modelo restringido al destino











Los modelos restringidos al origen y al destino conservan el número total de flujos
de entrada y salida, respectivamente, y por lo tanto son útiles para crear modelos
que asignen flujos a un conjunto de oŕıgenes o a un conjunto de destinos.
• Otra opción es incorporar en el modelo de gravedad (1.5) las restricciones (1.6) y
(1.7). Este se conoce como modelo doblemente restringido:









con Oi que es un vector n × 1 acerca del número total de flujos que provienen del
origen i, Dj es un vector n× 1 del número total de flujos que provienen del destino
j, Ai es un vector n× 1 de los factores de equilibrio de origen que garantiza que los
flujos totales se conserven en los flujos pronosticados y Bj es un vector n× 1 de los
factores de equilibrio de destino que garantiza que los flujos totales se conserven en
los flujos pronosticados.
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El modelo doblemente restringido, conserva tanto los flujos de entrada como los de salida
en cada ubicación durante la calibración del modelo.
Oshan (2016), afirma que la información explicativa provista por cada modelo está
dada por la cantidad de parámetros. El modelo sin restricciones ofrece la mayor infor-
mación, seguido de los dos modelos con restricciones únicas y por ultimo, el modelo
doblemente restringido que proporciona la menor información. El poder predictivo del
modelo crece a medida que aumenta la información incorporada (es decir, flujos totales
entrantes o salientes) (Fotheringham & O’Kelly, 1989).
1.2.1. Modelo de Interacción Espacial con Respuesta Log-Normal
Tomando logaritmo en el modelo de gravedad no restringido (1.5), se obtiene el modelo
de interacción espacial log-lineal no restringido (Willekens, 1983):
ln(yij) = k + ω ln(Vi) + α ln(Wj)− β ln(dij) + εij , (1.14)
con εi ∼ N(0, σ2ε ).
Raymer (2007), muestra como una tabla de flujo de migración de origen a destino pue-
de desagregarse en 4 componentes separados: uno global que denota el nivel de migración,
un componente de origen que caracteriza los empujes correspondientes a cada región, otro
asociado a los destinos que simboliza el nivel relativo de atracción hacia una región y un
componente de “ interacción ” origen-destino que representa la distancia f́ısica o social
entre los lugares no explicados por los otros tres componentes. Los modelos de interacción
espacial log-lineal restringida, se logran incluyendo efectos fijos para los oŕıgenes (restrin-
gidos por la producción), o efectos fijos para los destinos (restringidos por la atracción)
o ambos (doblemente restringidos). Willekens (1983) afirma que el modelo log-lineal en
(1.14) tiene por varias razones potencial para el estudio de la interacción espacial:
1) Es una forma equivalente de los modelos tradicionales de interacción espacial como
el modelo de gravedad y de maximización de la entroṕıa (Bailey & Gatrell, 1995).
2) Ayuda a centrarse en toda la estructura de datos en lugar de los elementos indivi-
duales.
3) Los parámetros del modelo logaŕıtmico tienen una interpretación estad́ıstica directa,
cada uno representa una proporción de interacción particular.
4) Clarifica y simplifica las estimaciones de los flujos de interacción espacial. Los valores
de flujo pueden representarse completamente mediante un producto de efectos de
interacción, lo que implica que el problema de estimación de los flujos de interacción
espacial es equivalente a incluir los efectos apropiados en el modelo de flujo. En
consecuencia, la estimación y el análisis estructural tienen mucho en común. Si ciertos
efectos no pueden derivarse de datos conocidos, se calculan a partir de otros conjuntos
de datos. El modelo log-lineal permite la identificación de la contribución de cada
uno de los conjuntos de datos a las estimaciones finales.
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1.2.1.1. Estimación por Mı́nimos Cuadrados. Modelo Logaŕıtmico Normal
Utilizando el modelo (1.12), Fischer & Wang (2011), proponen tomar el logaritmo
para estimar los parámetros por mı́nimos cuadrados ordinarios. Este enfoque tiene dos
inconvenientes. Primero, la regresión produce estimaciones de los parámetros basadas en
los logaritmos de la interacción y de las variables explicativas, no de las interacciones
y las variables mismas. Efectos adversos de esta suposición sobre el número total de
flujos se analizan en Flowerdew & Aitkin (1982). Segundo, de acuerdo a Fischer & Wang
(2011), si se desea estimar los parámetros del modelo de regresión log normal, esto se
podrá justificar si los flujos yij fueran independientes y distribuidos logaŕıtmico normal
con varianza constante. Este supuesto es evidentemente no valido (Fischer & Wang, 2011,
pág 53), ya que los flujos yij son recuentos discretos cuya variación es muy probable que
sea proporcional a su valor medio. Bailey & Gatrell (1995, pág 353) discuten como los
mı́nimos cuadrados ignoran la naturaleza discreta de los flujos yij . Por tales afirmaciones,
las estimaciones de regresión por mı́nimos cuadrados ordinarios y sus errores estándar
pueden verse seriamente distorsionados.
En algunos casos puede ocurrir que yij = 0, tal situación refleja la ausencia de flu-
jo de la zona i a la zona j. Esto limita el uso del modelo. La solución en estos casos es
sumar una constante pequeña a estos flujos.
1.2.2. Modelo de Interacción Espacial Log-lineal con Respuesta Poisson
Oshan (2016), muestra un listado de limitaciones del modelo de gravedad logaŕıtmico
normal:
• Los flujos son recuentos de personas u objetos y deben modelarse de manera discreta.
• No se distribuyen normal.
• Predicciones sesgadas debido al uso de estimaciones para el logaritmo de los flujos
en lugar de flujos reales.
• El tratamiento de ceros.
Como alternativa, Flowerdew & Aitkin (1982) y Flowerdew & Lovett (1988), proponen la
especificación de regresión log-lineal de Poisson para la familia de modelos de interacción
espacial. Esta especificación supone que el número de flujos entre i y j se extrae de
una distribución de Poisson con media λij = µij , donde λij se supone que está ligado
logaŕıtmicamente a la combinación lineal de variables (Oshan, 2016).
Al tomar exponencial de ambos lados de la ecuación (1.14) se produce el modelo
de gravedad lineal de Poisson no restringido,
yij = exp(k + ω ln(Vi) + α ln(Wj)− β ln(dij) + εij). (1.15)
Como se mencionó, utilizando efectos fijos para los factores de equilibrio en las ecuaciones
(1.10), (1.11), (1.13), las variantes restringidas de la familia de modelos de interacción
espacial se pueden especificar como:
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• Restringido al Origen:
yij = exp(k + ωi + α ln(Wj)− β ln(dij) + εij). (1.16)
• Restringido al Destino:
yij = exp(k + ω ln(Vi) + αj − β ln(dij) + εij). (1.17)
• Restringido al Origen y Destino:
yij = exp(k + ωi + αj − β ln(dij) + εij). (1.18)
dónde k, ω, Vi, α, β, dij y εi. ωi son definidos en la sección (1.2) quienes alcanzan los
mismos resultados que los que incluyen factores de equilibrio (Tiefelsdorf & Boots, 1995).
Observe que k en (1.15) a (1.18) es la intersección estimada y debe ser incluida en
estos modelos log-lineales para asegurar que el número total de flujos se conserve, a pesar
de no ser incluido en los modelos de máxima entroṕıa (Bailey & Gatrell, 1995) donde esté
impĺıcita tal conservación (Oshan, 2016).
El uso de la regresión Poisson representa la naturaleza discreta de los flujos y satisface
las limitaciones 1) a 4) (dadas al inicio de la sección 1.2), puesto que no se requiere tomar
el logaritmo de µij . El uso de efectos fijos dentro de la regresión Poisson para calibrar el
modelo doblemente limitado, evita la necesidad de un cálculo iterativo de los factores de
equilibrio necesarios en métodos de calibración como el de máxima entroṕıa (Fotheringham
& O’Kelly (1989)).
1.2.2.1. Estimación por Máxima Verosimilitud para el Modelo Poisson.
La estimación por máxima verosimilitud de los parámetros del modelo de interacción
espacial (1.12) resulta ser más apropiada que la estimación por mı́nimos cuadrados (Fischer
& Wang, 2011). La suposición más común es que los flujos yij son variables aleatorias
distribuidas Poisson y su función de probabilidad viene dada por (Fischer & Wang, 2011):




usando la especificación funcional dada por Fischer & Wang (2011, pág 50) para los
parámetros del modelo de interacción (1.12), se tiene que
A(i) = A(i, ω) = (Ai)
ω, i = 1, . . . , n,
B(j) = B(j, α) = (Bj)
α, j = 1, . . . , n,
y
f(dij) = f(dij , β) = f(dij)
−β,
donde Ai, Bj y β corresponden a los definidos en (1.13). Su media y su varianza están
dadas por
µij = E[yij |A(i)B(j)f(dij)] (1.20)
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y
var[yij |A(i)B(j)f(dij)] = E[yij |A(i)B(j)f(dij)].
Asumiendo que cada yij está distribuido Poisson y que son independientes, la función de
verosimilitud de (1.9) está dada por:









Los valores Â(i, ω),B̂(j, α) y β̂ de A(i, ω),B(j, α) y β que maximizan (1.21) son llamados
estimaciones de máxima verosimilitud.
Aunque (1.21) puede no ser válida, ya que los flujos yij no son estrictamente indepen-
dientes y además una distribución Poisson puede no reflejar adecuadamente el grado de
variación presente en muchos datos del mundo real (Bailey & Gatrell, 1995, pág 353).
Ante esto se presume una distribución Binomial Negativa.
1.2.3. Modelo Binomial Negativo. Problema de Sobredispersión.
Para los datos de flujo de origen a destino yij , la varianza usualmente excede a la media.
Tal problema se le conoce como sobredispersión (Bailey & Gatrell, 1995). La equidispersión
constituye un supuesto básico, es decir, se asume que
V ar(Y ) = σ2E(Y ),
donde el parámetro de dispersión σ2 = 1. La sobredispersión ocurre cuando
V ar(Y ) > σ2E(Y ),
es decir σ2 > 1. Esta tiene consecuencias cualitativamente similares al fracaso de la
homocedasticidad en el modelo de regresión lineal. Como muestra Fischer & Wang (2011,
pág 57), es importante controlarla, ya que conduce a errores de interpretación de la
varianza y de las estad́ısticas del modelo (para una mayor discusión ver Cameron et al.
(2013, pág 670).
El modelo paramétrico estándar que tiene en cuenta la sobredispersión es el binomial
negativo (Fischer & Wang, 2011),
h[yij |µij , δ] =










donde α = δ−1 y Γ(.) denota la función Gamma (Fischer & Wang, 2011, p 58). El primer
y segundo momento dados por
E[yij |µij , α] = µij
y
var[yij |µij , α] = µij [1 + αµij ].
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El modelo permite la sobredispersión (α > 0) y la subdispersión (α < 0). Si α = 0 se
reduce al modelo Poisson de las ecuaciones (1.19) y (1.20).
La función de verosimilitud para el modelo (1.22) se da en Fischer & Wang (2011).
1.2.4. Bondad de Ajuste en Modelos Lineales Generalizados.
Para los modelos lineales generalizados mostrados en las secciones anteriores, la bondad
del ajuste se puede evaluar de distintas formas, entre las que se destacan (McCulloch &
Neuhaus, 2014):
• Función ó estad́ıstico de desviación:
D(y; µ̂) = 2 {l(y; y)− l(µ̂; y)} .
que es la distancia entre el logaritmo de la función verosimilitud del modelo saturado
(con n parámetros, uno por observación) y el modelo que se está investigando. Un
valor pequeño de la desviación indica que para un número menor de parámetros,
se obtiene un ajuste tan bueno como cuando se ajusta el modelo saturado. Para
probar lo adecuado de un modelo lineal generalizado, el valor de la desviación debe
ser comparado con el percentil de alguna distribución de probabilidad referente,
espećıficamente una chi-cuadrado
D(y; µ̂) ∼ Xn−p.
• Coeficiente de determinación R2: Esta medida es definida como la reducción pro-
porcional en la incertidumbre, debido a la inclusión de los regresores. Bajo ciertas
condiciones también puede ser explicada como la varianza explicada por el modelo
ajustado.
R2 = 1− D(y; µ̂)
D(y; µ̂0)
, (1.23)
donde D(y; µ̂) y D(y; µ̂0) son las funciones de desviación del modelo ajustado y
nulo (modelo simple que se usa como referencia) , respectivamente, y se verifica que
0 ≤ R2 ≤ 1.







donde V (µ̂i) es la función varianza estimada para la distribución de la variable
respuesta.
• El criterio de información de Akaike (AIC, por sus siglas en ingles). Se define como:
AIC = k − 2ln(L̂),
donde k es el número de parámetros en el modelo estad́ıstico y L̂ es el máximo valor
de la función verosimilitud para el modelo estimado. Dado un conjunto de modelos
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candidatos el preferido es el que tiene el valor mı́nimo en el AIC. Este criterio no
sólo recompensa la bondad de ajuste, sino también incluye una penalidad, que es
una función creciente del número de parámetros estimados.
1.3. Modelo de Dependencia Espacial
En el contexto de la interacción espacial, asumir dependencia espacial implica que
las caracteŕısticas de oŕıgenes y destinos cercanos afectan a los flujos. Los modelos de
la sección (1.2), no consideran este aspecto, ya que solo tienen en cuenta la distancia
como separador espacial. Esto puede producir estimaciones ineficientes de los coeficientes
(Doucet et al., 2014). A continuación, se muestra una revisión de métodos que podŕıan
ser utilizados para solventar estos inconvenientes.
La idea de dependencia espacial en los modelos de gravedad ha sido considerada
por varios autores entre otros pueden consultarse los trabajos de Curry (1972), Dubin
(2003), Griffith (2007), LeSage & Pace (2008), Doucet et al. (2014) y Margaretic et al.
(2017).
Básicamente, se propone incluir en el modelo de interacción espacial errores auto-
correlacionados. Espećıficamente LeSage & Pace (2008), proponen trabajar con la forma
matricial del modelo de interacción sin restricciones (1.15), vectorizando la información
















x1,1 . . . x1,k
... . . .
...
xi,1 . . . xi,k
... . . .
...
xn,1 . . . xn,k
 ,
donde N = (n2×1), se incluye información de una variable explicativa Xn×K , que contiene
k caracteŕısticas de los n oŕıgenes y destinos.
Para la construcción del modelo se repite X n veces, para crear una matriz Xd de
tamaño n× k, que contiene las caracteŕısticas de los destinos usando Xd = in⊗X, donde
in es un vector de unos. Similarmente, se define la matriz N × k de caracteŕısticas de
los oŕıgenes Xo = X ⊗ in. De igual forma que la matriz de flujo X en (1.1), se vectori-
za la matriz de distancias d, definida en la sección (1.2), como el vector d de tamaño N×1
La forma matricial del modelo de interacción espacial sin restricciones es
Y = αiN + Xdβd + Xoβo + γd + ε, (1.24)
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en el que:
• Y es un vector de tamaño N × 1 de flujos origen-destino.
• Xd es una matriz de tamaño N × K de variables espećıficas de los destinos que
caracterizan lo atractivo de las zonas de destino.
• Xo es una matriz de tamaño N × K de variables espećıficas de los oŕıgenes que
caracterizan la habilidad de las zonas de origen para producir flujos.
• βd un vector de tamaño k × 1 que refleja los efectos de los destinos.
• βo un vector de tamaño k × 1 que refleja los efectos de los oŕıgenes.
• d es un vector de tamaño N × 1 de las distancias entre oŕıgenes y destinos.
• γ es un parámetro escalar de sensibilidad que provine de la función de potencia y
refleja los efectos de la distancia.
• iN es un vector de unos de tamaño N .
• α parámetro de términos constantes acerca de iN .
• ε es un vector perturbaciones de tamaño N × 1 donde ε ∼ N(0, σ2IN ).
Griffith & Jones (1980), indican que los flujos provenientes de ciertos oŕıgenes son
aumentados o disminuidos por la influencia de los flujos producidos por los oŕıgenes
vecinos. Aśı mismo los flujos asociados con ciertos destinos aumentan o disminuyen de
acuerdo a la influencia de los destinos vecinos.
El modelo de dependencia espacial se utiliza cuando la variable dependiente muestra
autocorrelación espacial. De no tenerse en cuenta, las estimaciones de parámetros serán
sesgadas. Para capturar la autocorrelación espacial en un modelo log-normal se agrega
una variable independiente y se especifica como un retraso espacial de la variable depen-
diente. LeSage & Pace (2009), aumentan el modelo de gravedad (1.24) usando tres tipos
de dependencia espacial:
• Basada en el origen, la cual indica de que las fuerzas que conducen a los flujos
desde cualquier ubicación de origen a un destino en particular pueden generar flujos
similares desde las ubicaciones cercanas al origen.
• Basada en el destino, indica la intuición de que las fuerzas que conducen a los flujos
de un origen a un lugar de destino pueden crear flujos similares a las ubicaciones de
destino cercanas.
• Basada en el origen-destino, que es una combinación de dependencia basada en el
origen y en el destino.
LeSage & Pace (2008) especifican un proceso espacial autorregresivo de primer orden que
rige la variable de interacción espacial Y. Tal enfoque conduce a una extensión autorre-
gresiva espacial del modelo (1.24) teniendo en cuenta los tres tipos de dependencia.
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1.3.1. Matriz de Pesos Espaciales.
Un aspecto crucial en el tratamiento de modelos autocorrelación o asociación espacial
es la determinación del vecindario relevante de un área determinada, es decir, aquellas
unidades de área que rodean a cada punto particular.
Margaretic et al. (2017) especifican la matriz de pesos espaciales W de tamaño n× n,
como una matriz de vecindades no negativa, con elementos wij > 0 si la zona i es vecina
con la zona j y
∑n
j=1wij = 1. Los elementos wij representan una medida de proximidad
entre cualquier par de zonas o ciudades i y j. Dicha medida puede ser calculada con alguno
de los siguientes criterios:
• wij si el centro del origen i se encuentra a una distancia determinada del destino j
o wij = 0 en caso contrario.
• wij si el origen i comparte frontera con el destino j y en caso contrario wij = 0.
• wij = Iij/Ii, donde Iij es la longitud de la frontera entre el origen i y el destino j y
Ii es el peŕımetro del origen i.
• wij = dij , con dij como la distancia de los centros de i y j.
La forma de la matriz de pesos espaciales es
W =

w11 . . . w1j . . . w1n
... . . .
... . . .
...
wi1 . . . wij . . . win
... . . .
... . . .
...
wn1 . . . wnj . . . wnn
 (1.25)
Siguiendo las condiciones dadas en LeSage & Pace (2008), la matriz de pesos espaciales
Wn×n se utiliza para construir las matrices estandarizadas por filas Wo de tamaño N×N
tal que Wo = W ⊗ In e igualmente para construir la matriz Wd de tamaño N × N tal
que Wd = In ⊗W, donde:
Wo =

w11 . . . w1j . . . w1n
... . . .
... . . .
...
wi1 . . . wij . . . win
... . . .
... . . .
...
wn1 . . . wnj . . . wnn
⊗

1 0 . . . 0




0 . . . 0 1
 =

w11In . . . w1jIn . . . w1nIn
... . . .
... . . .
...
wi1In . . . wijIn . . . winIn
... . . .
... . . .
...





1 0 . . . 0




. . . 0
0 . . . 0 1
⊗

w11 . . . w1j . . . w1n
... . . .
... . . .
...
wi1 . . . wij . . . win
... . . .
... . . .
...
wn1 . . . wnj . . . wnn
 =

1W 0W . . . 0W




. . . 0W
0W . . . 0W 1W

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Wd =

W 0n . . . 0n




. . . 0n
0n . . . 0n W
 (1.26)
La matriz Wo se utiliza para formar un vector de retraso espacial Woy que captura
la dependencia espacial basada en los oŕıgenes. Equivalentemente la matriz Wd se utiliza
para formar un vector de retraso espacial Wdy que captura la dependencia espacial
basada en los destinos.
Por último, se construye una matriz de retraso espacial para la variable dependien-
te usando una matriz de tamaño N × N tal que, Ww = W ⊗W utilizada para formar
un vector de retraso espacial Wwy que capture la dependencia espacial basada en los
oŕıgenes-destinos, quien además refleja un promedio de flujos desde las vecindades a un
origen a las vecindades a un destino (Margaretic et al., 2017).
1.3.2. Especificaciones sobre los Modelos de Dependencia Espacial.
LeSage & Pace (2008) establecen varios modelos considerando diversas restricciones
sobre el coeficiente de correlación ρi, i = o, d, w entre los cuales están:
Modelo 1 La restricción ρo = ρd = ρw = 0 produce el modelo (1.24), donde no existe
dependencia autorregresiva espacial.
y = αin + Xdβd + Xoβo + γg + ε
′. (1.27)
Modelo 2 La restricción ρo = ρw = 0 produce el modelo basado en una sola matriz
de pesos Wd, la cual refleja la dependencia espacial autorregresiva basada
en el destino.
y = αin + ρdWdy + Xdβd + Xoβo + γg + ε
′. (1.28)
Modelo 3 La restricción ρd = ρw = 0 produce el modelo basado en una sola matriz
de pesos Wo, la cual refleja la dependencia espacial autorregresiva basada
en el origen.
y = αin + ρoWoy + Xdβd + Xoβo + γg + ε
′. (1.29)
Modelo 4 La restricción ρo = ρd = 0 produce el modelo basado en una sola matriz
de pesos Ww, la cual refleja la dependencia espacial autorregresiva basada
en el origen-destino.
y = αin + ρwWwy + Xdβd + Xoβo + γg + ε
′. (1.30)
Modelo 5 El modelo no restrictivo, que involucra las tres matrices Wo, Wd y Ww.
y = αin + ρoWoy+ ρdWdy+ ρwWwy+ Xdβd + Xoβo + γg + ε
′. (1.31)
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Restricciones apropiadas sobre ρo, ρd y ρw pueden producir modelos más especializados.
1.3.3. Función de Verosimilitud para el Modelo de Dependencia Epacial
La función de verosimilitud para el modelo de interacción espacial (1.31) dado por
Fischer & Wang (2011), con respecto a los parámetros α, βo, βd y, γ y σ
2 tiene la siguiente
forma:
lnL(ρo, ρd, ρw) = k + ln|IN − ρoWo − ρdWd − ρwWw| −
N
2
lnT (ρo, ρd, ρw),
en el cual T (ρo, ρd, ρw) representa la suma de cuadrados del error expresada como una
función de los parámetros escalares ρi, i = o, d, w solo después de estimar los parámetros
α, βo, βd y, γ y σ
2. k denota una constante que no depende de ρo, ρd, ρw (LeSage &
Pace, 2008, p. 955).
Estimaciones del modelo basadas en una única matriz de ponderaciones espaciales
Wo,Wd,Ww pueden obtenerse utilizando máxima verosimilitud con un enfoque numérico
(Fischer & Wang, 2011).
1.3.4. Prueba de Autocorrelación espacial.
La autocorrelación espacial es la correlación atribuible estrictamente a la proximidad
en el espacio geográfico (Fischer & Wang, 2011). Tobler (1970), resume este concepto en
la primera ley de Tobler, que establece que “todo está relacionado con todo lo demás, pero
las cosas cercanas están más relacionadas que las cosas distantes.”
1.3.4.1. Índice de Autocorrelación de Moran.
El ı́ndice de Moran (1950), es una medida de autocorrelación espacial, que indica el














• n es el número de áreas o ciudades en la muestra.
• zi corresponde al valor u observación de la variable de interés de la región i.
• z̄ denota el promedio de los valores z.
• Wij matriz de pesos espaciales (Fischer & Wang, 2011).
Valores alrededor de cero indican que no hay evidencia para rechazar la hipótesis de
aleatoriedad espacial. En (Schabenberger & Gotway, 2004) se muestra como probar la
hipótesis formalmente asumiendo normalidad. Otras alternativas basadas en métodos de
Monte Carlo pueden ser también usadas.
CAPÍTULO 2
Algunos Modelos de Regresión Paramétrica y no
Paramétrica.
En este capitulo se hace una revisión sucinta del modelo lineal mixto, de modelos de
regresión no paramétrica y modelos de regresión funcional. En el capitulo 3 se explora su
uso en la modelación de datos de interacción espacial.
2.1. Modelos Lineales Mixtos
En general, los modelos lineales mixtos extienden el modelo lineal
Y = Xβ + ε, ε ∼ N(0, Iσ2).
al caso de efectos aleatorios (Laird & Ware, 1982) a través de
Y = Xβ + Zu + ε, (2.1)
u ∼ N(0, D̃), ε ∼ N(0,R), Cov(ε,u) = 0,
en el que
Y = [Y′1, . . . ,Y
′
n]




ε = [ε′1, . . . , ε
′
n]




Z = diag(Z1, . . . ,Zn), D̃ = diag(D1, . . . ,Dn), R = diag(R1, . . . ,Rn).
ε es el error del modelo y se asume que es independiente de u. βp×1 y uq×1 son parámetros
de efectos fijos y de efectos aleatorios, respectivamente. X y Z son matrices covariables
asociadas a los efectos fijos y a los efectos aleatorios, respectivamente. D̃ y R son los
componentes de varianza del modelo.
Bajo las consideraciones anteriores se tiene que
E[Y] = Xβ.
Cov(Y) = ZD̃Z′ + R.
15
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En general, se asume que mediciones repetidas de diferentes sujetos son independientes y
se correlacionan solo cuando provienen del mismo sujeto (Wu & Zhang, 2006).
2.1.1. Estimación y Predicción en Modelos Lineales Mixtos.
La inferencia para β y ui, i = 1, 2, . . . , n en el modelo general (2.1) es basada en máxi-
ma verosimilitud o mı́nimos cuadrados generalizados (Wu & Zhang, 2006) y se obtienen
minimizando





iD−1ui + log|D|+ log|Ri|}.
(2.3)
Dado que los bi son vectores de parámetros de efectos aleatorios (2.3) no es una log-
verosimilitud convencional. A esta se le denota como una log-verosimilitud generalizada
(LVG) de los parámetros β, ui. Minimizar el criterio LVG (2.3) es equivalente a solucionar
(Harville, 1976) [
X′R−1X X′R−1Z











donde y, u, X, Z, D̂ y R son definidos en (2.2). Usando álgebra matricial se tiene que
β̂ = (X′V−1X)−1X′V−1Y,
û = DZ′V−1(Y −Xβ),
con Vi = ZiDZ
′
i + Ri y V = diag(V1, . . . ,Vn), las matrices de covarianza de β̂ y û (Wu
& Zhang, 2006) son dadas por




















2.1.2. Máxima Verosimilitud Restringida.
Correa & Salazar (2016) mencionan algunos problemas numéricos en los estimadores
por máxima verosimilitud (MV) y adicionalmente demuestran que los componentes de
varianza de MV tienden a ser sesgados. Por esto, Patterson & Thompson (1971) proponen
como alternativa la estimación por máxima verosimilitud restringida (REML, por sus siglas
en inglés), o máxima verosimilitud residual. El procedimiento REML produce los estima-
dores estándar del ANOVA en modelos balanceados. Este maximiza la log-verosimilitud
de KY donde K es una matriz de constantes, KY = 0. Esta condición implica
E[KY] = E[KYβ + KZu + Kε] = 0
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Si XT×p es de rango r, r ≤ p, hay T − r. contrastes independientes. Estas ecuaciones
REML producen un estimador para θ solamente 1. Los estimadores para los efectos fijos





Métodos para construir la matriz K son presentados por Correa & Salazar (2016).
2.2. Modelos de Regresión No Parámetricos.
Los modelos de regresión paramétricos asumen que los datos (condicional o covariables)
proceden de distribuciones conocidas (Normal, Poisson, Binomial), salvo por la presencia
de algunos parámetros desconocidos. En esta sección se presentan modelos alternativos que
son flexibles tanto porque no es requerido definir un modelo de probabilidad subyacente,
porque no se establece un tipo de relación lineal o no lineal. El abanico de posibilidades
es bastante amplio (Delicado, 2008). Entre estos se encuentran la regresión Kernel y la
regresión por polinomios locales. A continuación se presenta una revisión concisa de estos.
2.2.1. Regresión Kernel.
Se plantea el modelo
E(Y|X = x) = m(x) + ε.
El método consiste en hacer estimación Kernel de E(Y|X = x). De teoŕıa de probabilidad
se tiene
E(Y|X = x) =
∫
R





































con hX y hY anchos de banda y K(.) una función Kernel (una densidad simétrica alrededor
de cero). (Delicado, 2008) una vez obtenidos f̂K(x) y f̂K(x, y) el estimador Kernel de la










con (xi, yi) observaciones de la covariable y de la variable respuesta, respectivamente (Davis
et al., 2011). La expresión en (2.4) es conocida como estimador de Nadaraya-Watson
(Nadaraya, 1964).
1Para la notación se usa β como vector de efectos fijos, α vector de todas las componentes de D y R y
θ = (β, α)
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2.2.2. Regresión por Polinomios Locales.
En regresión se plantea el modelo
yi = β0 + β1xi + εi.





(yi − β0 − β1xi)2.
De otro lado en regresión simple centrada se plantea el modelo
yi = β0 + β1(xi − x̄) + εi,
con x̄ = 1n
∑n





(yi − β0 − β1(xi − x̄))2.
En el modelo de regresión por polinomios locales, se hace para cada x una regresión simple
centrada en t
yi = β0 + β1(xi − t) + εi.
Se toman los “vecinos de xi” pero se da más ponderación a los mas cercanos. Dichas








con K(.) una función Kernel como la usada en la sección anterior. β0 y β1 (para un x





(yi − β0 − β1(xi − x))2Wi.
El procedimiento se repite ∀x ∈ [a, b], con a y b como el mı́nimo y el máximo valor de xi
en la muestra (x1, y1) . . . , (xn, yn) con la que se estima la regresión. Los paramétros aśı
obtenidos dependen de x, porque los pesos Wi dependen de x : β0 = β0(x), β1 = β1(x).
La recta de regresión ajustada localmente alrededor de x es (Delicado, 2008):
m̂i(x) = β̂0(x) + β̂1(x)(xi − x).
2.2.2.1. Validación Cruzada.
Uno de los métodos para la elección del parámetro de suavizado (ancho de banda) es
la validación cruzada. Delicado (2008) la define como una técnica que permite realizar la
elección de parámetros que controlan el equilibrio entre precisión y variabilidad cuando
no hay posibilidad de disponer con una muestra de prueba. Esta consiste en sacar de la
muestra consecutivamente cada una de las observaciones xi, estimar el modelo con los
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datos restantes, predecir el dato ausente y finalmente comparar esa predicción con el dato







que mide el error de predicción del estimador fuera de la muestra para cada h. El valor
que minimice esa función, hCV , será el valor del parámetro de suavizado elegido.
2.2.3. Bondad de Ajuste Mediante R2
Es deseable utilizar una medida de bondad de ajuste sin unidades para los modelos de
regresión no paramétrica que sea comparable a la utilizada para los modelos de regresión
paramétrica. Hayfield & Racine (2008) en la libreŕıa np del software R (R Development Co-
re Team, 2019), plantean un método alternativo para el calculo de R2 aplicable a cualquier
modelo, lineal o no lineal que supere los inconvenientes conocidos de esta medida.
Sean yi los valores observados y ŷi los valores ajustados para la observación i, Hayfield









que esta acotada por [0, 1] con un valor de 1 denotando ajuste perfecto a la muestra de
datos y 0 para el caso contrario. Computacionalmente este método es idéntico a la medida
presentada en la ecuación (1.23) cuando el modelo lineal es ajustado mediante mı́nimos
cuadrados ordinarios.
2.3. Modelo de Regresión Funcional Concurrente.
A continuación se define el modelo de regresión funcional concurrente. Este es amplia-
mente usado en la actualidad para buscar relaciones entre series temporales (una respuesta
y varias covariables registradas en muchos individuos). El modelo general se define como
(Ramsay et al., 2009)
yi(t) = β0(t) +
q∑
j=1
xij(t)βj(t) + εi(t), (2.6)
donde yi(t) es la respuesta funcional, xij es el conjunto de covariables funcionales. El
modelo (2.6) es llamado modelo concurrente puesto que yi(t) se relaciona con xij(t) en el
mismo punto del tiempo t (Ramsay et al., 2005). β0(t) y βj(t) son los parámetros de interés.
El intercepto funcional β0(t) multiplica una covariable escalar cuyo valor es siempre uno
y captura la variación en la respuesta que no depende de ninguna de las funciones de la
covariable. εi(t) es un proceso de ruido funcional.
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2.3.1. Estimación del Modelo Concurrente.
En términos matriciales se tiene





 , X(t) =







 , r(t) =
1 ε11(t) ε1(q)(t)... ... ...
1 εn(t) εn(q)(t)
 .
Usando una expansión en términos de una base de funciones (B-Splines, Fourier, etc)
















con (φ1(t), . . . , φk(t)) las funciones de la base, aijp los coeficientes del ajuste de la i-ésima














1 ε11(t) ε1(q)(t)... ... ...
1 εn(t) εn(q)(t)

Y(t) = X(t)Φ(t)b + ε(t).
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que tiene una expresión similar (salvo por la integración) al estimador clasico de mı́nimos
cuadrados en regresión.
2.3.2. Prueba De Permutación F para la Regresión Lineal Funcional.
Ramsay et al. (2009), proponen un procedimiento basado en permutaciones para ob-
tener una estad́ıstica Fc y un F cŕıtico. La prueba de permutación, implica construir
una distribución nula de los datos observados directamente. Si no existe relación entre la
respuesta y las covariables, no debeŕıa haber ninguna diferencia si se reorganiza aleatoria-
mente la forma en que están emparejados. Para observar esto simplemente se reorganiza
el vector de respuestas mientras se mantienen las covariables en el mismo orden y se trata
de ajustar el modelo nuevamente. La ventaja de esto es que ya no se necesita depender de
supuestos de distribución. La desventaja es que no podŕıa probarse la significancia de una
covariable individual entre muchas.








en el que ŷ es un vector de los valores predichos por el modelo. La hipótesis se rechaza si
Fc > Fp,α, con Fp,α obtenido a partir de permutaciones.
CAPÍTULO 3
Aplicación de los Modelos de Interacción Espacial
al Flujo Interno de Pasajeros en Colombia.
3.1. Información Disponible.
En esta sección se hace aplicación de los modelos descritos en los caṕıtulos (1)
y (2) a información de flujo de pasajeros aéreos en Colombia. Se tienen datos del
volumen de pasajeros entre los 7 aeropuertos mas importantes del páıs. La información
es recolectada entre 2004 y 2015. Los registros fueron dados por la unidad administrativa
de la aeronáutica civil de Colombia (Aerocivil). Espećıficamente se tienen registros de los
flujos entre los aeropuertos de San Andrés (ADZ), Barranquilla (BAQ), Bogotá (BOG),
Cali (CLO), Cartagena (CGT), Medelĺın (EOH) y Santa Marta (SMR).
La notación que se utiliza para representar a los aeropuertos de las ciudades donde
se originan o terminan los trayectos de vuelo corresponden a las usadas por Asociación
Internacional de Transporte Aéreo (IATA, por sus siglas en inglés). En la tabla (3.1)
se presentan los datos del flujo de pasajeros entre las 7 ciudades para el año 2004 (los
de los otros años tienen un efecto similar). Las marginales de las columnas y las filas
corresponden, respectivamente, a los flujos totales de oŕıgenes y destinos. En la tabla
(3.2) se muestran las distancias medidas en kilómetros entre los aeropuertos considerados.
En general, el flujo de pasajeros se ha incrementado en el periodo considerado. En la
figura (3.1) se presenta la tendencia media. Esto sugiere un crecimiento exponencial.
La variabilidad del flujo (ver tabla 3.3) se ha mantenido relativamente constante en el
periodo considerado (los coeficientes de variación están entre 47.8 % y 51 %).
Se caracteriza la variabilidad espacial (modelos de gravedad), temporal (modelos mix-
yos y no parametricos) del flujo de pasajeros entre las ciudades consideradas. También




ADZ BAQ BOG CLO CTG EOH SMR Oi
ADZ 0 12575 149391 48560 35001 235 3 245765
BAQ 13467 0 295944 962 14193 825 1363 326754
BOG 142931 302641 0 688006 378805 71648 176108 1760139
CLO 49471 914 699176 0 26362 528 0 776451
CTG 36393 11205 382908 28746 0 589 373 460214
EOH 114 80 76814 497 269 0 23 77797
SMR 0 604 177776 490 626 462 0 179958
Dj 242376 328019 1782009 767261 455256 74287 177870 3827078
Tabla 3.1. Matriz de flujos de pasajeros aéreos en Colombia Yij para el año 2004. Oi = Oŕıgenes,
Dj=Destinos.
Oŕıgenes/Destinos ADZ BAQ BOG CLO CTG EOH SMR
ADZ 0 771.28 1210.59 1161.67 720.49 971.68 829.37
BAQ 771.28 0 705.21 862.02 100.34 536.67 70.21
BOG 1210.59 705.21 0 307.01 651.08 238.94 727.01
CLO 1161.67 862.02 307.01 0 781.19 328.26 904.05
CTG 720.49 100.34 651.08 781.19 0 461.76 167.85
EOH 971.68 536.67 238.94 328.26 461.76 0 576.23
SMR 829.37 70.21 727.01 904.05 167.85 576.23 0
Tabla 3.2. Matriz de distancias dij en kilómetros entre oŕıgenes (i) y destinos (j).
Variable. Media. Desviación Estándar. Coeficiente de Variación. Máximo. Total.
Año 2004 78104 161924 48.2 % 699176 3827078
Año 2005 81042 167387 48.4 % 713367 3971044
Año 2006 87825 172547 50.8 % 718839 4303407
Año 2007 91358 175537 52.0 % 729302 4476538
Año 2008 91178 176066 51.7 % 716691 4467734
Año 2009 107419 216201 49.6 % 864652 5263542
Año 2010 140413 292868 47.9 % 1142104 6880250
Año 2011 140675 294141 47.8 % 1112510 6893084
Año 2012 155289 314826 49.3 % 1156370 7609166
Año 2013 171484 350573 48.9 % 1321685 8402717
Año 2014 185635 378922 48.9 % 1450149 9096106
Año 2015 213482 418448 51.1 % 1516126 10460628
Distancias 544 356 152.8 % 1211 26647
Tabla 3.3. Medidas descriptivas del total de flujos de pasajeros aéreos por año y distancias (en
Km) entre ciudades la base de datos.
3.2. Estimación de los Modelos de Gravedad.
Se aplican los modelos de gravedad con respuesta log-normal (sección 3.2.1), Poisson
(sección 3.2.2) y Binomial negativa (sección 3.2.3). Se consideran los modelos sin restric-
ciones, restringidos al origen o al destino y los doblemente restringidos.
Para el ajuste de los modelos con respuesta log-normal y Poisson se usa la función
glm de la libreŕıa stats del Software R (R Development Core Team, 2019), mientras que
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Figura 3.1. Linea de tendencia de los valores de los promedios de los flujos de pasajeros para los
años 2004 a 2015.
para el ajuste del modelo Binomial negativo se usa la función glm.nb de la libreŕıa MASS
(Venables & Ripley, 2002).
3.2.1. Modelo de Interacción Espacial con Variable Respuesta Log-
Normal.
Dada la naturaleza multiplicativa del modelo de gravedad (ver ecuación 1.4), los
coeficientes estimados de las pendientes en el modelo (ver ecuación 1.14) miden la elas-
ticidad de la variable respuesta respecto a las covariables explicativas (Gujarati, 2003).
La interpretación de los coeficientes estimados para los predictores categóricos está
relacionada con el nivel de referencia del predictor.
En los modelos sin restricciones las pendientes estimadas son positivas, sugiriendo
que valores más grandes de los tamaños poblacionales están asociados a valores altos en
la producción del flujos de pasajeros. El coeficiente estimado de disuasión espacial es
cercano a 1, lo que implica que el efecto de las distancias en la producción de los flujos es
mı́nimo, aunque para los 4 modelos es significativo. La elasticidad en los flujos observados
respecto al tamaño poblacional de las ciudades de origen es de 0.4, lo que sugiere que si
el tamaño poblacional aumenta 1 % en promedio, el flujo de pasajeros se incrementara
alrededor un 0.4 % (ver tabla 3.4).
En los modelos con restricciones, tanto a los oŕıgenes como a los destinos, los valores
de los predictores de los factores de cada ciudad tienen efectos positivos en la producción
de los flujos. En el modelo doblemente restringido las ciudades con elasticidades negativas
son las de menor cantidad de flujos observados, como Medelĺın y Santa Marta, mientras
que las de mayor atractivo porcentual son Bogotá y Cali y en menor medida Cartagena y











ˆIntercpeto -388.4 -355.8 -106.8 -74.2
β̂log(dij) 1.0 *** 1.0 *** 1.0 *** 1.0 ***
ω̂1 · · · 1.3 · · · 1.3
ω̂2 · · · 4.0 · · · 4.0
ω̂3 · · · -98.6 · · · -98.6
ω̂4 · · · 1.6 · · · 1.6
ω̂5 · · · -1.4 · · · -1.4
ω̂6 · · · -100.1 · · · -100.1
α̂1 · · · · · · 99.4 99.4
α̂2 · · · · · · 102.9 102.9
α̂3 · · · · · · 99.9 99.9
α̂4 · · · · · · 100.3 100.3
α̂5 · · · · · · 98.4 98.4
α̂6 · · · · · · -1.9 -1.9
ω̂ log(Vi) 0.4 · · · 0.4 · · ·
α̂ log(Wj) 25.4 25.4 · · · · · ·
AIC 628.23 632.15 636.25 639.9
R2 0.75 0.78 0.76 0.79
Tabla 3.4. Comparación entre los modelos de gravedad para el flujo de pasajeros con yij dis-
tribuida log-normal. β representa el coeficiente asociado a dij . ωi y αj representan
las estimaciones de los efectos de los flujos de las ciudades de origen i y destino j.
Los valores de Vi y Wj , representan las estimaciones de los efectos de los tamaños
poblaciones de las ciudades de origen i y destino j. Los niveles de significancia son al











ˆIntercpeto -25.1 *** -12.9 *** -12.7 *** 8.4 ***
β̂log(dij) 1.1 *** 0.9 *** 0.9 *** 2× 10−2 ***
ω̂1 · · · 0.8 *** · · · 0.3 ***
ω̂2 · · · 3.7 *** · · · 3.7 ***
ω̂3 · · · 2.2 *** · · · 1.2 ***
ω̂4 · · · 1.2 *** · · · 0.7 ***
ω̂5 · · · 0.2 *** · · · -1.1 ***
ω̂6 · · · 0.2 *** · · · -0.3 ***
α̂1 · · · · · · 0.8 *** 0.3 ***
α̂2 · · · · · · 3.7 *** 3.7 ***
α̂3 · · · · · · 2.2 *** 1.2 ***
α̂4 · · · · · · 1.2 *** 0.7 ***
α̂5 · · · · · · 0.1 *** -1.2 ***
α̂6 · · · · · · 0.2 *** -0.3 ***
ω̂ log(Vi) 1.0 *** · · · 1.1 *** · · ·
α̂ log(Wj) 1.0 *** 1.2 *** · · · · · ·
AIC 4205658 2813414 2787039 429933
R2 0.59 0.73 0.73 0.98
Tabla 3.5. Comparación entre los modelos de gravedad para el flujo de pasajeros con yij Poisson.
β representa el coeficiente asociado a dij . ωi y αj representan las estimaciones de los
efectos de los flujos de las ciudades de origen i y destino j. Los valores de Vi y Wj ,
representan las estimaciones de los efectos de los tamaños poblaciones de las ciudades
de origen i y destino j. Los niveles de significancia son al 0.1 %(∗ ∗ ∗), al 1 %(∗∗) o al
5 %(∗).
3.2.2. Modelo de Interacción Espacial Log-Lineal con Variable Respuesta
Poisson.
En la tabla (3.5) se presentan las estimaciones del modelo de gravedad asumiendo que
la variable respuesta se distribuye Poisson. La virtud de este es que permite capturar la
naturaleza discreta y no negativa de los flujos de pasajeros. En los resultados de su ajuste,
todos los coeficientes estimados resultan significativamente diferentes de cero. El modelo
con el mejor ajuste en este caso es el doblemente restringido.
También se obtiene el estad́ıstico desviación que, a diferencia del caso anterior, indica
que los datos presentan sobredispersión (ver tabla 3.5) Los modelos de regresión Pois-
son sobredispersos pueden conducir a confusiones en la significancia de algunas variables
explicativas (Bailey & Gatrell, 1995).
3.2.3. Modelo de Interacción Espacial Log-Lineal con Variable Respuesta
Binomial Negativa.
Explorando alternativas se plantea el modelo binomial negativo. Este procedimiento es
similar a la regresión Poisson, excepto que se permite que la varianza condicional de yij sea
mayor que la media. Aśı que es útil para conteos que están sobredispersos. Los resultados











ˆIntercpeto -9.9 7.8 *** 8.3 *** 11.3 ***
β̂log(dij) 2× 10−3 * 1.15× 10−3 5.86× 10−4 9× 10−4
ω̂1 · · · 0.1 · · · -1.2
ω̂2 · · · 3.3 *** · · · 3.6 ***
ω̂3 · · · 0.6 · · · -0.5
ω̂4 · · · 0.7 · · · -0.6
ω̂5 · · · -3.4 *** · · · -4.3 ***
ω̂6 · · · -2.8 ** · · · -2.6 ***
α̂1 · · · · · · -0.4 -1.7 *
α̂2 · · · · · · 3.1 *** 3.5 ***
α̂3 · · · · · · 0.5 -0.4
α̂4 · · · · · · 0.4 -0.6
α̂5 · · · · · · -2.7 ** -3.1 ***
α̂6 · · · · · · -2.5 ** -3.3 ***
ω̂ log(Vi) 0.7 ** · · · 5.69× 10−7 *** · · ·
α̂ log(Wj) 0.7 ** 6.31× 10−7 *** · · · · · ·
AIC 914.9 893.8 896.7 878.4
R2 0.42 0.41 0.59 0.81
Tabla 3.6. Comparación entre los modelos de gravedad para el flujo de pasajeros con yij Binomial
Negativo. β representa el coeficiente asociado a dij . ωi y αj representan las estima-
ciones de los efectos de los flujos de las ciudades de origen i y destino j. Los valores
de Vi y Wj , representan las estimaciones de los efectos de los tamaños poblaciones de
las ciudades de origen i y destino j. Los niveles de significancia son al 0.1 %(∗ ∗ ∗), al
1 %(∗∗) o al 5 %(∗).
coeficientes de regresión para cada una de las variables, junto a los valores p. Aunque los
coeficientes estimados de este modelo no son todos significativamente distintos de cero, la
desviación residual y nula si se redujo considerablemente, lo que indica una mejora en las
estimación de los flujos.
Información acerca de las desviaciones de los modelos log-normal, Poisson y Binomial
negativo se presentan en la tabla (3.7). El uso del modelo Binomial negativo redujo consi-
derablemente los valores de las desviaciones. Para comparar estos dos modelos se realiza
una prueba de razón de verosimilitud. El valor chi-cuadrado asociado es cercano 0, con
15 grados de libertad. Esto sugiere que el modelo Binomial negativo, con estimación del
parámetro de dispersión, es más apropiado que el modelo de Poisson.
3.3. Estimación Modelos de Dependencia Espacial.
El modelo de gravedad se expande con la finalidad de evaluar la existencia o no de
factores de dependencia espacial entre zonas de origen o de destino. Esta es evaluada por
la significancia de los coeficientes de correlación contenidos en el modelo (ver ecuación
1.28). La implementación del modelo se realiza utilizando el paquete spdep (Bivand &
















35 5.82× 109 48 1.20× 1012
Modelo
Poisson




35 50.904 48 190.192
Tabla 3.7. Cuadro comparativo de los valores de las desviaciones residuales y nulas para los mo-
delos de gravedad log-normal y Poisson doblemente restringidos junto a sus respectivos
grados de libertad
Inicialmente se diseña la matriz de pesos espaciales W (ver ecuación (1.25)), que se
obtiene a partir de la estandarización por filas de la matriz de distancias de la tabla (3.2)
W =

0.000 0.136 0.214 0.205 0.127 0.172 0.146
0.253 0.000 0.232 0.283 0.033 0.176 0.023
0.315 0.184 0.000 0.080 0.170 0.062 0.189
0.267 0.198 0.071 0.000 0.180 0.076 0.208
0.250 0.035 0.226 0.271 0.000 0.160 0.058
0.312 0.172 0.077 0.105 0.148 0.000 0.185
0.253 0.021 0.222 0.276 0.051 0.176 0.000

.
A continuación se presentan las estimaciones de los parámetros de los modelos de
dependencia espacial. Estos se construyen siguiendo el modelo de gravedad sin restricciones
(ver ecuación 1.15, que es aumentado con consideraciones acerca de dependencias basadas
en oŕıgenes ρo, destinos ρd y oŕıgenes-destinos ρw.
Para comparar los 3 modelos se usan los resultados del AIC. Los resultados de este
criterio y del R2 revelan que el modelo con mejor ajuste y que explica en mayor medida
la variabilidad es el basado en la dependencia entre las ciudades de origen. Los coeficien-
tes estimados, en particular, las elasticidades asociadas a los logaritmos de los tamaños
poblacionales de origen, no son significativamente diferentes de cero (en ninguno de los 3
casos evaluados) que supone que su aporte en la producción de los flujos es nula.
De acuerdo a los coeficientes ρ (para los 3 modelos), no hay evidencia de dependencia
espacial. Esto podŕıa indicar que las grandes distancias entre los aeropuertos de estas 7
ciudades colombianas anulan posibles efectos de dependencia espacial sobre la demanda de
vuelos. A continuación se realiza una prueba de hipótesis para medir el grado de asociación
espacial entre las zonas de origen y destino.
3.3.1. Test de Moran para el Flujo de Pasajeros Aéreos
En la tabla 3.9 se muestran los resultados del Test de Moran para los residuos de los
modelos de dependencia espacial (ver ecuación 1.32). Su implementación se realiza me-









Intercepto -609.206** -407.032 -398.607
ω̂log(Vi) 0.782 1.586 0.837
α̂ log(Wj) 37.436** 24.729* 26.784*
β̂log(dij) 0.897*** 0.942*** 0.949***
AIC 628.17 630.08 630.18
R2 0.7596 0.7603 0.7596
ρ -0.362 -0.081 0.122
Valor p. 0.1507 0.7006 0.8300
Tabla 3.8. Resumen de las estimaciones de los modelos de dependencia espacial (1.28) a (1.30),
con yij log-normal. log(dij) representa el coeficiente asociado al logaritmo de la matriz
de distancias. ω y α representan las estimaciones de los efectos de los logaritmos de los
tamaños poblaciones de los flujos de las ciudades de origen i y destino j. Los niveles
de significancia son al 0.1 %(∗ ∗ ∗), al 1 %(∗∗) o al 5 %(∗).




Valor p. 0.6867 0.7081 0.2305
Tabla 3.9. Comparación de los resultados de los estad́ısticos y valores p de las pruebas de Moran
a dos colas a los residuales para el modelo de gravedad log-normal.
Team, 2019). Para la estad́ıstica I de Moran, la hipótesis nula establece que el atribu-
to analizado está distribuido en forma aleatoria entre las zonas de estudio, es decir, los
procesos espaciales que promueven el patrón de flujos observados constituyen una opción
aleatoria. Valores p mayores o iguales a 0.05 indican que no hay evidencia suficiente para
rechazar la hipótesis nula. Doucet et al. (2014), afirman que este efecto es debido a la
amplia distancia entre las zonas de interés, lo que anulaŕıa los posibles efectos de ciudades
de gran tamaño en la propensión a generar vuelos hacia una ciudad en particular o en lo
atractivo para recibirlos.
Los resultados de las estimaciones y las pruebas estad́ısticas realizadas en esta sección,
son concluyentes en el sentido en el que no hay evidencia suficiente para indicar que la
cercańıa entre estas 7 grandes ciudades colombianas, afecta en algún modo la producción
de los flujos de pasajeros y que de igual forma esta proximidad tampoco interfiere en la
cantidad de vuelos que puedan llegar a una ciudad en particular.
3.4. Modelos Mixtos.
Para tener una primera idea global de la variación temporal del flujo de pasajeros se
ajusta un modelo de regresión simple. Este ı́ndica que en general existe una tendencia
al incremento en el número de pasajeros aéreos entre las ciudades. Los resultados del
ajuste se presentan en la tabla (3.10). Estos deben interpretarse con precaución dado que
hay posiblemente dependencia temporal. Este puede ser debido al aumento poblacional
o al incremento de aeroĺıneas. Resultados similares (no incluidos por simplicidad en la
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presentación) se obtienen con los dispersogramas de los flujos de salida desde las otras
ciudades.
Coeficiente Estimación Error Estándar Valor t Valor-p
Intercepto -95947981 22675376 -4.231 0.000
β1 47991 11284 4.253 0.000




Tabla 3.10. Resumen de las estimaciones y valores del error estándar residual, AIC, R2 ajustado
y múltiple, para el modelo de regresión lineal de los datos de flujos de pasajeros.
3.4.1. Modelo Lineal Mixto con Intercepto Aleatorio.
A partir del modelo mixto, se obtiene un intercepto distinto para el modelo de regresión
lineal simple, es decir, el flujo inicial de pasajeros hacia cada ciudad de destino vaŕıa
de acuerdo a las ciudades de destino. Se hace uso de los modelo lineales mixtos (2.1),
ajustados por el método de máxima verosimilitud restringida (REML, por sus siglas en
inglés) expuesto en el caṕıtulo 2. El esquema del modelo lineal mixto tiene la flexibilidad
de obtener un perfil individual en relación al perfil promedio de los flujos de pasajeros
obtenidos en el modelo lineal (Zuur et al., 2009). El modelo incluye un efecto para cada
una de las 6 ciudades, asumiendo que la relación entre los flujos de pasajeros y los años
se distribuyen alrededor de un intercepto común con una distribución normal y con una
varianza fija.
La figura (3.3) muestra la posible existencia de heterocedasticidad en el modelo, por
las diferencias en las varianzas entre los grupos de flujos para cada ciudad de destino (Zuur
et al., 2009). La ciudad con mayor variabilidad es Medelĺın y en menor medida los flujos
que van hacia la ciudad de Santa Marta. Para comprobar esto se realiza la prueba de
Levene (Fox, 2008), que con un valor p de 7.141×10−6, se rechaza el supuesto de varianza
constante en el modelo. Por ultimo, con la tabla (3.11) se concluye que hay dependencia
Prueba de Independencia
Prueba de Estad́ıstico Valor p
Durbin-Watson 1.541639 0.032
Prueba de Homocedasticidad
Prueba de Estad́ıstico Valor p
Breusch-Pagan 14.209, gl=1 0.000
Prueba de Normalidad
Prueba de Estad́ıstico Valor p
Shapiro-Wilk 0.97585 0.180
Tabla 3.11. Resultados de las pruebas para verificación de los supuestos del modelo de regresión
lineal. Los niveles de significancia son al 0.1 %(∗ ∗ ∗), al 1 %(∗∗) o al 5 %(∗).
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Figura 3.2. Rectas ajustadas del modelo mixto de intercepto aleatorio para el flujo de pasaje-
ros desde la ciudad de Bogotá D.C. hacia las restantes ciudades. La ĺınea gruesa
representa los valores ajustados para la población.
temporal y se confirma la presencia de heterocedasticidad, por lo que hay una tendencia
de cambio temporal (creciente) y diferencias significativas entre los interceptos.
3.4.2. Modelo Mixto con Intercepto y Pendiente Aleatoria.
En el modelo de la sección 3.4.1 se considera una única pendiente para la estimación de
los flujos para todas las ciudades de llegada. Este supuesto podŕıa no ser realista, puesto
que en algunos casos hacia finales del periodo de estudio hay incrementos distintos en los
flujos de llegada (figura 3.2). Por ejemplo, los flujos que parten desde la ciudad de Bogotá
hacia la ciudad de Cali tiene flujos mayores en relación a las demás ciudades. Al contrario
los flujos que arriban a la ciudad de Medelĺın son mucho menores que el resto, por lo
que su tasa de cambio se puede suponer distinta. Una alternativa para modelar esto,
es considerar un efecto aleatorio en la tasa de cambio dependiendo las ciudades de destino.
Se usa a continuación un modelo mixto con intercepto y pendiente aleatoria. Los
resultados de las estimaciones de los parámetros de este modelo son dadas en la tabla
(3.12). El componente aleatorio asociado a las razones de cambio de los flujos de pasajeros
hacia las ciudades de destino es mucho menor que los demás componentes de varianza
del modelo. Además hay una disminución en la variabilidad del componente aleatorio del
intercepto y de los residuales en comparación a la del modelo anterior, posiblemente por
la influencia del efecto aleatorio en las pendientes. La variación entre las pendientes es
menor que la variación de entre sus interceptos.
De acuerdo a los AIC en la tabla (3.13) el mejor modelo es el de intercepto aleatorio.
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Figura 3.3. BoxPlot de residuales contra los valores ajustados para el modelo lineal mixto.
Efectos Aleatorios
Varianza Desviación Estándar
Intercepto 3.30× 1010 181762
Pendiente 64020 253
Residuales 1.48× 1010 121442
Tabla 3.12. Resumen de las estimaciones de los efectos aleatorios del modelo mixto de pendiente
e intercepto aleatorio para el flujo de pasajeros desde la ciudad de Bogotá D.C. hacia













Tabla 3.13. Resultados del AIC para los modelos de regresión lineal simple, el modelo mixto con
intercepto aleatorio y el modelo mixto con intercepto y pendiente aleatorio.
3.5. Modelos de Regresión No Paramétrica.
Los análisis previos sugieren que modelos no lineales podŕıan ser apropiados. Para ello
en esta sección se consideran modelos de regresión Kernel y polinomios locales aplicados
a los datos de la sección (3.1). Se utilizan funciones disponibles en el Software R (R
Development Core Team, 2019), como KernSmooth (Wand & Jones, 1994a), locpol y
sm.regression (Bowman & Azzalini, 1997).
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Figura 3.4. Bandas de confianza para el ajuste del modelo de regresión local para el flujo de
pasajeros aéreos durante 2004 a 2015
3.5.0.1. Regresión Local.
Para la construcción de esta regresión se usa la función locpol de la libreŕıa locpol del
software (R Development Core Team, 2019). El ajuste de la curva es presentado en la
figura (3.4). Dicha gráfica sugiere un aumento en la pendiente a mediados del año 2009.
El ajuste del ancho de banda se estimó mediante validación cruzada, ĥ = 1.499942 (ver
sección 2.2.2.1)
Ademas se muestran bandas de confianza del 95 % para la curva ajustada de la regresión
local. Dado que el número de viajeros hacia algunas ciudades ha venido aumentando
durante los últimos años las bandas de confianza son más amplias para este periodo de
tiempo, lo que indica un aumento en la variación del flujo de pasajeros, particularmente
desde el año 2008 en adelante. Se explora a continuación un método alterno de regresión
no paramétrica.
3.5.0.2. Regresión Kernel.
El ajuste del modelo de regresión kernel de la sección (2.2.1) se realiza usando la función
npreg (Li & Racine, 2007) del paquete np (métodos de kernel no paramétricos para tipo
de datos de factores ordenados, continuos y no ordenados) del software (R Development
Core Team, 2019). El paquete npreg incorpora además la función npregbw, que estima el
ancho de banda hcv de la función de regresión estimada mediante validación cruzada (ver
sección 2.2.2.1).
En la figura (3.5) se presenta la estimación de la curva mediante regresión Kernel con
un ancho de banda calculado ĥcv = 2.467169, junto a unas bandas del 95 % de confianza
que, en comparación a la figura (3.4) tienen una menor apertura. En ambos casos se tiene
mayor variabilidad hacia el final del intervalo de tiempo.
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Figura 3.5. Ajuste del modelo de regresión mediante Kernel y ancho de banda del 95 % para los
flujos de pasajeros en Colombia
Una forma de medir la bondad de ajuste de los modelos es usar una versión alterna
del R2 (ver ecuación 2.5), quien tiene un valor de 0.2113773, que es mayor que el R2 del
modelo de regresión lineal simple (ver tabla 3.10). Esta útil medida permite la comparación
directa de la bondad de ajuste dentro de la muestra aclarando que esto no es en modo
alguno un criterio de selección de modelo, sino simplemente una medida resumida que
algunos deseen informar (Hayfield & Racine, 2008). Ajustados los modelos de regresión no
paramétricos es claro que la relación de los flujos y el tiempo es no lineal, por lo que la
hipótesis de linealidad debeŕıa ser reemplazada por la de suavidad.
3.6. Modelo de Regresión Funcional Concurrente con Res-
puesta Log-Normal.
De acuerdo con los modelos de regresión paramétrica (ver secciones 3.2 y 3.3), los flujos
de pasajeros aéreos son registrados en escalas de tiempo anuales. Estos dependen del año
en el que son registrados, por lo que cada unidad anual de información de los flujos podŕıa
expresarse como una función de estos respecto al tiempo.
Para modelar el comportamiento de los viajes a lo largo de un intervalo de tiempo se
propone el uso de técnicas de regresión funcional. En este caso, se toman como referencia
los resultados del modelo de gravedad no restringido (ver ecuación 1.14), cuya variable
respuesta se asume distribuida log-normal. En principio este modelo emplea información
registrada por año respecto de los tamaños de las poblaciones de origen y de destino y
como factor de separación espacial se emplea el tiempo de vuelo u horas bloque entre los
viajes y que la AEROCIVIL define como el tiempo transcurrido “entre calzos” (es decir,
el tiempo a partir del que el avión es remolcado y apartado de la puerta de embarque o
en que él mismo inicia desde su puesto de estacionamiento el rodaje para el despegue,
hasta el momento en que se detiene definitivamente en la puerta de embarque o puesto
de estacionamiento después del aterrizaje). A diferencia de los modelos de regresión no
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Figura 3.6. Logaritmo natural de los tiempos anuales de duración de los vuelos aéreos desde la
ciudad de Bogotá durante los años 2004 a 2015.
paramétrica, el modelo funcional permite evaluar el flujo de pasajeros no solo desde una
ciudad en particular, sino que es capaz de estimar los flujos de pasajeros desde y hacia
múltiples ciudades, considerando que la relación entre los flujos de pasajeros y el tiempo
es no lineal. Inicialmente se realiza un análisis gráfico para cada una de las variables
involucradas en el modelo de regresión funcional, detallando su comportamiento a lo largo
de los años 2004 a 2015. Por último se describe la aplicación del modelo de regresión
funcional y se evalúa su ajuste.
En la figura (3.6), se describe el logaritmo de la duración anual en horas de los vuelos
que parten desde la ciudad de Bogotá para los años 2004 a 2015. En este se presentan 6
lineas, cada una de ellas representa la ciudad hacia la cual parten los vuelos. Las lineas
o funciones mantienen una evolución constante a lo largo del tiempo. En los logaritmos
de los tamaños poblacionales de las 7 ciudades se observa una tasa de cambio menor a lo
que ocurre con los logaritmos de las horas de vuelo. Los cambios en las pendientes de esta
funciones para los tamaños poblacionales se presentan en la figura (3.7). En el gráfico (3.8)
se observa el comportamiento de los logaritmos de las 49 combinaciones totales de viajes.
Los valores de estos flujos intra-ciudades (flujos entre la misma ciudad) son representados
como 1× 10−300, con el fin de evitar el logaritmo de 0. Los resultados de los logaritmos de
estos flujos en particular son negativos (-690), lo que hace provocar decaimientos en las
funciones graficadas que aumentan la variabilidad de los valores ajustados del modelo.
Los modelos de gravedad no restringido son en si limitantes, en el sentido en el que
para su ajuste se usa información exclusiva respecto de un solo instante en el tiempo,
sin tener en cuenta posibles correlaciones o variaciones temporales, algo que conlleva a
cambios en las curvaturas de las covariables involucradas que el modelo de gravedad no
restringido podŕıa no capturar. Para describir esto, las estimaciones de los 4 parámetros de
los modelos de gravedad no restringido (ver ecuación 1.14) se exhiben en la figura (3.9). En
la parte superior izquierda están graficados los valores de los coeficientes estimados para
el intercepto desde 2004 a 2015. Estos mantienen un comportamiento constante durante
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Figura 3.7. Logaritmo natural de los tamaños poblacionales para las 7 ciudades durante los años
2004 a 2015.
Figura 3.8. Logaritmo natural de los flujos de pasajeros observados durante los años 2004 a 2015.
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Figura 3.9. Comparativo de las estimaciones de los coeficientes del modelo de gravedad no res-
tringido con variable respuesta log-normal para los años 2004 a 2015.
Figura 3.10. Valores ajustados de los logaritmos de los flujos de pasajeros mediante los modelos
de gravedad para los años 2004 a 2015.
2005 a 2010, situación que se repite para los coeficientes restantes. A partir del año 2010
se evidencian variaciones en las tendencias de las cuatro curvas. Se presenta el mismo
comportamiento para los valores ajustados de los logaritmos de los flujos de pasajeros
mediante los modelos de gravedad (ver figura 3.10).
Como método de descripción de las correlaciones y variaciones temporales en los co-
eficientes estimados y en los flujos ajustados, se considera a continuación el modelo de
regresión funcional concurrente (ver sección 2.3). Para esto se expande el modelo de gra-
vedad no restringido (ver ecuación 1.14) convencional a un modelo de gravedad funcional
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Figura 3.11. Funciones de los coeficientes estimados para el modelo de regresión funcional con-
currente.
Figura 3.12. Intervalos de confianza del 95 % para las funciones de los coeficientes para el modelo
de regresión funcional concurrente.
concurrente (ver ecuación 2.6), incluyendo cada una de las variables como funciones estruc-
turadas a lo largo del intervalo de tiempo, en vez de incluirlas como una simple colección
de puntos independientes. Este modelo describe la forma en la que se relacionan variables
que tienen una naturaleza particularmente elemental, y es que la variable respuesta y cada
una de las covariables explicativas son funciones del mismo argumento temporal t , es decir
que la relación es simultanea o puntual y las covariables solo influyen en la respuesta en t.
La aplicación del modelo de regresión funcional se realiza por medio de la función
fRegress de la libreŕıa fda (Ramsay et al., 2018). El ajuste del modelo se realizo mediante
una función de base B-spline (De Boor, 2001; Schumaker, 1981). La figura (3.11) muestra
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Figura 3.13. Valores ajustados de los logaritmos de los flujos de pasajeros mediante el modelo
de regresión funcional
las curvas de las funciones asociadas a las covariables del modelo de gravedad funcional.
El comportamiento de las curvas de los parámetros funcionales (ver figura 3.9), es si-
milar a la de los coeficientes calculados mediante el modelo de gravedad (ver ecuación 1.14).
La figura (3.12) muestra intervalos de confianza del 95 % para las curvas de los coefi-
cientes funcionales del modelo de gravedad concurrente (Ramsay et al., 2005, p. 257). Estas
bandas de confianza tienen un amplitud mayor desde el año 2010, previo a esto los errores
estándar de los coeficientes funcionales son pequeños y su comportamiento es constante
(ver figura 3.11). Esto afirma que las variaciones en los flujos observados, particularmente
los flujos nulos o ceros, afectan las estimaciones de los coeficientes . Los intervalos ofrecen
un resultado para las pruebas de hipótesis acerca de la significancia de los parámetros
funcionales. Para el caso de los coeficientes asociados al logaritmo de las horas bloque las
bandas de confianza no interceptan el cero, por lo que se rechaza el supuesto de que estos
parámetros son estad́ısticamente iguales a cero. Caso contrario ocurre para los parámetros
restantes, en estos, los coeficientes poblacionales no resultan siendo significativos a nivel
de confianza del 95 %. Esto va en concordancia con lo estimado por el modelo de gravedad
(ver ecuación 1.14), pues los coeficientes tampoco superan la prueba de hipótesis.
Los logaritmos de los flujos ajustados mediante el modelo de regresión funcional (ver
figura 3.13), son semejantes a los flujos ajustados mediante el modelo de gravedad (ver
figura 3.10). Para evaluar el ajuste del modelo se emplea una prueba F de permutación (ver
ecuación 2.7). La estad́ıstica F se calcula mediante la función Fperm.fd de la libreŕıa fda
(Ramsay et al., 2018). La estad́ıstica F calculada es 3386.849, mientras que el 95vo cuartil
de la distribución de permutación es 0.2037, lo que proporciona una fuerte evidencia del
efecto entre la respuesta funcional y las covariables funcionales.
Finalmente los residuales del modelo de regresión funcional (ver figura 3.14) evidencian
las bondades del ajuste realizado mediante esta técnica al flujo de pasajeros. A pesar de
la existencia de algunos residuos de gran tamaño, particularmente para los años 2004 y
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Figura 3.14. Valores residuales para el modelo de regresión funcional.
2011, estos se distribuyen de forma aleatoria alrededor del 0, lo que indica ausencia de
autocorrelación en los errores y una varianza constante a lo largo de la ĺınea temporal.
Cabe resaltar lo enunciado por Ramsay et al. (2005), quien afirma que el diagnóstico
residual para la regresión lineal funcional es un área en gran parte no explorada.
Conclusiones
Se aborda el problema de modelación del flujos de pasajeros aéreos desde diversas
perspectivas. Se toma a manera de ejemplo el caso de los pasajeros entre las principales
ciudades de Colombia. Se incluyen en los modelos factores de correlación espacial,
espacio-temporal y separación espacial.
Tradicionalmente en este contexto se ha acudido a los modelos de gravedad. En el
trabajo se explora la aplicabilidad de herramientas de modelación clásicas en estad́ıstica
como modelos lineales mixtos y los no paramétricos, para establecer cambios temporales
en los patrones de flujos. También se extiende el modelo de gravedad al caso de los datos
temporales a partir de una combinación de estos con modelos de regresión funcional.
Espećıficamente se considera dentro de los modelos de gravedad a los de respuesta
log-normal, Poisson y binomial negativa.
A partir de los resultados encontrados se concluye que las alternativas basadas en
respuesta Poisson y binomial negativa son más satisfactorias, lo que resulta coherente con
la naturaleza discreta de la respuesta.
Se estudió, con base en los datos, el efecto de la correlación espacial en los modelos de
gravedad. Los resultados indican que no hay efecto espacial en los flujos (posiblemente
por las grandes distancias entre aeropuertos que tienen vuelos directos entre ellos). Se
propone, como alternativa para la evaluación del cambio a través del tiempo, el uso de
modelos lineales mixtos y no paramétricos (para suplir las posibles no linealidades). La
extensión del modelo de regresión funcional al contexto del flujo de pasajeros resulta
como una buena alternativa para describir de manera simultanea la variación temporal
de los parámetros del modelo de gravedad.
Los resultados encontrados son preliminares. Hay que explorar muchos posibles mo-
delos para el tratamiento de datos temporales del flujo de pasajeros aéreos . Entre otros
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