Consider the initial -boundary value problem for a Temple system of balance laws. Aim of this paper is to prove the well posedness of this problem for large times and without requiring the total variation of the initial data be small.
Introduction
This paper is devoted to the well posedness of the following initial -boundary value problem for a nonlinear system of balance laws      ∂ t u + ∂ x f (u) = g(t, x, u) (t, x) ∈ Ω u(t o , x) =ū(x) x ≥ Ψ(t o ) u t, Ψ(t) =ũ(t) t ≥ t o (1.1)
where t o ∈ R, Ω = (t, x) ∈ R 2 : t ≥ t o and x ≥ Ψ(t) and u denotes the unknown vector function. The present result extends and unifies those obtained in [10] and [11] . We consider the conservation law with boundary
and the source part      ∂ t u = g(t, x, u) (t, x) ∈ Ω u(t o , x) =ū(x)
x ≥ Ψ(t o ) u t, Ψ(t) =ũ(t) t ≥ t o (1.3)
Preliminaries and Main Result
We introduce the following assumptions on the convective part (1.2):
(F) f : U → R n is such that ∂ t u + ∂ x f (u) = 0 is a Temple system, i.e.
(F 1 ) The system is strictly hyperbolic in U, i.e. the matrix Df = [∂f i /∂u j ] has n real distinct eigenvalues λ 1 , . . . , λ n and sup u∈U λ i (u) < inf u∈U λ i+1 (u) for all i = 1, . . . , n − 1 .
(F 2 ) For i = 1, . . . , n, the i-shock curve coincides with the i-rarefaction curve.
(F 3 ) In U, there exists a system of Riemann coordinates {w 1 , . . . , w n }, such that ∂u ∂w i is parallel to r i , r i being the right eigenvector corresponding to λ i , for i = 1, . . . , n. Moreover, the coordinate change w is in C 2 U, w(U) as well as its inverse: w −1 ∈ C 2 w(U), U . Definition 2.1 Let u : Ω → U be such that for a.e. t ∈ [t o , +∞[, x → u(t, x) is in BV Ψ(t), +∞ , R n . u solves the convective problem (1.2) if (i) it is a weak entropic solution to (1.2) in Ω,
(ii) it coincides withū at time t = t o , (iii) it satisfies the boundary condition, i.e. for a.e. τ ∈ [t o , +∞[, u τ, Ψ(τ )+ = w(t, x) for all (t, x) ∈ Ω s.t.
where w is the self-similar Lax solution to the Riemann problem
Above, D − Ψ(t) = lim inf h→0 −
Ψ(t + h) − Ψ(t)
h is the lower left Dini derivative.
On (1.3) we assume (here, | · | denotes the norm (2.2) in R n ):
(G) The source term g: [t o , +∞[ × R × U → R n is such that (G 1 ) For a.e. t ∈ [t o , +∞[ and all x ∈ R, g(t, x, 0) = 0.
(G 2 ) For all (x, u) ∈ R × U the map t → g(t, x, u) is measurable.
(G 3 ) For a.e. t ∈ [t o , +∞[ and all x ∈ R, the map x → g(t, x, u) is uniformly BV(R, R n ), i.e. there exists a finite positive measure µ such that for a.e. t ∈ [t o , +∞[, for all x 1 , x 2 ∈ R with x 1 ≤ x 2 and for all u ∈ U g(t, x 2 +, u) − g(t,
(G 4 ) For a.e. t ∈ [t o , +∞[ and x ∈ R, the map u → g(t, x, u) is locally Lipschitz and sublinear in U, i.e. for every compact subset K of U, there exists a function l K ∈ L ∞ loc [t o , +∞[ , R such that for a.e. t ∈ [t o , +∞[, all x ∈ R and all u 1 , u 2 
Introduce the following definition of solution to (1.3).
Definition 2.2 By solution to (1.3) we mean a map u: Ω → U such that for all (τ, x) ∈ Ω the map t → u(t, x) is an absolutely continuous Carathéodory
Here, the role of the boundary condition is analogous to that in Definition 2.1. Indeed, as it is usual, we consider the source as generating waves with 0 speed. Therefore, the trace u t, ψ(t)+ of the solution on the boundary of Ω may differ from the boundary dataũ(t) only at those points t, ψ(t) where the boundary has positive speed. In the following, we let
On any compact subset of U, · (and, respectively, TV( · )) is equivalent to the usual Euclidean norm (resp., total variation) because of (F 3 ).
It is useful to consider the set D t of triples (ū,ũ, Ψ), where t ≥ t o and
For M > 0, introduce for later use the set
As in [10] , we further require a sort of compatibility between the convective part (1.2) and the source term (1.3).
(U) The set U is invariant with respect to both (1.2) and (1.3).
Here, invariance is understood as follows, see [11] .
Above, by admissible data (ū,ũ, Ψ) we mean that (1.2), resp. (1.3), with data (ū,ũ, Ψ) admits a solution in the sense of Definition 2.1, resp. Definition 2.2, defined for all positive times. For a treatment of invariant domains for conservation laws, we refer to [17] . Recall that a closed set U is invariant with respect to (1.2) if and only if any Riemann problem with data in U yields a solution attaining values in U. In the case of (1.3), a condition for invariance is provided, for instance, by the classical Nagumo condition [18] . Remark that, in both cases, U needs neither be convex nor compact in the u coordinates.
Below we show that (1.1) generates a process F
u being a solution to (1.1) with data (ū,ũ, Ψ) at time t 1 , and T t being the translation operator, i.e. (T tũ )(s) =ũ(t + s) and (T t Ψ)(s) = Ψ(t + s).
We are now ready to state the main result of this paper:
Theorem 2.4 Let (1.1) satisfy assumptions (F), (G) and (U). Then, there exists a unique evolution operator F with the properties:
1. For all t ∈ [t o , +∞[ and (ū,ũ, Ψ) ∈ D to the function u: Ω → U defined by u(t, ·), T t−toũ , T t−to Ψ = F (ū,ũ, Ψ), t o , t is a weak entropic solution to (1.1).
2. For all t 1 , t 2 , t 3 with
3. Ifū andũ are piecewise constant and if Ψ is piecewise linear and continuous, then the corresponding solution u for small times is the gluing of the solutions to the Riemann problems on the points of jump ofū and at t o , Ψ(t o ) .
Moreover, for every T, M > 0, there exist constants L, C such that 5. Fix two triples (ū,ũ, Ψ) and (ū ,ũ , Ψ ) in D to,M and call u, u the solutions to (1.1) yielded by F .
6. For any data (ū,ũ, Ψ) ∈ D to,M , the solution yielded by F satisfies
We recall the definition of weak solution to (1.1) and to the corresponding Riemann problem.
Definition 2.5 u: Ω → U is a solution of the problem (1.1) if
admits a solution with waves all slower than the boundary at τ , in the sense of (iii) in Definition 2.1.
Given an entropy-entropy flux pair (η, q) (see [6, 10, 14] ), the weak solution
Definition 2.6 Fix m in R and let Ω = {(t, x) ∈ R 2 : t ≥ 0, x ≥ mt}. Let u,ũ in U be fixed. The solution to the Riemann problem with boundary
is the restriction to Ω of the Lax solution to the standard Riemann problem
Remark that if the boundary is not a straight line, then the restriction to Ω of the solution to (2.4) not necessarily solves (2.3) in the sense of Definition 2.1.
Technical Proofs
Throughout this section, ε > 0 is sufficiently small and fixed. All estimates are uniform in ε. The limit ε → 0 will be considered only in the final part of the section. Below we write D instead of D t for notational simplicity.
The Convective Part
We let t o = 0 throughout this paragraph.
Following [10] , we introduce an ε-grid in w(U). More precisely, by (U) we know that w(U) is the Cartesian product of closed possibly unbounded intervals: w(U) = n i=1 I i . For all i, introduce in each I i a finite set I ε i with the properties
(ii) there exists a positive δ ε such that min
Finally, we call the set
. Fix an ε-grid G ε . As in [5, 10] , we consider Riemann problems
with data w l = w(u l ) and w r = w(u r ) in G ε . Introduce the states u 0 , . . . , u n through their Riemann coordinates w 0 , . . . , w n as follows:
Note that w i ∈ G ε for i = 0, . . . , n.
The exact weak entropic solution to (3.1) is the juxtaposition of the n solutions to the n scalar Riemann problems
where
where we denoted by σ → L i (u o , σ) the i-th generalized Lax curve exiting u o , parameterized through the signed arc length σ.
We now aim at the definition of a piecewise constant weak solution to (3.1), whose entropy defect is O(ε). Let s → f ε i (u i−1 ; s) be the piecewise linear function that coincides with s → f i (u i−1 ; s) on G ε .
A weak, possibly non entropic, solution to (3.1) is obtained gluing the n (weak entropic) exact solutions to the n (approximate) Riemann problems
where σ i is defined in (3.3). Let
Above, PC is the set of piecewise constant functions [0, +∞[ → R n with finitely many jumps.λ is an upper bound for all characteristic speeds on a compact set to be precisely chosen below, see the proof of Lemma 3.10. Note To construct an approximate solution to (1.2), the standard wave front tracking procedure [5, 10, 11] , see also [1, 4, 6, 7, 9, 12, 13] , can now be started. First, fix an ε-grid G ε and approximate the given triple (ū,ũ, Ψ) in (1.1) through a triple (ū ε ,ũ ε , Ψ ε ) in D(G ε ).
At time t = 0, at every point x > Ψ ε (0) whereū ε has a jump, we approximately solve the Riemann problem (3.1) with u l =ū ε (x−) and u r =ū ε (x+) by means of the exact solutions to the n Riemann problems (3.4) . Similarly, at 0, Ψ ε (0) we approximately solve the Riemann problem with boundary restricting to Ω ε = (t, x) ∈ R 2 : t ≥ 0 and x ≥ Ψ ε (t) the juxtaposition of the solutions to (3.4) with u l =ũ ε (0+) and u r =ū ε Ψ ε (0)+ .
PSfrag replacementsw Patching together these solutions, we obtain a piecewise constant approximate solution of (1.2) on Ω ε up to the first time t 1 at which one of the following interactions takes place: In case (I), the approximate solution is extended beyond t 1 by solving again the corresponding Riemann problem. In cases (II), (III) and (IV) the extension beyond t 1 is achieved applying the Riemann solver above to the Riemann problem with boundary arising at t 1 , Ψ ε (t 1 ) . We prove below that this procedure can be iterated leading to an approximate solution u ε (t, x) defined on all Ω ε . To this aim, we need to provide the usual bounds on the total variation and on the number of interaction points.
First we prove that the total variation of the approximate solution is bounded for all t uniformly in ε. Fix some positive timet. The approximate solution u ε at timet and the approximate boundary condition have the form
where t 0 =t and x 0 = ψ(t). For α = 1, . . ., call σ i,α (resp.σ i,α ) the total size of the i-waves σ h i,α , h = 1, . . ., in the Riemann problem between u α and u α+1 at x α (resp. t α ) as defined by (3.3). According to Definition 2.1, there may well be a jump between the trace u ε t, Ψ ε (t)+ of u ε at the boundary and the boundary dataũ ε (t). Call σ i,0 the total size of the i-waves in the solution of the Riemann problem (3.4) with u l = u ε t, Ψ ε (t)+ and u r =ũ ε (t).
For notational simplicity, in the sequel we omit ε. Following [5] , we introduce for later use the quantity τ i,α (resp.τ i,α and τ i,0 ) as the signed length of the wave σ i,α (resp.σ i,α and σ i,0 ) measured in the space of the Riemann coordinates. More precisely, set u l = u α−1 and u r = u α , then τ i,α is the signed length of the segment between w i−1 and w i as defined in (3.2).
Define now the following functionals
where we omitted the various dependencies on p,t and ε. Note that the waves with index α = 0 are considered as located along the boundary. PSfrag replacements Q is the Glimm interaction potential, τ i,α is the jump in the i-th Riemann coordinate of the discontinuity located at x α and the functionalṼ is defined in (3.6). Above,M is chosen so thatM > 2TV u(t) for all t ∈ [t o , T ], which is available by Lemma 3.9. The map t → Υ(t) is non increasing along any approximate solution belonging to 
Therefore, at each interaction ∆Υ < −(δ ε ) 2 and the total number of interactions is bounded. By [5, 10] , for every ε > 0, the above algorithm yields a semigroup
whose orbits approximately solve (1.2).
We now prove the Lipschitz continuous dependence of the approximate solutions uniform in ε by means of the now classical technique based on pseudopolygonals, see [1, 4, 5, 6, 7, 9, 10, 11, 12] . 
Ψ (t) + [[ [[ Ψ (t) − Ψ (t)] ]]
the map γ defined by γ(θ) = Ψ for all θ is also an elementary path in PLC.
Consider the three canonical projections
is a PC-elementary path for i = 1, 2, and a PLC-elementary path for i = 3.
A continuous map γ: 
Define the generalized shift speeds
where ξ i,α is the horizontal shift speed of the i-th wave σ i,α at x α ,ξ α is the vertical shift speed of the jump at t α in the boundary condition and L = max{L Ψ , L Ψ ,λ + 1}, similarly to (3.5). Along a pseudoplygonal, through
11)
W i,α ,W i,α being weights bounded uniformly in ε, see (3.17) . Call below X (γ) the length of the curve γ with respect to the distance in the metric space X. For instance, in D, we consider the metric 
Above, referring to the choice (2.2) of the norms, we denoted
It immediately follows that the metric on
is equivalent to the distance (3.12), see also [1, 4, 5, 6, 11] . Due to the possible "movement" of the boundary, below it is necessary to consider one more type of interaction, namely the points where (V) the boundary stops shifting, i.e. where κ passes from 1 to 0. The following interaction estimates, see figures 1, 2 and 3 for the notation, (I):
PSfrag replacementsw
and σ
hold for a suitable positive constant K. The former estimate comes from [5, Formula (5.7)], while the others are refinements of analogous results in [11] .
Proposition 3.4 Consider a point P * = (t * , x * ) of interaction. Let u(t, x) be the approximate solution to (1.2) defined for t < t * by extending backward the shocks and for t ≥ t * by solving the approximate Riemann problem. Then
Proof. We consider the various cases separately. 
♦
We now specialize the choice of the approximating boundary Ψ. Indeed, let T ε be such that lim ε→0 + T ε = +∞ and particularize (3.5) asΨ(t) = − max{λ + 1, L Ψ } for t ≥ T ε .ũ andū have bounded support, hence there exists a timeT ε (withT ε > T ε ) such that no interaction takes place for t >T ε , see [19] .
Following [5] , assign weight 1 at all waves in u(T ε , ·). Next consider a point P * of interaction and suppose that the weights W + i,α of the waves exiting the interaction are already assigned. The incoming waves are weighted as follows. If no i-wave exits the interaction, each i-wave that enters the interaction is assigned weight W − i,α = 1. In the other cases let
In case (V), since there is no interaction, it is not necessary to define weights.
Proposition 3.5 Fix an elementary path γ. Let an interaction take place at
, where Υ η is defined in (3.9), and κ(t) = κ(S ε t •γ), κ being defined in (3.7). Then in any of the cases (I), . . ., (V)
Proof. Since κ can only decreases passing from 1 to 0, it is sufficient to show that ∆Υ η ≤ 0 in all cases.
(I) In this case ∆Υ ε η = 0 and κ remains constant. Moreover ∆Ῡ η ≤ 0. Indeed, as proved in [5, § 6] and [11, Proposition 3.6] , by (I) in (3.17), it holds that, with obvious notation,
(II) We refer to Figure 1 . As before, ∆Υ η = 0 and κ remains constant.
Furthermore ∆Ῡ η ≤ 0. In fact, using (3.15) and (II) in (3.17) we have
(III) First consider case (III.1), see Figure 2 , left. In this case ∆Υ η ≤ 0 because for (3.16) and (III.1) in (3.17) we have
Consider case (III.2), see Figure 2 , right. By (III.2) in (3.17) and in (3.13), we immediately obtain ∆Ῡ η ≤ −∆Υ η .
(IV) We refer to Figure 3 . In this case, by (IV) in (3.13) and since ξ + iα = κ, ∆Ῡ η ≤ 0 and ∆Υ η = 0. Hence ∆Υ η ≤ 0.
(V) In this case ∆Ῡ η = ∆Υ η = 0 because the waves do not change sizes.
As a consequence of Proposition 3.5, the length of S ε • γ computed as in (3.11) is non increasing as a function of time.
The Source Term
We approximate g as
and consider the approximate problem
where (ū ε ,ũ ε , Ψ ε ) are as in the previous paragraph. In [10, Lemma 4.3 ] the following lemma is proved.
Lemma 3.6 Let g be as in (G). Then g ε satisfies (G) with (G 3 ) modified as follows: if h, k ∈ Z and h ≤ k, for all x 1 ∈ hε, (h + 1)ε and x 2 ∈ kε, (k + 1)ε we have
Below, spt(u) denotes the support of the function u.
Lemma 3.7 The differential equation (3.19) generates the map
in the sense that for all (ū ε ,ũ ε , Ψ ε ) ∈ D, the map t → Σ ε to,t (ū ε ,ũ ε , Ψ ε ) is the solution to (3.19) . For all R > 0 and T > t o , there exist a positivẽ l ∈ L 1 loc ([t o , +∞[) and constants C,M > 0, both independent from ε, such that for all t ∈ [t o , T ] and
Finally, there exists an ε-gridḠ ε such that
Proof. By the standard theory of ordinary differential equations, there exists a compact K in the space of the conserved quantities such that the solutions to (3.19) with data p with TV(p |[to,T ] ) ≤ R attain values in K for all t ∈ [0, T ]. LetK = w(K) and denote by L w , L u the Lipschitz constants of the maps w → u and u → w restricted on K andK respectively. Now, we use the formulation of (1.3) in the Riemann coordinates, i.e.
∂ t w =g ε (t, x, w) , (3.26) whereg ε (t, x, w) = D u w(t, x) g ε t, x, u(w) satisfies conditions analogous to (G) on g. In fact, (G 1 ) and (G 2 ) are immediate. Condition (G 3 ) holds modified as in (3.20) , with L w µ in place of µ. Concerning (G 4 ), for any w, w 1 , w 2 ∈K
We consider now (3.22). Let u(t) = Σ ε to,t p. (2.1), (2.2) and (3.28) imply
By Grönwall Lemma and passing to L ∞ norm, the inequality (3.22) follows. (3.22) implies that for t ∈ [t o , T ], the solution w(t) = w u(t) to (3.26) with dataw(x) = w ū(x) andw(t) = w ũ(t) , attains values in the compact setK
Define K = u(K) and note that K ⊆ U. We seek an upper bound for i w(t, x i−1 ) − w(t, x i ) , where x 0 ≥ Ψ(t) and x i > x i−1 for all i. Let h i ∈ Z be such that x i ∈ h i ε, (h i + 1)ε . Note that h i−1 ≤ h i and, by (2.1), α(t, x i−1 ) ≥ α(t, x i ) for all i. Let i o be the smallest index such that α(t, x io ) = t o . Then, following the same lines of [10, Lemma 4.4], we obtain for any fixed i > i o
Choose now i ≤ i o . By the same procedure we get, if
while in the case h i−1 < h i , by [10, (4.20) ] and Lemma 3.6,
Summing up over i we get
Finally, we obtain
Using (2.2), we obtain (3.24) for a suitable C ≥ 9nL w . Concerning (3.25), with a slight abuse of notation, let Σ ε to,t act on U instead of on functions valued in U. Then, Σ ε to,t (G ε ) is a finite set and is contained in a suitable ε-gridḠ ε . ♦
Operator Splitting
An approximate solution to (1.1) is constructed through the following operator splitting scheme. Fix positive ε, M and an ε-grid
Let h > k be in N and for t o ∈ kε, (k + 1)ε define recursively
Concerning the grid, refine it recursively. Indeed start with an initial datum p ∈ D(G ε ) assigned at time t o . For t ∈ t o , (k + 1)ε , F ε to,t p attains values in the same grid G ε . At time (k + 1)ε we apply the o.d.e. solver Σ ε to,(k+1)ε and at the same time pass to another ε-grid G ε 1 =Ḡ ε , according to (3.25). Recursively, if F ε to,hε p attains values in G ε m , then F ε to,t p is valued in the same grid for all t ∈ hε, (h + 1)ε . Applying Σ ε hε,(h+1)ε we pass to another ε-grid G ε m+1 =Ḡ ε m .
Lemma 3.8 Let T > t o . The operator F ε : I × D → D is well defined and can be written as F ε to,t (ū,ũ, Ψ) = u ε (t), T t−toũ , T t−to Ψ . Moreover, the total number of discontinuities is finite on any strip [t o , T ] × R.
Proof. For (3.29) to be well defined, it is necessary to check that all compositions are possible: indeed, for all p ∈ D, S ε t p is in D as well as Σ ε kε,(k+1)ε p, thanks to Lemma 3.7.
The use of a discrete grid at each convective step ensures that the number of interactions remains finite over all the time interval [0, T ]. ♦ Lemma 3.9 For all R > 0 and T > t o , there exist positivel ∈ L 1 [t o , T ] and a constant C, both independent from ε, such that for t ∈ [t o , T ] and for p = (ū,ũ, Ψ) ∈ D with ũ L ∞ + ū L ∞ ≤ R, the function u defined by u(t), T t−toũ , T t−to Ψ = F ε to,t p satisfies
TV u(t) ≤ e C(t−to) · 1 + C(t − t o ) · TV p |[to,t] (3.31) +e C(t−to) · 9L w n · µ(R) · (t − t o ) .
Proof. The first estimate follows from Proposition 3.1 and (3.22). Similarly, to prove (3.31) we use Proposition 3.1 and (3.24). ♦
In particular, the previous lemma provides an upper bound of the total variation of the approximate solution uniform in ε. By Helly Compactness Theorem, the above lemmas yield an existence result to (1.1). We now proceed towards an estimate of the Lipschitz constant for F ε uniform in ε. Thanks to the construction above, this proof is entirely similar to that of [10, Lemma 4.7] . Proof of Theorem 2.4. Let ε ν = 2 −ν for ν ∈ N. For any data construct a sequence of approximate solutions by means of (3.29). A standard argument, see [6, 7, 12, 13] , shows that this is a Cauchy sequence in L 1 and that it converges to a weak entropic solution of (1.1), proving points 1., 2. and 3.
Consider now point 5.b, with p = (ū,ũ, Ψ), p = (ū ,ũ , Ψ ) and Ψ, Ψ having Lipschitz constants L, L . Then Finally, point 6. follows from Lemma 3.9. ♦
