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A Dirichlet-type ** theorem for the uniform convergence of integrals of the form 
j 
m cos(tf(a)) cos(xa) diu 
0 
is given. The theorem is illustrated by an application in the solution of a 
simple fourth order partial differential equation. 
In general treatments of Fourier transforms it is usually assumed that the 
integrand F: (- 00, m) -+ R1 satisfies one of the following conditions: 
(a) P satisfies Dirichlet’s conditions on R’ 
(b) FE ?Zfl, p E [I, 21, on R1. 
Theorems then involve these hypotheses. In individual cases, when these 
conditions are not satisfied, some knowledge concerning the uniform con- 
vergence of the integrals in question is a boon in the calculations. The 
following theorem then is to provide such an aid. 
THEOREM. Let f: [0, co) + R1 be in Cl on [0, 00). Assume that the d&vu- 
tive, f ‘, is unbounded and monotonically increasing for a > 4, > 0. Then 
cos(tf (a)) cos(x01) dor 
converges uniformly for every 
(x, t) E s 6 [--M, M] x [y, co), 
where y > 0 and M < 03. 
* Based, in part, on research supported by ONR. 
** See reference [l]. 
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Proof. (1) Preliminary Observations. LVe first note that for every 
R E (0, a> 
-R J cos( tf (a)) cos(xar) da 0 
= + joR COS(tf(a) f .lca) dor -t 3 lR COS(tf(Or) - .lc&) dor. (1) 
Thus, it suffices to consider the convergence of 
lim s” Cos(tf (a) + a) da = k-2 J‘bRg(a, x, t) d(h(a, x, t)), J?+a. o (2) 
where we have defined 
1 
h(a, x, t) = sin(tf(a) + ax). (3) 
Let y > 0 be given and let x E [--AI, M]. Choose A, > 0, such that 
yf’(a) > 1 A4 1 for a 3 A, . Furthermore, choose u,, = max[A, , A,]. Then, 
I A% Y x, t>l d I g(a, x, 9 
I da, x, 4 < I da, --M, r)l 
I 4% x, Gl d 1 
for 01~ 2 01 3 ~yo 
V(x, t) E s 
V(a, x, t) E [O, 00) x s. 
(4) 
(2) Proof Proper. We shall show that the integral satisfies the uniform 
Cauchy condition. 
Let E > 0 be given. Let A, > 0 be such that 
I g(u, --M, r)l < $- for 24 >, 14, , 
and choose A, = max[% , A31 and v > II 3 A, . Then we may write 
s 
‘gdh =g( v, x, t) h(v, x, t) - g(u, x, t> Q, x^, t) + j’hd(-A. (6) 
u I 
Since (-g) is an increasing function of a for every (x, t) E S, and since h is 
bounded on [0, co) x S 
1 I’ hd(-g) ( G j” d(-g) = gk, x, t) - g(v, x, 9, 
u u 
(7) 
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and it follows that 
A similar argument applies with the minus sign in the integrand of (2). 
Thus, Z satisfies a uniform Cauchy condition for (x, t) E S, and consequently, 
converges uniformly for (x, t) E S. Q.E.D. 
Remarks. (1) Convergence is not uniform for t > 0. For, with 
f (4 = a23 x = 0, t = l/n, v = (m)l~2, II = (m/2)‘/“, 
we have 
IS 
v 
cos(ta2) da = (m~/2)~/~  U(v’\/z) - U(l)1 = (n77/2)“* k > k for n > 1, 
u 
so that the uniform Cauchy condition cannot be satisfied. V? here is the 
Fresnel integral. 
(2) Z is continuous on (-co, co) x (0, co). Let t, > 0. Choose y 
such that t, > y > 0. Since Z converges uniformly for t > y, Z is continuous 
at t, . Since t, was arbitrary, it follows that Z is continuous for t > 0. An 
analogous argument may be used for x. 
(3) The theorem applies if f is any polynomial 
f(a) = fl,orn +a,-,a”-1 + ... + a, ) 
with a, > 0, n > 1. 
(4) Naturally the theorem applies with combinations of sines and 
cosines is the integrand. 
EXAMPLE. For simplicity we illustrate the theorem for a problem with 
known solution. 
Solve 
Pw(x, t) + a245 t> 
axl -= at2 
o on C-9 co) x (0, a), 
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subject to 
(i) the initial conditions, 
zL’(x, o+) = f(X), 
tzQ+, 0 ‘) 
___~ = g(x), 
Et 
(ii) the order requirements, 
,im ~w(x, t) 0 
-= , IsI-m ax” v = 0, 1,2, 3; 
(iii) in addition we assume that the usual hypotheses for the existence 
of Fourier- and Laplace-transforms are satisfied. 
If we denote the Fourier- and Laplace-transforms respectively by 
F{w(x, t)) = W(a, t) and “qw(x, t)} = qx, s), 
we may solve for the double transform of ZU(X, t) as 
ya 
, 
s) = GM + se4 
s2 + 2 ’ 
with inverse Y-transform 
W(a, t) = G(a) v + F(a) cos(ta”). 
We have 
and in view of the previous theorem 
so that the solution of the problem is 
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