Introduction
Simulation has traditionally been used to evaluate the performance of complex systems, especially when analytic formulae are not available. Using it to perform optimization is much more challenging. Consider a (stochastic) simulation model parameterized by a vector 0 of continuous parameters, and suppose one seeks to minimize the expected value a(6) of some objective function. In principle, if a( 6) is well behaved, one could estimate its derivative (or gradient) by simulation and use adapted versions of classical nonlinear programming algorithms. Recently, the question of how to estimate the gradient of a performance measure (defined as a mathematical expectation) with respect to continuous parameters, by simulation, has attracted a great deal of attention. (See, e.g., Glasserman 1991 , Glynn 1990 , L'Ecuyer 1990, Rubinstein and Shapiro 1993, and Suri 1989.) For steady-state simulations, a single-run iterative optimization scheme based on stochastic approximation (SA) has been suggested (Meketon 1987 , Pflug 1990 , Suri and Leung 1989 . At each iteration, this scheme uses an estimate of the gradient of a to modify the current parameter value. These methods could enlarge substantially the class of stochastic optimization problems that can be solved in practice. gorithm exploited the regenerative structure of the system and the special form of the objective function (1) (see ?2.2). His result corresponds to our Proposition 6(c). Wardi (1988) also suggested and analyzed a different variant of SA, combined with IPA, for which he showed a nonstandard kind of convergence which he called convergence in zero upper density. In all those papers, only IPA was considered.
A different approach for stochastic optimization, called the stochastic counterpart method, is proposed and thoroughly analyzed in Rubinstein and Shapiro (1993) . The basic idea is to estimate the whole objective function as a function of 0 in a parameterized form, using a likelihood ratio technique, and then to optimize that sample function by a standard (deterministic) optimization method. In this paper, we do not consider that approach.
In ?2, we consider a GI/ G /1 queue for which the decision variable is a parameter of the service time distribution. The aim is to minimize a function of the average system time per customer. We feel that many important questions that would arise in more general models, when SA is used to optimize infinite-horizon (steady-state) simulations, are well illustrated by this simple example. We recall the classical SA algorithm and give (in Appendix I) sufficient conditions for its convergence to the optimum. Section 3 reviews different ways of estimating the derivative (DETs). For a variety of SA-DET combinations, we prove convergence to the optimum under specific conditions (see Propositions 3-7). In the conclusion, we discuss briefly how all this can be extended to more general systems and mention prospects for further research. A companion paper (L'Ecuyer, Giroux, and Glynn 1994) reports numerical investigations and discusses the question of convergence rates, for which further analysis would be needed.
All our proofs are relegated to Appendix II. Since 0 changes constantly between the iterations of SA, some convergence properties of the derivative estimators (e.g., bounded variance and convergence in expectation to the steady-state derivative) must be shown to hold uniformly in 0. As a by-product of our proofs, we obtain original results concerning GI / G / 1 queues that could be of independent interest. For instance, it follows from the renewal-reward theorem (Wolff 1989 ) that for a stable queue, the average sojourn time of the first t customers in the queue converges in expectation, as t --oo, to the infinite-horizon average sojourn time per customer. We prove, under appropriate conditions, that this convergence is uniform over 0 and s, where s is the initial state (taken over some compact set), which corresponds to the waiting time of the first customer, and 0 lies in a compact set in which the system is (uniformly) stable. We also derive a similar uniform convergence result for the derivative of the expected average sojourn time with respect to 0 and a few additional characterizations of this expectation. 
Example
where x+ means max(x, 0). Since C(0) can be evaluated directly, we will estimate only the derivative of w(6) and then add C'(0) separately. Here and throughout the paper, the "prime" denotes the derivative with respect to 0.
We can view the Markov chain {Wi, i = 1, 2,. . .} as being defined over the probability space (Q, 1, P,), where { Po, 0 E 0, s E S } is a family of probability measures defined over (Q, 1). The sample point w E Q represents the "randomness" that drives the system, and PF, depends (in general) on 0 and s (where W1 = s E S is deterministic). Let ES,, denote the corresponding mathematical expectation. When the quantities involved do not depend on s, we sometimes denote ES,, by ES to simplify the notation. For t 2 1, let h,(O, s, w) = z W*,
wt ( 
Variants of the Optimality Equation
If a is convex and 6* lies inside 0, then the minimization problem is equivalent to finding a root of a'(O) = w'(6) + C'(0).
Even if 6* is on the boundary of 0, the minimization problem can be solved by a descent method which, at each step, computes a'(0) at the current point 0 and moves opposite to its sign. Here, we will use a stochastic descent method (see ?2.3), which at each iteration moves in the direction of an estimate of a'(0). Alternative formulae for the direction of descent can be derived using a regenerative approach as follows. 
~~~~(6)
One can combine estimators for each of the four quantities on the right-hand side of (6) to obtain an estimator for w '(0). Alternatively, finding a root of (5) is the same as finding a root of
or of
So, instead of using an estimate of (5) in the descent method, one use an estimate of (7) or (8). That was first suggested by Fu (1990) for (7) and Glynn (1986) for (8). The interest of (7-8) is that unbiased estimators of them can be obtained based on a few regenerative cycles, which is not the case for (5). For example, an unbiased estimator of (8) is easily built from an unbiased estimator of (1(0), 1'(0), u'(0)) and an independent unbiased estimator of (1 (0), u (0)). Such estimators can be constructed via the LR method, based on two regenerative cycles (see ?3.3). Similarly, an unbiased estimator of (7) can be constructed via IPA, based on one regenerative cycle, often in spite of the fact that the estimators of u'(0) and 1'(0) are individually biased (see 
for n 2 1, where fn is the parameter value at the beginning of iteration n (01 E 0 is fixed, or random with known distribution), Yn is an estimator of either (5), (7), or (8), obtained at iteration n, {Yn/ n 2 1} is a (deterministic) positive sequence decreasing to 0 such that E n??=1 Yn = oo, and irE denotes the projection on the set E (i.e., iri-(O) is the point of 0 closest to 0). To obtain Yn, in each case, we compute directly C'(On), and estimate only the remaining terms, by simulating the system for one or more "subrun (s)" of finite duration. Specific estimators are discussed in ?3. Let sn E S denote the state of the system at the beginning of iteration n. For all the estimators that we consider, the distribution of (Yn, sn+l), conditional on (On, Sn), is completely specified by n and P,n , and is independent of the past iterafions. In other words, { (Yn, On+ 1 sn+1), n 2 0 } is a (nonhomogeneous) Markov chain (YO is a dummy value). Denote by En_& () the conditional expectation E ( *I On, Sn), i.e., the expectation conditional on what is known at the beginning of iteration n. Suppose that each Yn is viewed as an estimator of (5) In Proposition 11, we establish (12-13) under Assumption A below. We also prove, under Assumptions A-C, that wt (0, s) / t is convex and continuously differentiable in 0 for each s and t, and that a is also convex and continuously differentiable. Note that these properties can be expected to hold only when appropriate regularity conditions are imposed on the service time distribution Bo. On the other hand, the properties that are exploited here are merely sufficient for the validity of SA, not necessary. Assumptions A and B are used for IPA and LR derivative estimation, respectively (they are typical IPA and LR assumptions), while C is used to ensure the convexity of a. For example, an exponential service time distribution with mean 0 verifies all these assumptions; see L'Ecuyer, Giroux, and Glynn 
Ways of Estimating the Derivative
One crucial ingredient for the SA algorithm considered here is an efficient derivative estimation technique (DET). In this section, we survey some possibilities and state convergence results regarding their combination with SA. All the propositions are proved in Appendix II.
Finite Differences (FD)
This method is described, for instance, in Glynn ( Note that in the proofs of Propositions 2 and 3, Assumption A is used to prove (13), while C is used to prove the convexity of w ( * ), and B is used only to prove the continuous differentiability. These remarks also apply to Proposition 6.
A different approach is to estimate (8) instead of (5) using finite differences. A forward FD approximation of (8) 
To estimate (17), simulate for 2tn independent regenerative cycles using parameter value 0n 
where c is interpreted as the sequence Ul, U2, defined before Assumption A, 6i= a OBY(U)= z Zj, Unfortunately, for finite tn, this estimator is biased for a&(6n). To better exploit the regenerative structure, one can estimate (7) instead of (5), using IPA. This was suggested in Fu (1990) 
Conclusion
Through a simple example, we have seen how a derivative estimation technique, such as FD, IPA, or LR, can be incorporated into a SA algorithm to get a provably convergent stochastic optimization method. In the companion paper (L'Ecuyer, Giroux, and Glynn 1994), we report numerical investigations and point out some dangers associated with different kinds of bias. The performance of these algorithms when there are many parameters to optimize, the incorporation of proper variance reduction techniques, the study of convergence rates, and comparisons between SA and the stochastic counterpart approach (Rubinstein and Shapiro 1993) are other interesting subjects for further investigation. In principle, IPA and LR can be used to estimate higherorder derivatives, but the variance is likely to be high. Is it too high to permit the implementation of good second-order algorithms based on these estimates? Again, further investigation is needed.
The convergence results of ?3 can be extended to more general models than the GI / C/1 queue. Consider for example a general discrete-time W5. The function v is nondecreasing in 0 and has a unique root at 6* E 0. THEOREM 1. Under W 1 -W 5, OJn -) 6* in probability, i.e., for each e > 0, liMn_,a P(116n -0*11 > e) = 0. Also, v(6) is continuous in 0.
Appendix II. Convergence Proofs
In this appendix we prove that under our assumptions LR and IPA provide unbiased estimators for w'(0, s). We obtain variance bounds for these derivative estimators and for their regenerative counterparts, which are asymptotically unbiased and converge in quadratic mean, uniformly in 0. We also show that w,( *, s) and w( * ) are continuously differentiable and that (12)- (13) We adopt the convention that the jth busy cycle ends when the system empties out for the jth time. When s # 0, the first busy cycle does not obey the same probability law than the others, but all the busy cycles are nevertheless independent. For j 2 1, let Tj be the number of customers in the jth busy cycle, hj the total sojourn time of those Tj Here, E denotes the expectation associated with the above sequence of Oj's and we assume that it is well defined. (Note that here, we do not assume that Wk+1 E S. ) PROOF. Suppose first that all the service times follow the distribution B. Then, the queue is stable (Asmussen 1987, Chapter VIII). Let T be the number of customers in a regenerative (busy) cycle, let bi = F(Uj=v I(Uj), and let us view for the moment 5i as a "cost" associated with customer i. The expected "cost" over a regenerative cycle is then, using the same argument as in the proof of (40) and assuming that s = 0, From the renewal-reward theorem (Wolff 1989 For (c), fn = 0 for each n. From Proposition 8, Tj and h have bounded second moments. So, the variance of (27) is bounded uniformly in On, and the result follows again from Proposition 1. a PROOF OF PROPOSITION 7. We will verify Wl to W5 of Appendix I, and the result will follow from Theorem 1. For this proof, we will redefine differently the state of the Markov chain. Remove the restriction Sn < c and redefine the state at iteration n of SA as Sn = (Xn, an), where Xn is the sojourn time of the last customer of iteration n -1 (xi = 0), and an is the value of the IPA accumulator at the beginning of iteration n. Here, we assume that the arrival time of the first customer of an iteration is "unknown" (not part of the state) at the beginning of the iteration. We do that in order to facilitate the verification of the continuity conditions required in Wl. Let s = (x, a) be the system state at the beginning of an iteration, k* be defined as in Since tn is fixed at t, Po,x,a (4n E * ) does not depend on n.
To prove the weak continuity, let g: R83 --oD be continuous and bounded in absolute value by a constant K2. We need to show that Stochastic Optimization by Simulation Here, P denotes the probability law associated with the Markov chain { (,, n 2 1 } when 0 varies according to the algorithm and n, can be interpreted as a time that we give to the system to stabilize. Roughly, if c is larger, the initial state could be larger (e.g., large initial queue size), and we will take a larger 1Zc. This implies W2.
When 6 is fixed, from Proposition 9, bi is an unbiased estimator of the derivative of the expected system time of the ith customer (overall). Then, An* is unbiased for the gradient of the expected total system time of customers nt, (ii + 1)t -1. When n --oo, from (13), the expectation of ln* / tn + C'(0) thus converges to a'(0). Therefore, v(8) = a'(0) and W5 follows. O
