S
tatistics is an integral tool of modern ecology. Virtually every study reports type I error rates (α) and the statistical significance of tests (p values), but few report the statistical power that the study was designed to provide. Power is defined as 1 -ß, where ß is the probability of committing a type II error (i.e., a false negative). Power is therefore the probability of rejecting the null hypothesis given that some specific alternative hypothesis is true (i.e., the sensitivity of a test to detect an effect; Steidl et al. 1997, Steidl and Thomas 2001) . Many authors have thoroughly discussed the concepts of statistical power, advocating the use of power analyses for designing ecological studies (e.g., Steidl and Thomas 2001) .
Statistical hypothesis testing is based on four interrelated components: power, sample size, α, and effect size, where effect size is the absolute difference between populations in the parameter of interest, scaled by the variance (Steidl and Thomas 2001) . Essentially, effect size is the degree of change in the parameter of interest caused by a particular treatment. These components are interrelated, because as effect size, sample size, and α increase, so does the power of the study (Steidl et al. 1997) .
There are two main types of power analyses: prospective and retrospective. By conducting a power analysis before implementing a study (i.e., performing a prospective power analysis), an investigator can estimate a biologically meaningful effect size, determine the sample size required to produce significant results, determine the precision of the study, and select an efficient study design with adequate statistical power.
Prospective power analyses force the researcher to explore the relationships among sample size, effect size, and type I error, and how these factors influence the probability of the study to detect an effect. Prospective power analysis can also lead the researcher, often with the help of a statistician, to select a study design that is more sensitive for detecting the effect of interest (O'Brien and Muller 1993) . Calculating power after a nonsignificant result is obtained (i.e, retrospective power analysis) has been advocated by many authors (e.g., Peterman 1990 ) and is often requested by reviewers, but is fundamentally flawed and should not be employed (Hoenig and Heisey 2001, but see Steidl and Thomas 2001 on testing hypotheses with confidence intervals).
It is difficult to assess how frequently prospective power analyses are conducted in ecological research. It is possible that many researchers calculate power before designing their studies and simply do not report this exercise, since it is not essential to the replication of the experiment. Alternatively, although ecologists are aware of the need to calculate power, they may believe the computer software to do so is highly limited or unavailable (Thomas and Krebs 1997) , and thus may not be using power analyses to design more sensitive and efficient studies. Thomas and Krebs (1997) conducted an informative and comprehensive review of software packages that perform power and sample size analyses (hereafter, "power analyses" will refer to both prospective power and sample size analyses). Software packages for conducting power analyses are available as general-purpose statistical software with built-in power analysis capabilities or as stand-alone software that calculates only power. Unfortunately, general-purpose software usually calculates power for just a limited range of tests (Thomas and Krebs 1997) . As a whole, the stand-alone software packages cover a wide range of tests, but few packages cover the range of tests that many ecologists regularly use. For example, only 4 of 14 packages reviewed by Thomas and Krebs (1997) calculate power for a three-way ANOVA (analysis of variance), and only 1 of 14 calculates power for one-way ANOVA with contrasts. Packages that can handle more complex ANOVA designs often do not calculate power for many tests of categorical data (e.g., goodness-of-fit tests). Thomas and Krebs (1997) focus their review on the capabilities of several of the best software packages, but apparently none of these computes power for general and generalized linear models (see also O'Brien 1999). In addition, many stand-alone packages often incorrectly calculate power in retrospective power analyses using the actual effect size found in the test (Thomas and Krebs 1997) .
Because ecologists are using increasingly sophisticated statistical models in their studies (e.g., Schneider 1992, Trexler and Travis 1993) to address conservation and management issues, they need to have an affordable, accessible, accurate, flexible, powerful, user-friendly software package to conduct power analyses. To this end, I suggest UnifyPow, a program that fulfills these criteria (O'Brien 1998a). UnifyPow is available as a freeware macro that runs within SAS (SAS Institute Inc. 1996a) and accurately calculates power or sample size for a wide range of statistical tests for a broad range of statistical models. However, despite its potential contribution, UnifyPow is virtually unused by ecologists. Perhaps ecologists are unaware of this software because it was developed by medical statisticians. (Although UnifyPow falls outside the scope of their article, Thomas and Krebs [1997] do mention it briefly, saying only that it is programmable.) In addition, there is no manual; the online documents that describe UnifyPow are conference-style slide presentations (e.g., O'Brien 1998b). While hundreds of people have learned UnifyPow from these presentations (Ralph G. O'Brien, Department of Biostatistics and Epidemiology, The Cleveland Clinic Foundation, Cleveland, Ohio, personal communication, 22 May 2003) , the code may initially appear daunting to those not well versed in power analyses or in command-line driven programs such as SAS (SAS Institute Inc. 1996a) . Furthermore, the examples are medical and may be difficult to grasp for novice users with an ecological background. In this article, I briefly review the flexibility and breadth of UnifyPow, describe how it works, and demonstrate, using ecological examples, how to calculate power for an extremely wide range of tests.
The breadth of UnifyPow
The capabilities of UnifyPow are summarized in O'Brien (1998a) . Briefly, UnifyPow is a freeware SAS module/macro that can be implemented with relatively simple SAS syntax, and can run in any environment that supports the base SAS System (SAS Institute Inc. 1996a). UnifyPow can conduct analyses of power and sample size on a wide range of nonparametric and parametric tests, account for unbalanced study designs, and report one-and two-tailed tests where appropriate. Power analyses can be performed on many tests, including single proportions, two independent proportions, goodness of fit to multinomial distribution, R x C contingency tables, t test for two samples and matched pairs, WilcoxonMann-Whitney, Wilcoxon signed rank, Pearson correlations, ANOVA, ordinary least-squares regression, and many others (O'Brien 1998a (O'Brien , 1998b . More important, UnifyPow can calculate power for many general (e.g., ANOVA, ANCOVA [analysis of covariance], and linear regression) or generalized linear (e.g., logistic regression and log-linear) models (Shieh and O'Brien 1998) . These capabilities give UnifyPow outstanding breadth and flexibility.
UnifyPow: The basics
For a complete discussion of the equations used in power analyses for different tests, and of the rationale and approach used in UnifyPow, see O'Brien and Muller (1993) and O'Brien (1998b) . To operate UnifyPow, simply download the module from the UnifyPow home page (www.bio.ri.ccf.org/power.html) to a convenient directory on your computer.
For many of the simpler and more common tests (e.g., t tests, one-way ANOVA), UnifyPow calculates power in a simple one-step process, but for more complex tests (e.g., twoway ANOVA, logistic regression), a two-step process is required. (For more information on choosing the one-or twostep process, see O'Brien and Muller 1993, O'Brien 1998b .) The methods and rationale for these two different processes are explained below (codes for these and other tests are at www.mun.ca/biology/klewis/appendix1.pdf).
Calculating power with UnifyPow
To demonstrate how to use UnifyPow, I present two examples for both the one-and the two-step processes. Data for the t test, R x C contingency table, and ANOVA are from Sokal and Rohlf (1995; see tables 1-3) . I use my own data for the logistic regression example (table 4) .
When conducting a power analysis, the various inputs (parameters) can come from pilot data, from similar studies in the literature, or from a range of possible values using one's own best scientific judgment. For the purposes of this paper, these data sets (tables 1-4) should be considered as pilot studies, and the power analyses are being used prospectively to design more comprehensive studies. It would be inappropriate to calculate power using the effect size obtained in these studies in a retrospective power analysis (see Hoenig and Heisey 2001, Steidl and Thomas 2001) . To simulate different scenarios that a researcher conducting a power analysis might explore, and to demonstrate the capabilities of UnifyPow, I have included different effect sizes, sample sizes, levels of type I error, and one-or two-tailed tests when appropriate. After each example, I offer a simple interpretation and suggest possible improvements to the study design. To make the UnifyPow code easier to understand, I provide the names of the various input parameters as they appear in the program in parentheses after their explanations in the text. The results are presented as UnifyPow output in tables 5-8.
Power analysis: The one-step process Power analyses for simple tests can be conducted using the one-step process. Below, I demonstrate how to perform these analyses for t tests and R x C G-tests.
Calculating power for a t test. To calculate power for a t test (table 1) , first calculate or predict the means (mu) of the two groups of interest and the pooled sample standard deviation (sd). Several different standard deviations can be entered simultaneously in this step (e.g., 0.65, 0.1). Second, determine one or more appropriate values for the type I error (alpha, usually 0.05 or 0.1). Third, determine the ratio of the sample size of your treatments (weight). Finally, depending on the parameter of interest, enter one or more desired sample sizes or levels of power (NTotal or power). This format is used for a wide range of tests in UnifyPow and for the second step in more complex tests.
The results show that an enormous sample size would be required to achieve adequate statistical power with the observed effect size, but when the standard deviation is reduced (i.e., the effect size is increased), a much smaller sample size would be required. Increasing the type I error rate and choosing a more sensitive study design would decrease the required sample size to some degree (table 5) . Although a paired t test is not possible with this example, it is often more sensitive than an independent t test because it controls for more error variance and thus has greater power.
Calculating power for a G-test. Calculating power for an R x C G-test (or contingency table; table 2 ) is somewhat different from the calculation for the t test. First, calculate the relative proportion of each cell in each row of the contingency table (2WayContTable; these values are presented in table 2 and at www.mun.ca/biology/klewis/appendix1.pdf). Second, determine the proportion of each row to the total sample size (weight). Then determine the appropriate value for the type I error (alpha) and the desired sample size or power (NTotal or power).
The results indicate that the sample sizes in future studies would not have to be larger in order to achieve a very high level of power (table 6) .
Power analysis in two steps
Power for simple general linear models like one-way ANOVA with contrasts or ordinary least-squares regression can be Biologist's Toolbox Biologist's Toolbox calculated in a one-step process similar to that for a t test (O'Brien 1998b). However, for more complex analyses, it is necessary to use the two-step process mentioned above to handle the noncentrality parameter, an essential but often difficult value to calculate in all power analyses. The noncentrality parameter incorporates both the effect size and the weights of the different treatments (i.e., the structure of the study design), and becomes more difficult to calculate with more complex models. Fortunately, this complexity is relatively easily handled by creating an exemplary data set, a data set with sample estimates that are identical to the population estimates (i.e., the estimates conform exactly to the assumed model [Shieh and O'Brien 1998 ]; see tables 3 and 4 and www.mun.ca/ biology/klewis/appendix1.pdf). The exemplary data set is used to calculate the exemplary sums of squares of the hypothesis (SSH e ), a value that subsumes the complex part of computing the noncentrality parameter. The SSH e is calculated by performing the appropriate test (see "ANOVA" and "Logistic regression," below) on the exemplary data set. The SSH e allows power analyses to be performed relatively easily on an extremely broad range of models by unifying the noncentrality parameter across all cases of the general and generalized linear model (see O'Brien and Muller 1993 for a complete explanation of this approach for general linear models, and Shieh and O'Brien 1998 for generalized linear models). This flexibility and breadth is the real strength and value of UnifyPow.
ANOVA.
To create an exemplary data set for an ANOVA, simply calculate the conjectured means of the different treatments and the sample sizes that reflect the cell weights (table 3) . Then calculate the sums of squares using the SAS procedure for general linear models, PROC GLM (SAS Institute 1996b). The adjusted sums of squares (Type III SS) is the value of the SSH e . After calculating the SSH e , the procedure is very similar to the t test, but with several additional inputs (www.mun.ca/biology/klewis/appendix1.pdf). First, enter the type of exemplary data set, which is SSH for general linear models (exemplary SSH). Second, determine the number of parameters in the model (NumParms), and input the sample size of the exemplary data set (Nexemplary). Third, determine the standard deviation (sd), the desired level of type I error (alpha), and the desired sample size or power (NTotal or power). Finally, enter the degrees of freedom and the value of the SSH e generated in the first step (effects).
The results indicate that a study with this sample size would have adequate power for the two lower standard deviations but not for the higher one. Increasing the sample size and the type I error rate would produce a modest increase in power (table 7) . For simplicity, the power analysis in this example follows those data in table 3 by using unequal sample sizes, but power is maximized when the study design is balanced (O'Brien and Muller 1993).
Logistic regression. Shieh and O'Brien (1998) give several examples of how to generate an exemplary data set with SAS code (see also Shieh 2000) . A less elegant, but less programming-intensive, method is simply to create an exemplary data set as in the ANOVA example. Then calculate the SSH e , which is the Type III analysis in PROC GENMOD (SAS Institute Inc. 1996c). The format is similar to the general linear model, except that exemplary chi-squared (written as chi**2) substitutes for exemplary SSH, and the lines for number of parameters (NUMPARMS) and standard deviation (sd) are not needed. Finally, enter the degrees of freedom and the value of the SSH e generated in the first step (effects).
The results indicate that a study with these sample sizes and type I error rates would not have adequate power (table 8) . Improvements in future studies could be made by relaxing type I error rates, increasing sample sizes, or perhaps using a randomized block design to help account for among-site variation (the data in table 4 are pooled among sites).
UnifyPow: The benefits and some cautions
Power and sample size analyses are critical for planning efficient, sensitive studies. Many authors have urged a more widespread use of power analyses in ecological studies (e.g., Steidl and Thomas 2001) , and Thomas and Krebs (1997) review many programs that calculate power. Still, few authors report conducting power analyses. This may be due to the disparity between the tests covered by many of the available packages and those routinely used by ecologists. To rectify this situation, I recommend UnifyPow.
UnifyPow has numerous advantages. It is a freely available macro that runs within the widely used, commercially available SAS system. The output is highly informative, and the tables are easy to read (tables 5-8). UnifyPow has outstanding breadth and flexibility, and can calculate power for an extremely wide range of tests routinely used by ecologists.
While extremely powerful, UnifyPow is by no means a panacea and should not be used as a "black box" for several reasons. First, a good understanding of statistics, type I and type II errors, effect size, and sample size is required to use this program (see Steidl et al. 1997, Steidl and Thomas 2001) . Second, a careful review of the literature is often required to obtain the required parameters when pilot studies are not possible, and many authors do not report their results in sufficient detail for others to use them in power calculations. This leads to guesswork in the power analyses. Third, I urge that all who use this or any other power analysis package carefully examine all input parameters, since errors at this stage will result in false results and spurious conclusions. Even when the rudiments of the program have been mastered, experience (balancing desired power and logistics, comparing potential study designs, and trial and error) is vital to planning efficient, sensitive studies. Consulting a statistician is often appropriate at this stage.
Moreover, it is unlikely that one program will satisfy every researcher's needs, as ecologists use a wide range of statistical tests (O'Brien 1999) . If simple statistical tests are routinely used, other programs may be adequate for calculating power. For specialized needs, such as survival analysis or determining changes in species abundance over time, other software may be more appropriate (e.g., Monitor [Gibbs 1995] , TRENDS [Gerrodette 1993]) . Furthermore, traditionally SAS, and therefore UnifyPow, must be programmed and does not run in a graphical user interface environment; thus, some will find it more difficult than menu-driven programs. Biologist's Toolbox However, newer versions of SAS have a more user-friendly interface. Finally, UnifyPow was developed by medical researchers, and there is no manual, although there is substantial online documentation. I hope that the ecological examples, along with the SAS code, will provide ecologists with the knowledge of UnifyPow and the ability to employ it in their own studies. SAS currently provides some tools for computing power and sample size in the SAS 9.1 release. PROC POWER calculates power for simpler analyses such as t tests, one-way ANOVA, and multiple regression (SAS Institute Inc. 2003a). PROC GLMPOWER calculates power for models in PROC GLM but cannot handle continuous explanatory variables (SAS Institute Inc. 2003b ). PROC GLMPOWER is very similar to UnifyPow, using the concept of exemplary data sets. However, while these PROCs have many advantages over UnifyPow, including the ability to calculate power for confidence intervals and two-sided equivalency testing, they lack the breadth of UnifyPow in terms of the number of statistical tests for which they can calculate power.
Conclusion
Statistics are integral to modern ecology, and we should consider type II errors along with type I errors (Steidl et al. 1997) . I believe that most ecologists would calculate power if there were a relatively straightforward way to do so; many researchers may have failed to analyze the power of their study designs because they lacked a flexible software package that covers the wide range of statistical tests routinely used by ecologists. This software is readily available in UnifyPow, and knowledge of its existence, and how to use it, should facilitate a greater use of power analysis in ecology.
