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Abstract
The structure of dilute electrolyte solutions close to a surface carrying a spatially inhomogeneous
surface charge distribution is investigated by means of classical density functional theory (DFT)
within the approach of fundamental measure theory (FMT). For electrolyte solutions the influence
of these inhomogeneities is particularly strong because the corresponding characteristic length scale
is the Debye length, which is large compared to molecular sizes. Here a fully three-dimensional
investigation is performed, which accounts explicitly for the solvent particles, and thus provides
insight into effects caused by ion-solvent coupling. The present study introduces a versatile frame-
work to analyze a broad range of types of surface charge heterogeneities even beyond the linear
response regime. This reveals a sensitive dependence of the number density profiles of the fluid
components and of the electrostatic potential on the magnitude of the charge as well as on details
of the surface charge patterns at small scales.
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I. INTRODUCTION
In a wide spectrum of research areas and applications — ranging from electrochemistry
[1, 2] and wetting phenomena [3, 4] via coating [5] and surface patterning [6, 7] to colloid
science [8–10] and microfluidics [11, 12] — there is a significant interest in understanding the
structure of electrolyte solutions at solid substrates. Most of the theoretical studies dealing
with such fluids close to a substrate neglect heterogeneities in the interaction between the
wall and the fluid, modeling the substrate as being uniform. On one hand this approach
simplifies the calculations significantly whereas on the other hand there is a lack of experi-
mental data concerning the actual local structure of these fluids near substrates. In the case
of electrically neutral fluids and uncharged walls this simplification is typically well justified
because, besides wetting transitions, the bulk correlation length sets the length scale, on
which heterogeneities of surface properties influence the fluid [13]. This bulk correlation
length is, sufficiently far from critical points, of the order of a few molecular diameters,
rendering any heterogeneity to be of negligible importance. In contrast to this short length
scale, a dilute electrolyte solution close to nonuniformities of the surface charge density of
a charged substrate is influenced on the length scale of the Debye length, which is, for this
type of solutions, much larger than the size of the fluid constituents. Additionally, surface
charge heterogeneities of typical substrates (e.g., minerals and polyelectrolytes) are usually
also of the order of the Debye length of the fluid close to these substrates [14–16]. Conse-
quently, for the treatment of dilute electrolyte solutions in contact with charged surfaces,
the approximation of assuming uniform surface charge densities is questionable.
Over the last years, an increasing interest in these surfaces has developed, leading to a
number of studies investigating the influence of heterogeneously charged walls, for example
on the effective interaction between two substrates in contact with an electrolyte solution
[17–27]. These studies revealed the effective interaction in case of nonuniform substrates
to cause lateral forces in addition to the ones in normal direction, which are commonly
known. Despite describing the solute components in a wide range of ways, all those studies
neglect the size of the solvent particles and its influence on the permittivity of the fluid,
treating it as structureless dielectric continuum. As has been shown in previous studies
[28–30], due to a competition between the solvation and the electrostatic interaction, there
are coupling effects occurring in bulk electrolyte solutions, which cannot be captured by
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these simple approaches. However, in particular in the presence of ion-solvent coupling,
fluctuations of the solvent density decay on the scale of the Debye length, which leads to
inhomogeneities in the wall-solvent interaction influencing the structure of the electrolyte
solution in contact with the charged substrate on a length scale much larger than molecular
sizes. A very recent example of such a study, deriving exact solutions of the shape of the
electrostatic potential in an electrolyte solution close to a heterogeneously charged surface
within Poisson-Boltzmann theory, is given by Ref. [31]. There, previous work of the present
authors [32] was expanded with respect to the description of non-linear responses, albeit
not explicitly including the solvent and neglecting the spatial extent of all fluid particles.
Moreover, in Ref. [33] a one-dimensional wall with a single, isolated step in the surface
charge in contact with a hard-sphere electrolyte solution was studied in a broad parameter
range, concerning both surface specifications and characteristics of the electrolyte solution.
It was shown, that the valences of the ions, their respective sizes, their concentration, and
the strength of the surface charge can lead to various structural effects in the fluid structure
both perpendicular and parallel to the wall. However, in that study, the solvent was again
treated only implicitly and thus coupling effects have been neglected.
In the present analysis, we aim for a deeper understanding of the structural effects of
surface charge nonuniformities on a nearby dilute electrolyte solution in terms of all fluid
components. The system is studied by means of density functional theory (DFT) in com-
bination with fundamental measure theory (FMT), which has been shown to be a powerful
framework for investigating fluid structures in terms of density profiles [34–36]. The study
at hand is concerned with explicitly calculating the structure of an electrolyte solution com-
posed of neutral solvent particles and a single univalent salt component, described as hard
spheres. As for the structure of the two-dimensional surface nonuniformities, they can be
arbitrary in strength and also their spatial arrangement can de facto be chosen freely, with
the computational capacities being the only limitation. However, here we restrict ourselves
to periodic surface charge patterns. Furthermore, we lift the constraint of overall charge
neutral walls, as has been used in Refs. [17, 21, 23, 27]. The present study addresses the
open questions from Ref. [32] concerning the influence of microscopic details and non-linear
effects on the structure of a dilute electrolyte solution close to heterogeneously charged
walls. In the present study we have chosen a small subset of the parameter range analyzed
in Ref. [33], for which it has been shown, that the valences have a negligible effect and
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that the width of the region, which is influenced by a variation of the surface charge, is
computationally manageable (see Sec. II D). Furthermore, we have focussed on the effect
of multiple heterogeneities of the sort of the ones discussed in Ref. [33], thereby creating a
two-dimensional patterned surface.
In the following, first the setup and the formalism will be introduced in Sec. II. Secondly,
in Sec. III various selected surface charge patterns are studied. From a simple homogeneously
charged surface investigated in Sec. III B, we move towards more complicated charge distribu-
tions such as a sinusoidal shape (Sec. III C), patch-like, or rectangular patterns (Sec. III D).
Conclusions and a summary are presented in Sec. IV.
II. THEORETICAL FOUNDATIONS
A. Setup
In the present paper, the interplay of an electrically nonuniform hard wall and a fluid,
comprising hard spheres and monovalent ions, is studied. For z < 0 the system consists of
a semi-infinite impenetrable (hard) wall; on the other hand for V = {r ∈ R3|z > 0} the
system is occupied by a fluid mixture of hard spheres, where z is one of the three spatial
coordinates r = (x, y, z). This fluid is an electrolyte solution with three particle species:
an uncharged solvent (index ”1”), monovalent cations (index ”2”), and monovalent anions
(index ”3”), all of which are taken to be of the same size. All these interactions are either
of electrostatic nature, as caused by electric monopoles at the surface of the wall (z = 0)
and by the monovalent ions, or of a nonelectrostatic, purely repulsive nature caused by the
steric repulsion of the hard spheres and the hard wall. The precise geometries of the electric
nonuniformities at the wall are given in the context of the various scenarios studied in the
subsequent Sec. III.
However, in all cases we assume the nonuniformities at the wall to be periodic with a unit
cell of size Lx×Ly =: PxR1×PyR1, where R1 is the radius of the solvent particles. Px and Py
are the dimensionless widths of the box, for which the numerical evaluations are performed
(see Appendix A). Furthermore, we assume that all deviations from the bulk behavior are
located in close proximity to the wall, justifying a restriction of the numerical treatment
to a length Lz = PzR1 in the direction normal to the wall and assuming the densities to
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take on their respective bulk values for z > Lz. With the same justification we assume
the electrostatic potential Ψ to decay purely exponentially with the decay length given by
the Debye length 1/κ =
√
εr
8pilBI
for z > Lz, where lB =
e2
4piε0kBT
= 56.8 nm is the vacuum
Bjerrum length, εr is the relative permittivity, and I = %2,b = %3,b is the ionic strength,
which, in the present case of monovalent ions, equals the bulk number density of the cations
and the anions.
In order to tackle the system described above numerically, we introduce a discretization
of the system by using discrete versions of the equations derived in the following. However,
in order to illustrate the approach, we use the continuous expressions. For further details
concerning the discretization see Appendix A.
B. Density functional theory
In order to determine the equilibrium number density profiles % = (%1, %2, %3) of the three
species we use density functional theory [34–36]. To this end we establish the approxi-
mate density functional βΩ[% = (%1, %2, %3)], which is minimized by the equilibrium number
density profiles of the three species.
The exactly known expression for the ideal gas contribution
βΩid[%] =
∫
V
d3r
∑
i
(
%i(ln(%iΛ
3
i )− 1− βµi)
)
, (1)
where β = 1/(kBT ) is the inverse thermal energy, µi are the chemical potentials of the three
species, and Λi are the thermal de Broglie wavelengths of the three species. In addition to
this, we use fundamental measure theory (FMT) in the White Bear I version [37] to account
for the hard sphere nature of the fluid constituents. This leads to an excess free-energy
functional for the hard core part given by
βF hc[%] =
∫
V
d3r′ Φ({nα(r′)}), (2)
with the volume V = R2 × (0,∞) and the reduced free-energy density
Φ = −n0 ln(1− n3) + n1n2 − n1 · n2
1− n3 + (n
3
2 − 3n2n2 · n2)
n3 + (1− n3)2 ln(1− n3)
36pin23(1− n3)2
(3)
as a function of the weighted densities
nα(r) =
3∑
i=1
∫
V
d3r′ %i(r − r′)ω(α)i (r′). (4)
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Following Ref. [37], the weight functions are given by
ω
(3)
i (r) = Θ(Ri − r), (5)
ω
(2)
i (r) = δ(Ri − r), (6)
ω
(1)
i (r) =
ω
(2)
i (r)
4piRi
, (7)
ω
(0)
i (r) =
ω
(2)
i (r)
4piR2i
, (8)
ω
(2)
i (r) =
r
r
δ(Ri − r), and (9)
ω
(1)
i (r) =
ω
(2)
i (r)
4piRi
, (10)
where Ri are the radii of the three species denoted by index i.
Furthermore, in the present study electrostatic contributions play a role, all of which are
combined in the form of the electric field energy density βUel[%] given by (see Eqs. (B5) and
(B6))
βUel[%] =
β
2
∫
V
d3r ε0εr(r)(∇Ψ(r))2. (11)
Here, ε0 is the vacuum permittivity, εr is the relative permittivity, and Ψ is the electrostatic
potential profile. The relative permittivity εr will be discussed in more detail in Sec. III A.
Furthermore, it should be noted, that the calculation of the electrostatic field energy is
mathematically identical to other commonly used variants, such as the ones in Refs. [38, 39]
(see Appendix B). In the context of the present investigation the expression in Eq. (11) is
chosen due to its close connection to the applied numerical two-step minimization method.
Its reliability can readily be tested by comparing the results for a homogeneous wall (Sec.
III B) with corresponding results in Refs. [40–42]. The resulting expression for the density
functional used in the present study is
βΩ[%] =
∫
V
d3r
(∑
i
%i(ln(%iΛ
3
i )− 1− βµi)
)
+ βF hc[%] + βUel[%], (12)
which in turn can now be used to determine the Euler-Lagrange equations. Whereas the
hard-core contribution βF hc[%] to the density functional in Eq. (12) is based on the funda-
mental measure theory (FMT) described by Eqs. (2) - (10), the electrostatic contribution
βUel[%] in Eq. (11) is a random-phase approximation (RPA). Hence, one cannot expect that
the second-moment Stillinger-Lovett sum rule or the consistency between the test-particle
6
and the Ornstein-Zernike route to the pair distribution functions are fulfilled. However,
this should not be regarded as a serious disadvantage, because the present investigation
is addressing the fluid structure close to a solid surface, which is strongly dominated by
the influence of the external field of the wall and is influenced only to a small extent by
correlations from the bulk.
C. Derivation of the Euler-Lagrange equations
Using the previously established density functional (see Sec. II B) we now can derive the
corresponding Euler-Lagrange equations, which provide the equilibrium density profiles.
Since minimizing with respect to all three density profiles and the potential distribution
at the same time is computationally very costly, we divide up the minimization in first
minimizing for the equilibrium form Ψ(r) of ψ(r) at fixed density profiles % and subsequently
minimizing with respect to the three density profiles %(r).
In order to determine the equilibrium form of ψ(r) for Eq. (11), we introduce
E [ψ, q, εr, σ] =
∫
V
d3r
(
ε0εr(r)
2
(∇ψ(r))2 − q(r)ψ(r)
)
−
∫
∂V
d2s σ(s)ψ(s, 0), (13)
where q(r) = e(%2(r) − %3(r)) is the local charge density, and σ(s) is the surface charge
density at the wall surface ∂V = {r ∈ R3|(x, y, z = 0) = (s, 0)}. As shown in Appendix B,
the electrostatic field energy can be written as
βUel[%] = −βE [Ψ, q, εr, σ], (14)
that is, given the equilibrium potential Ψ(r) for a given charge distribution q(r), the elec-
trostatic contribution to the density functional can be expressed in terms of E [Ψ, q, εr, σ].
Additionally, by construction the variation of E [ψ, q, εr, σ] with respect to ψ vanishes for
the equilibrium profile Ψ (see Appendix C). Therefore, we can find the equilibrium potential
distribution Ψ corresponding to a given distribution of the densities, i.e., σ(s), q(r), and
εr(r), by minimizing E with respect to ψ. Following these lines and incorporating the
numerically necessary discretization as outlined in Sec. II A, one finds the Euler-Lagrange
equations (Eqs. (C2) - (C4)) for the electrostatic potential, which depend on the distance
from the wall.
After determining the electrostatic potential distribution by solving Eqs. (C2), (C3), and
(C4), we can use the resulting solution for ψ(r) = Ψ(r) in accordance with Eq. (11) in
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order to determine the density functional and the following Euler-Lagrange equations for
the three number densities %:
ln(|C∗|%j(r)) = µ∗j −
∑
α
∫
V
d3r′ pα
∂Φ(r)
∂nα(r′)
ω
(α)
j (r
′ − r) + ∂βE
∂%j(r)
. (15)
Here |C∗| is the size of one of the cells used in the numerical implementation (see Appendix
A), µ∗j = βµj − ln(Λ3j/|C∗|) is the dimensionless effective chemical potential of species j, and
the prefactor is pα = −1 for vectorial weights ω(α) and pα = 1 for scalar weights. The three
terms result from the ideal gas contribution, the FMT contribution, and the electrostatic
interactions, respectively.
D. Choice of parameters
For solving the Euler-Lagrange equations obtained above (Sec. II C) and in Appendix C,
there are certain parameters which have to be fixed in advance. Besides the surface charge
distribution σ(s), which is varied for each calculation, and the permittivity, which will be
discussed later (see Sec. III A), the bulk packing fraction η, the ionic strength I of the bulk
liquid, the radii of the three particle types Rj, and the parameter χ =
9pilB
R1
(see Appendix
C) have to be fixed. When choosing these parameters, we took the respective values for
water as guidance, resulting in particle radii R1 = R2 = R3 = 1.5 A˚ and χ ≈ 1.05× 104,
where the vacuum Bjerrum length is lB = 56.8 nm. Furthermore, inspired by Ref. [37], the
bulk packing fraction is set to η = 0.4257, which together with the chosen particle diameter
corresponds to the bulk number density %tot,b = %1,b+%2,b+%3,b = 50M ≈ 30 nm−3. Finally,
the ionic strength is set to I = 100 mM ≈ 6× 10−2 nm−3.
III. RESULTS AND DISCUSSION
A. Structure of the permittivity
Before moving on to the discussion of the various charge patterns in the following sec-
tions III B - III D, this paragraph focuses on the structure of the permittivity used in the
present study. It has previously been shown [43], that a solvent density dependent, linear
interpolation of the permittivity between its vacuum value ε
(0)
r = 1 and its value for the
pure system (water) ε
(1)
r = 80 matches the behavior of fluid mixtures very well. We have
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therefore compared two different approaches to set the permittivity in the current study:
one is a constant permittivity εr = 80 throughout the whole system, the other one is a linear
interpolation between the two extreme values, scaled with the weighted solvent density:
εr(r) = ε
(0)
r +
3(ε
(1)
r − ε(0)r )
4pi%1,bR31
∫
V
d3r′ %1(r − r′)ω(3)1 (r); (16)
the structure of this equation is adopted from the FMT approach. In Eq. (16) the solvent
density is essentially averaged over a particle radius, whereas for the constant permittivity
the solvent density is basically averaged over an infinite region. Calculating the density
profile for a homogeneous charge distribution σ(s) = const, we have compared these two
approaches for the permittivity. In Fig. 1, the electrostatic potential Ψ for two homogeneous
wall charges σ = 10−4 e/(4R21) and σ = 10
−5 e/(4R21) and for the two cases of the permittivity
treatment is shown as function of the normal distance z from the wall. Since there is no
lateral variation of the surface charge distribution, there is consequently also no dependence
of the electrostatic potential on the lateral position, which is why only the z−dependence
is shown here. Although the two expressions used for the permittivity are quite distinct,
the two approaches yield rather similar results. All differences solely occur on a length scale
of fractions of the particle radius R1 away from the wall, where the varying permittivity
εr leads to stronger potentials. This is due to the vanishing solvent density %1(r) = 0 for
distances smaller than a particle radius z < R1, caused by steric repulsion. Therefore,
close to the wall the permittivity decreases, which in turn causes an increasing potential Ψ.
However, this increase is restricted to the close proximity of the wall, leading to basically
undistinguishable profiles even at distances of the order of the particle radius. Since treating
the permittivity according to Eq. (16) is computationally very costly and the benefits are
apparently minor, we treat the permittivity as εr(r) = constant = 80 throughout the whole
system, i.e., for all r ∈ V with V = {r ∈ R3|(x, y, z > 0) = (s, z > 0)}.
B. Constant wall charge distribution
After studying the influence of the permittivity and describing the form used in the
present study in the previous Sec. III A, we now turn towards the analysis of various surface
charge patterns, where we first focus on the simplest case of a spatially constant surface
charge distribution σ = const and vary solely its strength. First, we studied the case of a
9
0.001
0.01
0.1
0 1 2 3 4
β
eΨ
z/R1
const εr, σ = 10−5 e/(4R21)
const εr, σ = 10−4 e/(4R21)
var εr, σ = 10−5 e/(4R21)
var εr, σ = 10−4 e/(4R21)
FIG. 1. Electrostatic potential Ψ(r) as function of the distance z from the wall for homogeneously
charged walls, i.e., σ = const. Due to the homogeneous charge distribution Ψ does not depend
on x and y. The curves differ both in the strength of the wall charge (σ = 10−4 e/(4R21) and
σ = 10−5 e/(4R21)) and in the way the permittivity is incorporated. For the crosses the permittivity
in the whole system is constant (εr = 80) and for the squares the permittivity at each position is
calculated according to Eq. (16). Albeit being vastly different, both treatments of the permittivity
produce nearly identical results. All differences occur on the length scale of fractions of the particle
radius, where the varying permittivity leads to stronger potentials at the wall.
vanishing surface charge σ = 0. In this case, due to the hard sphere nature of the model,
close to the wall layering of the particles occurs (see Fig. 2). This is an expected result,
as it has been reported in numerous previous studies (e.g., Ref. [37]). If the strength of
the surface charge density is slowly increased, one can identify the effects introduced in the
system via electrostatics. In Fig. 2 the solvent densities for three different surface charge
strengths is shown, ranging from a neutral wall (σ = 0) to a highly charged wall with
σ = 10−1 e/(4R21) ≈ 16 µC cm−2. As can be seen in Fig. 2, only for high wall charges, the
density profiles of the solvent start to deviate from the ones found for pure hard spheres with
no electrostatic addition. For these high wall charges the solvent density decreases in close
proximity to the charged substrate. However, the size and the range of these deviations are
relatively small and even for distances of about two particle radii away from the wall, the
profiles reduce to the purely hard sphere ones.
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z/R1
σ = 0
σ = 10−2 e/(4R21)
σ = 10−1 e/(4R21)
FIG. 2. Solvent density %1(r) as function of the distance z from the wall for three cases of homo-
geneous wall charges. The case σ = 0 corresponds to an uncharged wall. The resulting profile is
caused only by steric repulsion of the hard spheres. One can see, that only for high wall charges,
i.e., σ = 10−1 e/(4R21) ≈ 16 µC cm−2, the density profile deviates from the purely hard sphere
profile. For these wall charges the density of the solvent decreases close to the wall, however the
amplitude and the range of these changes are rather small. Still, the layer structure, caused by the
hard spheres, is predominant.
By studying the charge densities q, and by that the profiles of the ions, a similar observa-
tion can be made. In Fig. 3, the charge density q is shown for a wide range of wall charges σ,
for which the charge density and thus the profiles of the ions vary only by a proportionality
factor. However, for high wall charges, the behavior changes. For these instances, the charge
density increases directly at the wall and decays faster with the distance z from the wall
than in the case of lower charge densities, as can clearly be seen in Fig. 3. In combination
with the findings for the solvent particles, the reason for this effect is obvious. For small wall
charges σ, the fluid reacts by simply swapping co- and counterions so that the total density
as well as the solvent density is largely unaffected by this replacement of ions. However, if
the surface charge is becoming too large, this simple replacement is insufficient to neutral-
ize the charge apparent at the wall. Thus, the density of the counterions has to increase
even further by superseding in parts the solvent particles. This explains the decrease in the
solvent density %1 close to the wall in the case of high wall charges and the change in the
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shape of the charge density profiles.
0.001
0.01
0.1
1
0 1 2 3 4 5 6 7 8
|q|
R
1
/(
4σ
)
z/R1
σ = 10−5 e/(4R21)
σ = 10−2 e/(4R21)
σ = 10−1 e/(4R21)
FIG. 3. Reduced charge density q(r) = e(%2(r)−%3(r)) as function of the distance z to the wall for
three cases of homogeneous wall charges. For all three cases one can clearly see the layer structure
in the densities, which is caused by the hard sphere nature of the particles. Similar to the solvent
density, the reduced charge density stays more or less constant for a wide range of wall charge
strengths and deviates noticeably from the low wall charge behavior only for high wall charges,
i.e., σ = 10−1 e/(4R21) ≈ 16 µC cm−2. In this case the charge density increases upon approaching
closely the wall and decreases for distances larger than three particle radii, when compared with
the profiles for smaller wall charges. Also, the hard sphere nature of the particles is still important
for high wall charges, as expressed via the layering, which is still apparent.
In addition to the number density profiles, we also studied the profile of the electrostatic
potential βeΨ occurring in the case of charged substrates. In Fig. 4 it is shown as function of
the distance z from the wall for three strengths of the wall charge density. The observations
here are similar to the previously discussed cases of the number density profiles. For most of
the range of wall charges σ studied here, the potential is only varying by a proportionality
factor so that the overall shape of the decay of the potential with increasing distances z
from the wall stays the same as the number density profiles. Again, this behavior changes
for high values of the surface charge density σ. As previously seen for the particle profiles
in Figs. 2 and 3, the decay of the electrostatic potential Ψ changes upon approaching the
wall charge density σ = 10−1 e/(4R21) ≈ 16 µC cm−2. For sufficiently high wall charges, the
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potential value right at the wall drops below the corresponding value for lower wall charges,
and the decay converges more slowly to the asymptotic behavior with the Debye length
as decay length. This change of behavior can be explained in terms of the observations
made for the charge distribution q, as a higher absolute value of the charge (the sign is
naturally the opposite of the sign of the wall charge) leads to a stronger screening of the
wall charges and thus to smaller values of the electrostatic potential Ψ. It also clearly marks
the range of surface charge strengths, within which the linear approximation breaks down.
Furthermore, Fig. 4 shows the result for the corresponding situation of a homogeneous wall
charge σ = 10−2 e/(4R21) calculated within the framework of Ref. [32] (black line, see the
inset). This result is a perfect match of our findings for the wall charge within the linear
regime. This is remarkable, as the framework of Ref. [32] uses a heavily simplified fluid
model. Still, as we shall see in the following sections III C and III D, it appears to provide
reliable results for the electrostatic potential Ψ.
With these insights into the general ranges for which the surface charge σ leads to struc-
tural effects even for a homogeneously charged wall, we move on towards more complex
surface charge distributions.
C. Sinusoidal wall charge
As a first step towards more complex surface charge patterns, we first turn towards a
one-dimensional sinusoidal charge distribution
σ(x, y) = σmax sin(2pix/λ) (17)
with amplitude σmax and wavelength λ. In contrast to the previous cases studied in Sec. III B,
there is no net charge on the wall. Due to this absence of a net charge one expects a very
short-ranged influence of the wall structure on that of the fluid. As can be seen in Fig. 5,
the effect of the surface charge inhomogeneity on the solvent is indeed limited to a very short
range with a small amplitude, as no effects of solvent particle displacement are visible. This
hints at small charge density values inside the fluid. In fact, the difference between the two
regions of linear and non-linear fluid response (appearing for σ = const) seems to vanish,
or at least the transition seems to be shifted as a function of the wall charge amplitude
σmax. This is in line with the observation that in the case of the sinusoidal surface charge
13
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Ψ
/(
4R
2 1
σ
)
z/R1
σ = 10−5 e/(4R21)
σ = 10−2 e/(4R21)
σ = 10−1 e/(4R21)
FIG. 4. Reduced electrostatic potential βeΨ as function of the distance z from the wall for three
cases of homogeneous wall charges (various symbols). For all three cases one can clearly see the
linear behavior in the region z < R1, because there is no charge present. Also, in all three cases
the potential decreases monotonously with increasing distance z. However, in the case of high wall
charge densities, i.e., σ = 10−1 e/(4R21) ≈ 16 µC cm−2 (blue circles), there is an apparent change
in the behavior: the amplitude of the potential right at the wall decreases, and the profile decays
faster in normal direction. Additionally, the results for the wall charge density σ = 10−2 e/(4R21),
calculated within the model used in Ref. [32], is shown here as a black line (see the inset). This
prediction matches the present results remarkably well.
distribution the solvent density %1(r) exhibits no visible deviations from the profiles found
for a purely hard sphere system without any electrostatics (see Fig. 5).
However, when moving on to the charge density distribution q(r) ≡ e(%2(r) − %3(r)),
which is shown in Fig. 6, there are clear effects specific to the sinusoidal charge distribution.
Similar to Fig. 3, in Fig. 6 the charge density distribution q(r) is shown as a function of
the distance z from the wall. First, as already suspected from the solvent density profiles
%1(r) in Fig. 5, one can see, that the amplitude of the charge density distribution inside the
fluid is indeed significantly smaller than in the case of a electrostatically homogeneous wall.
This small amplitude leads to apparent ”plateaus” of the profiles, which occur for numerical
reasons. This effect, however, is of no importance for any of the following conclusions.
Second, the profiles in Fig. 6 clearly show, that the wavelength λ of the surface charge
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FIG. 5. Solvent density %1(r) for a sinusoidal charge distribution as function of the distance z
from the wall for two values of the wall charge strength [σmax = 10
−3 e/(4R21) and 10−1 e/(4R21)]
and three values of the period length [λ = 1 × R1, 3 × R1, and 9 × R1]. The two wall charge
amplitudes are taken from the two regimes found in Sec. III B, with σmax = 10
−3 e/(4R21) being
an exemplary value for the linear response regime. The other value of the wall charge amplitude,
σmax = 10
−1 e/(4R21), is taken from the suspected non-linear response regime, as identified in
Sec. III B. There is no visible lateral variation of the profiles, because the laterally varying surface
charge density is not strong enough to influence the neutral solvent number density profiles. The
profiles show the well-known layering of hard spheres close to a hard wall. When compared with
Fig. 2, it is clearly visible, that neither the wall charge amplitude nor the period length of the wall
charge distribution σ(s) has any influence on the structure of the solvent density %1(r).
pattern has a strong influence on the decay behavior of the charge density inside the fluid.
With increasing periodicity, i.e., increasing λ, the decay length of the charge density profiles
increases, too. Whereas the charge density decays to (numerically) vanishing values within
a length of only a few particle radii for a wavelength of λ = 1 × R1, it seems to converge
to an asymptotically exponential decay for larger wavelengths of the surface charge pattern
σ(s). Furthermore, as stated previously for the solvent density profiles %1(r) in Fig. 5, the
profiles for the charge density q(r) in the fluid show no dependence on the amplitude of
the surface charge distribution, although the two values chosen for the amplitude σmax were
taken from the two regimes of different fluid reaction, which were found in Sec. III B.
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FIG. 6. Reduced charge density q(r) as function of the distance from the wall z evaluated at the
maximal amplitude, i.e., at x = λ/4, for two values of the wall charge strength [σmax = 10
−3 e/(4R21)
and 10−1 e/(4R21)] and three values of the period length [λ = 1 × R1, 3 × R1, and 9 × R1]. The
two wall charge amplitudes are taken from the two regimes found in Sec. III B, with σmax =
10−3 e/(4R21) being an exemplary value for the linear response regime. The other value of the wall
charge amplitude, σmax = 10
−1 e/(4R21), is taken from the suspected non-linear response regime,
as identified in Sec. III B. The lateral variation of the profiles shown is strictly following the shape
of the surface charge distribution, with the lateral position chosen here serving as an example.
The known effect of cancellation of significant digits in the number densities generate the loss
of precision for the charge density profile, leading to the plateaus visible in the profiles. The
wavelength λ of the underlying surface charge structure σ(s) (see Eq. (17)) clearly influences the
decay behavior of the charge density. The decay length increases with increasing period length. In
order to highlight, that the amplitude σmax of the charge distribution has apparently no further
influence than that of a proportionality factor, here the charge density q is reduced accordingly by
σmax.
Finally, as for the homogeneous wall charge (see Sec. III B), we investigated the electro-
static potential Ψ for the case of a sinusoidal surface charge pattern σ(s) (see Eq. (17)).
In Fig. 7 the electrostatic potential Ψ is shown for three different wavelengths of the sur-
face charge (λ = 1 × R1, 3 × R1, and 9 × R1). Due to the lack of an effect, as has been
shown in Figs. 5 and 6, here the amplitude of the surface charge pattern is kept constant
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at σmax = 10
−3 e/(4R21). The various data points for a single value of z correspond to differ-
ent lateral positions x along one period of the surface charge pattern. First, although the
different wavelengths clearly influence the charge density q of the fluid right next to wall,
as can be inferred from Fig. 6, there seems to be no significant effect of the surface charge
period length on the strength of the electrostatic potential Ψ at the wall. Second, also like
seen for the charge density q, the electrostatic potential clearly decays exponentially with
increasing distance z from the wall. The decay length of Ψ also clearly depends on the
wavelength of the surface charge, where an increasing wavelength λ leads to an increased
decay length. Note, that the deviation from the exponential decay for the case λ = 1×R1 is
due to the numerically caused lack of precision in determining the charge density (see Fig.
6). In Fig. 7, in addition to the data points, there are three lines indicating the exponential
decay corresponding to the prediction in Ref. [32]. There the decay as a function of z turned
out to be proportional to
βeΨ ∝ exp
(
−
√
κ2 + |q2‖|z
)
, (18)
where κ is the inverse Debye length and |q‖| is the absolute value of the Fourier component
of the dominating lateral pattern of the surface charge distribution, which in the present
case of the sinusoidal surface charge pattern (see Eq. (17)) equals 2pi/λ. Note that neither
the amplitudes of the lines shown in Fig. 7, nor the decay lengths are fitting parameters.
The lines strictly follow the results obtained from the counterpiece of Eq. (18) in Ref. [32].
Although the system described in Ref. [32] was more basic and the description of the fluid
was rather simplistic, the findings deliver remarkably accurate predictions when compared
with the results of the present analysis using a significantly more elaborate fluid description.
With this very good agreement with previous, more simplistic approaches, we move on to
compare further, more complex, surface charge distributions σ(s) with the predictions made
in Ref. [32].
D. Various surface charge patterns
Moving on from the somewhat simple surface charge patterns σ(s) discussed in Secs.
III B and III C, in the present section we investigate more complex charge distributions.
The four principal cases of charge patterns studied here are shown in Fig. 8, where both
lateral lengths Lx and Ly, the dimensionless charge width D, and the amplitude σmax have
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FIG. 7. Electrostatic potential Ψ as a function of the distance z from the wall for all lateral positions
(x, y) studied for three period lengths (λ = 1×R1, 3×R1, and 9×R1) of the sinusoidal wall charge
distribution (see Eq. (17)). The amplitude of the wall charge is set to σmax = 10
−3 e/(4R21) for
all these period lengths. Different data points of one color (shaded areas) for one normal distance
correspond to various lateral positions (x, y) along one period of the surface charge pattern. The
laterally varying strength of the surface charge leads to these broad ranges of data points. The
width of these ranges provides information about the strength of the lateral variation: the wider
the range, the stronger is the lateral variation of the electrostatic potential. The straight lines
correspond to an exponential decay with a decay length, which results from a combination of the
Debye length and the corresponding inverse dominant length scale following the prediction in a
previous study (see Eq. (18) and Ref. [32]). The agreement between this prediction and the
present data is remarkable.
been varied throughout the calculations.
This variation of parameters leads, inter alia, to a variation of the effective surface charges,
i.e., the averaged surface charge strengths σav, as the area fraction of the charged area
compared to the total area of the surface charge unit cell Lx×Ly is changed. The influence
of this change can be seen in Fig. 9. Here, the charge density q(r) is shown as function of
the distance z from the wall. Note, that for the cases shown here, which all correspond to
the case of the shortest lateral wavelength considered (λ = 1 × R1), the dependence of the
potential Ψ on the lateral position s = (x, y) disappears for z & R1. Therefore, the shown
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FIG. 8. Further surface charge patterns σ(s) considered in the present section. The red areas are
regions with non-vanishing surface charges σ(s) = σmax, whereas the white regions are uncharged.
All these patterns correspond to the elementary cell of the surface charge pattern, which is peri-
odically continued in both lateral directions along the wall surface. In panel (a), this leads to a
pattern of individual squares, in panel (b), this leads to a striped pattern, in panel (c), this leads
to a pattern with holes, and in the case of panel (d), one ends up qith a checkerboard pattern.
charge densities do not exhibit any visible lateral dependence. In Fig. 9 one can clearly see
that, independent of the surface charge amplitude σmax, all surface charge patterns lead to
qualitatively similar results. The charge decays exponentially with z and shows clear signs
of the hard core nature of the particles at small distances from the wall. Furthermore, one
can infer from these graphs, that the charge density profiles q(z) smoothly converge towards
the ones found in Fig. 3 as the area fraction of the charged surface is increased. Especially
in the case of the stronger wall charge amplitude (σmax = 10
−1 e/(4R21), Fig. 9(b)) this
is interesting, because these profiles and their associated range of averaged surface charges
coincide with the transition region from a linear to a non-linear fluid reaction, as has been
found previously (Sec. III B). The profiles in Fig. 9 corresponding to a small area fraction and
a weak averaged surface charge, respectively, still exhibit a linear response behavior, because
the reduced profiles for both wall charge amplitudes σmax = 10
−1 e/(4R21) and 10
−5 e/(4R21)
are the same. Thus the amplitude is solely a proportionality factor, which matches the
behavior characterizing the linear response regime. However, if the area fraction and thus
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FIG. 9. Reduced charge density q(r) as function of the distance z from the wall and of the area
fraction of the charged area per unit cell area for two cases of the wall charge strength: σmax =
10−1 e/(4R21) (panel (b)) and σmax = 10−5 e/(4R21) (panel (a)). Since the lateral variation of the
electrostatic potential Ψ de facto disappears for z & R1 for all the situations shown here, there is
no visible dependence of the displayed profiles on the lateral position. All the profiles shown here
correspond to various realizations of the charge patterns shown in Fig. 8. It turns out that the
actual configuration (i.e., Figs. 8(a), (b), (c), or (d)) is not important. Instead only the averaged
surface charge, given by the area fraction of the charged surface, appears to matter. One can
clearly see, how the increase of the averaged wall charge also leads to increased charge densities
inside the fluid and how the curves for increasing area fraction converge towards the ones for the
homogeneous wall as shown in Fig. 3. Furthermore, the range of averaged surface charges shown
in panel (b) coincides with the transition region as identified in Sec. III B. Therefore, panel (b)
resolves this region in more detail.
the averaged wall charge is increased, deviations from the respective profiles for the above
two wall charge amplitudes increase, until finally the two profiles for the fully charged wall
match the previous results in Fig. 3. Therefore, the transition between these regions is
smooth and does not show any sign of a step-like variation.
Moving on to the case of longer lateral wavelengths, i.e., λ = 3 × R1 and λ = 9 × R1,
close to the wall the charge density q(z) starts to exhibit a lateral structure. In contrast
to the profiles shown in Fig. 9, the lateral position s influences the local charge density
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q(s, z), for boundary conditions with these longer lateral wavelengths. This lateral variation
is even more visible in the profiles of the electrostatic potential. Thus, in the following the
behavior of the electrostatic potential Ψ for these more complicated charge distributions
σ(s) is studied, where we focus on surface charge patterns of the form shown in Fig. 8(b):
σ(s) =
 σmax, for Nλ ≤ x ≤ (N +D)λ0, otherwise, (19)
with σmax as the amplitude, N ∈ Z, λ as the wavelength, and D being the dimensionless
width of the charged stripe. We studied the cases λ = Lx = 1 × R1, 3 × R1, and 9 × R1
with D × Lx = 0.5 × R1. These choices are taken for the sake of simplicity. The findings
discussed in the following can easily be verified also for the other charge distributions shown
in Fig. 8. The resulting profiles for the electrostatic potential Ψ are shown in Fig. 10. Here
the data are shown together with the asymptotic Debye decay (red solid lines) and with the
results for the same boundary conditions σ(s), but obtained within the framework of Ref.
[32] (black lines).
First, we note the offset between the three profiles, which is due to the fact, that the
net charge differs for the three displayed cases. Here, however, the potential Ψ is reduced
with respect to the amplitude σmax only. If one accounts for the different net charges as well
by determining the averaged charge and reducing Ψ with respect to the averaged surface
charge σav instead of the maximum one σmax, all three cases render the same asymptotic
profile. Second, the wavelength λ of the surface charge pattern σ(s) strongly influences the
behavior of the potential Ψ close to the wall. With increasing wavelength, the potential
exhibits a strong dependence on the lateral position, as can be inferred from the range of
potential values at z = 0. Also, the decay length of the electrostatic potential close to
the wall strongly increases with increasing wavelength λ. Far away from the wall all three
cases clearly match the predictions of an exponential decay with the decay length given
by the Debye length κ−1. Finally, the comparison with the results calculated along the
lines proposed in Ref. [32] again reveals remarkable agreement, at least for the two larger
wavelengths. The results of the calculation within the framework of Ref. [32] are obtained
in the middle of one of the charged areas. Therefore, they should follow the highest values
of the data obtained from the calculations of the present study. This can easily be verified.
The reason for the discrepancy in the case of the smaller wavelength λ = 1 × R1 can be
found by comparison with the situation discussed in Sec. III B. In that section, we found a
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clear change in the behavior of the electrostatic potential Ψ for high wall charges, where the
fluid reaction becomes non-linear. In Fig. 10, the effective surface charges of the three cases
lie around this transition, with the case λ = 9×R1 still being in the linear regime, the case
λ = 1× R1 being in the non-linear regime, and the case λ = 3× R1 being very close to the
transition. Due to that, we find very good agreement for the largest of the wavelengths and
increasing deviations for decreasing wavelengths. Especially for the smallest wavelength,
λ = 1×R1, one is clearly in the non-linear regime, which indicates the failure of the model
used in Ref. [32] (see Fig. 4 in Sec. III B).
Finally, we take a closer look at the decay of the electrostatic potential Ψ for the wave-
length of λ = 9× R1. In Fig. 11, the asymptotic behavior of the electrostatic potential
Ψav ∝ exp(−κz), (20)
caused by a non-vanishing average charge σav of the surface with κ as the Debye length,
is subtracted from the data to study shorter ranged contributions to the behavior of the
potential close to the wall. As given in Eq. (18), the theoretical predictions from Ref.
[32] for a linear response approximation hints at a decay with a decay length depending on
the wavenumber q‖ of the surface charge pattern σ(s). In fact, there are multiple further
exponential decays involved, all of which depend on the wavenumber; Eq. (18) represents
only the next smaller (to 1/κ) length scale of the decay of the potential. This prediction
is shown as a green solid line in Fig. 11. Again, we also include the results given by Ref.
[32] for the same surface charge distribution (blue circles). The various data points for the
same distance z correspond to different lateral positions. Close to the wall, the potential Ψ
exhibits a faster decay than the one given by the displayed prediction (green line), which
agrees with the expected occurrence of further short-ranged decays influencing the behavior
in close proximity to the wall. However, within the intermediate range of distances from
the wall (6 × R1 & z & 2 × R1), the data closely follow the lowest order predictions from
Ref. [32]. The present data clearly shows an exponential decay, with the decay indeed given
by Eq. (18). Nevertheless, even upon closer examination, our findings match with the full
corresponding results from Ref. [32] (blue dots) remarkably well.
Finally, we compare the previously discussed surface charge patterns with respect to the
surface contribution (see Refs. [3, 4])
ΩS =
Ωeq + pV
A
(21)
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FIG. 10. Scaled electrostatic potential Ψ as a function of the distance z from the wall for all
lateral positions s studied for three wavelengths λ = 1×R1, 3×R1, and 9×R1 of the wall charge
distribution; here it is a pulse wave-like charge distribution (see Fig. 8(b) and Eq. (19)). The duty
cycle D, i.e., the dimensionless width of the charged stripe, remains the same (DLx = 0.5×R1) for
all three cases. Similar to Fig. 7, the region covered by the spread of the data is due to different
lateral positions being shown for the same distance from the wall. Again, this gives information
about the strength and the range of lateral variations of the electrostatic potential. However, in
contrast to the potentials shown in Fig. 7, here the wall carries a net charge. This is the reason
for the visible long-ranged decay, which corresponds to the exponential decay of the associated net
charge with a decay length equal to the corresponding Debye length κ−1 (see Eq. (20)). This decay
behavior far from the wall occurs for all three cases. However, close to the wall there is a much
more complicated decay behavior, which strongly depends on the wavelength of the surface charge
pattern. As in previous graphs, the black lines correspond to the results for the same calculations
within the framework of Ref. [32]. For the two longer wavelengths, λ = 3× R1 and 9× R1, these
results again match the present ones very well. The deviation occurring for the shortest wavelength
is due to the fact, that this case is outside of the linear response regime (see Sec. III B).
of the grand potential Ωeq, where p is the bulk pressure, V = |V| is the size of the system, and
A = |∂V| is the area of the charged wall. Note that the quantity ΩS, which has the dimension
of energy per area, is sometimes called ”surface tension”, whereas some authors decompose
it into the surface tension of a uniform wall, the line tension, etc. ΩSA measures the cost
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FIG. 11. Electrostatic potential Ψ reduced by the surface charge amplitude σmax as a function
of the distance z from the wall for all lateral positions s studied for the case of an underlying
surface charge pattern σ(s) corresponding to Fig. 8(b) with wavelength λ = 9 × R1. Since all
lateral positions are shown, there are multiple data points for one distance z, leading to the region
covered by the spread of the data. Additionally, the asymptotic profile Ψav with the Debye length
1/κ as decay length is subtracted from the data in order to gain insight into the next shorter,
subdominant length scale involved (see Eq. (20)). The green line corresponds to this shorter
length scale as it is obtained from Eq. (18). Furthermore, the blue circles depict the results for the
same system derived via the framework of Ref. [32]. Not only do the data follow the theoretical
predictions very well, also both data sets match remarkably well, despite large differences in the
details of the fluid description.
of free energy to create an area A with the respective surface charge pattern. The resulting
values for the various configurations of the wall charge are shown in Fig. 12. There, the
surface contributions ΩS are shown for a surface charge amplitude of σmax = 10
−1 e/(4R21),
or σ = 10−1 e/(4R21) for the constant wall charge, respectively. For smaller wall charge
amplitudes, there is no significant effect visible. For the shown strength of the surface
charge, however, there are some interesting features. First, the surface contribution ΩS
for the constant surface charge distribution is much higher than for all the other cases.
Because the overall charge in this case is the highest, this large influence on the structure is
understandable. Second, in the case of the sinusoidal wall charge distribution, the surface
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contribution ΩS clearly increases with the wavelength of the surface structure. This is
understandable, too, because the lateral variation of, e.g., the electrostatic potential, and also
the range of this variation normal to the surface, becomes more pronounced for increasing
wavelengths (see Figs. 7 and 10), which reflects the influence of the surface on the fluid.
Thus, the surface contribution ΩS increases for larger wavelengths. This effect, however,
seems to be reversed if the surface is arranged as shown in Fig. 8(b), i.e., as a striped
pattern. For this case Fig. 12 indicates, that the surface contribution ΩS decreases for
increased wavelengths. However, in contrast to the sinusoidal charge pattern, the striped
pattern carries an average charge, which increases with decreasing wavelength (DLx is kept
constant, see Fig. 12). This competition of increasing range and decreasing average charge
leads to the observed behavior. Thus, the surface contribution ΩS nicely echoes the previous
findings, for which the fluid structure depends on both the average charge of the wall,
especially for small scale surface charge patterns (see Fig. 9), and the wavelength of the
surface charge distribution (see Figs. 10 and 11).
The observed dependence also provides information about the solubility of particles car-
rying a surface charge. As mentioned above, the surface contribution ΩSA measures the
cost of free energy to form an interface of area A. Therefore, large surface contributions
lead to weak solubilities, because creating the interface is energetically costly. The planar
surface charge patterns studied here can be regarded as surface segments of particles, which
are large compared to the fluid constituents, i.e., for which a planar surface is an acceptable
approximation. Hence, we find the solubility of such large particles, which carry a surface
charge pattern associated with the corresponding surface contribution ΩSA (see Fig. 12),
to vary with the wavelength and the average charge of the pattern.
IV. CONCLUSIONS AND SUMMARY
In the present study the effects of surface charge heterogeneities on a nearby electrolyte
solution has been investigated with respect to the density profiles of all three fluid com-
ponents and the electrostatic potential inside the system. The fluid comprises a neutral
solvent and a single univalent salt component. They are treated explicitly as hard spheres
by means of classical density functional theory within the framework of fundamental mea-
sure theory, which has been proven to be a powerful approach to study fluid structures in
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FIG. 12. Dimensionless surface contribution ΩS to the grand potential for the different surface
charge configurations studied here (see Eq. (21)). For all cases, the surface charge amplitude is
set to σmax = 10
−1 e/(4R21), or σ = 10−1 e/(4R21) for the constant wall charge, respectively. For
a purely repulsive hard wall, the surface contribution is βΩSR
2
1 = 0.36972 (not shown here). For
values of the wall charge smaller than the one shown here, the variations of ΩS are negligibly small.
Additionally, for the striped pattern the duty cycle D, i.e., the dimensionless width of the charged
stripe, is kept constant (DLx = 0.5 × R1). As the overall charge in the case of the constant wall
charge is the highest by far, this case clearly shows the largest surface contribution ΩS . However,
for the other cases with spatially varying surface charge the surface contribution ΩS depends on
the wavelength of the pattern and on the average charge of the wall.
terms of number density profiles [34–37]. In order to gain further insight into this system, a
variety of surface charge patterns has been studied, starting with the case of a homogeneous
26
wall charge distribution (see Sec. III B). For such homogeneously charged walls we have nat-
urally found no dependence of any of the profiles on the lateral position. But for increasing
distances from the wall (see Figs. 2, 3, and 4) we have been able to identify an exponential
decay on the length scale of the Debye length κ−1 for all studied values of the constant
surface charge density. Beyond that, the density profiles of the three fluid components are
dominated by well-known layering effects caused by the hard sphere nature of all particles.
Furthermore, for various wall charge strengths we have identified two regimes of the fluid
response. For low surface charges we have found a linear response of the fluid, whereas
replacement of solvent particles by counterions leads to non-linear response phenomena for
high surface charge strengths.
In Sec. III C, replacing the homogeneously charged (and therefore overall charged) wall
by a sinusoidal charge distribution (with no overall charge), we have found a strong de-
pendence of both the solute densities and the electrostatic potential on the wavelength of
the underlying surface charge pattern (see Figs. 6 and 7). However, the solvent densities
remain de facto unchanged upon a change of the wavelength (see Fig. 5). Also, for all
studied values, there are no dependences on the amplitude of the surface charge other than
a proportionality factor.
Finally, in Sec. III D we have studied more complex surface charge structures, combining
both aspects discussed above: a non-vanishing net charge of the wall and small-scale het-
erogeneities of the surface charge distribution (see Fig. 8). First, we have found a way to
fine tune the behavior of the fluid with respect to the transition between the linear and the
non-linear response regime by adjusting the area fraction of the charged surface and thus
effectively tuning the net charge of the wall (see Fig. 9). Second, we have found a clear
dependence of the decay behavior of the electrostatic potential on the lateral wavelength of
the surface charge structure, where longer wavelengths translate into a longer-ranged decay
of the potential away from the wall (see Fig. 10). This effect, as well as all other behaviors
of the decay of the potential found in the present study can readily be understood on the
basis of analytic predictions obtained in the previous study in Ref. [32], where a connection
between the lateral wavelengths and the normal decay behavior has been derived (see Eq.
(18)). We note, that within the linear regime the predictions of this previous study provide
excellent agreements with the present results, despite its much more simplistic fluid descrip-
tion. Finally, we compared the surface charge distributions discussed in the present study
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in terms of the surface contribution to the grand potential. This confirmed the different
influences of the average surface charge as well as of the wavelength of the actual surface
charge distribution. Since the strength of the surface contributions is linked directly to the
solubility of the corresponding surfaces, our analysis also provides insights into the solubility
of large particles carrying a surface charge.
In conclusion, the present study displays a powerful and very flexible approach to study
the effect on the density profiles and the electrostatic potential in contact with surfaces with
a broad range of possible surface charge heterogeneities. The fully three-dimensional results
reveal a strong sensitivity on the overall charge as well as on the detailed shape of the surface
pattern.
Building on previous, more simplistic fluid descriptions [32], this framework still can be
extended in various ways in order to incorporate more realistic and sophisticated models.
First, much more elaborate density functionals have already been used to account for even
more reliable fluid descriptions. These provide a starting point for further extending of the
present analysis. For example, analyzing equal particle sizes and low ionic strengths heavily
narrows the range of occurrence of important effects, where, e.g., Ref. [44] shows possible
ways for studies beyond these restrictions. Second, in the present study, no wetting or bulk
phase transitions have been investigated. In the future, the study of such transitions and
their influence on the fluid behavior appears to be promising. Finally, the present study
has been restricted to periodic surface charge patterns. This is solely done for the sake of
simplicity. The investigation of random, disordered surface charge distributions is likely to
lead to further interesting effects.
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Appendix A: Details of the discretization of the system
In order to tackle the situation described in Sec. II, the system of size Lx × Ly × Lz is
divided in Nx, Ny, and Nz cells in the respective directions of space. Each cell is of size
|C∗| = ∆∗x ×∆∗y ×∆∗z with
∆∗i =
Li
Ni
=
PiR1
Ni
, (A1)
where ∆∗i is the resolution of the numeric calculations with i ∈ {x, y, z}, and Pi is the length
in units of the particle radius R1. Consequently, ∆i =
Pi
Ni
is the dimensionless resolution
and |C| = ∆x × ∆y × ∆z the dimensionless cell size. With this division into cells, the
position dependence can be captured by indices, which denote the respective cell. E.g.,
%
(α)
i,j,k describes the density of particle species α ∈ {1, 2, 3} in the cell located at the interval
(i∆x, (i + 1)∆x] × (j∆y, (j + 1)∆y] × (k∆z, (k + 1)∆z]. We note that — in contrast to
q,% = (%1, %2, %3), and εr — the electrostatic potential Ψ is defined at the corners of the
cells, i.e., Ψi,j,k is the electrostatic potential at the point (i∆x, j∆y, k∆z). This leads to the
discrete version of the Euler-Lagrange equations (see Eq. (15))
lnϕ
(α)
i,j,k = µ
∗
α −
∑
a,b,c,β
pβ
∂Φ
∂n
(β)
a,b,c
ω(β)α (a− i, b− j, c− k) +
∂βE
∂ϕ
(α)
i,j,k
. (A2)
Here, ϕ(α) = |C∗|%α is the dimensionless density of species α, µ∗α = βµα − ln(Λ3α/|C∗|) is the
corresponding dimensionless effective chemical potential, and the prefactor is pβ = −1 for
vectorial weights ω(β) and pβ = 1 for scalar weights. The three terms result from the ideal
gas contribution, the FMT contribution, and the electrostatic interactions, respectively.
Appendix B: Derivation of the expression for the electrostatic field energy
As illustrated, e.g., in Ref. [45], one possible way of determining the equilibrium form
Ψ(r) of ψ(r) in Eq. (11) is a variational approach. Along these lines we introduce
E [ψ, q, εr, σ] =
∫
V
d3r
(
ε0εr(r)
2
(∇ψ(r))2 − q(r)ψ(r)
)
−
∫
∂V
d2s σ(s)ψ(s, 0), (B1)
where q(r) = e(%2(r) − %3(r)) is the local charge density, and σ(s) is the surface charge
density at the wall ∂V = {r ∈ R3|r = (s, z = 0) = (x, y, 0)}. Furthermore, the equilibrium
distribution of the electrical potential Ψ has to fulfill the Poisson equation
∇(−ε0εr(r)∇Ψ(r)) = q(r) (B2)
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with the boundary condition corresponding to the slope at the wall. This is represented by
ε0εr(s, 0)n(s, 0) · ∇Ψ(s, 0) = σ(s), (B3)
where n(s, 0) = −ez is the outer normal vector at r = (s, 0). The boundary condition
corresponding to a homogeneous bulk system far from the wall is represented by
Ψ(s,∞) = 0. (B4)
Provided the correct potential Ψ has been found, E can be rewritten as
E [Ψ, q, εr, σ] =
∫
V
d3r
(
ε0εr(r)
2
(∇Ψ(r))2 − q(r)Ψ(r)
)
−
∫
∂V
d2s σ(s)Ψ(s, 0)
(B2)
=
∫
V
d3r
(
ε0εr(r)
2
(∇Ψ(r))2 −∇(−ε0εr(r)∇Ψ(r))Ψ(r)
)
−
∫
∂V
d2s σ(s)Ψ(s, 0)
p.i.
=
∫
V
d3r
(
−ε0εr(r)
2
(∇Ψ(r))2
)
−
∫
∂V
d2s (ε0εr(s, 0)n(s, 0) · ∇Ψ(s, 0)) Ψ(s, 0)
−
∫
∂V
d2s σ(s)Ψ(s, 0)
(B3)
=
∫
V
d3r
(
−ε0εr(r)
2
(∇Ψ(r))2
)
, (B5)
leading to
βUel.[%] = −βE [Ψ, q, εr, σ]. (B6)
Therefore, given the correct potential Ψ(r) for the given charge distribution q(r), the elec-
trostatic contribution to the density functional can be expressed via E [Ψ, q, εr, σ].
Appendix C: Minimization of the auxiliary functional E
The auxiliary functional E , which is introduced in Eqs. (13) and (B1), respectively,
is constructed in a way, that its variation with respect to the electrostatic potential ψ is
vanishing for the equilibrium potential distribution ψ = Ψ due to the Poisson equation (B2)
and its boundary conditions:
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δE =
∫
V
d3r (ε0εr(r)∇ψ(r)(∇δψ)− q(r)δψ)−
∫
∂V
d2s σ(s)δψ +O(δq, δεr)
=
∫
V
d3r (∇(ε0εr(r)∇ψ(r)δψ)− ε0∇ · (εr(r)∇ψ)δψ − q(r)δψ)−
∫
∂V
d2s σ(s)δψ + . . .
=
∫
V
d3r ((−ε0∇ · (εr(r)∇ψ)− q(r))δψ) +
∫
∂V
d2s ((ε0εr(s, 0)n(s, 0) · ∇ψ − σ(s))δψ)
+ . . .
(B2)
=
(B3)
0× δψ +O(δq, δεr). (C1)
From this it follows, that for a given and fixed distribution of particles and therefore for a
given and fixed charge distribution q and permittivity εr, the minimum of E is reached for
ψ = Ψ, i.e., the equilibrium potential can be found by a simple minimization of E . This in
turn leads to three types of Euler-Lagrange equations, depending on the distance from the
wall, which can be rewritten as
Ψi,j,0 =
2( 1
∆2x
+
1
∆2y
+
1
∆2z
) ∑
α,β∈{0,1}
εr;i−α,j−β,0
−1 ·
 ∑
α,β∈{0,1}
εr;i−α,j−β,0
[
1
∆2x
[2Ψi+1−2α,j,0
+ (Ψi+1−2α,j+1−2β,0 −Ψi,j+1−2β,0) + (Ψi+1−2α,j,1 −Ψi,j,1) + 1
2
(Ψi+1−2α,j+1−2β,1
− Ψi,j+1−2β,1)] + 1
∆2y
[2Ψi,j+1−2β,0 + (Ψi+1−2α,j+1−2β,0 −Ψi+1−2α,j,0) (C2)
+ (Ψi,j+1−2β,1 −Ψi,j,1) + 1
2
(Ψi+1−2α,j+1−2β,1 −Ψi+1−2α,j,1)
]
+
1
∆2z
[2Ψi,j,1 + (Ψi+1−2α,j,1
− Ψi+1−2α,j,0) + (Ψi,j+1−2β,1 −Ψi,j+1−2β,0) + 1
2
(Ψi+1−2α,j+1−2β,1 −Ψi+1−2α,j+1−2β,0)
]]
+
χ
|C|
∑
α,β∈{0,1}
qi−α,j−β,0 + 2
χ
|C|
∑
α,β∈{0,1}
σi−α,j−β
 ,
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Ψi,j,0<k<Nz =
2( 1
∆2x
+
1
∆2y
+
1
∆2z
) ∑
α,β,γ∈{0,1}
εr;i−α,j−β,k−γ
−1 ·
 ∑
α,β,γ∈{0,1}
εr;i−α,j−β,k−γ·[
1
∆2x
[2Ψi+1−2α,j,k + (Ψi+1−2α,j+1−2β,k −Ψi,j+1−2β,k) + (Ψi+1−2α,j,k+1−2γ
− Ψi,j,k+1−2γ) + 1
2
(Ψi+1−2α,j+1−2β,k+1−2γ −Ψi,j+1−2β,k+1−2γ)
]
+
1
∆2y
[2Ψi,j+1−2β,k
+ (Ψi+1−2α,j+1−2β,k −Ψi+1−2α,j,k) + (Ψi,j+1−2β,k+1−2γ −Ψi,j,k+1−2γ) (C3)
+
1
2
(Ψi+1−2α,j+1−2β,k+1−2γ −Ψi+1−2α,j,k+1−2γ)
]
+
1
∆2z
[2Ψi,j,k+1−2γ
+ (Ψi+1−2α,j,k+1−2γ −Ψi+1−2α,j,k) + (Ψi,j+1−2β,k+1−2γ −Ψi,j+1−2β,k)
+
1
2
(Ψi+1−2α,j+1−2β,k+1−2γ −Ψi+1−2α,j+1−2β,k)
]]
+
χ
|C|
∑
α,β,γ∈{0,1}
qi−α,j−β,k−γ
 ,
Ψi,j,Nz =
2 [( 1
∆2x
+
1
∆2y
+
1
∆2z
)
+
κR1
∆z
] ∑
α,β∈{0,1}
εr;i−α,j−β,Nz−1
−1·
 ∑
α,β∈{0,1}
εr;i−α,j−β,Nz−1·[
1
∆2x
[2Ψi+1−2α,j,Nz + (Ψi+1−2α,j+1−2β,Nz −Ψi,j+1−2β,Nz) + (Ψi+1−2α,j,Nz−1
− Ψi,j,Nz−1) +
1
2
(Ψi+1−2α,j+1−2β,Nz−1 −Ψi,j+1−2β,Nz−1)
]
+
1
∆2y
[2Ψi,j+1−2β,Nz
+ (Ψi+1−2α,j+1−2β,Nz −Ψi+1−2α,j,Nz) + (Ψi,j+1−2β,Nz−1 −Ψi,j,Nz−1) (C4)
+
1
2
(Ψi+1−2α,j+1−2β,Nz−1 −Ψi+1−2α,j,Nz−1)
]
+
1
∆2z
[2Ψi,j,Nz−1 + (Ψi+1−2α,j,Nz−1
− Ψi+1−2α,j,Nz) + (Ψi,j+1−2β,Nz−1 −Ψi,j+1−2β,Nz)
+
1
2
(Ψi+1−2α,j+1−2β,Nz−1 −Ψi+1−2α,j+1−2β,Nz)
]]
+
χ
|C|
∑
α,β∈{0,1}
qi−α,j−β,Nz−1
− κR1
∆z
∑
α,β∈{0,1}
εr;i−α,j−β,Nz−1(Ψi+1−2α,j,Nz + Ψi,j+1−2β,Nz +
1
2
Ψi+1−2α,j+1−2β,Nz)
 .
Besides the dimensionless resolutions ∆i, the dimensionless cell volume |C|, the solvent
particle radius R1, and the Debye length 1/κ, the parameter χ =
9pilB
R1
with the Bjerrum
length lB is introduced here.
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