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Abstract
The study of the properties and dynamics of self-gravitating bosonic objects in
Einstein gravity was conducted. Bosons are promising candidates for dark matter.
They can form compact objects through a Jeans instability mechanism. We studied
boson stars made up of self-gravitating scalar fields, with and without nonlinear
self-couplings. These are non-topological solutions of the coupled Einstein–Klein–
Gordon equations. We studied the stability of boson stars in the ground and excited
states, and determined the quasinormal mode (QNM) frequencies of stable boson
stars in spherical symmetry. The study was carried out in the standard Einstein
theory of General Relativity and in Brans–Dicke theory. We also studied the for-
mation of these objects in Brans–Dicke theory showing that they can form from the
self-gravitation of bosonic matter. We also studied the possibility of a bosonic halo
surrounding galaxies. These halo models predict the observed flatness of galactic
curves. We studied their formation and stability.
After an extensive study in spherical symmetry we carried out numerical studies
of boson star dynamics in full 3+1 dimension. One focus of the 3 spatial dimension
(3D) study was on the validation of the numerical code constructed to solve Einstein
equations with matter sources. The use of the scalar field has unique advantages:
Boson Stars do not suffer from difficulties associated with hydrodynamic sources
(like shock waves or the surface problems of neutron stars). They also do not suffer
from the difficulties related to the singularities of black holes. The code was first
tested with spherical perturbations and compared with the spherical results. We
determined the coordinate conditions needed to provide stable evolutions under ra-
dial perturbations. We then went on to study their behavior under non-spherical
perturbations. Both scalar and gravitational radiation produced under these per-
turbations were studied. We reproduced the QNM frequencies of the stars, as
determined by perturbation studies carried out by other groups. The energy gen-
erated by the perturbation was studied with different radiation indicators. We also
observed the collapse to black holes of unstable boson-star configurations. We sim-
ulated the collision of two boson stars. This is of interest as the two body problem
is as yet unresolved in general relativity.
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Chapter 1
Introduction
The study of bosonic compact objects is motivated by several considerations. From a
purely aesthetic point of view, the existence of compact objects made up of fermionic
subparts (like neutron stars), leads one to postulate the existence of bosonic coun-
terparts made up of particles satisfying Bose-Einstein statistics. This was the mo-
tivation for the original works of Kaup [1], and Ruffini and Bonazzola [2].
Although not observed thus far, these purely theoretical objects nevertheless can
provide many useful physical insights. They can be a source of scalar radiation and
gravitational radiation, and can under certain conditions collapse to black holes.
Studying the evolution of the resultant black holes then adds a new dimension to
black hole studies since now matter is present in the spacetime.
Recently, Bosonic objects have been suggested as strong candidates for dark-
matter in the universe. This has changed their status from being purely theoretical
toy models, to possibly being extremely real physical objects.
They also occupy a significant place in the field of numerical relativity. For the
first time one can consider the full Einstein system of equations with matter sources
present. Before the advent of this field, boson stars could only be studied under
infinitesimal perturbations using perturbative techniques [3, 4].
In one-dimensional numerical relativity we have observed the behavior of boson
stars under larger and more general spherical perturbations. In 3D, for the first
time, a fully relativistic problem with matter present was considered. Boson stars
provide a model which does not suffer from the problematic singularities of black-
hole spacetimes. In addition the presence of a scalar field with an exponential fall-off
that, in principle, stretches to spatial infinity, prevents the formation of sharp outer
surfaces that are characteristic of neutron stars.
The 3D code could be tested against the well studied 1D codes by considering
spherical perturbations. The gravitational wave signals of non-spherical configura-
tions in the linear regime were compared against the results of linear non-spherical
perturbation studies. A comparison of the signals calculated by different methods
provided a further successful code test. In order to stabilize the code, various nu-
merical techniques were implemented and studied. With a stable code one could
then study the signals that came out of large non-spherical perturbations. These
physical studies were precursors to a planned series of future neutron star studies.
The collapse of an unstable boson star to a black hole, followed by a “turning on”
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of apparent horizon boundary conditions, was a new aspect of black hole studies
that boson stars provided. In addition we began simulations of the collision of two
boson stars. This is of importance in the generalized two-body problem since the
resulting dynamics may not be sensitively dependent on the constituent objects.
A study of compact bosonic objects touched upon numerous physical issues. In
one dimension, the evolution of boson stars in the ground and excited states, with
and without self-coupling, and the evolution and formation of boson-stars in Brans-
Dicke theory were investigated. The stability and formation of objects formed from
massless scalar fields was also studied in a one-dimensional halo model. In 3D the
study of gravitational waves from the non-spherical perturbation of a boson star was
followed by a study of black hole evolutions of the black holes formed from collapsed
boson stars.
We begin by introducing the Einstein equations with general matter sources,
followed by a historical perspective on the nature of boson stars and a summary of
earlier work in the field. The notion of dark matter is then introduced, what makes
one believe it exists, and why bosons are good candidates for it. This is followed by
the basics of a Jeans instability mechanism to give an idea of how boson stars could
actually form.
The final topics in the introduction are about boson stars without spherical
symmetry. Since they can be a source of gravitational waves, we first review how
Einstein’s equations predict gravitational radiation in a non-spherically symmetric
setting. In this regard we also introduce the idea of waveform extraction through
the Zerilli, Bel-Robinson, and Newman-Penrose functions which we use in our code.
We discuss some of the other work in the field of Boson stars in higher dimensions
as well as the results of 3D perturbation studies to which we compare our results.
The penultimate topic in the introduction is about the 3 + 1 ADM split of space-
time and how the Einstein equations can be separated into constraint and evolution
equations. Since our work is numerical, we also present an overview of the kinds of
difficulties that we face in a general numerical code. The actual details of the code
and numerics are explained in the chapters that follow.
1.1 Einstein Equations with Matter: Variational Ap-
proach
The central tenet of GR is that matter must respond to geometry by moving in a
certain way, and geometry must in turn respond to matter by curving. We briefly
outline the various quantities that we encounter in the equations that we will have
to solve, and then use a variational approach to derive the equations which a fully
relativistic system with matter sources must obey [5].
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• Metric: The invariant measure of proper length or proper time between neigh-
boring events in spacetime is given by
ds2 = gµν dx
µ dxν = −dτ 2, (1)
where the metric gµν in a Minkowski spacetime is the diagonal metric ηij =
diag(−1, 1, 1, 1).
• Γ: In curved space variations in tensors are affected by the fact that the basis
vectors themselves are twisting and turning from spacetime point to spacetime
point. The Connection Coefficient Γ measures the changes in the basis vectors
through the relation
∇νeµ = Γδµν eδ. (2)
Here ∇ν measures changes along the basis vector eν . In any coordinate basis
([eµ, eν ] = 0 ) the connection coefficients are given by
Γαµν =
1
2
gαδ (gδµ,ν + gδν,µ − gµν,δ) = Γανµ. (3)
• Geodesic Equation: The path of particles between spacetime points P and Q
is one that extremizes
∫Q
P dτ leading to the geodesic equation
d2xβ
dλ2
+ Γβµν
dxµ
dλ
dxν
dλ
= 0, (4)
where λ is a parameter that parametrizes the path and agrees with the proper
time τ within λ = aτ + b, with arbitrary constants a and b.
• Riemann tensor: Spacetime curvature results in geodesics deviating from
nearby geodesics, with test particles accelerating relative to one another. Mea-
suring the deviation of one geodesic from another involves quantifying this
curvature through the Riemann curvature tensor. In flat space (zero curva-
ture) it must vanish. The Riemann curvature tensor components in terms of
the connection coefficients are
Rλαµβ =
∂Γλαβ
∂xµ
− ∂Γ
λ
αµ
∂xβ
+ ΓλσµΓ
σ
αβ − ΓλσβΓσαµ. (5)
Physically in a curved spacetime parallel transport of a vector around a closed
loop brings it back to the original point visibly changed. The Riemann tensor
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is a measure of the change. A 4 vector A transported around a closed curve
formed by vectors u and v (and their commutator to close the gap) suffers a
change
δAα +Rαβγδ A
β uγ vδ = 0. (6)
The Ricci tensor and scalar follow from Rµν = R
α
µαν and R = g
µνRµν .
In contrast to the geometrical quantities above, the stress energy tensor T con-
tains information about the matter sources of gravity. The conditions of energy and
momentum conservation are contained in the relation ∇ ·T = 0. The components
of Tµν are symmetric.
The equations that we must rely on to tell us how the system behaves are the
Einstein equations
G = 8 πT, (7)
where the geometry of spacetime that tells matter how to move is on the left hand
while the matter sources telling spacetime how to curve are on the right hand.
Thus G must only be geometry dependent and so must be entirely made from the
Riemann tensor and the metric. For simplicity it is made linear in the Riemann
tensor and since it is an indication of curvature it must vanish in flat space. Like
the right hand side, it must be a dual tensor that is symmetric. The only second
rank tensor we can build fulfilling these criteria is (up to an overall constant)
Gµν = Rµν − 1
2
R gµν . (8)
The factor 8 π in (7) follows from comparisons to well known situations in Newtonian
gravity (gµν ∼ ηµν).
It can be shown that we can associate the tt component of the stress-energy tensor
T 00 with the density of mass energy, while T j0 is the density of the j component of
the momentum. The 00 component of the Einstein equation is, therefore, called the
Hamiltonian constraint and the 0i components are the momentum constraints.
The Einstein curvature tensor G has to have zero divergence and from this the
divergence of Tµν follows. Why this is so can be seen from the fact that a given
spacetime hypersurface has a metric given by
ds2 = gµν dx
µ dxν . (9)
Using the metric symmetries we get ten independent components of gµν . When the
geometry evolves then, if we had ten independent equations
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Gµν = 8 π Tµν , (10)
we could determine all ten gµν on a slice. This is not possible since we have the
freedom to choose our coordinates:
xµ → x′µ, (11)
and this transformation would keep the line element (9) unchanged, but lead to the
transformation gµν → g′µν . Therefore four of the ten conditions must be eliminated
so that we have only six independent Einstein equations. Here is where the vanishing
divergence of the geometry independent Tµν plays a part. The equation
T µν ;ν = 0, (12)
gives us the required four conditions that are subtracted from the ten equations
leaving six independent geometrical equations.
In order to actually derive equation (10), a variational principle is applied with
action written in the form
I =
∫
L d4x =
∫
L (−g) 12 d4x. (13)
The Lagrangian density is separated into a geometrical and a field part
L = Lgeom + Lfield = (−g) 12 L, (14)
L = Lgeom + Lfield.
One then extremizes this action. In the ADM formalism, one finds it convenient to
think of the dynamics as representing the evolution from the specified 3-geometries
of an initial spacelike to a final spacelike slice. The action integral is to be extremized
with regard to choice of spacetime between these faces:
S ≡ S(3ξ), (15)
with the action changing with 3-geometry according to
δS =
∫
πij δgij d
3x. (16)
Here πij = δS
δgij
is the field momentum conjugate to gij. Consider the simplest action
principle one can imagine:
Lgeom =
(
1
16π
)
4R. (17)
5
Here 4R is the four-dimensional scalar invariant. To be an invariant, Lgeom must be
independent of the choice of coordinate systems. In the neighborhood of a point
one can always choose coordinates such that the first derivatives of gµν vanish.
Therefore, apart from a constant, no scalar invariants can be built homogeneously
out of the metric coefficients and their first derivatives. Unlike the case of mechanics
one must, therefore, consider second derivatives of the metric coefficients. One then
has 20 distinct components of the curvature tensor with six parameters of a local
Lorentz transformation giving 14 distinct choices. Only, one of these, 4R, is linear
in second derivatives of metric components.
4R = gαβ Rαβ, (18)
where
Rαβ = R
λ
αλβ . (19)
Every Γ should be symmetric in its two lower indices giving a total of 4×(3∗2+4) =
40 independent components. In order for the action to be an extremum, variations
due to changes in gµν , as well as the Γs’ should vanish.
0 = δI =
1
16π
∫
δ
(
gαβ Rαβ
√−g
)
d4x+
∫
δ
[
Lfield
√−g
]
d4x. (20)
The Γs themselves do not transform like tensors although their variations δΓ do.
Γγ¯ α¯β¯ =
[
Γλστ
∂xσ
∂xα¯
∂xτ
∂xβ¯
+
∂2xλ
∂xα¯∂xβ¯
]
∂xγ¯
∂xλ
. (21)
The last term destroys the tensor character of the Γs but cancels in δΓλσ τ . From the
fact that tensors can be studied in any coordinate system, we conveniently choose
one in which the Γs vanish at the point in question and so from (5) (after replacing
commas by semicolons for correct formulas in any coordinate system)
δRλαµβ = δΓ
λ
αβ;µ − δΓλαµ;β, (22)
and
δRαβ = δΓ
λ
αβ;λ − δΓλαλ;β . (23)
Also
δ(−g) 12 = 1
2
(−g)− 12 (−g) δgµν
gµν
= −1
2
(−g) 12 gµν δgµν . (24)
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Thus from (20) we see that
1
16 π
∫ {
gαβ Rαβ
(
−1
2
√−g gµν δgµν
)
+ gαβ δRαβ
√−g (25)
+ Rαβ
√−g δgαβ
}
d4x+
∫
δ
(
Lfield
√−g
)
d4x,
=
1
16 π
[∫ (
−1
2
gαβ R +Rαβ +
(
δΓλαβ;λ − δΓλαλ;β
))√−g δgαβ d4x]
+
∫
δ
(
Lfield
√−g
)
d4x.
The δΓ term is evaluated as follows:
1
16π
∫
gαβ
(
δΓλαβ;λ − δΓλαλ;β
) √−g d4x (26)
=
1
16 π
∫ (
+
{
gαβ δΓλαβ
}
;λ
− gαβ ;λ δΓλαβ
−
{
gαβ δΓλαλ
}
;β
+ gαβ ;β δΓ
λ
αλ
)√−g d4x.
Using the fact that the metric is covariantly constant (gαβ ;α = 0) we get
1
16 π
∫
gαβ
(
δΓλαβ;λ − δΓλαλ;β
) √−g d4x (27)
=
1
16 π
∫ ({
gαβ δΓλαβ
}
;λ
−
{
gαβ δΓλαλ
}
;β
) √−g d4x.
Using Gauss’ theorem we get an integral over the surface. Since variations vanish
on the boundary this integral identically vanishes leaving
1
16 π
[∫ (
−1
2
gαβ R +Rαβ
) √−g δgαβ d4x] + ∫ δ (Lfield√−g) d4x = 0. (28)
The stress-energy tensor is defined to be
Tαβ ≡ 2
(−g) 12
(
δLfield
δgαβ
)
= − 2
(−g) 12
(
δ
√−g Lfield
δgαβ
)
. (29)
Using this definition
∫
δ
(
Lfield
√−g
)
d4x =
∫
δgαβ
δ(
√−g Lfield)
δgαβ
d4x = −1
2
∫
Tαβ
√−g δgαβ d4x, (30)
which gives the equations of motion
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Gαβ = 8 π Tαβ. (31)
If we now restrict attention to a matter Lagrangian that depends on the metric but
not metric derivatives (this assumption holds for usual matter fields such as spinors,
gauge bosons and minimally coupled scalars but fails for non-minimally coupled
scalars), then
Gαβ = 8 π
(
gαβ Lfield − 2 ∂Lfield
∂gαβ
)
. (32)
This then sets up the equations for general metrics and matter sources in GR.
We then specialize them to particular metrics, for example, spherically symmetric
spacetimes, and a particular matter source that describes bosonic spin zero objects.
Since most of the work has been on boson stars we start by describing what those
are.
1.2 What are Boson Stars?
Boson stars are compact self-gravitating objects made up of scalars that are held
together by the balance between the attractive force of gravity and the dispersive
effects of a wave equation. The scalar field is complex and satisfies the Klein–
Gordon equation, and the system has field solutions with different numbers of nodes.
The lowest energy state, or ground state, is characterized by a field distribution
that has no nodes. Unlike the case of fermions, where one can invoke the perfect
fluid approximation and write an equation of state, a system of bosons has an
anisotropic distribution of stress near its center, making such a concept inadmissible.
Nevertheless, they have many similar properties to neutron stars. For a review,
see [6].
1.2.1 An Historical Perspective
From an historical point of view the study of boson stars began with the work of
Kaup [1]. Electromagnetic geons, as introduced by Wheeler [7] were gravitational-
electromagnetic objects satisfying the electromagnetic and gravitational field equa-
tions. Their spherical configurations were found to be in unstable equilibrium. Com-
pelled by this concept, Kaup introduced a Klein–Gordon geon, which satisfied the
coupled KG and Einstein equations (the KGE equations) in a spherically symmetric
metric. From the Lagrangian
L = R + gµν φ∗;µ φ;ν − m
2
h¯2
φ∗ φ, (33)
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with scalar field φ and a spherically symmetric metric
dτ 2 = b2dt2 − r2dΩ2 − a2dr2, (34)
is derived a scalar field equation (in appropriately defined units)
Ψ′′ +
(
2
r
+ ν ′ − λ′
)
Ψ′ + a2
(
E2
b2
− 1
)
Ψ = 0, (35)
where φ(r, t) = ei E tΨ(r), a = eλ and b = eν .
Transforming to a new radial coordinate s where
s =
∫ r
0
a
b
dr, (36)
so that ds/dr = a/b, we get
d2Ψ
ds2
+
2
r
b
a
dΨ
ds
+
(
E2 − b2
)
Ψ = 0. (37)
This equation is similar to the radial Schro¨dinger equation for a potential b2. In
the asymptotic region b2 ∼ 1 − 2M/r so the potential is similar to the hydrogen
atom case in that it has a 1/r dependence. This suggests countably infinite localized
solutions for Ψ with different numbers of nodes. The conserved current associated
with the U(1) symmetry of the problem is
Jν =
1
2
i (Φ∗;ν Φ− Φ;ν Φ∗), (38)
With the particle number times m the mass of a single boson
N m = −i
∫ √−g J0 =
∫
r2 a b J4 dr. (39)
The ground state solutions are then numerically obtained and a plot of mass and
particle number profiles for different central densities is made. The nature of the
plot is shown in Fig. 2 (chapter 2). The mass of the bosonic geon increases to a
maximum and then starts to decrease as does the particle number with its maximum
at the same value of central density. However Nm is greater than the mass of the
bosonic geon for central densities up to a point beyond the maximum.
This result is very interesting since the mass profile as a function of central field
density is very similar to that of neutron stars and white dwarfs when plotted as a
function of density ρ. This is so, as pointed out in this paper, despite the absence of
an equation of state in the case of a the KGE system where the radial pressure −T rr
is different from −T θθ = −T φφ . Not only are the profiles similar, but remarkably, so
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also are the stability properties, although the usual perfect fluid approach to stellar
stability can no longer be applied.
A first-order perturbation approach in spherical symmetry is developed in Kaup’s
paper, whose essential features are that the metric components are perturbed as
ν → ν + δν and λ→ λ+ δλ so that δgrr = −2 a2δλ where δν and δλ are functions
of r and t. The scalar field perturbation is of the form
δΦ = ei E t [R(r, t) + i I(r, t)] . (40)
All time dependences of the perturbations are taken to be of the form eiωt and
solutions with imaginary ω or negative ω2 are obviously unstable. A variational
approach follows, to establish the ground state ω and this gives an erroneous result
that all ground state solutions are stable.
A Newtonian approach to the problem is presented in [2]. The nonrela-
tivistic Schro¨dinger equation with a potential V satisfying the Poisson equation
∇2V = −4πGρ is used. A mass profile plot as a function of central density
yields a maximum mass of 1.653M2P l/m, far greater than the relativistic value of
0.633M2P l/m because of the continued use of the Newtonian approach to dense
configurations no longer in the Newtonian regime. In [8] an N -body Hamiltonian
for an N boson configuration interacting via Newtonian gravity is written. The
hydrogen-like resulting Hamiltonian then yields a ground state expectation value by
analogy. A lower bound on the ground state energy (better by a factor of almost
3 than that of [2]) is obtained by separating out the center of mass kinetic energy
(which corresponds to the global motion of the system and should not contribute
to the ground state energy). This is now much lower than the relativistic result. A
semi-relativistic calculation with a Hamiltonian of the form
H =
N∑
i=1
(
p2i +m
2
)1/2 − N∑
i<j=1
Gm2
rij
, (41)
yields an answer of 1.51M2P l/m, lower than [2] but higher than the relativistic values.
A Hartree approximation [9] to the problem of N identical bosons interacting
through two-body attractive Yukawa forces with force range 1
µ
(the gravitational
case corresponding to µ = 0) shows bound state solutions for µ
N
< some critical
value. In the Hartree approximation the wavefunction of the N particle ground
state is in terms of single particle minimum energy wave functions |f >
|Ψ0 >= |f >1 |f >2 .....|f >N , (42)
with the Hamiltonian
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H = T+V,
T = − h¯
2
2m
N∑
i=1
∇2i ,
V = −g2
N∑
i>j=1
e−µ|ri−rj |
|ri − rj | . (43)
This paper [9] posits a variational problem in the particle density n(r) =
N [f ∗(r)f(r)] with energy minimized as a function of n(r) under the normaliza-
tion constraint
∫
d3rn(r) = N . For the gravitational case, the results of [2] for
bound state energy are recovered.
With the particle number density decaying slowly to infinity, the velocity profile
of a test particle (calculated from v(r) =
√
GM(r)/r =
√
Gm
∫ r
0 n(r
′) 4 π r′2 dr′/r
by equating centripetal and gravitational forces) as a function of radius does not
fall off as steeply as the finite boundary fermion case. One of the suggestions of
this paper was, therefore, to consider boson halos around luminous objects (such as
galaxies) as a possibility.
In the literature, there are also treatments of finite temperature boson stars in
the classical and quantum regimes [10, 11] but our work has involved systems of a
condensate of zero temperature bosons all of which occupy the same state.
By far the most thorough analyses on the stability of boson stars from a pertur-
bative point of view have been by T.D. Lee et. al. While the previous papers have
dealt only with boson stars in the ground state T.D. Lee et. al. discuss excited state
configurations as well. In [12] they discuss the cusp structure of the boson star mass
and particle number profile in great detail. This cusp structure has important sta-
bility consequences. The equilibrium configurations have a field with an underlying
characteristic frequency ω so that φ = σ(ρ) eiωt. The action for the system consists
of a gravitational part and a matter part given by:
A(g) =
∫ +∞
−∞
dt L(g), (44)
A(m) = −
∫
[φ∗;µ φ;µ + U(φ∗ φ)] dτ,
with volume element dτ =
√
|g|dt dρ dθ dφ. The metric is taken to be of the form
ds2 = −e2udt2 + ρ2dΩ2 + e2vdρ2 with matter Lagrangian
L(m) = 4π
∫
(−U − V +W ) eu+v ρ2 dρ. (45)
The total Lagrangian L = K − V has components
K = 4 π
∫ ∞
0
eu+v ρ2W dρ = 2 π
∫ ∞
0
ev−u ρ2
∂φ
∂t
∗ ∂φ
∂t
dρ, (46)
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where spherical symmetry ensures no kinetic energy is carried off by the gravitational
field and
V = V (m) + V (g) = 4 π
∫ ∞
0
eu+v ρ2 (U + V ) dρ− L(g) (47)
with U =
1
2
m2σ2 +
1
4
f 2σ4
and V =
1
2
e−2 v(
dσ
dρ
)
2
.
The Hamiltonian is then
H = K + V = K + V (m)− L(g) = 2K − L(m)− L(g) = 2K − L. (48)
The particle number N =
∫
j0|g| 12dx1dx2dx3 is derived from the conserved cur-
rent discussed earlier in the context of [1]( j0 = − i
2
(
φ∗ ∂φ
∂t
− ∂φ
∂t
∗
φ
)
= ωσ2) giving
2K = N ω and E = N ω − L (49)
and hence
dM
dN
=
[
∂E
∂N
]
u,v,σ
= ω.
The equilibrium configurations are determined numerically from the Einstein equa-
tions, with mass determined from the Schwarzschild nature of the asymptotic region:
namely GM = limρ→∞ ρ u. A plot of the mass versus particle number has slope ω.
For any number of nodes n it increases up to a point (M(n, 1), N(n, 1)) where it
has a cusp and abruptly changes course till M(n, 2), N(n, 2) and then another cusp
causes it to change course again till a third cusp and so on. The sign of dN/dω
changes when a cusp is passed and the function M(N) has a cusp therefore at
dN
dω
= d
2
dω2
L = 0. At the cusp, in fact,
dN
dω
=
dM
dω
= 0. (50)
This change of sign at the cusp is an important part of stability discussions in [3]
where a perturbation technique is used.
In their stability analysis the perturbed wave function is expressed in terms of
the radial part of the unperturbed wave function as
φ =
1√
2
e−iθ(t) [σ(ρ) + χR(ρ, t) + iχI(ρ, t)] , (51)
where the unperturbed field function satisfies the Klein–Gordon equation written
for brevity here in operator form hσ = 0. The χ functions are expanded in terms
of a complete set of orthonormal radial basis functions fi such that
12
χR(ρ, t) =
∞∑
i=0
Ri(t) fi(ρ) and χI(ρ, t) =
∞∑
i=1
Ii(t) fi(ρ). (52)
The perturbed Hamiltonian and Hamilton’s equations are written down. The nature
of the eigenvalues of R and I hold the key to stability. For an n node state it is
shown that of the eigenvalues λa of the basis functions fa under operator h, n of them
are negative using the Sturm-Liouville theorem. For a ground state wave function,
therefore, all these are positive. The sign of these eigenvalues determines the nature
of the squared eigenvalues of R and I, being real if λ is positive and imaginary if
not. For a ground state star, therefore, the squared eigenvalues of R and I are real.
To set about finding out whether the eigenvalues themselves are real (if the squared
eigenvalues are positive) or imaginary indicating stability or instability respectively,
a simplifying trick is used. The change of sign only occurs at the cusp hence, if
any configuration on the first branch is stable, all configurations on that branch
must be so. Thus a Newtonian configuration on that branch is considered, thereby
simplifying the equations and it is shown that first branch of ground state boson
stars are stable. For excited states though, all those configurations are unstable.
This analysis for stability was done without including any self-coupling terms in the
matter Lagrangian.
The need to incorporate the self-coupling term is mostly motivated by astro-
physical considerations. A single boson star, also called a mini-soliton star, is not
very large. Although, there are no limits on how many of them there could be it
would be nice to be dealing with large objects. The radius of the star held up from
collapse by the Heisenberg uncertainity principle is p ∼ 1/R which for a relativistic
star gives R ∼ 1/m where m is the mass of a boson. The mass of the star is of
order M2P l/m, much smaller than a fermion star of mass of order M
3
P l/m
2
F . To get
a physical dimension on this, a 1GeV boson mass gives us a boson star mass of
M ∼ 10−19M⊙. The importance of the self-interacting term is measured by the ra-
tio V (φ)/m2|φ|2 = λ|φ|2/m2. The energy density of a system without self coupling
is given by ρ ∼M/R3 ∼ M2P lm2. Since the energy density of non-interacting bosons
is given by ρ ∼ m2|φ|2 this gives |φ| ∼ MP l and hence the self interaction may be
ignored if λ << m2/M2P l. The mass of the system with self-coupling is of the order
M ∼ √λMCh so that even a small self-coupling parameter can significantly increase
the sizes of these objects as discussed in [13].
In this paper [13], the equilibrium configurations are set up (with self-coupling
term) in a spherically symmetric spacetime. The usual mass profile (as a function
of central field density) for ground-state boson stars with different values of the
dimensionless self-coupling parameter Λ = λ
m24πG
is plotted. The maximum mass
of these profiles steadily increases with increase in Λ. In the limit of large Λ it
is shown that one can write an effective equation of state, and the perfect fluid
theorems can be used to study their stability, indicating that the branch to the left
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of the maximum in the mass profile are stable and those to the right are unstable.
This effective equation of state, and vanishing of anisotropies, makes these high
Λ boson stars very much like neutron stars. They have a well defined radius with
their wave character suppressed. This suggests that one might be able to use the
self-coupling parameter as an anisotropy control parameter [14]. In realistic systems,
one expects some anisotropies to be present in systems. These anisotropies could
affect surface red-shifts and critical masses [15]. Usually one puts them in by hand
in neutron star models in an ad-hoc manner. With self-coupled boson stars this can
be done more naturally. Interestingly the fractional anisotropy (T rr − T θθ )/T rr at the
“radius” of the star
R ≡ 4 π
∫∞
0 r ρ r
2 dr
4 π
∫∞
0 ρ r
2 dr
=
4 π
M
∫ ∞
0
r ρ r2 dr, (53)
is roughly the same for all central densities.
1.2.2 Boson Stars as Dark Matter Candidates
In this section we discuss why boson stars, although they have never been seen,
might indeed really exist. To do so we introduce the notion of dark matter and the
evidence for this kind of matter. We then show why bosons themselves might be
good candidates for this kind of matter. We then describe by what mechanism these
bosons could form compact self-gravitating objects.
Evidence of Dark Matter
Almost all the information about the Universe has been obtained through photons
(radio photons from neutral hydrogen gas, X-ray photons from ionized gas, optical
photons from stars etc.) [16, 17]. What about matter that does not emit detectable
radiation? For example, the star formation process could result in extremely dim
main sequence stars with masses below the lower limit for hydrogen burning on the
main sequence (0.08M⊙) which could only be detected at distances of less than 1pc
with present instruments.
Even within a given type of astronomical object, there is no reason to expect
mass and luminosity to be perfectly correlated. Stars fainter than the sun make up
about 75% of the mass, while stars brighter than the sun account for 95% of the
luminosity in the solar neighborhood. It is found that most astronomical systems
have extremely high mass to light ratios.
Dark matter is defined to be matter whose existence we know of only because
of gravitational effects. Objects like white dwarfs in the solar neighborhood are not
dark matter candidates as their existence is inferred from present densities of visible
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white dwarfs, theories on stellar evolution, and the history of star formation rates
in the solar neighborhood.
Zwicky in 1933 was the first to suggest that dark matter existed. His work, based
on the measurement of radial velocities of 7 galaxies in the Coma cluster, showed
that individual galaxies had radial velocities differing from the mean velocity of the
cluster, with an RMS dispersion of 700kms−1. This dispersion was taken to be a
measure of the kinetic energy per unit mass for the galaxies in the cluster and a
crude estimate of the radius of the cluster then provided a measure of the mass
of the cluster through the virial theorem. The mass to luminosity ratio based on
this model was found to be almost a factor of 400 times larger than the mass to
luminosity ratio calculated from the measurement of rotational curves of the nearby
spirals. He concluded that virtually all the cluster mass was in the form of some
invisible or dark matter undetectable except by its gravitational force. Although
based on uncertain cluster radius and distance scales with minimal statistics, it was
nevertheless a fairly accurate result. The mass to light ratio of the Coma cluster as
a whole exceeds the mass to light ratio of luminous parts of typical galaxies in the
cluster by more than a factor of 30.
Ostriker and Einasto et al. proposed in 1974 that even isolated galaxies had
large amounts of dark matter around them with spiral galaxies having dark halos
several times the radius of luminous matter. We have studied one such halo model
made up of bosonic matter.
Since boson models have been used to fit rotation curves, and because scalar
field cosmology is much discussed, we present a few dark matter scenarios in these
contexts.
• Galactic Rotation Curves
From emission lines in HII regions and the 21 cm emission line of neutral hy-
drogen, the rotation curves of galaxies are optically traced. Using the fact that the
gravitational force provides the centripetal force
v2
r
=
GM(r)
r2
, (54)
one sees that in the inner region of roughly constant density, where M(r) = ρ 4
3
πr3,
the speed v(r) should rise linearly with distance r from the center. An intermediate
region should exist, where the speed reaches a maximum and starts to decline, until
the outer Keplerian region where the system acts like a point mass concentrated at
the center, so v ∝ r−1/2.
However, most of the rotation curves of the over 70 spiral galaxies studied are
either flat or slowly rising up until the last point measured. The few that have falling
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rotation curves either fall off at a lower than Keplerian rate, or have neighbors that
may perturb their velocity profiles. This absence of the Keplerian region indicates
the absence of well determined masses of galaxies, even for those galaxies whose
rotation curves extend to large enough radii to contain all the light. Thus there
are no spiral galaxies with accurately determined total mass. This suggests the
presence of a massive dark halo extending beyond optical radii. A flat rotation
curve (constant velocity) would indicate halo masses increasing linearly with radius
out to radii beyond the last observed point.
• Groups of Galaxies
Collections of galaxies with separation distances much smaller than typical in-
tergalactic separations would seem to indicate a gravitational binding between com-
ponent galaxies.
If a large number of stars are in a potential φ(x, t) at a given time t the number
of stars in a given volume d3x with velocities in the range d3v centered on v is given
by
f(x,v, t) d3x d3v (55)
where f is the distribution function. The density of stars must satisfy a continuity
equation since the drift of stars must be star conserving. Hence
∂f
∂t
+
3∑
i=1
(
vi
∂f
∂xi
+ v˙i
∂f
∂vi
)
. (56)
On integrating the above equation over all velocities (after multiplying them by vj
and replacing acceleration with the negative gradient of the potential) we get
∫
∂f
∂t
vj d
3v +
∫
vi vj
∂f
∂xi
d3v − ∂φ
∂xi
∫
vj
∂f
∂vi
d3v = 0. (57)
Using the divergence theorem, and the fact that no stars are moving infinitely fast,
the last integral in the above equation when integrated by parts can be modified to
∫
vj
∂f
∂vi
d3v = −
∫
∂vj
∂vi
f d3v = −
∫
δij f d
3v. (58)
Also, since the velocity and the coordinate are independent, the partial x deriva-
tive in the second term can be brought outside the integral. This gives
∂ρ v¯j
∂t
+
∂(ρ vi vj)
∂xi
+ ρ
∂φ
∂xj
= 0, (59)
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where ρ =
∫
fd3v with v¯i =
1
ρ
∫
fvid
3v. Multiplying the above equation by xk and
integrating over all space variables, we get
∫
xk
∂ρv¯j
∂t
d3x+
∫
xk
∂(ρ vi vj)
∂xi
d3x+
∫
ρ xk
∂φ
∂xj
d3x = 0, (60)
In a steady state, the first term vanishes, and one gets the tensor virial theorem
2Kjk +Wjk = 0, (61)
where the kinetic energy tensor K is
Kjk =
1
2
∫
ρ vj vk d
3x. (62)
The kinetic term was obtained by integrating the second integral of (60) by parts.
The potential energy tensor is given by the third integral in (60). In order to see
this consider the W tensor
Wjk = −
∫
ρ(x)xk
∂φ
∂xj
d3x. (63)
Substituting for φ in terms of ρ, we get
Wjk = G
∫
ρ(x)xk
∂
∂xj
∫
ρ(x′)
|x− x′| d
3x′ d3x. (64)
Differentiating through the second integral (ρ is a function of the prime coordinate
and is unaffected by a derivative in the unprimed one), we get
Wjk = G
∫ ∫
ρ(x) ρ(x′)
xk (xj − x′j)
|x− x′|3 d
3x′ d3x. (65)
Exchanging the dummy coordinates (x and x′) and adding the result to the above
integral, we get
Wjk = −1
2
G
∫ ∫
ρ(x) ρ(x′)
(x′k − xk) (x′j − xj)
|x− x′|3 d
3x′ d3x. (66)
Taking the trace of both sides of this equation, we get
W = −1
2
G
∫
ρ(x)
∫
ρ(x′)
|x− x′| d
3x d3x (67)
=
1
2
∫
ρ(x)φ(x) d3x.
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By considering the change in potential energy of a system, whose density and po-
tential are ρ(x) and φ(x), when we bring in a small mass from spatial infinity to
position x, we can show that the above expression for W is one of many alterna-
tive expressions for the potential energy of the system. So we have a scalar virial
theorem
2K +W = 0. (68)
Consider a group of N galaxies with masses Mi. Then by the virial theorem
N∑
i=1
Mi < v
2
i >t=
N∑
i=1
∑
j<i
GMiMj
〈
1
|ri − rj|
〉
t
, (69)
where averages are time averages. Assuming that the mass to light ratios of each
member galaxy is the same γ = Mi/Li and writing the above equation in terms of
luminosity, we get
γ =
3 π
2G
∑N
i=1 Li < v
2
p,i >t,Ω∑N
i=1
∑
j<i Li Lj
〈
1
|Ri−Rj|
〉
t,Ω
, (70)
where we have replaced v2i by 3 < v
2
p,i >Ω, where vp is the line of sight component
(which should have the same mean square value as the orthogonal components).
Also, Ri is the projection of ri onto the plane of the sky, and one can write the
average 1|ri−rj| as 2/π times the average
1
|Ri−Rj| by averaging over the angles. Al-
though all the temporal and angular quantities cannot be measured, if one has a
large number N of galaxies, then for galaxy orbits of random phases and orientations
the observable quantity
γest =
3 π
2G
∑N
i=1 Li v
2
p,i∑N
i=1
∑
j<i Li Lj
1
|Ri−Rj|
, (71)
should approach γ (and should be a good estimator for γ). If there is dark matter
present then this estimate would be lower than the actual value. By estimating
γ using the virial theorem, taking into account a dark matter distribution of the
same order as the galactic spatial distribution, (note that this would still be smaller
than the actual matter distribution if there were a more extensive dark matter
distribution), Huchra and Geller found a median value of 260hM⊙ in the visible
band for their groups. The mass to light ratios for groups was seemingly much
larger than values seen in the luminous parts of galaxies. This suggests again the
presence of large amounts of dark matter.
• Dark Matter Cosmology
Estimating a lower limit on the density of the universe using the Einstein cosmo-
logical model, and comparing it to the measured luminosity density, indicates there
is far more dark matter than visible matter.
The universe on a large scale appears to be very homogeneous and isotropic, so
much so that the small scale anisotropies might be considered as perturbations on
a homogeneous background. In the idealized version, considering total homogeneity
and isotropy of spatial geometry in Einstein’s theory of gravity Gµν = 8πTµν , if we
assume a boundary condition of closure a three sphere would satisfy all conditions.
The spatial metric of a three sphere can be built up step by step starting from a 1
sphere. Visualized as embedded in an Euclidean space of one higher dimension, S1
satisfies x2 + y2 = a2, which in polar coordinates transforms into x = a cosφ and
y = a sin φ, giving the metric dσ2 = a2dφ2. A 2 sphere S2, x2 + y2 + z2 = a2, under
the transformation x = a sin θ cosφ, y = a sin θ sinφ, and z = a cos θ gives a spatial
metric dσ2 = a2(dθ2+sin2 θdφ2). A 3 sphere S3, given by x2+y2+z2+w2 = a2, under
the transformation x = a sinχ sin θ cosφ, y = a sinχ sin θ sinφ, z = a sinχ cos θ, and
w = a cosχ, therefore, gives dσ2 = a2(dχ2 + sin2 χ(dθ2 + sin2 θdφ2)). Hence, the
spacetime geometry is described by
ds2 = −dt2 + a2
(
dχ2 + sin2 χ (dθ2 + sin2 θ dφ2)
)
. (72)
Calculating the connection coefficient symbols Γ as described above, and the Rie-
mann tensor from them, one can calculate Ricci tensor and Ricci scalars. The tt
component of the Einstein equation is then
3
a2
(
da
dt
)2
+
3
a2
= 8 π ρ. (73)
Where Ttt = ρ. From red shift measurements and distance measurements one can
calculate the ratio of the velocity of recession of a galaxy, to the distance to the
galaxy, which should equal the ratio of the rate of increase in the radius of the
universe to the radius of the universe. This is the Hubble parameter today:
H0 =
1
a
da
dt
∣∣∣∣∣
now
. (74)
From this and (73)
ρ >
3
8 π a2
(
da
dt
)2
=
3
8 π
H0
2. (75)
From a Hubble time today of 1
H0
(Hubble expansion rate H0 ∼ 55km/sec/Mpc) one
gets a lower limit on the density of ρc = 5×10−30g/cm3 as compared to an observed
luminosity density of ρl ∼ 2× 10−31g/cm3. A large amount of dark matter must be
present.
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Bosons as Dark Matter Candidates
There are suggestions that dark matter is mostly of a non-baryonic nature. About
10−4 secs after the Big Bang, at a black body temperature of 1012K, nuclear re-
actions like n + p ↔ d + γ were in equilibrium. With many high energy photons
present, the deuterons were as likely to be disassociated as formed, keeping the net
deuterium density low. Once the temperature cooled to about 1010K, the photon
energy (kT ) was no longer high enough to disassociate the deuterons. The primor-
dial deuterium densities were “frozen in” and therefore, became a measure of baryon
density then and now (baryon number conservation). However, whatever deuterons
formed rapidly burned into He3, H, He4, and Li7; with He4, having the most binding
energy, dominating. The higher the density of baryons, the faster the deuteron pro-
ducing reactions; and a higher density of deuterium at the epoch of nucleosynthesis
would cause more of it to burn off to helium. The observed abundances of deuterium
(which is really a lower limit on primordial abundances) therefore puts a limit on
the contribution of baryons to the mass density of the universe. The present mass
density in baryons calculated comes out to less than 6% of ρc.
As a candidate for structure formation in the universe, bosons are in many
ways suitable candidates as suggested by [18]. Spontaneous fluctuations in the pre-
inflationary epoch could have been greatly magnified by inflation, producing regions
slightly denser than their surroundings which were amplified by gravity to set up
the coalescence to present day structures. These fluctuations, or matter density
variations over the range of clusters of galaxies, can be measured. The square of the
density fluctuation strength multiplied by the volume over which they are sampled
provides a power spectrum. If one plots the power spectrum against the length scale
over which fluctuations are detected for models dominated by cold dark matter and
hot dark matter, one finds the former is unable to explain large scale structure while
the latter is unable to explain small scale structure. Hot dark matter candidates
have low masses and large random velocities. Cold dark matter candidates have large
masses and low velocities. However, low mass bosons which follow Bose-Einstein
statistics also have a large number of particles with low velocities unlike neutrinos
which follow Fermi-Dirac statistics. These are capable of keeping the power peak
for large scale structures as well as having enough power on small scales.
Besides this, many particle physics and cosmological models rely on the presence
of scalars. These scalars have never been seen experimentally and are strong dark
matter candidates. The actual formation of a boson star out of these scalars must
rely on a Jeans instability mechanism described in the next subsection. There are
various dark halo models made up bosonic objects that have been used to fit rotation
curves. We have investigated the stability and formation of one such model in the
context of a cosmological model universe that is not closed.
20
Formation of Compact Objects—The Jeans Instability Mechanism
Although many particle physics and cosmological models predict the existence of
scalars, the question arises as to how these scalars could come together to form
compact objects like boson stars. In this regard, we discuss the Jeans instability
mechanism. From a homogeneous background of matter, local fluctuations can grow
in time and cause clustering of matter.
Unlike plasmas that have both positive and negative charges, so as to be neu-
tral on large scales, an always attractive gravitational force prevents gravitational
systems from being in static homogeneous equilibrium. In principle an infinite ho-
mogeneous gravitational system in equilibrium is impossible. If density and pressure
are constant and mean velocity v0 is zero, then Euler’s equation
∂v
∂t
+∇ · v = −1
ρ
∇p−∇φ, (76)
leads to ∇φ0 = 0. However Poisson’s equation gives ∇2φ0 = 4 πGρ0 clearly in
contradiction unless ρ0 = 0. In a homogeneous gravitational system, there are
no pressure gradients to balance the existing gravitational attraction. In order to
construct an infinite homogeneous gravitational system the “Jeans effect” is used.
The conditions of the Jeans effect invoke Poisson’s equation only when the per-
turbed density and potential are involved [16, 17], while the unperturbed potential
is assumed to be zero (φ0 = 0; ∇2φ = 4 πG (ρ − ρ0)). In uniformly rotating ho-
mogeneous systems, where one has centrifugal forces in place of pressure gradients
to balance the equilibrium gravitational field, no Jeans effect is necessary. So a
homogeneous system can be in static equilibrium in a rotating frame.
• Physical Basis of the Jeans Instability
Consider an infinite homogeneous fluid of density ρ0 and pressure p0 with no internal
motions so that vf = 0. Now draw a sphere of radius r around any point and
compress this region by reducing the volume from V to V − α V . Thus the density
∝ 1/V is perturbed by an amount ρ1 ∼ α ρ0, and as a result there is a pressure
perturbation p1 = (dp/dρ)0ρ1 = v
2
sαρ0. The pressure force per unit mass is Fp =
−∇p/ρ, and so there is an extra pressure force of magnitude |Fp1| = |∇p1/ρ0| ∼
p1/(ρ0 r) ∼ αv2s/r (assuming p1 is of the form rn then ∇p1 goes as p1/r). Also
because of the increased density there is an extra gravitational force FG1 = −∇φ1.
Here φ1 = GM/(r−δr)−GM/r ∼ GM δr/r2. Since δV = −αV implies δr ∼ −αr
therefore FG1 ∼ GM α/r2 with M = 4π3 ρ0 r3. Hence the net force is Fp1 + FG1
which if outward, implies the compressed fluid reexpands and the perturbation is
stable. If the fluid continues contracting then the perturbation is unstable with the
gravitational force larger than the pressure force. This happens if
21
Gρ0 r α > α v
2
s/r, (77)
or
r >
√
v2s
Gρ0
. (78)
Perturbations on a scale larger than this are unstable.
In the case of stellar systems stability can be discussed in the context of this
mechanism. The density of states f satisfies
∂f1
∂t
+ v · ∂f1
∂x
−∇φ1 · ∂f0
∂v
= 0. (79)
Here we have made use of the time independence and homogeneity of the unper-
turbed density f0(x,v, t) = f0(v) as well as the Jeans effect φ0 = 0. Poisson’s
equation gives
∇2φ1 = 4 πG
∫
f1 d
3v. (80)
The solution is f1(x,v, t) = fa(v) exp[i(k · x−ωt)], φ1(x, t) = φa exp[i(k · x−ωt)]
where
(k · v − ω) fa − φa k · δf0
δv
= 0 (81)
−k2 φa = 4 πG
∫
fa d
3v. (82)
Noting that φ1 is only a function of x, t and not v and substituting for fa from above
into the equation for φa, we get
−k2 = 4 πG
∫ k · ∂f0
∂v
k · v − ω d
3v. (83)
Consider f0 to have a Maxwellian velocity distribution
f0(v) =
ρ0
(2 π σ2)
3
2
e−
v2
2σ2 . (84)
Taking the x direction to be the direction of k, we get
1− 2
√
2π Gρ0
k σ3
∫ ∞
−∞
vx e
− 1
2
v2x/σ
2
k vx − ω dvx = 0. (85)
where ρ0 is the density. For ω = 0 equation (83) becomes
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k2(ω = 0) = k2J =
4 πGρ0
σ2
. (86)
Instability corresponds to imaginary ω, as can be seen from the form of f1. Set
ω = iγ where γ is real and positive. After multiplying and dividing by k vx + i γ,
(85) becomes
1− 2
√
2 πGρ0
k σ3
∫ ∞
−∞
k v2x e
− 1
2
v2x/σ
2
k2 v2x + γ
2
dvx = 0, (87)
where the term with i γ in the numerator is odd and hence vanishes (and so has not
been written). Using
∫∞
0 x
2 exp(−x2) dx/(x2 + β2) = √π − π β exp(β2)[1 − erf(β)]
gives
k2 = k2J
{
1−
√
π γ√
2 k σ
exp
(
γ2
2 k2 σ2
) [
1− erf
(
γ√
2 k σ
)]}
. (88)
If one plots this one sees that this instability (ω2 < 0) corresponds to k2 < k2J or
λ = 2 π/k > λJ = 2 π/kJ . λJ is called the Jeans length which sets the scale for
instabilities.
The validity of the homogeneity assumption and Jeans effect is legitimate on
small scales and so stationary stellar systems are generally stable on small scales.
The clumping of material that begins when λ > λJ can sometimes be arrested due
to some nonlinear effects.
The Jeans analysis, and significance of the Jeans length, can also be used to
analyse homogeneous collapsing and expanding systems. The perturbed gravita-
tional field merely accelerates collapse or decelerates expansion and no Jeans effect
is invoked. This is the kind of instability that could have led to galaxy formation out
of the initial homogeneity of the early expanding universe, and so also a compact
self-gravitating object from a homogeneous soup of bosons.
1.3 Boson Stars: Nonspherically Symmetric Configura-
tions
We have set up boson star configurations in a general 3D code, and used them as a
test of this code by comparisons to spherically symmetric results obtained using a
1D code. In the process of stabilizing the code to achieve this a study of coordinate
conditions was needed. Once stability was achieved the code could be used to study
the behavior of boson stars under non-spherical perturbations, which we obviously
could not do in 1D. When perturbed in 1D a boson star emits scalar radiation and
loses mass. In 3D we can study another kind of radiation, namely gravitational
radiation.
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We now give a brief review on Einstein’s equations as a source of gravitational
radiation and then outline the other works in the field of higher dimensional boson
star studies. Then we set the tone for our own work in higher dimensions by a
description of the 3 + 1 ADM split of space-time and introduce the concept of
extrinsic curvature. A brief description of the tools of numerical relativity and the
underlying numerical errors that one has to deal with follows. Details of our work,
and resolution of these problems in the context of our own model, are described in
the fourth chapter of the thesis.
1.3.1 Einstein’s Equations as a Source of Gravitational Radiation
Maxwell’s equations have radiative solutions that predict the existence of electro-
magnetic waves. Likewise Einstein’s equations have such solutions, giving rise to
gravitational waves. The construction of laser interferometric detectors like LIGO
makes the detection of this kind of radiation a real possibility. The theory of grav-
itational waves is complicated due to the nonlinearity of Einstein’s equations. In
order to simplify the system, and yet get insight into the nature of gravitational
radiation consider the weak field limit, with the metric just slightly perturbed from
the Minkowski metric [19], gµν = ηµν + hµν . Since the derivative terms only come
from the hµν the Ricci tensor is
Rµν = Γ
λ
λµ,ν − Γλµν,λ +O(h2), (89)
giving
Rµν =
1
2
ηλσ [hσλ,µν + hσµ,λν − hλµ,σν ]− 1
2
ηλσ [hσµ,νλ + hσν,µλ − hµν,σλ] +O(h2).
(90)
Thus
Rµν =
1
2
[
∂2
∂xµ ∂xν
hσσ − hλµ,νλ − hλν,µλ + hµν
]
. (91)
From the trace of Einstein’s equations R = −8πGT λλ. The Einstein equations to
order h are then
∂2
∂xµ ∂xν
hσσ − hλµ,νλ − hλν,µλ + hµν = 16 πGSµν , (92)
where
Sµν = Tµν − 1
2
ηµν T
λ
λ. (93)
24
Exploiting the gauge invariance of the theory to choose a convenient one
gµν Γλµν = 0, (harmonic coordinate system) (94)
gives to order h:
0 =
ηλδ
2
[ηµν hδµ,ν + η
µν hδν,µ − ηµν hµν,δ] (95)
=
ηλδ
2
[
2 hνδ,ν − ∂
∂xδ
hµµ
]
.
This means ∂
∂xµ
hµν =
1
2
∂
∂xν
hµµ making (92) a wave equation of the form
hµν = 16 πGSµν . (96)
In electromagnetism, a localized source has no charge flowing in or out of it due
to charge conservation. The monopole part of the potential of a localized source is
static, and fields with a harmonic time dependence eiωt have no monopole terms.
Hence, electromagnetic radiation is dipolar. Similarly, energy conservation ensures
the absence of monopolar gravitational radiation. In addition, the power output
of dipole radiation is related to the second derivative of dipole moment, which
for gravitational radiation is zero because the first derivative of a mass dipole is
momentum and the law of conservation of momentum makes its derivative zero.
That is to say, gravitational radiation is quadrupolar in nature. In spherically
symmetric spacetimes with spherically symmetric sources, there are no gravitational
waves.
This can explicitly be shown. Consider the source free or homogeneous wave
equation for gravitational waves and write out its plane wave solution
hµν(x) = eµν exp(ikλx
λ) + c.c. (97)
The symmetric polarization tensor should have 3 × 2 + 4 = 10 independent com-
ponents. However, the gauge invariance introduces 4 conditions on it giving six
independent components. By a suitable coordinate transformation one can actu-
ally show that only two are physically meaningful and the remaining components
vanish. By subjecting the coordinate system to a rotation, one can show that the
physically meaningful components have helicity ±2 while the others which can be
set to zero have helicities zero and one. This is analogous to electromagnetism where
Maxwell’s equations give four components of the polarization tensor and using the
Lorentz gauge this is reduced to three independent components. Without leaving
the Lorentz gauge a transformation of the vector potential components in terms of
the derivative of a scalar field allows one to reduce the polarization vector compo-
nents to two physical components. A rotational transformation shows these have
helicity ±1. See [19] for details.
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Gravitational Waveform Extraction
In order to find out how much energy is carried by gravitational radiation, and what
the nature of this radiation is, one needs to extract the gravitational waveform. In
addition, one needs different methods in order to compare the energies from the
different measurements to check that the code is giving reasonable results. We list
below the various functions that portray these waves in our 3D numerical code:
• Zerilli Function
The first step to waveform extraction using Zerilli functions is to write the to-
tal metric as a sum of a spherically symmetric background and a perturbed metric
hµν . Following Regge–Wheeler the perturbed metric is written in terms of spher-
ical harmonics by associating the components with scalars (h00, hr0, hrr), vectors
(h0θ, h0φ; hrθ, hrφ) and tensors. The details for spherical harmonic expansions can
be found in [20].
gαβ = (gαβ)s + hαβ, (98)
where
gαβs =


−N2 0 0 0
0 g2 0 0
0 0 R2 0
0 0 0 R2 sin2 θ

 . (99)
In terms of spherical harmonics, (actually m = 0 spherical harmonics since all
the perturbations we consider are axisymmetric) the perturbed metric hαβ can be
written as the matrix


−N2H0 Yl0 H1 Yl0 h0 Yl0,θ 0
H1 Yl0 g
2H2 Yl0 h1 Yl0,θ 0
h0 Yl0,θ h1 Yl0,θ R
2
(
K +G ∂
2
∂θ2
)
Yl0 0
0 0 0 R2
(
K sin θ +G cos θ ∂
∂θ
)
Yl0 sin θ

 ,
(100)
where the Regge–Wheeler perturbation functions (H0, H1, H2, h0, h1, K, G) are all
functions of the radial and time coordinates only [21]. Any information about the
gravitational wave content is contained in these perturbed metric functions so that
these must be determined. Using the orthonormality relations of spherical harmonics
these functions can be found from the full metric. For example,
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H l0 =
2π
N2
∫ π
0
gtt Yl0 sin θ dθ, (101)
since the l = 0 mode corresponds to the spherical metric N2 = −1
2
∫ π
0 gtt sin θ dθ.
Similarly, the functions H1 and H2 are extracted. We also get
hl1 =
2π
3
∫ π
0
Yl0,θ grθ sin θ dθ, (102)
and h0 follows analogously. In order to separate G and K consider
1
R2
(hθθ sin
2 θ − hφφ) = G (Yl0,θθ + sin θ cos θ Yl0,θ) . (103)
This is not composed of orthonormal spherical harmonics. Therefore one must
change basis so the θθ and φφ part of the metric can then be written in terms of
orthonormal tensor spherical harmonics. (See [21] for details.) We find
Gl =
2 π
R2
∫ π
0
(
gθθ sin
2 θ − gφφ
)
(− cos θ Yl0,θ + sin θ Yl0,θθ)
[l (l + 1) (l + 2) (l − 1)] sin2 θ , (104)
and
K l =
l (l + 1)
2
Gl +
π
R2
∫ π
0
(
gθθ +
gφφ
sin2 θ
)
sin θ Yl0 dθ. (105)
Once one has these perturbed metric components one has all the information about
the gravitational wave output of the system. However these metric components
are dependent on gauge choices and, in this form, cannot yield the actual wave
perturbations. Following [22] one needs to construct gauge invariant quantities from
the perturbed metric components. When the background metric is Schwarzschild,
the Zerilli function can be constructed, describing the propagation of even parity
waves. This is why, when we use this method, we place detectors at the exterior
region of our system. One defines the Zerilli function [23]:
ψz =
√√√√2 (l− 1) (l + 2)
l (l + 1)

4 r (1− 2Mr )2 k2 + l (l + 1) r k1(
l (l + 1)− 2 + 6M
r
)

 , (106)
where
k1 = K + r(1− 2M
r
)G,r − 2
1− 2M
r
r
h1, (107)
k2 =
H2
2(1− 2M
r
)
− 1
2
√
1− 2M
r
∂
∂r
(
r K(1− 2M
r
)−
1
2
)
.
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The quantity ψz satisfies the wave equation
∂2
∂t2
ψz − ∂
2
∂r2∗
ψz + Vz(r)ψz = 0, (108)
where the tortoise coordinate r∗ = r+2M ln( r2M −1) has been used. The scattering
potential is given by
Vz(r) =
(
1− 2M
r
)
(
l(l + 1)− 2 + 6M
r
)
{
1(
l (l + 1)− 2 + 6M
r
) (109)
[
72M3
r5
− 12M
r3
(l − 1) (l + 2)
(
1− 3M
r
)]
+
l (l − 1) (l + 2) (l + 1)
r2
}
.
• Newman-Penrose Spin Coefficients
Consider a four dimensional Riemannian space on which a tetrad system of null
vectors lµ, mµ, m¯µ and nµ is introduced. The orthogonal null vectors l and n are
made by adding and subtracting a space-like unit vector from a time-like unit vector.
The orthogonal complex null vectors m and m¯ are complex conjugates of each other.
Far from the source the Newman–Penrose scalar
Ψ4 = Rαβγδ n
α m¯β nγ m¯δ, (110)
represents an outward propagating wave. For details see [24, 25, 26].
• Bel–Robinson vector
Constructed in a manner analogous to the Poynting vector in electromagnetism,
the Bel–Robinson spatial vector is
pγ = Eαβ ǫ
βγδ Bδ
α. (111)
It is effective in tracking gravitational radiation. Here Eαβ and Bαβ are the “electric”
and “magnetic” components of the Riemann tensor. The normal time-like vector
nα (see ADM section) splits the vacuum four-dimensional tensor Rαβγδ into
Eαβ = n
γ Rγαβδ n
δ, (112)
Bαβ =
1
2
ǫα
γµ nǫ (gνβ + n
ν nβ)Rǫνγµ,
Eαβ n
β = Bαβ n
β = 0.
The details of this method are in [25, 27].
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1.3.2 Axisymmetric Calculations
Static or equilibrium solutions in the case of spherically symmetric boson stars have
been described in an earlier subsection. Static solutions also exist for axisymmetric
configurations (no azimuthal dependence) as shown in [28]. Again, the field itself can
have a time dependence which does not affect the static nature of the configuration.
The field is of the form φ = φ(r, θ)eiωt, with a metric of the form
ds2 = −e2ν dt2 + e2α
(
dr2 + r2 dθ2
)
+ e2β r2 sin2 θ dϕ2. (113)
Here ν, α and β are functions of r and θ. The three relevant Einstein and scalar
field equations are set up, and this set of equations define an eigenvalue problem.
The basic partial differential equations now are of the elliptic kind, and boundary
conditions are more easily enforced by writing them in integral form using a Green’s
function approach. That is, if for an operator O and functions F and H
OF (r, θ) = H(r, θ), (114)
then F =
∫
dV′ G(r, , θ, r′, θ′)H(r′, θ′) where OG = δ(r− r′). The Green’s function
is then expanded in terms of the Legendre polynomials P2n with equatorial sym-
metry ensuring that only the even ones appear. The particle number (and mass)
versus radial derivative of the central field shows marked similarity in profile with
the spherical case. The maximum mass is 1.05M2P l/µ as opposed to 0.633 in the
spherical case.
Using this Green’s function technique, the analysis is extended to the case of
rotating boson stars in [29]. In [30] a perturbation approach, where perturbations
were axisymmetric over a spherically symmetric configuration, was considered and it
was shown that no rotation was possible. However the assumption of axisymmetry
was also extended to the perturbed boson field. In [31] this limitation was removed.
The scalar field was itself allowed to have an azimuthal dependence without affecting
the axisymmetry of spacetime. In [29] this idea was again implemented but with-
out the drawbacks of the previous attempt. Namely, this time several equilibrium
configurations were found, not just one or two, for different values of m. In addition
non-Newtonian configurations were considered as opposed to just Newtonian ones in
the former case. Also a “spikelike” solution in the energy distribution in the former
is believed to be caused by inappropriate boundary conditions. This was explained
in [29]. The metric is written in the form
ds2 = −e2ν dt2 + e2α
(
dr2 + r2 dθ2
)
+ e2β r2 sin2 θ (dϕ− ω dt)2 . (115)
Here ν, α, β and ω are functions of r and θ. As in [31] the scalar field is taken to be
φ = φ0(r, θ) e
−i(σ t−mϕ), (116)
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where single valuedness as ϕ → ϕ + 2 π dictates that m is an integer. This time
the Green’s function associated with the scalar field equation has to be expanded in
terms of the associated Legendre functions due to this azimuthal dependence in the
boson field. The expansions are done till order 2n = 12 and numerically the system
is iterated using estimated values that step by step converge to the correct value.
The angular momentum
J =
∫
T 03
√−g dr dθ dϕ = mN, (117)
is related to the particle number N = j0 (j = conserved current) through the
azimuthal number m. J = 0 for the m = 0 case as it should be. This means there
is a conservation law in operation with specific angular momentum j˜ = T 03 /j
0 = m
being constant for these configurations. This corresponds to the j˜ constant law of
perfect fluid stars except that the constant in this case is an integer. The maximum
mass was Mmax = 1.05, 1.31, and > 2.22 for m = 0, 1, and 2 respectively (in units
of M2P l/µ). The mass-energy density −T 00 for the m = 1 and m = 2 case shows a
clearly non spherical almost toroidal distribution. The main difference for m = 1
and m = 2 is the nonvanishing of this function near the origin on the symmetry axis
in the former case although it vanishes in the latter.
A rotating boson star configuration with large self-coupling is described in [32].
This is with a view to having a structure emitting enough gravitational radiation
as to be capable of being detected by future gravitational wave detectors. It comes
with the added bonus of a simplified set of equations in which field gradients other
than those with respect to the azimuthal angle ϕ can be ignored. As a result of the
large self-coupling assumption, one can write an effective equation of state. In the
tail region, where gradients cannot be ignored, the field is itself vanishingly small.
The Einstein equations are set up and a Green’s function method is again employed
to find solutions. On the left hand side, terms for which the flat space Green’s
function are known are kept, while the right hand side consists of the other terms.
As a result the function on the left is the integral of the Green’s function times
the terms on the right side. The Green’s function is then expanded in Legendre
polynomials as described previously. The mass profile and toroidal geometry of
the density are extracted as per the earlier discussion. The structure of the star is
determined by the azimuthal quantum number m, the eigenvalue σ and the value of√
λ/m2 where λ is the self-coupling parameter. As the mass of the star increases its
radius slightly decreases and the strongest gravity region would be a configuration
near the maximum mass. These stars would give the largest gravity wave signals.
From the output gravitational waves, the multipole moment structure of the star
is revealed. If, from the waves, the mass, spin, mass quadrupole moment, and
spin octopole moment are determined, then the object could be confirmed to be
a particular configuration (three quantities completely parametrize it) of a boson
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star. The maximum mass as a function of the star’s spin angular momentum is
plotted. The multipole moments are encoded in the asymptotic form of the metric
coefficients and can be determined from comparisons with the same order terms in
the previously described series expansions. Plots are made of the mass quadrupole
moment and spin octopole moment as functions of mass and spin. If the gravitational
wave measurements give four moments, the mass M , spin S1, quadrupole moment
M2, and spin octopole moment S3, one could determine from these plots the value of
the self-coupling parameter and identify the boson star. Plots can also be made of
the energy of a test particle orbitting and entering a boson star for a particular mass
boson star, as a function of orbital frequency. One can also make such plots against
other boson parameters, thereby providing the gravitational energy per frequency
band. This could serve as a map of the interior of a boson star if there was some
way of calculating the total energy emitted by measurements from a single detector.
However, this would involve knowing the exact angular pattern of emitted waves.
1.3.3 Boson stars in 3D: Perturbation Studies
The nonradial quasinormal modes of a boson star are described in [33]. The
even-parity axisymmetric perturbations of the metric are written using the Regge–
Wheeler gauge [20], with the perturbed metric functions and components of the
complex boson field having frequency σ, that is, a time dependence of the form
e−iσt. The perturbation equations are then written down for the perturbed Einstein
and scalar field equations. Outside the star, the background spacetime becomes
almost Schwarzschild and the scalar fields perturbations decouple from those of the
metric. The metric perturbation equations then reduce to a system of perturba-
tion equations for a black hole, and one can then calculate the Zerilli equation as
discussed above. Since the time dependence is of the form e−iσt, the second time
derivative in the Zerilli equation (108) gives a −σ2ψz contribution and one gets the
radial part of this function Z in the far zone to be of the form
Z = Aine
−iσr∗ + Aouteiσr∗ +O
(
1
r
)
, (118)
since the Zerilli potential Vz is of order
1
r2
according to (109). The scalar field
equations for the two fields reduce to Schro¨dinger type wave equations and and the
quasinormal modes for the star are determined by numerically solving the perturbed
equation for the l = 2 or quadrupole modes.
The most important features of the quasinormal modes are that the imaginary
parts of the frequencies are large and the difference in real parts of the frequencies
between nearest modes is almost constant. The large imaginary parts of the frequen-
cies means a damping time scale which is very small compared to other relativistic
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stars. This is of consequence to our own 3D studies described in chapter 4 and so
we provide an analysis of the reason for these differences.
The reason for the differences from other stars comes from the fact that the scalar
field extends to infinity, as opposed to ordinary stars which have definite surfaces.
The fact that perfect fluid stars have at least two families of QNM is explained by
a “two string model” [34]. The star and the spacetime are described by a finite and
a semi-infinite string respectively.
For small coupling constants of the connecting string, there are two kinds of
normal modes. One has a small imaginary part to its eigenfrequency, and for this
mode the amplitude of the finite string is very large compared to the semi-infinite
string. This mode is weakly damped. The other mode is strongly damped and has
an amplitude that is large compared to the finite string.
Here on the other hand, we have two semi-infinite strings as the scalar field also
extends to infinity (refer to Fig. 1).
The displacement in each segment can be expressed as
y = A exp(i ω(t+ x/c)) +B exp(i ω(t− x/c)). (119)
The complex amplitudes A and B characterize the solutions in each segment. At
x = 0 strings are fastened so that
y1(0) = y2(0) = 0. (120)
Continuity at the position of the spring gives
yEP (l) = yPX(l), (121)
yFQ(l) = yQY (l).
There are no incoming waves at ∞ so APX = AQY = 0. In terms of the spring
constant k the tension T is given by
T
[
(
∂yEP
∂x
)
∣∣∣∣∣
x=l
− (∂yPX
∂x
)
∣∣∣∣∣
x=l
]
= −k (yP − yQ), (122)
T
[
(
∂yFQ
∂x
)
∣∣∣∣∣
x=l
− (∂yQY
∂x
)
∣∣∣∣∣
x=l
]
= k (yP − yQ),
where the ys are displacements of points and segments of the string. Using the
boundary conditions, and the fact that A and B are constant in each segment yields
BEP = −AEP , (123)
BFQ = −AFQ,
BPX/QY = (e
2z − 1)AEP/FQ,
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Figure 1 A schematic diagram of the two string model for a boson star is shown. The
scalar field, extending to spatial ∞, is represented by a semi-infinite string. It is coupled
to the spacetime (also a semi-infinite string) through a spring of coupling constant k. As
a result there is no place to store the energy (as in a finite string) and the modes of the
system are strongly damped.
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where z = i ω l/c.
If you divide the two equations of (122) by each other you get AFQ = −AEP and
putting this into either of the equations gives
zez = K(e−z − ez), (124)
where K = k l
T
is the coupling constant. So for small coupling constants, and small
imaginary parts for the frequencies, we have zez = 0. This has the trivial solution
z = 0, meaning there are no normal modes for the weak damping case. On the other
hand, for perfect fluid stars the corresponding expression is [34]
z(ez + e−z) = K (e−z − ez) (2 + e
−2z)
2
, (125)
and there are non trivial solutions in the weak damping case. For the strongly
damped case (ez subdominant to e−z) both cases yield
z ∼ K e−2z . (126)
If e−2z is dominant then z must have a real part which is negative. So Re(z) =
Ke−2Re(z) cos(Im(2z)) < 0 or cos(Im(2z)) < 0. Hence
z ∼ −a + i (2n+ 1)π
2
+ i b (127)
where a is large and positive while b is very small. Writing z in terms of ω (z = iωl/c)
the eigenfrequencies are approximately
ωn =
c
l
(
(2n+ 1) π
2
+ b
)
+ i
a c
l
. (128)
By equating the real and imaginary parts of (126) we see that a = Ke2a (since b is
small). The presence of a coupling constant, however small, is necessary to ensure
that we have a nontrivial solution. The smaller the coupling constant the larger
the damping part of the frequency (a). The imaginary part of the eigenfrequencies
are equidistantly spaced. These are like the w modes of a perfect fluid star. In
the perfect fluid case we have a finite string that has no mechanism to radiate its
energy except through a spring coupling to a semi-infinite string, however weak the
coupling may be. On the other hand, the two semi-infinite string case allows each
string to radiate energy excited by an oscillation to infinity without coupling to the
other string. Thus, there is no place to store energy like in a finite string. Therefore,
radiation must be rapid and there are no weakly damped modes.
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1.3.4 Boson Stars in Full GR: Numerical Relativity
Eventually what one wants is the solution of the Einstein equations with matter
terms present. This is the crux of our work. Of course, Einstein’s equations are
far too non-linear and complicated to be solved analytically and so we must rely on
numerical techniques.
We look at spacetime from the point of view of a Cauchy problem. That is,
we view the evolution as being from one spacelike hypersurface to the next. In
order to construct the gravitational field, one solves the initial-value problem and
then integrates the dynamical equations along trajectories of a prescribed reference
system.
Four of Einstein’s equations, G0µ = 8 π T0µ, do not contain second time deriva-
tives of the metric. The solutions of these equations constitute the initial-value
problem. The most natural geometrical variables on the hypersurfaces are the met-
ric of the hypersurface, which is denoted γij or
3gij, and the extrinsic curvature
Kij .
1.3.5 ADM
In order to develop the equations that describe the system we must understand the
spacetime that we are studying. In the first place, we must revise our concept of
time. In Newtonian theory it is absolutely defined. In special relativity time is
somewhat ambiguous in that the concept of simultaneity is not universal, but by
specification of an inertial frame the concept is made precise. On the other hand, in
GR we have to replace the concept of time of an event by the notion of a spacelike
hypersurface. The entire spacetime is divided into these spacelike hypersurfaces, or
rather sliced into them, and the parameter separating one hypersurface from the
other is called “time”. At each event on a given hypersurface, a local Lorentz frame
exists whose surface of simultaneity coincides locally with the hypersurface. This
Lorentz frame is one with its 4-velocity orthogonal to the hypersurface.
Thus to explore spacetime conveniently it is divided into a series of spacelike
hypersurfaces that are parametrized by successive values of a time parameter t. The
3-geometry on two faces of a spacetime sandwich are connected by a 4-geometry in
between that must extremize the action described in 1.1.
This 3 + 1 split of spacetime, with a hypersurface parametrized by time coordi-
nate t = constant followed by one parametrized by t+ dt = constant, is convenient
but this parameter t is not the “proper time”. The 3-geometry of the lower hyper-
surface is given by
γij(t, x, y, z) dx
i dxj, (129)
and that of the upper one by
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γij(t+ dt, x, y, z) dx
i dxj, (130)
with the lapse of proper time between the two being related through a lapse function
N . We have
lapse of proper time = N(t, x, y, z) dt. (131)
The spatial coordinates are shifted by a shift vector from one hypersurface to another
xihigh = x
i
low +N
i(t, x, y, z) dt. (132)
This is part of the gauge or coordinate feedom we have in the theory.
The 4-geometry connects a point (t, xi) to (t+ dt, xi + dxi) with proper interval
ds2 = γij (dx
i +N i dt) (dxj +N j dt)− (N dt)2 = 4gαβ dxα dxβ. (133)
This gives the 4-metric in terms of the lapse, the shift, and the 3-metric.
A nongeometrical way of looking at this is to introduce the notion of time through
a coordinate t = t(xµ), µ = 0, 1, 2, 3 and a time flow vector tµ. The time flow vector
is normalized
tµ∇µt = 1. (134)
Since this vector of time flow is in general not going to be normal to the spacelike
hypersurfaces, the normal is given in terms of a lapse function
nµ = −N ∇µt. (135)
Thus,
tµ nµ = −N. (136)
This normal to the spacelike hypersurfaces must be timelike and it is normalized to
unity so that
nµ nµ = −1. (137)
Hence
N = −tµ nµ = (nµ∇µt)−1 = 1√−gµν ∇νt∇νt . (138)
We now separate the time vector into a spacelike and a timelike part as follows
tµ = P µνt
ν − nµ nν tν = [(δµν + nµ nν − nµ nν)] tν = Nµ +N nµ. (139)
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Here the first term, (δµν +n
µnν)t
ν = Nµ, defines the shift vector. It is perpendicular
to the timelike component Nnµ, as can be seen by the fact that we have subtracted
off the timelike component from the whole term to get the first term, and also by
simply contracting to get
nµN
µ = (δµν nµ t
ν + nµ n
µ nν t
ν) = nµ t
µ(1 + (−1)) = 0. (140)
Since all physics must be independent of coordinates, a system xµ = (x0, xi) is
chosen with the spacelike hypersurfaces described by xi and the time by t = x0.
The components tµ are then
tµ = (1, 0, 0, 0). (141)
The lapse function is
N = −tµ nµ = −n0, (142)
and the shift
ni = −N ∇it = 0. (143)
Also, nµn
µ = −1 gives
n0 =
1
N
. (144)
Similarly,
nµN
µ = 0, (145)
implies N0 = 0 and
Nµ n
µ = 0, (146)
implies
N0
N
+Ni n
i = 0. (147)
Thus,
ni =
ai
N
and N0 = Nib
i, where ai = −bi (148)
Choosing bi = N i gives
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nµ = (N−1,−N−1N i), (149)
and
Nµ = (NiN
i, Ni). (150)
Finally, we can extract the metric components as follows. From
gµν n
µ = nν (151)
⇒ g00 n0 + gi0 ni = n0
⇒ g00 − gi0N i = −N2,
and
gµν N
ν = Nµ (152)
⇒ g00N0 + gi0N i = N0 = NiN i
⇒ 0 + gi0N i = NiN i,
one gets
ds2 = gµν dx
µ dxν = −(N2 −N iNi) dt2 + 2Ni dxi dt+ γij dxi dxj , (153)
where γij is the three metric on the hypersurface. In matrix form
gµν =
( −(N2 −N iNi) Ni
Ni γij
)
, (154)
and from gµνg
µǫ = δǫν one gets the inverse matrix
gµν =
( −N−2 N−2N i
N−2N i γij −N−2N iN j
)
. (155)
• Intrinsic and Extrinsic curvature and Connection Coefficients
Consider a vector A lying in the hypersurface
A = eiA
i. (156)
If we parallel transport this vector along a route in the hypersurface and compare
A at the transported point to the parallel transported A
4∇iA = 4∇i(ej Aj) = ej ∂A
j
∂xi
+ 4Γµij eµA
j. (157)
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Here the connection coefficient Γ is the usual measure of the variation in the basis
e itself. We started out on the hypersurface but now have a component outside the
hypersurface Aj4Γ0ije0·n. If one projects 4∇A orthogonally onto the hypersurface
so as to get rid of the component outside the hypersurface then we are only dealing
with the 3-geometry intrinsic to the hypersurface. Writing the 3-derivative, of some
vector A that lies on a spacelike hypersurface, intrinsic to the surface and then
taking the projection in a particular diection gives for covariant components
ej · 3∇iA = ∂Aj
∂xi
− Am Γmji. (158)
Here the connection coefficients are those in three dimensions
3Γmji = Γmji = em·∇iej. (159)
The concept of extrinsic curvature deals with the embedding of the 3-geometry
in an enveloping spacetime. Consider the “normal” vector that stands at a point
on the hypersurface (P + dP), and compare it to the one parallel tansported to this
point from a neighboring point P. This can be regarded as the limiting concept of
the 1-form dn. Hence the 1-form surface lies perpendicular to the vector, and so
lies along the hypersurface.
dn = −K(dP). (160)
The components of the extrinsic curvature Kji are obtained by displacements along
a particular coordinate direction ei, so that
4∇in = −K(ei) = −Kij ej. (161)
Then
Kik = Ki
j gjk = Ki
j (ej · ek) = −(4∇in) · ek = −4∇i(n · ek) + n · 4∇i(ek) (162)
= 0 + n · 4∇i(ek) = (n · eµ) 4Γµki = (n · e0) 4Γ0ki = n · 4∇kei = Kki.
The change of a vector em can be written in terms of its component along the
normal and along the basis vectors ei i = 1, 2, 3 and so
4∇iej = (4∇iej) · nˆ nˆ+ (4∇iej) · ek ek = Kij n
n · n +
3Γkij ek. (163)
Similarly, defining Aj|i = ej · 3∇iA,
4∇iA = Aj |i ej +Kij Aj n
(n · n) . (164)
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The extrinsic curvature components in terms of the connection coefficients and
the ADM metric then are
Kij = −ni;j = −nµ 4Γµij = −n0 4Γ0ij = −N Γ0ij = −N
(
4g00 Γ0ij +
4g0k4 Γkij)
)
.
(165)
Thus
Kij =
1
2N
[
g0i,j + g0j,i − gij,0 − 2 Γkij Nk
]
(166)
=
1
2N
[
∂Ni
∂xj
+
∂Nj
∂xi
− ∂gij
∂t
− 2 Γkij Nk
]
=
1
2N
[
Ni|j +Nj|i − ∂gij
∂t
]
.
• The 3 + 1 Gauge Freedom
One sees, therefore, that the spacetime metric g naturally separates into the
six γij (symmetric), the three shift terms N
i, and the lapse N relative to a given
foliation and choice of time vector. The only second-time-derivative terms in the
Einstein equations are those of the γij’s and these are the dynamical degrees of
freedom. However the initial-value problem, that we have hitherto not discussed
and which we shall address in chapter 4, shows that the γij need only be known up
to an overall conformal factor φ4, with φ determined by constraints. Since
γij = (φ
6)2/3 γ˜ij =
(√
γ√
γ˜
)2/3
γ˜ij, (167)
= (γ)1/3 γ˜ij, γ˜ = 1,
one can regard the separation of the configuration coordinates γij into the square
root of its determinant
√
γ and the conformal metric γ˜ij . Since tr K turns out to be
a canonically conjugate variable to
√
γ one can as well regard the six (γ˜ij, tr K) as
configuration variables. However, we have four constraint equations and hence only
two dynamical degrees of freedom. Assuming the constraints have been satisfied we
then have four gauge degrees of freedom that we impose as four conditions on the
velocities ∂t(trK) and ∂tγ˜ij. These lead to equations on the lapse and the shift [36].
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• The 3 + 1 Equations
Consider the projection nµnνTµν = nµnνT
µν , where n is the normal vector de-
fined in the earlier subsection. This is nµn0 T
0
0 g
0µ = n0n0 T
0
0 which is the energy
density ρ = −T 00 . The Hamiltonian constraint equation is determined from
nµ nν G
µν = 8 π ρ. (168)
The projection −nνP σiTνσ, where (139) defines the projection operator Pi, is
−nνδiσTνσ−nνni nσTνσ. Since ni = 0 it simplifies to −nνTνi = −nνTi0g0ν = −n0Ti0,
which is just the momentum density Ji. This gives three momentum constraint
equations
−nν PiσGνσ = 8 πJi. (169)
Finally, the projection Pi
µPj
νTµν = Tij = Sij provides six evolution equations. The
extrinsic curvature relation (166) in the 3 + 1 approach, guides the evolution of the
metric through six more equations.
We can write Gµν in terms of the Ricci tensor Rµν and Ricci scalar R, which we
can write in terms of the Γs’ themselves. These are then written in terms of the
extrinsic curvature, to get the constraint and evolution equations:
1
2
[
3R−Kij Kji +K2
]
= 8 π ρ, Hamiltonian Constraint (170)
Ki
j |j −K|i = 8 π Ji, Momentum Constraint (171)
and evolution equations
− 1
N
[
d
dt
Kj
i − N i,kKjk +Nk,j Kki +N |i|j
]
+ 3Rj
i +KKj
i (172)
= 8 π
[
Sj
i − 1
2
(S − ρ) δj i
]
,
and
d γij
dt
+Nk,i γkj +N
k
,j γki = −2N Kij, (173)
where S = Sii and K = K
i
i . Instead of six second-order evolution equations for γij,
by defining extrinsic curvature in terms of the first time derivative of the metric we
have 12 first-order equations. By letting j = i and summing over all i in (172) we
get an evolution equation for tr K
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d tr K
dt
= −N |i|i +N
[
R +K2 − 4 π (3 ρ− S)
]
. (174)
Data on the initial hypersurface satisfying the 4 constraint equations evolves
to the next hypersurface, according to the 12 evolution equations. On the next
hypersurface, but for the shortcomings of numerical approximation schemes, the
data should consistently satisfy the constraint equations.
• Coordinate Conditions
Part of the gauge freedom we have is that we can impose four conditions on
∂ttr K and ∂ttr γ˜ij as discussed before. This gives us equations for the lapse and
the shift. We will discuss the various coordinate conditions we use on our lapse and
shift, and the specific advantages of these in chapters 2, 3, and 4 as is pertinent to
the problem being considered.
• Finite Differencing Errors
There are three kinds of partial differential equations that one has to deal with.
Our evolution equations are typically hyperbolic equations (or wave equations) and
the constraint equations are elliptic equations. In addition, there are parabolic
equations, and parabolic terms may be added to our equations as part of developing
a numerical algorithm. Elliptic equations represent equilibrium and the constraint
equations are of this form. In addition, when we use maximal slicing (described
in chapter 4) we have an elliptic equation for the lapse that has to be solved on
each time slice. This is in fact the most time consuming part of the numerics. The
constraint equations are solved on the initial timestep and then monitored as the
code evolves, on each time step, as indicators of the accuracy of the code. We
circumvent the 3D constraint problem, for spherical configurations, by getting data
from the 1D code and putting it on a 3D grid. We are dealing with highly nonlinear
equations but to get an idea of the nature of these equations, we write them down
in the linear case.
∂t∂tφ− c2 ∂x∂xφ = 0 hyperbolic (wave) equation, (175)
∂y∂yφ+ ∂x∂xφ = 0 elliptic equation,
∂tφ−D∂x∂xφ = 0 parabolic (diffusion) equation.
The factor D is a diffusion coefficient.
We have already shown how the linearized Einstein’s equations give rise to the
gravitational wave equations. In fact the full evolution equations are like the wave
equation [37]. By defining the extrinsic curvature in terms of the time derivative
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of the metric we evolve a set of first order equations. So a prototypical hyperbolic
equation to consider is of the form
∂tφ+ v ∂xφ = 0. (176)
We use finite differencing techniques to solve these equations.
The “spacetime” for the numerical algorithm consists of a discrete set of points
and not a continuum; the grid spacing, and timesteps, being dictated by the re-
sources of memory and real time available to us. The derivatives in the PDE are
replaced by finite difference approximations. In doing so one introduces spurious
solutions of the finite difference equations that have no bearing to the solutions of
the actual equation we are solving. There could be several different ways to finite
difference the problem, each with its own solution. Choosing a finite differencing
scheme is, therefore, of great importance.
One obvious kind of error is the Truncation Error. We typically use second order
accurate schemes for finite differencing in the 3D code and up to 6th order in the
1D code. There can also be Propagation Errors. For example if one writes the
prototypical hyperbolic equation as
φn+1 = Gφn, (177)
where G is an operator connecting the function on time slice n with that on time
slice n+ 1, one can have propagation errors. If the solution of the finite differenced
equation exhibits a wave behavior that is not shared by the PDE it represents, the
solution can grow without bound if |G| > 1 and it will dissipate away if |G| < 1.
If G = 1 then the wave amplitude is propagated without change as the physical
solution. For example, a forward-time centered-space derivative scheme can become
unstable. We discuss this in chapter 3 under our leapfrog method discussion for the
numerical code. In the staggered leapfrog method, one uses second-order accuracy
in space and time and |G| = 1.
In nonlinear hyperbolic equations, we often see grid point to grid point instabil-
ities due to our using a leapfrog scheme. In a leapfrog scheme, one uses centered
time and space derivatives. As a result the time levels in the time derivative terms
“leapfrog” over time levels in space derivative terms. For example, in our prototyp-
ical hyperbolic equation
un+1j − un−1j =
∆t
∆x
(
unj+1 − unj−1
)
. (178)
This kind of method for a non-linear equation can result in odd and even mesh
points totally decoupling, and results in mesh drifting with odd and even grid points
evolving in their own separate ways. For large gradients, this can result in grid point
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to grid point instabilities that can invalidate the code. To prevent this, one needs
to connect odd and even grid points through a viscosity term. This is a term of the
form D
(
unj+1 − 2unj + unj−1
)
where D is a small parameter. We have had to use a
very tiny term of this form in our 3D code. Putting this kind of term everywhere
usually invalidates our code at our boundaries so that we have to exponentially
damp it out in the exterior of the star. The steep gradients occur only near the
center of the star, so we never need diffusion anywhere else anyway. Typically we
add diffusion in the central 1/3rd of the grid and then damp it out.
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Chapter 2
Equilibrium Bosonic Objects in Spherical
Symmetry
We now go on to continue the analysis of the Einstein equations with matter sources
in a spherically symmetric environment. The general spherically symmetric metric
is of the form
ds2 = −(N2 −N rNr) dt2 + 2Nr dt dr + g2 dr2 + r2 (dθ2 + sin2 θ dφ2), (179)
where the metric functions N2 and g2, and the shift function Nr, are only functions
of r and t. The angular metric functions are gθθ = r
2 and gφφ = r
2 sin2 θ.
We study the stability and dynamics of such a system using a numerical code.
The success of a numerical code relies on the choice of coordinates. A general code
with general metric functions and x, y, z coordinates would have to perform far too
many algebraic operations to calculate all the Ricci components. A good coordinate
system takes advantage of the symmetries of the system and avoids physical singu-
larities by slowing down evolution in the spatial region near the singularity. Also,
it should itself not develop any coordinate singularities.
The lapse function determines the proper time separation between nearby space-
like hypersurfaces and determines the time coordinate. The choice of lapse is often
times determined by a condition on the extrinsic curvature (refer to 1.3.5). Our 1D
code uses a polar slicing condition Kθθ + K
φ
φ = 0 [38]. In a spherically symmetric
spacetime with no N θ and Nφ terms this translates to
0 =
1
N
[
Γrθθ g
θθ + Γrφφ g
φφ
]
Nr (180)
= − 1
N
[
grr gθθ gθθ,r + g
rr gφφ gφφ,r
]
Nr.
Thus the shift Nr is zero.
The polar slicing condition in a spherically symmetric spacetime is very singular-
ity avoiding, matching up with Schwarzschild coordinates. In the spherical collapse
problem (in this case when a boson star is collapsing to a black hole), the evolu-
tion slows down so that not even an apparent horizon forms as the lapse collapses
(N → 1 − 2M/2M = 0). Thus when an apparent horizon is approached, the nu-
merical code breaks down as the lapse collapses and the radial metric rises sharply.
This is because sharpening gradients invalidate the finite difference approximations.
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We now outline the features of the various studies we have conducted in spherical
symmetry.
We first calculate the connection coefficients from (4).
Γ000 =
1
2
g00 g00,0 =
N˙
N
, (181)
Γ00r =
1
2
g00 g00,r =
N ′
N
,
Γ0rr = −1
2
g00 grr,0 = − g g˙
N2
,
Γr00 = −1
2
grr g00,r = −NN
′
g2
,
Γr0r =
1
2
grr grr,0 =
g˙
g
,
Γrrr =
1
2
grr grr,r =
g′
g
,
Γrθθ = −1
2
grr gθθ,r = − r
g2
,
Γrφφ = −1
2
grr gφφ,r = −r sin
2 θ
g2
,
Γθθr =
1
2
gθθ gθθ,r =
1
r
,
Γφφr =
1
2
gφφ gφφ,r =
1
r
,
Γφφθ =
1
2
gφφ gφφ,θ =
cos θ
sin θ
Here prime refers to a derivative with respect to r and dot to a derivative with
respect to t.
The rest of the coefficients are zero (other than the symmetric exchange of the
lower two indices) as there is no variation with θ or φ. These are the connection
coefficients we must now use to calculate the Ricci tensor and the Ricci scalar, Rµν
and R.
Rµν = R
λ
µλν = Γ
λ
µν,λ − Γλµλ,ν + Γλλρ Γρµν − Γλνρ Γρµλ. (182)
From the Riemann tensor we calculate the Ricci tensor and Ricci scalar to give
us
Gµν = Rµν − 1
2
gµν R. (183)
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This gives
G00 =
N2
g r2
(
2 r g′ + g (g2 − 1)
)
, (184)
Grr =
1
N r2
[
2N ′ r −N g2 +N
]
, (185)
and
Gtr =
2 g˙
g r
. (186)
Since G00 = 8πT00 according to Einstein’s equations, we get an equation for g
′
g′ =
1
2
[
r g
N2
(8 πG) T00 − g
r
(g2 − 1)
]
. (187)
The rr component of the Einstein equation is Grr = 8πTrr. This gives us an equation
for N ′ which is
N ′ =
1
2
N
[
8 πGTrr r +
g2 − 1
r
]
. (188)
Similarly from the tr component of Einstein’s equations we get
g˙ = 4 πG r g Ttr. (189)
These are the equations in GR. Equation (187) is the Hamiltonian constraint equa-
tion and is used to monitor the accuracy of the code. Equation (188) is used to
calculate the lapse on each time step and equation (189) is an evolution equation
for the radial metric which we use to get the radial metric on a given time step from
its value on a previous time step. In Brans–Dicke theory, which we will discuss in
the next section, the form of the field equations changes and the 8πTµν terms in the
above equations would have to be replaced with those plus additional terms.
2.1 Alternative Theories of Gravity
We have also studied boson stars in Brans–Dicke theory, and now give an overview of
the history of these theories. We then derive the equations for spherically symmetric
boson stars in a Brans–Dicke theory. By doing this we are also able to get the
equations in GR by setting the BD parameter ω =∞ in these equations.
Alternative theories of gravity, like Brans–Dicke and Scalar–Tensor theories, were
first propounded to explain the coincidence in values of large numbers made from
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dimensionless combinations of physical and cosmological constants. The idea as
originated by Dirac and outlined by Jordan [39] was as follows:
There are six constants that determine the large scale structure of the universe
namely
• 1) The velocity of light c.
• 2) The Gravitational constant k = 8πG
c2
.
• 3) The age of the universe A.
• 4) The Hubble effect red shift to order 1/r, is, H0 = c∆λλr . Here the observed
nebula is at distance r from the observer and its observed red shift is ∆λ.
• 5) The mass density throughout the universe µ.
• 6) the radius of the universe R.
Amazingly all the dimensionless quantities H0A,
R
cA
, and kµc2A2 are of order
unity. The first of these relations on substituting for H0 shows that when the age
of the universe was small the expansion must have been rapid. The second relation
suggests the radius of the universe is increasing proportional to its age. The last
relation in the context of a homogeneous and isotropic closed universe can be written
as
k µ c2A2 ∼ k M
R3
R2 =
kM
R
∼ 1. (190)
Since the radius of the universe is not fixed it means that either k, M or both are
varying.
Turning now to constants derived from microphysics: consider the ratio of the
radius R of the universe to the elementary length l (the electronic radius e2/m0c
2).
This is a number of the same order of magnitude (1040) as the ratio of the electro-
magnetic to the gravitational force, and since R/l increases proportional to the age
of the universe, it suggests that the gravitational constant might not be constant
but might be inversely proportional to the age of the universe.
Assuming one accepts that dimensionless quantities made from physical and
cosmological constants are of the same order, then the gravitational constant is cos-
mologically not after all a constant. Under this premise a modified relativistic theory
of gravitation compatible with Mach’s principle was developed [40]. In Newtonian
and earlier theories space itself is portrayed as having its own physical structure and
properties. Mach’s view on the other hand was that the physical properties of space
were intimately connected with the matter therein. The only meaningful motion
of a particle would then be motion relative to another. GR partially accomodates
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to this point of view, with spatial geometries being affected by mass distributions.
However they are not uniquely specified by those distributions. In order to fully
incorporate Mach’s principle, boundary conditions would have to be imposed on the
field equations, eliminating solutions with no mass present.
As seen earlier, the gravitational constant, under the premises of the large num-
bers hypothesis, is dependent on mass distribution in a uniformly expanding universe
through
GM
Rc2
∼ 1. (191)
Here M is the finite mass of the visible universe, assumed to be of finite radius
R. This relation suggests that either the M to R ratio is constant or the locally
observed gravitational radius (G/c2) is determined by the mass distribution about
the point in question. The former might come out of some boundary conditions
on the GR field equations. The latter however is not compatible with the “strong
equivalence principle” and GR.
As per Mach’s principle, the motion of a test particle is only meaningful in rela-
tion to the rest of the matter in the universe, and a laboratory accelerated relative
to distant matter must experience inertial forces equivalent to a laboratory that is
fixed due to the existence of distant accelerated matter. If the inertial reactions are
interpreted as gravitational forces due to distant accelerated matter then locally ob-
served values of a particle’s inertial mass could depend upon the matter distribution
around it. However there is no way to compare the mass of a particle at one point
with the mass of another particle at a different point. Mass ratios can be compared
at two different points but not masses. Using the gravitational constant we get a
characteristic mass the Planck mass,
(
h¯ c
G
) 1
2
= 2.16× 10−5g, (192)
with
me
(
h¯ c
G
) 1
2
≈ 5× 10−23, (193)
providing a way to compare an electron’s mass at different spacetime points. Like-
wise the notion of h¯ and c being the same at all spacetime points is meaningless.
However h¯ and c can be defined to be constant without ambiguity if m or G or both
are allowed to vary from position to position. (Earlier we discussed the possibility of
variation in time.) The formal structure of the theory would be different depending
on whether the mass changes or not.
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In GR the representation uses units so that atoms have physical properties inde-
pendent of location. Assuming such a choice is possible the theory is simpler if the
gravitational constant is the one allowed to vary with inertial masses of elementary
particles being constant. In GR, the strong equivalence principle states that the
laws of physics, and their numerical content (like dimensionless physical constants)
are independent of the location of the laboratory in spacetime. Mach’s principle
as outlined above is only compatible with the “weak equivalence principle”. This
regards local equivalence of gravitational forces and accelerations and is the only
one experimentally supported by the Eo¨tvo¨s experiment.
The Brans–Dicke theory has its foundation on the above arguments. A gener-
alization of GR is made in which the variation of the gravitational “constant” is
effected by writing it as a function of a scalar field which is coupled to the mass
density of the universe. The contracted metric tensor is a constant and is uninter-
esting. The scalar curvature and other scalars formed from the curvature tensor
contain gradients of the metric tensor components and fall off faster than 1/r from
a mass source. Hence these are determined by nearby rather than distant matter.
Some new scalar rather than those provided by GR must therefore be introduced
which would determine the local value of the gravitational field. This scalar field
satisfies a scalar field equation of the form
ϕ = 4 πλ T µµM (194)
where λ is the coupling constant tying the field to matter sources. The average value
of the field can be roughly estimated by taking the universe to be a uniform sphere
of density ρ ∼ 10−29g/cm3 and radius R ∼ 1028cm. This gives an average value
of the field (∼ λρR2) of roughly 1/G (units c = 1) if λ ∼ 1. These considerations
suggest an equation of the form
Gµν = −8π
ϕ
[
TµνM + Tµνϕ
]
. (195)
However one does not want to give up the successes of the equivalence principle,
namely the equality of gravitational and inertial masses, so the BD parameter should
not enter into the equations of motion of the particles leaving T µµ;ν = 0 and of the
same form as before.
One starts from the usual variational principle of GR
0 = δ
∫ [
R +
16 πG
c4
LM
]√−g d4x, (196)
(with scalar curvature R and matter Lagrangian LM including all nongravitational
fields). Dividing through by G, and replacing the inverse of G by a scalar field ϕ
gives a scalar field equation:
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0 = δ
∫ [
ϕR +
16 π
c4
LM − ω (ϕ,µ ϕ,µ/ϕ)
]
(−g) 12 d4x. (197)
Note that a Lagrangian density for the scalar field has also been added. In the
original Brans–Dicke theory ω is constant. Writing ϕ,µ = gµνϕ,ν and finding the
variations as we did in the Introduction we get, using the traditional c = 1 units
Rµν − 1
2
gµν R = 8 π ϕ
−1 Tµν +
ω
ϕ2
(
ϕ,µ ϕ,ν − 1
2
gµν ϕ,γ ϕ
,γ
)
(198)
+ ϕ−1 (ϕ,µ;ν − gµν ✷ϕ) .
Here Tµν is the usual source term from (29). All the right hand terms have been
multiplied by the factor of G or ϕ−1 in this case.
2.1.1 Boson Stars in Brans–Dicke Theory: Spherical Symmetry
We now turn to the description of Boson Stars in Brans–Dicke theory and derive the
equations that describe the system. We start out with this model because Boson
Stars in GR can be derived as a special case of these and the equations for the case
of massless scalar field halos follow as a further specialization. These are the three
spherically symmetric models that we have studied using our 1D code. In fact we
start with a general scalar tensor case where the parameter ω is not constant but
may in fact be a function of the scalar and/or tensor fields.
The matter Lagrangian in this case is one from which the relativistic scalar field
or Klein-Gordon equation is derived and is of the form
LM = −1
2
gµν ∂µφ
∗ ∂νφ− 1
2
m2 |φ|2 − 1
4
λ |φ|4, (199)
where φ is the boson field and the λ |φ|4 term is a self-coupling term. This is
the simplest way to include a self-interaction while ensuring stability as well as
renormalizability.
The action for the system is given by
SJ =
1
16 π
∫
d4x
√
−gJ
(
ϕJ R−
ω(φ) gµνJ
ϕJ
∂µϕJ ∂νϕJ
)
+
∫
d4x
√
−gJ LM , (200)
where the subscript J refers to the fact that we are in the physical or Jordan frame.
By a “physical frame” we mean a frame in which all fields give rise to positive–
definite energy density. In the Jordan Frame gravity is entirely described by the
metric gµν . There is also another frame, related to this one by a conformal transfor-
mation, the Einstein Frame. In this frame the scalar tensor field acts like an external
matter field which is the source for the metric. Hence, in the Einstein Frame, where
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the equations are like those in GR, gravity is not represented by the metric alone
but by the scalar–tensor field as well. Thus scalar–tensor theories and GR may be
mathematically similar, but are physically dissimilar. The field variables gµν and
ϕJ define the Jordan Frame. By assumption the matter couples to the metric and
does not couple to the gravitational scalar field. Thus the Jordan Frame is assumed
to be the physical frame [41].
Varying the action with respect to the metric gives, as seen in the previous
subsection, the gravitational equation
Gµν =
8 π
ϕJ
Tµν J +
ω
ϕJ
2
(
∂µϕJ ∂νϕJ −
gµνJ
2
∂λϕJ ∂
λϕJ
)
(201)
+
1
ϕJ
(
ϕ;µ;νJ − gµνJ ϕ;λ;λJ
)
.
Varying the action with respect to the boson field, gives us, according to the Euler-
Lagrange equations
∂λ
∂LM
∂(∂λφ)
=
∂LM
∂φ
, (202)
the scalar field equation
gµνJ ∂λ∂νφ δ
λ
µ −m2 φ− λ |φ|2 φ∗ = 0, (203)
or
φ;λ
;λ −m2 φ− λ |φ|2 φ∗ = 0. (204)
Varying the action with respect to the ST field ϕ gives
2ω
ϕJ
ϕJ
;λ
;λ − ω
ϕ2
∂λϕJ ∂λϕJ +RJ +
dω
dϕ
gµνJ
ϕJ
∂µϕJ ∂νϕJ = 0. (205)
Taking the trace of (201) gives
R = −8 π
ϕ
T +
ω
ϕ2
∂λϕ∂
λϕ+
3ϕ;λ;λ
ϕ
. (206)
Also, from the form of the matter Lagrangian, we have that the stress energy tensor
in this frame is
Tµν =
1
2
(∂µφ
∗ ∂νφ+ c.c)− 1
2
gµνJ
(
gρκJ ∂ρφ
∗ ∂κφ+m2 |φ|2 + 1
2
λ |φ|4
)
. (207)
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However for convenience we make a conformal transformation to the Einstein
Frame keeping in mind that when we solve the equations we must revert back to
the Jordan Frame when interpreting the results physically.
The transformation from one frame to the other is given by
gµνJ = e
2 a(ϕ) gµν . (208)
We define a constant G∗ through
φ−1J = G∗ e
2 a(ϕ). (209)
Also
α(ϕ) =
∂ a
∂ ϕ
, (210)
where
α2 =
1
2ω + 3
. (211)
Here the quantities without subscript J refer to quantities in the Einstein frame.
Going back to the action in the Jordan frame (200) we get from
RJ = e
−2a [R − 6 gµν∇µ∇νa− 6 gµν (∇µa) (∇νa)] , (212)
and the other transformations
SJ =
1
16 π
∫
d4x e4a
√−g
(
e−2a e−2a (213)
[R− 6 gµν∇µ∇νa− 6 gµν (∇µa) (∇νa)]
−
(
1
2α2
− 3
2
)
e2a e−2a gµν ∂µe−2a ∂νe−2a
)
−
∫
d4x
√−g
[
e2a
(
+
1
2
gµν∂µφ
∗ ∂νφ
)
+ e4a
(
−1
2
m2 |φ|2 − 1
4
λ |φ|4
)]
.
Thus
SJ =
1
16π
∫
d4x
√−g
(
R− 6 gµν∇µ∇νa (214)
−6 gµν(∇µa) (∇νa)−
(
1
2α2
− 3
2
)
gµν 4∇µa∇νa
)
−
∫
d4x
√−g
[
e2a
(
+
1
2
gµν ∂µφ
∗ ∂νφ
)
+ e4a
(
−1
2
m2 |φ|2 − 1
4
λ |φ|4
)]
.
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or
SJ =
1
16 π
∫
d4x
√−g
(
R − 6 gµν∇µ∇νa− 2
α2
gµν ∇µa∇νa
)
(215)
−
∫
d4x
√−g
[
e2a
(
+
1
2
gµν ∂µφ
∗ ∂νφ
)
+ e4a
(
−1
2
m2 |φ|2 − 1
4
λ |φ|4
)]
.
Since ∇µ∇νa is a total divergence the integral vanishes and we get the action in the
Einstein frame
SE =
1
16 π
∫
d4x
√−g (R− 2 gµν∇µϕ∇νϕ) (216)
−
∫
d4x
√−g
[
e2a
(
+
1
2
gµν ∂µφ
∗ ∂νφ
)
+ e4a
(
−1
2
m2 |φ|2 − 1
4
λ |φ|4
)]
.
Again using the variational principle described in the earlier subsection we get
Gµν = 8 πG∗ Tµν + ∂µ∂νϕ− ∂τϕ∂τϕ gµν , (217)
We get the stress energy tensor from the matter Lagrangian term by variation with
respect to the metric as seen in the previous subsection so that
Tµν =
1
2
e2a(ϕ) (∂µφ
∗ ∂νφ+ ∂νφ
∗ ∂µφ) (218)
−1
2
g e2a(ϕ)
(
∂τφ
∗ ∂τφ+ e2a(ϕ)
[
m2 φ∗ φ+ 2 V (φ∗φ)
])
gµν ,
where the first set of terms comes from variations of LM and the second set from
variations of
√−g with respect to the metric. Variation with respect to the Brans–
Dicke field gives from the E-L equation
−2 gµν ∇λδλµ∇νϕ− 2 gµν∇λ δλν ∇µϕ (219)
= −16 π e2a 2αgµν
(
1
2
∂µφ ∂νφ
∗
)
+ 16 π e4a 4α
(
1
2
m2 |φ|2 − 1
4
λ |φ|4
)
,
So that
∇λ∇λϕ = −4 π α
[
−gµν ∂µφ ∂νφ∗ − 4
(
1
2
m2 |φ|2 − 1
4
λ |φ|4
)]
, (220)
which is nothing but
∇λ∇λϕ = −4 π αT, (221)
where T is the trace of the stress-energy tensor. For the scalar field the E-L equa-
tions gives
∇µ
(
e2a∇µφ
)
= e4a
(
−m2 φ− λ |φ|2 φ
)
, (222)
giving
∇µ∇µφ+ 2α∂λφ ∂λϕ e2a
(
−m2 φ− λ |φ|2 φ
)
. (223)
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2.1.2 BD Stress Energy Tensor: Equilibrium Conditions
From (218) we see that the relevant components of the stress-energy tensor for the
spherically symmetric problem are given by
T00 =
1
2
e2a
[
N2
g2
|∂rφ|2 + |φ˙|2 +N2 e2a
(
m2 |φ|2 + λ
2
| φ|4
)]
, (224)
Trr =
1
2
e2a
[
|∂rφ|2 + g
2
N2
|φ˙|2 − g2 e2a
(
m2 |φ|2 + λ
2
|φ|4
)]
T0r =
1
2
(
φ˙ ∂rφ
∗ + φ˙∗ φ˙
)
.
Note that we had been using units with h¯ = c = 1 so that distance and time
were in units of 1/mass. The boson field has an underlying oscillation frequency ωE
for an equilibrium boson star. If we look at the form of the stress energy tensor we
notice that every term with the boson field or its derivative is multiplied by φ∗ or
its derivative, indicating that a time dependence in the field of the form eiωEt does
not introduce any time dependence in any physical quantity. Hence even though the
field has this time dependence the system can still be in equilibrium provided the
metric is not time dependent. This underlying frequency is crucial for a boson star
configuration to be held together. Gravity, ever attractive, is trying to cause the
system to collapse and to prevent this collapse the dispersion of the wave equation
must be used to balance it. For a given configuration a very specific frequency of
the wave will exactly balance the gravitational effects. We have used the symbol ωE
to distinguish it from the scalar tensor parameter ω.
We now make a change of coordinates to a set of dimensionless ones:
r = mrold, t = ωE told, σ =
√
4 πG∗Φ, N = Nold
m
ωE
, Λ =
λ
m2 4 πG∗
. (225)
We define φ(r, t) = Φ(r)eiωEt.
We now use equations (184)-(189), with the modification that in the BD case all
factors of 8πGTµν be replaced by the right hand side of (201). For the equilibrium
configurations we take the BD field to have no time dependence. So in dimensionless
coordinates we have the equations for an equilibrium boson star, namely the scalar
field equation for the BD field ((220) with ϕ replaced by ϕBD), plus the scalar field
equation for the boson field, and the tt and the rr components of the gravitational
field equation
∂r∂rϕ =
[
−g
2 + 1
r
+ 2 e4a r g2 V (σ)
]
∂rϕ
+g2
{
2α e2a
[
1
2
∇σσ∇σσ + 2 e2a V (σ)
]}
, (226)
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∂r∂rσ =
[
−g
2 + 1
r
+ 2 e4a r g2 V (σ)
]
∂rσ − g
2
N2
σ
+2 g2
[
e2a
dV (σ)
dσ
− α∇σσ∇σϕ
]
, (227)
∂r(g
2) = g2
(
g2 r
N2
2 T00 + r (∂rϕBD)
2 − g
2 − 1
r
)
, (228)
∂r(N
2) = N2
(
2 r Trr ++r (∂rϕBD)
2 − g
2 − 1
r
)
, (229)
where
V (σ) =
1
2
(
σ2 +
Λ
2
σ4
)
. (230)
We have just derived the equations of the equilibrium BD boson star system and
we will now discuss the details of the configurations and code. We note that for
the case of boson stars in Einstein Gravity we just need to set a = 0 in the above
equation as there is no BD field involved. Finally, we make the further modification
m = 0 to get the equations for configurations with a massless boson field.
2.1.3 Constraints on the value of ω
The perihelion shift of Mercury provided the first constraint on ω [19]. The perihe-
lion shift is a measure of orbital precession of a planet that does not follow a closed
ellipse. If it did the change in azimuthal angle at the end of each revolution as it
went from its perihelion position to aphelion and back, would be 2π. The deviation
from 2π is a measure of the perihelion shift.
An isotropic static metric (ds2 = gµνdxµdxν time independent and all spatial
terms made from scalar products of x and dx) can be chosen to be written in the
standard form ds2 = −B(r)dt2+A(r)dr2+r2dΩ2. For a static spherically symmetric
body like the sun, we expand the metric in factors of MG/r
ds2 = −
(
1 + α
M G
r
+ β
M2G2
r2
+ ...
)
dt2 +
(
1 + γ
M G
r
+ ...
)
dr2 + r2 dΩ2.
(231)
For the gravitational case in the weak field limit Einstein’s equations deliver the
Schwarzschild metric with α = −2, β = 0 and γ = 2. For the Brans–Dicke case the
equations give α = −2, β = 2 − γ and γ = 2ω+1
ω+2
. Once the form of the metric is
determined the geodesic equations can be written out for a particle in this metric,
as, for example a planet in the Sun’s metric. Since the field is isotropic we can
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choose to remove θ dependences and confine calculations to the θ = π
2
plane. We
thus arrive at a formula for dr
dφ
with two constants representing energy and angular
momentum. At the major and minor axes of the ellipse, where dr
dφ
= 0, one can
solve the equation to determine the two constants. Integrating from the minor to
the major axis and multiplying by 2 gives the change in φ in one revolution and
subtracting 2π provides the perihelion shift. This effect is maximum for Mercury,
the closest planet to the Sun. The GR prediction is a perihelion shift of about 43.03
seconds per century. This is in close agreement with observation. However one of
the assumptions of the calculation was that the Sun was a perfect sphere, while in
fact it is slightly oblate. Dicke and Goldenberg [42] photoelectrically scanned the
solar disk and reported that the Sun’s polar diameter was shorter than its equatorial
diameter by some (0.005±0.0007)%. Assuming the assymetry persisted throughout
the Sun, the implied quadrupole moment could account for an extra precession of
3.4 seconds per century. Thus only only 39.6 seconds could be a general relativistic
effect. Thus Dicke and Goldberg claimed that the GR prediction was really in 8%
disagreement with observation. For BD theory the value is (3ω+4)/(3ω+6) of the
GR value so a bound on ω would be given by,
3ω + 4
3ω + 6
(108/100) > 1 (232)
This put a lower limit ω ≥ 6.4. Historically, this was the crucial experiment that
brought the Brans–Dicke theory into prominence.
Recent experiments [43, 44] place a much tighter constraint ωBD > 500. Note
the ω =∞ limit of the BD theory is GR.
2.2 Boson Halos as Dark Matter
One of the boson models we have studied in 1D is made from a massless complex
scalar field. We have studied the evolution and the formation of such a system [45].
The model had been proposed as a dark halo model [46, 47].
As discussed earlier, the flatness of the galactic rotation curves indicates the
presence of a dark halo. If there was no dark halo, then beyond edge of the luminous
core, the rotation curves should follow a Keplerian v ∼
√
1
r
fall off. Instead they
are flat, that is v ∼ constant which implies M(r) = v2limitr. This suggests a linear
relation between mass functions of galaxies with distance and a density distribution
ρ ∼ 1/r2. A model for the mass of this functional form, but that does not fall inward
to the center of the galaxy and form black holes, is needed.
Attempts to fit the galactic rotation curve using the boson star model have been
made in [48, 49]. While the ground state boson stars have a mass falloff which is
too fast to explain rotation curves, for more than three nodes the rotation curves
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resemble observed ones. Since excited states of boson stars are inherently unstable,
one justifies these models on the grounds that the time scale of instability is large.
There is a limit on the number of nodes, since the mass of the system increases with
number of nodes, and Ω > 1 if more than six nodes were present. The best fits are
then with four or five nodes. The similarity in “quantum numbers” for all galaxies
is explained on the basis that on an astronomical time scale all galaxies were formed
simultaneously, the dark matter having collapsed from some more dispersed state of
higher quantum number to the present one. The absence of lower quantum numbers
is speculated to be due to higher energy level states being closer together while
lower energy levels are more separated. Since the energy dissipation mechanism is
inefficient evolution to lower states would be harder. The calculated density profile
is ρ ≈ r−1.6. This is slightly increasing compared to the flat curve prediction of
ρ ≈ 1/r2. By including a repulsive self-coupling term one can increase the time
scale of stability. Also one has a wider range of mass and self-coupling to fit curves
with. However regardless of the value of self-coupling, the rotation curve slightly
increases compared to the prediction with ρ ≈ r−1.7. These attempts to fit unstable
configurations of boson stars to explain galactic rotation curves could be considered
rather fanciful. A more natural choice seems to involve massless scalar fields.
The massless scalar field model is governed by equations that can be derived
from the BD equations above by setting m = 0 and a = 0. To get an idea of the
nature of the solutions we consider the M → 0 limit Newtonian system described
in [46, 47]. The scalar field equation is then of the form
∂2
∂t2
ψ −∇2ψ = 0. (233)
For a field ψ = σ(r)eiωt this equation has a Bessel solution
σ(r) = A
sin(ω r)
ω r
. (234)
Regularity at the origin rules out the “cosine” solution. (This provides an ap-
proximate solution to the low density system. We have studied the evolution of
configurations of this form in our evolution code to see if they settle down to stable
configurations. This is described in the next chapter.)
The density ρ = −T 00 is for this case given by
ρ =
A2
ω2 r2
[
1− sin(2ω r)
ω r
+
sin2(ω r)
ω2 r2
]
. (235)
For small r this behaves like a constant and for large r has a 1/r2 dependence making
it a viable halo model. The rotational velocity profile v2Newt = M(r)/r ∼ A2. The
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mass scales as 1
ω
while the energy density scales as ω2. The central amplitude of
the scalar field, namely the parameter A of the Newtonian solutions, determines
the orbital velocity while the scalar field frequency varies the mass and density near
the galactic center. The best fits to the rotation curves are found if an almost
dominating scalar field halo is added to low luminosity galaxies. The energy density
decreases in leading order as A2/r2ω2 and must eventually attain an equilibrium
with some other matter at the same pressure. Alternatively the radius of these
entities may be able to estimate the size of the cosmological constant Λ.
We have investigated the nature of these solutions in full GR as well as studied
the formation of these entities. We will describe the equilibrium configurations in
the next section. The results of our investigation of their stability and formation
are detailed in chapter three of this thesis. The main question that remains is the
basis for truncation of this halo at some outermost value of radius.
2.3 Equilibrium Configurations
We now describe the results of numerically integrating the equilibrium equations
for the three spherically symmetric cases, Boson stars in GR and BD, and Boson
Halos. We show the mass profiles determined from our code and in the next chapter
we discuss the results of dynamical evolutions. In all cases the equilibrium profiles
have static metrics although the fields themselves have an eiωEt dependence which
leaves all physical quantities time independent.
2.3.1 GR Case
The equations in the dimensionless coordinates defined in (225) for a self-coupled
equilibrium boson star are given by (227)–(229) with parameter a set to zero (and
no BD scalar field equation). Note that there is a self-coupling term which we have
already motivated in the introduction. For very high values of the self-coupling
parameter, it has been shown in [13] that the field varies very slowly over a very
large radius. As a result of this one can ignore the field derivative terms in the field
and metric equations as compared to the field itself. In fact in the Λ→∞ limit one
can write an equation of state with the field effectively vanishing at the boundary.
Thus the perfect fluid theorems of stellar stability might be used for very high values
of Λ [13] where an approximate equation of state might be written. These theorems,
however, cannot apply for smaller values of self-coupling. We choose to study the
stability of these stars numerically [35, 50].
The system of equations describing the equilibrium configurations (static metrics
although the scalar field itself has an eiωEt dependence), form an eigenvalue problem
that we have to solve in order to get the equilibrium boson star solution. This is
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because we have an overdetermined system. We specify the field at the origin. The
radial metric at the origin is by regularity required to be unity. The field derivative
and derivatives of the metrics must be zero at the origin by conditions of spherical
symmetry and absence of divergences at the origin. This gives five conditions with
four first order equations. As shown before we have the freedom to rescale the lapse
with the underlying frequency of the boson field. Thus the eigenvalue giving the
value of the lapse at the origin is physically a way to calculate the frequency of the
field such that the system has the exact amount of dispersion required to prevent
gravitational collapse. For a given value of central field density σ(0) the different
eigenvalues correspond to different numbers of nodes.
We also have a boundary condition on the boson field to vanish at ∞. We
therefore use a shooting method to determine the eigenvalues. This is done by
making a guess of the ω rescaled lapse at the origin, and then using this guess to
integrate the equations. If one is looking for a ground state solution one knows
the field must have no nodes. It also should be monotonically decreasing and must
vanish at ∞. So at some stage with this guess the field will either go negative or
will develop a positive slope. The trick is to bisect between two values one of which
gives a positive slope and the other of which causes the field to become negative
and to continue this process as far as the machine permits so that the field falls off
giving us the solution to greater and greater radii until the machine limit is reached.
In the one node case a guess value will be used until the field crosses zero a second
time, or if the slope changes sign a second time and so on. A fourth order Runge
Kutta technique [51] is used to integrate the equations.
The mass profile of boson stars is a much discussed feature which we have already
commented on. However, for the sake of completeness, we show the ground state
mass profiles as determined from our equilibrium code in Fig.2. Clearly the mass
increases with increased self-coupling.
The mass profiles of excited state boson stars are similar to ground state stars.
Fig.3 shows the mass versus central density curves for ground, first, and second
excited states of boson stars without self coupling. The maximum mass increases
with the number of nodes as expected.
• Runge Kutta (RK) Method
Whenever we have ordinary differential equations of any order we are able to
rewrite them as a series of first order equations, as we have done above for the
boson eigenvalue problem, by redefining the field derivative as a new variable, and
with this definition serving as a a new equation. In each of the other equations the
second derivative of the field is replaced by the first derivative of this new variable,
and the first derivative of the field is replaced by the new variable itself [51]. In
general we then have to satisfy N equations of the form
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dyi(x)
dx
= fi(x, y1, ..., yN), i = 1, 2, ..., N. (236)
For simplicity consider N = 1. This can be solved by
yn+1 = yn +∆x f(xn, yn) +O(∆x
2). (237)
which moves the solution from x = xn to x = xn +∆x. This is the Euler method.
To increase accuracy and stability we expand the second term in a Taylor’s series
about f(xn + ∆x/2, yn + ∆y/2) (where ∆y = ∆xf(xn, yn)) giving on writing the
O(∆x2) term as well
yn+1 = yn +∆x f(xn +∆x/2, yn +∆y/2)− ∆x
2
2
f ′(xn +∆x/2, yn +∆y/2) (238)
+
∆x2
2
f ′(xn +∆x/2, yn +∆y/2)/2 +O(∆x)3.
where the +1
2
∆x2f ′(xn∆x/2, yn+∆y/2) term comes from the O(∆x2) term of (237).
This sets up a cancellation in the first order terms and we have a second order
accurate method
yn+1 = yn +∆x f(xn∆x/2, yn +∆y/2) +O(∆x)
3. (239)
This then is the spirit of the second-order RK scheme. The code uses a fourth order
RK scheme. This uses derivatives at the initial point, at the half step, and at a
full step, with weights of 1/6, 2/3 and 1/6 respectively as can again be confirmed
by Taylor expansions. Guesses for the y value at the 1/2 step are made using the
derivative at the original point and the derivative at the previously guessed point
and these two are then averaged. For the full step the derivative used is that at a y
value calculated using the second of the just described half step derivatives.
2.3.2 BD Case
Equilibrium configurations of boson stars in BD theory have been discussed in [52].
They used a modified version of the code we used to get equilibrium GR configura-
tions. They added the BD terms to the equations as well as adding the BD scalar
field. The equilibrium configurations in this case were those for which the boson
field has the eiωEt dependence in time as described before, while the metrics and
the BD field are static. The value of the central BD field was not a free parameter
but depended on its specified value at ∞. This was chosen to be zero to some tol-
erance. The equations were integrated for different values of the central lapse value
for a given central boson field value and guessed central BD field value. The value
of the Brans–Dicke field at the edge of the grid was checked against its expected
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value (∼ ϕ∞ + C/r) to the predetermined tolerance. If it did not match the value
of the central BD field was changed and the process repeated for different central
lapse values until a match was found. Since these configurations were quite similar
to the GR case the central lapse values were close to the GR values. For all self-
couplings the BD particle number was very slightly smaller than the GR case while
the mass was slightly lower for small values of self-coupling and slightly larger for
higher values of self-coupling. This was true for both the ground state and excited
state configurations.
2.3.3 Boson Halos
The equilibrium configurations are obtained (BD equations with m = a = 0), from
the equations
σ′ = χ , (240)
χ′ = −
[
1
r
+
g2
r
]
χ− σg
2
N2
, (241)
g′ =
1
2
[
g
r
− g
3
r
+
σ2 r g3
N2
+ r g χ2
]
, (242)
N ′ =
1
2
[
−N
r
+
N g2
r
+
r g2 σ2
N
+ r N χ2
]
. (243)
Here we use the dimensionless variables r = ωr, t = ωt and σ =
√
4πGφ. These
equilibrium configurations are characterized by static metrics although the fields
themselves again have an eiωt dependence. Regularity at the center implies g(r =
0) = 1. The equilibrium configurations are characterized by saddle points in the
density ρ, which might have some significance in stability issues. These systems are
characterized by a two parameter family of solutions. Firstly, we can vary σ(0), the
central density and for each σ(0) we can vary N(0). This is effectively changing the
frequency and for each value of the frequency of the system there is a configuration
for which the dispersive effects cancel the gravitational effects. We have noticed an
interesting feature of the mass function,
M(r) =
r
2
(
1− 1
g2
)
, (244)
where g2 is the radial metric. If plotted at a given value of r the profile is very similar
to boson stars as shown in figure 4a. We also see the increase in mass linearly with
radius for large r in the relativistic case. Figure 4b shows mass versus radius for
different central densities and a given value of N(0).
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Figure 2 Mass profiles of ground state boson stars for different values of the self-coupling
Λ are shown. The increase in mass with Λ is clear although the profiles are very similar.
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Figure 3 Masses of zero-node, one-node and two-node boson stars without self-coupling
are plotted as a function of central density. The maximum mass of one-node stars is
1.356M2P l/m while the maximum mass for two-node stars is (as expected) greater at
2.095M2P l/m. The profiles are deceptively similar to their ground state counterparts.
Excited state stars are inherently unstable irrespective of the branch they lie on, unlike
ground state stars that can be termed stable or unstable depending on whether they lie
on the branch to the left of the maximum mass or to the right respectively.
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Figure 4 (a) Left: The mass profile of equilibrium configurations of massless scalar fields,
are interestingly similar to the profiles of massive scalar fields and neutron stars. The
mass for a given radius increases to a maximum with central density before it decreases
with further increase in central density. However by calculating the particle number, we
see no division into stable and unstable configurations at the peak. The particle number
depends very sensitively on the initial value of the lapse function N , so that the clear cusp
structure seen in the mass-particle-number diagram for boson stars cannot be derived
here. (b) Right: The profiles are largely independent of radius although the mass itself
increases with r.
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Chapter 3
Numerical Evolution of Bosonic Objects in
Spherical Symmetry
In the previous chapter we developed (from the action for a BD system with a matter
Lagrangian that produces a scalar field equation for bosons, and for a spherically
symmetric metric) the basic equations that govern the structure of an equilibrium
boson star (see 2.1.1). The GR case was a special case of these with the parameter
a set to zero and discarding the BD field equation. (The BD field decouples from
the physics). We now write down the evolution equations for the BD case. These of
course include the time derivatives of the metric and the BD field. For convenience,
so that we have no second time derivatives, we introduce new variables
Πϕ =
g
N
∂t(r ϕ) ≡ 1
β
∂t(r ϕ), (245)
ΠΨ =
g
N
∂t(rΨ) ≡ 1
β
∂t(rΨ), (246)
where Ψ =
√
4πG∗φ.
We thus get the field equations (for φ, Ψ)
∂t(r ϕ) = βΠϕ, (247)
∂tΠϕ = (∂rβ) ∂r(r ϕ) + β ∂r∂r(r ϕ)− (∂rβ) (r ϕ) 1
r
−N g r 2α e2a
[
1
2
∇σΨ∇σΨ† + 2 e2a V (ΨΨ†)
]
, (248)
∂t(rΨ) = βΠΨ, (249)
∂tΠΨ = (∂rβ) ∂r(rΨ) + β ∂r∂r(rΨ)− (∂rβ) (rΨ) 1
r
−2N g r
[
e2a
dV (ΨΨ†)
dΨ†
− α∇σΨ∇σϕ
]
. (250)
where there are really two components for the second equation above (since we have
a complex boson field). On each time slice we solve for the lapse N by using the rr
component of the Einstein equation. However, instead of using the 00 component to
get the radial metric on each time slice it is more convenient to use this component
to record the time development of the radial metric through the 0r equation (the
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momentum constraint equation). The momentum constraint and Grr equations are
respectively
∂tg = N [Πϕ ∂rϕ+ e
2a 1
2
(Π†Ψ ∂rΨ+ΠΨ ∂rΨ
†)], (251)
∂rN =
N
2 r
(g2 − 1) + N r
2
(
(∂rϕ)
2 +Π2ϕ
1
r2
+e2a
[
(∂rΨ) (∂rΨ
†) + ΠΨΠ
†
Ψ
1
r2
− 2 g2 e2a V (ΨΨ†)
])
. (252)
Since T00 is the energy density the G00 equation is the Hamiltonian constraint
equation. It is given by
2
∂rg
g r
+
g2 − 1
r2
=
Π2ϕ
r2
+ (∂rϕ)
2 + e2a
[
ΠΨΠ
†
Ψ
r2
+ (∂rΨ) (∂rΨ
†) + 2 g2 e2a V (ΨΨ†)
]
.
(253)
This is used to monitor the code by keeping track of the accuracy with which it is
satisfied throughout the evolution. Orders of 10−5 or better are typical at the end
of our runs.
3.1 Evolution Equations and Code
The equations that describe the evolution of the boson star in GR are given by
those in (249)–(252) with the parameter a set to zero, and again discarding the
wave equation for the BD field. In order to finite-difference the derivatives, one
must rely on well studied methods used in the study of linear differential equations,
although we are in fact dealing with very non-linear systems. Our equations are of
the hyperbolic form (wave equation) and we use a leapfrog method for evolution [51].
• Leapfrog Method
Consider a simple outgoing wave equation of the form
∂u
∂t
= −v∂u
∂x
. (254)
Now take a one-sided differencing scheme for the time-derivative (n rep-
resenting the timestep and j the position of a space coordinate)
unj = u
n+1
j −
∂u
∂t
∣∣∣∣∣
j,n
∆t +O((∆t)2) (255)
so
∂u
∂t
∣∣∣∣∣
j,n
=
un+1j − unj
∆t
+O(∆t).
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For spatial derivatives consider a second-order representation
unj = u
n
j+1 −∆xu′|j,n + (∆x)2u′′ +O((∆x)3) (256)
unj = u
n
j−1 +∆xu
′|j,n + (∆x)2u′′ +O((∆x)3)
so that on subtracting the two equations
u′|j,n =
unj+1 − unj−1
2∆x
+ O((∆x)2). (257)
Thus this ‘Forward-Time Centered-Space’ scheme gives
un+1j − unj
∆t
= −v
(
unj+1 − unj−1
2∆x
)
. (258)
This scheme is unstable as shown by Von Neumann stability analysis.
Consider the coefficient v to be slowly varying enough to be considered
constant. Now consider eigenmodes of the difference equation of the form
unj = ξ
neikj∆x so that
ξ − 1 = −v∆t
∆x
i sin(k∆x). (259)
The time dependence of the eigenmodes grows like ξn and since |ξ| =√
1 + (v∆t
∆x
)2 sin2(k∆x) > 1 this instability grows and renders the scheme
unstable.
So instead one uses a staggered leapfrog method using centered-time
and centered-space derivatives.
un+1j − un−1j
∆t
= −v
(
unj+1 − unj−1
∆x
)
. (260)
Now we get a quadratic equation for ξ with a solution |ξ| = 1 for any
v∆t
∆x
< 1. Thus there is no growth of instability or amplitude dissipation
[51, 37]. It is called a leapfrog scheme because the time derivative terms
are on odd time slices while the time levels in the space derivative terms
are on even time slices.
When one has second-order time derivatives (as we do) it is more appro-
priate to redefine the first time derivative in terms of another variable
(π = g
N
∂(rψ)
∂t
) that is then given on the n+ 1
2
steps.
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The two components of the equilibrium scalar field have components Ψ1 with
time dependence as cos(ωEt) and Ψ2 with time dependence as sin(ωEt). Thus quite
generally at t = 0 we set the field Ψ2 = 0. Our equilibrium code calculates the
initial field configuration Ψ1 and the metric components as functions of r. This is
the initial data for the evolution code. The first spatial derivatives of the metrics
and fields are then determined by using f ′∆x = a (f(x+ 3∆x)− f(x− 3∆x)) +
b (f(x+ 2∆x)− f(x− 2∆x)) + c (f(x+∆x)− f(x−∆x)). The coefficients a, b
and c are determined (a = 1/60,b = −9/60, c = 45/60) from the conditions that
the coefficient of the first derivative of the Taylor expansion be ∆x and the third
and fifth derivative coefficients be zero. This makes f ′ sixth order accurate since
the even derivatives automatically vanish. In order to get sixth order accuracy in
the second derivatives the form above is applied for f ′′(∆x)2 this time with every
f(x− s) and f(x+ s) added rather than subtracted so odd derivatives vanish. The
coefficients are then determined (a = 2/180, b = −27/180 , c = 490/180). At the
last but one grid point though one only has terms to second order accuracy.
The metrics and fields have vanishing first derivatives at the origin. From the
equations it is clear their parities are conserved. A pair of fictitious points corre-
sponding to negative r are set up. The code evolves rψ and π which are antisym-
metric about the origin. The derivative of rψ at the origin is ψ and that is how we
determine it. The radial metric at the origin is unity but the lapse is not prescribed
there. Instead we choose to fix the lapse at the outer boundary and integrate in-
wards on each slice using a fourth order RK method. Rather than integrate the
Hamiltonian constraint equation on each slice to determine g we monitor its evolu-
tion from time step to time step. We only determine the boundary value of g from
the Hamiltonian constraint equation.
The outer region of the system is the low field region and the mass of the system
can be determined using the value of the radial metric there.
M = lim
r→∞
r
2
[
1− 1
g2(r)
]
. (261)
The outer boundary condition on the fields is an outgoing wave condition. If in
the asymptotic region the field is of the form ∼ ei(k.r−ωt), then this results in the
condition (from the KG equation)
k2
g2
=
ω2
N2
−m2, (262)
giving k =
g ω
N
(1− 1
2
m2
N2
ω2
+ ...),
which can be written (in terms of the fields and dimensionless units of the code) as
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π˙ = −βπ′ − N
2
2
rψ, (263)
where β = N
g
. This eliminates first order reflections off the grid. In order to remove
higher-order reflections, we add a “sponge” in the outer region of the grid to absorb
reflections. To the Π˙ equation (250) we add a damping term at the edge of the grid.
This “sponge” is effectively like adding a potential term that is proportional to k+ω
for an incoming wave and proportional to ω−k for an outgoing wave. Thus it forms
a potential barrier against incoming radiation. This sponge is smoothly phased in
from some point r(j) out to the edge of the grid. The width of the sponge is of the
order of the wavelength of the scalar radiation.
3.2 Nature of the Perturbations
We study the dynamical properties of the boson stars by perturbing the equilibrium
field distribution. The accretion or annihilation of scalar particles is simulated by the
addition of field in the outer regions of the star or by decreasing it in denser regions
of the star respectively. Another type of perturbation that has been studied is
changing the ψ˙1 and ψ˙2 of the equilibrium configuration. This perturbation changes
the kinetic energy density distribution. In either case the changes in the metric
functions g and N are determined by the constraint equations and the polar-slicing
condition. That is, we reintegrate the Hamiltonian constraint and lapse equations of
(252) and (253) on the initial time slice. The magnitude and the length scale of the
perturbations can be chosen arbitrarily. The perturbations are always spherically
symmetric.
3.3 Results and Conclusions for 1D Boson Stars with Self-
Coupling
• Ground State Results
An equilibrium configuration of boson stars when perturbed reacts to these per-
turbations in a myriad of ways. As discussed before, in the works of Pang and
Lee [3], ground state boson stars without self-coupling on the S branch have very
specific quasinormal modes of oscillation under infinitesimal perturbations. In [55]
the mass function is plotted against radius for a given particle number. The curve is
seen to have a “well” with a minimum at the exact equilibrium mass corresponding
to that particle number. For any other given mass at that particle number there are
oscillating regimes from a minimum to a maximum radius. In a numerical scenario
we are in a position to test more general and realistic perturbations. While we do
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study the effects of infinitesimal perturbations (by applying perturbations for which
the mass change from equilibrium is less than 0.1%.) larger perturbations are also
analyzed. The effects of larger perturbations cannot be studied analytically using
perturbative methods. From the former we get quasinormal modes of oscillations,
while from the latter we get scalar radiation that results in mass losses in these
stars followed by their eventual settling to stable configurations of lower mass, their
collapse to black holes, or their total dispersal. Once perturbed the metric equa-
tions are reintegrated to get consistent metrics for those new initial configurations.
Thereafter the system is allowed to evolve under the evolution equations.
• S Branch Stars
In the case of a free field (Λ = 0 case) a perturbed S-branch star oscillates with a
definite frequency, losing mass through bursts of scalar radiation at each expansion.
It finally settles to a new S-branch configuration of lower mass. Here the effect of
a self-interaction term on this behavior is examined. In Fig. 5 a typical example of
the perturbed field configuration, and radial metric, of a star with Λ = 10 and a
central density of σ(0) = 0.1 is shown. This star has been perturbed by accretion
of scalar particles in a region of lower density. Its evolution is detailed below.
Fig. 6 shows the radial metric as a function of distance for the same configuration
at various times. The labels A,B,C,D correspond to times (in units of the inverse of
the underlying scalar field frequency) t = 192, 306, 391, and 505 respectively. The
positions of the peaks are labeled R0, RA, RB, RC , and RD, where R0 is the posi-
tion of the initial unperturbed peak. Here R0 = 7.95, RA = 8.55, RB = 6.6, RC =
8.2 and RD = 6.65, where the length scale is in terms of the inverse mass of the
boson. The oscillations are shown clearly in Fig. 7 which is a plot of the maximum
value of the radial metric as a function of time. The point where this function is a
maximum corresponds to the core of the star contracting to its minimum size in a
cycle. Similarly, the maximum radial metric starts to decrease as the star expands.
At each expansion the star loses mass through scalar radiation. The oscillations
damp out in time as the star starts settling down to the new configuration. A plot
of mass vs. time is shown in Fig. 8. The emission of scalar radiation decreases as the
oscillations damp out, as can be seen from the figure. The slope of the curve steadily
decreases as the star starts settling down to its new lower-mass configuration. The
mass is measured at the inner edge of the sponge using (261). Exact details of the
curves have some dependence on the sponge parameters but the basic results are
the same.
A characteristic of the boson star that might be important for its potential
observation and identification is its fundamental oscillation frequency which can
be determined from Fig. 9. We found f = 1/(199N(∞)) = 4.7 × 10−3. The
oscillation frequencies for a large number of S-branch stars have been compiled in this
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way. Fig. 9 shows a plot of the oscillation frequency versus mass for many slightly
perturbed configurations (masses within 0.1% of the unperturbed mass.) As the
mass increases, the frequency increases and then drops down as the transition point
(dM/dσ(0) = 0) is approached, signalling the onset of instability. This is seen for
both the non self-interacting as well as the self-interacting case. These quasinormal
modes of oscillation characterize S-branch stars. The point of transition from the
S to the U branch corresponds to a zero of the oscillation frequency.
For a given mass higher Λ S-branch stars have a lower oscillation frequency than
similar mass lower Λ stars, unless one is near the transition point of the lower Λ
configuration. This is not too surprising, since for a given mass the radius of the star
increases with increasing Λ. We have seen this trend even for Λ values as high as
1600 (see discussion on high Λ stars in section (3.3.2)). However since the maximum
mass of higher Λ configurations is greater than that of lower Λ configurations their
maximum oscillation frequency could be greater than that for lower Λ stars. (This
can be understood as a size effect: on the S-branch, higher mass stars are smaller
and have higher frequencies.) This can be seen in Fig. 9 . The maximum oscillation
frequencies of Λ = 5 and Λ = 10 configurations are higher than that of the Λ = 0
case. As the stars get much larger, though, the highest frequency starts to decrease.
For example the maximum frequency for Λ = 30 stars is less than that of Λ = 15
stars which is itself lower than that of the Λ = 10 case. A perturbation calculation
for the high Λ case is presented in section (3.3.2) to show the dependence of the
quasinormal mode frequencies on Λ for high Λ configurations. The frequency is
then proportional to the inverse of the square root of Λ. Thus as the stars become
extremely large they oscillate less and less rapidly and it is no longer feasible to evolve
them numerically in our code. (The time step used in the numerical simulation
cannot be increased as it is determined by the intrinsic oscillation time scale of the
scalar field, which is many orders of magnitude shorter than the oscillation time
scale of the whole star for these cases.)
The quasinormal mode curves are also useful in determining the evolution of
strongly perturbed S-branch stars and the final configurations they could settle
into. A perturbed star loses mass and settles to a final configuration corresponding
to some position on the solid line in the figure. In Fig. 10 we single out the Λ = 10
curve and plot the evolution of the S-branch star discussed above. The points P1,
P2, and P3 show the route to a new configuration. These points correspond to
times t = 0, 1200, and 4800 respectively. By extrapolating this line to where it
meets the Λ = 10 curve one could expect a final mass of about 0.76M2P l/m .
• U -branch Stars
Ground state U -branch stars (with or without self-coupling) can migrate to the S
branch under certain perturbations. In general they are unstable and cannot settle
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into new configurations on the same branch. In [55], with the aid of catastrophe
theory, the instability of these unstable stars is also discussed. Their conclusion
regarding unstable boson stars is that they disperse or collapse. However we also
demonstrate the presence of migrations of these stars to configurations on the S
branch. This is due to our perturbations being more general, allowing for changes
in mass and particle number, whereas they keep them strictly constant.
Figs. 11-13 show a migrating Λ = 30 star whose unperturbed overall field density
σ has been decreased by about 10%. Fig. 11 shows the behavior of the radial metric
in time as a function of radius. It oscillates about the final S-branch configuration
that it will settle into. This final state is shown on the plot as a dark line. Fig. 12
shows the maximum radial metric as a function of time. The star initially expands
rapidly as it moves to the S-branch. This can be seen from the sharp drop in
the radial metric. Once it moves to the stable branch, it oscillates about the new
configuration that it is going to settle into. Fig. 13 shows the mass of the star as a
function of time. It loses mass at each expansion losing less and less mass at each
subsequent expansion and the curve gets smoother and smoother as it settles to its
final state.
Fig. 14, which shows the oscillation frequency as a function of mass for Λ = 30,
can be used to predict the end point of migration. Points Q1, Q2, Q3, and Q4 show
the migration of this star. These correspond to times of 500, 1000, 2000, and 3500.
The oscillation is clearly damping out. The final configuration it is expected to
settle down to is shown as a dot and corresponds to a stable star of central density
σ(0) = 0.0817 with a mass of 1.037M2P l/m. This example is typical of a number of
simulations of U -branch ground state configurations with self coupling.
For higher central density stars on the U -branch, the mass versus central density
curve has a second, gentler peak, similar to the white dwarf neutron star situation.
One might suspect that this corresponds to another stable and unstable branch
respectively. However we find that configurations on both sides of the peak are
unstable. These configurations always disperse upon perturbation, consistent with
the fact that they have M > N m, where M is the mass of the star and N m is the
number of bosons multiplied by the mass of an individual boson.
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Figure 5 Comparison of a strongly perturbed ground state Λ = 10, S-branch star [M =
0.781M2P l/m, σ(0) = 0.1] to the unperturbed configuration [M = 0.722M
2
P l/m]. The solid
lines correspond to the unperturbed configuration and the dashed ones to the perturbed
star. The perturbation shown corresponds to the addition of scalar field σ at t = 0.
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Figure 6 The evolution of the radial metric grr = g
2 for the configuration shown in
the previous figure. The initial perturbed configuration labeled t = 0 and unperturbed
configuration are shown. A, B, C, and D correspond to times t = 192, 306, 391, and
505 respectively. The positions of the peaks for these times are labeled RA, RB , RC , and
RD.
75
Figure 7 The peak value of the perturbed radial metric is plotted over a long time
(6000 h¯/mc). The points labeled A, B, C, and D correspond to the same labels in the
previous figure. The oscillations decay in time.
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Figure 8 The total mass of the star is plotted as a function of time. The mass loss
through scalar radiation decreases in time as the oscillations start damping out.
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Figure 9 The oscillation frequencies of different ground state boson star configurations
are plotted as functions of mass, for Λ = 0, 5, 10, 15, 30, 100, and 200. The curves are
obtained by slightly perturbing (perturbed mass within 0.1% of the unperturbed mass)
S-branch stars. They reach a peak and then drop down at the approach of the maximum
mass allowed for a given Λ, signalling a transition from stability to instability.
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Figure 10 The highly perturbed Λ = 10 S-branch star has an oscillation frequency below
the Λ = 10 solid line. Its movement towards the solid line is shown through points P1,
P2, and P3 corresponding to times 0, 1200, and 4800 (h¯/mc) respectively.
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Figure 11 The radial metric g2 = grr of a perturbed U -branch ground state star is
shown at various times. The curves 1 , 2, 3, a, b, c, and d correspond to times t =
10, 20, 30, 340, 440, 540, and 640. The unperturbed star has a central density σ(0) =
0.23 and a self coupling parameter Λ = 30. The initial equilibrium metric configuration
has also been shown. The initial field density of this star has been lowered by about 10%.
The t = 0 curve corresponds to the initial perturbed radial metric. In the asymptotic
region g2 is not oscillating but monotonically decreasing due to the mass loss.
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1Figure 12 The maximum value of the radial metric is plotted as a function of time. The
initial sharp drop in the radial metric is due to the expansion of the star as it proceeds to
the stable branch. There it oscillates about the new stable configuration that it will settle
into. This corresponds to a star of mass M = 1.037M2P l/m (whose metric configuration
has been shown in the previous figure as a dark line). The points a and c correspond
to two minima in the peak of grr which occur when the core of the star reaches its local
maximum size. Likewise the maxima in the peak of grr at b and d correspond to the core
of the star reaching its local minimum size.
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Figure 13 The mass is plotted against time. The mass loss through scalar radiation
at each expansion of the core (corresponding to the maximum radial metric reaching a
minimum) decreases in time as the oscillations damp out.
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Figure 14 The migration of the U -branch star considered in the previous figure is shown
after the star has moved to the S-branch. Points Q1, Q2, Q3, and Q4 correspond to times
500, 1000, 2000, and 3500 (h¯/mc) respectively. Here too the mass loss decreases in time
and the star finally settles to a stable configuration.
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3.3.1 Excited States
The similarity of mass profiles of excited boson stars to their ground state coun-
terparts, (Fig. 3) might lead one to expect stable and unstable configurations to
the left and right of the maximum mass respectively in analogy with ground state
configurations. However, our numerical studies show that the excited boson star
configurations on both sides of the peak are inherently unstable except that the time
scales for instability are different. If they cannot lose enough mass to go to the
ground state they either become black holes or totally disperse. This occurs even
if no explicit perturbations are put in the numerical evolution other than those in-
troduced by the finite differencing error in the numerical integration. We have also
carried out perturbations that correspond to scalar particles falling onto the star,
or those that decrease the scalar field strength at the center point (corresponding
to scalar particles decaying through some channel). The instability shows up in all
cases studied. We note that this instability is NOT in contradiction with the result
of [53], which concluded that S branch excited states are stable under infinitesimal
perturbations that strictly conserve M and N , (where M is the mass of the star,
N the number of bosons and m the boson mass.) Our result of instability under
generic perturbation is consistent with the studies of Λ = 0 stars under infinitesimal
perturbation [3]. The presence of a self-coupling term increases the time scale of
instability but the essential pattern remains the same. Fig. 15 shows a perturbed
1-node star (whose mass has been reduced by about 8% to 0.9M2P l/m by a pertur-
bation) making a transition to the ground state although the mass is greater than
the maximum ground state mass of 0.633M2P l/m. A substantial amount of scalar
radiation is emitted in the dynamical evolution, which brings the mass below the
critical value. The evolution of the radial metric function is shown. That there are
two peaks at t = 0 is indicative of a first excited state. One of the peaks disap-
pears gradually as the star goes to the ground state branch. The star then oscillates
about the ground state configuration that it will finally settle into. In Fig. 16 a
three-node configuration with a total mass of of 0.92M2P l/m is shown going to the
ground state branch, after radiation by scalar waves carries off the excess mass and
kinetic energy. The plot shows the density function against the radius and time of
evolution. By the density function we mean density ρ multiplied by r2, that is, the
mass per dr at radius r. The density function, ρ r2, has n+1 maxima for an n node
star and hence here we have four sets of lines initially. At the end of the simulation,
we see that it settles down to a ground state configuration with small oscillations
with ever decreasing amplitude. For these simulations of low central density stars
we put in an explicit perturbation to the equilibrium configuration since otherwise
the instability time scales are extremely long.
For stars with higher central density, there is a critical density above which
the stars cannot lose enough mass to go to the ground state but collapse to black
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holes. In our numerical simulation for one node stars this critical density is σ(0) =
σ2 = 0.048. As the central density is increased the kinetic energy of the highly
compressed initial equilibrium configuration is increased and the star first expands
before the eventual collapse to a black hole. As the central density further increases
towards the M = N m point the expansion phase becomes longer. In Fig. 17 we
show the density function (ρr2) against radius at various times for 4 configurations
(an S-branch configuration with σ(0) = 0.1, and three U -branch configurations of
central densities σ(0) = 0.3, σ(0) = 0.4, and σ(0) = 0.5). The initial configurations
are the equilibrium ones without any explicit perturbation (except those introduced
by the discretization used in the numerical simulations). The first frame shows
the S-branch star radiating a little as it almost makes a transition to the ground
state. However it cannot sustain this state for long and it collapses to a black hole.
The decay time decreases in the case of a U -branch stars of central density 0.3
and 0.4. However for the σ(0) = 0.5 star, the star is clearly getting more diffuse
than the previous ones. It goes through an expansion phase initially although it
finally collapses to a black hole. Configurations with σ(0) > 0.54 have M > N m.
They do not collapse to black holes but disperse to infinity. Next we turn to a
study of instability time scales. In simulations where a black hole will form, the
imminent development of an apparent horizon leads to a rapid collapse of the lapse
due to the polar slicing used in the evolution. We take the time of collapse of the
lapse at the origin to ∼ 10−6 of its initial central value to be the approximate time
for formation of the black hole. Fig. 18 shows this time scale for a 1-node star
without self coupling. We plot the decay time scales of first excited state stars as a
function of central field density. Again no explicit perturbation is applied in these
evolutions other than the discretization error in the simulation. In order to make a
fair comparison of the time scale due to such a perturbation we cover the radius of
the star in all cases by the same number of grid points. The maximum ground state
mass for stars without self coupling is around 0.633M2P l/m. This corresponds to a
central density of σ1 = 0.021 for a one-node star. We mentioned earlier that stars
with central densities below σ2 = 0.048 (mass of 0.91M
2
P l/m) lose enough mass and
move to the ground state. Beyond that and up to the point M = N m they collapse
to black holes, while stars with M > Nm, corresponding to a central field density
of σ(0) > 0.541, disperse to infinity. The time by which collapse takes place to a
black hole decreases with increasing central density along the S branch. This trend
continues for a while into the U branch (starting at σ = 0.25 until σ ∼ 0.4), but as
one approaches the M = N m point the stars lose a significant amount of matter to
infinity before they collapse to black holes and evolve on a longer time scale. For
example, a star of central density 0.5 has an initial radius of r ∼ 9. (Remember
that the radius of the star is defined as the radius which contains 95% of the mass of
the star.) Its radius increases to as much as 115, more than an order of magnitude,
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before it starts collapsing. The dispersion time scales of a couple of typical examples
of stars forM > Nm which disperse to infinity (instead of collapsing to a black hole)
are also shown on the figure. To give a sense of the instability time scales of these
configurations we take the time scale to be the time by which these stars disperse to
ten times their original radii. This time drops drastically for stars with M ≫ Nm.
Next we turn to the case of Λ 6= 0. Fig. 19 demonstrates black hole formation
for a Λ = 30 star in the first excited state, with a central density σ(0) = 0.1. This
star had an initial radius of about 20.7 where the radius is again defined as that
containing 95% of the mass. The lapse finally collapses towards zero indicating that
an apparent horizon is about to form. The time scale of collapse to the black hole
was around 1985 compared to a time scale of less than 800 for a σ(0) = 0.122 star of
similar radius without self-coupling which is shown in Fig. 20. This is to be expected
as the Λ term represents a repulsive force. The collapse time is again defined by the
lapse collapsing to 10−6 of its original value at r = 0.
We now turn to the evolution of a highly excited state. In Fig. 21 we show the
initial field configuration of a star containing five nodes. For a five-node star the
density has a central maximum, and then five local maxima, each subsequent one
smaller than the one preceding it. This star is then evolved without any perturbation
except those introduced by the discretization error of the numerical evolution. In
Fig. 22 we show a contour plot of the evolution of the density function in time: ρ r2
has n + 1 maxima for an n node star and hence here we initially have six sets of
lines centered at dimensionless r = 5, 13, 35, 52, and 75 respectively. This star has
central density σ(0) = 0.075 and it collapses to a black hole after a long evolution.
In the process we see intermediate states with fewer numbers of nodes.
For comparison, in Fig. 23 we show the contour plot for the five-node star up to
a time of t = 1000, at which time it has decayed into a four-node state, against the
equilibrium density function of a four-node star with central density σ = 0.06. Very
clearly the maxima are at similar radii (although the size of the peaks are somewhat
different).
This feature, that of nodes disappearing and the star cascading through lower
excited states, is characteristic of the decay of higher excited states of boson stars.
Although in this particular case and at this particular time the decaying star is close
to a specific lower excited state, in general the decaying star is (roughly speaking)
a combination of lower excited configurations. This is similar to the decay of atoms
in excited states. However, we note that for the “gravitational atom”[54] there is
no exact superposition, due to the intrinsic non-linearity of the system.
Whenever we report black hole formation, we are of course talking about immi-
nent formation since our highly singularity-avoiding polar slicing condition causes
the lapse to collapse as soon as an apparent horizon forms. However taking the data
just before such formation, and evolving it with a 3D code with maximal-slicing has
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allowed us to confirm that a black hole indeed forms.
3.3.2 Very High Λ Configurations
While calculating the eigenvalue frequency for the equilibrium boson star it is found
that it gets increasingly difficult to calculate the eigenvalue as the value of Λ gets
large, because the equations become very stiff. There are two scales to the problem:
a scale of slow variation of the field inside a certain radius (related to Λ) followed by
rapid decay outside it. This produces an effective surface layer to the star making
it similar to neutron stars. It turns out that the large Λ limit can be treated using
a set of approximate equations that are exact in the Λ = ∞ limit [6]. By making
the following change of variables:
r¯ =
r√
Λ
, σ¯ =
√
Λσ (264)
the equilibrium equations reduce to
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[
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N2
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N g2
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r¯ g2 σ¯20
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(1−N2) + 1√
Λ
r¯ N σ¯′20 −
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g2N r¯ σ¯40
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. (267)
where the primes refer to differentiation with respect to r¯. In the limit of Λ = ∞,
one can keep terms to leading order in 1√
Λ
in (265) –(267). In particular (265)
reduces to an algebraic constraint
N = (σ¯2 + 1)−
1
2 . (268)
However, we note that this is valid only for a ground state configuration. For a
state with nodes it would not be reasonable to neglect derivative terms compared
to terms proportional to σ¯, because it is zero at every node.
To get an estimate of the accuracy of the high Λ approximation we compare
the solution using the approximate equation for high Λ to the brute force numerical
solution of the complete set of equations, for a Λ = 800, σ = 0.05 boson star in
the ground state (see Fig. 24). The agreement of the fields is quite good until
the outer region where the approximate equations cause the field to abruptly fall
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to zero. Comparisons of the radial metric and the lapse are also shown. In the
Λ = ∞ limit the approximate equations are exact and the star really has an outer
surface reminiscent of a neutron star. In fact, an effective equation of state can be
written [6]. In Fig. 25 the mass and particle number versus central density σ¯ for high
Λ stars is shown. One expects (as in the case of other ground state configurations)
that the configurations with M > Npm disperse when perturbed, while those on
the U branch with M < Npm would be unstable and, if unable to migrate to the
S branch under perturbations, would form black holes. (Here we use the symbol
Np for the particle number and not N so as not to confuse it with the lapse as
both these functions figure prominently in the analysis that follows.) The particle
number is calculated from the current J0 and is given by
Np = 4π
∫
r2
g
N
ω σ2dr. (269)
Here σ˙ has been replaced by ω σ and d3r by 4πr2dr for the spherically symmetric
case. In terms of the bar coordinates we see that N¯p =
√
ΛNp.
Next we turn to the determination of the quasi-normal frequency (QNM) of
the high Λ stars. In principle one could determine the QNM using the dynamical
studies as performed for the Λ = 0 case. However the procedure is extremely
computationally expensive. The scalar field has an inherent oscillation period of
about 2π and the evolution time steps must be small enough to resolve it. However
the code must run long enough to see a few metric oscillations in order to determine
the quasinormal mode. As Λ gets large, the sizes of the stars also get large leading
to a lower frequency of oscillation. In order to determine the QNM we use instead
the following perturbation analysis based on [8,11] but using our own notation for
lapse, fields, time, radius and self-coupling as defined in section II.
We write the perturbed fields as:
σ = (σ1 + i σ2) e
iωt, g = g0 + δg, N = N0 + δN (270)
where
σ1 = σ0(r) (1 + δσ1(r, t)), σ2 = σ0(r) δσ2(r, t). (271)
the Klein–Gordon equation can be written as
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+
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N
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g
)
(σ˙1 + σ2)− 2 g
2
N2
σ˙2.
The field σ0 satisfies the equilibrium equation
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Expanding the perturbations to first order using (272) and (273) we get
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− N0 δN
′ −N ′0 δN
N0
2
)
− g0
2
N0
2 (2 δσ˙2 + δσ¨1) +
2
N0
2
(
g0 δg − δN
N0
)
− 2 g0
(
1 +
1
2
Λ σ0
2
)
δg − g02 Λ σ02 δσ1 = 0.
From
Rµν − 1
2
gµν R = −8 π GTµν (275)
and
Tµν = σ
∗
,µ σ,ν + c.c.− gµν
[
gαβ σ∗,α σ,β − (1 +
1
4
Λ ‖σ‖2) ‖σ‖2
]
(276)
(where Tµν = 4πGTµν) we get we get the equations
δT 00 =
1
2 r2
(
2 r δg
g03
)′
, (277)
δT 11 =
δg
g03
(
1
r2
− 2 N
′′
0
N0
)
− δN
′
r g02N0
− N0
′ δN
r g02N2
, (278)
and
δT 22 =
1
2
[
2 δg
g0


(
N0
′
N0
)2
+
N0N0
′′ −N0′2
N0
2 −
N0
′ g0′
N0 g0
(279)
+
1
r
(
N0
′
N0
−g0
′
g0
)}
+
1
N0
2 g0
δg¨ − 1
g02
(
δN ′′
N0
− 2 N0
′
N0
2 δN
′ +
N0
′′
N0
2 δN
− N0
′
N0 g0
(
δg′ − g0
′
g0
δg
)
− g0
′
N0 g0
(
δN ′ − N0
′
N0
δN
)
+ 2
N0
′
N0
2
(
δN ′ − N0
′
N0
δN
)
+
1
r
{
δN ′
N0
− N0
′
N0
2 δN −
δg′
g0
+
g0
′
g02
δg
})]
,
and the equations
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δT 00 = −
2 σ20
N0
3 δN −
2
g30
σ′02 δg − δσ˙2 2
N0
2 σ0
2 +
2
g02
σ0 σ0
′ δσ1′ (280)
+ δσ1
(
2
N0
2 σ0
2 +
2
g02
σ′0
2
+ 2 (1 +
1
2
Λ σ0
2) σ0
2
)
,
δT 11 = −δT 00 + 4 σ02 δσ1, (281)
and
δT 22 = −
2
N0
3 σ
2
0 δN −
2
g30
σ′02 δg + δσ˙2
2
N0
2 σ0
2 +
2
g02
σ0 σ0
′ δσ1′ (282)
− δσ1
(
2
N0
2 σ0
2 − 2
g02
σ′0
2 − 2 (1 + 1
2
Λ σ0
2) σ0
2
)
,
respectively. Adding δT 00 to δT
1
1 we get(
δN ′
N0
− N0
′ δN
N0
2 −
δg′
g0
+
g′ δg
g02
)
=
2
g0
(
1
r
+
(
N0
′
N0
− g0
′
g0
))
δg (283)
− 4 r σ02
(
1 + Λ σ0
2
)
δσ1.
Calculating δσ˙2 from (279) and (282), and substituting into (274) gives, along
with equation (283),
δσ1
′′ + δσ1′
(
2
r
+
N0
′
N0
− g0
′
g0
)
+
1
g02 r σ02
(g0 δg
′ − g0′ δg) (284)
− g0
2
N0
2 δσ¨1 +
2 δg
g0
[
σ0
′
σ0
2
+
g0
2
N0
2 +
1− 2 r g0′
g0
2 r2 σ02
− g02
(
1 +
Λ σ0
2
2
)
+
σ0
′
σ0
(
1
r
+
N0
′
N0
− g0
′
g0
)]
− g02 δσ1
[
1
N0
2 +
1
g02
(
σ0
′
σ0
)2
+
(
1 + Λ σ20
)
+ 2 r σ′0 σ0
(
1 +
Λ σ20
2
) ]
= 0.
Adding δT 00 to δT
2
2 , and substituting in equation (283) and its derivative, we get
2
g0
δg′′ − 2 g0
N0
2 δ¨g + 8
(
2 σ0 σ0
′ − r
(
1 +
1
2
Λ σ0
2
)
σ0
2 g0
2
)
δσ1
′ (285)
+ 8
[
2 σ0
′2 − r σ02 g02
(
1 +
1
2
Λ σ0
2
) (
2 σ0
′
σ0
+
{
2N0
′
N0
+
g0
′
g0
})]
δσ1
−
[
4 g0
′
g02
+
6
g0
(
N0
′
N0
− g0
′
g0
)]
δg′ +
2 δg
g0
[
g0
′′
g0
+ 2
(
g0
′
g0
)2
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−3 g0
′
g0
(
N0
′
N0
− g0
′
g0
)
− 8 σ0′2 − 2
r2
− 2
g02
(
g0 g0
′′ − g0′2
)
+2
(
N0
′
N0
− g0
′
g0
)2
+
2
r
(
2N0
′
N0
+
g0
′
g0
) ]
= 0.
Using the expression for the particle number Np =
∫∞
0 d
3xJ0
√
g where J0 =
ig00 (φ,0φ
∗ − c.c.) we get
δNp = +4 π
∫ ∞
0
dr r2
g0
N0
σ0
2X
{
1
g02 r σ02
(g0 δg
′ − g0′ δg) (286)
+
2 δg
g0

σ0′
σ0
2
+
1− 2 r g0′
g0
2 r2 σ02
+
g0
2
N0
2

+ σ0′
σ0
δσ′
− g02 δσ1

 1
N0
2 +
1
g02
(
σ0
′
σ0
)2
+
(
1 +
Λ
2
σ20
)

 .
In terms of bar coordinates, defined in the beginning of this section, equation
(284) becomes
1
Λ1.5
δσ¯′′1 +
1
Λ1.5
δσ¯′1
(
2
r¯
+
N0
′
N0
− g0
′
g0
)
+
1
g02 r¯ σ¯20
(g0 δg
′ − g0′ δg) (287)
− 1
Λ0.5
g0
2
N0
2 δ ¨¯σ1 +
2 δg
g0

 1
Λ
(
σ¯′0
σ¯0
)2
+
g0
2
N0
2 +
1− 2 r¯ g0′
g0
2 r¯2 σ¯20
− g02
(
1 +
σ¯20
2
)
+
1
Λ
σ¯′0
σ¯0
(
1
r¯
+
N0
′
N0
− g0
′
g0
))
− 1
Λ0.5
g0
2 δσ¯1
(
1
N0
2 +
1
Λ g20
(
σ¯′0
σ¯0
)2
+
(
1 + σ¯20
)
+
1
Λ
2 r¯ σ¯′0 σ¯0
(
1 +
σ¯20
2
))
= 0,
and equation (285) becomes
1
Λ
2
g0
δg′′ − 2 g0
N2
δ¨g +
8
Λ1.5
(
2
Λ
σ¯0 σ¯
′
0 − r
(
1 +
1
2
σ¯20
)
σ¯20 g0
2
)
δσ¯′1 (288)
+
8
Λ1.5
[
2
Λ
σ¯0′
2 − r
(
1 +
1
2
σ¯20
)
σ¯20 g0
2
(
2 σ¯′0
σ¯0
+
(
2N0
′
N0
+
g0
′
g0
))]
δσ¯1
− 1
Λ
[
4 g0
′
g02
+
6
g0
(
N0
′
N0
− g0
′
g0
)]
δg′ +
2
Λ g0
[
g0
′′
g0
+ 2 (
g0
′
g0
)2 − 3 g0
′
g0
(
N0
′
N0
− g0
′
g0
)
− 8
Λ
σ¯0′
2 − 2
r2
− 2
g02
(
g0 g0
′′ − g0′2
)
+ 2
(
N0
′
N0
− g0
′
g0
)2
+
2
r
(
2N0
′
N0
+
g0
′
g0
)
 δg = 0.
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Similarly equation (286) becomes
δNp = 4π
∫ ∞
0
dr r2
g0
N0
σ¯20X
{
1
g02 r¯ σ¯20
(g0 δg
′ − g0′ δg) (289)
+
2 δg
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
 1
Λ
(
σ¯′0
σ¯0
)2 +
1− 2 r¯ g0′
g0
2 r¯2 σ¯20
g0
2
N0
2

+ 1
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σ¯′0
σ¯0
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δσ¯1

 1
N0
2 +
1
g02 Λ
(
σ¯′0
σ¯0
)2
+
(
1 +
1
2
σ¯20
)

 .
Now using δNp = 0 (charge conservation), which is appropriate for large Λ where
δNp is given by (289), we get on putting this in (287):
1
Λ1.5
δσ¯′′1 +
1
Λ1.5
δσ¯′1
(
2
r¯
+
N0
′
N0
− g0
′
g0
)
− 1
Λ0.5
g0
2
N0
2 δ ¨¯σ1 (290)
+
2 δg
g0
(
−g02
(
1 +
σ¯20
2
)
+
1
Λ
σ¯′0
σ¯0
(
1
r¯
+
N0
′
N0
− g0
′
g0
))
− 1
Λ0.5
g0
2 δσ¯1
(
σ¯20
2
+
1
Λ
2 r¯ σ¯′0 σ¯0
(
1 +
σ¯20
2
))
− 1
Λ1.5
σ¯′0
σ¯0
δσ¯ = 0.
This equation suggests that δg goes like 1/
√
Λ. Writing δ¨g as −χ2δg and δ¨σ¯ as
−χ2δσ we then see from (288) and (290) that the quasinormal mode frequency χ for
high Λ configurations must go like 1/
√
Λ for a given σ¯. We have numerically evolved
stars with the same σ¯ and compared the QNM frequencies obtained to the inverse
ratios of the square root of their Λ values for Λ = 800, Λ = 1200, and Λ = 1600
confirming the above analysis. In Table I we show the comparison between the
perturbation analysis and the numerical result. We see that the perturbation result
gets more accurate for increasing Λ. We note that configurations that have the size
of a neutron star would have to have Λ of order 1038 with QNM frequency of order
χ = 10−19.
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Figure 15 The transition of a first excited state star to the ground state is shown. Here
the radial metric is plotted against radius for various times starting from t = 0 and
then for ta = 250, tb = 500, tc = 1245, td = 4000, te = 5000, tf = 5505, tg = 6000,
and th = 6370. The initial unperturbed and perturbed configurations are shown. (The
perturbed configuration has the lower second peak.) The initial mass of the star was
M = 0.901M2P l/m after perturbation. The radial metric initially has two peaks indicative
of a one-node configuration. As the star evolves and goes to the ground state one peak
disappears. This can be seen in the curves from tc–th. Once on the ground–state branch
it oscillates and finally settles into a stable ground–state configuration.
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Figure 16 The transition of a three-node configuration of mass 0.91M2P l/m. This star
loses enough mass during the course of its evolution to move to the ground state.
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Figure 17 A comparison of the manner of black hole formation of four excited state
configurations. The first frame is an S branch star of central density σ(0) = 0.1, that
tries to go to the ground state but fails to. As the central density increases, decays to
black holes occur on a shorter time scale. A plot of the collapse of a U -branch star of
central density σ(0) = 0.3 is shown in the next frame. Stars get more diffuse as one moves
farther along the U branch. A star of central density 0.4 (shown in the third frame) has a
decay time close to the previous one. Decay times then start to increase. A star of central
density 0.5 (close to the point M = N m with σ(0) ∼ 0.541) disperses to over ten times
its radius before collapsing to a black hole.
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Figure 18 The decay time to black holes is plotted as a function of central density,
for one-node configurations (first excited states) of boson stars without self coupling.
Perturbations are due only to the finite differencing effects of the numerical scheme. To
make the comparisons meaningful the 95% mass radius (which is our definition for radius
of a star) of every configuration considered was covered by the same number of grid points.
Configurations for which the central density σ(0) < σ2 move to the ground state. The
central density σ1 corresponds to a mass M = 0.633M
2
P l/m, which is the maximum mass
of a ground state boson star. The decay time decreases with increasing σ(0) and this
continues even for σ(0) > 0.25 which is the transition point from the S-branch to the
U -branch. The decay time then starts to increase as one approaches the M = N m point
corresponding to a central density σ(0) = 0.541, beyond which the stars disperse to infinity
rather than becoming black holes. The dispersion times of two such stars to ten times
their original radius (95% mass radius) are also shown on the figure.
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Figure 19 The evolution of the metric function N2 = −gtt for a Λ = 30, σ(0) = 0.1
boson star in the first excited state, without any explicit added perturbation, is shown.
The configuration lies on the S-branch and has an initial mass M = 1.743M2P l/m. The
various time slices correspond to times t = 0, ta = 1060, tb = 1950, and tc = 1985. The
lapse function collapses as an apparent horizon is approached, signaling the formation of
the black hole. (This is indicative of an inherent instability of the excited states).
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Figure 20 The evolution of the metric function N2 = −gtt for a Λ = 0, σ(0) = 0.122
boson star in the first excited state, without any explicit perturbation added, is shown.
The configuration lies on the S-branch and has an initial mass M = 1.23M2P l/m. The
various time slices correspond to times t = 0, ta = 450, tb = 720, tc = 750, and td = 770.
This star has a radius of 20.7 which is about the same as that of the configuration shown
in the previous figure. Again, the lapse function collapses when an apparent horizon is
approached, as a black hole is being formed. The time scale of collapse is much less than
for the Λ = 30 case in the previous figure.
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Figure 21 The initial field configuration of a five-node star. The field has five nodes or
extrema. The absolute value of each extremum is clearly smaller than the one preceding
it.
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Figure 22 A contour plot of a perturbed five-node star that decays into a black hole
showing ρ r2 as a function of distance (vertical axis) and of time (horizontal axis) is shown.
The density ρ is highest at the origin and has five other local maxima, each smaller than
the previous one. The value of the maxima at the end are very small compared to the
earlier ones, and to enhance the features ρ r2 rather than just ρ is shown in the plots.
Each set of lines represents the maxima of ρ r2 and the number of lines in a set gives
an indication of the height of the maximum. This particular configuration has a mass
M = 3.07M2P l/m. This star cascades through an intermediate four-node state (around
t = 1000) before proceeding to form a black hole. Cascades are characteristic of excited
boson star decays, similar to atoms in excited states going through intermediate states
when decaying to the ground state.
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5 Node Star Evolution and Equilibrium 4 Node
Conguration Cascaded To
Figure 23 The equilibrium density function of a four-node star of central density σ = 0.06
(right frame) is placed alongside the contour plot of the five-node star described in the
previous figure up to a time of t = 1000 when it has decayed into a four-node state (left
frame). This plot shows that the transition of the five-node star is to a perturbed four-node
state close to the one shown before it continues its evolution to a black hole.
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Table 1 The ratio of the QNM frequency for Λ = 1600 to the QNM frequency for a given
Λ is compared to Λ0.5/40 (which is the predicted ratio for large Λ) for Λ = 1200, 800,
and 1600. As expected, the higher Λ values match better. The initial central density is
σ¯(0) = 0.4.
Table 1.
Λ 1/f f1600/f
√
Λ
1600
% error
1600 1220 1 1 –
1200 1070 0.877 0.866 1.25
800 880 0.7213 0.707 1.9
600 770 0.6311 0.612 3
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Figure 24 The equilibrium profiles of a Λ = 800 star with central density σ = 0.05 as
derived from the high-Λ approximate equations and the exact equations are compared.
A Schwarzschild exterior is attached to the approximate solution after the field vanishes.
The three plots show the field σ, grr, and g00 respectively. Clearly, the approximation
matches the exact solution very well.
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Figure 25 The mass of a high Λ star generated from the approximate equations is plotted
as a function of σ¯ (σ/Λ
1
2 ). It shows the same basic structure as the profiles generated
for low Λ using the exact equations. The peak is at about 0.22Λ1/2M2P l/m, which means
that to achieve 0.1M⊙ we would have to take Λ of order 1038. This would be a very large
star to evolve numerically. Also plotted is N m (N is the particle number and m the mass
of a boson). The crossing point of the two curves represents transition from negative to
positive binding energy.
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3.4 Boson Stars: Formation and Stability in BD Theory
We now describe our work on the study of boson stars in the BD theory [56]. We
hope to extend this work to general Scalar–Tensor theories in the future.
The equations and set up have already been described earlier. We use the evo-
lution code described in the GR section of this chapter to study the dynamical
evolution of this system. The equilibrium configurations are described in [52]. A
modified version of the equilibrium code used in GR was used to find the equilibrium
configurations. We then studied the time evolution of these configurations using our
evolution code.
3.4.1 Boundary Conditions
For the boundary conditions, regularity dictates that the radial metric is equal to
1 at the origin. The boson field and the BD field are both specified at the origin.
The boson field goes to zero at ∞ and the BD field goes to a constant which is
fixed during the evolution. This constant does not enter into any of the evolution
equations as all the terms in the set of equations are derivatives in the BD field.
The inner boundary at the origin requires that the derivatives of the metric and
all the fields vanish at this point. This is implemented by extending the range of
r to include some negative values. The metric components g, N , the boson field
and the BD field are required to be symmetric about r = 0. While the boson field
falls off exponentially with r in the asymptotic region, the BD field is more slowly
varying with a 1/r dependence.
For the BD field, ϕ, the wave equation can be written as
ϕ(r, t) = ϕ∞ +
1
r
F
(
t− r
c
)
(291)
which is an exact condition for 1-D waves. Differentiating, one gets
1
c
∂ϕ
∂t
+
∂ϕ
∂r
+
(ϕ− ϕ∞)
r
∣∣∣∣∣
outer edge
= 0. (292)
Note that this technique used by Novak [57] in a study of stellar collapse.
For the boson field, Ψ, an outgoing boundary condition to order 1/r is
β2 k2 = ω2E −N2m2 e2a. (293)
Therefore at the outermost grid point we require that
∂t∂tΨ˜ = −β ∂t∂rΨ˜− N
2
2
Ψ˜ e2a, (294)
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where Ψ˜ = rΨ is the field variable whose evolution equations are set up in the code.
We also use a sponge to remove second order reflections. It reduces the momen-
tum of the boson field artificially, and is irrelevant for the massless BD field. It is
a damping term that effectively simulates a potential term in the wave equation.
This potential is large for incoming waves (proportional to k + ωE) and small for
outgoing waves (proportional to k − ωE). Therefore, we add an additional term in
the evolution equation for ΠΨ (250)
V (ΨΨ†)
eaN
(ΠΨ + ∂rΨ˜) (295)
for rend − D ≤ r ≤ rend where rend is the r value of the outermost grid point and
D is an adjustable parameter representing the width of the sponge. D is typically
chosen to be a few times the wavelength of the scalar radiation moving out.
The equilibrium sequences have similar profiles to GR [52] with of course the
additional BD profile. The perturbations are described in the GR subsection. While
the mass loss in GR must solely be due to scalar field radiation there is an additional
possibility here of gravitational field radiation through oscillations of the BD field
even though we have spherical symmetry.
3.4.2 Ground State Results
• S-branch evolutions
After confirming that our code was stable and the equilibrium profile of the star
was undisturbed for several thousand time steps, we let the system evolve under
infinitesimal perturbations (less than 0.1% mass change from equilibrium). The
system started oscillating at its fundamental quasinormal mode frequency. The BD
field also acquired this oscillation frequency.
In GR, a QNM frequency increases as Φc become larger (radius become smaller)
up to a point before starting to decrease rapidly to zero as it approaches the density
corresponding to maximum mass signalling the onset of instability [35, 50]. We
found the same feature in BD.
In addition, the system takes on the proper underlying frequency, which origi-
nates from the time dependence of the boson field Ψ ∼ eit. This frequency corre-
sponds to period 2π in t in our units, and leads to metric and BD field oscillations
with period π, from the structure of the equations. To show this feature we have
enhanced the BD field oscillation (Fig. 26) in Fig. 27. The time interval between
the ticks on the horizontal axis is π.
Under large perturbations, a stable boson star in GR expands and contracts,
losing mass at each expansion. The oscillations damp out in time and the system
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finally settles down into a new configuration on the S-branch. These features are
now also observed in BD theory.
We show the effects of a large perturbation on a stable BD boson star described
above. The example we present is the case of initial data with Φc = 0.2, mass M =
0.540G∗/m after perturbation (about 13% lower in mass compared to unperturbed
equilibrium configuration of M = 0.622G∗/m).
The maximum radial metric grr and the central BD field as a function of time are
shown in Fig. 28 and Fig. 29, respectively. In both figures, we have plotted the case of
ωBD = 600, and ωBD = 60 as well as GR. The increase of the maximum grr indicates
the star is contracting, reaching its maximum value at the end of the contraction
in a cycle. Then, as the star expands, the maximum grr decreases, reaching its
minimum at the end of the expansion. These processes repeat themselves with the
oscillations damping out in time as the star settles to a new stable configuration
with maximum radial metric of smaller value than it started with (lower mass). The
lower value of the BD parameter shows a phase shift in comparison to GR, which
might be suggestive of a different rate of approach to the final configuration. We see
the same dynamical behavior in the BD field (Fig. 29). It has the same oscillation
frequency as that of the metric. The oscillations damp out in time and the BD field
settles to a value closer to zero than it started at (lower final mass).
The system loses mass through radiation during its evolution. A comparison of
the mass as a function of time for the BD case (ωBD = 600 and 60) as well as GR
shows little difference, indicating that the radiation is mostly scalar field radiation
from the boson field and not scalar gravitational radiation due to the BD field. This
is despite the BD field oscillating in the BD case and being zero in the GR case.
The amount of mass radiated progressively decreases, as can be seen in the
luminosity profile (−dM/dt versus time) shown in Fig. 30. Here again a comparison
between GR and the two BD parameters is shown. Again we see the phase shift
for the lower BD parameter (further from GR). The system finally settles to a new
state of smaller mass.
• Evolution of U -branch stars and excited stars
Boson stars on the U branch and excited states are inherently unstable in GR
[35, 50]. Under perturbations that reduce the mass, boson stars on the U branch
can migrate to the stable branch. In this section, we will see that these features also
exist in BD theory. Configurations can be perturbed in such a way so as to decrease
their mass enough that they migrate to new configurations on the S-branch. On
the other hand, in GR, if they do not lose mass and migrate, then the boson stars
of configurations with M < Npm collapse to black holes. Stars with M > Npm
disperse and radiate out to infinity. We also see these features in BD theory.
107
Our first dynamical example from U -branch boson stars is a migration process.
As in GR, we have also seen migrations of these stars to the stable branch when we
remove enough scalar field smoothly from some region of the star so as to decrease
the mass by about 10%. In particular, we show the migration of a star of central
boson field Φc = 0.35 with unperturbed mass 0.625 G∗/m. After perturbation, its
mass is reduced to 0.558 G∗/m. In Fig. 31, we show the maximum value of metric
grr and central value of BD field ϕ(r = 0) versus time. The initial sharp drops
in both lines occur as the star rapidly expands and moves to the stable branch.
After that it oscillates and finds a new configuration to settle into. The damping of
oscillations as it settles down is clearly seen in the figure. We see also the BD field
oscillations damping out as the star gets closer and closer to its final state.
The ratio of mass at time t to the initial mass for BD with parameter ωBD = 60,
600 and the GR case is shown in Fig. 32. The flattening of the curve at later time is
indicative of the star settling down to a new configuration. Although convergence
towards GR with increasing ωBD is clearly indicated, there is no significant difference
between the three cases. The amount of total mass extraction from the system is
slightly suppressed if we evolve in the BD theory. By the time of 7500 shown in the
plot, we see that the mass of the star is about 0.045 G∗/m, which corresponds to
an equilibrium configuration with Φc = 0.06, while our central density Φc is about
0.061, meaning that the star is quite close to its final configuration.
In contrast to the previous example, if we add a small mass to U -branch stars,
we can see the formation of a black hole in its evolution. In Fig. 33, we plotted
an example of such an evolution, suggesting formation of a black hole. The initial
data of this plot is boson star of central boson field Φc = 0.35 (the same value with
the previous migration case) and the system is perturbed very slightly so that the
perturbed mass is less than 0.5% greater than its initial mass. The sudden collapse
of the lapse function is indicative of the imminent formation of an apparent horizon.
(Due to the polar-slicing condition in our code [38] we will never see the horizon
actually form). In addition to this the radial metric starts to grow rapidly and the
code is no longer capable of handling the resulting sharp gradients. As an indicator
of the suddenness of the process, we see that in the configuration shown the lapse
has fallen to a value of about 0.003 by a time of 60 after being at 0.230 at a time of
55 and 0.5 at a time of 50 (the latter two points are not shown in the plot).
There is almost no loss in mass in this system and the time of collapse is quite
close to that in GR. In the GR case, we confirmed the formation of black hole [58]
very shortly after this point (≈ 3M whereM is the mass of the system) by switching
this data into 3-dimensional code and evolving the system. Therefore we expect
almost the same behavior in the BD case.
The black hole formation in the BD theory has been investigated by Scheel,
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Shapiro and Teukolsky for dust collapse [59]. They found that the dynamical be-
havior of the apparent horizon is quite different in the physical Brans-Dicke frame,
but the same as GR in the Einstein frame. Their results therefore also support our
discussion of the formation of black hole in the BD theory.
3.4.3 Excited States
Excited states of boson stars in general are not stable in GR. They form black holes
if they cannot lose enough mass to go to the ground state. We confirm the same
features for the BD case. In Fig. 34, we plot the metric grr of dynamical transition
from an excited state with 3 nodes to a ground state boson star configuration. The
initial configuration has four metric maxima and the final has one. After it goes to
the ground-state branch, it oscillates and compactifies to form a new configuration.
We show the oscillations of the star from a time of 27300 to 28400 in Fig. 35. The
95% mass radius at this stage is about 100 and the star has still to reach its final
state.
3.4.4 Formation of Boson Stars
In the previous sections, we have analyzed boson stars in BD theory, starting with
equilibrium or perturbed equilibrium configurations. However, we have not dis-
cussed whether or how such an equilibrium configuration actually forms from generic
initial data in BD theory. In this section, we answer this question by demonstrating
the formation of boson stars in BD theory. The formation of boson stars in GR
has been discussed by Seidel and Suen [60], for some set of initial data of non-zero
measure.
We start our evolution with initial data given by a Gaussian packet in the bosonic
field Φ. This represents a local accumulation of matter field:
Φ = a exp(−bx2), (296)
where a and b are free parameters. We set the BD field ϕ to be flat at the initial
stage, so as to see if local inhomogeneity of the matter will form a boson star in BD
theory. We reintegrate the lapse equation and Hamiltonian constraint equation to
provide metric functons on the initial slice. We then observe its evolution.
We find that, with particular parameters a and b, this system forms a stable
equilibrium configuration, which can be recognized as the formation of a boson
star. As a demonstration, we here show an evolution with parameters a = 0.1 and
b = 0.025. The BD parameter ωBD is taken to be 600. In Fig. 36, we show the
BD field ϕ as a function of radial coordinate at various earlier times of evolution.
We see that the BD field becomes negative quickly and begins oscillating around a
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particular value. In the figure one can see that the BD field ϕ between r = 40 and
r = 50, and at around t = 50 is still not near its final configuration. The long time
evolution of BD field is shown in Fig. 37, in which we show the BD scalar field ϕBD
at the center for early times, intermediate times, and late times. We can see the
field settling down to a periodic oscillation in final phase, similar to the migration
and transition cases in the previous section. The initial mass of this configuration
in units of G∗ is 0.39 and the final mass (at the end of our simulation) about 0.384.
At this stage the magnitude of the central boson field is oscillating between 0.032
and 0.048. The BD field oscillates between −0.00126 to −0.00166. This range of
boson oscillations corresponds to masses between 0.342 and 0.410 respectively while
the BD field oscillations give a mass between 0.355 and 0.405 respectively. Given
that the mass at this stage is 0.384 (consistent with the above) we expect that the
final mass will be between 0.355 and 0.384.
We show the luminosity L(−dM/dt) versus time t curve in Fig. 38 during the
same periods as in Fig. 37. In the early stage, we see one pulse is emitted from the
system. This is related to the outgoing pulse from our initial boson field configu-
ration. After this initial pulse, the system starts oscillating with a period π (twice
the frequency of the boson field oscillation) and the star begins forming. After that,
we see the luminosity L begin damped oscillations as a function of t. (We cut out
the initial large amplitude luminosity around t = 200). Even though the system’s
evolution is followed for a long time, the accuracy of the calculation is quite good
with the Hamiltonian constraint satisfied to order 10−7 or better.
We also note that certain parameters a and b (mentioned at the beginning of
this section) will result in star formation but others will not. If we choose large
amplitude a and small b, then the initial configuration has too large a mass and
is not dispersive enough resulting in black hole formation during evolution. In the
opposite limit if we have a very narrow localized wave packet it has a tendency
to be dispersive (as per the wave equation). So if b is too large no boson star
forms. Intermediate between these two are configurations that form stable stars.
For example, if a = 0.1, then at b = 0.01 a black hole is formed, while at b = 0.025
a boson star forms as we have shown, and at b = 0.035 the configuration disperses
away to flat space at the end of the evolution. On the other hand for b = 0.01 and
a = 0.05 a boson star forms. This demonstrates that the boson star is a realizable
object even in the BD theory, and opens windows to study them and other similar
nontopological solitonic objects in astrophysical roles.
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Figure 26
Quasinormal mode oscillation of a stable boson star. The maximum value of the met-
ric grr, and the central Brans-Dicke field ϕ(r = 0) are plotted as functions of time. Both
of them take on the QNM frequency of the star. The oscillation is virtually undamped for
a long period of time.
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Figure 27 The magnification of the second figure of Fig. 26 is shown. In the dimensionless
units we have adopted, the time interval between the ticks on the horizontal axis is pi. We
see the Brans-Dicke field oscillates with period pi. Thus it has twice the frequency of the
boson field, which oscillates with period 2 pi.
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Figure 28 Finite perturbation of an S-branch boson star. Maximum metric grr is plotted.
The metric is damped in time as the star settles to a new configuration.
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Figure 29 The same model as Fig. 28. The central Brans-Dicke field ϕ(r = 0) is plotted.
We see the oscillations damp out as the star settles down, indicating again transition to a
new stable boson star configuration.
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Figure 30 The same model as the previous figures. ‘Luminosity’ L = −dM/dt is plotted
versus time. Clearly the radiation is decreasing in time.
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Figure 31 Migration of an unstable boson star to a stable configuration; central Brans-
Dicke field ϕ(r = 0) and maximum of grr is plotted. There is a sharp initial drop in the
radial metric as the star moves to the stable branch. The oscillations damp out in time
as the star settles down.
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Figure 32 Comparisons of total mass of the system M rescaled by its initial mass Minit
during a migration process from U -branch star. Three lines are plotted. Although the
mass-loss is similar in the three cases, the curve corresponding to the higher Brans-Dicke
parameter is clearly closer to GR (as it should be).
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Figure 33 Dynamical transition from U -branch star to a black hole. The metric g00 is
plotted. The collapse of the lapse function is indicative of imminent black hole formation.
   0   
 100   
 200   r   
   0 
   5000 
   10000 
    15000 
         time   
1
1.005
1.01
1.015
1.02
  grr    
Figure 34 Dynamical transition from an excited state to a ground state boson star
configuration. The metric grr is plotted. The initial four peaks indicative of a three-node
star cascades to the ground-state branch after a long time evolution.
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Figure 35 Dynamical transition from an excited state to a ground state boson star
configuration. The metric grr is plotted at later times to show its oscillations after the
star reaches a ground state.
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Figure 36 An example of formation of boson star in Brans-Dicke theory. Snapshots of
ϕBD(r) are plotted for initial stage of evolution.
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Figure 37 An example of formation of boson star in Brans-Dicke theory. Dynamical
behavior of the Brans-Dicke scalar field ϕBD(x = 0) is plotted for three evolution regions:
early time, intermediate time, and late time. We can see the field settling down to an
equilibrium configuration (periodic oscillation).
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Figure 38 The emitted luminosity L = −dM/dt is plotted as a function of time. In the
first stage of evolution the luminosity data takes on an underlying oscillation of period pi.
The frequency of this oscillation is twice the frequency of the underlying boson field. This
occurs after the emission of one Gaussian-shaped scalar pulse, related to the initial field
configuration. The amount of mass loss decreases in time as the star forms and settles
down.
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3.5 Boson Halos
In the last chapter we described the nature of the equilibrium configurations of Boson
Halos, made of massless scalar particles. To study the formation of these objects
we use the evolution equations (BD evolution equations with a = m = 0) and use
the same code described in the first section of this chapter. Earlier studies, both
numerical and analytical, have confirmed that self-gravitating objects with massless
scalar fields cannot be compact [61, 62]. Thus taking a Gaussian type localized
distribution of scalar matter and evolving the system using the evolution equations
described above, results in dispersal of the scalar matter without forming any self-
gravitating object. Even sinusoidal functions that were damped by exponential
decays met with the same fate. These were functions like exp(−r) sin(r)/r and
exp(−r) cos(r). In Fig. 39, a plot of the density versus the radius for different times
is shown for σ = 0.001 cos(r) exp(−r). The star dissipates very quickly. A Gaussian
distribution represents a local accumulation of matter and is obviously the most
likely happening. It seems though that only specialized distributions can give rise
to these halos.
The initial configurations for the scalar field that yield stable configurations were
those characterized by a 1/r times a sinusoidal dependence at large r as well as an
energy density ρ that had points of inflection. These were typically functions like
cos(r)
1 + r
, (297)
cos(r)
[
1− exp
(
−1
r
)]
, and
sin(r)
(
1 +
1
r
)
log
[
1 +
1
1 + r
]
.
We show the density and radial metric evolutions for a field of the form
0.003 cos(r)(1 − exp(−1/r)). This settles into a self-gravitating object after some
time. Fig. 40a shows the density as a function of r. The central density ρ(0) in-
creases during the evolution from its initial value at t = 0. Fig. 40b reveals the
radial metric as it evolves in time as a function of radius. This too displays the
settling to a stable configuration. In Fig. 40c we show the mass loss for the system
as it finds itself a configuration. The mass at fixed radial values for these times is
shown in Table 2. The amount of radiation for this system is relatively small and
decreases in time.
On the other hand, functions like 1/(r+1) , cos(r)/(1 + r)2 and sin(r1.01)/r1.01)
failed to settle to a bound state and just dispersed away. Scalar fields represented
by these functions did not result in ρ having points of inflection.
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3.5.1 Analytical Proof of Newtonian Stability
To investigate the stability of Newtonian solutions under small perturbations using
the perturbative method [3, 63, 64], we write the linear scalar field perturbation in
the form
Φ(r, t) := σ(r)e−iωt + δσ(r)eiknt , (298)
where kn are the frequencies of the quasinormal modes. The perturbed scalar field
equation
δσ′′ + 2δσ′/x+ k2nδσ = 0 , (299)
together with the boundary conditions
δσ′(0) = δσ(R) = 0, (300)
(for regularity of δσ at the origin and at the radius R of the boson halo) defines a
Sturm-Liouville eigenvalue problem with real eigenvalues
k21 < k
2
2 < . . . . (301)
Eigenfunctions of this particular differential equation (299) are
δσ =
sin(knx)
x
, (302)
where the eigenvalues are real,
kn = n
π
R
; (303)
n is an integer and R the radius of the solution. Thus the eigenvalues k2n are positive.
This means that all modes are stable.
3.5.2 Numerical Study of Stability
We study the evolution of dilute configurations using the same numerical code we
used for studying boson stars. We show a perturbed Newtonian configuration as
it settles to a new Newtonian configuration. The perturbation that is used in this
case mimics an annihilation of particles. A Gaussian bump of field is removed from
a part of the star near the origin. Fig. 41a is a plot of the unperturbed versus the
perturbed density at t = 0. The perturbed configuration is evolved and settles to a
new configuration. The scalar radiation moves out as shown in Fig. 41b. In Fig. 41c
the density profile is shown after the system settles down. The system is very clearly
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in a new stable configuration. In Fig. 41d the mass is plotted as a function of radius
for various times. Again one can see that the mass loss is decreasing by the end of
the run showing that the system is settling down to a new configuration. The mass
as a function of time is presented in Table 3 for different radii.
We have so far only been successful in evolution studies of dilute configurations.
The reason for this is that denser configurations need much better resolution in order
for their evolution to be studied in our code. This is coupled with the difficulty that
we still need the boundary to be very far away, so that the density has significantly
fallen off, for an outgoing boundary condition to work. One possibility is to match
our configurations with some other kind of matter at the boundary. For example,
we could have a massless scalar field configuration surrounded by a massive field
configuration like a boson star. Unfortunately, while we can find such configurations
with smooth mappings of the metric and field density, the scalar field itself does not
match smoothly for such configurations. So far, we are using either an outgoing wave
condition or exact boundary conditions where the latter one simulates a vacuum
energy. Further investigation is needed before we can decide whether these non-
Newtonian configurations are inherently unstable.
3.5.3 Radially Oscillating Solutions: Massive Field Case
A boson star consists of scalar massive particles, hence in the simplest model one
has a potential U = m2|Φ|2. Exponentially decreasing solutions exist for special
eigenvalues of the scalar field ω < m, so that the star has a finite mass. In the case
of ω > m, oscillating scalar field solutions can be found for all values of ω. The
energy density reveals minima and maxima as opposed to the points of inflection seen
for the massless case. Fig. 42a shows a comparison of the density profile for the two
cases. In Fig. 42b we show the mass profile and the particle number as functions of
central density. The binding energy is always positive making the system unstable.
Numerically we find the system to completely disperse (as it should), making these
parameters unfavourable as halo models.
124
0 5 10 15 20 25
r
0.0
0.2
0.4
0.6
0.8
 
ρ 
   
   
 
X
 1
0−
5
t=0
t=2
t=4
t=6
Figure 39 The inability of massless scalar field configurations to form compact self-
gravitating objects as discussed by Christodoulou and others [61, 62] is verified numerically.
An initial field configuration of the form σ = 0.001 cos(r) exp(−r) is seen dispersing in the
plot. The dispersal takes place very quickly.
Table 2 Mass values at different radii and different times for the evolution in Fig. 40.
One recognizes that the change in the mass at fixed radius decreases in time, showing that
the system is settling down to a stable configuration.
t = 0 t = 500 t = 700 t = 900
r = 800 0.03589375 0.0350625 0.0346250 0.034234375
r = 1200 0.05750000 0.0563125 0.0556250 0.055062500
r = 1600 0.08018750 0.0786250 0.0776875 0.076937500
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Figure 40 (a) Top left: The formation of a self-gravitating massless scalar field object
is shown here for an initial field configuration of the form 0.003 cos(r)(1 − exp(−1/r)).
The density in this case increases from its initial value as the configuration settles down.
(b) Top right: The radial metric for this configuration is shown evolving to a stable final
configuration. (c) Bottom: The mass is plotted as a function of radius at different times.
As the configuration evolves it loses less and less mass as it settles down.
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Figure 41 (a) Top left: An exact Newtonian configuration is perturbed and evolved using
the GR code. The initial unperturbed and perturbed densities are shown. A Gaussian
profile of scalar field is removed from the equilibrium configuration, and the constraint
equations are reintegrated to give new metrics before beginning evolution. (b) Top right:
The outgoing scalar radiation can be seen in a plot of the density at early times. (c)
Bottom left: The density profile is shown after it starts to settle down. Between times of
300 and 1500 very little has changed in the density profile. (d) Bottom right: The mass
is plotted as a function of radius for different times. In order to enhance the features only
a small part of the radial region is shown. The amount of mass loss is clearly lessening in
time.
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Figure 42 (a) Left: The density profiles of massive scalar field configurations with ω > m
is compared to that of a massless field. The former has maxima and minima while the
latter has points of inflection. This structure may be related to stability issues. (b)
Right: The mass and particle number are plotted against the central density for boson
star oscillators. We find in all cases that the mass is always greater than the particle
number explaining their instability against a collective dispersion.
Table 3 Mass values at different radii and different times for the evolution in Fig. 41.
One recognizes that the change in the mass at fixed radius decreases, hence it proves the
settling to a stable configuration.
t = 0 t = 1500 t = 2500 t = 3400
r = 500 0.00284700 0.00278000 0.00268750 0.00268375
r = 1000 0.00628625 0.00619375 0.00608495 0.00608335
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Chapter 4
Boson Stars in 3D Numerical Relativity
We now describe our work on Boson stars in 3D. One of the major drawbacks
in going from a 1D code to a 3D code was the paucity of grid points. Computer
memory and time constraints limited grid resolution. There was no simple outgoing
wave condition (the boundary was no longer one point) and there was no reasonable
way to implement a sponge. A sponge, while it prevents reflections, also uses up grid
points. Besides, the length of the sponge had to be of the order of the wavelength
of the outgoing radiation. Gravitational waves have longer wavelengths than scalar
waves and this further inhibited the use of a sponge in a 3D code.
The 3D code that had been developed to deal with vacuum spacetimes was
extended to include matter terms. We used our model to test the code by comparing
with established results in 1D, as well as to results of 3D perturbation studies. Once
stability was achieved, we then used the code itself to get physical results of Boson
stars under nonspherical perturbations. The main advantage with Boson stars as the
matter source was that there were ordinarily no spacetime singularities as in black
hole evolutions, as well as none of the surface problems that people dealing with
neutron star configurations have to routinely face. The Boson field exponentially
decays to zero at spatial ∞. Nevertheless, the small amount of matter in the outer
regions that prevents surface problems could, for the purposes of wave extraction,
be perfectly well regarded as a vacuum. The code used a leapfrog scheme with the
extrinsic curvature (related to the time derivative of the metric) and time derivatives
of the Boson field on half integral time steps (n + 1/2) while metric fields and
Boson fields were on the integral timesteps (n). To prevent grid point to grid point
instabilities due to mesh drifting we routinely used a small amount of diffusion in
the center of the star, as described in the last section of the introduction of this
thesis.
In an appendix we describe how we scaled the variables in our 3D code. This
appendix shows how to relate a unit of computer time to physical time in terms of
the mass of the configurations.
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4.1 Stress Energy Tensor, Energy Density, Momentum
Density, Sources
The metric components in the ADM formalism are given in (154) and (155). The
lapse is N and the shift components are N i. In the introduction to the thesis we
wrote down the matter Lagrangian for a Boson star in scalar-tensor theory and
showed how to get the stress-energy tensor from it. In GR we get the equations
with the parameter a set to zero. The stress-energy tensor is then
Tµν = ψ1,µ ψ1,ν −
1
2
gµν [ψ1,α ψ1
,α +m2 ψ1
2] + (ψ1 → ψ2). (304)
where the subscripts 1 and 2 refer to the two real components of the complex Boson
field. Since we rescale quantities to dimensionless ones no factor ofm finally appears
in the Einstein equations. (An appendix attached to this thesis explains the scaling
in the 3D code). Thus we can write
Tµν = ψ1,µ ψ1,ν −
1
2
gµν
[
(305)
g00 (∂tψ1)
2 + ψ1x (g
xx ψ1x + g
xy ψ1y + g
xz ψ1z)
+ ψ1y (g
yy ψ1y + g
xy ψ1x + g
yz ψ1z)
+ ψ1z (g
zz ψ1z + g
zy ψ1y + g
xz ψ1x) + ψ1
2
]
+(ψ1 → ψ2).
Here the subscripts x, y, and z refer to a partial derivatives with respect to those
variables. The form of the density is given by nµnνTµν where n
0 = 1/N and ni =
−N i/N . Thus
ρ =
1
N2
T00 − N
i
N2
T0i + 2
N iN j
N2
Tij . (306)
The scalar field equation is the gravitational Klein–Gordon equation:
0 = ψ − ψ = (gαβ ψ,β);α − ψ (307)
= ψ,α,α + Γ
α
αβ ψ
,β − ψ
= ψ,α,α +
1
2
gαν gνα,β ψ
,β − ψ
= ψ,α,α +
1√−g (
√−g),βψ,β − ψ
=
1√−g (
√−g ψ,α),α − ψ.
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where the factor g represents the determinant of the 4 metric. Thus
1√
(N2 −N iNi)√γ
(√
(N2 −N iNi)√γ gαβ ψ,β
)
,α
− ψ = 0. (308)
These second order (in time) equations (α = β = t) can be conveniently converted
to first order by defining a new variable π =
√
(N2 −N iNi) (√γ gtt ψ˙) or, since we
have two fields
πa =
√
(N2 −N iNi)
N2
(√
γ ψ˙a
)
a = 1, 2. (309)
This gives the evolution of π to be of the form
π˙ = −
√
(N2 −N iNi)√γ ψ (310)
+ ∂i
(
N i π
)
+ ∂t
(√
(N2 −N iNi)√γ N
i
N2
∂iψ
)
+ ∂i
(√
(N2 −N iNi)√γ γij ∂jψ
)
.
4.2 Testing the Scalar Evolver
We computed the derivatives of the fluxes γij
√
(N2 −N iNi)√γ using a second-
order scheme. We also adopted a second-order scheme for the first and second-order
derivatives ∂iψa and ∂jψa. (The subscript a runs from 1 to 2 representing the two
real components of the boson field). We used a staggered grid (the origin was not one
of the points). In order to be better able to resolve the star we observed evolutions
on an octant rather than the full grid so our perturbations also had to retain this
octant symmetry. The first grid point was actually staggered half a spacing step
away from the origin in one direction and the second grid point was half a step in
the other direction.
The first stage of the analysis was to get initial data. Spherically symmetric
equilibrium data was obtained from the 1D code, described in the last chapter.
This data was then interpolated onto a 3D grid. This was done by identifying the
positions r(i, j, k) on the 3D grid, finding out which point it was closest to on the
1D grid, and using the 1D data before that point, at that point and the point after
that, to get the value at r(i, j, k) with a three-point interpolator. This 3D data for
the boson fields and for the metrics was then converted from r, θ, φ coordinates to
x, y, z using
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x2 + y2 + z2 = r2, (311)
x = r sin θ cos φ,
y = r sin θ sin φ
z = r cos θ, and
gij =
∂i′
∂i
∂j′
∂j
gi′j′,
where the i and j coordinates refer to x, y, z and the prime coordinates to r, θ, φ.
To test the scalar evolver we then froze the metric evolution and just allowed
scalar field evolutions. (This is physically reasonable since an equilibrium boson
star is characterized by a static metric.) When, after thousands of time steps, the
boson field continued oscillating with a period of 2π (since the boson fields have
time dependence of the form cos(tcode) and sin(tcode) where tcode = ωEt), we were
convinced that our scalar evolver was doing well.
The boundary conditions used were reflection symmetry at the origin and flat
boundary conditions for the fields at the outer boundary. We present a plot of the
scalar evolver in Fig. 43.
When calculating (fψ′)′ (where f is the flux and ψ is the boson field) in the
evolution of π (equation (310)), it was numerically more advantageous to first write
(f ψ′)′ = f ψ′′ + f ′ ψ′, (312)
and then to calculate the two terms on the RHS separately. This avoids the numer-
ical instabilities typically generated by finite differencing a finite difference.
4.3 Equilibrium Boson Star
The first step in testing the efficacy of the code was to take the known results of
the 1D code and reproduce them in the full GR code. Once the scalar evolver was
found to be producing accurate results we wanted to test the code with full metric
evolutions. Initially, we used equilibrium data obtained from our 1D spherical code.
The equations for full evolution have been developed in the introductory part of
this thesis (1.3.5). The four gauge degrees of freedom were used to set the three shift
components to zero and then a maximal slicing condition was used for the lapse.
4.3.1 Maximal Slicing
The condition for maximal slicing [36, 65] is TrK = 0. Thus, on replacing for 3R,
from the Hamiltonian constraint equation (170) (with K = 0), into (174), we get
dTrK
dt
= 0 = −N |i|i +N
[
KijK
ij + 4 π(ρ+ Tr S)
]
. (313)
132
X Graph
d ee   0.00000
d ee 100.10000
d ee 200.20000
d ee 300.30000
d ee 400.40000
d ee 500.50000
d ee 600.60000
d ee 700.70000
d ee 800.80000
d ee 900.90000
d ee1001.00000
Y x 10-6
X-10.0000
0.0000
10.0000
20.0000
30.0000
40.0000
50.0000
60.0000
70.0000
80.0000
90.0000
100.0000
110.0000
120.0000
130.0000
140.0000
150.0000
160.0000
170.0000
180.0000
190.0000
200.0000
210.0000
0.0000 10.0000 20.0000 30.0000 40.0000 50.0000 60.0000
F
ig
u
r
e
4
3
A
p
lot
of
th
e
d
en
sity
ρ
as
a
fu
n
ction
of
r
u
n
til
a
tim
e
t
=
1000
for
a
b
oson
star
of
cen
tral
fi
eld
d
en
sity
σ
=
0.05
(m
ass
0.416
M
2P
l /m
),
w
ith
ou
t
an
y
m
etric
evolu
tion
.
T
h
e
d
rift
in
d
en
sity
is
in
sign
ifi
can
t
over
th
is
tim
e
sh
ow
in
g
th
e
scalar
evolver
to
b
e
fu
n
ction
in
g
w
ell.
(T
h
at
is:
all
th
e
cu
rves
lie
on
top
of
each
oth
er
an
d
can
n
ot
b
e
v
isu
ally
d
istin
gu
ish
ed
.)
133
Here S = Sii where Sij = Tij. The reason for writing it in this form was due to
the presence of second derivatives in the Ricci tensor. The code had originally been
developed for black hole spacetimes. Late time peak development in the metric
functions rendered computation of second derivatives difficult. The above form was
therefore numerically more advantageous [66]. This was important in the boson star
collapse problem as well.
One of the advantages of the maximal slicing condition was that it provided a
linear equation for the lapse. The disadvantage was that an elliptic equation had to
be solved on each time slice. Asymptotic flatness required the lapse to go to some
constant in the limit r →∞. In our code the value of this constant was influenced
by the underlying frequency of the scalar field and the lapse value at ∞ was the
value of that frequency (see chapter 2).
The main advantage of maximal slicing was its singularity avoiding ability. One
of the advantages of a good coordinate system is avoidance of physical singularities
by slowing down of evolution in the spatial region near such a singularity. The
maximal lapse collapsed, vanishing exponentially, near the singularity and froze the
evolution there (near r = 0, the physical singularity for a Schwarzschild blackhole
or for a Kerr metric), allowing the maximal slices to span the rest of the future
development of the initial data. This was important in the boson star collapse
problem. Coordinate volumes usually shrink in the neighborhood of singularities.
This is avoided by maximal slicing since the TrK = 0 condition translates in the
zero shift case to the volume ∼ γ being constant. Another advantage of the maximal
slicing condition is that asymptotically it turns to a natural radiation gauge in which
the gravitational radiation has a wavelike propagation.
4.3.2 The Elliptic Solver
In equation (313) there is a term of the form 3 N and, as we did for the Klein–
Gordon case (307), we write the maximal slicing lapse equation:
∂i(
√
γ γij ∂jN) = N
√
γ
(
Kij Kij + 4 π (ρ+ S)
)
(314)
The code used a conjugate matrix solver developed at the NCSA to which we
added the matter terms. The basic technique was to first finite difference the above
equation to second order. Because we were not dealing with flat space there were
mixed derivative operators ∂i∂j with i 6= j as well. Thus the second order finite
differencing did not just connect points (i+1, j, k), (i, j, k), (i− 1, j, k), (i, j+1, k),
(i, j − 1, k), (i, j, k + 1), and (i, j, k − 1), a seven-point stencil. It also connected
12 more points (i + 1, j ± 1, k), (i − 1, j ± 1, k), (i + 1, j, k ± 1), (i − 1, j, k ± 1),
(i, j + 1, k ± 1), and (i, j − 1, k ± 1) where i j and k are the x, y and z coordinate
positions respectively. Thus we were dealing with a 19-point stencil. For ease of
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visualization we show the 2D case in Fig. 44 and the 3D case in Fig. 45. (In 2D
we have a five-point stencil when there are no mixed derivatives and a nine-point
stencil when mixed derivatives are present.)
This gave an algebraic equation of the form
p,q,r=+1∑
p,q,r=−1
Cp,q,ri,j,k Ni+p,j+q,k+r = 0 (315)
where the sum was over non-repeating terms and had 19 coefficients C. It had to
be solved at each grid zone except boundaries,
The conjugate gradient method involves solving the problem by solving an anal-
ogous minimization problem. Consider a set of difference equations
Af = b (316)
where f is the vector of unknowns (here our lapse value at each grid zone) and
A is an Ng × Ng square matrix (Ng = number of grid zones) containing the finite
differenced coefficients at each grid zone. The right hand side is a vector of source
terms.
Define the quadratic function
V (f) =
1
2
f †A f − b† f. (317)
Therefore
∂V
∂f
= A f − b = r. (318)
Thus solving (316) is the same problem as minimizing the potential V . Note that
A is the matrix
Aij =
∂2 V
∂fi∂fj
, (319)
which is symmetric. So to apply this method the finite difference equations have to
be written in symmetric form.
The minimization of the potential function is carried out by generating a succes-
sion of search directions s, with improved minimizers fi at each stage. In a maximum
of Ng iterations a solution is found.
However since we have a 19-point and not an Ng-point stencil, a lot of the matrix
elements will be zero. (The matrix A is a sparse matrix.) Since the finite difference
equations connect points immediately to either side of a a given point, as one steps
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Figure 44 a) Top: The five-point stencil in 2D in flat space is shown. The absence of
mixed second-order derivatives in the x and y directions ensures that no points along
the diagonal (except the center) are required. b) Bottom: In curved space the second-
order derivatives include mixed derivatives ( ∂
2
∂x∂y ). We now have a nine-point stencil that
includes the corner points.
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Figure 45 a) Top: An extension of the previous figure to 3D is shown. The first figure
shows a seven-point stencil, for the second-order derivatives in flat space. b) Bottom: In
curved space the second-order derivatives include mixed derivatives ( ∂
2
∂x∂y ,
∂2
∂x∂z , and
∂2
∂x∂z ,
and their permutations). We now have a 19-point stencil.
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up the grid from point to point, there is a definite structure to system. The matrix
has a banded diagonal structure with each diagonal band corresponding to one of the
19 finite differenced coefficients. The coefficients are stored as 19 three-dimensional
arrays, meaning 19Ng not N
2
g total elements. This reduces the number of steps
needed to minimize the function. For details see [51, 66].
4.3.3 Results of Maximal Slicing for Equilibrium Boson Stars
With the above machinery in place we ran the code with maximal slicing. Our grid
resolution was dx = dy = dz = 0.35 and the grid dimension was 96× 96× 96. The
outer boundary condition on the boson fields was flat (equal to the neighbor) and
that on the metrics was static. In Fig. 46 we show a plot of the radial metric as a
function of radius at various times. Clearly, this metric was not the static metric
expected of an equilibrium star.
The reason for this was a lack of gauge control. This is clear from the metric
function gθθ which should really be r
2 in a perfectly spherically symmetric run. For
ease of visualization we plot gθθ/r
2 as a function of r at various times and observe
its drift from unity. This is shown in Fig. 47.
Attempts to regain gauge control are described in the next two subsections.
4.3.4 Role of the Shift Vector
As we saw in the description of ADM in the introduction, we can write tµ as a sum
of two terms, one along the normal to the hypersurface and the other the shift along
the hypersurface. So far we have been using normal coordinates with shift vector
equal to zero. Although this was the simplest choice of shift, with this choice, we
have squandered our ability to implement gauge control by making specific choices
of shift. From the plots of gθθ it is clear that there is coordinate motion (dr/dt)
due to numerical error. Maybe setting the shift terms to zero as we have done left
too much residual spatial coordinate freedom? Might a shift term control this? The
question now is how to choose a shift. To start with, the obvious choice seemed to
be one that satisfied
d gθθ
dt
= 0. (320)
For simplicity we used a spherically symmetric form, with
Kθθ =
1
2N
(
d gθθ
dt
− 2 ΓiθθNi
)
(321)
=
1
2N
(
d gθθ
dt
+ grr gθθ,rNr
)
.
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This yields, using the d gθθ
dt
= 0 condition,
N r =
2N Kθθ
d
dr
gθθ
. (322)
Typically this shift was phased in over a period of time. That is, a fractional
amount of the calculated value of the shift was used in the code. The fractional
amount was gradually increased from 0 to 1. To circumvent dealing with boundary
problems we isolated the points along the diagonal N r(i, i, i) into a 1D array. We
interpolated points to fill in values of r along this 1D array that corresponded
to the 3D grid spacing (grid spacing along diagonal =
√
3 grid spacing along x
direction if the x, y and z directions have the same number of points). This was
then extrapolated onto the 3D grid. This meant we needed only one boundary
condition instead of worrying about all the boundary points on a 3D grid. Under
our assumption of N θ = Nφ = 0 then,
Nx = N r
x
r
, Ny = N r
y
r
and N z = N r
z
r
. (323)
For the boundary condition we phased out the shift over the last 5 points
(N r(nx−4) = 0.8N r(nx−5), N r(nx−3) = 0.6N r(nx−5) and so on tillN r(nx) = 0).
Although the shift rose to a peak near the center of the star, where gθθ had drifted
the most before, and did have the intended effect of lowering the metric drift, it
had a wavelike structure outside the star. The wave moved out and on reaching
the boundary invalidated the code. A scheme of redefining the shift in the region
where it first crossed the axis was tried. We used an exponentially damped attach-
ment of the form N r = Aexp(−b r), with A and b determined at each time step
by matching the actual shifts at points close to where it crossed the axis with this
expression. This and other variations on the functional form of the exponentially
phased-out shift, lent a little additional stability to the metric but the metric even-
tually developed a peak at the patching region of the shift and invalidated the code.
Nevertheless, gθθ was fairly well locked in place and so it was at least certain that
the drift had been due to coordinates drifting.
A kicking scheme was also tried. The shift was fully phased in using the condition
that best suited us at that point. A shift of the form ae−br, matched just before where
the first shift peak crossed zero, was attached from the matching point onwards.
After fully phasing in this shift, one discarded this method and tried to keep gθθ
locked at its value at full phase in, by taking a snapshot of it at that time and then
measuring the deviation from that value at each subsequent time step. The new
shift at a given time at any point was either increased or decreased from its phased
in value depending on whether gθθ decreased or increased from its phased in value
at that point. Since gθθ ∼ r2 therefore ddrgθθ ∼ 2r. Thus coordinate drift could be
controlled by a shift of the form:
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N r(t) = N r(tp) + c
dr
dt
(324)
= N r(tp) +
c
2 r
dgθθ
dt
,
where tp was the phase in time and c could be positive or negative depending on
which direction the drift was heading. In principle |c| was unity, but in practice it
tended to be a less and one had to tune this parameter. This kicking scheme had
previously been used to lock the horizon in the black hole codes [67].
Although we found definite coordinate control with these methods the code al-
ways became unstable at the outer boundary. We present comparisons of the radial
metric function in simulations with maximal slicing with and without shift in Fig. 48.
In Fig. 49 we present a comparison of gθθ with and without a shift phased in. Clearly
the code was more stable with the shift phased in. Unfortunately the code ran longer
without a shift.
Even hybrid schemes were tried, with kicking done only in the outer region and
the inner shift peak, that worked so well to lock gθθ, retained. This led to grid point
to grid point instabilities that diffusion could not cure.
4.3.5 The K–Driver
With the shift schemes providing some control, but not to the degree that was
needed, it was timely that at this time the K–driver was discovered. We were able
to modify the K–driver for the boson star problem [68].
The whole point was that we needed long term gauge control, and we had been
using coordinate conditions that had been tried in numerical relativity for the study
of black hole evolutions. The coordinate conditions themselves were becoming unsta-
ble due to the accumulation of numerical errors during long evolutions. Shift vectors,
which shifted coordinate points so they did not move normal to the constant time
hypersurfaces, and time slicing conditions determining the normal direction of mo-
tion of grid points, were gauge freedoms satisfying equations that were themselves
subject to numerical inconsistencies.
Consider the maximal slicing condition K = ∂K
∂t
= 0 providing the elliptic equa-
tion for the lapse (313). Any perturbation (numerical roundoff) in the lapse that
made K nonzero, could not be forced by the slicing condition to get K back to zero.
The lapse might evolve to its preferred value but errors made during its perturbation
at some time in the past could still create errors in the slicing condition. The initial
perturbation errors in the lapse might have been caused by numerical inaccuracies
like errors due to finite differencing of nonlinear equations, with low resolution. The
condition
∂K
∂t
= 0, (325)
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written with K = 0 could evolve to something where K 6= 0. Instead one considered
a “K-driver” slicing condition
∂K
∂t
+ cK = 0, (326)
which without K set to zero was
cK = N |i|i −N
[
Kij K
ij − 4 π (ρ+ Tr S)
]
−N iK,i. (327)
While (313) did not actively enforce the K = 0 condition the above slicing condition
drove K to zero when it was perturbed away from it. The idea being that K ∼ e−ct
exponentially went to zero, in the long run, for a positive c. One now could control
the stability of the code by fiddling with the value of c that worked best.
Finally, we actually used the K-driver for the boson star with shift equal to zero
to get our best results. We needed a parameter c = 2 near the center (typically
about a third of the grid) and then we let it smoothly damp away (ce−
1
3
(r−R/3) with
R = r(nx, ny, nz) for all values of r > R/3). This damping factor was needed to
prevent boundary problems from arising in the code. Since the drift was typically
observed where the star was concentrated, this condition worked very well. We
present a comparison of the zero shift maximal slicing versus the zero shift K-driver
in Fig. 50.
4.4 Spherically Symmetric Perturbations of a Boson Star.
Once the 3D code had been stabilized to correctly display the true evolutions of
an equilibrium boson star, we went to the next step of our code tests. This was to
take a boson star and observe how the code displayed its evolutions under spherical
perturbations. A well tested 1-D code provided us with initial data. The initial
data was time symmetric and the momentum constraints were satisfied by ensuring
that the perturbation kept ψ1 = ψ˙2 and ψ2 = −ψ˙1 = 0 for the two boson fields. We
show an oscillation of the radial metric in figures 51 and 52 (the former showing the
downward part of the oscillation and the latter the upward part of it) of a boson
star of original mass 0.5916M2P l/m which has been reduced by about 10% after
perturbation.
A successful code test we performed was in calculating the mass loss of a boson
star under spherical perturbations and comparing it to the results we had in 1D. In
the 1-D code we calculated the mass of the star using the ADM mass. Just before
the sponge region (see chapter 2) we calculated the mass of the star from the radial
metric
M =
r
2
(
1− 1
grr
)
. (328)
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We could do this because in this region the field was small enough for the spacetime
to be considered to be Schwarzschild. This was obviously not a good formula for the
3D code with static outer boundary conditions. We needed a more global measure
of the mass so that dominant contributions from the interior of the star would not
be affected by outer boundary errors. In order to calculate the mass loss we used
the fact that T tr represents the energy flux (ergs/cm2sec) in the radial direction.
Thus integrating T tr over time and elemental area provided a measure of the mass
loss at a given time due to scalar radiation. We calculated the mass loss in the 1D
code by using the ADM mass formula as well as integrated T tr and compared the
results to the 3D case. We ran the 1D code with the same resolution as the 3D code
and put detectors at the same position. We found very good agreement in all cases
with different detectors and different types of perturbations. We show two plots,
one with a localized spherical perturbation and the other with a global spherical
perturbation, in Fig. 53 and Fig. 54 respectively. The latter plot also demonstrates
the effect of resolution on the matching of the energy of scalar radiation.
This was indeed the key code test that showed that the code was performing
well given the computational resources available.
4.5 Non-Spherical Perturbations of a Boson Star
Finally we were ready to study the behavior of boson stars under nonspherical per-
turbations. In the Introduction to this thesis we have already stated how Einstein’s
equations under nonspherical perturbations can give rise to a wave equation. These
gravitational waves, along with the scalar radiation due to our scalar field, are the
two big signatures of the boson star. We have seen in the Introduction, that the
Zerilli functions, Newman–Penrose Spin Coefficient Ψ4 and the Bel–Robinson vec-
tor can provide information about the nature of this radiation and the gravitational
waveform. One concern was of course whether one could extract the full waveform
since the outer boundary effects could cause inaccuracies after a fairly short time as
indicated by the results of the last subsection. Since the waveform extractions had
to take place in the outer region of the star, which could effectively be regarded as
a vacuum region, reflections from the boundary would cause problems earlier than
if our detectors were placed well within the star. Here was another advantage to
dealing with a boson star. As discussed in the introduction of this thesis (1.3.3),
in [33] it was actually shown that the normal modes of boson stars damp out on a
short time scale. The short time scale allowed us to measure all of the gravitational
wave signal that contributes significantly to the gravitational energy output.
We used a grid with one octant, making sure our perturbations were axisym-
metric. We used an equilibrium configuration determined from the 1D code and
imposed on it such a perturbation. These were typically weak perturbations. Now
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the constraint equations had to be solved on the initial time slice in order to provide
consistent fields and metric components. This was done using an initial value solver
that used a relaxation method to solve the elliptic equation.
• Basics of the Initial Solver
We used the initial solver to provide new metric components by solving the
Hamiltonian constraint equation (170) on the initial time slice. York’s procedure
was followed [36]. We specified the initial scalar field configuration and an initial
guess for the three-metric. The idea was to solve for a conformal factor φ so as to
get the real metric from the guess through the relation
γij = φ
4γ˜ij (329)
where the trial metric was γ˜ij . Assuming time-symmetric data, Kij = 0, the Hamil-
tonian constraint equation takes the form
R = 16πρ. (330)
With the updated metrics (in terms of the guess and the conformal transformation)
we could calculate the connection coefficients in terms of those corresponding to the
guess and also get the Ricci scalar in terms of the guess
R = R˜φ−4 − 8φ−5∂˜i∂˜iφ. (331)
The field configuration was retained as initially specified. This, along with γij =
φ4γ˜ij, was used to calculate ρ. Then the Hamiltonian constraint R = 16πρ was
tested to some tolerance. So the problem was one of determining the conformal
factor φ satisfying
R˜φ−4 − 8φ−5∂˜i∂˜iφ = 16πρ(φ, π, φ4γ˜ij). (332)
This could be solved using the CMSTAB (conjugate gradient method) by treating
φ5× the right hand side (RHS) of the above equation as a constant for each iteration.
The version we used in the code uses a Jacobi type relaxation technique. This was
to write an equation for the conformal factor in the form
∂tφ = ǫ (LHS − RHS), (333)
where LHS andRHS were the left and right hand sides of the constraint (conformal)
equation (332). This gave the n + 1th iteration in terms of the nth one
φn+1 = φn + dt ǫ (LHS − RHS), (334)
so that one could relax to the solution and stop when LHS= RHS (which kept
getting updated) was satisfied within some tolerance. Typically ǫdt was chosen to
be a fraction of the square of the grid spacing.
Our perturbations were small enough that the initial guess for the metric was
close enough to the actual value that this was not extremely time consuming.
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4.6 Results of Non-Spherical Perturbations
Far from the source, Ψ4 represents an outgoing wave. It is thus normal to a two
sphere of constant radius and the energy this wave carries over the whole sphere per
second must be its integrated intensity. The Energy calculations from the Newman-
Penrose scalar are then based on the formula
ENP =
1
4π
∫
dt
∫ [∫ t
0
dt′Ψ4
]2
r2dΩ. (335)
We first estimated the degree of asymmetry in the system when subjected to
spherical perturbations. These asymmetries could be due to numerical errors in-
duced by, for instance, always finite differencing second derivatives in a particular
order. For example taking the x derivative before the y derivative whenever one
needed to find ∂
2
∂x ∂y
of any function. In Fig. 55 we show a plot of the comparison
of gravitational energy measured at a detector for the case of a star that is unper-
turbed, the same star under small and large spherical perturbations, and under a
small nonspherical perturbation.
The energy was also calculated by other means, namely the Bel–Robinson vector
pi:
dE
dt
=
1
4π
∫ [∫ t
0
dt′
(
±
√
|pxx+ pyy + pzz|/2
)]2
r2dΩ, (336)
as well as from the Zerilli functions ΨZ :
dE
dt
=
1
32π
(
∂ΨZ
∂t
)2
. (337)
We show a perturbed stable star with unperturbed central field density 0.1414
that had been given a very tiny non-spherical perturbation so that we could obtain
its quasinormal modes. Fig. 56 shows three plots of the gravitational energy output
as detected by three detectors placed at various points on the grid. The first plot
shows a Bel–Robinson calculation, the second a Newman–Penrose calculation and
the third a Zerilli calculation. While the former two have consistent results the
Zerilli plot shows much more sensitivity to detector positioning. That is, boundary
effects as well as how close one is to being in a vacuum, seem to affect the Zerilli
calculation more than the others. In the case of the Bel–Robinson and Newman–
Penrose calculation the outermost detector is most affected by the boundary errors,
while the other two give curves that flatten out. In Fig. 57 we show three plots,
each now an energy comparison by the three methods, at a particular detector. The
Bel–Robinson and Newman–Penrose calculations are most sensitive to how close
one is to being in a vacuum while the Zerilli is most affected by boundary problems.
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Taking the middle detector as the best compromise between boundary effects and
degree of vacuum, we see that the Bel–Robinson and Newman–Penrose calculations
match up very well for the most part until the point where they level off, with about
12% differences at levelling off positions.
The scalar radiation still dominates the system’s energy output as seen in Fig. 58
where we have plotted a tenth of the scalar radiation and the total gravitational
energy radiation from Bel–Robinson calculations so as to be able to show them on the
same plot. The matter radiation clearly moves out slower. The star’s configuration
after it gets rid of the gravitational radiation becomes spherically symmetric, and it
continues its evolution through spherical oscillations.
The nonradial quasinormal modes for the configuration with central field density
0.1414 have been calculated in [33] using perturbation theory. We have briefly
described this in the introduction of this thesis. We have looked at our Newman–
Penrose Ψ4 function and performed a two-mode fit of their lowest two l = 2 modes.
Our results are shown in fig. 59. Clearly we have a very close agreement to their
results. After the first burst of energy, the star moves into the quasinormal mode
and stays there till boundary effects become significant.
We also compared two evolutions of a stable star, one with a small and the
other with a large nonspherical perturbation. We observed that the energies of the
gravitational waves and scalar radiation were greater in the case of the large pertur-
bation. An infinitesimal perturbation caused the star to oscillate at the quasinormal
mode of the original stable star while a substantial perturbation caused it to move
to a new configuration, going through the modes of intermediate states. A Fourier
transform for a star of central field density 0.15 with a small and large perturbation
exhibits the differences in frequency in Fig. 60.
Thus we have demonstrated that our code gives very consistent results and is
capable of providing a detailed description of the gravitational signatures of a boson
star.
4.7 Colliding Two Boson Stars
Another project, although still in its infancy, is that of the collision of two boson
stars. The 1D data of a single star was put on a 3D grid using reflection symmetry
along an axis to simulate the presence of two identical boson stars. In order to center
two stars on the Z axis separated by some number of grid points 2nzs the boson
field ψ(i, j, nzs − k + 1) was added to ψ(i, j, nzs + k) to get the new field ψ(i, j, k)
for all i, j, k on the grid. As an initial guess metric we just used the one star metric
grr(i, j, k) = grr(i, j, nzs−k+1) and g00(i, j, k) = g00(i, j, nzs−k+1). We then used
the initial solver to get proper initial data assuming the momentum constraints were
satisfied (we had time-symmetric data and the π fields were defined appropriately).
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The main result that we have right now, is that because the system produces much
more gravitational radiation, the errors in the Zerilli functions due to boundary
problems is much less significant. Typically, though, the first two detectors were in
close agreement for the Zerilli function and the last two for the Newman–Penrose
calculation. This shows the Zerilli function is still somewhat sensitive to outer
boundary errors. The disagreement between the the two measures is markedly
reduced compared to the earlier cases with smaller signals. So far we have only
observed black hole formations from these collisions. These black hole formations
were accompanied by negligible amounts of scalar radiation. Steep gradients in the
metrics invalidated the code as they could not be resolved as the black hole formed.
In Fig. 61 we show the gravitational energy radiated in the black hole formation
during a two boson star collision. The central field density is 0.075 for the individual
stars. One reason to study the two boson star collision is that it is a way to study the
generalized two body problem. The amount of energy radiated may not sensitively
depend on the component constituents of the collision. An order-of-magnitude cal-
culation of the energy output to mass ratio (of the two boson star configuration)
gives a value ∼ 5× 10−4 comparing well to the energy emitted (0.001) by two black
hole collisions for black holes separated by large distances [26].
4.8 Boson Star: Black Hole Formation
In the spherical collapse problem our 1D code with the polar slicing condition caused
the lapse to collapse and radial metric to grow uncontrollably at the approach of an
apparent horizon. Our code was unable to handle these sharp gradients and crashed
(uncontrollable numerical instabilities arose). By using a 3D code with maximal
slicing, that was still singularity avoiding, but not as drastically as polar slicing, one
could confirm the formation of the black hole. We took advantage of the 1D code’s
ability to resolve the star, by monitoring the first part of its evolution in the 1D
code. Then after collapse was initiated, and before the gradients got too large, we
collected data and placed it on the 3D grid. At this stage the star was smaller and
the outer part of the grid could be conveniently thrown away allowing us decent
resolution in 3D.
We used “polar slicing” in the 1D code, which did not set TrK = 0 except on
the initial time slice. As the system evolved in 1D it evolved to TrK 6= 0. While
maximal slicing (TrK = 0) avoided problems like grid stretching, by keeping the
volume fixed in the absence of a shift, our initial data did not have TrK = 0.
Although the K-driver transformed the slicing to K = 0 after a short time the
evolution exhibited severe grid stretching and we could evolve with zero shift only
to a time of 22.6M as opposed to t ∼ 50M for vacuum Schwarzschild black holes.
We present a plot of grr for the simulation of boson star collapse to a black hole in
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Fig. 62.
Singularity avoiding slicings offer a way to avoid evolution in regions with singu-
larities while continuing the evolution in regions outside. However they only manage
to delay the breakdown of a numerical code. Pathological properties of the slicing,
like sharp gradients near the horizon, eventually invalidate the code.
Since the region inside the black hole horizon cannot causally affect the region
outside, one can in principle cut away the interior singular region and continue
the evolution outside. An outside observer loses no information by cutting away a
causally disconnected region. This requires an apparent horizon boundary condition
(AHBC).
For a collapsing star this can be implemented by evolving the star under suitable
gauge conditions for a while and then introducing a shift vector after an apparent
horizon is generated. This shift vector’s function would be to maintain the apparent
horizon at some fixed position [67]. This machinery had been developed for black
holes [69] and was used in our code to lock the horizon in the spherical collapse
problem. The simulation began without AHBC implemented and covered the r = 0
region. After some evolution the apparent horizon formed and the grid was cut. A
B-locking shift as previously described was applied to prevent coordinate drift. The
lapse function was updated by a gamma-driver slicing. The details of these con-
ditions and the causal differencing (using one-sided derivatives inside the apparent
horizon) can be found in [69] and [67]. With this machinery our code ran twice as
long. We show the radial metric evolution in Fig. 4.8.
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Figure 46 Radial metric drift, with maximal slicing, for an equilibrium boson star of
central field density 0.05.
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Figure 47 The drift of gθθ/r
2 from unity is shown, as an indicator of loss of gauge control,
for a spherically symmetric equilibrium boson star configuration.
149
0 10 20 30 40 50 60
r
0.80
0.82
0.84
0.86
0.88
0.90
0.92
0.94
0.96
0.98
1.00
1.02
1.04
1.06
1.08
1.10
1.12
1.14
g rr
t=0
t=100−Maximal Slicing−No Shift
t=100−Maximal Slicing−Kicking Scheme
Figure 48 The radial metric function, showing markedly more drift at the same time
under conditions of no shift, compared to a gθθ freezing shift with a kicking scheme.
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Figure 49 A plot of gθθ shows markedly more drift at the same time under conditions of
no shift compared to a shift with a kicking scheme. Both are with maximal slicing.
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Figure 50 A comparison of the metric function drift in the time evolution of an equi-
librium boson star with maximal slicing and K–driving condition is shown. The latter is
clearly capable of controlling metric drift.
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Figure 51 We show the downward part of the radial metric oscillation of a boson star
that has been perturbed by a spherically symmetric perturbation. As the star expands
the radial metric descends.
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Figure 52 As the star starts to contract after its expansion in reaction to the perturbation,
its radial metric starts to rise again. This part of its motion is shown in the figure. At the
last step we start to see it reverse its motion again. The central field density of this star is
ψ1(0) = 0.15 in the dimensionless units discussed in chapter 2. Its mass is 0.5916M
2
P l/m.
154
0 10 20 30 40 50 60
Time
0.0
0.4
0.8
1.2
1.6
2.0
2.4
2.8
3.2
3.6
En
er
gy
 (1
0−3
)
Energy in Scalar Radiation 
Local Spherical Perturbation of Stable Star
3D Integrated Ttr  dx=0.35
1D Integrated Ttr
1D ADM Mass Loss
Figure 53 The mass loss in 1D computed using the ADM mass formula, and integrated
energy flux T tr, is plotted along with the integrated energy flux T tr using the 3D code
for a local spherical perturbation. The closeness of values is remarkable until the effects
of boundary reflections starts affecting the accuracy of the 3D code.
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Figure 54 The mass loss in 1D computed using the ADM mass formula, and integrated
energy flux T tr, is plotted along with the integrated energy flux T tr using the 3D code for
a global spherical perturbation. The closeness of values is remarkable until the effects of
boundary reflections starts affecting the accuracy of the 3D code. In addition the effect
of grid resolution is shown by also plotting a lower resolution 3D calculation which shows
greater discrepancy from the 1D result but which is still quite good.
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Figure 55 A comparison of gravitational energy output for a star of unperturbed central
field density 0.15 for spherical and nonspherical perturbations. While the level of this
‘background’ is not insignificant it is sufficiently small that the results for the nonspherical
perturbations may be trusted.
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Figure 56 The gravitational wave energy output of a non-spherically perturbed stable
boson star of central field density 0.1414 is shown as measured at three detectors at the
outer region of the grid. Three plots are shown, the first showing measurements using the
Bell–Robinson vector, the second using the Newman–Penrose Ψ4 parameter and the third
using the Zerilli functions. The most erratic are the Zerilli measurements.
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Figure 57 A comparison of the gravitational energy output using the three measures
defined in the previous figure is made at three detectors for the non-spherically perturbed
stable star described in the previous figure. While the Bel–Robinson and Newman–Penrose
Ψ4 calculations are quite close the Zerilli data is more erratic.
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Figure 58 The stable star previously described, when subjected to a nonspherical pertur-
bation, emits gravitational and scalar radiation. The gravitational radiation is far less in
amount compared to the dominant scalar energy radiated. The scalar radiation, due to the
bosonic matter, travels slower than the gravitational wave due to curvature perturbations.
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Figure 59 The gravitational waveform Ψ4 is shown, as is a quasinormal mode fit for
the stable boson star previously described. The star gradually starts oscillating in its
quasinormal mode and then at late times boundary effects start affecting the system. The
plot has time in units of the underlying oscillation of the scalar field (time period of 2pi).
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Figure 60 The nonradial modes of a strongly perturbed star are shown to be very different
from the nonradial modes of slightly perturbed one. The former star will lose far more
mass through scalar and gravitational radiation and move to a new configuration. The
latter oscillates in the quasinormal mode of the original configuration.
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Figure 61 The energy carried by a gravitational wave as measured by three detectors, is
shown for a Zerilli calculation and a Newman-Penrose calculation. The former shows very
close agreement for the first two detectors but outer boundary effects result in inaccuracies
in the third detector’s signal. The latter on the other hand shows a close agreement in
the last two detectors’ signals.
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Figure 62 This plot shows the evolution of the radial metric function grr for the case of
the spherical collapse of a boson star to a black hole. In this simulation the shift is zero
and the lapse function is obtained by solving the maximal slicing equation with a K-driver
term ∼ cK.
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Figure 1: The evolution of the radial metric function g
rr
is shown for the case
of a perturbed boson star collapsing to form a black hole. The formation of
the apparent horizon occurs around t = 5:6M . The evolution of the resulting
black-hole spacetime is continued up to t = 45:3M through the implementation
of an apparent horizon boundary condition. The evolution in the inner region
is quite stable with the observed drifting attributable to the error in solving the
elliptic equation for the lapse function and errors from the outer boundary.
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Chapter 5
Conclusions
Even the skeptic, who refuses to believe in the possibility of the existence of self-
gravitating bosons, would be forced to admit that they are indeed very useful objects:
That is to say, they are rich in physical content, providing insights into the nature
of several physical systems.
For instance the dark matter problem is real and there must be something to
explain it. We know that normal baryon densities are not enough to close the
universe, and we know that cold and hot dark matter models fail to explain large
and small scale structure of the universe, respectively. Relativistic Bosons seem to
offer a partial solution to these problems. Although they have particles with high
velocities to explain the large scale power spectrum, they have more low velocity
particles than fermionic hot dark matter (because of the Bose-Einstein distribution
as opposed to the Fermi-Dirac distribution). Thus while small scale power is erased
for hot dark matter due to free streaming, enough survives on the smallest scales
with this kind of bosonic hot dark matter [18].
Also, many particle physics and cosmological models rely on some form of scalar
particles. These unseen scalars could very well be dark matter constituents. From
the primordial soup of scalar particles self-gravitating objects can form by the Jeans
instability mechanism. Perturbations larger than the Jeans’ length on a homoge-
neous background could cause the compactification of matter [16].
Self-gravitating objects made from complex scalar fields are called Boson stars.
These solutions to the Klein–Gordon–Einstein equations are held together by the
balance between attractive forces of gravity and the dispersive forces of the wave
equation. In the literature they are referred to as mini-soliton stars [3] because of
their small sizes. The addition of a small coupling parameter can however increase
their size to neutron star dimensions, making them astrophysically interesting.
The masses of these stars increases with central density up to a peak and then
decreases. We have investigated the stability of ground and excited state boson
stars with self-coupling [50]. The branch to the left of the peak is called an S or
stable branch while the branch to the right is called the U -branch. Configurations
on the S branch have very specific quasinormal modes of oscillation under small
perturbations. Under finite perturbations they settle down to new configurations
on the same branch. When perturbed, configurations that lie on the unstable or
U -branch either migrate to new configurations on the S-branch or collapse to black
166
holes. These characteristics are shared by boson stars with or without self-coupling.
Excited states are configurations with nodes. The field of an nth excited state
star has n nodes and its radial metric has n+1 peaks. Their mass profiles are similar
to the profiles of boson stars in the ground state, which makes it appear as if they
have a stable and an unstable branch of configurations. However, irrespective of
which branch they lie on, excited boson stars are unstable with different instability
timescales. Low density excited stars having masses close to ground state config-
urations will form ground state boson stars after evolution. Denser configurations
form black holes with the decay time decreasing with increasing central density till
one approaches the density corresponding to zero binding energy. As the central
density approaches this critical central density the kinetic energy of the star starts
to increase as it becomes more dispersive. It still collapses to a black hole but on a
larger time scale. Beyond this point, for densities corresponding to positive binding
energy, the stars disperse to infinity.
An interesting feature in the collapse of excited state boson stars is that, during
this process, they cascade through intermediate states, rather like atoms transiting
from excited states to the ground state, suggesting that boson stars behave in some
ways like gravitational atoms [54]. However, for boson stars, an investigation of the
possible decay channels (selection rules) seems much more difficult (if at all possible
or meaningful) due to the intrinsic nonlinearity of the theory.
We have also studied the stability and formation of boson stars in Brans-Dicke
theory [56]. The arbitrariness of units of length, time, and masses, and the observed
coincidences in the values of dimensionless constants, resulted in alternative theories
of gravity, like BD theory and scalar-tensor theories, being propounded. While it has
been established that the weak-field differences between these theories and gravity
is insignificant at the present times, the question is whether a boson star model can
be a source of strong-field differences. We have worked on a BD model, with the
view of carrying on the calculation to more general ST theories in the future.
We find the basic features of U -branch and S-branch stability and excited state
transitions to be similar to GR. We do see the BD field, which is static for an
equilibrium configuration, begin to oscillate when perturbed, as do the metric com-
ponents. However these oscillations of the gravitational field are not accompanied
by any significant gravitational radiation.
Using a Gaussian initial boson scalar field configuration, to represent the local
accumulation of matter, we were able to demonstrate the formation of boson stars
in BD theory. This demonstrates that a boson star is a physically realizable object
in BD theory.
The flatness of galactic rotation curves indicates the presence of dark halos ex-
tending beyond the last visible point, with masses proportional to distance and den-
sities inversely proportional to distance squared. While boson stars in the ground
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state have too fast a mass fall off to fit galactic rotation curves, third and fourth
excited state stars with and without self-coupling have been used to fit them quite
well [48], [49]. These states are unstable but their energy differences from lower
excited states are large enough to warrant large instability time scales. As we have
seen in our own simulations, a repulsive self interaction term further increases this
instability time scale.
Another model that can explain galactic rotation curves involves massless scalar
fields [46], [47]. The dispersive effects of the scalar field prevents collapse of these
halos to black holes. These configurations exist for different values of the scalar
field oscillation frequency (φ ∼ eiωt) and for each value of central density. While
the value of the central density is related to the orbital velocity, the scalar field
oscillation frequency determines the mass and energy density. The Newtonian con-
figurations had already been described and we studied the stability and formation
of these objects in a relativistic code[45]. The mass and energy densities still had
the desirable properties for flattening out rotation curves.
We have also shown that massless complex scalar fields are able to settle down
to a stable configuration. It seems that the formation process needs a special profile
for the energy density. The appearance of points of inflexion within the decreasing
density supports the ‘birth’ of the boson halos. In contrast, extremal values for the
density cannot be compensated and lead to the destruction of the initial configu-
ration. Stable configurations cannot be formed from initial Gaussian distributions.
This could mean that the formation of boson halos could be difficult. However under
perturbations a known stable solution settles to a new one.
The thing that makes these models undesirable though is that they are not
asymptotically flat. The cut-off radius of these configurations is quite arbitrary. It
could be that the size of the halo depends on the value of the cosmological constant.
We are working on boundary conditions to make this model more viable. In the
process of studying these solutions we have found similar solutions for the massive
scalar field. These solutions have energy density characterized by a series of maxima
and minima rather than saddle points. They have positive binding energy and as
expected disperse in our numerical simulations.
We have furthermore investigated boson stars in a general three-dimensional
code demonstrating the key role that boson stars play in the field of numerical
relativity. By exploiting the difference between boson stars and neutron stars, we
have managed to deal with them numerically. There are no surface problems in a
boson star system. Nevertheless the similarities in their structures has allowed us
to study stellar dynamics using them as a model.
On the numerical front we have developed a fully relativistic code with matter
sources. By comparisons to known results, we have been convinced that the code
is indeed stable within the computational resources available to us. We have tested
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our scalar evolver by itself and seen that it is stable for thousands of timesteps. We
have seen metric components remain static for equilibrium boson stars, for several
time steps before outer boundary problems invalidate the code. The amount of
scalar radiation under spherical perturbations matches very well with our 1D code
until boundary reflections become significant. We have observed one full metric
oscillation of the quasinormal mode under spherical perturbations.
We have then moved a step further to study real physics with this code by
studying the behavior of boson stars under non-spherical perturbations. We have
measured the gravitational wave output using different techniques with comparable
results. We have calculated the quasinormal modes of the star under infinitesimal
perturbations. Our results are consistent with those of [33]. The nonradial modes
for boson star configurations are strongly damped. This allows us to get the full
gravitational wave output for these stars in a relatively short evolution timescale.
After the emission of gravitational waves the star becomes spherical and then os-
cillates in its spherical quasinormal mode. The amount of scalar radiation is much
more than the gravitational radiation for these configurations. The scalar radi-
ation decouples from the gravitational radiation. While the latter propagates at
the speed of light the scalar radiation is slower and arrives later at our detectors.
Under larger non-spherical perturbations the star emits more radiation and does
not oscillate in the quasinormal mode of the initial configurations. By comparing
the amount of gravitational radiation for unperturbed, spherically perturbed, and
non-radially perturbed configurations, we have convinced ourselves that numerically
induced asymmetries are negligible.
We have collided two boson stars and formed black holes. This is with the
view of studying the generalized two-body problem in GR. The amount of scalar
radiation in these black hole collapses is negligible and the gravitational radiation
dominates the system. The ratio of energy radiated to initial mass of the system
is of order 0.0005 as opposed to 0.001 for two black hole collisions initially largely
seperated. These numbers are comparable and might suggest that the two body
problem may be independent of the nature of the constituent objects. Thus a boson
system might, with its absence of singularities and surface problems, be ideal to
study such systems.
We have also seen the collapse to black holes of unstable boson stars. This is of
importance on two accounts. When we performed these simulations in 1D we used a
polar-slicing condition which caused the lapse to collapse and radial metric to blow
up at the approach of an apparent horizon. Thus we could not carry the simulation
through to actual black hole formation . By using a maximally-sliced 3D code we
can carry our simulation further and confirm black hole formation. In addition by
running the 1D code with very fine resolution until gradients start getting steep
and collapse has been initiated, we could throw away the outer part of the star (its
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radius has been reduced due to collapse). It could then be placed on a 3D grid with
finer resolution than if we started the simulation from the beginning in 3D. After
this we could turn on the AHBC and evolve the resulting black hole with matter
present in the space-time. This added a new dimension to the black hole problem.
Thus with a simple system of bosons, we have touched upon numerous physical
and numerical issues. We now have stable 1D and 3D codes that are capable of han-
dling different system configurations. There are several models whose equilibrium
configurations have been described but whose evolutions have not been studied.
For example we have considered boson stars which are minimally coupled to
gravity. If one considers the relevance of boson stars in the early universe, it would
be worth investigating scalar fields non-minimally coupled to gravity. Since the
Pecci-Quinn symmetry [70] is not exact, QCD effects place the coupling strength
for axions at ξ ≈ 10−20 (not 0). This concept might extend to complex scalar fields.
In [71] a nonminimal coupling of the form ξ |φ|2R is chosen and the equilibrium
configurations are described. For a coupling strength ξ > 4.0 the mass is always less
than the particle number. One expects the branch to the right of the maximum mass
to be unstable but if the particle number is greater than the mass this instability
must always manifest itself in gravitational collapse and not dispersion. These things
can only be confirmed in an evolution code.
There are also descriptions of the equilibrium sequences of mixed fermion-boson
stars [72, 73]. Pure boson stars are qualitatively quite similar to pure fermion stars.
A mixture of bosons and fermions interacting only by gravitational forces is of
interest in field theory as a study of the self-confinement of two quantum fields [72].
Also bosonic axion fields could be captured by neutron stars and influence their
stability. Similarly nuclear matter in high density neutron cores could be subject
to phase transitions into the pion condensate. Again the stabilities and behavior of
the system can be studied only in an evolution code.
One interesting project would be to confirm whether real scalar field configu-
rations could exhibit long term stability under non-spherical perturbations. While
these configurations had no static equilibrium solutions [74, 75, 76], periodic solu-
tions have found [77]. Evolution studies in a 1D code showed that there were oscillat-
ing configurations that oscillated about some configuration for a long time, without
observable diminishing mass. This study could be taken to the next step by studying
the behavior of the system under more realistic non-spherical perturbations. Since
axions are described by real fields this would be of particular importance.
The list is endless and one hopes that the tools described and developed in this
thesis will make their contribution in furthering knowledge in physics and numerical
relativity.
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Appendix: Scaling
In transferring initial 1D data from the 1D boson star code, to the 3D “G” code,
where it was interpolated onto a 3D grid and evolved, one had to make sure all
coordinates were rescaled appropriately. Essentially this meant going from a code
where h¯ = 1 and c = 1 (the 1D code) to a code where G = 1 and c = 1. In terms
of coordinates this translates to the spatial coordinates going from units of inverse
mass to units of mass. Consider for example the 1D Hamiltonian constraint.
g′ =
1
2
[
g
r
− g
3
r
+ 4πG
[
m2φ2rg3 + φ˙2rg3/N2 + rgφ′2
]]
. (338)
In dimensionless coordinates (r, t, σ, and N)
r = mr, t = ω0t, σ =
√
4πGφ, N = N
m
ω0
, (339)
where m refers to the mass of a boson and ω0 the oscillation frequency of the boson
field, this becomes
g′ =
1
2
[
g
r
− g
3
r
+ rg3
[
σ2 +
σ˙2
N2
]
+ rgσ′2
]
. (340)
Since the field is very small at the edge of the grid the metric components can be
taken to be Schwarzschild there. So g2(∞) ∼ 1/(1−2MG/r). This means the mass
of the star is given by
M =
r
2G
(
1− 1
g2
)
, (341)
calculated at the edge of the grid.
Using ch¯
G
= M2P l (for the 1D code therefore G = 1/M
2
P l) and r = r/m, where r
is the dimensionless radius read off from the output of the 1D code, we get
M =
r
2
(
1− 1
g2
)
M2P l
m
. (342)
Going back to equation (339), one sees that when the code runs for a certain di-
mensionless time tcode it corresponds to physical time t = 1/ω0 tcode =
N
Nm
tcode,
where ω0 has been written in terms of the lapse. For a boson star of mass
0.633M2P l/m (maximum mass of a ground state star) we can compute the phys-
ical time
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t =
1
0.633
N
N
GM tcode, (343)
=
1
0.633
(
mc2
h¯ ω0
) (
GM
c3
)
tcode,
where we have written the mass of the boson in terms of the mass of the star
(Schwarzschild radius of the star ∼ 1/m). Computing N
N
at the edge of the grid,
where N ∼
√
1− 2M/r, we find this fraction to be of order 1. Thus 1 unit of code
time in terms of the mass of the star is about 1.6GM/c3.
In the 3D code however G=1 but h¯ is not. So consider the Hamiltonian constraint
equation again. There is no special reason for this but it suffices to use it to figure
out the scaling parameters. Every derivative must be multiplied by h¯, which had
been set equal to 1 in the 1D case. Now G is set equal to 1. So one has for the
Hamiltonian constraint equation
g′ =
1
2
[
g
r
− g
3
r
+ 4π
[
m2φ2rg3 + h¯2φ˙2r
g3
N2
+ rgh¯2φ′2
]]
, (344)
substituting dimensionless coordinates
r = mr/h¯, t = ω0t, σ =
√
4πh¯φ, N = N
m
h¯ω0
, (345)
we get back equation (340). Now to interpret our results, which have thus far been
stated as raw dimensionless numbers: Without metric evolution the code runs to a
time of 2000. The more complete problem must include metric evolutions. For this
case, when we have in our reports been stating that the code runs to a time of 140,
we actually mean that the code runs to a time of 140/ω0 with 1/ω0 = h¯/m
N(∞)
N(∞) . In
G = 1 units we have
M =
r
2
(
1− 1
g2
)
, (346)
calculated at the edge of the grid. This gives
M =
r
2
(
1− 1
g2
)
h¯
m
. (347)
Using the fact that G = 1 and c = 1 implies h¯ = M2P l one gets the same result as
before. That is
M =
r
2
(
1− 1
g2
)
M2P l
m
, (348)
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which for the problem in consideration is M = 0.05M2P l/m. Replacing for 1/m in
the equation for 1/ω0 gives 1/ω0 =
N(∞)
N(∞)
M
0.05
where the h¯ cancels the factor M2P l. N
is > 1 and N < 1 with the ratio slightly greater than 1. So an order of magnitude
for 1 time step in terms of mass for the maximum mass boson star is 1/0.633 ∼ 1.6
times the mass of the star.
For our equilibrium configurations with full evolutions we use star masses of
order 0.5M2P l/m so one time step is slightly more than two times the mass of a star.
The code runs to a dimensionless time of over 500 or over thousand times the mass
of the star (tphysical > 1000GM/c
3).
For non-spherical perturbations the mass was of order 0.584M2P l/m. One time
step was roughly 1.87 times the mass of the star.
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