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Abstract 
It is still recognized as a challenge task while blind and visually impaired people travel 
outdoor independently, even if there are a number of assistive mobility aids available. In 
addition to building universal facilities in urban and rural environments for them, it is 
essential to develop novel mobility assistive technologies and systems to satisfy their 
increasing demands for mobility. To investigate those demands, an international survey 
with 106 blind and visually impaired people from 13 countries is undertaken within this 
work, with regarding to outdoor mobility experiences, usages of mobile devices and 
collaborative approaches.  
From the field of Human-Computer Interaction (HCI) and Accessibility, the 
dissertation focuses on enhancing blind people’s capabilities of acquisition of spatial 
environmental information from tactile displays. The spatial environmental information, 
in this study, is in terms of clusters of surrounding obstacles, geographic information on 
city maps, and information on environmental accessibility.  
In order to non-visual representation of the clusters of surroundings obstacles 
detected by a 3D Time-of-Flight (ToF) infrared camera, a portable pin-matrix display 
with a matrix of 30 x 32 pins is employed and a pre-designed set of tactile obstacle 
symbols is used to render the properties of obstacles (e.g., type, size). 
Additionally, aiming at helping blind people access geographic information, a 
desktop based pin-matrix display (an array of 60 x 120 pins) and a mobile pin-matrix 
display (an array of 30 x 32 pins) are used to represent a large-scale city map and a 
location-aware city map, respectively. A set of tactile map symbols rendered with the 
raised and lowered pins, has been designed for rendering various map features.  
To allow blind and visually impaired people to acquire information on environmental 
accessibility, besides a traditional web browser client and a popular smart phone client, 
an audio-haptic client on a tactile display with 7200 pins is developed. Users are able to 
create and share collaborative annotations on environmental accessibility across the 3 
clients.  
 
I 
 
 
II 
The proposed approaches about non-visual representation of obstacles and map 
features by tactile symbols on pin-matrix displays, will contribute to the fields of 
accessible tactile graphic well, especially in the coming era of affordable pin-matrix 
displays. Meanwhile, the collaborative approach for improving environmental 
accessibility will encourage the society to raise the floor of accessibility for all. A 
number of further studies can be continued based on the current findings within this 
work, aiming at enhancing mobility aids for blind and visually impaired people gradually.
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Chapter 1  
Introduction  
1.1 Background 
According to the International Classification of Diseases (ICD, 2010) documented by the 
World Health Organization (WHO), visual impairment is defined as that a presenting 
distance visual acuity is worse than Snellen acuity1 6/18 (0.3), but equal to or better than 
Snellen acuity 3/60 (0.05). The definition of blindness is a presenting distance visual 
acuity of less than Snellen acuity 3/60 (0.05), including no light perception or 
corresponding visual field of view less than 10 degrees. In most of Europe and North 
American countries, legal blindness is recognized as visual acuity of less than Snellen 
acuity 6/60 in the better eye with best correction. It means a legally blind person has to 
be within 6 meters to see the biggest E of the E-chart with best possible glasses 
correction, while a sighted one can see from 60 meters (Punani and Rawal, 2000). 
The visually impaired population is increasing over the world. In the latest global 
statistical figures on visual impairments (WHO, 2012), there are some 285 million 
people worldwide, who are visually impaired, consisting of 39 millions being blind and 
246 millions having low vision. And 19 millions children who are younger than 15 
years-old, have visually impairments. About 65% of the visually impaired are elderly 
individuals who are aged 50 and older. In addition to age-related macular degeneration 
(AMD), the leading causes of blindness in the world are cataract, glaucoma, corneal 
opacities, diabetic retinopathy, as well as infectious diseases.  
It is well known that vision loss affects the visually impaired in respect to most daily 
activities, such as reading, locating and recognizing objects, as well as numerous 
mobility activities like travelling. The SEE Project (West et al., 2002) investigates in 
detail how actual performance of tasks in everyday life is impacted by different levels of 
visual acuity. The experiments consist of 3 categories of daily activities such as walking, 
going up and down stairs, dialing telephone numbers and reading.  
                                                        
1 
1 Snellen acuity is a kind of measurement of visual acuity (using a chart of decreasing letter size). 
1.1 Background  
West et al. concluded that:  
“[…] The relationships between visual loss and performance are essentially linear, 
with no obvious thresholds for sharp declines in performance.” (West et al., 2002) 
Visually impaired people have been suffering from various difficulties, even though 
most developed and developing countries or regions have applied their own laws to 
protect disabled citizens against disability discriminations, such as the famous Americans 
with Disabilities Act of 1990 (including its Amendments Act of 2008) in the USA, the 
Disability Discrimination Act 1995 in the UK, the Law of the People’s Republic of China 
on the Protection of Disabled Persons 1990 in China and two laws (i.e., Neuntes Buch 
des Sozialgesetzbuches, Behindertengleichstellungsgesetz) in Germany. In addition to 
provision of rights on education, medical treatment and employment, according to these 
laws, public buildings, streets and facilities of public transportation are also required to 
be accessible for the disabled including visually impaired people. However, it does not 
mean that the physical world and cyberspace must become barrier-free overnight; in fact, 
it requires huge and long-term efforts. It’s necessary to develop various assistive tools 
and teach skills for the disabled to help the disabled independently live, work and study.  
In regards to enhancing abilities of independent and safe travelling for individuals 
who are visually impaired, it is essential to learn orientation and mobility (O&M) skills 
through specific O&M training (Jacobson, 1993; Blasch et al., 1997). Guth and Rieser 
(1997) explained the meanings of orientation and mobility accordingly as:  
  “[…] Orientation means knowledge of one’s distance and direction relative to things 
observed or remembered in the surroundings and keeping track of these ‘self-to-object’ 
spatial relationships as they change during locomotion.”  
  “[…] Mobility means moving safely, gracefully, and comfortably. Mobility depends in 
large part of on perceiving the properties of the immediate surroundings.”  
In the O&M training, therefore, instructors teach visually impaired people how to 
handle various practical situations and risks with daily activities, such as using a cane, 
crossing streets, and utilizing public transportation. In recent years, the scope of the 
O&M training has been extended gradually, since a number of new accessible public 
facilities (like audible pedestrian traffic lights) have been adopted in cities, and many 
new personal mobility assistive tools have also become available. 
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Visually impaired individuals still often suffer from a variety of difficulties while 
travelling outdoor, even some of them have attended the O&M trainings. It is not only 
because of the complex and changing physical environments, but also the performance of 
their own mobility assistive tools. For instance, white cane users often are hurt by 
obstacles at head level or get lost. In order to ensure safe and independent journeys for 
the visually impaired, it is essential to develop various novel and applicable mobility 
assistive tools by using related technologies. 
1.2 Acquiring Spatial Environmental Information by Visually Impaired 
People 
Spatial environmental information helps people understand what and where the 
environment has to offer, build up a cognitive map of the environment, and navigate 
through the environment, no matter indoor or outdoor. Sighted people can learn spatial 
information about their environments via visual perception, such as where obstacles are 
on their way, or which specific points of interest (POIs) are nearby (e.g., bus stops, shops 
and hospitals). Many previous studies have presented different theories for acquiring 
spatial knowledge by sighted people (Golledge and Stimson, 1997; Kitchin and Blades, 
2002). The strategies for learning spatial information can be considered from two 
different aspects, navigation-based learning and resource-based learning (Hersh and 
Johnson, 2008).  Within the first form, people collect and process the spatial 
information through their direct experiences, like landmarks visited in a path. The second 
form of spatial learning can be acquired from schooling, maps, or sharing by others, that 
doesn’t need to be experienced directly.  
In contrast, visually impaired people must find other non-visual ways to learn about 
spatial information about their surrounding indoor and outdoor environments.  They 
also learn the information through the two mentioned ways (i.e., resource-based learning 
and navigation-based learning) from O&M trainings and daily life experiences with the 
help of various assistive tools, respectively. Note that, the mentioned spatial 
environmental information in this thesis focuses on normal outdoor scenarios.  They 
have to learn a number of different types of outdoor spatial information, and the 
following three types of spatial information (see Figure 1.1) are recognized as significant 
important information indicated by previous studies (Golledge, 1993; Butler, 1994; Guth 
and Rieser, 1997; Bentzen, 1997; Hersh and Johnson, 2008).  
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1.2 Acquiring Spatial Environmental Information by Visually Impaired People  
Information about geographic features (Golledge, 1993): as for sighted people, for 
visually impaired or blind people the basic information (e.g., location, name, category 
and address) and spatial layout of concerned geographic features are very important 
when planning and performing a route. In a familiar area, they often rely on their 
remembered spatial information of related geographic features in the area, such as the 
layout of objects and paths. However, to travel successfully through an unfamiliar area, 
they often have to learn about the information for planning a route independently, like by 
exploring accessible maps. Although there are more and more visually impaired or blind 
pedestrians who use modern navigation systems to reach destinations, they often have 
the additional goals of discovering what geographic features (e.g., landmarks) are there, 
and learn the self-to-object relationships and the object-to-object relationships, 
specifically in unfamiliar areas (Guth and Rieser, 1997).   
Information about approaching obstacles (Guth and Rieser, 1997): the information is 
about the spatial relationships (i.e., distance and direction) of the obstacles and openings, 
that helps pedestrians avoid and circumvent approaching hazards and obstacles.  
Although most of the time they don’t need to know what each obstacle is on their way, 
sometimes the detailed category might be helpful, such as stairs and doors which indicate 
connections to other environments. Pedestrians who are visually impaired can make use 
of different assistive tools for acquiring such information while travelling. While they 
use white canes to find out the information, the length of the cane must be taken into 
account. For guide dog users it is hard to acquire the dimensions of obstacles, 
nevertheless, they can quickly find out the openings. Since the 1960’s a wide range of 
electronic travel aids (ETAs) have been developed to help the visually impaired acquire 
the presence of obstacles on their way, from the earlier ultrasonic based systems to 
nowadays digital camera based systems.   
4 
Information about environmental accessibility (Bentzen, 1997): such environmental 
information includes accessibility information about geographic features (e.g., buildings 
and crossings), and dynamic information about public transport systems (e.g., bus 
timetable) and public facilities (e.g., traffic lights). As one kind of enhanced geographic 
information, the environmental accessibility information helps visually impaired people 
better understand the surroundings and perform routes safely and independently, like 
crossing streets with the help of audible traffic lights. Moreover, as found in the previous 
study (Golledge et al., 1996), the greatest need of the visually impaired for enhancing 
accessibility of public transport is to access information correctly and in time, such as the 
bus line number and its destination direction. 
Chapter 1 Introduction  
In addition to the above three types of spatial information, there are still other spatial 
information that should be acquired by visually impaired or blind pedestrians while 
travelling independently, such as the information about walking surfaces, information 
about spatial updating (Guth and Rieser, 1997). Through the acquired spatial information, 
visually impaired or blind people are able to plan detours to avoid obstacles, and routes 
to reach destination POIs.   
 
Fig 1.1 The three main types of spatial environmental information for visually impaired 
or blind pedestrians  
1.3 The Emerging Pin-matrix Tactile Displays  
In recent years, a number of pin-matrix tactile displays have been developed to improve 
the accessibility of graphic-based information (e.g., maps, and mathematics) for visually 
impaired or blind people. Generally, the pin-matrix displays can be classified into two 
categories, as surveyed in (Vidal-Verdú and Hafez, 2007). The first one is based on a 
wide variety of electromechanical actuators, such as piezoelectric refreshable actuators 
(Linvill and Bliss, 1966; Pasquero and Hayward, 2003; Völkel et al., 2008a), voice-coil 
motors (Shinohara et al., 1998; Szabo and Enikov, 2012), and shape memory alloys 
(Velázquez et al., 2006). Additionally, the second one is chemical polymer based 
materials that can be bended or expanded, like in (Wu, 2008; Kwon et al., 2009).  
Thanks to the capabilities of the pin-matrix displays for rendering graphics, many 
research projects have been funded to develop novel large-size pin-matrix tactile displays, 
such as the electro-rheological (ER) fluid based display with a matrix of 128 x 64 dots in 
the ITACTI project2(funded by EU-FP5, 2001-2005), the touch-sensitive refreshable 
                                                        
5 
2 ITACTI project, http://www.smarttec.co.uk/itacti/home.htm, last access on 9th Jan. 2013.  
  
display with 7200 pins in the HyperBraille project3(funded by German government, 
2007-2010), and the innovative anaglyptic refreshable photo-haptic screen in the 
Anagraphs project4 (funded by EU-FP7), as well as the magneto-rheological fluids based 
tactile prototype display in the Haptimap Project (Bolzmacher et al., 2011). At present, 
as the related manufacture technologies are mature, the displays with piezoelectric 
actuators are becoming the mainstream commercial tactile graphic-enabled displays, like 
the GWP display5 (see Fig 1.2: left), the HyperBraille display6 (see Fig. 1.2: right), and 
KGS’s DOTVIEW 27.  
          
Fig 1.2 Examples of commercial pin-matrix displays (left: the GWP display with a 
matrix of 16 x 24 pins; right: the HyperBraille display with a matrix of 60 x 120 pins)  
1.4 Research Issues 
Although there are a number of pin-matrix displays, however, at present a few 
applications are available to help visually impaired people acquire spatial environmental 
information correctly and in time, from finding out the surrounding obstacles and 
hazards, to learning about geographic information from maps and preparing journey 
routes. For visually impaired individuals it’s difficult to acquire such information without 
the help of sighted people or assistive tools. To improve their capabilities of acquisition 
of the three main types of spatial environmental information independently through the 
emerging pin-matrix tactile displays, my study focuses on the 3 issues listed as follows.  
(1) How to acquire spatial information of surrounding obstacles? 
(2) How to acquire geographic information on maps? 
(3) How to acquire information about environmental accessibility? 
                                                        
3 HyperBraille project, http://hyperbraille.com, last access on 15th Jan. 2013.  
4 Anagraphs project, http://www.anagraphs.eu/, last access on 15th Jan. 2013.  
5 Handy Tech, http://handytech.de/, last access on 15th Jan. 2013.  
6 Metec-AG, http://web.metec-ag.de/, last access on 15th Jan. 2013.  
6 
7 KGS Company, http://www.kgs-jpn.co.jp/, last access on 15th Jan. 2013. 
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1.4.1. Acquisition of Spatial Information about Surrounding Obstacles  
People with visual impairments suffer from various obstacles and drop-offs (e.g., stairs, 
and holes) every day while travelling. Sometimes these obstacles might lead to grave 
physical injury or even loss of life. Human guidance is a very common way to avoid 
obstacles in daily activities. Specifically, when they are not familiar with any assistive 
mobility tools, such as white canes or guide dogs, they have to depend upon human 
guides. However, this is not practical as, it’s not easy to find a suitable guide any time 
when they want to go out. This causes many visually impaired individuals to reduce their 
frequency of outdoor travelling. Moreover, they often feel uncomfortable asking for 
passersby’s help due to obvious privacy concerns. 
Guide dogs and white canes are two traditional and highly popular tools used to 
improve their mobility capabilities (Blasch et al., 1997). A well-trained guide dog could 
lead its owner around obstacles and hazards even hanging ones, however, the expensive 
cost of owning such a dog is not available for most. A white cane is affordable but less 
able to detect hanging obstacles. 
To improve the performance of the guide dogs and the white canes, there is also a 
variety of available Electronic Travel Aids (ETAs) on the market (e.g., UltraCane, 
iGlasses and K-Sonar Cane) and in research literature (Kay, 1964; Borenstein, 1990; 
Yuan and Manduchi, 2004; Zöllner et al., 2011). These electronic tools let visually 
impaired users perceive not only nearby obstacles (including hanging and drop-off 
hazards), but also obstacles at a larger range than the length of a white cane. However, 
most of the current ETAs only inform users whether there is an obstacle or hazard via 
simple audio or haptic feedback, and fail to represent rich spatial information of 
surrounding obstacles, such as distance, direction, size and type (e.g., hanging, 
floor-based and drop-off’s) of obstacles.  
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It is well-known that a sighted person is able to effectively go through an area with 
crowded obstacles, by planning a detour based on the spatial layout of obstacles in 
advance. Without the layout information of nearby obstacles, long cane users have to 
turn left or right randomly to avoid the obstacle when it is hit by their canes or their 
bodies. Since there is no an ETA that can provide the layout information, until now it is 
not sure how visually impaired individuals will utilize the obstacle layout information 
and whether or not they are able to make a better detour than without the layout 
information. As one of the research issues, the thesis will study how to represent such 
1.4 Research Issues  
spatial information of surrounding obstacles on a tactile pin-matrix display, and 
investigate how the users make use of the information to avoid obstacles. 
1.4.2. Acquisition of Geographic Information on Maps  
Maps are one of important daily tools used widely by the visually impaired. Recently, 
owing to various inherent shortcomings (e.g., manual production, little representation of 
map data, and no interaction), the traditional tactile maps (Rowell and Ungar, 2003a) are 
not satisfying the increasing demands for daily living purposes. Even though a number of 
computer based accessible map systems have been developed, as surveyed in (Almeida 
and Tsuji, 2005; Buzzi et al., 2011; Koch, 2012), there are various problems associated 
with building interactive accessible maps. For instance, even the commercial product 
IVEO’s tactile hands-on learning system8  offers the same tactile sensation as the 
traditional tactile maps, users only can acquire auditory feedback by touch and can’t 
allow exploration of maps flexible, such as panning, zooming and searching.  
Despite people with visually impairments benefiting from Global Positioning System 
(GPS) based outdoor navigation systems, it is still difficult for them to find out the street 
layout and explore the surrounding points of interest (POIs), as most navigation systems 
only offer turn-by-turn navigation instructions. Some users might use portable traditional 
tactile maps while on the move, and query information on these tactile maps when 
necessary. However, the case is only suitable to visit familiar environments. Due to 
lacking of location-based information, users are unable to use such tactile maps in 
unfamiliar environments, even in familiar areas sometimes. 
Fortunately, in recent years many different new methods have been proposed to 
implement pin-matrix displays, that enable to render graphical information for the 
visually impaired (Vidal-Verdú and Hafez, 2007; Völkel et al., 2008a). The emerging 
pin-matrix displays provide an opportunity to build accessible maps for the visually 
impaired. Therefore, one of my studies is how to represent city maps and location-based 
information on the emerging pin-matrix displays and make geographic information 
accessible. 
 
 
                                                        
8 
8 IVEO Hands-on Learning System: http://www.viewplus.com/products/software/hands-on-learning/, last 
access on 3rd August. 2012.  
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1.4.3. Acquisition of Information about Environmental Accessibility  
In general, a visually impaired person needs to know more detailed information about 
the surrounding environments than a sighted individual while travelling. For example, a 
blind person additionally desires to know the types of intersections that she/he 
encounters in an unfamiliar area, e.g., X-type, Y-type, or T-type, whether there are safe 
islands within the intersections, as well as which bus is arriving at (e.g., bus No. and 
destination). In order to help the visually impaired to acquire dynamic environmental 
information about public facilities, a number of previous studies have been conduced to 
provide bus timetable (Weber et al., 2008), status of traffic lights (Ivanchenko et al., 
2008).  
Note that, this study focuses on acquiring accessibility information on specific POIs, 
which is not included in the map database employed by most of the current navigation 
systems, rather than the dynamic information about public facilities.  
In addition to building an accessible physical world for the visually impaired, it is 
essential to inform them about the accessibility of geographical features when required. 
One solution is to gather that environmental information by cartographers, commercial 
companies or government agencies. Despite this solution being available, it will be time 
and cost consuming to gather so huge a volume of accessibility data, specifically 
including temporary hazards (e.g. street or building constructions). 
The concept of “citizens as sensors” as proposed by Goodchild (2007) describes the 
introduction of social networks and Location Based Services (LBSs) for creating a global 
patchwork of geographic information. This can be seen in applications such as the open 
source map provider OpenStreetMap9. It indicates a promising approach to gathering the 
vast environmental accessibility data by user-contributed content. Even although there 
are some systems to gather environmental accessibility through collaborative approaches, 
most of them are wheelchair users oriented and lack of specific environmental 
information for visually impaired users, let alone non-visual user interfaces. Apart from 
gathering such specific environmental information, we also study how to make them 
accessible for the visually impaired, like on mainstream handheld devices and pin-matrix 
displays. 
Overall, Figure 1.3 illustrates the main research issues that how to make use of tactile 
pin-matrix displays to represent the three different types of spatial environmental 
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9 OpenStreetMap: http://www.openstreetmap.org/, last access on 18th Jan. 2013.  
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information (i.e., obstacle information, geographic information and information about 
environmental accessibility) for visually impaired or blind people. 
 
Fig 1.3 Acquisition of spatial environmental information from pin-matrix tactile displays 
1.5 User-centred Approach 
The user-centred approach as one of the international standardizations (ISO: 9241-210) 
has been utilized widely for designing interactive systems. In this study, the concepts of 
the user-centred approach have been used to build up the overall approach and to develop 
the research cycle (see Figure 1.4), which consists of 5 different phases in addition to the 
final phase where the designed solution meets user requirements.  
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After planning the user-centred design process, in the second phase the study 
investigated requirements of the blind and visually impaired users when travelling in 
cities. The users pointed out many issues, covering many different possible research 
fields, and the main task of the third phase was to select several issues relating to the lack 
of spatial information available to the blind. In order to resolve these target issues, a 
number of solutions and prototypes were designed and developed in the fourth phase, in 
order to improve blind persons’ capabilities of acquisition of spatial information. In the 
fifth phase, it was essential to validate the proposed solutions with the target users and 
obtain their feedback for future improvements. 
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Fig 1.4 The design cycle of the study 
1.6 Main Contributions 
In terms of HCI and Accessibility, this thesis presents five main contributions:  
1 Identification of 9 central issues impacting blind and visually impaired people’s 
ability to walk independently in cities, and transferring these to computer science 
problems. 
2 This thesis provides an insight into a tactile representation of surrounding obstacles. 
With the help of the proposed tactile obstacle symbols, blind and visually impaired 
users are able to access the spatial environment through a 2D tactile representation, 
and acquire related information (e.g., size, type) about nearby obstacles.  
3 A novel method about how to develop interactive audio-haptic map explorers on a 
touch-enabled pin-matrix display is presented. Through the map system, people who 
are blind not only can explore city maps conveniently, but also can prepare 
pre-journey routes independently. 
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4 A location-aware city map system on a mobile pin-matrix display has been developed 
and evaluated. Blind users can acquire their updated location and geographic 
information of surrounding map features through interactive user interfaces and a 
special set of tactile You-are-here symbols. 
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5 To improve the environmental accessibility through user-contributed annotations, we 
introduce a systemic framework and a detailed annotation data model, that will be 
useful for developers when applying collaborative approaches. To improve mapping 
data suitable for blind people, a number of guidelines have been addressed while 
creating annotations on environmental accessibility for blind people.  
1.7 The Structure of the Dissertation 
The remainder of the dissertation is structured in 6 chapters, addressing an in-depth 
introduction of the research questions, and presents the proposed solutions and findings 
in detail.  
Chapter 2 consists of two main parts, in which the first part introduces related 
background about the O&M training for the visually impaired, and the second part 
presents an international survey about the current situations and demands of the visually 
impaired while traveling in cities. 
Chapter 3 proposes a novel 3D Obstacle Detector (3DOD) system which employs an 
infrared 3D ToF camera and a tactile pin-matrix display. After a detailed survey of 
previous studies, it analyzes the technical restrictions when mounting the ToF camera at 
different levels of height, and when detecting moving objects at different speeds. The 
3DOD system renders the surrounding obstacles on the 2D pin-matrix display via a 
pre-defined set of tactile obstacle symbols. In addition, an evaluation with visually 
impaired users is addressed.  
Chapter 4 introduces a desktop audio-haptic map system based on a pin-matrix 
display (an array of 60 x 120 pins), namely HyperBraille Map (HBMap). In order to find 
a suitable method to present a variety of map elements on the display, that renders 
information via raised or lowers pins, a pilot study has elicited feedback from visually 
impaired users on two different sets of map symbols (i.e. graphic based symbols, and 
Braille based symbols). The HBMap’s rich interactive user interfaces (e.g. panning, 
zooming, and searching) support users to explore maps flexible. An evaluation is 
represented to compare users’ performance in reading street maps and preparing 
pre-journey routes while exploring maps on the HBMap system, swell-paper maps and 
maps on flat-plane touch-screen displays.  
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Chapter 5 describes a location-aware map system on a portable tactile pin matrix 
display (an array of 30 x 32 pins), named. The mobile TacYAH map not only renders the 
surrounding POIs and streets with tactile symbols, but also renders users’ current 
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location information through a set of you-are-here (YAH) symbols that represent users’ 
updated position and heading orientation. Through the TacYAH map, apart from 
acquiring auditory descriptions of geographic features, users are able to zoom in/out and 
move maps when needed. An evaluation is undertaken with blind participants.   
Chapter 6 presents a framework to collect and share environmental accessibility 
through user contributed annotations. A data model of structured and unstructured 
annotations is described to inform developers who are not familiar with user 
requirements of the visually impaired. According to the proposed framework a prototype 
has been developed to share environmental accessibility through accessible user 
interfaces on 3 different user clients. Furthermore, 2 pilot studies are introduced in detail 
about how to contribute and use environmental accessibility.  
Chapter 7 makes a conclusion of the presented research, and ends with a discussion 
of open mobility issues and future work.  
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Chapter 2  
Mobility Aids for the Visually Impaired  
 
This chapter first of all introduces the background of Orientation & Mobility (O&M) 
training for people having visual impairments. Secondly, it presents an international 
survey among visually impaired participants about their current problems they encounter 
while traveling in cities.  
2.1 Orientation & Mobility Training  
Normally, a visually impaired individual has to learn specific skills to explore the 
surrounding environments, and to travel indoors/outdoors independently, for instance, 
how to use a white cane correctly and how to walk along streets. O&M training aims to 
teach the visually impaired to travel independently and explore the physical 
environments safely (Blasch et al., 1997). O&M training supports their daily activities 
(e.g., shopping and going to the office) and social activities, as well as helps gain 
confidence in the community.  
Before World War II, O&M training was taught by home teachers and focused on 
indoor movements, but was hardly adequate for an outdoor route in unfamiliar city 
streets (Koestler, 1996). However, after World War II O&M training as a profession, has 
become more and more systematic and professional when techniques and methods were 
developed to enhance the rehabilitations of veterans who had become blind. Since the 
1960s O&M training has also been adopted for younger blind populations, like 
preschool-age and school-age children, in addition to blind adults (Wiener and 
Siffermann, 2010).  
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Owing to the positive benefits of O&M training, more and more governmental 
agencies and non-profit organizations have begun providing related services for visually 
impaired citizens in developed and developing countries (Neustadt-Noy and LaGrow, 
1997). In the United States of America, apart from state-based departments, like BESB in
2.1 Orientation & Mobility Training 
State of Connecticut10, there are a number of public organizations providing such O&M 
training, such as the well known Perkins School for the Blind11. In Germany, in addition 
to public associations to support vocational training for visually impaired adults, there 
are nearly 60 schools for visually impaired children which offer O&M trainings 
(Kahlisch and Lötzsch, 1996). Likewise, in emerging countries O&M training is being 
paid more and more attention by organizations such as the National Association for the 
Blind (NAB) in India (Punani and Rawal, 2000), and O&M trainings started in China 
since the beginning of the 1990s (Neustadt-Noy and LaGrow, 1997).  
Even though these programs vary from country to country, depending on the various 
local situations, there are several main issues of a modern O&M program for the visually 
impaired (as presented by Martinez, 1998). One of the primary goals of the O&M 
training is to teach visually impaired individuals from developing spatial awareness and 
orientation abilities to acquiring detailed spatial knowledge of the surrounding 
environments while travelling. In general, negotiating obstacles, reading maps and 
acquiring environmental information are three of the basic skills learnt from the O&M 
trainings.  
2.1.1 Negotiating Obstacles  
In addition to sighted human guides, there are three other highly accepted assistive 
mobility systems or tools to help the visually impaired negotiate various obstacles and 
hazards: white canes, dog guides and electronic travel aids (ETAs). The functions of a 
mobility assistive device, as defined by Farmer and Smith (1997), are: 
 “[…] to preview the immediate environment for (1) objects in the path of travel (i.e., 
object preview), (2) changes in the surface of travel (i.e., surface preview), and (3) the 
integrity of the surface upon which the foot is to be placed when brought forward (i.e., 
foot placement preview)” 
Due to affordable price and simple maintenance, white canes are used by most 
visually impaired individuals as a daily mobility tool while travelling. In general, the 
reasonable length of a folding or collapsible cane is over a range of 90 to 180 centimeters. 
Basic cane usage (i.e., the diagonal cane technique, the two-point-touch technique, the 
sweeping technique) aims at detecting different texture pavements, finding open spaces 
and contacting objects. More advanced skills are also taught in the O&M trainings such 
                                                        
10 BESB: Bureau of Education and Services for the Blind, http://www.ct.gov/besb/site/default.asp, last 
access on 1st Dec, 2012.  
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11 Perkins School for the Blind, http://www.perkins.org/, on 1st Dec, 2012.  
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as detecting ascending and descending stairs, walking along walls and crossing 
streets/intersections (Jacobson, 1993). 
Owners of guide dogs, have to complete specific programs to communicate with their 
dogs in O&M training. The dogs are trained to make a detour to avoid obstacles or stop 
to inform their owners of approaching hazards, like curbs or drop-off stairs. As guide 
dogs require considerable training and have consequent high price tags there are not 
many individuals who can afford them. 
As the development of various electronic range finder sensors since the 1960s (e.g., 
ultrasonic sensors, infrared sensors, and laser sensors), many novel methods have been 
adopted to develop various ETAs to detect a larger range beyond the length of a cane, as 
well as obstacles at head height (Kay, 1964; Baird, 1977; Brabyn, 1982). Their 
specifications vary in respect to detectable range, field of view (FoV), and feedback 
manner. Thereby, it is important for O&M specialists to assess the performance of an 
ETA in advance, and provide examples of practical usages for visually impaired students. 
The particular training programs for using ETAs are flexible, depending upon the 
individual needs, characteristics, and travel history of the students, as well as the kinds of 
ETAs chosen. Figure 2.1 shows 4 types of commercial ETAs on the market (i.e., K Sonar 
Cane, UltraCane, iGlass, and Miniguide), which require different training programs. The 
ideal length of training on the use of an ETA will range from 20 to 120 hours, which is 
influenced by factors including students, complexity of devices (Blasch et al., 1997).  
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Fig. 2.1 Four different kinds of commercial ETAs 
2.1 Orientation & Mobility Training 
2.1.2 Acquiring Geographic Information from Accessible Maps  
To learn about geographic information for the visually impaired, there are three essential 
categories of orientation aids i.e., models, maps and verbal aids. The three categories can 
be used either separately or in combination with each other (Bentzen, 1997). Traditional 
tactile maps, as one kind of common materials in O&M trainings, play an important role 
in developing mobility skills (Spencer and Travis, 1985; Spencer et al., 1992). The 
previous study by Ungar, Blades and Spencer (1993), reports that visually impaired 
children are able to adopt a variety of strategies for acquiring spatial information by 
reading tactile maps, and indicates that their performance could be improved after 
trainings. Figure 2.2 demonstrates an example of a tactile swell-paper map consisting of 
streets and POIs. 
 
Fig. 2.2 Campus of TU Dresden on a swell paper map 
In O&M training, visually impaired students will learn map reading concepts and 
map reading skills. The concepts include: linear continuity and directionality, symbolic 
representation, map size, map scale, shape as well as other advanced concepts. With 
respect to teaching the skills, systematical map-scanning methods, following line 
symbols methods and methods to identify distinguishable symbols and shapes will be 
taught from reading a simple, isolated sample of map symbols to reading a complex map 
(Yngström, 1989; Bentzen, 1997).   
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To estimate the spatial relationship (e.g., distance and orientation) of symbol-symbol 
or self-symbol on tactile maps, the mathematical concept of map scale is taught in O&M 
training, for example 1 centimeter equals 100 meters (i.e. 1:100 in metric). However, this 
training should be taught despite some visually impaired students being familiar with 
estimating actual distances of travel (Bentzen, 1997). Ungar, Blades, and Spencer (1997) 
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found that children who are visually impaired indeed performed worse than sighted 
children while making distance judgments from a tactile map, however, the experiments 
indicated their related skills can be improved by training correctly. One correct strategy 
is to use the number of fingers that fit between symbol-symbol or self-symbol on maps, 
to estimate a relative distance, for example, the actual distance of “two fingers” equals 
half of the known distance of “four fingers” (Blades et al., 1996).  
Additionally, in order to teach visually impaired students how to maintain their 
orientation throughout the environment while traveling, O&M instructors gradually 
introduce the five-point travel system, consisting of the route pattern or shape, the 
compass directions, the names of the hallways/streets, the landmarks along the route, and 
all the above in their reverse order on the return trip (Jacobson, 1993). There are four 
basic route patterns or shapes that the students have to learn, which are I-type, L-type, 
U-type and Z-type. For Braille readers, a Braille cell is used to explain the four basic 
route patterns (see Figure 2.3). Further experiments showed that visually impaired 
children would not only self-locate by aligning a tactile map while walking, but also 
correctly trace the routes they walked (Blades et al., 1996).  
 
Fig. 2.3 Four basic route patterns and compass directions (Jacobson, 1993) 
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2.1.3 Acquiring Environmental Accessibility  
There are still a number of inaccessible issues faced every day by the visually 
impaired, even though a number of laws, recommendations and standards are applied to 
make the environment accessible, like the guidelines in (ONCE, 2005), the Americans 
with Disabilities Act Accessibility Guidelines for Buildings and Facilities, and German 
DIN 18040 barrier-free constructions. For instance, it is a challenging task for the 
visually impaired to cross streets and intersections safely and independently (Barlow et 
al., 2005), even with accessible pedestrian signals and pedestrian pushbuttons at some 
places (Barlow et al., 2003). 
 
2.1 Orientation & Mobility Training 
Thereby, in O&M trainings it is important to let visually impaired people study not 
only how to acquire information about environmental accessibility while travelling, but 
also the practical skills to negotiate with various inaccessible scenarios. Jacobson (1993) 
documented the street crossing lessons in detail. The initial street-crossing lessons in 
O&M training are conducted in a residential area without traffic, that ensures both the 
students and the instructors concentrate on learning and teaching the basic skills such as: 
Crossing a perpendicular/parallel street and using auditory traffic lights. When at 
intersections with traffic, the students are taught how to find out the pattern of traffic by 
listen to sounds, as well as auditory alignment in cognitive maps. The specific skills on 
how to go through common types of intersections (e.g., X-type, Y-type, and T-type) will 
be taught gradually. Tactile models of intersections are provided as well, specifically for 
individuals with congenital blindness.  
The various forms of public transport are important for individuals with visual 
impairments. Hence, teaching individuals how to use different types of public transport 
(e.g., buses, trains, trams, and subways) is one of the basic lessons in O&M trainings, 
like locating opening doors by sounds and canes. Even if at a familiar stop that can park 
more than one bus simultaneously, they can become confused and have trouble getting 
on the right bus. Taxis have become a primary form of transport for the visually impaired 
as they are able to verbally communicate with drivers.  
Furthermore, in some O&M trainings the lessons about how use electronic assistive 
tools to acquire detailed descriptions about environmental accessibility, will be 
introduced by O&M specialists or instructors of the products, such as how to query 
information on surrounding environments through a handheld receiver in the Talking 
Signs system (Brabyn and Brabyn, 1983). 
In order to improve the efficiency of learning O&M skills, many modern methods 
and assistive systems are being employed. The WiiCane12 system provides is a useful 
tool to help young children learn to walk straight without veering. Equally, the virtual 
reality based O&M training systems simulate various scenarios in the physical world, 
and help visually impaired individuals to learn and become familiar with O&M skills. 
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2.2 Target User Survey  
To understand current demands by visually impaired people, this section will focus on 
describing an international survey with 106 subjects. The survey consists of 3 main 
topics which are travel experiences, usage of mobile devices on the move, and their 
attitude to share environmental accessibility, accordingly.  
2.2.1 Participants  
106 participants were recruited from 28 cities in 13 countries (e.g. China, India, UK, 
Germany, US, etc.). As shown in Table 2.1, most of them (72 of 106) are legally blind with 
respect to the national regulations, and 34 subjects have low vision. The youngest subject 
was about 19 years-old while the oldest one was 63 years-old. The participants had various 
occupations such as: teacher, student, masseur, engineer, retired employee and other 
unemployed persons. In total, 42 persons had (39.6%)  used navigation tools before, 
including 9 subjects recruited from a specialized GPS user group of Loadstone-GPS13 
software users, who mostly had more than one year GPS navigation experiences. In 
particular, those 9 subjects only took part in the third part of the survey about sharing 
environmental accessibility.  
Table 2.1 Composition of the participants’ profile 
Age 
(years-old) 
<20 20-50 >50 Total 
Blind 0 55 17 72 
Low Vision 2 25 7 34 
Total 2 80 24 106 
2.2.2 Data Collection Procedure 
The survey was delivered to the participants in several methods including: an accessible 
online questionnaire (15 responses); a distribution via special agencies (82 responses), 
direct email responses (5 responses) and telephone or face-to-face interviews (4 responses). 
An accessible web site (in English language) has been established for the online 
questionnaire, and its link was advertised at several associated online international forums 
and communities for the visually impaired. Additionally, an electronic document was sent 
to two governmental agencies that specially provide services for the visually impaired. 
Those agencies were in charge of distributing the questionnaire to participants directly, 
and also returning all responses they received. The local subjects took part in face-to-face 
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or telephone interviews. In addition to an English version of the questionnaire, a Chinese 
version was provided for the Chinese participants. 
2.2.3 Questions in the Survey 
In addition to personal information, like age, occupation and residence, the questions 
covered 3 main topics with 28 questions (6 were open questions, and the remaining 22 
were multiple-choice questions). Appendix A documents the detailed descriptions of 
those questions. The 3 topics are listed in brief as follows:  
 Outdoor travel experiences: The questions addressed users’ personal experiences 
when travelling outdoors, such as how often they go outside, whether they go alone 
or with a partner, how to cross an intersection and asked them to identify out of nine 
common barriers to see which barriers were most troublesome. 
 Usage of assistive devices and mobile phone: Participants were inquired about 
assistive devices carried around to navigate, their utilization of GPS devices, as well 
as popular services on their phones.   
 Attitude towards sharing environmental accessibility: It is to investigate participants’ 
attitude to annotate and share their experiences for geographic features and with 
whom they want to share those.  
2.2.4 Results of the Survey 
With regards to various barriers of outdoor travelling for the mobility impaired (Mayers 
et al., 2002; Beale et al., 2006), the results of the investigation indicated numerous 
different challenges when the visually impaired were on the move in urban 
environments.  
Frequency of outdoor journey 
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About half of blind subjects (50.8%) went out every day, while there were 12.3% blind 
subjects who travelled less than 1 time per week (see Figure 2.4). However, most of 
subjects having low vision (78.1%) went out every day, even if there were only 3.1% of 
them who traveled less than 1 time per week (see Figure 2.5). The distribution of 
frequencies of outdoor journeys for blind people and people with low vision are not 
consistent (Person’s Chi-square = 18.98, df = 3, p < 0.001). 
Chapter2 Mobility Aids for the Visually Impaired 
Frequency of Outdoor Journey
0%
20%
40%
60%
80%
100%
Everyday 2-3 times per week 1 time per week < 1 time
V
ot
e
Blind Subjects Low Vision Subjects
 
Fig. 2.4 Subjects’ frequencies of outdoor journey 
Independent outdoor journey 
As shown in Figure 2.5, only 12.5% of blind subjects traveled outside each time alone, 
but subjects having low vision were more independent since 39.4% of them can travel 
alone each time. 18.8% of blind subjects and 12.1% of subjects with low vision needed a 
partner while travelling each time. There is a significant different distribution of 
independent outdoor journey between the blind subjects and subjects having low vision 
(Person’s Chi-square = 19.48, df = 3, p < 0.001).  
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Fig. 2.5 Distribution of independent outdoor journey by subjects 
Barriers in cities 
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Table 2.2 ranks the 9 barriers according to participants’ identification (multiple answers 
were possible). Surprisingly, getting lost was not found to be the most frequent issue. 
Public transport, as the most important form of outdoor travel in a city, was reported by 
82.4% of participants to be an issue, due to lacking of audio information in stations. 
81.4% of participants suffered from traffic lights without audio output. In addition to a 
lack of audible facilities, various other barriers were found to be issues including: finding 
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the precise location of the entrance to a building hardly, unknown stairs, roadside holes, 
and obstacles upon waist level. The condition of sidewalks and crossings need to be paid 
better attention to in the view of nearly half the participants.  
Even if participants had different votes (see Figure 2.6), the survey shows blind 
subjects and subjects with low vision have had consistent sufferings across the 9 barriers 
(Person’s Chi-square = 7.03, df = 8, p = 0.533). But the low vision subjects and the blind 
subjects don’t have a significant difference on the hazards or obstacles within Barrier 5, 6, 
and 8 (Person’s Chi-square = 5.094, df = 2, p = 0.078). Note that the Chi-square test 
adopted is at the 95% confidence level. 
Table 2.2 The rank of 9-listed barriers in outdoor travelling  
Type Barrier 
Support 
(%) 
Barrier 1 Public transport stops lack audio information 82.4 
Barrier 2 Traffic light without audio output 81.4 
Barrier 3 Failure to find the entrance of a building 64.9 
Barrier 4 Ill-formed and irregular sidewalks 58.7 
Barrier 5 Falling down because of unknown stairs 48.5 
Barrier 6 Hitting obstacles upon waist level 47.4 
Barrier 7 Getting lost 45.3 
Barrier 8 Falling down because of unknown roadside holes 44.3 
Barrier 9 Complex pedestrian crossings 43.3 
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Fig. 2.6 The rate of subjects’ suffering on the 9 barriers 
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Usage of mobile phones 
Only two of the total 97 subjects stated they didn’t bring a mobile phone when going out. 
The remaining 95 subjects (97.9%) usually carried a mobile phone or a smart phone, as 
well as a white cane. In addition to making calls, the mobile phone users pointed out 
several other popular services, i.e., sending messages (70.1%), accessing Internet 
(45.4%), GPS navigation (34.0%) and even taking photos (30.9%).  
The 33 subjects who had GPS navigation experiences, revealed the shortcomings of 
their navigation tools. Among the GPS users, 69.7% reported the most important weak 
point was lacking of specific map data for them, e.g., whether or not the traffic light is 
with audio output and where the exact location of an entrance is. In Table 2.3, map data 
(in Rank 1 and Rank 2) was more criticized than other issues associated with GPS 
systems, like location precision and weakness of signal.  
Table 2.3 GPS users’ votes about the shortcomings of GPS navigation tools 
Rank Shortcoming Support (%) 
1 No special map data (e.g. entrances, stairs) 69.7 
2 Out of date of map data 57.6 
3 Not enough precise of GPS location 54.5 
4 Weak signal of GPS in urban environment 39.4 
Sharing accessibility annotations  
Figure 2.7 shows participants’ attitudes for sharing environmental accessibility 
annotations. Only 3.8% of participants didn’t want to annotate, about 91.5% of subjects 
agreed to create and share annotations with friends or everyone.  
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Fig. 2.7 Attitude of sharing environmental accessibility annotations  
2.2 Target User Survey 
2.2.5 Discussion 
Independent and frequent travelling in cities is, for a considerable number of blind and 
low vision people, still a challenge. It seems to be reasonable that low vision people 
travel more frequently outdoors than blind people, due to their better vision capabilities. 
However, about 12% of the low vision subjects still needed a partner when travelling 
every time they went out. Apart from a lack of vision capabilities, there are also other 
factors which impact the independent and frequent travelling of the blind, i.e.: their 
mobility skills, their occupations and the local traffic situations. In developing countries 
(e.g., China and India), there is high rate of unemployment for the blind, meaning that 
blind people don’t go to work every day. Meanwhile, due to the sharp growth of the 
number of automobiles and the lagging construction of accessible public facilities for the 
blind (e.g., tactile paving of sidewalks and use of audible traffic signals) in these 
developing countries, many blind and visually impaired people may often be afraid to go 
outdoors alone. 
By analyzing the 9 mobility related issues identified in the survey, we categorized 
them into 4 main issues, listed as following:  
Issue I - inaccessible public facilities, e.g., Barrier 1 (Public transport stations 
without audio information), and Barrier 2 (Traffic lights without audio information);  
Issue II - surrounding obstacles and hazards, e.g., Barrier 5 (Unknown stairs), 
Barrier 6 (Obstacles over waist level) and Barrier 8 (Roadside holes);  
Issue III - lacking information on geographic features, e.g., Barrier 4 (Irregular 
sidewalks) and Barrier 9 (Complex crossings), including the location-based 
information, e.g., Barrier 7 (Getting lost); 
Issue IV - lacking environmental information on geographic features, e.g., Barrier 3 
(Can’t find entrances); 
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Issue I has been becoming the most frequent issue, reported by blind people and low 
vision people both. Although they can ask passersby whether or not the traffic lights are 
green, it can be dangerous when crossing streets if there are no passersby. As one kind of 
environmental accessibility information (Bentzen, 1997), the accessibility of public 
facilities should be enhanced. One solution is to add audible systems to public facilities 
gradually. In this way creating a barrier free world for all would be a process that 
requires a significant amount of time and money, but still be a worthwhile project. 
However, before the completion of building up such an accessible world, various 
alternative solutions should be considered. In recent years, for example, Issue I has been 
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addressed by installations of various beacons (Brabyn and Brabyn, 1983; Weber et al., 
2008). 
In addition to the issues about inaccessible public facilities, Issue II is that the 
subjects suffered from various obstacles while travelling, like stairs, holes and obstacles 
above waist level. In practice, most of the collisions by hitting obstacles and hazards are 
non-painful, but some mobility-related accidents are often harmful or even deathful, 
particularly involving obstacles at head level or falling down from a high platform. With 
the recent introduction of various range finding sensors and other wearable systems, it 
should be possible to develop novel and comprehensive ETAs that can not only detect 
obstacles at and over waist level, but also detect drop-off dangers and even offer a detour.  
Issue III addresses one of very common scenarios visually impaired or blind 
pedestrians often encountered. They are not able to acquire an overview of where they 
are particularly when navigating on irregular sidewalks and complex crossings, and often 
result in getting lost. Since there are only a few accessible street map systems available 
to the blind and visually impaired, it is difficult for them to learn and acquire geographic 
information about their cities and their surroundings. Those people will often seek help, 
from specific organizations for the blind by ordering accessible maps, like from the 
Deutsche Zentralbücherei für Blinde (DZB). However, these specific organizations can’t 
satisfy all users’ demands for personalized journeys by supplying customized tactile 
maps in time, since the production of these maps is time and manpower consuming. This 
can lead them to have reduced interests in going out and inevitably become isolated from 
other people.  
Getting lost is an issue affecting not only the blind but the sighted as well. To reduce 
the possibility of getting lost, sighted people use maps to find a route to where they want 
to go in advance. When getting lost, in addition to asking passersby, they can make use 
of location-based map applications on mobile devices to locate themselves and find 
correct routes. Even though blind pedestrians can also utilize such location-based 
navigation systems to guide them to their destinations, the turn-by-turn instructions 
sometimes don’t make sense due to the irregular and complex areas. Perhaps, this will 
become better when they are able to locate themselves on maps and explore the 
surrounding environments.  
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Additionally, most of the participants didn’t report any other kinds of issues in the 
questionnaire, except for a few Chinese subjects who reported they had trouble in finding 
crossings and walking along tactile paving sidewalks occupied by booths or bicycles in 
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China. Many GPS users reported the issues of current GPS systems, such as connecting 
extra GPS receivers, inaccurate GPS data and weak GPS signals. 
From the survey, the large number of mobile phone users has shown great acceptance 
of mobile technology (98%) among visually impaired people and indicates a strong 
interest to stay independent of sighted guides. Via mobile phones, visually impaired 
people are able to do many daily activities that the sighted can do, like accessing Internet, 
navigating, and even taking photos. Mobile phones have played a very important role in 
the daily life of visually impaired people. In the current era of ubiquitous computing 
systems, the varying mobile systems will help promote the development of mobility aids 
for the visually impaired, particularly the affordability of mobile phones.  
Issue IV indicates at present visually impaired pedestrians are hard to acquire specific 
environmental data on geographic features, like entrances and intersections, even if they 
can obtain updated GPS data from navigation systems. The subjects’ positive attitude 
towards contributing and sharing environmental information might be the key for 
sustainable collection and growth of collaborative environmental accessibility 
information. It may be good to consider how to use the emerging social networks to 
improve and compensate for inaccessible areas and facilities, as well as non-visual user 
interfaces to access such spatial information. 
Overall, the four mobility-related issues encountered by visually impaired or blind 
pedestrians are because of lacking of different types of spatial information accordingly, 
as shown in Table 2.4. The thesis focuses on proposing and developing solutions to the 
last three issues (i.e., Issue II, Issue IV, and Issue V).  
Table 2.4 The lacking of different types of spatial information by the four issues  
# Type of Spatial Information Lacked
Issue I Environmental Accessibility 
Issue II Obstacle Information 
Issue III Geographic Information 
Issue IV Environmental Accessibility 
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By attending O&M trainings, blind and visually impaired people are able to acquire 
mobility skills which cover a number of fields, from using a white cane or ETA correctly 
to crossing a street or intersection, and reading a tactile map to establish spatial concepts. 
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However, most visually impaired pedestrians continue to encounter various barriers 
while travelling independently, even using modern assistive devices. The results of the 
international survey by 106 visually impaired subjects addressed 9 different barriers in 
urban environments, and the issue of current GPS-based navigation systems lacking of 
specific environmental accessibility information. In addition, the subjects had a very 
strong interest in sharing their annotations for geographic features with others (91.5% of 
all subjects), which might indicate a possibility of using collaborative approaches to 
enhance environmental accessibility.  
From the survey, 4 general types of mobility issues have been recognized, which 
refer to inaccessible public facilities, surrounding obstacles and hazards, lacking of 
geographic information and environmental accessibility on geographic features. By 
analyzing the 4 issues, it is important to help visually impaired or blind pedestrians 
acquire spatial information about approaching obstacles, geographic features and 
environmental accessibility. The study focuses on Issue II, Issue IV, and Issue V 
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Chapter 3  
Haptic 3D Obstacle Detector  
3.1 Introduction 
Aiming at improving the safety and independence of daily mobility-related activities for 
the visually impaired, electronic travel aids (ETAs) have been utilized since the 1960s 
when range sensors were first integrated to detect surrounding environments, e.g., the 
ultrasonic probe (Kay, 1964) and the laser cane (Damaschini et al., 2005). Unlike the 
common white canes, ETAs have the advantage of being able to sense objects beyond the 
range of a white cane, and being able to detect obstacles placed at different levels. 
In addition to obstacle detection advantages ETAs also incorporate an accessible user 
interface to represent whether there is one obstacle that is closed. Acoustic output has 
been adopted by most ETAs, as a mean of rendering spatial awareness, due to its 
simplicity and affordability. However, acoustic output interferes with a user’s hearing 
capabilities, that might lead to dangerous accidents walking on streets. Another effective 
method of non-visual representation of obstacles is via haptic/tactile perception. The 
strategies about how to present and notify about spatial obstacles precisely and 
effectively, are highly associated with haptic user interfaces developed.  
Generally, sighted people can make detours to avoid obstacles in advance, even in an 
area with a cluster of obstacles. However, for a cane user it is difficult to make such 
detours, since they must contact the obstacles one by one within the range of their canes 
and can’t sense obstacles in advance. In particular, white cane users will become 
confused in the areas occupied by crowded obstacles. Although the majority of ETAs 
have the advantage of a working range beyond the length of a white cane, they are still 
unable to present a sight equivalent overview of spatial layouts with multiple obstacles 
simultaneously.  
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3.2 Related Work 
To help users to acquire spatial information of surrounding obstacles on Issue II, this 
chapter presents a novel ETA system namely 3D obstacle detector (3DOD) which applies 
a 3D ToF camera and a portable pin-matrix display (a matrix of 32 x 30 pins). In addition 
to the pre-processing of raw point cloud data captured from the 3D ToF camera, an 
effective obstacle clustering algorithm is adapted to detect obstacle features (i.e., distance, 
orientation, type, size and shape) up to 7 meters away. To non-visual representation of a 
cluster of the surrounding obstacles on the tactile display, a set of tactile obstacle 
symbols is designed. Furthermore, an evaluation of the 3DOD system is conducted with 
blind users.  
The chapter is structured as follows. Section 3.2 describes previous studies about 
obstacle detection and obstacle representation respectively. In Section 3.3, the proposed 
3DOD system is presented in detail, and the conducted evaluations with blind users have 
been described in Section 3.4. The last section, Section 3.5, makes a brief summary of 
this study.  
3.2 Related Work 
In general, one ETA consists of two main components: obstacle detection module and 
obstacle representation module. This section surveys the state of the art about ETAs from 
the two aspects respectively. Additionally, in the end a series of commercial products 
have been introduced. Beacons or other types of announcement methods requiring 
changes to the infrastructure beforehand (e.g. RFID and barcode readers) are out of the 
scope of the study. 
3.2.1 Detecting Obstacles with Sensors 
To overcome the disadvantages of white canes, electronic sensors have been utilized to 
develop various ETAs.  
 Ultrasonic/Sonar Sensor 
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Since the 1960s an array of ETAs adopts ultrasonic sensors to detect obstacles at 
different height levels. The built-in ultrasonic sensors can be mounted in different ways, 
like in a hand-held torch (Kay, 1964), on the frame of glasses (Kay, 1974), and on a 
common white cane (Damaschini et al., 2005). Since one pair of ultrasonic sensors has a 
narrow FoV, thus Navbelt (Borenstein, 1990), GuideCane (Ulrich and Borenstein, 2001), 
and Cardin et al. developed system (2007) use multiple pairs of ultrasonic sensors to 
expand the detectable FoV. However, ultrasonic sensors have several fundamental 
limitations owing to the wide wavelength of ultrasound (at a centimeter level). Thus 
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those ETAs fail to detect smooth surfaces, small apertures and dangerous holes on the 
ground. Meanwhile, they hardly obtain precise distance, shape and orientation of 
obstacles. 
 Infrared & Laser Sensor 
The micrometer wavelength based optical systems (e.g. infrared sensors, laser sensors, 
and digital cameras) overcome the disadvantages above and have an ability of accurate 
range discrimination. A number of ETAs uses infrared sensors and laser sensors to detect 
surroundings and avoid hindrances (Benjamin et al., 1973; Damaschini et al., 2005), as 
well as identify objects of interest (e.g. stairs, curbs) (Yuan and Manduchi, 2004; Lee and 
Lee, 2011). Due to the highly narrow FoV of the light beam, modern robot systems often 
use automatic laser scanners to detect a larger area autonomously (Burgard et al., 1998).  
 Digital camera & Stereo camera 
In order to reduce the time spent to capture a large FoV, digital video cameras are 
employed to detect surroundings in one shot, such as EYECane (Ju et al., 2009), See 
ColOr (Bologna et al., 2009), and vOICe (Meijer, 1992). Nevertheless, it is challenging 
to develop robust image processing algorithms to locate obstacles with precise distance 
and orientation. Stereo cameras (with two or more lenses together) not only inherit the 
advantages from digital cameras including object identification, but also can be easily to 
calculate the distance and direction of obstacles from depth maps (Bertozzi and Broggi, 
1998; Hub et al., 2004; Martinez and Ruiz, 2008; Pradeep et al., 2010). Due to the 
mature hardware technologies of digital cameras, several projects mounted micro stereo 
cameras on spectacles. One of the biggest drawbacks occurs in a dark or twilight 
environment as those cameras are unable to work or perform badly. Additionally, it is 
difficult to acquire the output in real-time due to vast calculation by the involved image 
processing, and that will limit to detect moving objects as well. Caution in storing those 
data is also mandatory in order to respect privacy requirements of other pedestrians. 
 3D Infrared Depth Camera  
A 3D infrared depth camera, that is different to the common digital video cameras to 
capture colorful/gray photos, can capture the depth maps of the 3D scenes through 
infrared light beams. In terms of the methods applied for obtaining the depth information, 
many solutions have been proposed by researchers. However, at the mainstream market 
and research community the triangulation method and the time-of-flight (ToF) method 
occupy the leading positions, in addition to the method with stereo cameras.  
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Structured light based depth cameras, make use of active triangulation method by 
projecting one line or a complete set of light patterns to the scene, like a 3D structured 
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light scanner (Rocchini et al., 2001) and Microsoft’s Kinect14. The depth information can 
be obtained by involved depth estimation technique. On the one hand, owing to emitted 
infrared beams, the Kinect-like device can detect obstacles in dark places. NAVI (Zöllner 
et al., 2011) and KinDetect (Khan et al., 2012) demonstrated the capabilities of Kinect to 
detect obstacles for the blind. On the other hand, several disadvantages will restrict the 
performance while detecting obstacles in practical, including a need of highly powered 
light and a very controlled light environment which leads to a big limitation in 
applications (Sergi et al., 2011).  
Time-of-Flight (ToF) cameras, measure the depth information of each pixel of the 3D 
scene by calculating the time-of-flight length of a near infrared light signal between the 
cameras and the objects. The ToF cameras have been invented since the beginning of 
2000s (Lange and Seitz, 2001), benefiting from the development of semiconductor 
technologies. One of their biggest advantages is acquiring precise pixel by pixel depth 
information of the 3D scene through only a single shot within a large field of view 
(normally its depth resolution at a millimeter level). Its high speed frame rate provides a 
chance to track moving objects as well. Those cameras can be illuminated by pulsed and 
eye-safe LEDs, rather than expensive laser devices. Besides, the 3D ToF cameras can 
work outdoor in a daylight condition with the help of suppression of background 
illumination (SBI) technology (Möller et al., 2005) and special optical filter. 
Due to the inherent advantages of ToF cameras (see Table 3.1), an amount of 
stationary applications mostly focus on real-time gesture/body movement interaction, 
body tracking, interactive games, 3D scene reconstruction (Fuehs and Hirzinger, 2008; 
Guímundsson et al., 2010; Van den Bergh and Van Gool, 2011). Whereas, a few 
prototypical systems using a ToF camera implement mobility aids, like (Bostelman et al., 
2006) for the wheelchair users. A recently finished European project, CASBliP, 
implemented a 3D ToF sensor in an array of 64x1 pixels, which is not enough to detect a 
large space (CASBliP, 2012), however. Several robotic systems and autonomous vehicles 
have employed the novel ToF cameras to detect obstacles, like in (Schamm et al., 2008). 
Fortunately, at present there are several commercial ToF camera products on the 
market which not only have higher image resolution (up to and above 200x200 pixel), 
but also combine with common digital colorful cameras. Those ToF cameras with high 
performance make it possible to develop a robust and effective obstacle detector for 
working in daytime and at night both. At the same time, in order to provide reliable 3D 
point cloud data, there do are a number of systemic errors and non-systemic errors 
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(including various noise signals) which should be considered while using ToF cameras 
(Sergi et al., 2011).  
Table 3.1 Comparisons of key features between Stereo Camera, Structured Light Camera 
and ToF Camera 
Specification Stereo Camera 
Structured Light 
Camera 
ToF Camera 
Depth of Field 
Base-line 
dependent 
Light-power 
dependent 
（Kinect: 
0.8-3.5m） 
Normally  
0.1-10 m; 
Depth Resolution 
Focal length and 
baseline 
Dependent 
(normally >1cm)
(Kytö et al., 2011)
(Kinect: at 2m 
distance, 1cm; 
beyond 4m distance, 
>5cm) 
(Andersen et 
al.,2012) 
At 0.1-3m, <1 cm;
At 3-7m, <2 cm; 
Image Resolution
High resolution 
Camera dependent 
Up to 204x204 at 
present 
Frame Rate 
Typically 25 fps. 
Camera dependent 
Up to 80 fps 
Processing Time Near real-time Near real-time Real-time 
Need of Marching 
Corresponding 
Points 
Yes Yes No 
Working at Dark 
Places 
No Yes Yes 
Working Outdoor Yes No Yes 
3.2.2 Representation of Obstacles 
Rendering information for the visually impaired has been attempted manifold through 
non-visual interfaces, from the early GUI design (Mynatt and Weber, 1994) to daily 
navigation systems (e.g. (Petrie et al., 1996; Loomis et al., 1998), and desktop-based 
mapping services like in (Schneider and Strothotte, 2000). Most of them depend upon 
acoustic perception, haptic/tactile perception, and the audio-haptic perception to 
represent graphic/spatial information. As one typical kind of spatial information, 
therefore, the obstacle information is represented via audio and tactile feedback in a large 
number of wearable/portable ETAs.  
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 Acoustic Representation of Obstacles 
The acoustic representation of obstacles is a low-cost method and applied widely (Kay, 
1974; Borenstein, 1990; Meijer, 1992; Hub et al., 2004; Aguerrevere et al., 2004; 
Sainarazanan et al., 2007; CASBlip, 2012). To notice users about involved attributes of 
obstacles via audio feedback, in generally, there are two main manners, which are 
non-speech/sonification and verbal descriptions like using text-to-speech (TTS).  
The Navbelt (Borenstein, 1990) translates the distribution layout of obstacles 
detected by ultrasonic sensors into a polar histogram, and played a virtual sound signal to 
indicate the direction of obstacles with different amplitudes. In particular, (Meijer, 1992) 
described a novel image-to-sound conversion, which generates corresponding frequency 
and amplitude of audio signals from images captured by digital video cameras. 
Frequency and amplitude variations inform about obstacle spatial cues. Due to various 
frequency and amplitude of sound, for users it is difficult to distinguish each of them, 
and difficult to obtain accurate distance and direction of obstacles, even after a long-term 
training. 
Additionally, (Aguerrevere et al., 2004) generated 3D specialized sounds to represent 
the layout of obstacles, according to the detected distance and orientation by multiple 
sonar sensors. In (Sainarazanan et al., 2007), a captured scene image was mapped into a 
special sound pattern and transferred to the left and right earphone respectively with 
corresponding amplitude and frequency. Even if the 3D stereo sound would indicate the 
rough direction of obstacles, it’s still too hard to inform users about the precise distance. 
Interestingly, Hub (Hub et al., 2004) proposed to use the TTS to inform the color of 
objects/obstacles, rather than the distance or orientation.  
Obviously, the auditory user interface is simple and low cost; however, it is difficult 
to describe the spatial information of obstacles (e.g., the layout of obstacles) and 
scenarios precisely and explicitly. Most importantly, the constant auditory output will 
interfere with hearing to sense the physical world, that might lead visually impaired and 
blind users in dangerous situations. 
 Haptic Representation of Obstacles 
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By comparison with the auditory output, the haptic representation of obstacles can allow 
users to obtain tactile obstacle information and hear environmental sound at the same 
time. Thus, a great number of ETAs offer haptic representation of obstacles with the help 
of various stimulations on the different parts of users’ bodies, from head to foot. 
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As a popular user interface applied in many ETAs, wearable vibrotactile displays 
represent non-visual information against human’s skin through built-in vibrators. A 
haptic glove (Zelek et al., 2000) has one vibration element on each finger of a hand, and 
simply indicated the direction of obstacles by vibrating the corresponding finger, for 
instance, the middle finger mean “straight ahead”. (Erp et al., 2005) investigated the 
methodologies how to use a vibrotactile waist belt, to encode the spatial direction 
through activation of corresponding vibrators, and the distance through different 
vibration rhythms. Similarly, the NAVI project (Zöllner et al., 2011) makes use of a waist 
belt with only 3 vibrators. It appears that the 3 vibrators are not enough to indicate 
precise orientation of obstacles. Therefore, a matrix of vibrators integrated in a complex 
display enables to render more information. For example, vibration patterns are proposed 
to represent the spatial location of obstacles via 4 by 4 tactors equipped in a vest 
(Johnson and Higgins, 2006; Dakopoulos and Bourbakis, 2009) and a handle (Shah et al., 
2006), respectively.  
However, those available ETAs only can represent one obstacle information each 
time, and fail to render multiple obstacles at the same time. Thus, it’s difficulty to inform 
the visually impaired with the overview obstacle distribution, and allow them to plan for 
an optimal detour to avoid obstacles effectively, specially in an area with clustered 
obstacles, as the sighted avoid obstacles in advance by visual perception. It is unclear 
how visually impaired users avoid obstacles once they can learn about the spatial layout 
of the surrounding obstacles in a large range, like 7 meters.  
3.2.3 Commercial ETAs 
In addition to the above related academic work, there are several commercial ETA 
products on the market as well. Compared with the research prototypes, these products 
can only provide a few of functions, and with simple user interfaces.  
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The commercial UltraCane (UltraCane, 2012) (ca. 750€) is equipped with two 
ultrasonic sensors. It informs users whether there is an obstacle approaching by two 
vibrating buttons located on the handle of the white cane, whereas, the cane is too heavy 
for users to walk a long distance. The iGlasses Ultrasonic Mobility Aid (iGlasses, 2012) 
(ca. 100€) is a lightweight glass frame based product, which focuses on detecting 
obstacles over waist but neglects the dangerous drop-offs, e.g., stairs and holes. The 
ultrasound based K-Sonar Cane (K-Sonar Cane, 2012) (ca. 230€) can be attached on a 
common white cane, and inform the environment via “tone-complex” sounds. The hand 
held ultrasonic obstacle detector Miniguide (Miniguide, 2012) (ca. 380€) can vibrate 
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when an obstacle is detected in its range. The ultrasonic sensor is a low cost and simple 
solution, however, it is hard to detect small obstacles (e.g. a small hanging pole) and the 
drop-off points, such as holes, steps and curbs.  
Additionally, there are a few commercial products based on infrared sensors, like 
Mini-radar (ca. 350€). Due to the expensive cost, laser sensors haven’t been applied in 
products widely. The performances of infrared/laser based products are highly restricted 
by the narrow FoV of the light beam. Laser scanners and ToF cameras both can detect a 
large FoV. By comparison with laser scanners, the off-the-shelf ToF cameras might be 
more promising due to not only their affordable price (300€), but also obtaining the 
real-time 3D scene by only one shot rather than by scanning point by point. The cost of 
such ToF cameras will be reduced in the coming future as the development of 
manufacturing technologies and the marketing competition by the leading providers, 
such as PMD Tech (PMD Tech, 2012), SwissRanger (MESA, 2012), Panasonic 
(D-Image, 2012), SoftKinetic (SoftKinetic, 2012) and Fotonic (Fotonic, 2012). 
3.3 A Haptic 3D Obstacle Detector System 
In this section, a proposed haptic 3D obstacle detector system, namely 3DOD, is 
presented in detail from system design to evaluation with blind users.  
3.3.1 System Overview & Analysis  
To detect and represent the distribution of a cluster of obstacles, the proposed 3DOD 
system applies a 3D ToF camera and a tactile pin-matrix display. The 3DOD system 
consists of two main parts: the obstacle detection module and the non-visual obstacle 
representation module. In the obstacle detection module, apart from an algorithm to 
capture depth maps, there is a density-based obstacle clustering algorithm to obtain not 
only precise distance and orientation of obstacles, but also the detailed attributes, such as 
their types (i.e. hanging, drop-off or ground based obstacles), width and height.  
In the obstacle representation module, for avoiding interference with users’ hearing, 2 
kinds of haptic devices are used to notify users of obstacles (see Figure 3.1). Firstly, a 
hand-held Wii remote controller15 with a built-in vibrator immediately warns users of 
nearby obstacles. For this, the Wii controller has been integrated into a white cane by 
replacing the original handle. Secondly, to support users in their exploration of the spatial 
layout of surrounding obstacles, a novel portable pin-matrix display (a matrix of 30 x 32 
pins) is applied. The display can be put into a bag around user’s waist. Furthermore, a set 
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of tactile obstacle symbols has been designed to inform users about the attributes of 
surrounding obstacles, such as: type, width and height. In the center of the tactile display, 
an assistant reference grid can help users find distance and direction of obstacles quickly.  
 
Fig. 3.1 Components of the 3DOD system (a) A subject wears the 3DOD system; (b) 3D 
ToF camera; (c) a portable pin-matrix display; (d) a portable computer. 
3.3.2 Analysis of Obstacle Detection Module 
In theory, the 3D ToF camera can be mounted at different parts of the body, from the top 
of the head down to the waist. However, it is not recommended to attach the camera to 
the legs due to movement and the interference of swinging canes. With regard to the 
available range of those similar systems, Figure 3.2 illustrates several main factors which 
limit the area detected, while walking with a common white cane. There are two dead 
zones which can’t be detected by the 3D ToF camera and the cane. Generally, to make 
the length of the lower dead zone as short as possible it can adjust either the height or the 
horizontal angle of the camera. Note that, this study focuses on the solution of 
adjustment of the camera height, and the camera angle is always horizontal.  
39 
Equation 3.1 describes how to calculate the horizontal length of the lower dead zone, 
where D_Lower is the horizontal length of the dead zone, H is the height of the 3D ToF 
camera fixed on the body and α means the vertical FoV of the camera, while L is the 
length of the white cane. Equation 3.2 calculates the horizontal length of the upper dead 
zone, where T notes user’s tall.  
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For bland and visually impaired people both of the two dead zones are dangerous, as 
curbs, holes or other drop-offs appear in the lower dead zone, while in the upper one 
there are hanging obstacles. Hence, it is better to reduce their length as much as possible. 
According to the Equation 3.1 and Equation 3.2, the lengths of the two dead zones is 
impacted mainly by the height of the camera mounted (H), since α, L and T are 
unchangeable variables. When increasing H by mounted higher, the length of the upper 
dead zone becomes shorter, but the length of the lower one will be longer. It’s important 
to balance the two situations together in such a system.  
 
Fig. 3.2 The area detected by a 3D ToF camera mounted at a fixed height 
40 
The average adult male height and adult female height in Germany are 1.78 meters 
and 1.65 meters, respectively (Bundesamt, 2011). The average adult European human 
knee height is about 0.52 meters (Fullenkamp et al., 2008), and the average adult 
European human waist height is about 1.04 meters (Weinger et al., 2010). The length of a 
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common long cane is from 0.9 meters to 1.8 meters. Table 3.2 describes the length of the 
lower dead zone when the camera is mounted at different levels and canes with different 
lengths are used. Generally, the length of the dead zone increases as the height of the 
camera increases. Table 3.3 demonstrates the length of upper dead zone when the camera 
is placed at different levels, and the length is not impacted by the length of the cane. It 
will be uncomfortable for female users if the camera is mounted at chest level.  
Table 3.2 The length of the lower dead zone (D_Lower) when the camera is mounted at 
different levels 
Cane length 
(m) 
At knee level 
(H=0.52m) 
At waist level 
(H=1.04m) 
At head level 
(H=1.65m) 
0.9 0.53 1.96 3.63 
1.2 0.23 1.66 3.33 
1.5 0 1.36 3.03 
1.8 0 1.06 2.73 
Table 3.3 The length of the upper dead zone (D_Upper) when the camera is mounted at 
different levels16 
At knee level 
(H=0.52m) 
At waist level 
(H=1.04m) 
At head level 
(H=1.65m) 
3.1 1.68 0 
In addition to detecting nearby drop-offs, hanging obstacles should be detected by an 
ETA as well. Figure 3.3 shows how to detect a hanging obstacle with a 3D ToF camera, 
and Equation 3.3 calculates the height of obstacles detected. Where h is the height of the 
hanging obstacle, H is the mounted height of the camera, and α is the vertical FoV of the 
camera, while d is the horizontal distance to the obstacle. Obviously, the capability of 
detecting hanging obstacles depends upon H and d, except the fixed parameter of the 
vertical FoV.  
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Table 3.4 shows the maximum detectable height of hanging obstacles in different 
distances, when the camera is mounted at a knee level, at a waist level and a head level 
accordingly. It is not suitable to equip the cameras on legs or knees, due to the unstable 
movement of the camera while walking. 
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Fig. 3.3 The scenario for detecting a hanging obstacle by a 3D ToF camera 
Table 3.4 The maximum detectable height of hanging obstacles at different distance17  
Obstacle Distance: d (m) 
At knee level 
(H=0.52m) 
At waist level 
(H=1.04m) 
At head level 
(H=1.65m) 
0.5 0.7 1.22 1.83 
1.0 0.88 1.4 2.01 
1.5 1.07 1.59 2.2 
2.0 1.25 1.77 2.38 
3.0 1.61 2.13 2.74 
4.0 1.98 2.5 3.11 
Moreover, it’s also important to analyze the impact of the dead zones while walking 
at different speeds, as well as the implications caused by slow and fast moving objects. 
Figure 3.4 illustrates a schematic diagram to show the detection of static drop-offs (e.g. 
curbs) and moving objects (e.g. pedestrians and cyclists).  
Ideally, the drop-off obstacles should be alarmed before they enter the lower dead 
zone. Inequation 3.4 and 3.5 indicate the maximum walking speed to ensure that the 
drop-offs can be detected beyond the end of the dead zone. Where Vu is a user’s walking 
speed, TP denotes system processing time for warning users and TR states users’ reaction 
time when presented with acoustic or haptic warning messages. (Erp et al., 2001; and 
Chang et al., 2011) found that reaction time on simple haptic signals (e.g. turn left or 
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right) was about 1 second. Therefore, on the assumption that TP takes 0.2 second, TR 
needs 1 second.  
                          DLRVTT uRP                     (Inequation 3.4) 
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Fig. 3.4 A schematic diagram of detecting drop-offs and moving objects 
Table 3.5 Users’ maximum walking speed (meters/sec) while detecting drop-offs  
Camera range 
(m) 
At knee level 
(H=0.52m) 
At waist level 
(H=1.04m) 
At head level 
(H=1.65m) 
3.5 1.73 0.54 0 
5.5 3.39 2.20 0.81 
7.5 5.06 3.87 2.47 
10 7.14 5.95 4.56 
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Table 3.5 calculates user walking speeds when cameras with different ranges are 
mounted at different levels. Under the premise of successful detection of drop-off 
hazards, users’ walking speed can increase when the range of the camera applied 
increases. The Kinect camera whose range is 3.5 meters, will not detect the drop-off 
points. A camera ranging 7.5 meters while being worn at waist level (about 1.04 meter), 
will support a maximum Vu of around 3.96 meters/sec which is faster than the average 
pedestrian walking speed (Ca. 1.25 meters/sec) (Knoblauch et al., 1996). This means the 
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lower dead zone can be neglected for static drop-off points for users move within a 
normal walking speed. 
Daily outdoor scenarios, involve a number of moving obstacles especially on 
sidewalks, like pedestrians or cyclists. To prevent collisions with these moving objects, 
specifically objects moving in the opposite direction, ETAs should monitor the scenarios 
dynamically so as to inform users before collisions occur, as illustrated in Inequation 3.6, 
where Vm denotes the speed of objects moving in an opposite direction. When users walk 
at an average speed (1.25 meters/sec), TP and TR are 0.2s and 1s respectively, and the 
range of the camera employed equals 7.5 meters, then the maximum Vm is 5.0 meters/sec, 
this means the camera is able to detect low speed objects moving in an opposite direction. 
Naturally, it will be possible to warn users of high speed objects as the working range of 
3D ToF cameras improve into the future.   
                              RVVTT muRP  )(                  (Equation 3.6) 
As the analysis above describes, the proposed 3DOD system makes use of an 
off-the-shelf 3D ToF camera which can detect objects up to 7.5 meters away. Due to its 
size and weight (about 1 kilogram) the camera is suitable to place at head level. Thus, the 
camera mounted at the waist level in the 3DOD system (see Figure 3.1 (a)), the camera is 
able to detect drop-offs and hanging obstacles simultaneously. With the improvement of 
hardware in the future, 3D ToF cameras with a wider FoV would be able to detect a 
larger area and also reduce the length of the dead zones. 
3.3.3 3DOD System Component 
(1) 3D ToF Camera18 (see Figure 3.1 (b)): transmits 808nm near infrared beams 
and gathers direct distance pixel by pixel (a matrix of 160 x 120) at a millimeter level 
accuracy, and supports maximum frame rate at 50 Hz. Meanwhile, it enables detection of 
a range within 7.5 meters and within a large field of view (70˚ horizontally and 50˚ 
vertically). Specifically, its optical filter and related technologies ensure its performance 
in an outdoor environment.  
(2) Mobile HyperBraille Display19 (see Figure 3.1 (c)): has an array of 30 x 32 
pins which are raised by piezoelectric actuators and a capability of high-speed data bus 
to refresh the whole screen rapidly (typically 5 Hz). The display is touch-sensitive, and 
                                                        
18 The camera is produced by the Swedish manufacturer FOTONIC (Model: FOTONIC B70). 
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19 The display is provided by the German based Metec AG, detailed descriptions on 
http://www.metec-ag.de/, last access on 18th Jan.2013. 
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its weight is ca. 600 grams. The height of a raised pin is 0.7 millimeters, and the space 
between each pin is 2.5 millimeters. Benefitting from its low-power consumption, the 
common USB cable can supply not only the data but also the power.  
(3) Wiimote Cane: is an enhanced white cane, which integrates one Wii remote 
controller inspirited by Schmitz (2010). In addition to its multiple buttons as a basic 
input channel, its built-in vibrator and speaker are an easy way to represent information 
via a non-visual interface.  
(4) Others: a mobile power unit for the 3D ToF camera; a portable computer 
(with 2.1G Hz CPU and 4GB RAM) runs the 3DOD system as a host machine to control 
other components. The computer is connected with the camera and the tactile display via 
USB cables, while the cane is connected via wireless Bluetooth. 
3.3.4 System Work Mode 
The 3DOD system has two different work modes, according to a human’s two basic 
walking behaviors: constant moving and intermittent pausing. The first mode is an 
inspection mode used to obtain the present scene and triggered by the user manually 
while stopping moving. The second mode is a constant walking mode which updates 
information by constantly monitoring the surroundings and warns users automatically. In 
addition, users can switch conveniently between the two modes at any time.  
Inspection Mode: When users press the “A” button on the Wiimote cane, the inspection 
mode is launched (see Figure 3.5). After processing the point cloud data captured by the 
3D ToF camera, the pin matrix display renders obstacles according to their properties 
(e.g. distance, direction, size, or type). When an obstacle comes within 2 meters the 
Wiimote cane will vibrate, for about 500 ms, to warn users. The mode only presents one 
static frame. 
45 
Walking Mode: When users press the “B” button on the Wiimote Cane, the system will 
be in the walking mode to detect obstacles automatically (see Figure 3.6). The walking 
mode will be paused until obstacles appear within 2 meters, and then warn users by the 
Wiimote cane immediately and represent the layout of obstacles through the tactile 
display. Otherwise, the system will constantly detect the environments. Note that, the 
tactile display is not always refreshed, on in the case that obstacles are within 2 meters. 
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Fig. 3.5 The flow chart of the Inspection Mode 
 
Fig. 3.6 The flow chart of the Walking Mode 
3.3.5 Detection of Obstacles  
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Thanks to the 3D ToF camera, the system is able to detect a large portion of the 
surrounding environment. Users are also concerned with the features of obstacles, such 
as: distance, orientation, floor-based or hanging objects, as well as the distribution of 
nearby obstacles (since those detailed spatial cues might help users to make more precise 
judgments and thus decide on appropriate movements in advance), rather than raw 3D 
point cloud data. Because of this, it is necessary to acquire these cues by processing the 
3D point cloud data. 
Chapter 3 Haptic 3D Obstacle Detector 
Pre-processing of raw point clouds is mandatory (e.g., calibration, noise filtering) 
before classifying and gathering detailed obstacles’ attributes. An efficient density-based 
spatial clustering algorithm, called RBNN, focuses on object segmentation of 3D laser 
scanned data for a mobile robot (Klasing et al., 2008). In brief, the algorithm tries to 
merge nearest neighboring points to shape objects through two pre-defined parameters, 
the clustering radius  and the minimum number of points in one cluster (minimum 
number of points). The 3DOD system extends the core data model of the RBNN 
algorithm to cluster obstacles, in order to improve the speed of calculation. RBNN works 
on a linear array generated by a laser scanner and the 3DOD system develops an 
enhanced method which is capable of processing a two-dimensional array captured by 
3D ToF camera in one shot. 
In addition to using a 2D array to store the 3D point cloud data, Figure 3.7 indicates 
the definition of the system coordination, in which the center of the lens is its central 
point, the Z axis marks the distance to points detected, while the X, Y axes identify 
relevant 2D positions.  
 
Fig. 3.7 The predefined coordination system of the 3D ToF camera  
The modified clustering algorithm is programmed in Microsoft VC++, by using the 
open source ANN library20 to search nearest neighboring points. Figure 3.8 illustrates a 
brief processing and detection of 3 ground based boxes, in which the boxes and the floor 
are identified respectively after processing of the segmentation algorithm. At the end of 
clustering each frame, the detection module calculates detailed spatial information of 
obstacles one by one, including distance, orientation, boundary, and the number of points 
contained which indicates the real size of obstacles. By calculating the distance between 
the bottom of obstacles’ boundary and the floor layer, it is possible to find out whether 
obstacles are on the floor or hanging at a certain height. When the distance is a positive 
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value, then the obstacle is a floor-based one, or a hanging obstacle. Otherwise, it can be 
identified as a drop-off point such as stairs, or a hole in the ground.  
 
Fig. 3.8 A brief processing to detect 3 grounded boxes  
 
Fig. 3.9 The designed layout of obstacles on a pin-matrix display 
3.3.6 A Tactile Representation of Obstacles 
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To present a spatial layout of obstacles for the visually impaired, a special obstacle 
arrangement (see Figure 3.9) and a set of tactile obstacle symbols (see Figure 3.10) are 
proposed. It represents a cluster of obstacles within 4 meters on the pin-matrix display, 
and a central reference grid will assist users quickly to distinguish the collisions within 2 
meters or over 2 meters, as well as the rough orientation of obstacles, i.e., to the left, to 
the right or just ahead.  
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Additionally, since it is time-consuming to find out whether there is an obstacle by 
touching throughout the tactile display, the 3DOD system employs the Wiimote Cane to 
inform users immediately and reduce users’ cognitive load by an instant vibration once 
obstacles are closer than 2 meters. This way, the tactile display doesn’t need to represent 
each frame, which will extend its service lifetime highly. 
 
Fig. 3.10 A set of tactile obstacle symbols (black points mean raised pins and hollow 
circles mean lowered pins on a pin-matrix display) 
3.4 A Pilot Study of 3DOD  
In the following section, a pilot study will be presented to evaluate the proposed 3DOD 
system with blind users. The study compares participants’ performance to avoid various 
obstacles while using a common white cane and the 3DOD system.  
3.4.1 Participants  
Six legally blind participants (3 female and 3 male) were recruited the pilot study, their 
profile is shown in Table 3.6. 3 participants (P1, P3 and P6) were born blind. All of them 
had no other disabilities. Their mean age was 33.7 years-old and their occupations were: 
student, teacher, software tester or lawyer. All of them had no experiences on commercial 
ETAs, such as ultrasonic canes, mostly using white canes or guide dogs in daily life. 
Among them, P2 became visually impaired recently, whose Braille skill was at a 
beginner level, while others were more experienced with Braille.  
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3.4.2 Procedure  
Since it is the very first time for the participants to make use of the proposed 3DOD 
system, a series of sub-tasks in sequence have been undertaken, consisting of a systemic 
training, a warm-up test for becoming familiar with the system, a real trial in 2 scenarios 
with various obstacles, and a post-questionnaire for obtaining user feedback. Within each 
practical sub-task, the two parameters of the clustering algorithm, the threshold  and 
Min.Pts, were set at 10 cm and 100 respectively. Before the evaluation the participants 
were told they could leave at any time if they felt too difficult and there was no deadline 
to finish the sub-tasks. In order to analyze their behavior after the evaluation, video 
recording was permitted while undergoing the test.  
Table 3.6 The participants’ profile in the evaluation of the 3DOD system 
# Gender Age Blind Level Blind History Job Travel Aids
P1 Female 49 Blind Born Blind 
Software 
tester 
Cane & 
Guide dog 
P2 Female 46 Low Vision 3 years ago 
Retired 
teacher 
Cane& 
Guide dog 
P3 Female 29 Blind Born Blind 
Social 
teacher 
Cane 
P4 Male 
19 
 
Low Vision 6-7 years ago
College 
Student 
Cane 
 
P5 Male 36 Low Vision 8 years ago Lawyer Cane 
P6 Male 23 Blind Born Blind 
College 
Student 
Cane 
 
(1) 3DOD System Training 
The 3DOD system training contains two parts: Firstly learning the tactile obstacle 
symbols, and secondly introducing the whole 3DOD system and training how to use the 
system in the walking mode and the inspection mode. All of the subjects’ questions were 
answered patiently and elaborately during the training period. 
The designed tactile obstacle symbols were produced using a commercial embossing 
Braille printer21 so that each symbol could be taught in detail. The second part of the 
3DOD system training focused on teaching the subjects the practical skills on how to 
control the system, such as the use of the “A” and “B” buttons to trigger the inspection 
mode and the walking mode respectively. The tactile feedback was another important 
point they had to learn. At first, they experienced an active warning message from the 
vibrating Wiimote Cane, which indicated at least an obstacle was within a 2 meter radius. 
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After that, subjects were guided to touch the layout and recognize the tactile symbols on 
the pin-matrix display. They were also taught to use these skills to locate obstacles, as 
well as the open space between obstacles.  
(2) Pre-test with 3DOD System 
To further familiarize the subjects with the 3DOD system, two separate pre-tests were 
prepared to follow the training task. The first test was examining the level to understand 
and remember the tactile obstacle symbols after the short amount of training time. Six 
symbols (see Figure 3.11) were printed out. In the tests subjects were asked to identify the 
different symbols one by one, and the time spent and their results were recorded.  
 
Fig. 3.11 The 6 tactile symbols in the pre-test 
The second task was that let subjects learn about spatial information, like locating an 
obstacle on the tactile display in the inspection mode and then later avoiding it in the 
walking mode finally. A paper box (42 x 40 x 52 cm) was erected on the floor in the 
distance of 2.1 meters at about 11 o’clock. Since blind individuals are familiar with the 
clock system in O&M trainings, the participants should point out the distance and precise 
orientation of the box in the way of the clock system. In addition to their reports on 
spatial information, their performances to avoid the box were documented while walking, 
whether avoiding successfully or not. 
(3) Formal Evaluation 
After the preparation above, the formal trials were conducted in a large lecture hall (about 
10 x 16 meters) after removing tables and chairs. There were two unique scenarios in the 
formal trials, and each scenario was set up in the same way with 12 objects, including 3 
chairs, 1 long table, 4 hanging boards, 1 hanging balloon, 1 thin pole, and 2 boxes (see 
Figure 3.12). These objects were placed at different locations in the two scenarios.  
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The participants’ tasks were to go through the pre-set obstacle zones in the two 
scenarios, by using a common white cane and the proposed 3DOD system respectively, so 
as to compare these two tools. In addition to the different arrangement of the 12 objects, 
Scenario 1 and Scenario 2 differed in the location of their starting point and end point 
(see Figure 3.13 and Figure 3.14). At the end point, a speaker was placed to play light 
music, which reminded the blind subjects where the destination was during the tests. 
Most obstacles were arranged close to the direct line between the starting and end points. 
 
Fig. 3.12 The formal test environment in a lecture hall 
 
Fig. 3.13 The arrangement of 12 obstacles in Scenario 1(left) and Scenario 2 (right) 
Table 3.7 Participants’ arrangements in the formal trials 
# Scenario 1 Scenario 2 
P1 White Cane 3DOD 
P2 3DOD White Cane 
P3 3DOD White Cane 
P4 White Cane 3DOD 
P5 White Cane 3DOD 
P6 White Cane 3DOD 
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The participants were assigned to start the test in Scenario 1 or Scenario 2 using 
either only their white canes or only the 3DOD system (see Table 3.7). Before each field 
test, they were asked to point out the correct direction of the destination while at the 
starting point. Related results were noted, such as location of stoppages, and how many 
obstacles were hit or avoided. 
(4) Post-Questionnaire 
At the end of the pilot study, each participant took part in a post-questionnaire to give 
their feedback. It consisted of eight 5-point scale questions (scale of 1 low to 5 high) and 
three open questions, which were listed as following. The original questions were in 
German.  
Q1: How easy was it to remember the symbols? 
Q2: How easy were symbols discriminated? 
Q3: How helpful was it to locate obstacles by the central reference grid?  
Q4: How easy was it to understand the distance on a pin-matrix display?  
Q5: How easy was it to understand the direction?  
Q6: How helpful was it to know the distribution of obstacles on a pin-matrix display?  
Q7: How do you like the warning messages in walking mode when an obstacle 
comes within 2 meters?  
Q8: How do you rate the whole system?  
Q9: What are your exact methods to use the system?  
Q10: Which features didn’t you like in the system?  
Q11: What are your suggestions for improving the system? 
3.4.3 Results 
Each subject spent about 2 hours completing the above sub-tasks. The results presented 
in the following, were calculated by analyzing notes and video recordings after the 
completion of the tests by all of the participants. 
(1) Distinguishing tactile obstacle symbols 
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In the training of the tactile obstacle symbols, the participants took a short time (Mean: 3 
min 24s) to learn the symbols, and finished the first part of the pre-test quickly (Mean: 2 
min 23s) while identifying the 6 symbols. To measure the accuracy of distinguishing 
those symbols, each attribute (i.e. type, width and height) would be counted equally. In 
other words, if any one attribute was reported incorrectly, one error would be 
3.4 A Pilot Study of 3DOD 
accumulated for the subject. Therefore, the P2, P3 and P5 made 5, 6 and 2 errors 
respectively, while the other 3 had no errors. This resulted in a high mean accuracy of 
87.8% (see Figure 3.14). These errors mainly occurred when pointing out the attributes 
of width and height. Due to less experience on Braille, P2 had several errors. However, 
there was no clear reason why P3 made 6 errors. 
Accuracy (in %) to identify 6 symbols
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Fig. 3.14 The accuracy of identification of obstacle symbols in the pre-test 
(2) Acquiring spatial information of surrounding obstacles 
In the second part of the pre-test for locating the paper box, in the inspection module all 
of the subjects would not only find out the symbol on the tactile display, but also explore 
the detailed spatial relationship between themselves and the box, like the distance and 
direction. As shown in Table 3.8, most of the subjects reported the presented obstacle to 
be within 2 meters at the direction “11:00” or “10:30” clock. The ground truth is that the 
box was laid at about 11 clock and 2.1 meters in depth. Furthermore, all of them 
successfully avoided the box while moving through the walking mode.   
Table 3.8 Participants’ feedback about the spatial relationship to the targeted box 
Participant
# 
Distance 
(meter) 
Orientation 
(clock) 
P1 2.0 11:00 
P2 1.5 11:00 
P3 2.5 12:00 
P4 2.0 10:30 
P5 2.0 11:00 
P6 2.0 10:30 
Mean 2.0 11:00 
 
54 
 
Chapter 3 Haptic 3D Obstacle Detector 
(3) Performance of obstacle avoidance in formal-trials 
Table 3.9 and Table 3.10 illustrate the subjects’ performance in the two scenarios with a 
white cane and the 3DOD system. In addition to the time spent on going through the 
obstacle zones, the two tables describe how many decision points they needed and how 
many obstacles they hit (including hanging obstacles). At each decision point, the 
subjects would discover approaching obstacles (by white canes or the 3DOD system) and 
need to stop walking, in order to decide the next direction, i.e. turn left or turn right. 
When using the 3DOD system it was found that subjects needed fewer decision points 
(mean 2.50 points/route) than when using a white cane (mean 4.83 points/route). There 
was a difference (p = 0.017 < 0.05 while t = 3.50 and df = 5) found about the number of 
decision points while using the two tools by the t-test (at the 95% confidence level).   
Table 3.9 Subjects’ performance with white canes22  
# Scenario 
Decision 
Point* 
All 
Hits** 
Hit 
Hanging***
Time (s) 
P1 S1 5 2 2 27 
P2 S2 5 1 1  19 
P3 S2 3 1 1 43 
P4 S1 6 3 2 26 
P5 S1 6 3 2 25 
P6 S1 4 2 2 35 
Mean 
[SD] 
- 
4.83 
[1.17] 
2.0 
[0.89] 
1.67 
[0.52] 
29.17 
[8.49] 
Table 3.10 Subjects’ performance with the 3DOD system 
# Scenario 
Decision 
Point* 
All 
Hits** 
Hit 
Hanging***
Time (s) 
P1 S2 1 0 0 62 
P2 S1 2 0 0 92 
P3 S1 3 1 1 139 
P4 S2 2 0 0 102 
P5 S2 4 0 0 161 
P6 S2 3 0 0 95 
Mean 
[SD] 
- 
2.50 
[1.05] 
0.17 
[0.41] 
0.17 
[0.41] 
108.5 
[35.62] 
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The subjects hit many more obstacles when using the white cane (Mean: 2.0) than 
when using the 3DOD system (Mean: 0.2), in fact, subjects hit all of the hanging 
obstacles on their way when using the white cane. The t-tests (at the 85% confidence 
level) indicated there was a significant difference (P = 0.007 < 0.01, while t = 4.4 and df 
= 5) between with the 3DOD system and white canes in avoiding hanging obstacles. 
Despite hitting the objects frequently, subjects would walk faster with white canes 
(Mean: 9.17s) than with the 3DOD system (Mean: 108.5s). As observed in the tests with 
the 3DOD system, participants spent much more time on exploring obstacle symbols 
presented on the tactile display than walking. Due to the different detours chosen and 
skills on reading obstacle symbols in the 3DOD system, the subjects had fairly varied 
total spending times (SD: 35.62), like P1 used 62s but P5 took 161s in Scenario 2.  
Furthermore, as shown in Figure 3.15 and Figure 3.16, the subjects were able to 
choose different detours while walking with white canes or the 3DOD system from the 
starting points to the end points. White cane users often walked through the narrow 
diagonal areas directly leaded to the end points. However, except having fewer decision 
points, these 6 participants had larger walking active areas to plan routes with the help of 
the 3DOD system, than while using a white cane.  
56 
Within the period of the formal trials, P3 and P5 were observed that they frequently 
touched the tactile display while walking even there were no warning messages. It was 
also noted that, since one of the hanging pieces of cardboard was rotating and had too 
few reflection infrared points, the 3DOD system failed to report the closing obstacle in 
time, which led P3 to hit the hanging cardboard.  
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Fig. 3.15 The participants’ detours in Scenario 1 (P2 and P3 used 3DOD, and others used 
white canes) 
 
Fig. 3.16 The participants’ detours in Scenario 2 (P2 and P3 used white canes, and others 
used 3DOD) 
(4) User feedback  
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All of the participants took part in the post-questionnaire after the above procedures, and 
provided their feedback on the proposed 3DOD system, as well as possible 
improvements for the future. Figure 3.17 shows their ratings on the first eight 5-scale 
questions. By and large, they presented their positive experience on the whole 3DOD 
system, specifically in Q6 and Q7. On the one hand, the participants agreed the obstacle 
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symbols were easy to remember (Mean: 4.3), the central grid was helpful (Mean: 4.5), 
and acquiring obstacle orientation was easy (Mean: 4.5). On the other hand, they 
reported the set of tactile obstacle symbols was not very easy to distinguish in Q2 (Mean: 
3.7), like the attribute of height and width. Additionally subjects found it difficult to 
perceive the distance of obstacles through the tactile display in Q4 (Mean: 3.8). 
Mean Rating on the first 8 questions
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Fig. 3.17 The mean ratings about the 3DOD system in the post-questionnaire 
While responding to the remaining three open questions, they described their usage 
strategies and provided suggestions for the proposed system patiently. In the walking 
mode, all of the subjects reported they walked until a warning message was generated by 
the Wiimote Cane, upon noticing the warning they would stop and explore the tactile 
display to locate obstacles and plan their next direction. Sometimes they switched the 
inspection mode on to ensure the next step before moving. At the same time, some of 
them reported they firstly touched to display to find out the central reference grid where 
the 2 meters boarder line is, and then locate obstacles in 2 meters firstly and beyond 2 
meters in order, while exploring the surrounding environments on the pin-matrix display.  
Some participants complained the whole system was not comfortable, due to the 
multiple and heavy components. Additionally, they pointed out they were unable to walk 
fast since the system has a delayed updating period (about 1 second), and suggestions 
were made to improve this factor. 
3.4.4 Discussion  
(1) Exploration of Surrounding Obstacles:  
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The emerging pin-matrix displays are offering opportunities allowing the blind to read 
graphic based content, like figures. However, it’s still challenging to for users to acquire 
accurate spatial information only through raised or lowered pins. The evaluation results 
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indicated that the blind could precisely acquire the distance and orientation of obstacles 
from the tactile displays, even when considering the medium resolution of each pin 
(about 13 cm/pin). Meanwhile, by contrast to the proposed obstacle symbols and the 
reference grid, much more different tactile representation should be taken into account.  
From the evaluation above, users would independently and actively choose an 
effective and safe detour (with less decision points) by using the proposed 3DOD system, 
rather than directly walking to the end point in a diagonal direction by using white canes. 
It indicates that blind people have the capability to reconstruct cognitive maps of 
surrounding obstacles by reading the tactile obstacle distribution, even if they have to 
spend lots of time to explore on the tactile display.  
The increasing cognitive loads of 3DOD users will not only impact their walking 
speed, but could also cause safety risks because of the need to concentrate on the display. 
In the walking mode of the 3DOD system, users have to locate obstacles one by one 
again and again in order to find an optimal route by themselves. Aiming at reducing 
cognitive load towards fitting realistic usage, the walking mode should integrate a 
module to calculate the optimal detour automatically.  
Since all the subjects used the 3DOD system for the first time, and only had basic 
training over a short amount of time, they were not able to make use of the whole system 
fast and skillfully. For instance, P3 and P5 often reduced their walking speed and 
touched the display even without any warning messages. As some of the participants 
underlined that advanced skills acquired through more exercises, might be helpful to 
increase their walking speed.  
(2) Safety criterion 
Indeed, the 3DOD system requires much more time to finish the formal trials, when 
compared with the time it took for users of white canes. However, the criterion of safety 
should not be neglected while assessing a new ETA product because the main objective 
of an ETA is to help the blind travel independently, on the premise that users are safe. 
Theoretically, when compared to a white cane, a safe ETA should exterminate or at least 
reduce the recovery time (even after injury) resulting from head and torso collisions. 
(3) Reliable processing and robust performance 
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The safety of ETAs not only depends upon users’ correct usage, but also on reliable data 
processing of the surrounding environment. Each kind of range finder sensor has its own 
3.4 A Pilot Study of 3DOD 
limitations when sensing the environment, for example, an ultrasonic sensor is hard to 
detect curbs or holes. Similarly, the ToF cameras applied in 3DOD system fail to detect 
some materials which absorb infrared beams (e.g. dark black objects), and fast moving 
objects at close range. It’s important to ensure reliable processing of raw data, which is 
monitored no matter by ultrasonic sensors, digital colorful cameras or 3D cameras. 
Furthermore, a robust performance of 3D ToF cameras is needed to adapt to the 
complex but realistic scenarios. At present, the 3DOD system hasn’t reached the 
capability of recognizing various obstacles (e.g., stairs, doors), due to the huge 
challenges involved in developing a robust computer vision aid. Although the tactile 
obstacle symbols allow users to have an overview description of obstacles, like type and 
size, it is also impossible to be able to know what the obstacles are. The new recognition 
function integrated within ETAs will be beyond the current ETA capabilities and offer 
many more services for the blind in daily life. Current software such as the LookTel 
software23 on mobile phones allows camera-integrated identification of smaller objects, 
similarly the new generation of ETAs could focus on recognizing construction facilities 
(e.g. stairs, elevators, doors, etc) that could additionally indicate context environments. 
The 3DOD system employs a cane to reduce the dead zone. A possible problem with 
the cane was that it may sometimes lead to interference due to swinging in front of the 
camera. In practice, however, due to the camera’s positioning at waist lever (i.e., over the 
swinging of the cane), we observed that users didn’t suffer from cane swinging 
interference. One exception was P4 who suffered from interference once during his run. 
Even though the improved ToF cameras or other range finders are in many ways more 
capable than common white canes, it should be not appropriate to take away the white 
canes, without thinking about ethical and legal constraints.  
(4) Limitation: 
Despite the proposed 3DOD systems capabilities in exploring surroundings and planning 
detours while avoiding obstacles through end users’ evaluation, several limitations 
should also be brought to attention. Since the evaluation was conducted in an indoor 
lecture room it was difficult to consider drop-off points, like holes. The small horizontal 
angle of the camera which is not calculated in the system, might impact the results of 
spatial information of obstacles but not too much. Additionally, the static and designed 
lab evaluation was different to a realistic situation consisting of various complex 
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situations with both static and moving objects. More evaluations should be carried out in 
realistic environment in the future.  
3.5 Chapter Summary 
To improve mobility safety for blind people, in this chapter, a 3D obstacle detector 
(3DOD) is proposed, which employs an off-the-shelf 3D infrared ToF camera to detect 
the environment beyond the range of a white cane, and a portable tactile pin-matrix 
display to represent surrounding obstacles. In addition to an effective 3D point cloud 
processing algorithm to abstract nearby obstacles’ properties (e.g., distance, orientation, 
type and size), a set of tactile obstacle symbols is designed to present the updated 
scenarios on the 2D pin-matrix display.  
Moreover, an evaluation with blind users has been undertaken. In the evaluation, we 
compared users’ performance in avoiding obstacles with the proposed 3DOD system and 
with a common white cane. Users hit all of the hanging obstacles while walking with 
white canes, but most of them can avoid those hanging obstacles by using the 3DOD 
system. The evaluation conducted shows that blind users are able to make better detours 
to avoid cluttered obstacles when using the 3DOD system than when using a white cane. 
Despite this advantage however, it was observed that the 3DOD system required more 
time to complete the test courses.
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Chapter 4  
Interactive Audio-haptic City Maps 
4.1 Introduction 
In addition to ETAs, which empower the blind to avoid various obstacles at a micro-level 
mobility (less than 10 meters), assistive technologies are also needed that allow them to 
travel independently at a macro-level mobility (over 10 meters). The development of 
various maps for daily journey at a macro-level, have been evolving continually. From 
the ancient parchment maps to explore continents and lands, to the printed paper-based 
maps, and to today’s maps rendered on computers and mobile devices, the usages and 
functions of maps have been extended, as well as the information presented on these 
maps. For example, a digital city map represents enormous geographic data via visual 
perception such as satellite image layers, real-time traffic layers as well as graphic based 
route paths.  
Pre-journey tactile maps as one kind of accessible maps, allow blind and visually 
impaired people to learn about new areas, make pre-journey plans, and acquire their 
surroundings while navigating in unfamiliar regions. Since the 1960s, when Gilson 
(Gilson et al., 1965) pointed out the needs for tactile maps for the blind, a steady trickle 
of studies into both design and evaluation of tactile maps has been conducted.  
As the traditional tactile maps produced by hand (e.g., thermoform-based maps and 
swell paper maps) have a number of limitations, like requiring abundant man-power and 
time for producing and having no interactive features. In the last few decades researchers 
have been interested in implementing modern tactile map systems, which make use of 
various novel approaches by employing electronic devices and geographical information 
system (GIS) ( see survey papers by Almeida and Tsuji, 2005; Buzzi et al., 2011; Zeng 
and Weber, 2011; Koch, 2012). Those computer-based systems not only allow all 
functions provided by the traditional tactile maps, but additionally allow for a more 
enhanced experience via their accessible user interfaces.  
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In recent years, a number of novel pin-matrix displays have been developed, whose 
pins or dots can be raised up to represent information. A good example of this is, the
touch-enabled HyperBraille display consisting of a matrix of 60 x 120 pins (Völkel et al., 
2008a). Although several pin-matrix display based applications help blind people to read 
Braille information and access tactile graphics, there is no previous study about how to 
design and develop a tactile city map based on such a pin-matrix display, and how to 
make the tactile city map interactive, e.g., adding panning and zooming capabilities.   
Due to the intrinsic limitations of pin-matrix displays, specifically the low resolution 
and the only two pin status (i.e., raised or lowered), it is challenging to render a city map 
consisting of various geographic features on the HyperBraille display, let alone an 
interactive tactile city map. To solve the problems above related to Issue III, in this 
chapter, we propose a series of methods to develop an interactive pre-journey map 
system called HyperBraille Map (HBMap) on the HyperBraille display.  
The structure of this chapter is organized as follows: Section 4.2 surveys the existing 
tactile pre-journey maps; Section 4.3 addresses a preliminary study about how to design 
the tactile map symbols; the HBMap system is introduced in detail in Section 4.4; In 
Section 4.5 two studies with blind participants were conducted to evaluate the usability 
and accessibility of the HBMap system; and a summary is presented in Section 4.6.  
4.2 The State of the Art of Accessible Pre-journey Maps  
For decades, a large number of methods have been investigated to develop accessible 
maps for people who are visually impaired, as surveyed in (Perkins, 2002; Koch, 2012). 
In the following section, we survey previous studies about accessible pre-journey maps 
in depth, in terms of traditional tactile maps and computer-based tactile maps 
respectively.  
4.2.1 Traditional Static Tactile Maps 
Traditional tactile maps are produced with swell paper (or microcapsule), thermoform 
diagrams, Braille embossers or other similar technologies. Those tactile maps help the 
visually impaired learn about maps and establish mental maps on the concepts of spatial 
distance and orientation. A number of guidelines about how to design applicable tactile 
maps have been recommended (APH, 1997; Edman, 1992; Gardiner and Perkins, 2002). 
Edman described the design of tactile maps from the perspective of tactile graphics 
(Edman, 1992). Packs of map symbols are provided in the Nottingham Kit and the 
Euro-town-kit to promote standardization of tactile map symbols (James and Armstrong, 
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1976; Laufenberg, 1988). The international survey by Rowell and Ungar summaries 
recommendations on map size, tactile symbols, labels, legends and other map elements 
while producing traditional tactile maps (Rowell and Ungar, 2003b). Due to the limited 
haptic sensitivity of fingers, researchers conducted user experiments to investigate 
distinguishable lines and symbols in the design process (Jehoel et al., 2006; McCallum et 
al., 2006; Lobben and Lawrence, 2012). 
Most production methods of traditional tactile maps are manual and it is 
labor-consuming and time-consuming to produce a mass of maps. Thus, aimed at 
enhancing efficiency of map production, several approaches have been applied. The 
Tactile Map Automated Production (TMAP) project (Miele, 2004) creates large-scale 
tactile street maps for towns and cities in the USA by processing map data from a GIS. 
To Label street names on maps automatically as one of the most challenging tasks, a 
special labeling algorithm in the TMAP project has been employed and calculated the 
best position of street names in a large printed tactile map (Kulyukin et al., 2010). 
Additionally, the commercial Braille printers also enhance the efficiency to produce 
tactile maps, like the TIGER Braille embossers (Walsh and Gardner, 2001). 
Even though these semi-automatic methods improve the efficiency of map 
production highly, it is still difficult to present a great deal of map elements and related 
information on such traditional tactile maps. One reason is that their substrates don’t 
allow overlay map elements at the same place since that will destroy the map symbols. 
Secondly, owing to the limited size of substrates used (e.g., swell paper, and thermoform 
diagrams), it’s hard to contain a large number of geographic features.  
In the 1990s one of the most fruitful researches in this field was to investigate how 
traditional tactile maps can contribute the cognitive mapping of visually impaired 
children and adults (Jacobson, 1998; Espinosa et al., 1998; Blades et al., 1999). Ungar 
addressed blind users’ behaviors on map-memorizing strategies (Ungar et al., 1995), 
self-location (Ungar et al., 1996), as well as estimating distance on maps (Ungar et al., 
1997). The accomplished experiments in (Blades et al., 1999) indicate that tactile maps 
help visually impaired users to learn not only new routes in unfamiliar regions, but also 
environmental knowledge. In addition, comparing with sighted users who can constantly 
see the whole of the maps, tactile map users have less effective skills to encode and align 
map information, since they have to build up a mental image of the whole map by 
reading maps with fingers part by part.  
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In contrast with the traditional static tactile maps, computer-based tactile maps 
represent not only dynamic and detailed geographic data, but also an opportunity to 
allow users to explore maps interactively. There are a few modern accessible map 
systems only depended on auditory representation or haptic representation. Most of them 
combine both audio and haptic representation together, in order to overcome 
corresponding disadvantages. Through the audio-haptic maps, individuals who are blind 
can perceive spatial layout of maps via various tactile/haptic interactions, and acquire 
detailed geographical information via verbal or non-speech representation, like street 
names, building names, and the type of one point of interest.  
4.2.2 Auditory Representation of Map Data 
As a low cost and convenient method for presenting map data, the auditory 
representation has been employed in almost all computer-based tactile maps. In addition 
to acquiring geographical descriptions from synthetical TTS or human-spoken voice, the 
approach of non-speech sonification (Kramer et al., 1999) investigates to distinguish 
various categories of geographic features. The BATs map uses spatial auditory icons to 
indicate cities and forests by playing traffic sounds and sounds of bird chirping 
correspondingly (Parente and Bishop, 2003), and (Heuten et al., 2006) evaluated the 3D 
virtual sonification for water/lakers and parks while exploring city maps. Besides, the 
visually impaired would benefit from the sonification interface while reading indoor 
layouts (Su et al., 2010) or outdoor navigating (Wilson et al., 2007). Since the auditory 
user interface is out of scope of this research, only a brief introduction is included. 
4.2.3 Computer-based Tactile Pre-journey Maps 
Just as tactile maps produced with different materials (e.g., swell papers, PVC sheets), 
computer-based tactile maps have varied representations of geographic data through 
tactile interfaces as well. In terms of tactile user interfaces, the existing computer-based 
tactile pre-journey maps are classified into 4 typical categories, which are augmented 
tactile maps, virtual tactile maps, touch-screen based tactile maps, and pin-matrix display 
based tactile maps. 
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Augmented Tactile Maps 
Since the traditional tactile maps only can represent a few geographic information, and 
their users must have knowledge of Braille text, these maps can’t stratify users’ 
increasing requirements well. Thereby, the method of augmented tactile maps was 
proposed by Parkes in the NOMAD system (Parkes, 1988; Parkes, 1994). The main idea 
is to mount a paper-based tactile map on a touch-sensitive pad, and the system speaks out 
Chapter 4 Interactive Audio-haptic City Maps 
augmented audible geographic information while touching the map by fingers. Such 
systems require both tactile printers for producing maps, and touchable pads for inputting, 
like the AUDIO-TOUCH system (Lötzsch, 1994), the Talking Tactile Tablet system (TTT) 
(Miele et al., 2006), and the commercial product named IVEO tactile hands-on learning 
system24 on the market. 
In general, there are 4 basic steps needed to produce and utilize an augmented 
paper-based tactile map, as shown in Figure 4.1. At first, a manual method (Brock et al., 
2012) or an algorithm to automatically abstract map elements from a GIS such as TMAP 
(Miele, 2004) or map images (Wang et al., 2009), is carried out in step 1 for producing 
digital maps. After producing via Braille printers (step 2), one paper-based map is 
mounted on a touch-sensitive pad in step 3. It’s important to calibrate the edges of the 
map and the frames of the tablet correctly. Otherwise, the system might play wrong 
information geographic features. In step 4, users explore maps with their fingers, and 
obtain detailed auditory information. In addition to the limited map size, one of the short 
comings of the augmented tactile maps is lacking of interactive map operations (e.g. 
panning, zooming).  
 
Fig. 4.1 The basic 4 steps for producing augmented tactile maps 
Virtual Tactile Maps 
In order to overcome some disadvantages of the traditional tactile maps, the concept of 
virtual tactile maps was proposed to render more information and to let users flexibly 
explore tactile maps through computers (Schneider and Strothotte, 1999; Parente and 
Bishop, 2003). Different to the traditional tactile maps, virtual tactile maps have only 
digital maps and don’t represent physical maps against fingertips. 
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But while exploring map users can obtain tactile feedback from a number of haptic 
devices are used as input channels, e.g. mouse, joystick, PHANToM25 force feedback 
devices (Massie and Salisbury, 1994, Fänger et al., 2000; Springsguth and Weber, 2003). 
The BATs map system uses affordable commercial mouses, joysticks and gamepads 
which generate tactile effects like vibrations while exploring a digital map, but the map 
zooming function has not been supported (Parente and Bishop, 2003). In addition to 
saying street names while exploring on virtual maps with a standard rumble gamepad, 
the map system in (Schmitz and Ertl, 2010) uses the vibration to announce if the user is 
crossing a street. Specifically, a haptic VTPlayer mouse with two matrices of 4 x 4 pins 
is used to locate states in a USA map (Jansson and Pedersen, 2005). 
Although the commercial haptic devices are low cost, they are difficult to be applied 
in complex environments and provide various advanced functions. Recently, the 
force-feedback haptic devices enhances users’ flexible map exploration in an array of 
systems (Yu and Brewster, 2003; Kaklanis et al., 2011; Yu and Habel, 2012). In particular, 
(Moustakas et al., 2007) evaluated how to make use of the PHANToM device and the 
CyberGrasp26 glove to explore a pseudo-3D map (a grooved line map) with 19 blind 
users. The SeaTouch (Simonnet et al., 2009) demonstrates blind sailors are able to 
navigate precisely by reading virtual maritime maps with a PHANToM haptic mouse.  
For the virtual tactile maps, one of the advantages is representing maps on computers 
and interacting by various haptic peripheral components. Since the map elements are 
from a GIS mostly, thereby, map productions become more effectively than manual 
methods. More importantly, the virtual tactile maps only support one contact point while 
exploring maps, however, that doesn’t fit users’ preferences that they use to read maps 
with both of their hands (multiple contact points). The skills for map reading are 
different in various virtual tactile maps, depending upon the haptic devices and user 
interfaces adapted. Users have to spent time and efforts to study so many different skills. 
Touch-screen based Tactile Maps 
As a novel human-computer interaction, touch-sensitive tablets have been invented since 
the 1960s, as one of the earliest touch-screen displays described in (Johnson, 1967). In 
the 1980s this kind of tablets are applied in a number of early systems (Buxton et al., 
1985; Pickering, 1986; Weber, 1987), as well as nowadays applications widely to acquire 
graphical information (Giudice et al., 2012).  
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The touch-screen based tactile map systems render digital maps on the flat-plane 
screens, and users can explore and interact with the maps rendered by their fingers. 
Whereas, it is still challenging to explore complex maps, like city maps with various 
geographic features, due to lacking of tactile sensations on such regular touch-screen 
displays. For instance, TouchOver Map as a preliminary study to investigate how to 
access street network maps on touch screen devices via vibration and speech feedback in 
the HaptiMap27 Project, indicates that the delay or long duration of speech will confuse 
and mislead users, and it is too difficult to find the direction of short roads, and to 
identify whether the roads are dead-end or not (Poppinga et al., 2011). Aimed at 
improving the performance, Access Overlays (Kane et al., 2011) demonstrates several 
specific user interfaces to locate or relocate landmarks on screens.  
The electrostatic display might be a way to improve tactile sensations of touch-screen 
displays. The research by Tang and Beebe (1998) illustrated that visually impaired 
people were able to distinguish simple spatial tactile patterns (e.g. circles, squares, and 
triangles) on the electrostatic display. Recently an evaluation denotes that for blind users 
it is possible to identify tactile images in different styles and textures on such an 
electrostatic touch-screen display, despite reading Braille text hardly (Xu et al., 2011). 
But the performance of exploring a city map on this kind of electrostatic displays, is still 
unclear yet, as there is no previous study in this field.  
Pin-matrix Display based Tactile Maps 
In order to offer more explicit tactile perception against fingers than the flat-plane 
touch-screen displays, a few of pin matrix displays based tactile maps have been 
developed. As a potential medium to render digital maps for blind people, the pin-matrix 
tactile displays can provide explicit touch sensation against fingers. Since tactile displays 
employ a small amount of pins in previous systems, such as the haptic VTPlayer mouse 
with two matrices of 4 x 4 pins, those systems fail to render large-scale maps for users. 
Although Shimada et al. (2010) described a country map application on a tactile display 
having a matrix of 32 x 96 refreshable pins, the maps rendered are generated by image 
processing methods and can not represent city maps with streets and POIs. 
To summary the features of available tactile maps for the visually impaired, Table 4.1 
compares various types of accessible pre-journey maps by several aspects.  
 
27 HaptiMap project, funded by FP7 of EU, http://www.haptimap.org/, last access on 9th Jan.2013.  
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4.3.1 Features of the HyperBraille Display 
The HyperBraille display, or called BrailleDis 9000 tablet Braille display, is a tactile 
graphic-enabled pin matrix display, which has a matrix of 60 x 120 refreshable pins. In 
addition to a Braille chord keyboard with 8 keys, there are several functional keys around 
the central work area covered with pins. Figure 4.2 demonstrates the novel vertical 
Braille modules. Specifically, the display integrates a touch-sensitive layer on the top of 
the surface, which supports a multi-touch user interface. Each pin has only two statuses, 
either raised or lowered. The height of a raised pin is about 0.7 of a millimeter.  
  
Fig. 4.2 The vertical Braille module of the HyperBraille display (Völkel et al, 2008 a) 
4.3.2 Tactile Map Symbol Design 
As one of the indispensable elements of tactile maps, the map symbols address the 
categories of geographic features simply and efficiently. In the early of 1970s, many 
tactile map symbols were developed in the Nottingham Map Making Kit, to reproduce of 
plastic-formed maps for the blind (Armstrong, 1973; James and Armstrong, 1975), see 
Figure 4.3.  
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However, most of the available tactile map symbols are designed for maps on 
micro-capsule paper, thermoform substrates and embossing paper. Since there are many 
inherent restrictions attributed with the HyperBraille display, those map symbols are not 
suitable to be represented on the HyperBraille display. First of all, as the spacing gap 
Chapter 4 Interactive Audio-haptic City Maps 
between pins is 2.5 millimeters, its low resolution (10 pin per inch) will reduce the tactile 
sensation of map symbols, such as a diagonal street. Secondly, there are only two 
statuses of each pin, either raised or lowered. Hence, the tactile symbols will be distorted 
where they are overlapped, that leads to misunderstanding of meanings of those symbols. 
  
Fig. 4.3 Parts of symbols in Nottingham Map Making Kit (James, 1975) 
 
Fig. 4.4 Examples of Graphical Map Symbols 
Due to the restrictions of the HyperBraille display and the characteristic of city maps, 
a preliminary study has been conducted to investigate how to design suitable map 
symbols for pin-matrix displays. In the study, the linear geographic features (e.g., streets) 
are represented by raised or lowered pins, and the focus of the preliminary study is to 
design various POI symbols.  
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Two different sets of POI symbols are proposed. The symbols in the first set are 
graphic based symbols, called Graphical Symbols (see Figure 4.4), consisting of different 
patterns of raised or lowered pins. The second set (named Braille Symbols) are made up 
of two Braille letters, which represent the abbreviations: the main category and the 
sub-category of the POI respectively. The first Braille letter comes from the first letter of 
the main category of the POI, while the second Braille letter is the first letter of the 
sub-category of the POI. For example, the Braille symbol of a bus station can be noted as 
“TB”, where “T” indicates the term of the transport as a main category, and “B” means a 
bus stop (see Figure 4.5). Appendix B has many more examples of the graphical and 
Braille symbols.  
 
Fig. 4.5 Examples of Braille Map Symbols (left: the structure of a Braille Map Symbol; 
right: several exampled symbols of POIs) 
4.3.3 A Pilot Evaluation of the Proposed Tactile Map Symbols 
To investigate user feedback about the two proposed sets of tactile map symbols, a 
number of blind subjects were recruited for a pilot study. For comparing between the 
Graphic Symbols and the Braille Symbols, the targeted participants were required to 
have basic Braille skills. The pilot evaluation consists of two parts. In the first part, the 
subjects have to evaluate the symbols on embossing paper that were delivered by post. In 
the second part of the test, participants were asked to test the two sets of map symbols on 
a HyperBraille display.  
4.3.3.1 The first test: map symbols on embossing paper 
(1) Procedure:  
Two tactile street maps in Graphic symbols and Braille symbols were produced on 
Braille embossing paper respectively, by a commercial Braille embosser28, as well as the 
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28 The model of the Braille printer is Basic-D from IndexBraille Co., http://www.indexbraille.com/.  
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involved legend pages (see Figure 4.6 - 4.10). The maps were created manually, 
according to the digital version on the OpenStreetMap site. As it is difficult to render 
Braille text of bus/tram stations on or close to street lines, the graphical symbol of a 
bus/tram station was approved in the two sets of map symbols. On the each legend page, 
ten kinds of symbols had been rendered respectively. In total, there were 15 POI symbols 
represented over the two maps.  
    
Fig. 4.6 Map 1: a tactile street network map (only with bus/tram station) 
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Fig. 4.7 Map 2: an embossing map with Graphic Symbols 
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Fig. 4.8 The legends of 10 Graphic Symbols in Map229 
 
Fig. 4.9 Map 3: an embossing map with Braille Symbols30 
 
Fig. 4.10 The legends of 10 Braille Symbols in Map 3 (a: Braille version; b: visualized 
version) 
                                                        
29 The German Braille symbols are translated in English text (in the brackets). 
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30 The square with 3x3 pins on the line is a bus stop symbol.  
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Apart from producing map symbols on Braille embossing paper, there are three 
additional parts of the questionnaire which were included in the test, these are listed as 
below:  
(1) The participants’ profile: such as gender, level of visual impairment, skills and 
experiences about learning and using Braille and tactile maps;  
(2) Rating for the importance of various POIs: contains 8 main categories (i.e., 
traffic facility, public facility, finance, food, education, shopping, health and 
tourism) and 40 sub-categories. The user feedback will help to filter out 
unimportant POIs, to simplify the representation of a city map for the visually 
impaired. The importance was assessed with 5-point rating scale based 
questions (1 being the strongest importance to 5 being not important at all).  
(3) The comparison of the two map symbols: subjects were asked to read the 3 
maps above, and answer several questions like: how easily it is to locate and 
follow streets with fingers, how long it took to learn the legends, how many 
symbols they were able to find, and how easy the symbols were be memorized. 
Participants were asked to report their results via email. 
The first two parts were described in an accessible electronic document, which were 
delivered by email. The questions on the two map symbols in the third part were also 
delivered by email, but the tactile maps produced were delivered by post. The original 
questionnaire was written in German (see Appendix C).  
(2) Results: 
Participants’ Profile:  
13 responses have been received, but one was not completely finished. Thus, the results 
analyzed in the following came from the 12 finished responses. All of the subjects are 
legally blind. 4 subjects were aged between 20 and 40 years-old, 7 subjects between 40 
and 60 years-old, and one was older than 60 years-old. Seven of them became blind 
before they were 6 years-old, while the remaining 5 subjects became blind later in life. 
Additionally, all of them have good Braille skills and read Braille materials daily. 
Furthermore, most of them have various experiences on tactile maps or graphics, except 
the oldest one. 
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Rating for the Important POIs: 
The top-10 most important categories of POIs for the blind are illustrated in the Table 4.2. 
The traffic related feature is one of the most important categories for them while 
travelling in cities.  
Graphic Symbols Vs Braille Symbols: 
All of the subjects answered they were able to easily find and follow streets with their 
fingers. Table 4.3 listed subjects’ performance while using the two sets of map symbols. 
The participants spent less time learning the graphic symbols (Mean: 2.02 minutes) than 
learning the Braille symbols (Mean: 2.42 minutes), but the t-test did not find out a 
significant difference (t = 0.58, p = 0.57 > 0.05). Even if users were able to find more 
POIs rendered by Braille symbols (Mean: 12.7 POIs) than by graphic symbols (Mean: 
10.7 POIs), there was no significant difference found (t = 1.58, p = 0.13 > 0.05). 
Additionally, they reported the Braille Symbol set was easier to remember, but there was 
no difference (t = 1.35, p = 0.19 > 0.05). Furthermore, when the subjects rated the 
percent of map symbols they can remember, they reported they were able to remember 
many more Braille symbols than graphic symbols, however, their mean value didn’t 
indicate a significant difference (t = 1.63, p = 0.12 > 0.05). 
Table 4.2 The top 10 important categories of POIs reported by subjects 
Rank 
# 
Sub Category Main Category Mean of Rating STD of Rating 
1 Railway Station Traffic Facility 1.33 0.49 
2 Bus/Tram Station Traffic Facility 1.42 0.51 
3 Pedestrian Path Traffic Facility 1.58 0.67 
4 
Traffic light with 
audio speakers 
Traffic Facility 1.67 0.78 
5 
Intersection with 
central islands 
Traffic Facility 1.75 0.87 
6 Supermarket Shopping 1.83 0.72 
7 Hospital Health 2.00 0.74 
8 Drug store Health 2.00 1.13 
9 Taxi Traffic Facility 2.08 0.9 
10 Bank Finance 2.17 0.83 
10 Clinic Health 2.17 0.83 
10 Life necessary store Shopping 2.17 0.58 
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Table 4.3 The mean value of subjects’ performances on the two sets of map symbols 
# 
Learning Time 
(minute) 
Number of 
POIs found 
Easy to remember 
(Rating31) 
 % of symbols 
remembered 
Map2 
(Graphic S.) 
2.02 11 2.67 75% 
Map 3 
(Braille S.) 
2.42 13 2.17 89% 
p value in 
t-test 
0.57 0.13 0.19 0.12 
 
4.3.3.2 The second test: map symbols on a HyperBraille display 
Different to the first test above where the symbols were rendered on several embossing 
paper, in the second test the two sets of map symbols were presented on a real 
HyperBraille display.  
(1) Participants:  
There were 4 blind subjects (2 female and 2 male) taking part in the trial. Their average 
age was 36.3 years-old, and two of them were born blind. All of them are familiar with 
Braille and tactile maps.  
(2) Procedure:  
At first, two street maps as simple tactile graphics were rendered on a HyperBraille 
display. The maps were without any interactive function, as demonstrated in Figure 4.11. 
In both of the two maps, totally 13 POIs were presented, including 9 building symbols.  
After a brief introduction of the evaluation, subjects were asked to conduct the trials 
on Graphic Symbols and Braille Symbols in a sequence. The map legends were produced 
on embossing paper in Braille as well. The subjects would complete the trials using as 
much time as they needed. During the associated tests, subjects had to learn the legends 
before evaluating the maps. After the test, subjects were required to answer questions, 
listed as follows:  
Q1: Is it easy to find the streets? 
Q2: Is it easy to follow the streets?  
Q3: How many symbols on the map? And what’s the meaning of these symbols?  
Q4: Which map symbol set do you prefer, the graphic based one or the Braille based 
one? 
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31 5-point scale rating, 1=very hard to remember and 5=very easy to remember. 
4.3 A Preliminary Study on Tactile Map Symbols 
(3) Results:  
All of the subjects reported they enabled to find and follow the streets on both of the two 
maps rendered via the HyperBraille display, furthermore, they were able to learn about 
shape and direction of the streets. The first subject would identify all of the POI symbols 
represented by graphic symbols and Braille symbols respectively. The second subject and 
the third one identified about 70% of the POI symbols in both of the two sets. 
Additionally, the forth participant was able to identify all of the Braille symbols and 80% 
of the graphic symbols. 
 
Fig. 4.11 A blind subject tested the graphic symbols on a HyperBraille display32 
With regard to the participants’ feedback on the two sets of map symbols, all of them 
indicated they preferred the Braille map symbols, since it was easier to remember the 
legends of map symbols. The participants also indicated that some of the graphic 
symbols were similar to each other which made them hard to distinguish. For instance, 
the symbol for post office and the symbol for telephone booth were reported to be similar 
to each other. Moreover, two participants strongly suggested that the graphic bus station 
symbol and the graphic building symbol should be adapted for both of the two map sets, 
due to their simplicities.  
(4) Discussions:  
The size of the POI symbols on the pin-matrix display should be suitable for visually 
impaired users to identify geographic categories easily. Similar to map symbols rendered 
on traditional tactile maps, the symbols on a pin-matrix display should not be too large. 
Currently there are no standard sizes for these symbols. Based on the associated studies 
above, the dimension of a single POI symbol is recommended to be between 3 x 3 pins 
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32 It is the first version of the HyperBraille display, whose physical features of tactile screen is the same as 
the second version.  
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and 6x6 pins. However, the sizes of the tactile symbols for different areas of interest can 
be larger than the sizes of POI symbols. 
Even though all of the participants preferred the Braille map symbols subjectively, 
there were no significant differences between the two symbol types when looking at the 
results of subjects’ performances. At present, however, most of the people who are 
legally blind are not Braille readers and the number of people learning Braille is 
decreasing, for instance, there is fewer than 10% of the 1.3 million legally blind people 
in the United States with Braille skills (NFB, 2009). It is probable that both the proposed 
symbol types should be integrated with options allowing the users to switch between 
them. 
Since there are too many kinds of geographic features rendered on normal city maps, 
it is important to simplify the map with tactile map symbols. The map symbols are not 
allowed to overlap on the pin-matrix displays, a tactile map system has to neglect some 
geographic features, to ensure enough space between map objects. However, the graphic 
bus stop symbol while is rendered close even on street symbols is distinguishable as 
reported by participants. There should also be a strategy to define how to filter 
geographic features when an overlap occurs, such as removing the less important 
geographic features. In general, prioritizing the map symbols depends on the importance 
for the visually impaired, such as the top 10 important categories of POIs mentioned in 
Table 4.1. Personalization options could be incorporated allowing prioritized 
representation of the various geographic features by the individual users.  
4.4 The HyperBraille Map: A Pre-journey Audio-haptic Map  
The second preliminary study above indicates the capabilities of the HyperBraille 
displays when representing city maps for the blind. Therefore, in this section an 
audio-haptic city map system on the desktop HyperBraille display (namely HyperBraille 
Map) is described in detail.  
4.4.1 System Architecture 
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The HyperBraille Map (HBMap) is based on the typical Client/Server framework. At the 
server side, a number of community software have been employed, like a GIS system 
and map database. At the client sides blind users need a HyperBraille display connected 
with an Internet-enabled computer. As illustrated in Figure 4.12, the server not only 
stores and manages the large volume of map data, but also responds to users’ various 
requests, like inquiring about streets or POIs’ names, zooming and panning. The map 
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data is downloaded from a free worldwide map, named OpenStreetmap (Haklay and 
Weber, 2008). With the help of the web services interface and Internet connection, blind 
users are able to interact with the tactile maps on the tactile display. Additionally, the 
software on the client terminal represents the map data received through the built-in map 
symbol library. 
 
Fig. 4.12 The web-based architecture of the HyperBraille map system 
4.4.2 Audio-haptic Map Representation 
There are two mainstream kinds of map format in GIS, i.e., raster data (digital image) 
and vector data. In general, the common digital maps for the sighted are visualized via 
colorful images. Several image processing approaches are used to produce accessible 
tactile maps for the visually impaired by processing colorful image maps, like in (Wang 
et al., 2009). However, the issue of abstracting various map elements from visual image 
maps is challenging, specifically for some complex areas in European countries. 
Furthermore, this image processing method not only needs expensive calculation 
resources, but also highly depends on the map rendering styles (e.g., colors, icons, 
language). Normally, for each kind of map rendering styles, the image processing based 
tactile map systems have to develop a corresponding algorithm. Once the rendering 
styles are changed, the algorithm should be updated over time.  
 
82 
 
Chapter 4 Interactive Audio-haptic City Maps 
Vector-based maps contain detailed and structured attributes of map elements already. 
As an XML-based expression of geographical features, the Geography Markup 
Language (GML) has become an International ISO standard (ISO 19136:200733), and 
supported by academic and industrial fields. GIS software is available (e.g. the open 
source GeoServer34 software and the degree35 software) and delivers GML map data to 
clients while processing Web Feature Service (WFS) requests. The WFS is an Open 
Geospatial Consortium (OGC) standard to provide services to acquire geographic 
features in detailed vector format. For instance, Figure 4.13 demonstrates an example of 
OpenStreetMap data in GML format. Therefore, the HBMap system adopts the GML 
format to save and transport geographic objects. 
 
Fig. 4.13 A tram stop, namely Münchner Platz, described in the GML format 
At present the mainstream commercial map providers, like Google Maps, and 
OpenStreetMap, are not able to provide WFS and return GML map data. Hence, in the 
HBMap system, the open source GeoServer GIS software is employed to store the map 
data, downloaded from OpenStreetMap.  
Generally, there are seven main steps involved in representing the maps according to 
users’ requests, as illustrated in the data flow of the HBMap system (see Figure 4.14). 
These steps are listed as follows:  
(1) Users interact with maps on the pin matrix display, by tapping map symbols, 
panning, zooming, and etc;  
                                                        
33 ISO 19136:2007 
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=32554 
34 GeoServer, http://www.geoserver.org/, last access on 19th March, 2013 
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35 Degree, http://www.deegree.org, , last access on 19th March, 2013 
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(2) The interaction module generates a relevant WFS request, and sends the request 
to the GIS server.  
(3) With the help of powerful spatial analyses on the GIS server, the WFS requests 
received will be processed and return the related GML map data to the clients; 
(4) The GML parser runs on the clients will parse the received GML map data; 
(5) A geographic feature filter filters the unconcerned features, for example, rivers 
and lakes are not rendered in the system; 
(6) Looking up of the tactile map symbols for the targeted geographic features (after 
Step 5); 
(7) Rendering of the targeted geographic features one by one on the pin-matrix 
display through the pre-defined symbols.  
 
Fig. 4.14 Data flow of the HyperBraille map system 
By taking care of the blind people who have little Braille knowledge, the HBMap 
system incorporates both the graphic and the Braille symbols, and the two symbol sets 
can be switch easily on users’ requests. Moreover, the graphic bus/tram station symbol 
and building symbol are integrated into the Braille map symbol set, due to their 
simplicity and efficiency.  
4.4.3 Rich Interactive Functionality  
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In order to allow visually impaired users to access geographic knowledge conveniently, 
several interactive functionalities have been implemented, including searching POIs.  
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(1) Acquiring auditory descriptions by tapping map symbols: users can obtain audio 
descriptions of the map features by tapping the contacted map symbols through one 
finger. The audio information is generated through a text-to-speech interface.  
(2) Panning map: Users can pan the maps by tracking the finger moved on the surface. 
After panning the previous focus point will not be lost, helping blind users to 
quickly explore surrounding areas without losing track of where they are. 
(3) Zoom in/out map: The HBMap system supports zooming functionalities, allowing 
the tactile maps to be rendered in different views. For a small value of the map scale 
(i.e., 600), the map presents streets only. When zooming in (i.e. scale = 1000) streets 
and POIs are presented both (see Figure 4.15). Additionally, it’s possible to render 
the detailed shapes of buildings while zooming in further. Note that the map POI 
symbols don’t change their sizes, after zooming in or out.  
 
Fig. 4.15 A screenshot of the HBMap with different map scales (left: a street view; right: 
Street and POI view) 
(4) Searching for POIs: Other than presenting the search results only in text description, 
users can input the POI name from a keyboard, and the HBMap system presents the 
search results in the center of the surface through vibrating pins. These vibrating 
pins help users to locate the result symbol promptly (see Figure 4.16). When users 
start a new activity, the pins will stop vibrating automatically.  
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(5) Searching for nearby POIs: Sometimes users expect to acquire the surrounding 
environment of a specific site (e.g. a new home), in this case the HBMap allows 
users to search the nearby POIs around a place, which is selected by touching on the 
surface. For instance, Figure 4.17 explains a scenario describing how a user could 
use the HBMap to explore the surrounding POIs within 300 meters at her/his new 
house. 
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Fig. 4.16 The dialog window to search a POI “Alte Mensa” (left: the search dialog 
window on a computer; right: “Alte Mensa” in the center) 
 
 
Fig. 4.17 Find out the nearby POIs in 300 meters  
(6) Obtaining map overview: It’s time consuming to locate a specific map element, by 
exploring the whole surface and reading geographic information object by object. 
Therefore, to help users quickly obtain an overview of a specific category, e.g. street, 
public transport, or POI, the whole map is divided into 6 zones (2 x 3 array, see 
Figure 4.18). As shown in Figure 4.18, for example, when a user wants to know 
public transport facilities rendered, the system informs the user about their names 
and their relevant zones as “Münchner Platz in Zone 4”. 
86 
(7) Acquiring Braille descriptions: Users can access not only audible descriptions, but 
also textual descriptions in Braille at the bottom of the display (see Figure 4.18).  
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Fig. 4.18 The map overview with 6 zones and the Braille description window (the Braille 
text is “Münchner Platz in Zone 4”) 
4.5 Evaluation of the HyperBraille Map 
In order to evaluate the performance of the proposed HBMap system, two different 
evaluation methods have been conduced with visually impaired participants. The focus 
of the first test is on the accessibility of the HBMap system, to evaluate whether visually 
impaired users can utilize it independently and without barriers. The second evaluation 
aimed at further investigating how well users are able to build these cognitive maps with 
the HBMap system, it compared users’ performances when reading traditional 
swell-paper maps, maps on a regular touch pad, and maps on the proposed HBMap.  
4.5.1 A Pilot Study on Accessibility 
4 legally blind users (2 female and 2 male) were invited to complete the first pilot 
evaluation. Apart from being asked to acquire descriptions of geographic features (e.g., 
streets, POIs, etc), one of their required tasks was to interact with maps through panning, 
zooming in/out and searching for POIs. Additionally, after learning about the tactile map 
symbols and training the needed skills, the subjects were asked to complete the following 
tasks, and answer the corresponding questions after each sub-tasks (Q1, Q4, Q7 and Q8 
were a 5-point scale question, where 1 indicates a strong negative and 5 a strong 
positive): 
 Task 1 (Acquiring auditory information): tap on map symbols to get associated 
audio information; 
  -Q1: Do you think this way (tapping) is easy to get audio information?  
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 Task 2 (Panning maps): use fingers to pan the maps; 
  -Q2: Can you easily re-locate the selected map symbol after panning?  
  -Q3: Can you easily locate the newly appeared map section after panning?  
  -Q4: Do you find panning with the HBMap easy? 
 Task 3 (Zooming in/out): get different map views by zooming in/out; 
  -Q5: Do you feel like the map is becomes more detailed after zooming in?  
  -Q6 Do you feel like the map is becomes wider after zooming out?  
  -Q7: Do you find zooming in and out with the HBMap easy? 
 Task 4 (Searching for POIs): input POI names with a keyboard, and locate the 
vibrating representation of the POI; 
  -Q8: Do the vibrating pins help you locate search results? 
All of the 4 subjects reported that the tapping method was very easy to get audio 
information (Q1: Mean 5.0, Std. 0). They were able to easily re-locate the selected map 
symbols and easily locate the appearing sections after panning. Participants all highly 
supported the panning method (Q4: Mean 4.5, Std. 0.58). In addition, they not only were 
able to feel the changes of maps when zooming in and out, but also expressed their 
positive attitudes towards the zooming method (Q7: Mean 4.5, Std. 0.58).  
The results in the pilot study indicated visually impaired individuals would access 
map data through the proposed interactive methods. However, it’s obvious that the 
evaluation with such a small amount of subjects (only 4) is not enough to make a 
comprehensive statement about the performance of the proposed HBMap, specifically 
about its rich interaction methods. Thereby, a further evaluation with more subjects will 
be introduced in the coming section. 
4.5.2 Evaluation of Cognitive Maps 
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To compare user performances on cognitive mapping when using different kinds of 
pre-journey maps, the second evaluation incorporated 3 different map types: swell-paper 
maps, maps on a regular touch pad (Apple’s iPad), and the HBMap system. Note that, the 
study focused on two types of interactions: panning and zooming in/out. Due to lacking 
of interactive map operations on swell paper maps, a mock-up method was adopted to 
carry out panning and zooming in/out. After exploring the maps on the three platforms 
participants were asked to reconstruct the street maps with the magnetic strips. They 
were also asked to prepare pre-journey routes from a selected starting point to a selected 
destination point through the three platforms respectively. All of the generated street 
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maps and routes were measured by using several metrics, in order to compare the 
subjects’ quantified performances. 
4.5.2.1 Preparing Test Maps  
Since each subject was required to finish similar tasks on each platform, it was necessary 
to use 3 different maps. To ensure that all of the recruited subjects were unfamiliar with 
the tested maps, the 3 test maps were selected from far away cities, located in Germany. 
In order to provide an equal level of difficulty, the 3 maps consisted of more or less equal 
area size and equal number of streets and POIs. The street layouts as illustrated in Figure 
4.19-4.21, are irregular and different to the classic ones located in the USA which are 
rectangle blocks mostly. The selected POIs within the 3 test maps were common places.  
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Fig. 4.19 The layout of the test map 1 (11 streets and 12 POIs) 
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Fig. 4.20 The layout of the test map 2 (9 streets and 12 POIs) 
 
 
Fig. 4.21 The layout of the test map 3 (10 streets and 12 POIs) 
4.5.2.2 Preparing Test Materials  
In the evaluation, there were two levels of details when using the zoom function. The 
map view with low map scale only rendered streets, called “Street view”, while the other 
map view with a larger map scale represented both streets and POIs, was called “POI 
view”.  
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(1) Test maps on the swell paper 
The 3 test maps were produced on swell papers manually, according to the guidelines 
described by the National Mapping Council of Australia (1985). The swell paper used 
was in a standard A4 size. Figure 4.22 shows the street view of Map 1 on swell-paper. 
Specifically, a mock-up method for representing the panning and zooming functions was 
used to produce swell paper maps in the “POI view”. In the mock-up method, the POI 
view maps were divided into 4 more or less equal sized parts, with each part being 
produced on one standard A4-sized sheet of swell paper. Figure 4.23 demonstrates the 
four sub-maps for Map 1. Note that each of the four sub-maps was rendered on one sheet 
of swell paper, and all of them were banded in order during the evaluation. Users had to 
turn to different pages to simulate the operations of panning and zooming.  
  
Fig. 4.22 The street view of Map 1 on a swell-paper (left: the version with Braille text for 
the visually impaired subjects; right: a transformed version for the sighted) 
(2) Test maps on the iPad touch pad 
There are several map exploration applications available in the app store for the iPad, 
e.g., the Ariadne GPS system36, however, none of them were suitable for this study as 
they render streets and POIs which were not included in the evaluation. Those 
unexpected map elements will impact the evaluation while comparing with the other two 
platforms which don’t have such unexpected map elements. 
Therefore, a simple map application has been implemented to satisfy the 
requirements of the evaluation. The application allows users to obtain auditory 
descriptions (i.e. names of geographical features) through the built-in VoiceOver37, by 
touching the geographic elements with their fingers on the surface. Only the necessary 
streets and POIs were rendered. In the street view, users don’t need to pan or zoom to 
                                                        
36 Ariadne GPS system, http://www.ariadnegps.eu/. last access on 25th Jan., 2013. 
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37 Voiceover: www.apple.com/accessibility/voiceover/, last access on 23rd Feb, 2013  
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read the whole street maps, while in the POI view since the sizes of maps are larger than 
the touch screen, they have to press buttons to trigger the panning events to explore the 
whole maps (see Figure 4.24). Additionally, the POI view maps can be linked to the 
street view maps. At the border of each map, there is an explicit line which gives a 
special corresponding audio response when touched, in order to inform users that they 
are at the end of the map. Furthermore, at each intersection the application audibly 
indicates the names of all of the streets connected. 
 
Fig. 4.23 The 4 sub-maps of Map 1 in “POI View” (visualized version) 
  
Fig. 4.24 The street view (left) and the POI view (right) of Map2 on an iPad 
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(3) Test maps on the HyperBraille display 
For the evaluation, the original HBMap system was tailored so that only auditory 
information be played (no Braille information), and that panning and zooming be 
restricted to only two scale levels (i.e., Street View and POI View). Most unneeded data, 
as well as surrounding areas of the 3 test maps were removed. Note that users had to 
press a functional key with one hand and touch map objects with the other hand, to 
acquire auditory descriptions, like street or POI names. 
  
Fig. 4.25 The street view (left) and the POI view (right) of Map3 on the HyperBraille 
display  
4.5.2.3 Participants’ Profile 
Ten blind (4 female and 6 male) individuals were recruited in the evaluation. Their 
average age was 31.6 years-old (the youngest was 20 years-old, and the oldest was 50 
years-old). Among these subjects, 5 were local college students, and the others had 
different occupations, such as a programmer, a translator, a teacher and a telephonist. Six 
of them were born blind, and the remaining four subjects became blind after the age of 
14. 
Before the evaluation, each subject was asked several questions about their Braille 
skills, map usages and experiences on touch-screen devices, in addition to the questions 
described about the personal profile above. All of the subjects reported they had already 
utilized tactile maps in the past, but had had different experiences on various materials. 
Table 4.4 illustrates their profile in detail. Most of them had had many more experiences 
on swell-paper based maps, than the embossing maps or thermoform maps. In particular, 
all of them stated they had used tactile maps for pre-journey plans, and 4 of them 
reported that they rechecked maps after journeys as well. Only one user reported reading 
tactile maps on the move.  
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Apart from two participants (P1 and P3) who reported using touch-screen devices 
every day, most of the participants had had little or no experiences with touch-screen 
devices. P3 reported he had never explored a city map on the Apple iPad device before. 
Most of them had a few experiences on the HyperBraille display. All the subjects had not 
used the HBMap system before the evaluation.  
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4.5 Evaluation of the HyperBraille Map 
4.5.2.4 Procedure  
Before the main part of the evaluation, all of the subjects were provided with a series of 
trainings to become familiar with the 3 platforms, specifically for reading maps on the 
iPad and the HyperBraille display. After passing a basic training test successfully, they 
would continue to the evaluation. At the end of the evaluation, all of the participants 
completed a post-questionnaire.   
The main part of the study consisted of 3 tasks which were applied to each platform. 
These tasks are listed below:  
(1) Task 1(Building a street map): Participants were asked to read the “Street View” 
map and try to remember the street names, and then reconstruct the maps with magnetic 
strips on a mental white board. The subjects were asked to say out the street names after 
reconstructing each map. At the end of the task, the subjects were asked two short 
5-point scale questions (1 for strongly negative, 5 for strongly positive). 
 Q1: How easy was it to follow along the streets with your fingers?  
 Q2: How easy was it to find out the names of streets? 
In this study, 9 criteria were applied to evaluate the accuracy of users’ cognitive maps, 
as well as a series of weights according to user requirements (Miao and Weber, 2012). 
The criteria and weight values are the following38 (see Table 4.5), to measure the 
distance (D) between the original map and the mental map built by subjects: 
 Table 4.5 Criteria and their weights for evaluating distance between the original and 
the built mental map  
 # Criterion Weight Original 
map 
Mental 
map 
SC1 Number of correct street segments 0.31 x1 y1 
SC2 Number of correct remembered street names 0.28 x2 y2 
SC3 Number of correct street shapes 0.28 x3 y3 
SC4 Number of correct assigned street names 0.28 x4 y4 
SC5 Number of correct street direction 0.13 x5 y5 
SC6 Number of correct crosses and branches 0.31 x6 y6 
SC7 Number of non-existing streets 0,31 0 y7 
SC8 Number of non-existing crosses and branches 0.31 0 y8 
SC9 Number of displacement of streets 0.31 0 y9 
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38 The weight is updated in Mei Miao’s doctoral dissertation, which has a little different to (Mei and Weber, 
2012) 
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The distance (d(x, y)) between the original map and the built mental map is 
calculated based on the 9 metrics above as follows, where wi is the corresponding weight 
of each criterion, xi and yi denote the values of each criterion in the original and the built 
mental map respectively.  

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2) Task 2 (Building a short route): Participants were asked to zoom into the ‘POI View’ 
map, and locate the designated starting and destination POIs. Subjects were asked to find 
one route from the starting POI to the destination POI. The two POIs were close to each 
other so as to be presented together in a single screen or page. Subjects were then asked 
to build the route, mark the starting and destination POIs, and report the names of the 
streets used after reconstructing the route on the whiteboard. Finally, three short 5-point 
scale questions were asked (1 for strongly negative, 5 for strongly positive). 
 Q3: How easy was it to locate the two POIs?  
 Q4: How easy was it to find out the names of the POIs?  
 Q5: How easy was it to find the shortest route between the two POIs? 
Different to calculating the accuracy of the cognitive street maps above, there are two 
main parts which are adopted when calculating the accuracy of the reconstructing routes, 
according to Miao’s approach. The first part refers to the route composition, while the 
second one is associated with the properties of a route (e.g., name, shape, and direction). 
The distance (D) between the reconstructed route and the original route is measured from 
two aspects: distance of structure of street segments (DS), and distance of the properties 
(street name, street shape, and street direction) of street segments (DM).  
The DS consists of three metrics:  
- d1: refers to the first turn (right or left) from the starting POI to the first street 
segment (weight = 0.37) 
- d2: refers to the number and order of the street segments (weight = 0.37)  
- d3: refers to the last turn (right or left) from the last street segment to the ending 
POI (weight = 0.37) 
The DM consists of three other metrics: 
- d4: refers to number of correctly assigned street names (weight = 0.26) 
- d5: refers to number of correct street shapes (weight = 0.26)  
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- d6: refers to number of correct street direction (weight = 0.11) 
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Therefore, the distance (error) D is calculated as follows: 

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(3) Task 3 (Building a long route): Participants were asked to read the POI View map 
and locate the targeted starting and destination POIs. This time there was a larger 
distance between the two POIs and they didn’t appear on the screen or page at the same 
time. Hence, only through panning subjects could locate them and find out the shortest 
route. After reconstructing the route with magnetic strips, the subjects were asked to 
point out the street names in the route as well. Besides they answered 3 questions (1 for 
strongly negative, 5 for strongly positive) as shown below: 
 Q6: How easy was it to locate the two POIs?  
 Q7: How easy was it to find out the names of the POIs?  
 Q8: How easy was it to find the shortest route between the two POIs? 
 The amount of time spent on each task was recorded. 3 POIs were selected from 
each map for the routing tests. For the shorter route, the two selected POIs should be 
close enough, so as to be reached each other without panning. However, for the long 
route, the two targeted POIs needed to be reached each other only through panning. 
Table 4.6 shows the POIs used for the routing tests. 
Table 4.6 The selected POIs for the routing tests 
Map No. Short Route Long Route 
1 Ip-Im Ip-M 
2 T-L T-M 
3 C-D C-H 
The magnetic strips which were used to represent streets when reconstructing the 
maps, had 5 levels of length. Subjects were able to choose any of them freely during the 
evaluation. Three small magnetic disks were employed to represent POIs as well. Note 
that, when subjects reconstructed the maps on the white board, they were not allowed to 
read the original maps again. While looking at the long routes in the “POI View”, 
subjects were able to zoom out to the “Street View”. 
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There were no time restrictions placed on the reading and reconstructing of the maps 
and routes. Before the evaluation, subjects were informed that they could stop any of the 
evaluations, on the different platforms, if they felt the tests were too difficult. Permission 
was obtained from each participant to record their progress on video during the 
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evaluations (see Table 4.7). In order to avoid the order effect, the arrangement was 
carefully prepared in advance, and the uses of the three test maps and the three platforms 
were counterbalanced. Figure 4.26 describes the test scenarios in a lab environment.  
Table 4.7 The test arrangement for each participant  
# Test 1 Test 2 Test 3 
P1 Map 1 on Swell-papers Map 2 on iPad Map 3 on HBMap 
P2 Map 1 on iPad Map 2 on HBmap Map 3 on Swell-paper 
P3 Map 1 on HBMap Map 2 on Swell-paper Map 3 on iPad 
P4 Map 2 on Swell-paper Map 3 on iPad Map 1 on HBMap 
P5 Map 2 on iPad Map 3 on HBMap Map 1 on Swell-paper 
P6 Map 2 on HBMap Map 3 on Swell-paper Map 1 on iPad 
P7 Map 3 on Swell-paper Map 1 on iPad Map 2 on HBMap 
P8 Map 3 on Swell-paper Map 1 on iPad Map 2 on HBMap 
P9 Map 3 on iPad Map 1 on HBMap Map 2 on Swell-paper 
P10 Map 3 on HBMap Map 1 on Swell-paper Map 2 on iPad 
 
  
Fig. 4.26 Subjects’ test photos in a lab environment (left: reading maps on the iPad; right: 
building cognitive maps with magnetic strips) 
(4) Post-questionnaire:  
In order to obtain further feedback from the subjects, a post-questionnaire was conduced 
at the end of the evaluation. A series of questions were asked, listed as follows (original 
version was in German):  
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Q9: Please rank the 3 platforms based on their performance when obtaining names 
of geographical features (e.g., streets and POIs)?  
Q10: Please rank the 3 platforms based on their performance when following 
streets?  
4.5 Evaluation of the HyperBraille Map 
Q11: Please rank the 3 platforms based on their performance when locating POIs?  
Q12: Please rank the 3 platform in general?  
Q13: What is good about read maps on the iPad device? What is not good?  
Q14: What is good about read maps on the HyperBraille display? What is not 
good? 
4.5.2.5 Results  
To simplify the 3 mediums, M1, M2 and M3 are used to stand for the swell-paper 
medium, the iPad medium and the HyperBraille medium, respectively. 
(1) General results:  
Due to the different reading and reconstructing capabilities of the individuals, several 
people were unable to complete some of the trials (see Table 4.8). In particular, with the 
iPad medium only six subjects were able to finish the reconstruction street maps (Task 1). 
Five subjects completed the short route reconstruction (Task 2), and only 3 of 10 subjects 
were able to reconstruct the long route (Task 3), this seemed to happen despite the 
subjects giving a noticeable amount of time and effort. Since P7 was born blind and had 
had only a few experiences with tactile maps, she was unable to complete all of the tests 
excluding Task 1. P10 was unable to complete Task 3 on the swell-paper maps, and all of 
the tasks on the iPad. 
Table 4.8 Subjects’ tasks accomplishment on different platforms 
# Task 
Swell-paper Map
(M1) 
iPad Map 
(M2) 
HBMap 
(M3) 
Task 1 Building a Street Map 10 6 10 
Task 2 Building a Short Route 9 5 9 
Task 3 Building a Long Route 8 3 9 
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(2) Maps reading time:  
Figure 4.27 illustrates the mean amount of time spent on reading the maps for the three 
tasks with the different platforms. When reading the map in the street map view (Task 1), 
participants spent on average 5.4 minutes, 10.1 minutes and 4.3 minutes on M1, M2 and 
M3 respectively. In Task 2 (finding the short route) the mean time to explore maps on 
M1 was 3.5 minutes, on M2 9.5 minutes and on M3 3.9 minutes. Additionally, most of 
the subjects were also able to find the long routes while reading the swell-paper maps 
and the maps on the HBMap system (mean reading time was 4.2 minutes and 4.1 
minutes respectively). As the three subjects became more and more familiar with the 
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maps on the iPad while taking an amount of time to read maps for Task 1 and Task 2, 
thus, they saved time to find out the long routes for Task 3. 
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Fig. 4.27 Average map reading time for the 3 tasks on each medium 
Furthermore, the independent t-test statistics analysis was employed to analyze the 
mean time of reading maps on different platforms. For reconstructing the street maps 
(which don’t need panning or zooming) only the iPad maps and the HBMap had a 
significant difference (p<0.05). When finding out the short routes, there was a significant 
difference between reading the swell-paper maps and reading the iPad maps. For 
exploring the long routes, there were no significant differences found between reading 
maps the swell-paper and reading maps on the HBMap system. But there was a 
significant difference between the congenitally blind subjects and adventitiously blind 
subjects when reading maps across the 3 platforms.  
(3) Subjective feedback on the 3 platforms: 
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After each sub-task, the participants were asked to rate the corresponding platforms 
respectively by responding to Q1-Q8. The following Figure 4.28 shows their mean 
ratings to these questions (1 for strongly negative, 5 for strongly positive). The 
swell-paper maps and the HBMap system had more or less similar feedback for the 8 
questions. The subjects expressed satisfaction with the instant auditory output of 
street/POI names via the iPad maps (i.e., Q2, Q4 and Q7), however, it was hard for them 
to follow streets (Q1), and locate POIs (Q3, Q6).  
4.5 Evaluation of the HyperBraille Map 
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Fig. 4.28 Participants’ mean ratings to the first eight questions (Q1-Q8) 
Since the rating points didn’t obey the law of normal distribution, the Wilcoxon 
Rank-Sum Test as one of non-parametric statistics has been applied to analyze the 
differences among the 3 platforms, as shown in Table 4.9. As only 3 out of 10 subjects 
finished the task to build a long route using the iPad device, the comparison between M2 
and M1or M3 was not reasonable with this small size of samples. Thus, these results do 
not include Q8. With respect to the results addressed in Table 4.9, at first, there was no 
significant effect between the swell-paper maps (M1) and the HBMap system (M3) for 
all of the 8 questions. Secondly, the 3 platforms had no significant difference for 
acquiring a street/POI name (Q2, Q4, and Q7). Meanwhile, the iPad maps (M2) was 
significantly different to M1 and M3 in terms of following streets (Q1), locating POIs 
(Q3, Q6) and finding short routes (Q5). 
Table 4.9 Compare participants’ ratings on Q1-Q8 analyzed by Wilcoxon Rank-Sum 
Test39 (α=0.05, Z=1.96) 
Platforms Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 
M1,M2 
Yes 
(W=3.4) 
No 
(W=1.7) 
Yes 
(W=2.9)
No 
(W=1.8)
Yes 
(W=2.8)
Yes 
(W=2.0)
No 
(W=1.4) 
- 
M1,M3 
No 
(W=0.4) 
No 
(W=1.2) 
No 
(W=0.5)
No 
(W=1.1)
No 
(W=0.3)
No 
(W=0.3)
No 
(W=0.6) 
No 
(W=0.1)
M2,M3 
Yes 
(W=3.3) 
No 
(W=1.0) 
Yes 
(W=2.6)
No 
(W=1.2)
Yes 
(W=2.5)
Yes 
(W=2.3)
No 
(W=1.1) 
- 
(4) Objective accuracy of cognitive street maps: 
All of the subjects were able to reconstruct the street maps with magnetic strips after 
exploring the map using the HBMap system. 9 out of 10 of the subjects were able to 
reconstruct the street maps by reading the swell-paper maps, where only six participants 
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39 At the 95% confidence level, Z=1.96 (critical value); “Yes” means there is has a significant difference 
and “No” means there is no a significant difference.  
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were able to finish the task after reading the maps on the iPad medium. Additionally, as 
you can see in Figure 4.29 the subjects had different performances when reconstructing 
the street maps.  
  
Fig. 4.29 Building overview street maps with magnetic strips for Map 3 (left: a 
composition close to the correct layout by P1; right: an incorrect composition by P7) 
Owing to the 3 different test maps, a uniform method was utilized to calculate the 
error rate of each criterion, for comparing the error rate of the 3 platforms together. 
Thereby, according to Miao’s measurement, the mean error rate for each criterion was 
addressed in Table 4.10. The paired t-tests (at the 95% confidence level) which depended 
on participants rather than the maps or the platforms, were used to analyze statistical 
differences among the 3 platforms. It found, that there was no significant difference 
between M1 and M3. Meanwhile, there were significant differences on SC1 and SC6 
between M1 and M2, as well as on SC1 and SC8 between M2 and M3.  
Table 4.10 The mean error rate (%) of each criterion for the 3 platforms 
Platform SC1 SC2 SC3 SC4 SC5 SC6 SC7 SC8 SC9 Total 
M1 12 8 4 9 2 10 1 4 1 51 
M2 21 7 6 7 3 15 0 1 1 61 
M3 12 7 5 7 2 11 0 5 0 49 
In addition, Table 4.11 illustrates the error rate of participants’ reconstruction of street 
maps. The mean error rates of the three platforms (i.e., swell-paper map, iPad map and 
HB Map) were 47%, 61% and 50% respectively. The within-subjects t-tests (at the 95% 
confidence level) found there was no significant effect between M1 and M3 (p<0.05), 
but M2 had significant difference to M1 and M3 both.  
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Table 4.11 Total error rate (%) of subjects’ reconstruction of street maps  
Platform P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 Mean
M1 60 50 13 50 42 35 87 51 37 - 47 
M2 - - 24 63 60 - 97 70 52 - 61 
M3 39 65 28 44 41 48 82 54 40 59 50 
(5) Objective accuracy of short/long routes:  
Since the two POIs in the short routes were close, most of the subjects found the short 
routes successfully. However, some of them felt it was hard to find and reconstruct the 
long routes, specifically through the iPad device. Figure 4.30 and Figure 4.31 
demonstrate participants’ reconstructions for short and long routes respectively.  
  
Fig. 4.30 Building short routes with magnetic materials40 for Map 2 (left: a correct one 
by P3; right: an incorrect composition by P6) 
  
Fig. 4.31 Building long routes with magnetic materials for Map 1 (left: a route close to 
the correct one by P1; right: an incorrect composition by P8) 
As addressed in Table 4.12 and Table 4.13, the subjects had different performances 
across the 3 platforms when building the short routes. The t-test only found there was a 
significant difference between M1 and M3 for d4. Besides, there was no a significant 
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40 blue strips for streets, and red dots for starting/ending points 
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effect on reconstructing short routes between M1 and M2, even if the subjects made 
more errors on M2 than on M1.  
Table 4.12 The mean error rate (%) of each criterion of short routes for M1and M341  
Platform d1 d2 d3 d4 d5 d6 Total 
M1 5 1 0 7 1 0 14 
M3 5 1 0 7 6 2 21 
Table 4.13 The mean error rate (%) of each criterion of short routes for M1and M242  
Platform d1 d2 d3 d4 d5 d6 Total 
M1 0 0 0 0 0 4 4 
M2 4 4 4 4 1 2 19 
 
With regards to the accuracy of reconstructing long routes, Table 4.13 represents the 
mean error rate of long routes for M1 and M3, by the 8 subjects who finished the tasks 
on M1 and M3 both. The accuracy of reconstructing long routes on M3 was a little bit 
better than on M1, and the paired t-tests didn’t find a significant difference between M1 
and M3 for all of the six metrics. Table 4.15 shows the comparison of mean error rates 
on M2 and M3, by the 3 subjects who finished the tasks on M2 and M3 both. It indicated 
that the subjects reconstructed better long routes via M3 than via M2. 
Table 4.14 The mean error rate (%) of each criterion of long routes for M1 and M343 
Platform d1 d2 d3 d4 d5 d6 Total 
M1 4.8 3.6 2.3 8.2 1.3 0.5 20.7 
M3 3.7 2.7 1.8 7.2 4.2 0.9 20.5 
 
Table 4.15 The mean error rate (%) of each criterion of long routes for M2 and M344 
Platform d1 d2 d3 d4 d5 d6 Total
M2 4 0 4 8 4 2 22 
M3 5 0 0 0 4 0 9 
 
 
                                                        
41 The results were from the 9 subjects who built short routes on M1 and M3 both.  
42 The results were from the 5 subjects who built short routes on M1 and M2 both. 
43 The results were from the 8 subjects who built long routes on M1 and M3 both. 
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(6) Results of the post-questionnaire:  
There were 9 subjects who answered the post-questionnaire (P10 withdrew from this part 
due to personal reasons). As the distribution of the rank did not obey the law of normal 
distribution, it was not suitable to calculate the mean ranking. Thus, the number of 
participants’ votes on the ranking order of each platform is presented in Table 4.16. In 
addition, the Wilcoxon Rank-Sum Test didn’t find significant differences in Q9, Q11 and 
Q12 respectively. It did however find a significant difference in Q10 (to follow streets).  
Table 4.16 The number of participants voting on the rank of each platform for Q9-Q12 
 Q9 Q10 Q11 Q12 
Rank M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3
1 3 3 4 7 0 2 5 0 4 6 0 3 
2 2 3 4 2 0 7 3 1 4 3 0 6 
3 4 3 1 0 9 0 0 7 0 0 9 0 
The subjects reported they would access maps while on the move with the iPad 
platform, and the iPad maps enabled to say out loud the names of geographic objects 
quickly, without needing to press a functional button. However, in addition to the 
difficulties encountered when following streets, they felt it was almost impossible to 
access complex street maps and hard for them to generate detailed cognitive maps. 
Meanwhile, the subjects were satisfied with the audio-haptic representation and the 
integrated functions (e.g., panning, zooming) on the HBMap system, specifically, they 
expressed that they were able to follow streets and find out the shape of intersections 
easily with the help of raised pins. Some good additional suggestions were also reported 
to improve the HBMap system, such as abbreviating names of streets and POIs, more 
zoom levels and speeding up the system.  
4.5.3 Discussion 
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Even if flat touch-screen devices have become one of the most mainstream assistive tools 
for the visually impaired, it is still a challenging task for them when using these devices 
to access city maps and make pre-journey plans. In addition to the affordable price and 
portable capabilities of the iPad device, the subjects also expressed satisfaction with its 
instant auditory output of names of geographic objects upon touching the screen (like in 
Q2, Q4 and Q7). However, due to its lack of tactile feedback capabilities the iPad device 
is not an ideal device for the visually impaired to prepare long routes with panning. This 
is shown in the results from the evaluation above, where most participants had to give up 
with the tasks after 5-10 minutes of efforts. Therefore, on the one hand, it indicates that 
for the blind there is an array of difficulties involved in reading maps on the smooth 
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touch-screen devices without the help of tactile feedback. On the other hand, from the 
point of view of the 3 subjects who were able to locate the long routes via panning, it 
appears to be possible to make digital maps accessible on the smooth touch-screen 
devices once a correct reading strategy is taught in O&M training. 
In regards to the pin-matrix display based maps, it is not clear how many zoom levels 
should be designed, and what amount of details should be represented at each zoom level. 
Additionally, since individuals who are blind and visually impaired usually lose the 
previous focused landmark on maps after panning, they have to spend extra time on 
relocating the landmark, before continuing to explore. The HBMap system can track 
users’ finger while panning, but it’s a challenge task to relocate fast and correctly such 
previous focus after panning on the smooth touch-screen displays.  
Since the mock-up panning/zooming function on the swell-paper maps was carried 
out through four specific pre-designed sub maps in the case study, the subjects reported 
they didn’t have big problems locating the long routes. However, the subjects required 
extra cognitive loads to align the route compositions on different pages of sub-maps, for 
example how to align the left-top sub map and the right-bottom sub map in a test map. 
Note that we gave a lot of time and effort to prepare the sub maps carefully in advance, 
and that it’s time and manpower consuming to produce such maps manually for panning 
and zooming. More importantly, participants seemed to prefer the swell-paper maps to 
maps on the HBMap system. As in the study there were only two zoom levels included, 
blind participants can handle with the 4 sub-maps even requiring cognitive loads. 
However, if there are more than 2 zoom levels, so many sub-maps (more than 4 at least) 
will confuse blind people while aligning them.  
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The study found the proposed HBMap system didn’t have significant differences to 
the swell-paper maps while reconstructing street maps and routes. The subjects could 
read tactile map symbols with the raised pins, and acquire the audio descriptions of 
geographic elements easily. Specifically, the interactive user interfaces (e.g., zooming 
and panning) could provide capabilities for the blind to freely explore city maps all over 
world. As usage of non-electronic tactile maps in daily life has been common place for 
many years, it is reasonable to assume that the blind can read the swell-paper maps better 
than the new HBMap system. Thereby, in order to explore tactile maps on pin-matrix 
displays skillfully, relevant trainings should be considered as a common part within the 
O&M training programs, for when the pin-matrix displays and involved map 
applications are applied widely.  
4.6 Chapter Summary 
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4.6 Chapter Summary 
In order to improve visually impaired individuals’ ability to acquire geographic 
information by reading maps, this chapter describes a novel audio-haptic map explorer, 
called HyperBraille Map (HBMap). A touch-enabled pin-matrix display consisting of a 
matrix of 60 x 120 pins is employed in the HBMap system.  
Other than the image processing based methods used to produce tactile maps, the 
HBMap map system makes use of vector map data generated by the Web Feature Service 
(WFS) and mainstream GIS software to process the open source OpenStreetMap map 
data. Specifically, two sets of tactile map symbols (i.e., Graphic Symbols and Braille 
Symbols) are designed to render different kinds of geographic features on city maps. To 
support users to explore maps conveniently, several interactive functions have been 
integrated (including panning, zooming, and searching for POIs).  
Moreover, to investigate the performance of the proposed HBMap system two 
different case studies have been completed by recruiting 14 blind subjects. In the first 
study, 4 blind participants evaluated several accessibility features of the HBMap system, 
such as acquiring a street/POI name, panning and zooming. The second study with 10 
blind participants compares their performance while using the HBMap system and the 
swell paper maps, and the regular touch-screen devices (Apple’s iPad) to read street 
maps and prepare pre-journey routes. 
  
 
 
Chapter 5  
Towards Ubiquitous Audio-haptic You-are-here Maps  
5.1 Introduction  
Pre-journey tactile maps are helpful for individuals who are blind and visually impaired 
to acquire spatial knowledge before travelling. Due to a lack of information related to the 
users’ location, however, it’s still challenging to use these pre-journey maps while on the 
move. Traditionally users have had to remember the spatial information learned from the 
pre-journey maps as much and as detailed as possible, that requires large cognitive loads. 
Even if some of them are able to bring these portable traditional pre-journey maps (e.g., 
swell-paper maps) to move independently, in general it’s impossible to apply these maps 
by themselves in unfamiliar environments.  
To improve independent mobility in cities, a large number of GPS-based mobile 
devices and applications have been used by the visually impaired while travelling, like 
the Kapten mobility device and BrailleNote GPS. On the one hand some users can 
benefit from these commercial products, and can travel in cities independently through 
the navigation instructions generated based on updated location information. On the 
other hand, the individuals can’t explore the surrounding environment to acquire spatial 
layout of nearby geographic features while on the go. It is also difficult for them to 
discover spatial relationships to the nearby POIs or streets conveniently.  
As a common mapping tool for wayfinding, You-are-here (YAH) maps have been 
studied and applied widely for the sighted, to let users quickly acquire where they are 
and orientate themselves with their surroundings (Levine, 1982; O’Neill, 1999). 
Normally, these YAH maps are installed on walls or printed on boards. In addition to the 
mapping information of the surrounding environments, the YAH symbol is an important 
element of the YAH map and is used to show users’ current location and orientation.  
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At present a number of tactile maps have been proposed for a desktop environment, 
like the HBMap system (see Chapter 4), there are a few map systems that provide 
accessible mobile YAH maps for blind people. Meanwhile, different to regular mobile 
5.2 Related Work 
navigation systems, the YAH maps on mobile devices don’t provide turn-by-turn 
instructions, but represent the surrounding environments according to the users’ updated 
location. In addition to a non-visual representation of map elements it is challenging to 
render updated positions and orientation on mobile YAH maps, as well as to implement 
accessible user interfaces to offer spatial information (e.g, spatial layout, and distances 
between POIs). 
To set up a ubiquitous YAH maps for blind individuals for Issue III, this chapter 
addresses a novel tactile YAH maps system, named TacYAH Map, by employing a 
portable HyperBraille display that has a fewer number of pins (960 pins) than the 
desktop HyperBraille display (7200 pins). In addition to the representation of map 
elements, the issues about how to present YAH symbols and design accessible user 
interfaces to exploring the surrounding environments are studied. Furthermore, a pilot 
study with bind users is undertaken to investigate the performance of the proposed 
TacYAH Map.  
The remaining parts of this chapter are organized as follows: in Section 5.2 we 
survey the related work in depth; Section 5.3 introduces a ubiquitous audio-haptic YAH 
map system based on a portable pin matrix display; a pilot study with blind subjects is 
presented to evaluate the audio-haptic YAH map system in Section 5.4; Section 5.5 is a 
summary of this chapter.  
5.2 Related Work 
Compared with pre-journey maps, one of the enhanced features of accessible 
location-based maps is rendering users’ updated positions over time. There are more and 
more accessible location-based applications developed for the visually impaired, from 
acquiring wayfinding instructions (Petrie et al., 1996; Ran et al., 2001), to acquiring bus 
arrival timetable (Weber et al., 2008) and taking photos (Harada et al., 2013). This 
section focuses on the existing location-based maps for the visually impaired.  
5.2.1 Virtual Exploration of Surrounding Space 
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As one mainstream type of location-based map applications for the visually impaired, 
virtual maps allow users to acquire spatial knowledge through virtual exploration on 
mobile devices. During the virtual exploration, there are no real maps rendered but only 
auditory information is represented. The geographic information represented with those 
maps is more or less similar, from simple categories of POIs, to detail descriptions of 
current locations. For instance, in the SWAN system users can identify categories of 
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near-by POIs (e.g. restrooms, bus stops, etc) from a combination of auditory icons, 
earcons and spearcons (Wilson et al., 2007).  
Apart from rendering audible simple information of surrounding environments, some 
of those applications aim at providing more detailed descriptions. In the Talking Points 
(TP) Project, several different approaches have been investigated while interacting with 
surrounding POIs. TP1 addresses the idea how to acquire associated features from RFID 
tags which must be placed in POIs beforehand (Gifford et al., 2006). Due to the large 
amount of investments for placing RFID tags and a few mobile devices with built-in 
RFID readers, TP2 replaces the RFID based technology with Bluetooth technology. TP2 
places a Bluetooth beacon for each POI, and an online community database is used to 
store POIs features (e.g., name and type) from users (Stewart et al., 2008). TP3 
investigated a proximity-based exploration to locate surrounding POIs in different 
distances and orientations from smart phones (Yang et al., 2011). The SpaceSense system 
not only speaks out detailed descriptions about places, but also renders the direction to a 
place by spatial tactile feedback (Yatani et al., 2012).  
Although users can learn about related description of geographic features via 
auditory feedback, it’s difficult to acquire spatial layout of them. Moreover, most of the 
available location-aware virtual maps focus on learning geographic relationship between 
one POI and users, but the study about learning spatial relationship of a cluster of POIs is 
not available. 
5.2.2 Exploration on Real Location-based Maps  
Accessibility features of touch-sensitive devices have been improved recently by 
involved software, such as Apple’s VoiceOver and Google’s Eyes-free shell45, however, 
there is a few systems that allow blind and visually impaired users to explore geographic 
maps with real representation. The commercial Ariadne GPS on mobile devices enables 
users to explore city maps to get the street names by touching on the surface. However, 
the spatial layout of streets and POIs, direction of streets, and the shape of nearby 
intersections are hard to learn from such systems, despite a sonification interface and a 
built-in vibrator have been employed.  
To represent a simple surrounding obstacle map, a pin-matrix tactile display equipped 
by 8 x 8 actuators has been used (Velazquez et al., 2006). Obviously, it is too difficult to 
render a street map with various POIs on such a small display (only 64 pins). Due to 
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lacking of portable pin-matrix displays having sufficient pins, there is no a tactile map 
system to represent location-based maps.  
5.2.3 Wayfinding Support by YAH Maps 
As a special kind of location-based maps, YAH relief maps have been widely adopted to 
support wayfinding in indoor and outdoor environments. These maps are solidly installed 
on walls or boards normally (Levinew et al., 1984). One significant factor of an 
applicable YAH map is how to design map symbols, specifically its YAH symbols which 
indicate the users’ position within the environment. (O’Neill, 1999) summarized a series 
of design criteria for YAH maps, in addition to a complex YAH symbol.  
With the development of mobile devices and ubiquitous location-based services, 
more and more map applications provide personalized YAH maps when needed. Those 
ubiquitous YAH maps mostly are designed for sighted people and represent dynamic data 
about position and orientation, like in (Schmid et al., 2010), rather than static 
information on the YAH maps installed on walls. However, there are a few YAH maps 
available for the visually impaired, even if Habel and Graf (2008) investigated several 
general principles to design an audio-haptic YAH map. 
5.3 An Audio-haptic YAH Map on a Portable Pin-matrix Display 
5.3.1 Proof of Concept Design 
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In order to design an audio-haptic YAH map on a portable pin-matrix display, a proof of 
concept design is proposed, which combines various wearable computing devices (see 
Figure 5.1). Apart from a portable pin-matrix display, the proposed system consists of a 
wearable embedded computer integrated with a GPS receiver and a digital compass 
sensor, as well as earphones and an electronic cane with built-in keys. The embedded 
computer is mounted on the body so that the orientation generated by the built-in 
compass is in the same direction as user’s heading orientation. The portable display is 
touch-sensitive, allowing users to receive audio descriptions of the map elements by 
touching. Considering that blind users usually hold a white cane in one hand while 
walking, an enhanced electronic cane with several built-in functional keys is employed. 
So people can use their cane in the traditional way while interacting with the maps (e.g., 
panning and zooming) by the built-in keys. The electronic cane is connected with the 
embedded computer through radio, like Bluetooth. The embedded computer recourses 
(e.g., CPU, storage space) are sufficient to calculate and store offline map data.  
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Fig. 5.1 The concept design of an audio-haptic YAH map system  
5.3.2 A Prototype Design & Implementation  
To verify whether the visually impaired would benefit from the proposed ideas, a 
prototype system has been set up in advance. The prototype is named TacYAH Map (see 
Figure 5.2). To implement the functions of the embedded computer, a lightweight laptop 
and a smart phone (including a GPS and a compass sensor) can be used.  
    
Fig. 5.2 An overview of the TacYAH Map system (left) and the key functions on the 
Wiimote cane (right) 
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5.3 An Audio-haptic YAH Map on a Portable Pin-matrix Display 
5.3.2.1  System Components: 
Portable HyperBraille display 46  (see Figure 5.3): manufactured with the same 
technologies as the HyperBraille display (see Chapter 4). The display has an array of 30 
x 32 refreshable pins, but without any functional keys. The dimensions of the 
touch-enabled area are about 7.0 x 8.1centimeters. Thanks to the capacitive layer on the 
top of the surface, the display is touch-enabled. A common USB cable is used as a power 
supply and to transmit data. Additionally, the weight of the display (ca. 600 grams) is 
light enough to be portable. The display is carried in a waist bag while travelling.  
 
Fig. 5.3 The portable HyperBraille display and a vertical Braille cell (a: the front view;  
b: the side view; c: one vertical cell) 
Wiimote Cane: is a long white cane whose handle has been replaced by a Wii Remote 
controller (Schmitz, 2010). There are several keys on the controller for inputting, which 
are used to control the maps (e.g., panning and zooming). The cane can be connected 
with the host computer through Bluetooth.  
Smart Phone: A mainstream Android-based smart phone is used, which contains a GPS 
receiver and a digital compass sensor, and supports Bluetooth for wireless connection. 
The smart phone is mounted on the shoulder, to ensure a better performance while 
receiving GPS signals. The phone keeps the same direction as user’s moving orientation.  
Laptop: the laptop as a host computer not only runs the main software, such as rendering 
maps and managing map data, but also connects the other peripheral devices via a 
USB-cable or Bluetooth. The laptop is placed in a backpack.  
Others: a normal wired earphone is used to play audio descriptions.  
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5.3.2.2  Tactile YAH Symbol: 
The methods of representation of audio-haptic street maps applied in the prototype are 
the same with the HyperBraille Map system. In addition to parsing the GML-format map 
data from an offline map database, the audio-haptic YAH map system adopts the same 
tactile map symbols which were designed for the pre-journey HBMap system (see 
Chapter 4).  
In order to inform blind users on their current location and heading orientation on a 
map, a set of tactile YAH symbols has been designed in the TacYAH Map system initially. 
As illustrated in Figure 5.4, 3 different sets of YAH symbols have been designed, where 
the arrow based symbols not only express the user’s heading orientation while walking, 
but also her/his updated position indicated by the central points of the symbols.  
With the purpose of finding out which tactile symbol set is the best one, 7 legally 
blind individuals (3 female and 4 male) were invited to conduct a pilot test locally ( from 
20 years-old to 50 years-old; Mean age 30). The 3 candidate sets were printed out by a 
commercial embosser printer in advance. 5 subjects chose Option 2 (the middle one in 
Figure 5.4), and the remaining 2 subjects chose Option 3. Because of this, Option 2 has 
been adopted by the TacYAH map system.  
 
Fig. 5.4 The 3 candidate sets of YAH symbols 
5.3.2.3  Rich Interactive Interface:  
The YAH map system has several rich interactive interfaces, e.g., panning and zooming. 
After carrying out a map operation, the Wiimote Cane vibrates for a short amount of time 
to inform users of its completion.  
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-Auditory output: TacYAH speaks out the verbal information about the map symbol 
which is contacted by one finger on the surface through TTS, like the name of a street or 
a bus stop.  
-“Where Am I”: This function renders a corresponding YAH symbol depending on 
user’s current orientation, in the center of the display by pressing a key on the Wiimote 
Cane so that users are able to locate themselves quickly and explore the surrounding 
environment flexibly.  
-Panning: When pressing the cross button (i.e., left, right, up and down) on the 
Wiimote Cane, the map will be moved for a fixed distance in the intended direction. The 
fixed distance is about one third of the length or width of the display. It is not suitable to 
replace the whole screen while panning, to prevent users from losing the previous focus.  
-Zooming: Users zoom in and out on the tactile maps via functional buttons on the 
Wiimote Cane (the buttons labeled with “+” and “-“). Hence, the map scale can be 
adjusted flexibly to represent different views, e.g, a street view and a POI view.  
 
Fig. 5.5 Map representation on TacYAH Map system (left: a map on TacYAH Map 
system; right: a screenshot of visual digital maps) 
5.3.2.4  Prototype Implementation 
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On the host computer (2.4G Hz CPU, 4G RAM), a GIS server (GeoServer software) and 
a spatial database (PostGIS software) have been installed, and several city maps were 
downloaded from OpenStreetMap. The host application run on the computer was 
programmed in Microsoft C#, and is used for rendering and interacting with the maps. 
The mobile application used for obtaining updated GPS location and compass data was 
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written in Java. The WiimoteLib47 library was used to connect the Wii controller with the 
computer through Bluetooth.  
5.4 Evaluation  
To investigate whether blind individuals can learn about their surrounding environments 
using the proposed TacYAH map system, a pilot study was undertaken with blind 
participants. In the study, besides finding out where they are, participants were asked to 
discover the spatial relationship between themselves and clusters of close-by POIs, such 
as relative distances and orientations.  
5.4.1 Participants 
Five blind individuals (2 female and 3 male) took part in the pilot study. They were aged 
from 20 to 50 years old, with a mean age of 29 years. Among the five subjects, two were 
born blind and three became blind when they were children. A sighted evaluator (male, 
30 years-old) who needed to always stay closely to the participants, was in charge of 
monitoring the evaluation and documented the results.  
All of the subjects had had experiences with traditional tactile maps, such as 
swell-paper maps and thermoform maps, but they did not read tactile maps while 
walking outside. All of them had already had some experience with the HyperBraille 
display, and had joined the evaluation of the HBMap system in Chapter 4. Use of the 
new TacYAH map system was easily and quickly learned. In particular, P1 didn’t use a 
GPS wayfinding system at all. Even if P2 has a specific audio based GPS navigation tool, 
she only used it a few times and had the comment: “I don’t trust it”. Meanwhile, P5 
reported he often used navigation applications on his smart phone to visit unfamiliar 
places.  
5.4.2 Test Bed & Materials 
Two test sites, located far away from the center of the city were chosen. All of the 
subjects confirmed that they had never visited the two places before the trials. The first 
site consisted of 7 streets and 7 pre-selected POIs. The streets within the first test site 
were structured in a regular shape (see Figure 5.6 (left)). But the second site was located 
in an irregular area, containing 4 streets, one circle intersection and 6 landmarks 
(including a bus stop), as shown in Figure 5.6 (right). The various landmarks selected 
included: a kindergarten, a police office and residential buildings. Their names have been 
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described simply (e.g., POI2, POI8) in the thesis, but during the evaluation the real 
names were used.  
In order to compare the participants’ performances, all subjects were asked to stand at 
a fixed point with a pre-selected heading orientation (see Figure 5.6). Table 5.1 has listed 
the involved spatial relationships (i.e., distance and orientation) between the two fixed 
points and the POIs represented on the maps. 
  
Fig. 5.6 The maps of two selected test sites (left: Map 1 with 7 streets and 6 landmarks; 
right: Map 2 with 4 streets, 1 circle intersection and 6 landmarks) 
Table 5.1 The spatial relationship between the subjects’ standing points and the 13 
selected POIs48  
POIs 
in Map1 
Dist. 
(m) 
Ori. 
(clock)
POIs 
in Map2 
Dist.
(m) 
Ori. 
(clock) 
POI1 190 10 POI8 15 10 
POI2   145  11:30 POI9 30 1:30 
POI3 117 1 POI10 75 1 
POI4 170 8:30 POI11 105 5:30 
POI5 35 7:30 POI12 110 3:30 
POI6 15 4 POI13 33 11 
POI7 202 6:30    
 
For this TacYAH Map study the system was adapted into 2 levels of zooming, i.e. a 
street view and a POI view. The street view only renders streets, while in the POI view 
both the streets and POIs are represented. The street view has a larger pin resolution 
(about 5 meters/pin) than the POI view (about 3.3 meters/pin). In other words, the whole 
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screen represents an area of 150 meters by 160 meters in the street view, and an area of 
100 meters by 106 meters in the POI view. Furthermore, the map allows moving one 
third of the length or width of the screen.  
In addition, to evaluate if the subjects were able to learn spatial knowledge when 
using the TacYAH map system correctly, 2 swell-paper maps about the 2 test places have 
been produced in advance (see Figure 5.7). Note that, any tactile orientation cues on the 
tactile maps, like the north symbol, were deleted and the Braille index was rotated 90 
degrees while producing.  
 
Fig. 5.7 The swell paper maps of the two test sites 
5.4.3 Procedure  
Aiming at investigating the performance of the prototype system and users’ feedback, a 
series of procedures has been conducted in order. At first, all of the subjects were 
systematically taught the YAH symbols and how to use the system, as well as a training 
test. Secondly, when the subjects acquired involved skills, they were guided to the two 
test sites by bus and by foot, and then started the main part of the evaluation respectively. 
Thirdly, in order to verify whether they can match map structures after reading maps via 
the TacYAH Map system, the subjects were asked to point out their current location on 
the prepared swell-paper maps and align the tactile maps with the real environments. At 
the end of the evaluation, they were asked for their feedback in a brief post-questionnaire. 
The detailed targets of their tasks are listed as following:  
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(1) Training: the training task was held in a lab and the training map covered a part of 
a local campus that was familiar to most of the subjects. In addition to learning 
the 8 YAH symbols one by one on the portable HyperBraille display, they were 
5.4 Evaluation 
taught how to interact with the maps via the Wiimote Cane. After that several 
short training tests were completed, which were similar with the tasks in the main 
evaluation, such as exploring the training map and pointing out the surrounding 
streets and POIs. Besides, the evaluator needed to be familiar with the 2 test maps 
and the swell-paper maps.  
(2) Evaluating the YAH Symbols: for investigating users’ performance on the YAH 
symbols, we selected 4 of 8 YAH symbols (i.e., southwest, east, northwest and 
south) for this task, participants were asked to state their heading direction as soon 
as possible when they were rendered on the display one by one.  
(3) Exploring the YAH Maps & Acquiring a Spatial Relationship: before and during 
the trials the subjects had not been informed on any information associated with 
the two test places. During the experiments each subject only needed to stand at 
the fixed points and face into a pre-selected direction (see Figure 5.6). At each site, 
the subjects had 3 sub-tasks. The first one was to find out their position and 
orientation. Secondly, they needed to locate the nearest streets in four directions 
(i.e. left, right, front and back). The third sub-task was to find out nearby POIs 
(within 100 meters of them) and report their relative spatial relationship (i.e. 
distance and orientation) to them, via panning and zooming. Since in the POI 
view the panning distance is about 33 meters (one third of 100 meters), the 
subjects had to pan at least two times in the same direction to search for the POIs 
within 100 meters. Also, since users were familiar with the analog clock system, 
they were asked to give their orientation of nearby POIs using headings such as: 3 
clock, 10 clock, etc. The digital compass was calibrated before each trial.  
(4) Structure matching: after reading the corresponding swell-paper maps, the 
subjects were asked to point out their current location on the maps, and align the 
swell-paper maps with the environments. The location pointed by the participants 
on the swell paper maps is recorded individually, and the alignment errors were 
classified into 3 types: 90 degree error, 180 degree error and 270 degree error. The 
alignment errors were judged by the evaluator by comparing the aligned swell 
paper maps with the real environments. 
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(5) Post-questionnaire: At the end of the evaluation, each participant was asked to 
complete a short questionnaire so as to acquire their feedback on the proposed 
system. There were 6 questions, in which Q1-Q4 were 5-point scale questions (1- 
strongly negative and 5-strongly positive). Q5 and Q6 were open questions.  
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Q1: How easy was it for you to locate yourself on the map?  
Q2: How easy was it for you to find the current orientation on the map?  
Q3: How easy was it to explore the surroundings without panning?  
Q4: How easy was it to explore the surroundings with panning?  
Q5: What is good in the system?  
Q6: What is bad in the system? 
5.4.4 Results  
Each participant spent about 3 hours completing all of the procedures above, consisting 
of about 30 - 40 minutes on each training task, about 30 minutes for testing on each 
outdoor site, and almost one hour travelling to the two test sites. 
(1) Identification of YAH symbols:  
In the trainings, the subjects spent a short amount of time (Mean: 75 seconds) 
learning the YAH symbols. They were able to identify the 4 pre-selected YAH 
symbols quickly (Mean speed: 2.75 seconds/symbol) and identity correctly with a 
success rate of 95 % (only one mistake made by P2).  
(2) Exploration of YAH maps: 
a) Self-location:  
All of the participants in the 10 trials were able to locate where they were 
and reported their heading orientations correctly using the YAH symbols 
(Success rate: 100 %). 
b) Finding the surrounding streets:  
The subjects were able to find out all of the surrounding streets in the street 
views of Map 1 and Map2, as well as report their names. 
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c) Finding nearby POIs (within 100 meters):  
In the POI view, the subjects had different performances when locating the 
nearby POIs, specifically for the POIs which needed panning. The subjects 
were able to find all of the nearby POIs (Recall rate: 100 %), however, the 
precision of different subjects was different due to incorrect estimations of 
the distances (see Figure 5.8 and Figure 5.9), e.g., some subjects made 
mistakes by including several POIs which were outside the 100 meters range. 
In Map 1 the mean precision was 70.1 %, while the mean precision in Map 2 
was 89.3 %. Three subjects reached 100 % precision in Map2. 
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Fig. 5.8 The precision of finding nearby POIs within 100 meters in Map1 
 
Fig. 5.9 The precision of finding nearby POIs within 100 meters in Map2 
Furthermore, the participants explored the surrounding environments and 
discovered the relative spatial relationship (i.e. distance and orientation) 
between those nearby POIs and themselves, as illustrated in Figure 5.10 - 
5.13, and the ground truth data is marked by the term “ST”.  
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Fig. 5.10 Estimated distance of POIs in Map1 by the 5 participants 
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Fig. 5.11 Estimated orientation of POIs in Map1 by the 5 participants 
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Fig. 5.12 Estimated distances of POIs in Map2 by 5 participants 
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Fig. 5.13 Estimated orientation of POIs in Map2 by 5 participants 
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To find out the POIs beyond 50 meters but within 100 meters the subjects 
had to pan at least two times in order to find all the POIs in one direction. 
The mean errors of estimated distance were 8.5 meters and 27.2 meters for 
the POIs within 50 meters and over 50 meters, respectively. The t-test (at the 
5.4 Evaluation 
95% confidence level) found a significant difference while estimating the 
distances to the POIs within 50 meters and over 50 meters (t = 3.55, df = 8, p 
= 0.008 < 0.05). Meanwhile, the mean error for directing orientation was 
20.4 degrees and 28.3 degrees respectively when estimating the relative 
directions to the POIs within 50 meters and over 50 meters, and there was no 
significant effect on the orientation estimation errors (t = 0.94, df = 8, p = 
0.37). 
(3) Structure Matching:  
The subjects took a short amount of time to read the prepared swell-paper maps 
(Mean: 5 minutes), as most of them had already had experience reading a 
swell-paper map. While locating themselves on the tactile maps, only P5 marked 
incorrectly in Map 1, and P1 and P5 failed to locate themselves correctly in Map2 
(see Figure 5.14). Furthermore, P1 aligned the swell-paper map of Map 1 with an 
error of 180 degrees. P1 and P5 also failed to align Map2 correctly with an error 
of 180 degrees.  
 
Fig. 5.14 Reported self-location on swell-paper maps by participants 
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(4) Post-questionnaire:  
All of the subjects responded that it was easy for them, not only to locate 
themselves and to identify heading orientations on the YAH maps, but also to 
discover the surrounding geographic features (e.g., streets, intersections and POIs) 
without panning. However, after panning they felt it was hard to estimate the 
distances to those far away POIs, since they sometimes forgot how many times 
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they had already panned and the YAH symbols was disappeared. Figure 5.15 
addresses the participants’ feedback to the first 4 questions.  
Moreover, P1 reported the system was good for finding out where he was 
while on the streets and orientating himself with his environment using the 
zooming functions, but it was difficult to represent a larger area in the street view. 
In addition to the tactile symbols, P2 thought the Wiimote Cane and haptic-audio 
interface were helpful. P3, P4 and P5 expressed they were interested in a 
navigation system based on the prototype system in the future, and a lighter 
portable tactile display. 
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Fig. 5.15 Mean value of participants’ rating for the first 4 questions  
5.4.5 Discussion  
Due to the limited screen size of the portable pin-matrix display, it’s a challenging task to 
render large areas of city maps. This is similar to the issues faced by mobile devices for 
sighted people. In addition to simplifying the map elements based on the user’s profile 
and requirements, a zooming function should be integrated that contains multiple zoom 
levels, for representing buildings, streets and POIs (including the entrances) in various 
amounts of detail. One of the important solutions available for simplifying tactile maps is 
making the map symbols simple and distinguishable, and representing the daily 
categories concerned by blind people.  
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The evaluation indicates that the YAH symbols can be useful as reference points for 
helping users locate themselves and also estimate the distance and orientation to other 
POIs. For instance, the participants estimated the distance and orientation more 
accurately to POI5 and POI6, because the YAH symbols were closed to them. 
Furthermore, the YAH symbols can be imported into a desktop pre-journey tactile map 
system, like the HyperBraille map, to help blind individuals virtually explore the 
surrounding environments along selected pre-journey routes.  
5.5 Chapter Summary 
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One of the impressive findings of this study is that the subjects were able to discover 
their spatial relationships to nearby POIs with a high accuracy by themselves, despite the 
low resolution of the pin-matrix display. The mean distance error was 8.5 meters and the 
mean orientation error was 20.4 degrees when locating the POIs within 50 meters. 
However, it was hard for blind individuals to estimate the correct distance and 
orientation to the distant POIs due to the reference points (YAH symbols) disappearing 
from the screen after panning several times, e.g., when P1 locating POI3, and P2 locating 
POI11 and POI12. It will be better to implement an enhanced function to calculate and 
report the relative distance and orientation automatically in practical uses.   
While re-locating on the swell-paper maps, P1 and P5 only located themselves using 
their surrounding streets. Since the structure of Map 2 was irregular and symmetrical, P1 
and P5’s strategy was not suitable at all. Thus, a good strategy for self-locating and 
alignment on a map without location-based information, is to consider both surrounding 
streets and nearby POIs, which should be taught in the O&M training.  
In the TacYAH system, the true north of the map is fixed (always north-up), thus 
users have cognitive loads to find out what is in front and what is on the left or right by 
reading the YAH symbols. A few participants preferred this solution, but most of them 
expected a feature that re-orientated the map depending on the walking direction (always 
head-up). With the help of such an automatic alignment function, individuals are able to 
find out the surrounding environments easily.  
5.5 Chapter Summary  
In this chapter, an interactive audio-haptic You-are-here (YAH) map has been designed 
and implemented, which is named TacYAH Map. In addition to a portable 
touch-sensitive pin-array display (30 x 32 pins), the TacYAH Map prototype employed a 
set of tactile map symbols to represent a non-visual city map. Specifically, a set of tactile 
YAH symbols via raised or lowered pins has been proposed to inform users’ updated 
location and heading orientation. The interactive user interface, like panning and 
zooming, helps users easily explore the surrounding environments using functions.  
Aiming at evaluating the prototype from the aspects of usability and accessibility, a pilot 
evaluation was conducted in 10 field tests with 5 blind users. The study addressed blind 
users were able to not only make use of the system to locate themselves correctly, but 
also freely explore the surrounding environments and discover the spatial relationships to 
nearby POIs and streets precisely. The subjects were highly satisfied with the system as it 
helped them find out where they were at any time, and discover their surroundings, even 
if they thought it was difficult to locate distant POIs with panning. 
 
Chapter 6  
Collaborative Approaches for Environmental 
Accessibility 
6.1 Introduction  
During the past decades, a huge number of graphic data have been collected by 
geographers, governments, and professional corporations in Geographic Information 
System (GIS), and become one of the foundational elements of location-based services 
(LBSs). It is conceivable that without detailed information about environmental 
accessibility in the GIS, however, LBSs would have trouble in satisfying the requirements 
of people with special needs. For instance, wheelchair users can’t go through the routes 
having too many stairs/curbs, and visually impaired people will be in dangerous situation 
when walking on the routes which include streets under repairs or constructions. To 
provide suitable routes for them, it’s important to collect those environmental 
accessibility data as much and detailed as possible, like where the high stairs/curbs are and 
which streets are repairing.  
Evidently, it is a cost and a time consuming task for geographers, governments, and 
professional corporations to collect such environmental accessibility information with 
traditional methods. To provide information about environmental accessibility in cities for 
citizens and tourists, numerous cities spend a huge number of money and time on 
collecting accessibility information with many employees. For instance, the project 
“Mobility for All” employed about 200 workers to collect information on disabled access 
for over 35,000 facilities in the city of Berlin49. There was also a huge effort in the city of 
Dresden to provide a city guide for the disabled50. Furthermore, many more extra efforts 
have to be taken into account while updating environmental accessibility. 
The crowd-sourcing approach as an efficient method has been employed in a large 
number of applications for gathering data from users, such as the free worldwide map data
                                                        
49 http://www.mobidat.net, last access on 20th Dec., 2012. 
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50 http://www.dresden.de/zugaenglichkeit-einrichtungen/, last access on 20th Dec., 2012. 
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provider OpenStreetMap (OSM). Any effort in this direction is valuable not only for the 
management of cities, but also for emergency situations such as the 2005 Hurricane 
Katrina and the Haiti 2010 earthquake. In particular, the combination of GIS, mobile 
technology and the collaborative approach in high magnitude disasters is beneficial to all 
victims (Laituri and Kodrich, 2008). 
As presented in Chapter 2, 81.4% and 64.9% of visually impaired participants 
suffered the barriers that traffic lights without audio output and failure to find entrances 
respectively. In this chapter, therefore, more attention will be paid to study how to let 
visually impaired people overcome those barriers by accessing that environmental 
information at any place while travelling. Furthermore, the positive attitude towards 
sharing annotations and experiences with others in the previous survey study (see Chapter 
2) encouraged me to investigate a collaborative approach, for collecting and sharing 
information on environmental accessibility.  
In recent years although there are a number of applications have become available that 
allow the sharing of environmental accessibility information in cities, most of them are 
focusing on wheelchair users and pay less attention to the visually impaired. In addition to 
collecting the information, it is essential to implement non-visual user interfaces in various 
mobility assistive tools to allow visually impaired people to obtain that information.  
In this chapter, a collaborative approach based framework is proposed to explain the 
basic methods to collect information on environmental accessibility for Issue I. Within the 
proposed framework an inclusive prototype called COACH system has been developed. 
The COACH system demonstrates how blind and visually impaired users acquire 
information on environmental accessibility through multiple terminals and mobile devices 
(e.g., computers, mobile phones, Braille displays, etc). The evaluation results of the 
COACH system with blind users are presented and discussed.  
The remainder of this chapter is structured as follows: Section 6.2 introduces the 
background of collaborative methods and environmental accessibility; in Section 6.3 a 
framework is proposed to collect environmental accessibility; Section 6.4 presents and 
evaluates a prototype named COACH which is used to gather and utilize user-contributed 
annotations related to environmental accessibility; a discussion and a summary are 
addressed in Section 6.5 and Section 6.6 accordingly.   
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6.2 Related Work 
Crowd-sourcing applications have been changing individuals’ behavior over the past 
decade, and many people are impacted by virtual communities professionally and at 
leisure time. In this section, previous studies about collaborative approaches for LBSs 
and environmental accessibility are surveyed in depth.  
6.2.1 User-contributed Geographic Data 
LBSs have evolved from only providing static location-aware information like the 
Cyberguide system (Abowd et al., 1997) to user-generated notes (e.g. GeoNotes 
(Espinoza et al., 2001), E-graffiti (Burrell and Gay, 2002), PlaceMail (Ludford et al., 
2006)) or messages (e.g. DeDe (Jung et al., 2005)), and to further investigations of 
user-contributed location-referencing content (Girardin et al., 2008; Reily et al., 2008; 
Keßler et al., 2009). Digital Footprinting aims at uncovering tourists’ spatiotemporal 
behaviors by analyzing their personal mobile phone network data and their geo-tagging 
photos (Girardin et al., 2008). With the help of the location-based user-generated data, 
there will be possible to improve the performance of geographic search, as demonstrated 
by the Sharescape system (Reily et al., 2008), and in (Keßler et al., 2009).  
At present, it has become a trend that more and more LBSs are integrating the social 
interaction. In addition to users’ text or auditory notes and photo-taggings, recently there 
is a new kind of user-generated content becoming popular, that is user-contributed 
geographic data. The geographic data is always considered as the infrastructure of the 
LBSs. As Goodchild (2007) pointed out the concept of “citizens as sensors” to create the 
world of volunteered geography, the geographic data has been providing by users 
collaboratively. The crowd-sourcing sites like OpenStreetMap (Haklay and Weber, 2008) 
demonstrate the feasibility of this concept well.  
6.2.2 Collaborative Environmental Accessibility 
Collaboration by many individuals has led to the notion of social computing in crowds. 
Surowiecki (2004) suggests wisdom of crowds is formed if the following conditions are 
met: diversity of opinion, independence, decentralization, and aggregation. 
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Groups of disabled people may also be considered as a crowd in this sense and are 
committed specifically if accessibility is concerned. The concept of collaborative 
accessibility is a grass-root activity within a group of people sharing the same type of 
interest in a disability, and ensures accessibility of some social computing services over 
6.2 Related Work 
time. For instance, the deaf and people with severely hearing impairments can obtain 
real-time captioning of speech contributed by a crowd of non-experts (Lasecki and 
Bigham, 2012).  
The concept of collaborative accessibility has been proposed to improve web 
accessibility for the visually impaired. Dardailler pioneered the collaborative method to 
generate alternative text for inaccessible images in the ALT-server project (Dardailler, 
1997). In the Social Accessibility project, independent sighted volunteers create alternative 
text of images for the aggregation with inaccessible web pages for blind users (Takagi et 
al., 2008). This collaborative approach makes alternative text with higher quality through 
a large number of volunteers’ efforts, compared with the artificial intelligence based 
methods (Bigham et al., 2006). Moreover, Bigham et al. developed the VizWiz system to 
allow the sighted community to nearly real-time answer daily visual questions described 
by photographs, which are taken by visually impaired users (Bigham et al., 2010).  
The collaborative approach has been becoming a solution to acquire information on 
environmental accessibility for disabled people. The WheelMap, an OSM-based system, 
helps wheelchair users find which place is accessible or inaccessible in cities, and accepts 
new reports on environmental accessibility. The Talking Points system (Stewart et al., 
2008) provides environmental information on POIs along routes and applies a universal 
collaborative approach for both sighted and non-sighted users. The concept of “blind 
leading blind” in (Kulyukin et al., 2008) addresses a possibility to share navigation 
experiences in the cooperation between blind users.  
A router planner is one of important components in navigation systems for pedestrians. 
Early navigation systems for the disabled calculate routes from static map data stored in a 
database, such as the MoBIC system (Petrie et al., 1996) for the visual impaired and the 
elderly, the system in (Beale et al., 2006) for the wheelchair users, and the U-Access 
system (Sobek and Miller, 2006) for diverse user groups. In the BAIM project (Bühler et 
al., 2006) the dynamic accessibility information of public transportation facilities, like 
working status of an elevator at a station, has been considered while making routes.  
However, most of the current route planners can’t satisfy the demands by the disabled 
who has special needs, since those route planners don’t take environmental accessibility 
into account, in terms of different user profiles, as mentioned in (Völkel et al., 2008b).  
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In order to calculate a personalized and suitable route for disabled people by 
computers, a structured rating mechanism for collecting information on environmental 
accessibility has been employed widely. The OurWay system (Holone et al., 2008) 
generates routes based on users’ ratings for the accessibility feature of a route segment, but 
only allows for three simple rating levels: good, uncomfortable and inaccessible. 
Specifically, the RouteCheckr system (Völkel and Weber, 2008) considers user contributed 
annotated data as multiple criteria ratings in term of length, safety, and accessibility, while 
calculating routes for mobility impaired pedestrians. Additionally, the RouteCheckr 
system adopts a time-dependent rating method to adjust rating weights depending on the 
actual annotation time, for example, the weight of the latest annotation is higher than the 
old ones.  
In addition to the structured rating annotations in the personalized route planners, 
several new map-based applications make use of structured descriptions representing 
environmental accessibility. The Wheelmap system lets participants update accessibility 
status of POIs through 4 simple structured levels (i.e. yes, limited, no, and unknown). The 
volunteered based system MyHandicap51, rates the accessibility with 6-7 given optional 
items, such as guide dogs allowed or not, with or without supporting facilities for the 
hearing impaired. Simple structured ratings make it easy for users to create or read 
annotations, but it’s difficult to inform disabled users with detailed information, which 
might indicate if possible or how to overcome.  
On the contrary, the unstructured annotations can describe environmental accessibility 
in detail. Figure 6.1 shows a booklet published by the Dresden municipal office, to 
summary detailed information of POIs for wheelchair people. The textual accessible 
information for entrances has been included for all POIs in the booklet. The start-up 
Access Together52 system, collects information on environmental accessibility for people 
with or without disabilities both, by defining an array of structured metadata to describe 
the accessibility features of geographic features, for instance, automatic or manual doors, 
with or without elevators, and available tactile floor paving or not.  
There are also many location-based applications to support people sharing 
unstructured annotations flexibly. The Navatar indoor navigation system augments the 
indoor environment for the visually impaired by annotating indoor landmarks via 
unrestricted descriptions, such as “Follow the wall to your left until you reach a hallway 
intersection” (Fallah et al., 2012). In another indoor navigation project, namely 
                                                        
51 MyHandicap system: http://www.myhandicap.de/, last accessed on 15th March, 2013.  
131 
52 Access Together: http://www.accesstogether.org/, last accessed on 15th March, 2013.  
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MOBILITY Project, to classify the mass of unstructured annotations, it identifies three 
priority levels for annotations, from the essential level, to the helpful level and optional 
level (Spindler et al., 2012). In the collaborative route information sharing system (CRISS), 
visually impaired travelers are able to share route descriptions via their experiences 
(Nicholson and Kulyukin, 2009). 
 
Fig. 6.1 A governmental booklet summarized environmental accessibility for wheelchair 
people in Dresden City 
Thereby, environmental accessibility requires structured and quantified notes, like the 
mapping information which contains related objective records of geographic features, for 
instance, the address of a building or the number of doors of a building. Meanwhile, 
environmental accessibility also needs unstructured descriptions to record in detail, such 
as the landmark-based guidance and subjective experiences. In previous work, however, 
there are a few systems combine both of them systemically while collecting and sharing 
information on environmental accessibility.  
6.3 A Collaborative Framework for Sharing Environmental 
Accessibility 
With the increasing demands by people with special needs on environmental accessibility 
and ubiquitous computing systems, a framework in this section is proposed to engineer 
the collaborative approaches, aiming at enhancing accessibility of geographic features. 
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6.3.1 Framework Scheme 
The geographic data as one of the most important parts in the framework, in general, 
consists of two databases: a database storing the geographic data and a standalone 
database storing user-contributed data on environmental accessibility. The two databases 
can be connected through a unique identifier which denotes the geographic object 
involved. In addition to the foundational geographic data, there are four basic layers in 
the architecture of the proposed framework (see Figure 6.2), which are data layer, 
network layer, devices layer and application layer from bottom to top.  
In the data layer, a geographic data model describes how to organize and manage the 
related geographic data, which has been researched in the field of GIS for decades, like 
the object-oriented database technology (Herring, 1992; Shekhar et al., 1997;). 
Furthermore, the annotation data model presents how to document the collaborative 
annotations for improving environmental accessibility, and the model is presented in the 
coming section in detail.  
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The network layer as an underlying medium provides ubiquitous Internet connection 
through mobile networks, wired networks or others. Various mobile devices and 
desktop-based devices in the device layer allow users to contribute and access 
annotations everywhere at any time. In the application layer apart from the main 
functionalities, such as a route planner, or a map explorer, one of the most important 
functionalities is an accessible user interface should be included. The user interface 
should satisfy visually impaired persons’ requirements.  
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Fig. 6.2 The architecture of the proposed framework 
All of the four layers will work together to support collaboration between the visually 
impaired user group and the sighted volunteer group. A process model of the 
collaborative framework is illustrated in Figure 6.3, from the point view of users. The 
volunteers can contribute their annotations on environmental accessibility, and visually 
impaired users are able to read those annotations. In particular, visually impaired users 
can be volunteers as well, by sharing their personal experiences and knowledge. 
 
Fig. 6.3 The process model of the proposed collaborative framework 
6.3.2 Annotation Data Model  
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The annotation data model within the framework documents and organizes the 
user-contributed data between visually impaired users and volunteers. In this section, an 
annotation data model has been presented, towards effective utilization and management 
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of the mass of annotations. The annotations should support common operations, such as 
creation, edit/modification, and deletion.  
Unlike ubiquitous annotation systems for some general requirements, like linking 
virtual information and existing objects in physical space (Hansen, 2006), the dimensions 
of environmental accessibility annotations concern the special requirements and needs 
for people who are blind and visually impaired. There are 11 key dimensions that should 
be taken into account, and each dimension is explained in detail one by one as follows:   
(1) Category Dimension: contains varying accessibility features for different geographic 
features, for example, a building whether or not with an accessible entrance (for the 
wheelchair users), or a traffic light whether or not having audio output (for the visually 
impaired). 
(2) Location Dimension: indicates the location where is annotated and which can be 
associated with an existing location stored in the database, or a new location created by 
varied positioning tools, like a GPS device. The longitude and latitude data is a common 
method to document the location of a geographic feature.  
(3) Time Dimension: is about when the annotation is created, shared and modified by 
different users. This dimension will help users to gauge the validity of the annotation 
(old annotations being less valid than new annotations).  
(4) Author Dimension: records the user who created and shared the annotation. The 
originator will always hold more access rights than other users, including the permission 
to delete the created annotation.  
(5) Content Dimension: there are two kinds of content generally: objective mapping 
information and subjective user experiences. The former describes the accessible 
attributes of geographic features, such as a traffic signal with or without a speaker, or a 
footpath with or without stairs, while the latter one completely comes from users’ points 
of view, which might be their own experiences or knowledge, even wrong notes.  
(6) Multimedia Dimension: different types of multimedia can be used as annotations, 
such as a text message, a voice recording, a photo or a video. An annotation can contain 
multiple media types.  
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(7) Structure Dimension: in order to store and apply digitized annotations for existing 
objects effectively, it is necessary to divide the format into two basic types: structured 
6.3 A Collaborative Framework for Sharing Environmental Accessibility 
annotations and unstructured annotations. The former one includes a number of attributes 
and users’ quantified annotations, e.g. by rating them in terms of accessibility, while the 
latter one contains detailed and special descriptions, like users’ experiences. In particular, 
an annotation can combine both of them.  
(8) Source Dimension: in general, there are two different sources while annotating: 
explicit annotations from users’ input directly and implicit annotations by analyzing 
variety of digital sensors data or users behaviors. For instance, to evaluate accessibility 
of a footpath, in addition to users’ ratings, it’s possible to analyze the GPS logging data 
(e.g. distance, spending time, offset distance) from some visually impaired users who 
have travelled in the same area before.  
(9) Presentation Dimension: this dimension is about how the annotation will be 
presented using non-visual user interfaces. Additionally, annotations can be presented on, 
or off location like reading an annotation at home or on desktop based devices.  
(10) Share Dimension: annotations can be created freely and edited according to 
different strategies. Annotated content can then be shared for themselves, their friends or 
all users.  
(11) Privacy Dimension: since user-contributed annotations might include personal data, 
it’s necessary to set up a suitable mechanism that will protect users’ privacy, in particular 
the people volunteering this information. For instance, users can publish their 
contributions anonymously.  
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Fig. 6.4 The dimensions of environmental accessibility annotation 
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The dimensions described above are connected as shown in Figure 6.4. The 
implementation of each dimension will impact the functioning of the other dimensions. 
The dimensions of the annotations would be extended in the future, depending on users’ 
changing requirements. 
 
Fig. 6.5 Examples of collaborative environmental accessibility annotations 
The example shown in Figure 6.5 describes how a visually impaired user could 
acquire the structured geographic information (e.g. bus stops, entrances, etc) and 
unstructured annotations from others’ experiences, while he/she visits a building for the 
very first time. With the help of these annotations the user could have a rough overview 
of the building, and will have a better chance of finding the main entrance. Plus, the user 
would add new annotations for themselves and others after or during her/his journey. 
6.4 The COACH Prototype  
According to the proposed collaborative framework, a collaborative accessibility 
approach (COACH) based prototype has been built up, with emphasis on supporting 
blind and visually impaired to create, share and utilize annotations on environmental 
accessibility.  
6.4.1 Functionality of COACH and Its Clients 
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The COACH prototype consists of 3 clients (i.e., a web browser client, a smart phone 
client and a pin-matrix display based client), central servers including various databases, 
as well as web service interfaces to connect clients and servers, as shown in Figure 6.6. 
The role of the central servers (e.g. map database server, annotation server) is two-fold: 
they provide communication services for the whole system, and manage essential 
databases, including a geographic database and a user-contributed annotation database. 
6.4 The COACH Prototype 
Note that, the COACH prototype is focusing on collecting and sharing environmental 
accessibility annotations for various POIs.  
 
Fig. 6.6 The overview structure of COACH System  
The system accepts several types of content media as annotations, like text 
descriptions, audio files, photos, as well as alternative text. Before creating or reading 
POIs’ annotations, users have to find the related POIs first. Therefore, the 3 clients adopt 
different methods to locate the POIs (see Table 6.1). 
Table 6. 1 Interaction with POIs for annotating on each client 
 
Web Browser 
Client 
Smart Phone Client Pin-matrix Client 
POI Name 
Search 
√ √ √ 
Nearby-POI 
Search 
√(mouse-click) √ (GPS location) √ (touch point) 
Audio-haptic 
Exploration 
  √ (touch point) 
(1) Web Browser Client: 
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Users can make use of a web browser to create and share annotations on environmental 
accessibility. A keyword search function is supported (see Figure 6.7) in the web browser 
client to look up target POIs from the database. With the help of assistive tools (e.g. 
screen readers, Braille displays), users would search POI names and reading the results 
from an accessible table. As shown in Figure 6.8, users read detailed mapping 
information and annotations of POIs through involved web links, as well as edit or create 
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annotations. In addition to sighted volunteers, this client can be used visually impaired 
people with the help of related assistive tools (e.g., screen-reader software, and Braille 
displays). Additionally, sighted users can locate target POIs by explore a visual map, 
which is inaccessible for visually impaired users.  
 (2) The Smart Mobile Client: 
The mobile clients of the COACH system is demonstrated on two kinds of Android 
based smart phones, one with a touch screen and a physical QWERTY keyboard, and 
another one with a common touch screen only (see Figure 6.9). The two mobile clients 
will provide location-based services to search nearby POIs while on the move. Through 
assistive software (Google’s Eyes-free shell) on the smart phones, blind and visually 
impaired people can acquire auditory information on environmental accessibility. 
Specifically, the system will store the context automatically while making the 
annotations through the mobile clients, like the current GPS location and the heading 
orientation. 
 
Fig. 6.7 An example to search POIs with keywords 
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Fig. 6.8 A screenshot of an accessible table with listed search results 
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Fig. 6.9 The two smart phone clients of the COACH  
(3) The Pin-matrix Display Client: 
Other than the two previous clients, the pin-matrix display client is designed for people 
who are blind and visually impaired only. This client will allow users not only to explore 
audio-haptic city maps (as mentioned in Chapter 4), but also to create or share 
annotations for POIs. There are two available methods for locating the target POIs 
conveniently: either by searching for a POI name or searching a nearby area to a target 
position by touching the tactile display with a finger. For instance, when planning to an 
unknown destination beforehand, a user would explore the surroundings of the 
destination on the maps, and read environmental accessibility annotations of the nearby 
POIs within 500 meters (see Figure 6.10). 
 
Fig. 6.10 An example of the nearby-POI search on a pin-matrix display (left: locating the 
destination by a finger and searching nearby POIs in 500 meters; right: the resulted 
POIs) 
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6.4.2 Database Design 
On the servers there are currently three kinds of data: user data, map data and 
user-contributed annotation data. The user data contains user’s profiles like the level of 
visual impairment and a unique identification number (i.e. user_id), in addition to their 
log-in data (e.g. user name, password). The map data was downloaded from the OSM 
site and covers several city centers, with a total of about 18 thousands POIs. The entire 
map data is managed and maintained with an open source software, PostGIS53. 
Aiming at balancing the performance and ability to adopt different sources of map 
data, e.g. OSM, Google Maps in the future, the module of annotation data is designed as 
an independent layer but associated with the map database through several items, rather 
than appending new accessibility items within the existing map data. Due to the various 
accessibility features of different categories, the annotation data creates separate tables 
according to the amenities of POIs (e.g. intersections, bus/tram stops). Thus, different 
accessibility items are contained in these sub-tables, which are linked to the primary 
annotation table.  
Figure 6.11 describes the main architecture of the annotation data layer in the 
COACH system, as well as some of accessibility items included. The annotation data 
table has its own primary key (i.e. annotation_id) and two foreign keys (i.e. osm_id and 
user_id) which link POI database in OSM and the created user identity respectively. 
Besides, several items denote the dimensions of the annotations, for instance, the item of 
source_device indicates which one of the 3 clients is used.  
Due to the different kinds of accessibility features for different categories of POIs, 
the COACH system creates several special data schemes to record users’ annotations. 
For example, the data table for bus/tram stops contains the detailed attributes of a station 
(e.g., line_number and direction), while the data table for buildings only describes the 
facilities of a regular building, for example attributes of entrances and lifts. All of these 
annotation tables for different categories of POIs are linked with the main annotation 
data table by their primary key (annotation_id). Note that, only structured annotations 
are allowed for geographic information. As a proof of concept study, the COACH 
prototype has designed and demonstrated 4 important categories, which are stations, 
crossings, traffic lights and building entrances. Moreover, users can rate each POI, in 
terms of accessibility, safety and orientation, in the data table of structured rating, or 
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submit multimedia annotations with the help of the data table for collecting unstructured 
annotations. 
 
Fig. 6.11 Data model of the annotation database in COACH system 
6.4.3 Case Study 1: Gather Annotations 
As a preliminary user study of the COACH system, this section introduces how visually 
impaired users create and read environmental accessibility annotations on the 3 clients 
respectively. Note that, only the smart phone with a physical keyboard was utilized in 
this study, and its operating system was based on Android 2.1. 
6.4.3.1  Participants 
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Four blind participants and 1 severely low vision participant have been invited to the 
pilot study. Among them, three people were born blind. They were aged from 28 to 50 
years (mean age 37.2), and had had different experiences with the Internet, mobile 
phones and the HyperBraille device, as shown in Table 6.2. P1 and P2 use the pin-matrix 
device with a limited times by taking part in the experiments for the HyperBraille project, 
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while the others had less experience with the tactile display. All the blind subjects used 
JAWS54 screen-reader for the web browser client. The low vision participant P5 became 
severely visually impaired only a few years before the evaluation, and it was her first 
time using the pin-matrix display. She had only limited knowledge of Braille. On the 
mobile phone client, all of the subjects used an open source screen-reader (TalkBack55). 
Table 6.2 Participants’ experiences on Internet, mobile phone and pin-matrix display  
Subject 
Use of 
Internet
Assistive 
Tools 
Use of 
mobile 
phone 
Services on 
mobile 
phone 
Experience of 
pin-matrix 
display 
P1 15 years 
Screen Reader
Braille 
Display 
10 years 
Call, SMS, 
Browsering
Many times 
P2 28 years 
Screen Reader
Braille 
Display 
4 years 
Call, SMS, 
clock, etc. 
Many times 
P3 15 years 
Screen Reader
Braille 
Display 
5 years Call, SMS 2 times 
P4 10 years 
Screen Reader
Braille 
Display 
5 years 
Call, SMS, 
Browsering
1 times 
P5 2 years 
Magnifier 
(ZoomText56)
16 years Call, SMS No 
6.4.3.2 Procedure  
Before the evaluation, sufficient trainings were provided to let users be familiar with 
including a manual for each client, a description of the keyboard layout on the mobile 
phone, and how to inspect maps and POIs on the HyperBraille display by using their 
finger. In order to let all participants become familiar with these clients, a training task 
was conducted before the real trial. In the training task, participants created and read 
annotations on a selected POI. Figure 6.12 shows one blind participant evaluated the web 
browser client with her own Braille display and mobile client. The subjects were 
informed that they could leave the experiment at any time, and video recording of the 
evaluation was permitted by them.  
After successful completion of the training tasks, the subjects were asked to annotate 
on several POIs, chosen from a list of pre-defined POIs (28 POIs, some of them nearby 
                                                        
54 Jaws screen reader: http://www.freedomscientific.com, last access on Feb. 20th, 2013.   
55 Eyes-free project: http://code.google.com/p/eyes-free, last access on Feb. 20th, 2013.  
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56 ZoomText, is a screen magnifier software for the visually impaired. 
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the place where the evaluation was conducted). In the training tasks and the formal tasks, 
the subjects needed to find out the targeted POIs with supported methods on the 3 clients 
(see Table 6.1). The subjects were able to create text descriptions, and even edit 
geographic metadata of POIs such as street names or POI name as annotations. When 
evaluating the smart phone client, participants were lead outside of the buildings so as to 
receive a GPS signal. Finally, all of the subjects answered several questions and provided 
their feedback on the COACH system.  
   
Fig. 6.12 A blind participant evaluated the web-browser client (left) and the mobile 
phone client (right) 
6.4.3.3 Results & Discussions  
Each subject prepared at least 12 annotations, in addition to the training tasks. The 
participants annotated for 25 POIs in all, including a railway/bus station, a tourism spot, 
a church, and a restaurant. Users commented on those POIs via their own previous 
experiences, for instance, what you would do in a bus/railway station, and favorable food 
in a restaurant. At unknown places they mostly left questions, like what was about the 
POI, or where the entrance was. 
After completing the training task on each client, all of the subjects were able to 
create or read annotations for POIs successfully, where the results indicated a 100% of 
task completion rate and a 100% of success rate. Typically writing an annotation took 
1-2 minutes, all of them only wrote a few words.  
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When subjects annotated on POIs in a different user interface, different editing errors 
occurred. Not so many problems were observed when a desired POI was searched by 
using keywords in the web browser client. On the mobile client, participants made many 
mistakes when typing POI names using the QWERTY keyboard, however, a few mistakes 
occurred when locating nearby POIs from a GPS signal. While using the pin-matrix 
display based client, users were able to find nearby POIs easily by scanning the screen 
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with their fingers. All of the blind subjects indicated in their feedback that they were 
interested in the tactile display. 
Additionally, the pilot study shows errors were appeared from an unfamiliar 
keyboard or spelling of an unknown POI name. The errors may be reduced through the 
future use of familiar keyboards. The keyword searching is a popular method to find 
POIs and relevant annotations, but for the visually impaired it’s hard to know the spatial 
location precisely on the web browser client and the mobile client. The current methods 
for searching PIOs always return a large amount of results over a large area. In this way, 
if a blind user needed only nearby POIs, he/she has to read all of the results one by one. 
The HyperBraille client not only allows blind and visually impaired users to explore 
spatial layout of POIs, but also can support searching nearby POIs. 
6.4.4 Case Study 2: Read Annotations on Environmental Accessibility 
Today’s GPS based navigation applications can be used to guide the visually impaired in 
places where GPS signal is available (Petrie et al, 1996; Loomis et al, 2001; Mayerhofer 
et al, 2008). As mentioned in the survey of Chapter 2, the failure of finding an entrance 
of a building (64.9% of responses) has become one common handicap for the visually 
impaired while travelling outdoors, even if GPS navigation systems are being applied. 
Since the GPS signals are blocked frequently by surrounding high buildings, it’s difficult 
to guide users to find the entrances using turn-by-turn audible instructions, especially for 
entrances located in irregular areas. Thus, this user study investigates how the 
combination of the environmental accessibility annotations and the current GPS 
localization tools can help visually impaired people to find entrances.  
The basic idea (Su, 2012) is firstly to navigate users to a reference point close to the 
target entrance the regular GPS tools. The reference point usually located at the 
intersection point between the main street closed to the entrance and a pedestrian path 
leading to the entrance, more importantly, at these points reliable GPS location data can 
be acquired. Secondly, at the reference point users will be only guided to the entrance by 
reading the collaborative annotations shared by others. One hypothesis of this study is 
that each entrance in the system needs at least one close-by reference point. At each 
reference point several annotations should be added to describe how to reach the 
corresponding entrances, in addition to environmental information.  
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Subjects’ main tasks of this study were to find the reference points firstly (e.g. via 
GPS navigation) from nearby starting points, and then walk to find out the entrances with 
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the help of existing collaborative annotations rather than GPS devices. Note that, in this 
evaluation participants only used the mobile client for touch-screen smart phones.  
6.4.5.1  Participants  
Ten subjects were recruited for the evaluation, in which 5 were blind (2 female and 3 
male) and 5 were blind-folded (2 female and 3 male). They were divided into two groups 
and aged from 20 to 52 years old (average age 30.0 years-old.). As shown in Table 6.3, in 
the group of blind subjects, P1, P3 and P4 are born blind and have a few experiences on 
touch-screen phones, the built-in screen reader (TalkBack) on Android devices, and GPS 
navigation. The 5 blind-folded subjects in the controlled group, all of them were familiar 
with touch-screen phones and GPS navigation systems, even if P6 and P8 had no 
experience on the TalkBack screen-reader software. Besides, only P7 had mobility skills 
while being blindfolded and was able to walk with a white cane as he had a short-term 
professional O&M training before.  
Table 6.3 Participants’ profile in Case Study 2 
# Gender Age Group Blind History
Touch 
screen 
phone usage
Experience on 
TalkBack 
Experience 
on GPS 
Navi. 
P1 Male 25 Blind Born Blind No Ca. half a hour sometimes
P2 Male 27 Blind 
Ca. 16 
years-old 
Everyday 2 months Often  
P3 Female 29 Blind Born Blind Rarely No No 
P4 Female 52 Blind Born Blind Rarely Ca. half a hour No 
P5 Male 20 Blind 
Ca. 10 
years-old 
Rarely No Often  
P6 Male 31 Blindfold - Everyday No Sometimes
P7 Male 30 Blindfold - Everyday 1.5 years Often  
P8 Male 29 Blindfold - Often No Often  
P9 Female 31 Blindfold - Often 1.5 years Sometimes
P10 Female 26 Blindfold - Everyday No Sometimes
 
6.4.5.2 Preparation  
(1) Creating Reference Points for the Test Entrances 
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In this study, 3 entrances of 3 buildings were selected as destinations, illustrated in 
Figure 6.13. To ensure that the three entrances were unknown to the participants, the 3 
target buildings and their surrounding streets and POIs were renamed as general names 
in the map database, like “Building 1”, “Street L”, etc. The nearby main streets were 
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about 10 meters in width, with the surrounding buildings being mostly 3-4 floors high 
(this ensured enough open space to receive GPS signals).  
 
Fig. 6.13 The street view of the 3 targeted buildings57 
Three reference points were created manually for the 3 target entrances (see Figure 
6.13). Since the reference points were selected from the joint intersections between the 
main streets and the service paths leading to the entrances, and the joint intersections 
were recorded in the OSM database, the latitude/longitude data of the reference points 
were obtained easily. Participants were asked to find the 3 entrances from 3 pre-selected 
starting points through their reference points respectively. The detailed environmental 
accessibility of the 3 routes was presented in Table 6.4. As the COACH prototype was 
not designed for providing turn-by-turn navigation instructions, all of the targeted routes 
were short distance and without complex connections. Moreover, the 3 target entrances 
had different features, in which Entrance 1 had only one path leading to it, Entrance 2 
had an additional path on the left of its test path with drop-off stairs, while Entrance 3 
was the most complex one with a 3 branch path (see Figure 6.14). 
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Table 6.4 The profile of the 3 tested routes in Case Study 2 
# Path 
Distance 
(m) 
Environment Description* 
S1-R1 35 Coarse Cobblestones; Curb; Lawn Edge; Trees; Route 
1 R1-E1 9 
Coarse Cobblestones; Lawn Edge; Bicycle 
Parking; Stairs; 
S2-R2 50 
Coarse Cobblestones; Curb; Lawn Edge; Parking 
Auto-machine; Trees; Route 
2 
R2-E2 50 
Drop-off Stairs; Coarse Cobblestones; Bicycle 
Parking; 
S3-R3 65 Rough Surface; Curb; Lawn Edge; Forked Path; 
Route 
3 R3-E3 11 
Coarse Cobblestones; Lawn Edge; Forked Path; 
Bicycle Parking; Stairs; 
 
 
Fig. 6.14 The evaluation map and scenarios in Case Study 2 (the attached 3 images are 
the view of entrances at their reference points) 
In addition to selecting the location of the reference points, another important part of 
the preparation was to create annotations on environmental accessibility for each 
reference point. A sighted volunteer (female, 28 years-old) was invited to create the first 
versions of the annotations for the 3 entrances and buildings. She had been a researcher 
on the accessibility of the visually impaired for several years. There were two parts of 
accessibility information annotated through the mobile client, which were basic 
geographic information and unstructured auditory descriptions of the scenarios. Based on 
her experiences about the requirements of the visually impaired, annotations were 
carefully created. Table 6.5 indicates the abstract content of annotations, made by the 
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volunteer while standing at the reference points and facing toward the entrances. The 
duration of these 3 auditory descriptions (in German) were 20 seconds, 30 seconds and 
42 seconds respectively.  
Table 6.5 The abstract environmental accessibility annotated for the 3 entrances 
Entrance 
# 
Annotated Basic Mapping 
Info. 
Annotated Audio Description58 
E1 
 Mean entrance: Yes; 
 Swing door: Yes; 
 At the ground level: 
Yes; 
 With steps: Yes; 
 Distance59: 9 meters; 
 The path is about 3 meters in width; 
 A bicycle parks on the right; 
 A garbage bin on the left; 
 Entrance with 6 ascending stairs; 
 Stairs with hand railing both sides; 
E2 
 Mean entrance: Yes; 
 Swing door: Yes; 
 At the ground level: 
Yes; 
 With steps: Yes; 
 Distance: 50 meters; 
 2 levels drop-off stairs in 5 meters; 
 A wide coarse cobblestones way after 
the stairs, and both sides with a long 
bicycle parking area; 
 A temporal construction site on the 
left; 
 Only one ascending step in front of the 
entrance; 
E3 
 Mean entrance: Yes; 
 Swing door: Yes; 
 At the ground level: 
Yes; 
 With steps: Yes; 
 Distance: 11 meters; 
 The path is 3 meters wide, tri-forked in 
the end, coarse cobblestones; 
 A big iron door in the front, and the 
targeted entrance on the right; 
 The entrance has 3 ascending steps, 
and one garbage bin on each side; 
 
(2) Updated Orientation and Distance Reminder  
In order to allow the subjects to find the entrances independently, the mobile client of the 
COACH system has a GPS positioning module, an orientation module and a reminder 
module to notify users on the updated distance and orientation while walking between 
the starting points and the reference points. The distance and orientation was calculated 
based on the moving context (i.e. GPS data and compass data) and the geographic 
location of the targeted entrances which are stored in the map database already. The 
orientation information was presented using the clock system (e.g., 12 o’clock for 
forwards, 6 o’clock for backwards) that are familiar with by visually impaired people. 
Note that the reminder module only worked between the starting points and the reference 
points (after that the participants were theoretically guided by the annotations to the 
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entrance). Additionally, the auditory reminder was presented to users only upon request, 
to prevent unwanted interference.  
Ideally, when users are at the reference points the mobile client will vibrate, and 
users can stop walking and read existing annotations at once. Due to the imprecise GPS 
positioning sometimes at the reference points, however, in reality it is difficult to locate 
those reference points while walking. Thus, a reference circle area has been built up by 
setting the related reference point as its centre (see Figure 6.15). When users walk into 
the reference area, the mobile client vibrates to inform them to stop. The location precise 
vibrating site for each individual might be different, as the updated GPS status was 
different while testing. The mobile client represented the orientation (e.g., 9 o’clock or 1 
o’clock) to the corresponding entrance at the vibrating point. For this study the radius of 
the reference point area was set at 5 meters. 
 
Fig. 6.15 The overview of a warning circle area at a reference point 
6.4.5.3 Procedure 
Before the experiments all of the subjects performed a systematic training on the mobile 
client, including a brief introduction of the COACH system, the functions of the mobile 
client, and their tasks. They spent time learning how to use the accessibility tools on the 
Android-based smart phones (operating system version 4.1). The test was arranged in a 
random order, which was P6, P1, P3, P7, P8, P2, P4, P9, P5, and P10.  
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In order to make sure all of the participants were unaware of the targeted buildings, 
they were guided to the starting points through roundabout routes. Until they answered 
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they didn’t know where they were. The trials were then started one route at a time. A 
video recording permitted by the subjects, was performed for further analysis. If 
participants failed to reach the reference points or they went too far from the reference 
area, a failure was recorded and then they were guided to the reference points to continue 
with the next steps. The system allowed participants to add new annotations. Figure 6.16 
shows one blind participant was using the mobile client to find one entrance. 
 
Fig. 6.16 A blind subject using the mobile client to find a reference point 
At the end of the evaluation, they had to ask four 5-point rating scale questions (1 - 
the most negative, 5 - the most positive) and two open questions. The questions are listed 
as following: 
Q1: How easy was it to reach the entrances by using the reference points?  
Q2: In general, how useful were the accessibility related annotations of POIs (including 
mapping information and unstructured descriptions)?  
Q3: How useful was the structured basic mapping information on the accessibility of the 
entrances?  
Q4: How useful were the auditory descriptions on the accessibility of the entrances?  
Q5: Which annotations were better, the annotation about the map information or the 
auditory annotations about detailed descriptions? Why?  
Q6: Do you have any suggestions to improve the mobile client? 
6.4.5.4 Results & Analysis 
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The subjects spent about 1.5 hours completing the evaluation, including the training task 
and the time for roundabout guidance to the starting points, as well as time spent finding 
the 3 target entrances. The time spent on finding the entrances is split into two parts: the 
first one is from the starting points to the reference points; the second part is from the 
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reference points to the entrances (see Figure 6.17). It’s obvious that the blind-folded 
subjects needed much more time than the blind ones, due to their slower walking rate.  
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(a) S1 to R1 in Route 1       (b) R1 to E1 in Route 1 
(Mean time: blind: 49.75; blind-folded:163.8)   (Mean time: blind: 32.0; blind-folded:85.4) 
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(c) S2 to R2 in Route 2       (d) R2 to E2 in Route 2 
(Mean time: blind: 66.0; blind-folded: 215.0) (Mean time: blind: 85.4; blind-folded: 274.0) 
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(e) S3 to R3 in Route 3       (f) R3 to E3 in Route 3 
(Mean time: blind: 128.8; blind-folded: 269.75)  (Mean time: blind: 46.6; blind-folded: 99.75) 
Fig. 6.17 Time spent on the 3 routes60 (a value of zero means the participant failed to 
finish the related route) 
When arriving at the reference areas, the participants read existing geographic 
information and auditory annotations on the context of surrounding environments for 2-3 
minutes on average. All of them were able to access the information through the 
non-visual user interface independently. Even if some of them operated slowly at the 
beginning, they became better and better later. It was observed that several subjects 
listened to the volunteer’s audio annotations again and again when they were confused or 
gotten lost in the tests. P8 made annotations on the drop-off stairs in Route 2, like “the 
first level with 10 stairs, while the second level consisted of 4 stairs, plus they connect 
with a short distance of smooth floor”. Owing to the complex situation near Entrance 3, 
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P7 made a new audio annotation to enhance the accessibility description when taking of 
his blindfold after the final trial, like “go ahead a little bit on the left side in 3-4 meters 
and then turn right”, and “look out for the bicycle parking in front of the entrance”. 
The success rate of locating reference points with the mobile client was 90%. Nearly 
all of the blind participants were able to find all three of the entrances resulting in a 
success rate of 93.3% (P3 failed to find entrance 3). But the blind-folded subjects failed 
in 3 trials (success rate: 80%). All in all, the total success rate was 86.7% for finding the 
entrances. One of the main reasons why many more blind-folded subjects failed to find 
the entrances was that they had no O&M skills while being blind-folded. For instance, 
one failure occurred in Route 2 by P6 who walked in a diagonal path to the right road, 
close to Entrance 2, and P10 in Route 3 turned in a wrong direction despite the system 
providing a correct orientation reminder. 
In addition to the differences in time spent, the two groups walked different paths to 
find the entrances (see Figure 6.18). Compared with the blind individuals, the 
blind-folded ones experienced more tortuous paths on the way to the entrances. The main 
reason was that they were not able to walk in a straight line towards the entrance. Just as 
P10 in Route 3 said after the experiment: 
 “I knew the entrance was at 2 o’clock in the beginning, but I was not sure how large 
the angle is I have rotated finally. I thought I was correct when starting to walk.” 
Additionally, in Route 3, before P7 made his annotation61 for the Entrance 3, P3 
failed to find the entrance and P1 walked in a zigzag detour. By contrast, after P7 made 
his annotation P2, P4, and P5 performed P7’s directions exactly and were able to reach 
the entrance easily. Additionally, the blind-folded participants (i.e. P8, P9 and P10) 
benefited from P7’s annotations as well.  
In the post questionnaire, the subjects provided their experiences and feedback. As 
presented in Figure 6.19, the two groups graded the first four questions. The blind-folded 
subjects preferred the reference points of entrances in Q1 (Mean rating: 4.4) over the 
blind subjects (mean rating: 3.6). Plus, all of them had positive responses to the 
structured and unstructured annotations on environmental accessibility (in Q2, Q3 and 
Q4). The members within the blind group had a larger dispersion of ratings to Q2, Q3 
and Q4, than the members in the blind-folded group.  
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61 The content of his annotation is “turn left and walk about 3-4 meters, and then turn right to the 
entrance”. 
6.4 The COACH Prototype 
 
           
 (a) Blind subjects’ detours in Route 1   (b) Blind-folded subjects’ detours in Route 1 
    
(c) Blind subjects’ detours in Route 2   (d) Blind-folded subjects’ detours in Route 2 
 
(a) Blind subjects’ detours in Route 3   (b) Blind-folded subjects’ detours in Route 3  
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Fig. 6.18 The subjects’ detours from the reference points to the entrances 
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Fig. 6.19 Subject’s mean grade to the first 4 questions in the post-questionnaire 
In Q5 the blind subjects confirmed again that the structured annotations about 
geographic information, were better than the audio descriptions. For instance, P4 
preferred structured mapping annotations (rating Q3 as 4) compared to unstructured 
auditory annotations (rating Q4 as 2), as the auditory annotations were considered too 
long sometimes, and she could imagine the situation by reading the geographic 
information. However, the controlled (blind-folded) group preferred the detailed audio 
descriptions, which can guide them step by step. To improve the mobile client, they 
suggested the function (annotated environmental accessibility) should be integrated into 
a navigation system, which considers such annotations on environmental accessibility 
accessible information while calculating routes.  
6.5 Discussion 
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Due to visually impaired people having specific mobility requirements on various 
geographic features, sighted volunteers often require more specific skills than 
contributing alternative text of inaccessible images on web pages, like in the Social 
Accessibility Project, while contributing annotations on environmental accessibility. 
Thereby, it might reduce sighted volunteers’ interests to make contributions, if they have 
to spend extra time learning such mobility requirements beforehand. One possible 
solution is to make the annotation processes as simple as possible, for instance, in the 
Wheelmap project volunteers only need make a simple choice to annotate: accessible, 
partially accessible or not accessible for wheelchair users. Nevertheless, such simple 
annotations will not benefit visually impaired people in some cases, like finding the 
entrance to an irregular building. Another solution is to collect detailed accessibility 
information from volunteers, but it’s important to abstract the main requirements of the 
visually impaired. Otherwise, too much unrequired content in one annotation may cause 
volunteers and visually impaired users to get impatient with the application. Thus, 
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Appendix D presents guidelines on how to create environmental accessibility annotations 
for outdoor geographic features.  
In addition to sighted volunteers, visually impaired individuals can be another 
important volunteer group, since we found 91.5% of visually impaired participants 
agreed to share their annotations with others (see Chapter 2). It’s helpful to share 
experiences with the peers who have the same requirements. Besides the challenge to 
develop accessible user interfaces, another issue is how to ensure that their annotations 
will be correct. In practice, due to their capabilities they often misunderstand their 
surroundings, specifically in unfamiliar areas. The annotations with invalid information 
will also impact others. Therefor, in the future an effective strategy should be paid 
attention to filter malicious annotations, as well as incorrect annotations.  
It would be helpful if people with different disabilities could be volunteers to share 
information on environmental accessibility together, for example, a wheelchair 
volunteer’s annotation can be shared to the elderly and the visually impaired user groups. 
Takagi et al encouraged senior citizens to contribute in collaborative platforms (Takagi et 
al, 2013), and found that a large percentage of them agreed to do so. However, due to 
different user requirements by the different user groups, it’s unclear which kinds of 
annotations can be shared within the different user groups. As Völkel found, the elderly, 
the visually impaired and wheelchair participants contributed annotations based on 
different criteria (i.e., safety, accessibility, effort and orientation) of POIs (Völkel, 2008). 
For example: the elderly participants annotate mostly regarding safety, while the visually 
impaired user group and the wheelchair user group mostly annotate under the criteria of 
orientation and accessibility, respectively. More studies should be undertaken to 
investigate how the information on environmental accessibility can be shared between 
different user groups.  
6.6 Chapter Summary 
Even if there are already various systems available for collecting environmental 
accessibility of POIs, most of them are concerned for wheelchair users, but are not 
suitable for visually impaired people due to the different user requirements. Therefore, 
this chapter investigates how to adapt the collaborative approach to help the visually 
impaired to acquire enhanced information on environmental accessibility through 
non-visual user interfaces.  
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A framework has been introduced to describe the structure of the collaborative 
approach for gathering information on environmental accessibility by user contributed 
Chapter 6 Collaborative Approaches for Environmental Accessibility 
157 
annotations. Within such a framework, not only a sighted person but also a visually 
impaired user can be a volunteer and contribute annotations. The framework will be 
useful for system designers and developers as well, who are using a similar collaborative 
approach for improving environmental accessibility. 
An accessible prototype named COACH, has been designed and implemented 
according to the framework. The COACH system supports a web browser client, a 
pin-matrix display based client and a smart phone client, allowing individuals who are 
visually impaired to acquire and report environmental accessibility not only at a desktop 
environment, but also on the move. Furthermore, 2 pilot studies have been conducted to 
evaluate how blind users create, share and make use of collaborative annotations through 
the COACH system.  
Additionally, we summarized the guidelines (see Appendix D) explaining how 
sighted volunteers can make effective contributions while annotating on environmental 
accessibility for the visually impaired. The guidelines cover most of the common POIs 
involved with outdoor journeys in urban environments, from buildings, entrances and 
stations to intersections and traffic lights. The guidelines will be extended in the future 
by evaluating more and more scenarios, like the water areas and POIs with smell 
contexts. 
6.6 Chapter Summary 
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Chapter 7  
Summary and Conclusion 
As one of essential daily activities, independent and safe outdoor mobility is still a 
challenging task for people who are blind and visual impaired. Despite the large number 
of available commercial assistive mobility tools, such as white canes, ETAs, maps and 
wayfinding systems visually impaired people still encounter a variety of problems when 
acquiring spatial knowledge, from detecting obstacles and hazards in a short range 
environment, querying the environmental accessibility of nearby POIs, to planning 
routes on maps, even if most of them have the skills acquired from O&M training. 
To help blind and visually impaired acquiring spatial environmental information, this 
work studies how to represent such information on tactile pin-matrix displays. This 
chapter addresses a series of conclusions related to the following issues, and closes with 
a discussion of possible future work. 
(1) Spatial distribution of clusters of obstacles can be acquired from a mobile tactile 
pin-matrix display.  
(2) Geographic information can be acquired by exploring city maps on a large tactile 
pin-matrix display. And location-aware geographic information can be acquired from 
a mobile tactile pin-matrix display while on the move.  
(3) Visually impaired users can acquire and use crowd-sourcing annotations on 
environmental accessibility through accessible user interfaces on different devices, 
including a pin-matrix display. 
7.1 User Requirements for Outdoor Journeys  
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In the past decade, due to the development of accessibility related technologies and 
urban construction in developed and developing countries, the sufferings within outdoor 
journeys by the visually impaired have changed sharply. An international survey with 
106 visually impaired subjects was undertaken to find requirements for outdoor mobility.
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The acceptance of mobile phones is very high (about 98%) by adult visually impaired 
in developing and developed countries. In addition to making calls and sending messages, 
they use their phones for accessing the Internet (45.4%), for navigation (34%), and for 
even taking photos (30.9%). Mobile phones are becoming an important medium to 
improve their independent journeys. GPS navigation users who are visually impaired are 
mostly disappointed with the built-in map data that are without special environmental 
accessibility information. Visually impairment people have highly positive attitudes 
towards sharing annotations on environmental accessibility with others (91.5%). 
7.2 Acquisition of Spatial Environmental Information from Tactile 
Displays 
Through this study four different kinds of spatial environmental information have been 
represented on tactile pin-matrix displays, which refer to surrounding obstacles, street 
maps, you-are-here maps and environmental accessibility information. 
7.2.1 Acquisition of Spatial Information about Surrounding Obstacles 
A 3D obstacle detector (3DOD) system is proposed which consists of a 3D infrared 
Time-of-Flight (ToF) camera and a portable pin-matrix display (960 pins). Benefiting 
from the adopted 3D ToF camera, the 3DOD system can detect up to 7 meters and can 
acquire precise obstacle distances pixel by pixel with one shot. Besides distance and 
orientation, the 3DOD system can abstract properties of obstacles such as type (e.g., 
hanging, at knee-level, floor-based and drop-off) and size precisely, by processing raw 
3D point cloud data. Specifically, the innovative tactile representation of 3D obstacles on 
a pin-matrix display via pre-designed tactile obstacle symbols, allows blind individuals 
to explore the spatial layout of obstacles, as well as their attributes.  
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To evaluate the performance of the proposed 3DOD system, a pilot study was 
completed with 6 blind participants. When compared with white canes, subjects with the 
3DOD prototype were more safely able to avoid obstacles, especially hanging objects. 
Furthermore, the study found the 3DOD users were able to find out better detours 
independently after acquiring spatial layouts of obstacles than the white cane users. Since 
it’s time-consuming to explore obstacles one by one each time, the 3DOD system 
required more time than a common cane, for finishing similar tasks. The participants 
after the evaluation responded with very positive feedback to the 3DOD system. They 
thought it was helpful to acquire the spatial layout of surrounding obstacles, and to 
receive automatic warnings when obstacles were within 2 meters. 
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The novel 3D infrared ToF cameras are a suitable kind of range sensor for developing 
ETAs for the visually impaired. To acquire precise information of surrounding obstacles, 
it’s essential to develop a method to process 3D point cloud data captured by the 3D 
camera frame by frame. As part of a wearable ETA, the 3D ToF camera can be mounted 
from waist to head level. Considering detecting hanging and drop-off obstacles and the 
limited field of view of such a camera, it is suggested that the 3D ToF camera should be 
installed at waist level. The installed height can be increased as the field of view 
becomes larger. More importantly, in addition to ethical issues, a 3D ToF camera based 
wearable ETA is better to be used with a white cane together, since the cane can cover 
the closed dead area which is hard to detect for the 3D camera.  
The representation of surrounding obstacles on a pin-matrix display is effective to 
help blind individuals acquire spatial distribution of obstacles. By analyzing the spatial 
information, blind individuals can make better detours to avoid obstacles. However, 
when reading tactile obstacle symbols on the move users always have to spend time 
dealing with the cognitive loads.  
7.2.2 Acquisition of Geographic Information from Tactile City Maps  
To improve accessibility of city maps for blind people, a desktop based HyperBraille 
Map (HBMap) has been proposed. HBMap employs a large touch-enabled pin-matrix 
display having a matrix of 60 x 120 pins. Aiming at rendering various geographic 
features of city maps, a number of tactile map symbols consisting of raised and lowered 
pins have been designed. The interactive user interface of the HBMap assist users to 
explore city maps conveniently, with its panning and zooming functions.  
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Besides a pilot study aimed at evaluating the accessibility features of the HBMap, we 
undertook a further evaluation to evaluate its performance in relation to other maps such 
as: swell-papers maps and touch-screen based maps (Apple’s iPad). Due to a lack of 
explicit tactile sensations against the users’ finger-tips, only a few subjects were able to 
successfully explore the city maps and plan routes on the touch-screen based maps, 
however, most subjects were able to complete the tasks on the HBMap. Users had nearly 
equal performances (i.e., time spent, accuracy of re-building cognitive maps) while using 
the HBMap and swell-paper maps to read street maps (without panning), but better than 
while using touch-screen based maps. While making a long route which requiring 
panning, users performed best on the HBMap system. Furthermore, the participants were 
satisfied with the explicit tactile sensations on HBMap, as well as the helpful interactive 
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functionalities. The studies indicated that, a large-sized pin-matrix display is a promising 
medium for rendering city maps in a desktop environment.  
Even if at present there are several map applications on affordable regular 
touch-screen displays for blind people, due to a lack of explicit tactile sensation it is 
difficulty to acquire geographic information and make pre-journey routes while 
exploring city maps for the visually impaired. In particular, it is recognized as a 
challenging task to follow streets, and find out shapes of complex intersections. 
Nevertheless, the instant auditory feedback is a helpful feature to quickly acquire names 
of geographic features. 
Traditional tactile maps (e.g., swell-paper maps) are popular tools for blind people, 
and have a good tactile sensation. However, since they are time consuming to produced 
and contain only a few static geographic details, they are not able to provide the same 
level of service as modern electronic maps, such as touch-screen based maps and 
HBMaps. Blind users can acquire information from a swell-paper map, but they 
encounter problems when aligning several pieces of maps together. For instance, blind 
participants felt it was difficult to align 4 sub-maps while zooming in on a map to make 
long routes (see Chapter 4.5). It will become more difficult for blind users to align more 
sub-maps if swell-paper maps have multiple zoom levels than only two levels.   
7.2.3 Acquisition of Location-aware Information from YAH Maps 
To assist blind individuals to acquire information on surrounding geographic objects (e.g., 
streets, and POIs) on the move, a mobile tactile You-are-here map (TacYAH Map) has 
been proposed and implemented. TacYAH Map applies a portable touch-sensitive 
pin-matrix display, equipped with a matrix of 60 x 120 pins. Besides the tactile map 
symbols within the HBMap, a set of tactile YAH symbols that indicate updated location 
and heading orientation, has been designed and employed. Users can interact with the 
tactile maps via panning and zooming. In order to evaluate the performance of TacYAH 
Map, 10 trials with blind participants were undertaken. 
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Through the study we found blind people were able to not only explore the 
surrounding environments, but also estimate precise spatial relationships (i.e., distance 
and orientation) between themselves and a cluster of nearby POIs. Specifically, 
participants were able to estimate the distance to POIs (within 50 meters) with a average 
error in 8.5 meters, even with the low resolution of the applied pin-matrix display. When 
the YAH symbol disappeared from the display after panning several times, users 
estimated the distance less accurately than when using the YAH symbol was presented. 
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But while estimating the relative orientation there was no significant effect referring to 
whether the YAH symbol was presented.  
The proposed TacYAH map system is an accessible tool for blind people to acquire 
geographic information on surrounding environments while traveling outside. The size of 
the portable pin-matrix display with a matrix of 30 x 32 pins is suitable to render a tactile 
YAH map for blind people. Its low resolution impacts users’ performances when 
estimating nearby POIs, however, the YAH symbol as a reference can help users to better 
acquire spatial information of surrounding POIs. It is not suggested to let blind users pan 
maps in one direction too many times (e.g., no more than 2-3 times), since after panning 
so many times the YAH symbol is not presented and users have to require a number of 
cognitive loads to align the maps they read. Like in HBMap, the distance of each 
panning operation should not equal the length or width of the display, otherwise, users 
will lose reference features that they read before panning. One third of the length or 
width of the display is an appropriate panning distance for blind users while reading 
tactile maps. Additionally, the value of the map scale should be flexible depending on the 
size of the pin-matrix display applied.  
7.2.4 Acquisition of Environmental Accessibility Information 
The emerging crowd-sourcing technology has been impacting society. To enhance 
environmental accessibility for visually impaired people, we investigate how to utilize 
collaborative geographic annotations to collect and present outdoor environmental 
accessibility information. Besides a framework to categorize user-contributed 
annotations, a prototype called COACH system has been designed and implemented to 
share annotations. COACH consists of 3 different clients that are a web browser client, a 
mobile phone client and a pin-matrix display based client. Through the system, not only 
visually impaired individuals but also, sighted volunteers are able to create and share 
annotations on environmental accessibility.  
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Two user studies have been conducted to evaluate the proposed COACH system with 
visually impaired subjects. The first user study with 4 blind and 1 low vision subject 
indicates that they would annotate via the COACH system, even if the annotations were 
unstructured. The second user study investigates how 5 blind subjects and 5 blind-folded 
subjects benefited from users’ structured and unstructured annotations while finding 
entrances in unfamiliar environments. Additionally, guidelines about which feature 
should be taken into account while creating annotations on outdoor environmental 
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accessibility for the visual impaired community has been summarized in terms of 
practical user requirements (see Appendix D).  
Through the related study we found, visually impaired individuals can be volunteers 
if there are accessible platforms for them to create and share their own experiences on 
environmental accessibility. On the one hand, the web browser based clients and specific 
mobile applications are two of the main mediums both for sighted and visually impaired 
volunteers to contribute. On the other hand, various assistive devices (e.g., a pin-matrix 
display, a force-feedback device) can be another important medium to support the 
visually impaired to better acquire and share environmental accessibility information. 
Structured and unstructured environmental accessibility information both are helpful 
for users. The structured mapping information can allow users easily to access related 
information of geographical features, like how many entrances or floors are on one 
building. The unstructured annotations usually contain detailed description of annotators’ 
experiences, such as how to guide them to one building from a nearby bus stop. Visually 
impaired individuals who have enough O&M skills mostly preferred the simple 
structured information. However, the unstructured annotations were favored by users 
who had no systematic O&M training, such as most of the elderly people and persons 
who had become visually impaired recently. Thus, in a practical system it is better to 
have a different strategy to present the two kinds of annotations, depending on the users’ 
personalized profile. Meanwhile, a function on mobile phones should be integrated to 
save time and effort while re-playing and skipping, such as a DAISY62 audio book. 
7.3 Limitations of this Thesis 
This thesis has several limitations that are addressed as following. One of the most 
considerable limitations is the small size of participants in different studies. Though the 
conducted international questionnaire surveyed 106 visually impaired subjects from 13 
countries, the results of the small example size might not accurately denote user 
requirements from all of visually impaired users. Our study is based on the results from 
the 106 participants. Meanwhile, in the evaluations of different proposed systems (i.e., 
the 3DOD system, the HBMap system, the TacYAH map and the COACH system), it’s 
not easy to find many suitable participants, and the statistical methods used can’t draw 
the most precise results with such small size of participants. 
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62 http://www.daisy.org/, last access on 23rd Feb, 2013.  
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 Additionally, there are also some technical limitations within the proposed systems. 
In the 3DOD system, we assumed the 3D ToF camera was always horizontal while 
participants walked. There might be a small error of the horizontal angel of the camera, 
even the camera was fixed by several belts. During the evaluations of the COACH 
system for finding entrances, we thought the GPS data should accurate from the starting 
points to the related reference points, by testing with several location-based maps. A 
more precise method is needed to measure the GPS accuracy in the test environments. 
Besides, we assumed the location (i.e., latitude and longitude) of the reference points 
stored in the OpenStreetMap database were reliable.  
7.4 Open Mobility Issues 
Through the study different solutions have been investigated for the 3 targeted mobility 
issues. However, there are still many open mobility issues suffered by people with 
visually impairments, such as the issue of recognition of objects (e.g., stairs, holes and 
human beings). Since there are various types of stairs existing in daily life, like stairs 
with different types of handrails (e.g., without any handrail, or spiral handrail), it will be 
challenging to develop a robust and accurate algorithm to recognize the different types.  
Generally it is difficult to detect the roadside holes via a digital RGB camera by 
comparing the texture of the ground. For example, if there is a black bag or paper on the 
ground, the RGB camera might recognize the bag or paper as a hole. A possible solution 
is to improve the algorithm presented in the 3DOD system. Besides, because of 
limitations of 3D infrared ToF cameras, a method to detect no reflection objects (e.g., 
black objects) and high reflection objects (e.g., traffic signs) should be considered in the 
future.  
In the 3DOD system, it’s true that blind subjects require extra time for reading the 
layout of the obstacles on the pin-matrix display, since they have attentive processing to 
find out openings by themselves. It will be interesting to investigate users’ different 
behaviors while using attentive processing and pre-attentive processing to find detours 
independently.  
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In practical, blind and visually impaired people suffer from a number of mobility 
related issues including the 9 issues identified in the survey. However, there are many 
other open mobility issues which are not included in the survey, like acquisition of 
environmental information for other geographic features (e.g., crosswalks). The issues of 
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planning, representing and using a long distance route that might combine public 
transports and pedestrian paths, are still open. 
It is an open and challenging issue to integrate the proposed and separated solutions 
together, towards building future integrated mobility aids where visually impaired 
persons are able to acquire spatial environmental information from its different 
subsystems, as shown in Figure 7.1. Each subsystem is linked to others, and will impact 
the other ones as well. For example, the obstacles recognized by the ETAs not only can 
be imported into the maps as one special geographic feature, but also can be shared as 
environmental accessibility information.     
 
Fig. 7. 1 Acquisition of spatial environmental information from different subsystems in 
the future integrated mobility aids 
166  
As illustrated in Figure 7.2, the future integrated mobility aids benefits from the 
traditional mobility aids which provide one or two functionalities, and the collaborative 
approaches that will enhance the traditional mobility aids. Many different solutions 
should be considered to prompt the concept of “citizens as sensors” to help visually 
impaired or blind people acquire spatial information and travel independently and safely.    
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Fig. 7. 2 The future mobility aids prompted by the collaborative approaches 
 
Within the framework of the future mobility aids, an obstacle detector, like the 
proposed 3DOD system, can not only abstract the detailed information of surrounding 
obstacles (e.g., type and sizes), but also locate the precise global location through 
location-based services. Therefore, a blind people who walk on streets with such an 
obstacle detector can contribute to the collaborative platform by sharing environmental 
information with others. Meanwhile, other blind or visually impaired people can acquire 
the new reported obstacle information while exploring tactile maps on pin-matrix 
displays or on the move through mobile devices. Figure 7.3 illustrates how a blind 
person can share the environmental information with others.  
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In order to build ubiquitous collaborative mobility aids, this thesis studied how blind 
people can acquire environmental information with a tactile map system (the pin-matrix 
display based client of the COACH system, in Chapter 6). In the future, it will be 
worthwhile to investigate how to gather and share environmental information gained by 
obstacle detectors or other mobility aids, through the collaborative platform. 
7.4 Open Mobility Issues                 
 
Fig. 7. 3 Mapping and sharing surrounding obstacles in an integrated system 
Furthermore, it’s necessary to enhance the network performance of the proposed 
systems (e.g., the HBMap system and the COACH system) by employing distributed 
network technologies and cloud computing technologies, that will reduce system 
response time. As the development of intelligent transportation systems (ITS), visually 
impaired or blind pedestrians will be benefitted more and more from car industry, from 
GPS-based car navigation systems, earlier car vision to detect traffic lights (Chung et al. 
2002; Hwang et al., 2006; Charette and Nashashibi, 2009), to acquire precise and in-time 
information about traffic facilities, such as the status of nearby traffic signals, or whether 
vehicles are closed when crossing streets. As shown in Figure 7.4, a blind pedestrian is 
able to acquire the status of the nearby traffic lights and the approaching cars.    
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Fig. 7. 4 Future mobility aids based on cloud computing and intelligent transport system 
7.5 Future Work 
It requires long-term and iterative efforts to improve the mobility capabilities of people 
having visual impairments, not only from the aspects of universal city designs, but also 
from the views of developing various advanced assistive tools to acquire spatial 
information. Based on the studies of this work and users’ feedback, a series of further 
work should be considered to improve the proposed methods and systems in the future. 
For the 3DOD system, it is necessary to have further evaluations with many more 
subjects, not just in a lab environment but also in a real indoor or outdoor environment. 
In addition to improving the segmentation algorithm performance towards a robust 
computer vision, new functions can be taken into account, such as obstacle recognition 
(e.g. stairs and doors), and reading printable information (e.g. room number). 
Specifically, since it takes time to find out a clear path by personally exploring the 
pin-matrix display, it is helpful to develop a detour planner that generates the clear path 
automatically, and users can be guided step by step via an appropriate user interface. 
Towards a final product it’s essential to miniaturize the components, like using an 
embedded board.  
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In the HBMap system and the touch-screen based map system, it is important to 
reduce response time while touching tactile map symbols on tactile maps to acquire 
7.5 Future Work                 
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auditory feedback. The long response time not only impact users’ experience, but also 
might lead understandings. A possible solution is to load vector based map data with 
sufficient additional coverage while panning and zooming, and play auditory information 
by reading those local catch map data. In addition to exploring desktop maps or 
location-based maps on pin-matrix displays, it is helpful to integrate a route planner into 
those map applications for outdoor and indoor scenarios both. The POI searching as a 
novel functionality needs more evaluation to investigate whether it can help blind users 
explore city maps better or worse. Furthermore, the work of standardizing tactile map 
symbols on pin matrix displays should paid more attention by expensive evaluations with 
blind and visually impaired people.  
It will be valuable to enhance the TacYAH map system with a route planner, in order 
to achieve a new generation of wayfinding system for the visually impaired. With the 
new wayfinding system, blind and visually impaired users will be able to not only 
acquire turn-by-turn instructions, but also explore the surrounding environments along 
the specified routes. Users might be more independent and safe while travelling in areas 
which have complex, irregular shapes or with inapplicable GPS signal. It is also possible 
to integrate the TacYAH map system with comfortable wearable systems, like the Google 
Glass. 
The collaborative approach is a novel and promising method to collect information 
on environmental accessibility for the visually impaired, as well as for people with other 
disabilities while adopted suitably. The future TacYAH Map system should consider how 
to be integrated into the CAOCH system, and allow users to acquire environmental 
accessibility conveniently. The prototype COACH system evaluated a limited number of 
subjects, but for a commercial system it is significant to invite many more participants 
for a series of evaluations. It will be helpful to consider how to integrate existing 
environmental accessibility data owned by governmental agencies or other third parties. 
How to effectively manage the large amount of user-contributed annotations and how to 
protect users’ privacy will be challenging issues that should be further investigated.  
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Appendix A 
APPENDIX A User Survey on Outdoor Mobility 
First Part: Your outdoor travelling 
1. Which grade of low vision do you belong to? 
A. Blind; B. Severe low vision; C. Low vision; D. Normal vision; E. Other:   ; 
2. How often do you access the Internet? 
3. Where do you live (city name and country)? 
4. How old are you? 
5. What about your job (if you don’t want to answer, please skip it)? 
6. How often do you go out? 
A. Every day;  
B. 2 or 3 times per week;  
C. At most one time per week;  
D. Less than one time per week;  
E. Other:   ; 
7. Do you always go out by yourself? 
A. Each time I go out alone;  
B. Each time I go out with a partner;  
C. Most of time I go out alone;  
D. Most of time I go out with a partner;  
E. I don’t go out; 
8. When you go out, do you have those experiences (multiple check)? 
A. Getting lost;  
B. Hitting obstacles upon waist level; 
C. Falling down because of unknown stairs;  
D. Falling down because of unknown roadside holes; 
E. Traffic lights without audio output; 
F. Being confused due to complex crossings; 
G. The sidewalks are ill-formed and irregular;  
H. Can’t find the entrance of a building; 
I. Public transport stations mostly lack auditory information;  
J. Other:   ; 
9. In your city, what’s the situation of public facilities (multiple check): 
A. Sidewalks for the blind are too bad, or occupied;  
B. No audio output for most of the traffic lights;  
C. Some crossing are too complex;  
D. The public transport system is lack of audio information;  
E. Other:   ; 
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10. Do you think, what are the most important factors of safety when going out (multiple 
check)? 
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A. The sidewalk for the blind is bad, or occupied; 
B. No audio output of traffic lights; 
C. Some crossings are too complex; 
D. Unknown holes beside roads; 
E. Unknown stairs ahead; 
F. Mistakes of GPS navigation system; 
G. Other:    ; 
11. How do you go through the crossings or roads where without audio output of traffic lights 
(multiple check)? 
A. Go through directly, and don’t care about the vehicles; 
B. Wait a moment, and go through when hear no sound of vehicles; 
C. Wait a moment, and go through when some passersby tell me it is safe; 
D. Go through with one partner or passerby; 
E. Go to next crossings with audio function of traffic light; 
F. Other:    ; 
12. Do you think the names of streets or buildings around you, will be helpful for your travel?  
A. Very helpful, then I know where I am; 
B. Helpful; 
C. Not a big deal, I don’t care about the names mostly; 
D. No any help; 
13. How do you like the free-barrier life in your city? 
A. I am totally satisfied of the life in my city; 
B. I am satisfied most of the time; 
C. I am not satisfied most of the time; 
D. I am totally not satisfied; 
14. Please write down your views what should be improved in your city? 
Second Part: Your GPS navigation 
15. When you go out, you often bring those devices (multiple check)? 
A. Mobile Phone; 
B. White Cane; 
C. Laptop; 
D. GPS receiver; 
E. Music player; 
F. FM radio; 
G. Compass; 
H. Smart phone (including GPS, music player, etc.); 
I. Other:    ; 
16. How often do you use GPS navigation system? 
A. I use it when I go out each time; 
B. I use it each time when I go to unknown places; 
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C. I don’t often use it, just use for several times;  
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D. I haven’t used it before;  
17. Do you think it is helpful with GPS navigation system when you going out? 
A. Very helpful; 
B. Helpful; 
C. Little help; 
D. No help at all; 
18. What about the type of GPS navigation system you used before or currently? 
A. GPS build-in smart phone; 
B. Extra GPS receiver with Bluetooth connected mobile phone; 
C. Specific GPS navigation devices for the blind; 
D. GPS navigation system for motor cars; 
E. Other:    ; 
19. What are the shortcomings of GPS navigation system, in your view (multiple check)? 
A. Its accuracy of location is not great enough; 
B. Most of time it is no or weak signal in cities; 
C. There is a few map data and information; 
D. The map is out of date, without frequency update; 
E. There is no special map data for the visually impaired, like the door of buildings, 
traffic lights with audio function or not; 
F. Other:    ; 
20. Do you think what kind of special map data is necessary in map database (multiple check)?  
A. The door of buildings;  
B. The stairs on the way; 
C. The holes on the way; 
D. Traffic lights with or without audio function; 
E. The type of crossings (like with or without an island) 
F. Other:    ; 
21. Please write down your opinions on current GPS navigation system? What should be 
improved?  
Third Part: Your voices on new services 
22. Excepting make a call, how do you use your mobile phone (multiple check)? 
A. Send SMS (short message service); 
B. Send MMS (multimedia message service); 
C. Take a photo or video record.  
D. GPS navigation;  
E. E. Access Internet (read email, news, etc) 
F. Other:    ; 
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23. When you are in trouble outdoor, except ask a help from a passerby, do you like to accept a 
remote guidance with your mobile phone, like SMS, MMS, call, etc. (You don’t think about 
the cost for the remote guidance) For instance, when you are lost your way, the remote help 
will guide you to your destination or one place you know well. 
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A. I just support the remote help from my family or my known friends; 
B. I accept the remote help from my trusted friends, including net-friends known each 
other through the Internet; 
C. I accept the remote help from anyone; 
D. I don’t accept the remote help; 
24. Why don’t you use or give up navigation system on mobile phone (multiple check)? 
A. Too expensive; 
B. Bad interface to access the navigation application; 
C. The map data is not detailed with lots of points of interest, specially information for 
the visually impaired; 
D. Less specific functions for the visually impaired; 
E. Too difficult to control the navigation system; 
F. Other:    ; 
25. When you are outdoor, do you think the up-to-date news or situations are helpful to you? For 
example, there is a change of your bus line due to one accident, or the audio function doesn’t 
work at one traffic light which is on your route plan? 
A. Very helpful; 
B. Helpful; 
C. Doesn’t matter, with or without those updated news; 
D. No any help for me; 
26. Do you like to share to others with low vision and blind some updated news (those news 
maybe indicate your current location or actions), which might be very helpful. For example, 
there is a change of your bus line due to one accident, or the audio function doesn’t work at 
one traffic light which is on your route plan? 
A. I just want to share with my friend; 
B. I will share with every one; 
C. I don’t want to share anything; 
D. Other:    ; 
27. Do you like to make an annotation for people with low vision and blind about your 
suggestions or experiences on one point of interesting (An annotation is trying to describe 
the detailed situation or explanation, based on yourself experiences or known from your 
friends’). For instance, how to go through a complex crossing or how to find the right bus in 
a big open bus station. 
A. I just make annotations for myself, which remind me in the future; 
B. I will make annotations for myself and my friends; 
C. I will make annotations for every one, and share with them; 
D. I don’t want to make any annotations; 
In the real world, what do you want to make a annotation or sharing update news (like some 
dangerous stairs or your experiences visiting one building)? And what factors might let you give 
up your annotation, like the privacy problem?
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APPENDIX B Graphic Map Symbols and Braille Map 
Symbols63 
1: Graphic Map Symbols (the black dots mean raised pins, and the white dots denote 
lowered pins) 
Graphic symbols Legend Association 
 
Food&Drinking 
 
 
Shopping store 
 
 
Toilet 
 
 
 
Telephone booth 
 
 
 
Post office/ Post site 
 
 
 
Bank 
 
 
 
Hospital/Pharmacy 
 
 
 
Parking 
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Visually Impaired”, Grosserbeleg, Technische Universita Dresden, 2010.  
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Hotel 
 
 
 
Bus/Tram Station  
 
 
 
Taxi 
 
 
 
Airport  
 
 
 
Building 
 
 
 
2. Braille Map Symbols (6 Dot Braille) 
Main Category64 Sub-category Abbreviation Braille symbol 
Cafe EC 
 
Restaurant ER 
 
Essen  
(Food/Drinking) 
Fast food EF 
 
Geschäft 
 (Shopping) 
Supermarkt 
(Supermarket) 
GS 
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Buchhandlung 
(Bookshop) 
GB 
 
Lebensmittel 
(Foods) 
GL 
 
Kleidung 
(Clothes) 
GK 
 
Getränkshop 
(Drink shop) 
GG 
 
WC ÖW 
 
Telephone ÖT 
 
Post ÖP 
 
Öffentliche 
Einrichtung 
(Public Facility) 
Hotel ÖH 
 
Geldautomat (ATM) WG 
 Wirtschaft  
(Bank) 
Bank WB 
 
Medizin 
 (Medical) 
Krankenhaus 
(Hospital) 
MK 
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Apotheke  
(Pharmacy) 
MA 
 
Bus VB 
 
Straßenbahn 
(Tram) 
VS 
 
Zug 
(Train) 
VZ 
 
Flughafen 
(Airport) 
VF 
 
Taxi VT 
 
Verkehr 
(Tranportation) 
Parking VP 
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APPENDIX C Questionnaire on Tactile Map Symbols (in 
German) 
Teil 1 –Allgemeine Fragen  
1. Welcher Altersgruppe gehören Sie an? 
□ unter 20 Jahre 
□ 20 – 40 Jahre 
□ 40 – 60 Jahre 
□ über 60 Jahre 
2. Welcher Grad der Sehfähigkeit liegt vor? 
□ Blind 
□ hochgradig sehbehindert 
□ sehbehindert 
3. Zu welchem Zeitpunkt ist die Sehbehinderung/Blindheit eingetreten? 
□ unter 6 Jahre 
□ 6 – 10 Jahre 
□ 10 – 20 Jahre 
□ 20 – 40 Jahre 
□ 40 – 60 Jahre 
□ über 60 Jahre 
4. Haben Sie weitere Einschränkungen der Wahrnehmungsfähigkeiten? 
(mehrere Antworten möglich) 
□ hörbehindert 
□ motorisch behindert 
□ Einschränkung der Tastfähigkeit 
□ weitere Einschränkung 
5. Haben Sie die Brailleschrift erlernt? 
□ ja 
□ nein 
Wenn nein, weiter mit Frage 10. 
6. Zu welchem Zeitpunkt haben Sie die Brailleschrift erlernt? 
□ mit 6 Jahre (Einschulung) 
□ 6 – 10 Jahre 
□ 10 – 20 Jahre 
□ 20 – 40 Jahre 
□ 40 – 60 Jahre 
□ über 60 Jahre 
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7. Wenden Sie die Brailleschrift regelmäßig an? 
□ täglich 
□ häufig 
□ bei Bedarf 
□ selten 
□ nie 
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8. In welcher Form lesen Sie Brailleschrift? 
 
 Einhändig Beidhändig Situationsbedingt ein- 
oder beidhändig 
Nur auf Papier    
Nur auf der Braillezeile    
Sowohl auf Papier als auch 
auf der Braillezeile 
   
9. Welche Brailleschriften verwenden Sie? 
(mehrere Antworten möglich) 
□ Basisbraille 
□ Vollschrift 
□ Kurzschrift 
□ Computerbraille 
□ weitere Brailleschriften 
10. Wie würden Sie sich selbst einschätzen? 
□ als Brailleschrift-Anfänger 
□ als durchschnittlicher Anwender der Brailleschrift 
□ als guter Anwender der Brailleschrift 
11. Haben Sie Erfahrungen mit taktilen Bildungen oder Grafiken? 
□ ja 
□ nein 
12. Welche Arten von Grafiken haben Sie bereits genutzt? 
(mehrere Antworten möglich) 
□ Landkarten 
□ Stadtpläne 
□ Taktile Darstellungen von Diagrammen 
□ Bildungen von komplexen Strukturen 
□ Taktile Darstellungen von Bildern 
□ Schrifterkennung übers Optacon 
□ Bildungen von Bildschirminhalten 
□ Sonstige Grafiken 
 
Teil 2 
In diesem Teil wollen wir herausfinden, welche Informationen Ihnen in einer taktilen Karte 
wichtig sind. Bitte bewerten Sie die einzelnen Punkte. Die einzelnen Punkte sind in verschieden 
Kategorien gegliedert.  
 
13. Welche Informationen sind für Sie auf einer taktilen Karte wichtig? 
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a. Verkehrsanlagen 
Ampel 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Ampel mit akustischer Zusatzeinrichtung 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
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Querung mit einer Mittelinsel 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Fußgängerüberweg 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Grünstreifen 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Fahrradweg 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Einfahrten 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Leitstreifen 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Fahrradständer 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Blumenkübel 
□ Sehr wichtig 
□ Wichtig  
Appendix C  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Hauseingänge 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Bus-/ Straßenbahnhaltestelle 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Bahnhof 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Taxi 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Flughafen 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
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b. Öffentliche Einrichtungen 
Toiletten 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Telefon 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
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Post 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Hotel 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Polizei 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
c. Geldwesen 
Bank 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Geldautomat 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
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d. Ernährung 
Cafè 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Restaurant 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Fastfood 
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□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Biergarten 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
e. Bildung 
Universität 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Schule 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Kindergarten 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Bibliothek 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
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f. Einkaufsmöglichkeiten 
Supermarkt 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Buchhandlung 
□ Sehr wichtig 
□ Wichtig  
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□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Lebensmittel 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Kleidung 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
g. Medizin 
Krankenhaus 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Artzpraxis 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Apotheke 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
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h. Sehenswürdigkeiten 
Schloss 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
Denkmal 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
Appendix C  
□ Sehr unwichtig 
 
Museum 
□ Sehr wichtig 
□ Wichtig  
□ Mittel  
□ Unwichtig  
□ Sehr unwichtig 
 
i. Welche weiteren Informationen wünschen Sie sich auf einer taktilen Karte? Bitte 
geben Sie Beispiele an, die Ihnen die Orientierung im öffentlichen Raum erleichtern.  
Teil 3  
In diesem Teil wollen wir die Straßendarstellung und die Symbole auf der Straße testen. In unserer 
taktilen Karte wird die Straße durch fortlaufende Punkte dargestellt.  
Um die folgenden Fragen zu beantworten, benötigen Sie die Ihnen zugeschickten taktilen Karten. 
Bitte erkunden Sie die erste Taktile Karte „Karte 1: Straßen“ und  
beantworten die nächsten vier Fragen mit ja oder nein. 
14. Können Sie die Straße erkennen? 
□ ja 
□ nein 
15. Können Sie dem Straßenverlauf folgen? 
□ ja 
□ nein 
16. Können Sie das Viereck auf der Straße erkennen?  
□ ja 
□ nein 
17. Ist das Viereck leicht zu erkennen? 
□ ja 
□ nein 
 
Die zweite Karte wird mit grafischen Symbolen ergänzt. Bitte blättern sie jetzt um. Vor Ihnen liegt 
die Legende zu Karte 2 (Seite 2). Sie zeigt zehn grafische Symbole in zwei Spalten zu je fünf 
Symbolen. Die Größe der Symbole sind minimal 2 mal 2 Punkte und maximal 3 mal 3 Punkte.  
Bitte stoppen Sie die Zeit, wie lange sie brauchen um die Symbole zu erlernen. Lesen Sie nun die 
Legende mit den verschiedenen Symbolen, wenn sie fertig sind, schauen sie wieder auf ihre Uhr. 
 
18. Wie viele Minuten brauchen Sie, um die Symbole zu lernen? 
 
19. Sind die Symbole leicht zu merken? sehr leicht bis sehr schwer 
□ Sehr leicht zu merken 
□ Leicht zu merken  
□ Mittelmäßig zu merken  
□ Schwer zu merken  
□ Sehr schwer zu merken 
Bitte erkunden Sie nun die zweite taktile Karte „Karte 2: Straßen mit Symbolen“ (Blatt 3) und 
suchen nach den Symbolen. 
 Weitere Frage: 
20. Wieviele Symbole haben Sie gefunden? 
 
21. Sind die Symbole leicht zu finden? 
□ ja 
□ nein 
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22. Sind die Symbole leicht wieder zu erkennen? 
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□ ja 
□ nein 
23. An wieviele Symbole konnten Sie sich erinnern? 
□20% 
□40%  
□60%  
□80%  
□100% 
 
Auf der dritten Karte werden die grafischen Symbole durch Braille-Beschriftungen ersetzt. 
Blättern Sie jetzt auf die Legende zu Karte 3 um (Seite 4). Die Beschriftung besteht aus zwei 
Braillebuchstaben. Zum Beispiel steht e c für Cafe. Der erste Buchstabe beschreibt die Kategorie 
Ernährung. Der zweite Buchstabe erklärt die Kategorie genauer. In diesem Fall steht das c für 
Cafe. Ein anderes Beispiel ist e f für Fastfood. 
Bitte stoppen Sie die Zeit, wie lange Sie brauchen um die Abkürzungen zu erlernen. Lesen Sie nun 
die Legende mit den verschiedenen Abkürzungen. Wenn Sie fertig sind, schauen Sie wieder auf 
ihre Uhr. 
24. Wie viele Minuten brauchen Sie, um die Abkürzungen zu lernen? 
 
25. Sind die Abkürzungen leicht zu merken? sehr leicht bis sehr schwer 
□ Sehr leicht zu merken 
□ Leicht zu merken  
□ Mittelmäßig zu merken  
□ Schwer zu merken  
□ Sehr schwer zu merken 
Bitte erkunden Sie die 3. taktile karte „Karte 3: Straßen mit Braille-Beschriftung“ 
26. Wieviele Symbole haben Sie gefunden? 
27. Sind die Abkürzungen leicht zu finden? 
□ ja 
□ nein 
28. Sind die Abkürzungen leicht wieder zu erkennen? 
□ ja 
□ nein 
29. An wieviele Abkürzungen konnten Sie sich erinnern? 
□20% 
□40%  
□60%  
□80%  
□100% 
 
Teil 4 
Ist eine taktile Karte hilfreich für die Planung Ihrer Reisen? 
 
Welche Art von Informationen sollte Ihrer Meinung nach eine taktile Karte beinhalten? 
 
Welche Art von Symbolen ist Ihrer Meinung nach besser geeignet? Symbole bestehend aus 
Braillebuchstaben oder grafische Symbole? 
 
Wie haben Ihnen die vorliegenden taktilen Karten gefallen?  
 
Nun können Sie Ihre Hinweise, Verbesserungsvorschläge und Kommentare notieren! 
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APPENDIX D Guidelines to Annotate Environmental 
Accessibility 
From the 2 case studies in Chapter 6, it indicates the visually impaired who has basic 
O&M skills doesn’t need assisted information as much and detailed as possible, that 
might conflict to the knowledge having by the sighted volunteers. For example, it’s 
necessary to inform the end users whether there is an ascending stair or a drop-off stair. 
The detailed number of stairs is not important, because blind individuals can detect the 
end of stairs with their acquired O&M skills, like via a common white cane, instead of 
counting one step by one step. The following guidelines are proposed to indicate what 
should be annotated for the blind people who travel with white canes outdoor. One of the 
main purposes of the guideline is to instruct the sighted volunteers who are not familiar 
with mobility requirements by the visually impaired, while annotating.  
Due to the various and different scenarios in indoor environment, the guideline 
focuses on common geographic features outdoor. Besides, the guideline is under the 
assumption that the basic mapping information has been included in a geographic 
database, e.g. name, category, etc. Depended on the categories of landmarks, the 
different accessibility attributes are listed as following:  
Building, comes in a wide amount of shapes, types and functions. The main involved 
features are: 
 The number of entrances: it will inform users how many entrances of the building, 
which is not contained in the current GIS database;  
 The location of entrances: such as on which streets the entrances are;  
 The number of floors: how many floors the building has;  
 With/without elevator: whether there is elevator inside;  
 Elevator with/without Braille label: whether the buttons of the elevator have Braille 
labels;  
   Elevator with/without audio reminder: whether the elevator has an audio reminder to 
notice which floor has been reached;  
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Service path: a service path is a footpath which connects an entrance of a building and a 
nearby main street. Normally, it is an essential path for the pedestrians who need enter or 
exit a building. For the visually impaired, it’s good to know the attributes of the service 
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paths leading to the targeted buildings, especially a service path with several branches. 
Tactile paving path: a tactile paving path always is preferred by the blind, thus, it’s 
important to inform whether there is one or not.  
    Rough length: it is not necessary to note the length of the service path most of time, 
since the visually impaired would follow the footpath. However, at some special cases it 
will be helpful to tag the rough length of the path, such as a long service path over 50 
meters.  
    Branched path: when a service path has more than one branched path, it’s better to 
annotate the number of branches and identify the one to the corresponding buildings. 
Sometimes, identification of materials of tactile pavement are good guidance for users.  
 Surrounding description: apart from the above basic information, a brief description 
of surrounding environment and particular obstacles are helpful (e.g. a bench, a bicycle 
parking, a garbage bin). 
Entrance, generally refers to the place of entering like a gate or door of buildings or 
underground stations. Most of common entrances are accessible for the blind who know 
O&M skills, but some of complex ones (e.g. multiple branches in the service path, 
irregular position) are difficult to find and use. The annotations should not only focus on 
the attributes of the entrances, but consider the following aspects:  
 The name of a connected street: in general, there is a main street connect with a 
service path which leads to the entrance. It will be helpful to note the name of the 
connected street;  
 Automatic door or not: whether the door is an automatic door or a manual door;  
   The type of door: owning to a number of types of doors existed, it’s better to indicate 
how to open the doors via annotating their types, e.g., revolving door, sliding door, 
folding door.  
 The level of entrance: normally the entrance is at the ground level, but it will be 
helpful to inform the blind the entrance which on the first floor or under the ground level.  
   Attached stairs: in addition to noting whether there are stairs in front of the entrance, 
it’s necessary to tag that the stairs are ascending or drop-off, instead of annotating the 
total number of steps of the stair.  
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Bus/tram station, for the visually impaired public transport is a popular and common 
choice as well, while planning an outdoor journey. In cities the accessibility information 
of bus/tram stations which are often visited by them, should be paid more attentions. The 
following features aim at providing necessary assistive information to find a correct 
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bus/tram. 
Line No. and direction: generally, the item of line No. is included in a GIS database, 
but the direction/destination of a bus/tram mostly is not contained. To avoid taking a 
bus/tram with a wrong direction, it’s better to annotate the line No. and the direction 
together.  
 Capacity: the capacity denotes how many vehicles can be parked at the platform 
simultaneously. At some stations whose capacity is more than one, this item makes users 
aware to be careful to ensure the correct bus/tram.  
 Gapping place: it indicates the gap between the platform and the parked bus/tram, 
which is dangerous while getting in and off.  
   Involved platform: some interchange stations might have a couple of platforms rather 
than only one. Thus, it’s helpful to note how many platforms in general and the involved 
platform of different lines. 
Intersection, is a place where two or more roads meet.  
 Type: indicates the overview shape of the intersection, depending on the number of 
road segments. The typical kinds are X type (2-way intersection), Y type and T type 
(3-way intersection). Meanwhile, it is better to mention that if there is a circle crossing or 
a U-turn.  
 Attached island: when there is an island where pedestrians can stop, it will be 
helpful to inform users about this. But the detailed location of the island should be 
annotated by its nearby traffic lights if existed.  
Traffic light, is one of very helpful public facilities for the visually impaired while 
walking through streets safely. The structured annotation of traffic lights on accessibility 
will enhance the performance of a personalized route planner. Several items have been 
mentioned in the “Look-and-Listen-Map” project65.  
 Sound reminder: indicate whether the traffic light supports audio output.  
Vibration reminder: vibration is used to present the information of traffic lights, such 
as a button, a box or floor.  
Tactile Crossing direction: indicates the walking direction to pass a street, and 
includes a tactile symbol for the direction, such as an arrow.  
Tactile Island indicator: an island is available where pedestrians can stop while 
walking in the crossing direction. 
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65 http://www.blind.accessiblemaps.org/, last access on Dec. 2012.  
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Temporary Obstacle, generally is established for a temporary task, like a road maintain 
or a building construction. As most of these handicaps are not included in the map data, 
thereby, related dynamic annotations will be useful. 
 Position: informs users on the obstacle position. Obtaining the geographic location 
(i.e. latitude/longitude/altitude) from sensors or digital maps is a convenient method. 
Note that the more accuracy of the location, the better for end users in the future.  
 Status: it indicates the handicap still exists or has been removed.  
   Dangerous level: a subjective item by annotators to identify how dangerous level of 
the obstacle. A large hole usually is more dangerous than a construction site on the 
ground. A structured level measurement is a recommend format, like a 5 rating scale. 
In brief, the guideline acquired from the above studies, covers the mostly outdoor 
mobility requirements in urban environments for white cane users. It’s true that the 
proposed guideline doesn’t contain all of outdoor scenarios, such as water areas, 
walk-able bridges, underground stations and users with guide dogs or ETAs. The smell 
context is not included in the guideline as well, but it is helpful in practical. Without a 
doubt, the guideline can be extended in the future, via evaluating within new situations. 
Meanwhile, although the content of generated annotations would contain various items, 
it should prevent the items which can be generated from raw map data in GIS, such as 
names of streets at intersections66
 
66 MyWay is a software to generate extra information about intersections by processing OpenStreetMap 
map data, http://ebs.beratung.www.sbv-fsa.ch/de/node/1061, last access on Dec 18th. 2012.  
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