Background: Hybridization of heterologous (non-specific) nucleic acids onto arrays designed for model-organisms has been proposed as a viable genomic resource for estimating sequence variation and gene expression in nonmodel organisms. However, conventional methods of normalization that assume equivalent distributions (such as quantile normalization) are inappropriate when applied to non-specific (heterologous) hybridization. We propose an algorithm for normalizing and centering intensity data from heterologous hybridization that makes no prior assumptions of distribution, reduces the false appearance of homology, and provides a way for researchers to confirm whether heterologous hybridization is suitable.
Background
Many organisms that are important components of most ecosystems are understudied at the genetic level because they lack useful genome-enabled resources. Hybridization of nucleic acids from non-model organisms onto DNA microarrays designed for closely related modelorganisms has been used as a potential alternative to building genomic resources for each species of interest. A variety of platforms and objectives in contemporary applications of heterologous ("cross-species") hybridizations, but the recurring challenge for each platform is to measure the effect of sequence dissimilarity on hybridization between the probes being used and the nucleic acids of the species being hybridized. For example, Gilad et al. [1] tested hybridization efficiency of microarrays spotted with amplicons from four primate species (including human) and showed that increasing sequence divergence resulted in reduced hybridization efficiency. Similarly, an array of expressed sequence tags (ESTs) from African cichlid fish (Astatotilapia burtoni) was used to test the validity of gene expression analysis on a variety of related teleost fish [2] . The number of spots (probe features) that were able to demonstrate differential gene expression decreased with increasing phylogenetic distance. The microarrays were subsequently used to assess gene expression from swordtail (Xiphophorus nigrensis) [3] , which was estimated to be at the far edge of what was considered phylogenetically close enough to be reliable for cross-species hybridization on the cichlid arrays. Similar arrays developed from zebrafish (Danio) ESTs have been used with coral reef fish (Pomacentrus) cDNA [4] . In situ synthesized oligonucleotide arrays are an alternative to spotted cDNA microarrays and commonly used when the species of interest is closely related to a model organism for which a commercially designed chip is already available. For expression studies, it is common to screen probes for sequence conservation by first hybridizing heterologous gDNA, and secondly assessing gene expression by hybridizing experimental cDNA and analyzing only the accepted probes [5] . This strategy has been applied to examine gene expression of various genera of Brassicaceae on an array containing Arabidopsis thaliana probes, [5] [6] [7] , expression of banana genes on a rice array [8] , expression of horse genes on an array containing human probes [9] , and expression of goat genes using a bovine array [10] .
The preparation of heterologous hybridization data for analysis is problematic because probe binding is a result of multiple factors, including binding free-energy, selffolding, dimerization, and, importantly, sequence similarity or divergence [11] . Traditional approaches to analyzing heterologous hybridization data largely follow the techniques of array-based comparative genome hybridization (aCGH ) [12] [13] [14] , which is the hybridization of gDNA to con-specific arrays for the detection of chromosomal or copy-number variations. These techniques can include local regression normalization and quantile normalization. However, the conventional normalization procedures designed for aCGH have the potential to result in the false appearance of homology if the probe signals from cross-species hybridizations violates the underlying assumptions of uniform statistical distributions due to sequence divergence. Several methods have been proposed to 'screen' probes and reduce the potential for false positives [15] : 1) accept only probes of a certain hybridization fluorescence threshold or overall intensity [5, 16] , 2) match probes from a reference genome to that of the target genome and only analyze probes of a certain sequence similarity [17] , or 3) normalize the entire dataset using a suite of known conserved genes [18, 19] . However, the significant challenge with normalizing intensity data based on conserved genes is that genes evolve at different rates for different lineages. Many non-model organisms have such little genomic sequence data known that identifying sets of genes with conserved sequences amongst a group of species is unreliable, if not impossible. We propose a normalization and centering approach that relies on universally diverged (non-conserved) probes and does not make any prior assumptions about the distribution of probe signal intensities.
Our initial objective in this study was to identify probes with conserved sequences that could be used as potential primer sites to allow amplification and subsequent cloning of orthologous genes of interest. Traditional normalization techniques led to numerous false positive matches, so we developed an algorithm for normalizing and centering intensity data of heterologous hybridization of gDNA for when the sequence divergence of species being used is unknown and a set of conserved genes is unreliable of impractical. Our approach uses built-in "control" probes from a plant (Arabidopsis thaliana) and a bacterium (Bacillus subtilis) that are available on the commercial Caenorhabditis elegans tiling array from Affymetrix ® and assumed to be equivalently diverged from all nematode species used here (from the family Rhabditidae and Cephalobidae). This procedure is most applicable to oligonucleotide microarrays with universally diverged "control" features (e.g. from a different phylum or, preferably, domain than the target species) that have been hybridized with single dye-labeled gDNA of a related, but heterologous, species. The approach is tested for sensitivity and specificity using two isolates of C. elegans, one isolate of C. briggsae (for which the full genome sequence is available), and five other nematode species with little to no known sequence data beyond small subunit ribosomal RNA gene sequences (Figure 1 ). These nematodes are reasonable candidates for the study of genomic responses to environmental perturbation due to their ease of study in laboratory conditions and their phylogenetic proximity to the model species C. elegans. Furthermore, the species we selected all co-occur on the Konza Long-Term Ecological Research station [20] , so it would be likely that researchers might wish to attempt heterologous array hybridization with a similar suite of nematodes. They represent the bacterial-feeding nematodes from the tallgrass prairie biome [21] and perform key ecosystem services such as regulating bacterial turnover and nutrient cycling in soil environments [22, 23] . Renn et al. [2] suggested that heterologous hybridization is most successful when the species are diverged by less than 10 MYA, but also estimated that the approach could be used on species separated by as much as~65 MYA. Dating of the molecular divergence between these nematode species is inexact due to the lack of a robust and informative fossil record, but estimates of divergence time between C. elegans and C. briggsae has been narrowed down to 80-110 MYA following full genome sequencing [24] . Therefore, the two species from the family Cephalobidae (Acrobeloides sp. and Chiloplacus sp.) are so far diverged from C. elegans that they can serve as a negative control, while species within the family Rhabditidae (Oscheius tipulae, Oscheius sp. FVV-2, and Mesorhabditis sp.) serve as the species of interest to demonstrate the viability of this approach. Figure 1 Phylogeny of study species. 18s ribosome RNA (small subunit) phylogeny of nematode species included in this study (in bold, red font), in comparison to 49 other species from the family Rhabditidae. Acrobeloides and Chiloplacus (from the family Cephalobidae) are used as outgroups. 
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Analysis
Raw background-subtracted probe intensities were accessed from Affymetrix ® Tiling Analysis Software (TAS). Subsequent analyses were performed in Statistical Analysis Software, Release 9.1.3 (SAS Institute, Cary, NC, USA). Our approach utilizes "control" probes that are standard features of the Affymetrix C. elegans tiling chip that correspond to sequences in the Arabidopsis thaliana and Bacillus subtilis genomes. These features are used in gene expression studies to calibrate intensity with transcript concentration and to estimate 5' and 3' end bias, but are otherwise unused in genome hybridization. Probe-specific normalization was performed by first quantifying the relationship between log e -transformed probe intensity (ln(i c,s )) of control probes c from species s and thermodynamic binding affinity ΔG 37 (Gibb's free energy estimate, according to the nearest neighbour thermodynamic model of SantaLucia [25] ):
where α is the intercept and e the error term (assumed to be normally distributed). We assume that gDNA from all nematode species was equally dissimilar from these control probes, therefore subtle differences in the relationship between binding efficiency of control probes to thermodynamic binding affinity most likely represents chip to chip variation. The resulting model parameters from (1) were used to normalize probe p from each species s to its final adjusted intensity (AI):
where the median intensity (median(c,s)) of all control probes c from species s was used as a phase shift to center all control probes around zero.
To characterize the relationship between probe intensity and the percent similarity, we make use of a dataset of candidate genes with potential ecologically relevant roles in nematode survival [26] . We selected 49 of the candidate genes of interest that had only one putative ortholog and confirmed that this suite of genes came from all six chromosomes (I: 3, II: 3, III, 6, IV: 8, V: 18, X: 11) with a group GC content (min: 40.1%, mean: 47.4%, max: 65.8%) that was representative of all probes in exon regions (43% ± 9.2 SD). We then aligned each probe from the C. elegans chip to its respective position in the C. briggsae homolog and computed the number of identical nucleotides.
Results and Discussion
Conventional data transformation
We initially analyzed the hybridization data using a conventional aCGH approach that included quantile normalization [12, 13] , scaling on a per-array basis to a common mean (500 intensity units), and a waveletbased smoothing of 50-bp bandwidth to 'de-noise' the data and accentuate regions of dissimilarity, or copynumber deviations, from baseline [14] . At first inspection, this conventional aCGH analysis resulted in probes of high signal intensity (comparable to that of C. elegans N2) for even non-Caenorhabditis species, especially around exonic regions ( Figure 2D ). However, attempts to amplify orthologous genes using PCR primers based on the exonic probes of high signal intensity (relative to C. elegans) were unsuccessful. It is possible that the greater probe intensity of exonic regions is not due to sequence similarity but to binding affinity, because probes in exon regions had a higher average GC-content (43% ± 9.2 SD) relative to probes in intron or intragenic regions (34% ± 10.4 SD). Thus, we hypothesized that quantile normalization of cross-species hybridization has the potential to result in the appearance of reliable data, but may in fact be a misleading representation of false positive probe matches due to artifacts during the data transformation process. Furthermore, smoothing can artificially inflate the intensity value of low-intensity probes that are adjacent to high intensity probes. Finally, the mean or median of heterologous hybridizations is naturally expected to be lower than homologous hybridizations because fewer sequences are perfect matches. Scaling all arrays to a common mean (or median) inflates nonspecific hybridization intensity relative to specific hybridization intensity.
Alternate normalization and centering
To address the need for analyzing heterologous hybridization data with species for which the true genome-wide sequence similarity was unknown, we developed an alternative, probe-level normalization and centering. If normalization results in normally (or near normally) distributed probe intensities, the only remaining variability is likely to be predominantly random experimental error. The purpose of centering is to ensure that equivalent baseline hybridization is centered on a single common value. The raw probe intensity values (and statistical distribution) of log e -transformed control were nearly, but not exactly, similar between all chips ( Figure  2A ). After adjustment for the relationship between probe intensity and thermodynamic binding affinity (Figure 3) , both target and control probes were uncentered, but normally distributed ( Figure 2B ). Finally, all probes were phase shifted to bring the median control probe intensity to zero ( Figure 2C ). The result was that target probes from two Caenorhabditis elegans isolates averaged greater than zero (indicating specific binding signal), but the target probes from non-Caenorhabditis Figure 3 Thermodynamics of non-specific probe binding. The relationship between control probe intensity and thermodynamic binding affinity (ΔG 37 ) for each species tested that was used in the probe-level normalizing procedure. A) Caenorhabditis elegans N2, B) C. elegans CB4856, C) C. briggsae, D) Mesorhabditis sp., E) Oscheius tipulae, F) Oscheius sp. FVV-2, G) Acrobeloides sp., H) Chiloplacus sp. species were centered near zero (indicating lack of specific binding). However, not all genes evolve at the same rates and it is possible that some genes within the genomes of the non-Caenorhabditis species are conserved and bind specifically to the C. elegans probes. If the average (normalized and centered) signal of all exon probes for a particular gene is significantly greater than zero, such a gene could reasonably be considered to be "conserved". As can be expected, the number of genes whose full set of exon probes average greater than zero decreases with increasing phylogenetic distance from C. elegans N2 (C. elegans CB4856: 17,399, C. briggsae AF16: 410, Oscheius tipulae KS585: 66, Oschieus sp. FVV-2 KS555: 61, Mesorhabditis sp. KS587: 41, Acrobeloides sp. KS586: 35, Chiloplacus sp. KS584: 30; t-test with Bonferroni correction for multiple tests). This was a first indication that sequence conservation in nonCaenorhabditis species may be too limited to permit detection of conserved regions.
Test of sensitivity with con-specific hybridization
To confirm that our normalization and centering approach was as capable of detecting conspecific variations as traditional normalization approaches, we were able to visually confirm 121 out of the 131 previously published deletions in C. elegans CB4856 [27] . To illustrate a representative case, Figure 4 shows a decrease in the ratio of probe values surrounding niDf94 (V), a deletion of 3-kb of sequences in CB4856 (partially deleting the C49G7.1 and D1065.3 genes) that are present in N2.
The few deletions we did not observe are likely due to small differences in genome coverage or different probe lengths (25 vs. 50 ) between the two platforms used.
Test of specificity with cross-species hybridization
Our initial objective of designing primers from suitable probes would involve identifying probes of conserved sequence as indicated by a fluorescence signal of significant intensity relative to that of known homologous binding from C. elegans. In order to do this we computed the ratio of each probe's signal intensity relative to that of C. elegans for each heterologous test species. We assumed that any 'threshold' ratio used to define a putatively homologous probe match could result in false positive matches, so we took advantage of the fully sequenced C. briggsae genome to define a signal intensity ratio that would minimize the rate of incorrectly identified sequence matches. We expected two major sources of variability in the intensity of C. briggsae gDNA hybridized to C. elegans, 1) multiple occurrences of the same probe sequence within either the C. elegans or C. briggsae genome, and 2) sequence divergence between the two species. First, we computed the number of times that each 25-mer probe sequence occurred in the C. elegans and C. briggsae genomes ( Figure 5A ). As expected, probe intensity from C. elegans gDNA was positively related to frequency, while probe intensity of C. briggsae gDNA was generally unaffected ( Figure 5B ). Although many probes occur multiple times in the C. briggsae genome, it is a small portion of the over three million probes on the array and does not have a large effect on the overall results. Next, we determined the nucleotide similarity at each corresponding probe position between C. elegans and C. briggsae for 49 single copy genes, identified in a previous study as being potentially important for survival in different bacterial environments. Quantile normalization resulted in poor discrimination of true positive probe matches ( Figure  6A ) and a relative high false positive rate at all potential signal intensity ratios ( Figure 6B ). Our alternate normalization and centering improved the discrimination of true perfect match probes ( Figure 6C) , and lowered the ratio of false-matches to perfect-matches at some threshold ratios ( Figure 6D ). Although the values resulting from quantile normalization and from our proposed normalization and centering are comparable, they are not necessarily on equivalent scales. For example, selecting a signal intensity ratio from quantile normalization of 0.6 detects 14 true positive matches, but results in over 155 false positive mismatches. A ratio of 1.1 from our proposed alternative normalization and centering based on universally diverged control probes also detects 14 true positive matches, but results in only 34 Figure 4 Confirmation of hybridization sensitivity. The ratio of C. elegans CB4856 to C. elegans N2 probe intensity values (following probe-level normalization and centering) in relation to the niDf94(V) deletion variant (of chromosome V), which overlaps two uncharacterized genes in the N2 genome, C49G7.1 and D1065.3a. The dip in probe intensity ratios below 1.0 is representative for the other 141 deletion variants previously identified [21] . mismatches. Despite an over 4.5-fold reduction, the ultimate false positive detection rate is still high.
Conclusions
Cross-species hybridization has been proposed as a way to adapt genome-enabled tools developed for model organisms to closely related non-model relatives. However, we (present work) and others [18, 19] have shown that the data must be appropriately normalized and centered to control for sequence divergence. Ultimately, we found that probe intensity alone was a poor predictor of sequence similarity and can result in false inferences of homology. Our findings largely support the recent results of Machado and Renn [18] who also found that the ability to detect genes decreased below 90% sequence identity between three species of Drosophila. The major difference in our approach is that Machado and Renn normalize based on the 100 or 1000 most conserved genes (assumed to be equivalently similar for all species of interest), while we propose normalizing and centering based on control, non-target probes (assumed to be equivalently dissimilar for all species tested). Both approaches appear to be valid for their respective purposes, but our approach might be more applicable in the absence of enough genomic sequence data to identify an a priori set of conserved genes. The lack of universally dissimilar probes on the spotted chip of Machado and Renn [18] prevent us from applying our technique on their data, and the lack of genomic sequence data amongst our species prevent us from applying their technique on our data. However, we can nonetheless predict that the microarrays printed with PCR products~500 bp long [18] are likely to be more sensitive and specific to their targets than the 25-mer probes used in the Affymetrix platform presented here. Single mismatches may have a more adverse affect on the binding of short, 25-bp probes, than long,~500 bp probes. Hybridization of gDNA onto microarrays is currently the standard technique to validate probes on gene chips for expression analysis in cross-species applications. One commonly used procedure [5] hybridizes heterologous gDNA from a non-model organism onto an existing 25-mer GeneChip ® designed for a model organism and masks all probe sets except those with at least one probe feature whose hybridization intensity is above a predefined threshold intensity. Our analysis suggests that, either with or without probe-level normalization and centering, a large number of non-specific control probes can still have a relatively high hybridization intensity compared to specific probes (Figure 2A) . Furthermore, even if the threshold intensity were set relative to target genome hybridization, we show that a significant fraction of probe features at all threshold intensities could likely be false-positives. Thus, we fear that a cross-species hybridization algorithm to mask chips for gene expression may still permit a large number of false positive probe sets into the analysis. It is for this reason that studies utilizing cross-species hybridization for microarray gene expression profiles must be especially diligent with replication and validation. For example, Pavlidis et al. [28] found that a minimum of five biological replicates generated stable gene expression profiles. Unfortunately, recent studies using crossspecies hybridization on microarrays with short probes either include no replication or insufficiently validate their microarray results with qPCR [8, 9] . We suggest that cross-species microarray hybridizations introduce a degree of uncertainty beyond what is typical for conspecific hybridizations, and thus require more robust quality control measures than would be normally adopted for con-specific hybridization.
Genomic DNA controls are essential to ensure the most reliable interpretation of heterologous hybridization applications, such as gene expression profiles. Our strategy for normalization and centering of cross-species array data is meant to be used to identify reliable probe intensity values that could be utilized in downstream applications, such as finding regions of sequence similarity or for gene expression analysis. Our method is not necessarily meant to be used as a normalization procedure per se, although we could imagine that such an approach could be developed based on the analyses presented here. One such approach would be first to build universal control probe sets into the microarray of interest using random oligonucleotides or sequences derived from universally diverged taxa such as prokaryotes for eukaryotic arrays or vice-versa. Secondly, hybridize both homologous genomic DNA (from the species used to design the array) and heterologous (from the species of interest) genomic DNA onto the arrays being used (either dual-labelled mixtures onto the same chip or single-labelled pools onto separate chips) to compare probe intensity using the "control" based normalization and centering approach presented here. Finally, test the mean signal of a gene's exon probes against "zero" (with an appropriate correction for multiple comparisons). Only those genes whose complement of exon probes are statistically greater than zero can be considered "conserved" enough for use. Based upon our analyses, the number of these "conserved" genes decreases rapidly with phylogenetic distance and suggests that for distantly related taxa nonarray based approaches might be more appropriate and cost effective.
