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Resumen
Durante las u´ltimas de´cadas la investigacio´n de temas relacionados con la rep-
resentacio´n y manipulacio´n de conceptos como tiempo y cambio han adquirido rel-
evancia. En particular se han tomado diversas lo´gicas que capturan estos conceptos
y han sido reutilizadas en Ciencias de la Computacio´n.
Las lo´gicas en general fueron desarrolladas desde la filosof´ıa para capturar el
comportamiento y uso del tiempo en las lenguas vivas. Muchas de estas lo´gicas
resultan de intere´s para los propo´sitos requeridos en algunos sistemas de co´mputo.
En los u´ltimos an˜os, han aparecido muchas propuestas para contar con lengua-
jes temporales, en particular se ha extendido esa lista con dos lenguajes temporales
me´tricos:MTPL [CA00] y EMTPL [CA99]. Ambos lenguajes utilizan como funda-
mento la lo´gica me´trica de Prior [Pri67a], la cual ha sido profundamente estudiada
desde la practica.
Al momento de su desarrollo estos lenguajes fueron pensados para la especifi-
cacio´n de propiedades. La principal idea detra´s de este trabajo es indagar sobre la
aplicabilidad de ese lo´gicas en razonamiento temporal o extender los lenguajes de
manera que sean aptos para un entorno de razonamiento temporal
Palabras Clave: Lenguajes de programacio´n y especificacio´n, Lo´gica Temporal Me´trica,
Negacio´n, Razonamiento Temporal.
1. Introduccio´n
El Razonamiento Temporal [Vil94] consiste de la formalizacio´n de la nocio´n de tiempo
y proveer un medio para representar y razonar con los aspectos temporales del conocimien-
to. Los sistemas que se han desarrollado para razonar con tiempo pueden dividirse ba´sica-
mente en dos grupos:
Basados en lo´gicas de primer orden: En general este tipo de sistemas agrega el tiem-
po en la forma de un para´metro adicional, que normalmente recibe el nombre de
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argumento temporal. La principal ventaja de esta aproximacio´n radica en la capaci-
dad de poder utilizar todos los mecanismos de razonamiento disen˜ados para la lo´gica
de primer orden.
Basados en operadores modales: En este caso se enriquece el ca´lculo propocisional
o de primer orden con operadores temporales. La mayor´ıa de los desarrollos en
este sentido utilizan operadores no me´tricos, ma´s espec´ıficamente, los operadores
cla´sicos:
3+ φ alguna vez en el futuro φ o φ sera´ verdadera en algu´n momento futuro.
3− φ alguna vez en el pasado φ o φ fue verdadera en algu´n momento pasado.
2+ φ siempre en el futuro φ o φ sera´ verdadera en todos los momentos futuros.
2− φ siempre en el pasado φ o φ fue verdadera en todos los momentos pasados.
En general se aduce que la resolucio´n en sistemas basados en esta lo´gica es mucho
menos eficiente que en el caso anterior. De todos modos algunos investigadores,
esta´n trabajando en me´todos de resolucio´n para este tipo de lo´gicas y ma´s au´n
esta´n tratando de mejorar la eficiencia de los mismos.
Un aspecto que puede llamar la atencio´n es que no hay intentos para lograr razona-
miento con operadores temporales me´tricos, aunque si los hay para lo´gicas basadas en
intervalos y para lo´gicas me´tricas basadas en lo´gicas con restricciones. Nuestro objetivo
es poder adaptar los lenguajes MTPL o EMTPL para que resulten aptos en un entorno
donde se requiera algu´n grado de razonamiento temporal.
2. Breve revisio´n a MTPL y EMTPL
Los lenguajes de programacio´n MTPL [CA00] y EMTPL [CA99] esta´n basados en
la lo´gica me´trica de Prior [Pri67a]. MTPL captura una forma de tiempo en la cual
hay un momento destacado y todas las referencias temporales de cualquier fo´rmula hacen
referencia a ese momento destacado. En cambio, en el caso de EMTPL se logra establecer
una combinacio´n entre esta manera de representar el tiempo y la opuesta, en la cual las
referencias son independientes de cualquier momento de tiempo.
2.1. Sintaxis y sema´ntica
La sintaxis de los operadores que utilizan MTPL y EMTPL es la siguiente:
φ = p|¬φ|φ1 ∧ φ2|ATnφ|3+n φ|∃n 3+n φ|∀n 3+n φ|3−n φ|∃n 3−n φ|∀n 3−n φ
La disyuncio´n e implicacio´n puede ser definidas de la forma usual. A partir de este
conjunto de operadores pueden definirse otros. Teniendo en cuenta el significado intuitivo
presentado anteriormente, se puede ver cual es la sema´ntica formal de los operadores.
Se asume un conjunto de instantes . . . , in, in+1, in+2, . . . que representan una estructura
temporal lineal e ilimitada. La informacio´n en el sistema puede verse como una lista de
conjuntos, σ, que contiene todas las verdades que tiene la teor´ıa. Cada miembro de la lista
es denotado como σ(j). Luego σ(j) representa el conjunto de verdades en un determinado
instante j. A continuacio´n, puede verse una definicio´n inductiva para “una proposicio´n
temporal verdadera en un instante j”. Se comienza especificando que p ∈ σ(j) significa
“p es verdadera en el instante j”.
Es importante destacar que la cuantificacio´n es solo aplicada a miembros de la estruc-
tura temporal, es decir, el conjunto de nu´meros que se escogieron como representacio´n del
tiempo. Se exige que este conjunto de nu´meros conforme un espacio me´trico.
(σ, j) |= p si solo si p ∈ σ(j)
(σ, j) |= ¬p si solo si (σ, j) 6|= p
(σ, j) |= p ∧ q si solo si (σ, j) |= p y (σ, j) |= q
(σ, j) |= 3+c p si solo si (σ, j + c) |= p
(σ, j) |= 3−c p si solo si (σ, j − c) |= p
(σ, j) |= ∃n 3+n p si solo si existe un instante n, n > 0 tal que (σ, j + n) |= p
(σ, j) |= ∃n 3−n p si solo si existe un instante n, n > 0 tal que (σ, j − n) |= p
(σ, j) |= ∀n 2+n p si solo si para todo instante n, n > 0 se tiene (σ, j+n) |= p
(σ, j) |= ∀n 2−n p si solo si para todo instante n, n > 0 se tiene (σ, j−n) |= p
(σ, j) |= ATc p si solo si (σ, c) |= p
Se pueden definir otros operadores interesantes a partir de e´stos [CA00, CA99]
2.2. Definicio´n del lenguaje
Los lenguajes esta´n basados en la lo´gica de Prior [Pri67a, Pri67b] ma´s una extensio´n
con la introduccio´n del operador AT en el caso del lenguaje EMTPL. La extensio´n
consiste principalmente en la introduccio´n del operador AT en la axiomatizacio´n de Prior
[CA99].
La lo´gica utilizada entonces cuenta con todas las reglas y teoremas del ca´lculo proposi-
cional, adema´s de una teor´ıa de cuantificacio´n sobre las referencias me´tricas que se realizan
en los operadores temporales. Junto a los siguientes esquemas de axiomas:
Ax1 : 3+n (p→ q)→ (3+n p→ 3+n q) Ax1′ : 3−n (p→ q)→ (3−n p→ 3−n q)
Ax2 : 3+n3−n p→ p Ax2′ : 3−n3+n p→ p
Ax3 : 3+m ∃n 3+np→ ∃n 3+m3+n p Ax3′ : 3−m∃n 3−n p→ ∃n 3−m3−n p
Ax4 : 3+m ∃n 3−np→ ∃n 3+m3−n p Ax4′ : 3−m∃n 3+n p→ ∃n 3−m3+n p
Ax5 : 3+(m+n) p→ 3+m3+n p Ax5′ : 3−(m+n) p→ 3−m3−n p
Ax6 : 3+m3+n p→ 3+(m+n) p Ax6′ : 3−m3−n p→ 3−(m+n) p
Ax7 : 3+n ¬p→ ¬3+n p Ax7′ : 3−n ¬p→ ¬3−n p
Ax8 : 3+n p ∨3+n ¬p Ax8′ : 3−n p ∨3−n ¬p
y las reglas de inferencia
si ` α entonces ` 3+n α si ` α entonces ` 3−n α
La definicio´n de ambos lenguajes esta´ dada por un subconjunto de las fo´rmulas bien
formadas de la lo´gica de origen.
Definicio´n 1 (MTPL)
Se tiene en consideracio´n un lenguaje, MTPL, con a´tomos proposicionales, los conec-
tivos lo´gicos: ∧,∨ →, ¬ y los operadores temporales: 3+n, 3−n, 3+, 3−, 2+, 2−. Se definira´n
las nociones de programa, cla´usula, cla´usula always, cla´usula ordinaria, cabeza, cuerpo y
meta
Un programa es un conjunto de “cla´usulas”.
Una cla´usula es o bien una “cla´usula always” o bien es una “cla´usula ordinaria”.
Una cla´usula always es 2+A o 2−A, donde A es una “cla´usula ordinaria”.
Una cla´usula ordinaria es una “cabeza de cla´usula” o B → H, donde B es un
“cuerpo de cla´usula” y H es una “cabeza de cla´usula”.
Una cabeza de cla´usula es una fo´rmula ato´mica, 3+nA o 3−nA, donde A es una con-
juncio´n de “cla´usulas ordinarias”.
Un cuerpo de cla´usula es una formula ato´mica, una conjuncio´n de cuerpos de cla´usu-
la, 3+nB o 3−nB o ¬B donde B es un cuerpo de cla´usula.
Una meta es cualquier “cuerpo de cla´usula” o disyuncio´n de “cuerpos de cla´usula”.
El lector puede encontrar ma´s detalles de este lenguaje en [CA00].
Definicio´n 2 (EMTPL)
Se considera un lenguaje con a´tomos proposicionales, los conectivos lo´gicos: ∧, ∨ →,
¬ y los operadores temporales: 3+n, 3−n, 3+, 3−, 2+, 2−. Este lenguaje se puede definir como
una extensio´n del lenguaje MTPL. Ba´sicamente se modifica la definicio´n de cla´usula y
meta de la siguiente manera:
Una cla´usula es ATiC o C donde C es una “cla´usula ordinaria”.
Una meta es ATnB o B donde B es cualquier cuerpo de cla´usula o disyuncio´n de
cuerpos de cla´usula.
Intuitivamente la idea detra´s del lenguajes EMTPL era contar con un lenguaje tem-
poral me´trico que fuera apropiado para su uso en un contexto de base de datos deductivas.
En ese sentidoMTPL presenta un serio problema de actualizacio´n por contar con un mo-
mento destacado de tiempo, normalmente llamado presente. Este problema hace que
cada vez que se modifica el punto de referencia (presente) todas las referencias de la
base deban modificarse, hecho que conlleva un tiempo de actualizacio´n prohibitivo. Con
la incorporacio´n del operador ATi se logra evitar ese costo, a su vez su incorporacio´n
resulta en lenguajes temporales ya que logra, junto a los otros operadores temporales,
capturar lo mejor de las dos concepciones temporales ma´s conocidas (Series A y B segu´n
la descripcio´n de McTaggart [Pri67a, Pri67b]) . El lector puede encontrar ma´s detalles del
lenguaje en [CA99].
2.3. El algoritmo
El algoritmo que se presentara´ a continuacio´n puede ser utilizado para una imple-
mentacio´n de un inte´rprete para el lenguaje MTPL [CA00]. Este algoritmo esta´ basado
en la nocio´n de a´rbol de computacio´n etiquetado (nocio´n propuesta por Gabbay [Gab87])
pero tiene importantes modificaciones para adaptarlo al lenguaje me´trico propuesto. A
fin se simplificar la presentacio´n del algoritmo se utilizara´n las siguientes equivalencias:
3+p ≡ ∃n3+np 2+p ≡ ∀n3+np
Definicio´n 3 (adaptada de la dada en [Gab87])
Sea P una base de datos finita y sea G una meta. Se define la nocio´n de a´rbol de com-
putacio´n etiquetado para e´xito o falla finita de la meta G a partir de P. Si G tiene e´xito
se escribe P?G=1 y si G falla finitamente se escribe P?G=0.
Sea (T,≤, 0, V ) un a´rbol de computacio´n etiquetado, tal que 0 ≤ t para todos los t ∈ T .
V es una funcio´n de etiquetado que le asigna a cada t ∈ T una tripleta (P(t), G(t), X(t)),
donde P(t) es la base de conocimiento en el momento t, G(t) es la meta en ese momento
t y X(t) es el propo´sito para ese meta. Si X(t) = 0 el propo´sito de la consulta es que la
meta sea respondida de una manera negativa; en cambio si X(t) = 1, el propo´sito de la
computacio´n es el e´xito de la misma.
Una observacio´n importante radica en el hecho de que P es la implementacio´n de σ es
la lo´gica, es decir que P(j) toma el rol de σ(j) en la sema´ntica. Como P es siempre un
conjunto finito, P(j) tambie´n lo es para cada j.
Como se hara´ referencia a ella, vale la pena recordar que la regla del espejo consiste
en el cambio de todos los operadores del pasado por sus correspondientes operadores del
futuro y viceversa. A trave´s de su uso se cambia 3−n por 3+n, 3− por 3+ y 2− por 2+ y lo mismo
al reve´s.
El algoritmo que se presenta a continuacio´n tiene como entradas la meta G, un
propo´sito representado por la variable X y un programa P en lo´gica temporal me´tri-
ca. La salida del algoritmo es la respuesta de satisfaccio´n o falla de la meta de acuerdo al
objetivo indicado para ella con respecto a P.
Algoritmo para MTPL (adaptado de [Gab87]) (T,≤, 0, V ) es un a´rbol de computacio´n
etiquetado para P?G = x si solo si se satisfacen las siguientes condiciones:
i. V (0) = (P,G, x)
ii. Si t ∈ T es un punto final
a) X(t) = 1,G(t) es un a´tomo q y q ∈ P(t) o 3+0 q ∈ P(t) o 3−0 q ∈ P(t)
b) X(t) = 0
1) G(t) es un a´tomo q y q no es la cabeza de ninguna cla´usula ordinaria.
2) G(t) tiene la forma 3+n A (o 3−n A) y no hay cla´usulas con cabezas de la forma
3+n D (respectivamente 3−n D).
iii. Si t ∈ T no es un punto final
a) (*)1 G(t) = ¬A, entonces t tiene exactamente un sucesor inmediato s, donde
P(s) = P(t), X(s) = 1−X(t) y G(s) = A
b) X(t) = 1
1) G(t) es un a´tomo q entonces t tiene exactamente un sucesor inmediato s en el
a´rbol con P(s) = P(t), X(s) = 1 y G(s)→ q ∈ P(t)
2) G(t) = A1 ∧ A2, entonces t tiene exactamente dos sucesores inmediatos s1 y
s2 en al a´rbol con P(si) = P(t), X(si) = 1 y G(si) = Ai
3) G(t) = 3+n A entonces ir a Caso Me´trico:3+n
4) G(t) = 3+A, entonces entonces ir a Caso No Me´trico:3+
1Esta regla del algoritmo sera´ modificada en las extensiones para el lenguaje sugeridas en este trabajo.
5) G(t) = A1 ∨ A2, entonces t tiene exactamente un sucesor inmediato: s con
P(s) = P(t), X(s) = 1 y G(s) es o bien A1 o bien A2.
c) X(t) = 0
1) G(t) es un a´tomo q, entonces t tiene s1, . . . sn como sucesores inmediatos en
el a´rbol con P(si) = P(t), X(si) = 0, y para algu´n 0 ≤ k ≤ n las cla´usulas
G(si)→ q para i ≤ k son exactamente todas las cla´usulas de la forma descripta
en P(t)
2) G(t) = A1 ∧ A2, entonces t tiene exactamente un sucesor inmediato s,
P(s) = P(t), X(s) = 0 y para algu´n i ∈ 1, 2 G(s) = Ai
3) Si t no es punto final, X(t) = 0 y G(t) = 3+n A, entonces t tiene exactamente
un sucesor inmediato: s y la siguiente condicio´n se satisface: P(s) es el mismo
conjunto que el expresado en iiib3, X(s) = 0 y G(s) = A.
4) Si t no es un punto final, X(t) = 0 y G(t) = 3+A, entonces t tiene k sucesores
inmediatos, s1, . . . , sk y param,n donde siempre 1 ≤ m ≤ n ≤ k y el conjunto de
fbb (fo´rmulas bien formadas) D1, . . . , Dk, Di(i ≤ m) donde estas son todas las
cla´usulas de la forma 2+(Bi → Hi) in P(t), D(m+1), . . . , D(n) son exactamente
todas las cla´usulas de la forma 2+(Bi → FHi) in P(t), D(n + 1), . . . , D(k) son
exactamente todas las cla´usulas de la forma Bi → 3+Hi in P(t), y para cada
1 ≤ i ≤ k una de las siguientes condiciones de satisface:
a ′ P(si) = P(t), X(si) = 0 y G(si) = Bi
b ′ P(si) = {2+ C|2+ C ∈ P(t)} ∪ {Hi} ∪ {3−C|C es una CO in P(t)} ∪
{C|3+n C es una CO in P(t)}, X(si) = 0, G(si) = A ∨3+A, para 1 ≤ i ≤ k,
excepto cuando 1 ≤ i ≤ m, en cuyo caso G(si) = 3+A
5) G(t) = A1 ∨ A2, entonces t tiene exactamente dos sucesores inmediatos: s1 y
s2 con P(si) = P(t), X(si) = 0 y G(si) = Ai.
Solo se presentaron las reglas correspondientes a los operadores del futuro, ya que
las reglas correspondientes a los operadores del pasado son ana´logas. El algoritmo cor-
respondiente a EMTPL puede encontrarse en [CA99] no fue incluido por razones de
espacio. oportunamente se probaron propiedades importentes sobre los algoritmos tales
como correctituf y terminacio´n [Cob01]. Las subrutinas utilizadas son las siguientes:
Caso No Me´trico:3+: Si t no es un punto final, X(t) = 1 y G(t) = 3+A, entonces t tiene un u´nico
sucesor, s1 y se satisface la siguiente condicio´n: P(s) = P(t), X(s) = 1 y G(s) = 3+n A
o tiene dos sucesores inmediatos, s1 y s2, y se satisface alguna de las siguientes condiciones:
1. P(s1) = P(t), X(s1) = 1 y para algu´n H: G(s1) → 3+H ∈ P(t), X(s2) = 1,
G(s2) = A ∨3+A y
P(s2) = {2+ C|2+ C ∈ P(t)} ∪ {H} ∪ {3−C|C es una cla´usula ordinaria in P(t)}
2. ana´logo al item 1 reemplazando G(s1)→ 3+H ∈ P(t) por 2+(G(s1)→ 3+H) ∈ P(t)
3. ana´logo al item 2 reemplazando 2+(G(s1)→ 3+H) ∈ P(t) por 2+(G(s1)→ H) ∈ P(t)
Caso Me´trico:3+n: Si t no es un punto final, X(t) = 1 y G(t) = 3+n A, entonces:
t tiene exactamente un sucesor inmediato, s, y la siguiente condicio´n se satisface:
X(s) = 1, G(s) = A y
P(s) = {C|3+n C ∈ P(t)} ∪ {C|2+ C ∈ P(t)} ∪ {2+ C|2+ C ∈ P(t)} ∪
{3−n 2− C|2− C ∈ P(t)} ∪
{3−n C|C ∈ P(t) y C es una cla´usula ordinaria} ∪
{3−(n−m) C|3+m C ∈ P(t) y n > m} ∪ {3−(m+n) C|3−m C ∈ P(t)} ∪
{3+(m−n) C|3+m C ∈ P(t) y m ≥ n}
o tiene dos sucesores inmediatos, s1 y s2, y una de las siguientes condiciones se da:
1. P(s1) = P(t), X(s1) = 1 y para algu´n H
a) G(s1)→ 3+p H ∈ P(t) ,
b) P(s2) = P(s) ∪ {H}, donde P(s) es el conjunto especificado en el item
anterior reemplazando todas las apariciones de n por p.
c) X(s2) = 1 y G(s2) = 3+n−p A si n ≥ p o 3−p−n A si p > n.
2. ana´logo al item 1 reemplazando G(s1) → 3+p H ∈ P(t) por
G(s1) → 3−p H ∈ P(t), se aplica la regla del espejo a P(s2) y
G(s2) = 3+n+p A.
3. P(s1) = P(t), X(s1) = 1 y para alguna formula 2+(B → 3+pH) ∈ P(t):
G(s1) = 3+q B, X(s2) = 1, G(s2) = 3+n−(p+q) A si n > p + q o 3−(p+q)−n A
si p+ q ≥ n y
P(s2) = {C|3+p+q C ∈ P(t)} ∪ {C|2+ C ∈ P(t)} ∪ {H} ∪
{2+ C|2+ C ∈ P(t)} ∪ {3−p+q 2− C|2− C ∈ P(t)} ∪
{3−p+q C|C ∈ P(t) y C es una cla´usula ordinaria } ∪
{3−((p+q)−(t+m)) C|3+m C ∈ P(t) y p+ q > t+m} ∪
{3−m+((p+q)−t) C|3−m C ∈ P(t) y p+ q ≥ t} ∪
{3−m−(t−(p+q)) C|3−m C ∈ P(t) y t > p+ q} ∪
{3+((t+m)−(p+q)) C|3+m C ∈ P(t) y t+m ≥ p+ q}
4. ana´logo al item 3 reemplazando 2+(B → 3+p H) ∈ P(t) por
2+(B → 3−p H) ∈ P(t) y para la construccio´n de P(s2) y G(s2) se debe con-
siderar que:
• Si q − p ≥ 0 entonces se reemplaza p+ q por q − p.
• Si p − q > 0 entonces se reemplaza p + q por p − q, se aplica la regla del
espejo al conjunto P(s2) y G(s2) = 3+n+(p−q) A.
5. ana´logo al item 4 reemplazando 2+(B → 3−p H) ∈ P(t) por
2−(B → 3+p H) ∈ P(t), y para la construccio´n de P(s2) y G(s2) se debe considerar
que:
• Si p− q ≥ 0 entonces se reemplaza p+ q por q − p.
• Si q − p > 0 entonces se reemplaza p + q por p − q, se aplica la regla del
espejo al conjunto P(s2) y G(s2) = 3+n+(q−p) A.
6. ana´logo al item 3 reemplazando 2+(B → 3+p H) ∈ P(t) por
2−(B → 3−H) ∈ P(t), P(s2) es el mismo aplicando primero la regla del espe-
jo y G(s2) = 3+p+q+n A.
7. ana´logo al item 3 reemplazando 2+(B → 3+p H) ∈ P(t) por
2+(B → H) ∈ P(t) y para la construccio´n de P(s2) se considera p = 0.
8. ana´logo al item 7 reemplazando 2+(B → H) ∈ P(t) por 2−(B → H) ∈ P(t)
aplicando la regla del espejo a P(s2), G(s2) = 3+q+n A.
3. Modificando el uso de la negacio´n
Los lenguajes descriptos en la seccio´n anterior cuentan con un operador de negacio´n
¬ cuya sema´ntica fue descripta como:
(σ, j) |= ¬p si solo si (σ, j) 6|= p
Intuitivamente esta negacio´n es conocida como negacio´n por falla, ya que significa que una
fo´rmula ¬A es verdadera si solo si el sistema no puede probar la veracidad de A. Esta
sema´ntica es bastante diferente de la sema´ntica de la negacio´n cla´sica, en la cual la veraci-
dad de ¬A depende solo de la prueba de la fo´rmula negada. La decisio´n de la sema´ntica
a utilizar tiene importantes implicancias para el lenguaje resultante. Si la eleccio´n es por
la sema´ntica de negacio´n por falla, se pierden propiedades de la lo´gica subyacente adema´s
de algunos teoremas de la teor´ıa. Este aspecto atenta claramente contra el uso del lengua-
je en un contexto de razonamiento temporal. Por otra parte, y teniendo en cuenta la
incompletitud de las especificaciones el uso de negacio´n cla´sica conducira´ a un sistema
tri-valuado. Esto se debe a que el sistema ya no podra´ responder siempre afirmativa o
negativamente a una consulta; en lugar de eso la respuesta podr´ıa ser verdadero, falso o
desconocido. En el desarrollo de los lenguajes la respuesta desconocido puede parecer
peligrosa porque el sistema no tendr´ıa es esos casos un comportamiento previsible. Te-
niendo en cuenta que los lenguajes se desarrollaron para especificacio´n, el uso de negacio´n
por falla parecio´ ser la solucio´n ma´s acertada.
Para adaptar los lenguajes a contextos de razonamiento es necesario que el sistema
mantenga la mayor cantidad de propiedades de la lo´gica subyacente y adema´s permita la
manipulacio´n de informacio´n negativa. Por otro lado ser´ıa prudente mantener el sistema
como bi-valuado. Para lograr eso se decidio´ agregar a los lenguajes un operador de negacio´n
fuerte.
3.1. Extensio´n 1: Enfatizando la Negacio´n por falla
Partiremos del lenguaje EMTPL con el agregado de un nuevo operador ∇. Intuitiva-
mente este operador tendr´ıa el comportamiento de la negacio´n por falla, salvo en el caso
de a´tomos en cuyo caso puede tomar la sema´ntica de la negacio´n fuerte. La sintaxis del
lenguaje esta´ dada de la siguiente manera, puede notarse la ausencia del operador ¬:
φ = p|φ1 ∧ φ2|ATnφ|∇φ|3+n φ|∃n 3+n φ|∀n 3+n φ|3−n φ|∃n 3−n φ|∀n 3−n φ
Asumiremos nuevamente un conjunto de instantes . . . , in, in+1, in+2, . . . que representan
una estructura lineal e ilimitada. El sistema de informacio´n puede verse como una lista
de conjuntos, σ, que contiene a los teoremas de la teor´ıa. Cada miembro de la lista
es un conjunto denotado como σ(j). Luego σ(j) representa el conjunto de teoremas en
un determinado momento de tiempo j. Es importante tener en cuenta que (σ, j) es la
aplicacio´n del momento de tiempo j a la estructura σ dando como resultado σ(j). La
sema´ntica del nuevo operador es:
(σ, j) |= ∇p si solo si ∇p ∈ σ(j) o (σ, j) 6|= p
Intuitivamente la sema´ntica del operador es: “∇p es verdadera si y solo si ∇p es parte del
conjunto de teoremas, o no es posible probar p”. Como consecuencia la nueva definicio´n
de EMTPL solo modificar´ıa la definicio´n de cuerpo, remplazandose el uso de operador
¬ por ∇ de la siguiente manera:
Un cuerpo de cla´usula es una formula ato´mica, una conjuncio´n de cuerpos, 3+n B o
3−n B o 2+B o 2−B o ∇A donde B es un cuerpo de cla´usula y A un a´tomo.
En el algoritmo del inte´rprete esta modificacio´n provocar´ıa cambios en la regla iiia
del algoritmo original presentado en la seccio´n 2.3 de este trabajo:
1. Si t no es un punto final y G(t) = ∇A, entonces
a) si A es un a´tomo q y si X(t) = 1 entonces ∇q ∈ P(t) sino ∇q 6∈ P(t) o bien
b) t tiene exactamente un sucesor inmediato s, donde P(s) = P(t), X(s) = 1−X(t) y
G(s) = A
3.1.1. Ejemplo:
En extensio´n recie´n presentada, se pueden incluir reglas de la siguiente forma:
en carretera(Auto, Calle) ∧moviendo(Auto) → ∇carretera libre(Calle)
En los lenguajes MTPL o EMTPL no se permiten reglas como la anterior ya que carece
de sentido inferir algo cuyo valor de verdad depende de la falla en la prueba de otra
subfo´rmula.
Veamos un pequen˜o ejemplo del aporte del operador ∇. Sea la siguiente base de
conocimiento:
en calle(Auto, Calle1) ∧ en esquina(Auto, Calle1, Calle2) ∧∇calle libre(Calle2)→
∇permitido doblar(Auto, Calle2)
Con el tipo de negacio´n que cuenta el sistema, se deducira´ que Auto no puede doblar si
efectivamente se tiene informacio´n que verifica la veracidad de que la Calle2 no esta´ libre
o si no se tiene informacio´n sobre los autos que esta´n circulando por esa calle. Este
comportamiento se desprende del uso de la negacio´n por falla. Es claro que en este ejemplo
el sistema puede evitar que un determinado auto puede efectuar la maniobra de doblar
en una interseccio´n de calles au´n cuando la calle este efectivamente libre.
3.2. Extensio´n 2: Combinando negacio´n fuerte y por falla
Otra alternativa viable y tal vez ma´s plausible desde el punto de vista lo´gico es proveer
los dos tipos de negaciones simulta´neamente y que, al momento de especificar el sistema,
se escoja que tipo de negacio´n es ma´s apropiada en cada caso.
La sintaxis de los operadores en este caso ser´ıa la misma que la expresada en la
extensio´n anterior. Veamos la sema´ntica de los operadores de negacio´n involucrados:
(σ, j) |= ∇p si solo si ∇p ∈ σ(j) o (σ, j) |= ¬p
(σ, j) |= ¬p si solo si p 6∈ σ(j)
Ba´sicamente la sema´ntica de ∇ es la misma que en el caso anterior, solo que ahora se
cuenta expl´ıcitamente con un operador de negacio´n por falla.
En el algoritmo del inte´rprete esta modificacio´n provocar´ıa cambios nuevamente el la
regla iiia del algoritmo dado en la seccio´n 2.3. Se deber´ıa reemplazar por las siguientes
reglas:
1. Si t no es un punto final y G(t) = ∇A, entonces
a) si A es un a´tomo q y si X(t) = 1 entonces ∇q ∈ P(t) sino ∇q 6∈ P(t) o bien
b) t tiene exactamente un sucesor inmediato s, donde P(s) = P(t),
X(s) = 1−X(t) y G(s) = A
2. Si t no es un punto final y G(t) = ∇A, entonces
a) si A es un a´tomo q y si X(t) = 1 entonces ∇q ∈ P(t) sino ∇q 6∈ P(t) o bien
b) t tiene exactamente un sucesor inmediato s, donde P(s) = P(t),
X(s) = 1 y G(s) = ¬A
3. Si t no es un punto final y G(t) = ¬A, entonces t tiene exactamente un sucesor inmediato
s, donde P(s) = P(t), X(s) = 1−X(t) y G(s) = A
3.2.1. Ejemplo:
En la extensio´n recie´n presentada, se pueden combinar ambas formas de negacio´n.
Se mantiene la capacidad de inferir informacio´n negativa como en el caso anterior. La
principal diferencia que se tiene con respecto a la primer extensio´n presentada radica en
que si en el caso de la regla dada anteriormente:
en calle(Auto, Calle1) ∧ en esquina(Auto, Calle1, Calle2) ∧∇calle libre(Calle2)→
∇permitido doblar(Auto, Calle2)
no nos interesa probar que efectivamente la calle esta libre, sino que nos alcanza con una
meta menos fuerte como garantizar que con la informacio´n de la base no se puede probar
que la calle esta´ ocupada, se puede hacer efectivamente utilizando el operador de negacio´n
por falla solo. Es decir, se obtiene la siguiente regla:
en calle(Auto, Calle1) ∧ en esquina(Auto, Calle1, Calle2) ∧ ¬calle libre(Calle2)→
∇permitido doblar(Auto, Calle2)
Es claro que eliminando esta capacidad, las dos extensiones presentadas hasta el momento
se comportan de manera ana´loga.
3.3. Extensio´n 3: Solo negacio´n fuerte
La u´ltima modificacio´n sugerida es hacer uso de la negacio´n tradicional, exigiendo que
la especificacio´n sea completa o permitiendo como respuesta desconocido a fin de que
en el chequeo del modelo se conozca la falta de especificidad del mismo. Es importante
tener en cuenta que en este caso el lenguaje no podr´ıa aplicarse a sistemas de tiempo real
debido a la posibilidad de fallas.
En este caso la sintaxis ser´ıa la misma que la presentada en la primer extensio´n, solo
que la sema´ntica del operador de negacio´n estar´ıa dada de la siguiente manera:
(σ, j) |= ∇p si solo si ∇p ∈ σ(j)
Se asumen nuevamente las mismas restricciones sobre la estructura temporal indicadas
en las extensiones previas. Intuitivamente la negacio´n de una subfo´rmula es verdadera si
puede probarse fehacientemente la misma.
Para que no se pierdan propiedades de la lo´gica tradicional y a fin de brindar mayor
libertad se podr´ıa permitir el uso del operador de negacio´n no solo sobre a´tomos. De esta
manera nuestra definicio´n por ejemplo para MTPL contar´ıa con las mismas modifica-
ciones indicadas en nuestra primer sugerencia.
Presentamos solamente las reglas relacionadas con el operador de negacio´n enMTPL.
En caso de considerar el lenguaje EMTPL la regla en cuestio´n es completamente ana´loga.
Algoritmo (adaptado de [Gab87]) (T,≤, 0, V ) es un a´rbol de computacio´n etiquetado
para P?G = x si solo si se satisfacen las siguientes condiciones:
1. Si t no es un punto final y G(t) = ∇A, entonces:
Si A es un a´tomo q
entonces si X(t) = 1 entonces ∇q ∈ P(t) sino ∇q 6∈ P(t)
sino Si A es una conjuncio´n, B ∧ C
entonces t tiene exactamente dos sucesores inmediato s1 y s2, donde
P(si) = P(t), X(si) = X(t), G(s1) = ∇B y G(s2) = ∇C
sino Si A tiene la forma ∇B
entonces t tiene exactamente un sucesor inmediato s,
donde P(s) = P(t), X(s) = X(t) y G(s) = B
sino [A tiene la forma 3+B (o 3−B) ]
t tiene exactamente un sucesor inmediato s, donde
P(s) = P(t), X(s) = X(t) y G(s) = 2+∇B (G(s) = 2−∇B)
3.3.1. Ejemplo:
Retomando el ejemplo presentado en las secciones anteriores, tenemos que el significado
de la regla:
en calle(Auto, Calle1) ∧ en esquina(Auto, Calle1, Calle2) ∧∇calle libre(Calle2)→
∇permitido doblar(Auto, Calle2)
es mucho ma´s estricto. Solo se alcanzara´ el consecuente con la prueba fehaciente del
antecedente, es decir, se debe probar la negacio´n. En caso de no contar con informacio´n
el sistema no verificara´ el antecedente.
4. Conclusiones y trabajo futuro
Se han mostrado sugerencias para agregar la capacidad de manejo de informacio´n
negativa a los lenguajes MTPL y EMTPL a fin de que los mismos no pierdan tantas
propiedades de la lo´gica y puedan ser considerados lenguajes aptos para el razonamiento
temporal. Las tres extensiones parten de la necesidad de agregar el operador de negacio´n
cla´sica al sistema. Estas versiones son preliminares por lo cual au´n queda pendiente el es-
tudio de complejidad de las alternativas. Otro aspecto relacionado que merece destacarse,
es que el sistema con la tercera extensio´n se comportara´ como tri-valuado solamente si la
regla as´ı lo indica, cosa que no fue indicada en las reglas de los algoritmos presentadas,
ya que de otra forma si el inte´rprete se implementa por ejemplo sobre una base Prolog,
el sistema continuara´ siendo bi-valuado.
Los algoritmos completos se pueden obtener reemplazando las reglas presentadas en
el presente trabajo por aquellas que correspondan de los inte´rpretes de EMTPL [CA99]
y/o MTPL [CA00].
Ser´ıa interesante poder contar con mecanismos de resolucio´n como el desarrollado por
Michael Fisher [Fis91] como as´ı tambie´n por Clare Dixon [Dix95, Dix96] para lo´gicas
no me´tricas. En un principio da la impresio´n de que las fo´rmulas pueden reescribirse
utilizando los operadores ⊕ (en el pro´ximo instante de tiempo ) y ª (en el instante previo)
que Fisher agrego´ a su sistema aunque en algunos casos no es posible reescribirlas. Cabe
destacar a si mismo que existen otros desarrollos sobre lo´gicas como LTL [Pnu81, MP92],
la principal diferencia radica en la lo´gica utilizada y su naturaleza. Otro aspecto que
ser´ıa interesante analizar es la posibilidad de utilizar te´cnicas de Model Checking a fin de
mejorar aspectos de eficiencia en los algoritmos dados [CGP99].
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