Sumitomo Metal Industries, Ltd. (SMI) has developed a new temperature measurement method (Fountain pyrometer) and an associated control system, for hot strip cooled by water in cooling banks.
Introduction
Light-weight cars are gaining importance as a countermeasure for global warming, and this has increased the demand for high tensile steel as an automotive material. However, important properties of high tensile hot strip, including its tensile strength, depend strongly on its temperature during the cooling process on the run-out table in the hot strip mill. Accurate temperature control at this stage just before coiling is thus quite important, and some work in this area has been reported. [1] [2] [3] [4] [5] [6] Generally and conventionally, control systems have used pyrometers installed outside of cooling banks on the run-out table, and applied their output to calculating a strip temperature prediction. 1, 4, 5) However, prediction failures involving the heat transfer rate between the hot strip and cooling water have been a significant problem. Particularly in the case of high tensile steel, the boiling regime of the cooling water tends to change from film boiling to transition boiling because the coiling temperature is low, and then the heat transfer rate changes suddenly to make predictability difficult. The prediction failure causes the coiling temperature to fall out of the target range.
To solve this problem, the authors have developed a new temperature measurement tool called "Fountain pyrometer", 7, 8) which makes an accurate strip temperature measurement possible even when the cooling banks contain large amounts of cooling water. 7, 8) We have also developed a new coiling temperature control method using the Fountain pyrometer. 9) These developments allow the temperature of hot strip to be measured directly and permit the accurate control of coiling temperature even at a low coiling temperature.
In this paper we introduce the Fountain pyrometer and evaluate its online accuracy together with the new control system in five chapters.
Chapter two covers the cooling equipment of the Kashima Steel Works hot strip mill run-out table, and temperature measurement problems in the cooling banks. Chapter three shows how the Fountain pyrometer solved these problems. Chapter four examines the accuracy of the Fountain pyrometer. Chapter five explores the application of feed-forward control using Fountain pyrometers in the hot strip mill of Kashima Steel Works.
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Target Facility and Problems of the Conventional Method

Target Facility
A diagram of the run-out table of the hot strip mill at Kashima Steel Works, including its cooling equipment and pyrometers, is shown in Fig. 1 . After a hot strip is rolled by the finisher, it is cooled to the target coiling temperature by the cooling equipment in the run-out table, and is coiled by the coiler. Figure 2 shows a vertical section view of the cooling bank, parallel to the strip motion, and the construction of the ON/OFF control valves. Each cooling bank of the run-out table consists of many cooling headers that are installed over and under the pass-line and appear as downstream parts below the ON/OFF valves. These valves are operated by the coiling temperature controller. There are 6 cooling banks in the upstream cooling zone of the run-out table and 10 cooling banks downstream.
As shown in Fig. 1 , pyrometers are used in the conventional temperature measurement system. The first one is just after the finisher, and both it and its output are referred to the finishing temperature (FT). The second one lies between two cooling zones, and both it and its output are referred to as intermediate temperature (IT) . The third one, coiling temperature (CT) is placed just ahead of coiling. Output from these pyrometers is used for coiling temperature control. 3, 4) Conventionally, these pyrometers are installed at positions outside of the cooling banks where there is little cooling water. An air jet (air purge) along and around the pyrometer's view axis prevents water drops and dust from blocking the view. This obtains stable measurements of hot strip temperatures, but only outside of the cooling banks.
Conventional Coiling Temperature Control
Conventional coiling temperature control has been done in the following way. The temperature drop of the hot strip between IT and CT can be determined from measured IT and aim coiling temperature (CTaim). From this temperature drop, the required amount of cooling water can be calculated using a prediction model and the number of valves to open can be decided. When hot strip temperature is predicted with a model, the calculated temperature depends mainly on the heat transfer rate between the cooling water and the hot strip surface, so it is necessary to estimate the heat transfer rate with high accuracy. Therefore, a method has been developed to revise the heat transfer rate based on information, which can include hot strip temperature, speed, amount of cooling water and water temperature. But when producing high tensile steel, because its coiling temperature is generally comparatively low, the boiling regime of cooling water tends to be transition boiling. During transition boiling, the heat transfer rate between the cooling water and the hot strip surface can change suddenly and dramatically, making it very difficult to estimate the heat transfer rate with high accuracy. A large change in the heat transfer rate produces a large change in the temperature of the hot strip, causing the coiling temperature to fall outside the target temperature range. Efficient production thus requires more accurate control of the coiling temperature.
Problems Measuring Hot Strip Temperature in the
Cooling Banks It is difficult to measure the temperature of a hot strip while it is in a cooling bank of a run-out table. First, the hot strip sometimes runs at 25 m/second. In addition, the head of the running hot strip often moves up and down. So only a non-contact device like a pyrometer should be used, or there could be destructive collisions.
However, the large amount of cooling water interferes with pyrometer measurements. Figure 3 shows photographs of the variety of cooling water applications in and around the cooling banks. In Fig. 3(a) , laminar cooling water flows down from the top cooling headers to the hot strip top surface. In Figs. 3(b) and 3(c), sprays apply water from the bottom cooling headers to the bottom surface of hot strip and provide water to cool the roll. Also, some water, including air bubbles, drifts onto top surface of the hot strip. Figure  3 (c) shows how a large amount of cooling water from the bottom cooling header was atomized, scattering like fog even to the outside of the cooling banks and blocking the view of the hot strip. A pyrometer can only detect thermal radiation from a target, and calculate the temperature from that, but little useful information can penetrate such a fog. Worse, the interference fluctuates in such a way that even time-averaging fails to provide a sufficiently accurate reading.
The Newly Developed Temperature Measurement
Method (Fountain Pyrometer) Figure 4 shows the new Fountain pyrometer. Its sensor head is installed under the pass line, and purge water streams from the nozzle of the sensor head. Thermal radiation from the hot strip follows an optical path through the purge water, an optical fiber and optical filter, then is analyzed using Plank's radiation law, as in a conventional pyrometer.
The Setup of the Fountain Pyrometer
The specifications of Fountain pyrometers are shown in Table 1 . With a response time of 10 to 20 ms, they can measure hot strip temperatures from 360 to 1 200°C by using two different pyrometers. Figure 5 summarizes the challenges of temperature measurement in the environment of a hot strip mill. Light scattering and absorption by water droplets impair the function of a pyrometer. Jets of air or water may clear some of the droplets from the pyrometer's optical path and reduce this problem. However, a strong jet with a large core and high speed would be needed to clear enough water drops from the path to the pyrometer. 10) Such a strong purge would cool the target surface significantly at the measuring point, impairing the pyrometer's reliability and introducing a cooling error.
The Principle of the Fountain Pyrometer
Such a strong purge might even obstruct the stable running of the hot strip. When a strong purge is applied, it should neither disturb the cooling nor obstruct the stable running of the hot strip. Figure 6 shows the measured spectral transmittance of city water. Generally, a pyrometer using a Si detector is used 11) at the run-out table and the 1 μ m radiation it detects is absorbed strongly by water. However, wavelengths shorter than 0.9 μ m show high transmittance even through 50 mm thickness of water. In this wavelength range, as the wavelength shortens, the transmittance rises. However, at shorter wavelengths the intensity of thermal radiation decreases sharply, so a pyrometer's low-temperature measurement limit rises. To measure the hot strip temperature between FT and IT, the low-temperature limit should be about 500°C, requiring a wavelength range shorter than 0.83 μ m.
Countermeasure against Absorption Error
There is relatively high transmittance in the vicinity of 1.1 μ m. Between IT and CT, accurate readings near 400°C are required to control the coiling temperature of high tensile steel, but material at this temperature radiates very little at wavelengths shorter than 0.9 μ m, making the needed measurements impossible. The wavelength range to measure hot strip at 400°C must be around 1.1 μ m.
Two types of Fountain pyrometers have been developed to detect thermal radiation in the two wavelength ranges, and are used to reduce the absorption error caused by water.
Countering Scattering
Even if a pyrometer could detect thermal radiation without absorption error by the intervening water in its optical path, scattering by many small droplets would remain a problem.
As a countermeasure against scattering error, the authors worked with the idea that the hot strip has the same approximate temperature in a wide area around the measurement position, and scattering error could be usefully reduced if just the smallest required area of a pyrometer's view could be made stable for measurement. Although the optical path of a pyrometer's view is bent by water drops near the target surface, the bent optical path is likely to reach a thermally similar nearby point on the hot strip, minimizing measurement instability.
We tested this idea with an experiment, shown in Fig. 7 . The scattering error due to water simulating the cooling water was evaluated as the Fountain pyrometer detected light from a plane light source simulating the hot strip surface.
The plane light source was an array of LEDs whose central wavelength was 760 nm, behind a diffuser that smoothed their intensity. The light uniformity was evaluated with the pyrometer, which showed a deviation of ≦ ± 3°C over 99% of its area. In this experiment, the light source was adjusted as the Fountain pyrometer registered 700°C, using the Fountain pyrometer whose detecting wavelength was < 830 nm. The flow rate of water, simulating cooling water and disturbance, was 10 liters per minute.
In the cooling banks of a run-out table, water drops spout from the nozzles of the bottom cooling header between two rolls with an almost uniform flow rate across the width of the hot strip. The water flow rate in this test was 10 liters per minute, and comparable to the flow from the bottom cooling header to a strip surface section whose width corresponded to the diameter of the Fountain pyrometer nozzle.
As shown in Fig. 7 , the fluctuation of Fountain pyrometer output due to water can be thought of as scattering error, in this test defined as a half of the peak-to-peak output fluctuation. We investigated this scattering error while changing the gap between the Fountain pyrometer nozzle and the plane light source.
In Fig. 7 , θ is the angle between the normal line and the line connecting the top of the center of the Fountain pyrometer nozzle with the edge of the plane light source. In this experiment, where the optical path was stable in the nozzle of the Fountain pyrometer, θ could be the normalized index of the relation between the width of a light source with uniform brightness and the thickness of the unstable optical space near the target surface, where the optical path was disturbed by cooling water.
The result of this test is shown in Fig. 8 . Scattering error and θ were inversely related. Significantly, it was found that the scattering error could be reduced to ≦ 10°C, when θ was larger than 75 degrees. This shows that in an environment with many water drops and without any strong purge, the effect of scattering error on the pyrometer reading can be kept to about 10°C, which is helpful in practical use.
Countermeasure against Cooling Error
As mentioned in 3.2.2, even if water drops disturb part of the optical path to the pyrometer, as long as the disturbed part is limited to the section near the hot strip surface, it is expected that the scattering error of the pyrometer can be reduced satisfactorily. Thus, a completely stable optical path to the hot strip surface by a strong purge is not necessary, and the purge water need not reach the hot strip surface. Therefore, the water purge of the Fountain pyrometer, which acts like a fountain, does not reach the hot strip's bottom surface, and can stabilize the optical path near the hot strip surface without excessively cooling the hot strip. Also, because the purge water of the Fountain pyrometer hardly reaches the nearest cooling head, it avoids disturbing the normal cooling and never disturbs the stable running of the hot strip.
This water purge also has the advantage that it prevents foreign substances such as rust particles, normally present in cooling water, from reaching the window in the Fountain pyrometer nozzle. Because the density of air is very small compared with water and rust, this protection would be difficult to achieve with an air purge.
Summarizing the advantages of the Fountain pyrometer:
(1) It can detect thermal radiation of specific wavelengths that passes through water with high transmittance.
(2) Using a water purge like a fountain, the optical path of the pyrometer can be stabilized except near the hot strip surface to reduce the scattering error caused by water drops.
(3) This water purge does not significantly cool the hot strip bottom surface because it barely reaches the surface.
Online Accuracy of the Fountain Pyrometer
Evaluating the online accuracy of the Fountain pyrometer requires a reliable standard for comparison, but no reliable method is known to measure the surface temperature of running hot strip in cooling banks with sufficient accuracy. Therefore, the authors proposed and applied the following assessment method.
Accuracy of the Fountain Pyrometer Temperature
Measurement on a Running Hot Strip in Cooling Banks without Cooling Water Initially, we investigated the accuracy of the Fountain pyrometer under conditions with no cooling water present.
We installed Fountain pyrometers in cooling banks of the hot strip mill in the Kashima Steel Works and compared a Fountain pyrometer (FP2) with a conventional pyrometer. Then, all ON/OFF water valves in the cooling banks were closed, but rolls were cooled by roll coolant (called nonwater-cooling condition in this paper). As shown in Fig. 9 , a conventional pyrometer was set near the Fountain pyrometer on the side deck of the run-out table. The target position of the conventional pyrometer matched that of the Fountain pyrometer at the height of the pass line. The top and bottom surface temperatures of running hot strip were measured simultaneously by the conventional and Fountain pyrometers at the same position. To reduce the temperature difference between top and bottom surfaces of the hot strip, hot strips < 2 mm thick were used. Figure 10 shows an example of this data for the full length of a coil. The output of the Fountain pyrometer is notably similar to the conventional pyrometer's output. However, the output of the conventional pyrometer sometimes shows sudden drops and then large errors, caused by water drops flowing on the hot strip. In contrast, the output of Fountain pyrometer never shows these errors. Thus, in an environment with even with a few water drops, the Fountain pyrometer is more reliable.
The test data except the sudden drops from both pyrometers for a dozen coils are shown in Fig. 11 . The mean deviation between the pyrometers was 2.0°C and the standard deviation was 2.8°C.
This result shows the following:
(1) These deviations are caused by emissivity and temperature differences of the two surfaces, the influence of water on the top strip surface, the uncertainty of the conventional pyrometer, and also the peculiar uncertainty of the Fountain pyrometer in the non-water-cooling condition. Here, the instrumental difference of the uncertainties was reduced by calibration between both pyrometers using a black-body furnace just days before this measurement. The peculiar uncertainty of the Fountain pyrometer in this condition includes the influence of water purge turbulence, pass line valuation of hot strip and roll coolant drops, and noise from its own signal processor.
(2) The accuracy of the Fountain pyrometer in the nonwater-cooling condition can be understood in the following way. The peculiar uncertainty of the Fountain pyrometer in this test can be estimated to be the standard deviation σ1, which is ≦ 3.4°C as calculated from the root sum of squares, with a mean deviation of 2.0°C and a standard deviation of 2.8°C (see above). In the non-water-cooling condition, the total uncertainty in its measurement should be estimated to include long-term fluctuations, including the emissivity variation of various hot strips, and a peculiar uncertainty of the Fountain pyrometer(σ1). Here, σ1 is set to be 3.4°C, or 3σ1 = 10.3°C. Any difference between the pyrometers due to emissivity variation is almost negligible because their detected wavelength ranges are very close. Also, the instrumental long term fluctuation of a Fountain pyrometer can be controlled like a conventional one, with periodic calibration. Therefore, supposing that the conventional pyrometer's uncertainty, defined to be 3σconv, is roughly equal to 3σ1 and 10°C, then 3σtotal, which is defined as the total uncertainty of the hot strip measurement by Fountain pyrometer, is estimated to be about 14.4°C, as calculated from root sum of squares of 3σ1 and 3σconv. On the other hand, if 3σconv was less than 10°C, then 3σtotal would be estimated to be less than 14.4°C. And if 3σconv was larger than 10°C, then 3σtotal would become closer to 3σconv. Thus, while a Fountain pyrometer measures the temperature of hot strip running in the cooling banks under the non-water-cooling condition, its uncertainty (3σtotal) would be no more than 14.4°C, or almost the same as that of a conventional pyrometer.
(3) When we use Fountain pyrometers in coiling temperature control, the total uncertainty, mentioned above, is not very important. As long as the difference between the Fountain and conventional pyrometers is small, coiling temperature control using Fountain pyrometers can be made more accurate. If the emissivity error for both pyrometers is almost the same, the difference between pyrometers is estimated to be no greater than the combination of 3σ1 with the instrumental long term fluctuation of both pyrometers. Because 3σ1 (10.3°C) is adequately small compared to the target range for coiling temperature control, we only have to manage the pyrometers' instrumental long term fluctuation within the margin between 10.3°C and the target tolerance range for coiling temperature control.
(4) Because the error of the conventional pyrometer due to water drops reached several tens of degrees, the Fountain pyrometer is more reliable, at least in the non-water-cooling condition.
Accuracy of Fountain Pyrometer in the Water-
cooling Condition in the Cooling Banks Next, we evaluated the accuracy of the Fountain pyrometer in the water-cooling condition, in which the hot strip was cooled by water from the bottom cooling headers.
Two sets of Fountain pyrometers (No1 FP2, No2 FP2) and a CT (the conventional pyrometer) were used. In order to evaluate the accuracy of No2 FP2, only the cooling bank where No2 FP2 was installed was set in the water-cooling condition with the valves of the bottom cooling headers open and the bottom surface of the hot strip cooled mainly by water. Evaluation was done as shown in Fig. 12 , according to the following procedure. Here because under the nonwater-cooling condition the Fountain pyrometer was as accurate as the conventional pyrometer, it was applied to one of reference measurement devices in a cooling bank shown as NO1 FP2 in Fig. 12. 
Accuracy Evaluation Procedure
(Step1) Initially, as shown in Fig. 12-[Case1] , the temperature of the hot strip was measured by 3 pyrometers in the non-water-cooling condition, with cooling header valves in these cooling banks closed. Using this data, the relevant heat transfer rate from the hot strip to the air in the cooling banks can be found from the difference of two Fountain pyrometers' output. The emissivity of hot strip was set at 0.8.
12)
(Step2) The heat transfer rate and the emissivity between the cooling banks exit and CT were assumed to be the same as in the cooling banks. In Fig. 12 , the calculated hot strip temperature difference between inside and outside the cooling banks was assumed to be due to the spray that removed cooling water from the top surface at the exit from the cooling banks. With this procedure, the heat transfer rates of the hot strip surface from No1 FP2 to CT could be determined in the non-water-cooling condition. Additionally, it was assumed that the heat transfer rates from the top and bottom strip surfaces were the same. Because thin hot strips (≦ 1.63 Fig. 12 . Online accuracy evaluation of the Fountain pyrometer. © 2012 ISIJ mm) were used, temperature differences between the top and bottom surfaces were negligible. The hot strip temperature so determined for the non-water-cooling condition is shown as a solid gray line in Fig. 12 .
(Step3) Next, identical hot strips were milled continuously at the same speed, cooling water was supplied only from the bottom cooling headers of cooling banks B and C in Fig.  12 , and the outputs of the three pyrometers in Fig. 12 were sampled.
(Step4) Using the output of No1 FP2 and of CT and the heat transfer rates in the non-water-cooling condition, the bottom surface temperature of hot strip at the position of No2 FP2 can be calculated (see below). This calculated bottom surface temperature at No2 FP2 and the output of No2 FP2 were compared. For the calculation, the temperature of the hot strip bottom surface was calculated using a 1-dimensional heat transfer model and the finite difference method. In the finite difference calculation, the initial temperature was set to the output temperature of No1 FP2. Except at the surface, which was cooled by cooling water from the bottom cooling headers, the heat transfer rates and the emissivity were set to values calculated in (Step1)-(Step3). Using these values, the hot strip temperature from No1 FP2 to CT can be calculated to make the calculated CT correspond to the measured CT, by adjusting the heat transfer rate of the bottom surface at cooling banks B and C. This procedure (Step4) calculated the bottom surface temperature of the hot strip that is shown by the solid black line in Fig. 12 . The deviation between the calculated bottom surface temperature at No2 FP2 and the output of No2 FP2 might be due to an error in the Fountain pyrometer, and was used to estimate the accuracy of the Fountain pyrometer in the water-cooling condition. Figure 13 shows an example of the measured temperature ( •, ◆) and calculated temperature as determined above, with cooling water delivered from the bottom cooling headers of banks B and C. The calculated bottom surface temperature at No2 FP2 and that measured by No2 FP2 were quite close. Figure 14 shows the results from 15 hot strip coils. As shown in this figure, the output of No2 FP2 and the calculated temperature of the hot strip bottom surface at No2 FP2 were quite close, with a mean deviation of 1.0°C, and a standard deviation (σ) of 2.5°C.
The mean deviations with and without water-cooling are almost the same, as are both standard deviations. Thus we can analyze the situation as follows.
(1) Since this mean deviation was 1.0°C and smaller than before, one can conclude the following. A constant deviation during sampling of this data, for example a part of the fluctuation of 3 pyrometers and a part of the emissivity difference between top surface and bottom, should be thought of as factors affecting the mean deviation. But this constant deviation could become negligible after procedures (Step1) and (Step2) because it was dealt with similarly as a part of other parameters in every heat transfer calculation in (Step1) and (Step2). Therefore the mean deviation in the water-cooling condition can be thought of as including mainly the short term fluctuation during sampling data in this test. In consequence, it can be thought that the mean deviation, that was 1.0°C, in the water-cooling condition, got smaller than the one that was 2.0°C in the non-watercooling condition.
(2) The factors in the deviation of this result, which is that the mean deviation is 1.0°C and the standard deviation is 2.5°C, are the uncertainty that is peculiar to a Fountain pyrometer in the water-cooling-condition, the short term fluctuations of the three pyrometers during the sampling of this data, and the short term fluctuations of the parameters used in the heat transfer calculation, which include the temperature distribution of the hot strip and emissivity variations. The peculiar uncertainty of a Fountain pyrometer in the water-cooling condition includes the influence of cooling water, including water purge turbulence, errors of pass line fluctuation of the hot strip, and the noise of the pyrometer's signal processor. Comparison of the factors involved in the peculiar uncertainties of the Fountain pyrometer in the water-cooling condition and those in the non-water-cooling condition shows the main difference to be the influence of cooling water from the bottom cooling header. However, the standard deviation in the water-cooling condition, as shown Fig. 14 , was almost the same as that in the non-water-cooling condition, as shown in Fig. 11 , and the mean deviation in the water-cooling condition was smaller than that in the non-water-cooling condition. According to these results, it can be concluded that the peculiar uncertainty of Fountain pyrometer hardly changed between in the non-water-cooling condition and in the water-cooling condition. ISIJ International, Vol. 52 (2012), No. 5
The total uncertainty of the Fountain pyrometer Because the peculiar uncertainty of Fountain pyrometer in the water-cooling condition was the same as in the nonwater-cooling condition, the total uncertainty of the Fountain pyrometer should also be the same as in the non-water-cooling condition, so the 3σtotal of the Fountain pyrometer in the water-cooling-condition is ≦ 14.4°C, or essentially the same as conventional pyrometers like those installed outside of the cooling banks.
(4) The Fountain pyrometer was confirmed to be sufficiently accurate for coiling temperature control, both with and without cooling water. Fig. 1 , and have developed a coiling temperature control system. 9) A hot strip was considered to be divided into constant length sections, so the temperature of each section could be individually monitored and controlled. Initially, based on the target coiling temperature and using a temperature prediction model similar to the conventional control, the required amount of cooling water and the banks where it should be applied were determined. When a Fountain pyrometer output different temperature from the predicted one at some section of the hot strip, the cooling beyond that point where it was installed was modified to correct the discrepancy. That is a feed-forward control system using Fountain pyrometers.
Online Coiling
Effect of Control Using Fountain Pyrometer
The temperature of a coil produced using conventional control and pyrometers is shown in Fig. 15 , and the temperature using Fountain pyrometers is shown in Fig. 16 . In each figure, the Fountain pyrometer output and the measured coiling temperature are shown for the entire length of a coil. The amount of cooling water is also shown. Figure 15 shows clearly that for about 21% of the coil length, the coiling temperature left the target range. But at this time the shape of Fountain pyrometer output showed a similarity to one of the coiling temperatures. Thus there was a good chance that the Fountain pyrometer would be able to predict that the coiling temperature would go out of the target range. In contrast, in Fig. 16 , the coiling temperature was within the target range for the entire length of the coil. At about 20% coil length from the head-end in Fig. 16 , the Fountain pyrometer output suddenly dropped, and because of this decrease, the flow of cooling water was significantly altered by the new control system. This confirmed that using Fountain pyrometers, the coiling temperature could be controlled within the target range for the full length of the coil. Table 2 shows the test results for many coils, using the Fountain pyrometer and the new control system. As shown in Table 2 , the coil length with incorrect coiling temperature for high tensile steel was greatly reduced.
Summary
(1) Sumitomo Metal Industries, Ltd. has developed a new temperature measurement technology, called the 
