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Abstract
Energy harvesting is envisaged as an enabling technology to meet the growing energy demands of
the 21st century. The current state of the art allows tapping into several physical and naturally exist-
ing sources, such as solar, wind, vibration, RF scavenging, among others. However, there is a lack of
theoretical models that can predict future consumption and residual availability of energy in a sensor
node equipped with multiple boards that harvest a particular source or even simultaneously operate on
different types of sources.
In this thesis, we propose MAKERS, a Markov model based method to capture the energy states of
such a multi-harvesting board sensor. MAKERS allows detailed predictions of the (i) probability of a
node failing to detect an event owing to lack of energy, as well as the (ii) average time before this happens.
Compared to previous work in this area, our model has a simpler closed form expression, it is not limited
to a sensor having a single-harvesting board, and finally, it considers a more realistic harvesting model.
Monte-Carlo simulation results reveal a close fit between the closed form expression in MAKERS and
observed values, thereby verifying the accuracy of our approach.
We later revise the model in order to relax the first constraints and move into a more realistic envi-
ronment. Using some of this modifications, we conducted a set of experiments to analyze the proposed
model. Results measuring the average time before running out of energy in real cases show a good
agreement with theoretical predictions.
Finally, an extension of the MAKERS model based on the Markov Decision Processes framework,
allowing the node to decide which action is the best in order to optimize the number of successful events
while increasing its lifetime.
The work presented here pretends to be the first step on modeling multiple-source energy harvesting
nodes within the wireless sensor networks field.
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Chapter 1
Introduction
This thesis is outlined as follows: In Chapter 1, we provide the reader some background in Wireless Sen-
sor Networks and Energy Harvesting. In Chapter 2 we develop the general case of the MAKERS model.
We discuss later, in Chapter 3, some modifications to the model, relaxing some of the first assumptions
considered. In Chapter 4, we take a look to the performance evaluation of the model comparing it to
real cases. In Chapter 5, we present an opportunistic transmission model for energy-constrained nodes
based on MAKERS and build over the Markov Decision Process framework. Finally, in Chapter 6, we
conclude our work.
1.1 Wireless Sensor Networks
1.1.1 Introduction
A wireless sensor network (WSN) is a group of spatially distributed sensors that work in an autonomous
manner to monitor physical or environmental conditions, such as temperature, sound, vibration, pressure,
motion or pollutants. Sensor nodes collaborate between them to send their data through the network to
a main destination, e.g. a sink or a base station. The more modern networks are bi-directional, enabling
also to control the activity of the sensors. The ideal wireless sensor network is scaleable, consumes little
energy, smart and software programmable, capable of fast data acquisition, reliable and accurate over the
long term, costs little to purchase and install, and requires no real maintenance; [1] [20].
WSNs have gained plenty attention both in industry and research in recent years, particularly with
the proliferation of Micro-Electro-Mechanical Systems (MEMS) technology which has facilitated the
development of smart sensors. Although their limited processing and computing resources, they are
inexpensive compared to traditional sensors, which has aided to their worldwide adoption. WSN appli-
cations can be classified into two categories: monitoring and tracking. Monitoring applications include
indoor/outdoor environmental monitoring, health or wellness monitoring, power monitoring, inventory
location monitoring, factory and process automation, and seismic and structural monitoring. Tracking
1
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Figure 1.1: Overview of Applications of WSN
applications include tracking objects, animals, humans, and vehicles. Figure 1.1 shows an overview of
the applications of WSN, classified into monitoring and tracking applications.
Sensor nodes have typically several parts: a radio transceiver/receiver with an internal antenna or
connection to an external antenna, a microcontroller, an electronic circuit for interfacing with the sensors
and an energy source, usually a battery or a supercapacitor. Additionally, in the last decade a lot of effort
has been done to implement energy harvesting capabilities to such sensors, as we will discuss later in
Section . Nodes might vary in size from that of a shoebox down to the size of a grain of dust, although
functioning motes of this microscopic dimensions have yet to be developed. The cost of sensor nodes is
similarly variable, ranging from hundreds of dollars to a few cents, depending on their complexity. Size
and cost constraints on sensor nodes result in corresponding constraints on resources such as energy,
memory, computational speed and communications bandwidth.
The number of nodes in a WSN can vary from a few to several hundreds or even thousands. Each
node is connected at least to another sensor within the network and usually to several. Sensors are
normally reachable from any other sensor, using direct communication or sending data through many
intermediate sensors.
The position of the sensor nodes does not need to be pre-determined. Random deployment may be
allowed in inaccessible terrains or disaster relief operations. However, on the other hand, this implies
sensor networks to implement protocols and algorithms with self-organizing capabilities to deal with
these deployment difficulties. Another unique feature of sensor networks is the cooperative effort of
sensor nodes. Instead of sending the raw data to the nodes responsible for the fusion, sensor nodes use
their processing abilities to locally carry out simple computations and transmit only the required and
partially processed data.
Although the apparent similarities between wireless sensor networks and traditional wireless ad hoc
2
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networks, many protocols and algorithms proposed for these ones are not well suited for the unique fea-
tures and application requirements of sensor networks. The number of nodes in WSN can be much higher
and usually densely deployed. Therefore, they may not have a global ID in order to prevent overhead.
Sensor nodes are likely to fail, making the topology of the network change frequently, and mainly use
broadcast communication whereas most ad hoc networks are based on point-to-point communications.
1.1.2 Applications
Several different kinds of sensor may form a network such as seismic, low sampling rate magnetic,
thermal, visual, infrared, acoustic or radar. This variety of sensor are able to monitor a wide range of
parameters as the ones that follow: temperature, humidity, movement, lightning condition, pressure, soil
makeup, noise levels, the presence or absence of objects, mechanical stress levels on attached objects;
speed, direction and size of an object... Sensor nodes can operate continuously sensing, detecting events,
sensing locations and controlling local actuators. WSN applications can be divided in the following
categories:
• Military: Monitoring friendly forces, equipment and ammunition; battlefield surveillance; recon-
naissance of opposing forces and terrain; targeting; battle damage assessment; and nuclear, bio-
logical and chemical attack detection and reconnaissance.
• Environmental: Tracking animals’ movements; monitoring environmental conditions that affect
crops and livestock; irrigation; large-scale Earth monitoring and planetary exploration; chemi-
cal/biological detection; precision agriculture; biological, Earth, and environmental monitoring in
marine, soil, and atmospheric contexts; forest fire detection; meteorological or geophysical re-
search; flood detection; bio-complexity mapping of the environment; and pollution study.
• Health: Providing interfaces for the disabled; integrated patient monitoring; diagnostics; drug ad-
ministration in hospitals; monitoring the movements and internal processes of small animals; mon-
itoring human physiological data; and tracking and monitoring doctors and patients inside/outside
a hospital.
• Smart homes: Home appliances automation; smart environment, furniture and appliances that can
communicate with each other and a room server that self-organize and adapt their systems based
on control theory models.
• Other applications: Monitoring material fatigue; building virtual keyboards; managing inventory;
monitoring product quality; constructing smart office spaces; environmental control in office build-
ings; robot control and guidance in automatic manufacturing environments; interactive toys; in-
teractive museums; factory process control and automation; monitoring disaster area; smart struc-
tures; machine diagnosis; transportation; factory instrumentation; local control of actuators; de-
tecting and monitoring car thefts; and vehicle tracking and detection.
3
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1.1.3 Network issues and challenges
To perform the listed applications for WSNs, interaction of the network’s elements becomes necessary.
The common participants in this interaction are: (i) sources that generate the data, (ii) intermediate nodes
that make additional processing or forwarding of the information, and, finally, (iii) sinks where all this
data is received. In some applications, these sinks are part of the networks, whereas in others they are
external elements that enquire information from the network. The most frequent patters of interaction
are:
• Event detection: Source(s) should report to the sink(s) once they have data events matching their
tasks. Generally, more than one sensor node is required for most of the applications.
• Function approximation: When in the sink(s) it is required to have an approximation mapping of
the area defined for the application. Here, sensor nodes are used to approximate a function of
location that estimates the physical value changes from one point to another.
• Periodic measurement: Source(s) can be scheduled to report measured values periodically to a
defined interval, according to the application requirements.
• Tracking: In some applications, the task of the WSN is to obtain information (e.g. velocity, direc-
tion, size) of an object of interest that presents a mobile behavior. In order to generate meaningful
information, various nodes must interact.
Wireless sensor networks demand certain attributes especially related to the characteristic require-
ments and mechanisms of such systems that we just described. The realization of these characteristics is
the major challenge foreseen to WSNs. In figure 1.2, we observe some of the major issues and challenges
of WSN. The most important ones are:
• Type of service: WSN should offer the user meaningful information about the object or environ-
ment of interest.
• Quality of Service (QoS): It is a metric of the service quality a WSN is offering to its users or
applications. The level of QoS is defined by a set of attributes like delay, jitter, bandwidth, packet
loss. It is directly related with the type of service it is providing. In the specific case of WSNs,
QoS relies in the amount and quality of information extracted from the sinks.
• Fault tolerance: It is essential that the network is capable to deal with failure of sensor nodes. One
way to achieve this characteristic requirement is to consider a redundant deployment of sensor
nodes. However, this is not always possible.
• Lifetime: It is the time for which the network is operational. It is expected that the WSN can
operate at least for the time it was designed for. Nevertheless, lifetime definition depends on the
4
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Figure 1.2: Overview of the issues and challenges in WSN
application and on its efficient performance. A lot of effort is been done to improve energy storage
capabilities, in addition to implementing nodes that can harvest energy from the environment.
• Scalability: It is the ability to maintain the performance characteristics regardless the size of the
networks. As the number of sensor nodes can become very large in some applications, archi-
tectures and protocols must provide appropriate support to preserve the services supplied by the
network.
• Maintainability: The network have to adapt itself to the changes in the environment and nodes that
form it. The cost of replacing such nodes or parameters of the network is usually high.
• Flexible programmability: It is the capability of the sensor nodes to modify the processing options
of the acquired data and to perform adjustments in their tasks.
In order to achieve the requirements of the different applications, new mechanisms for communica-
tions, architecture and protocol aspects need to be development. The challenge is to identify the ones
that work best for a given application. The most common mechanisms considered in WSNs are:
5
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Figure 1.3: Basic components of a Sensor Node
• Multihop wireless communication: Direct communication between nodes and sinks is not always
possible. Therefore, using intermediate nodes to be able to send data over long distance is elemen-
tary. In addition, this can let to a reduction in the energy required to transmit the packets.
• Energy efficient operation: Energy is the major constrain within WSN characteristics. It is key to
find mechanisms that offer and support long time operation to the network.
• Self-configuration: Sensor nodes should be able to adapt its operation parameters, to deal with
other node failures, obstacles and changes in the environment.
• Collaboration between nodes: Some applications required a group of sensor nodes to interact in
order to detect an event or to make a more complete processing of the information. Some of the
collaboration approaches are data aggregation, which reduce the amount of data transmitted while
improving the energy efficiency of the network, or distributed processing of the information.
• Data-centric: It is common in many real networks to deploy sensor nodes in a redundant way, to
protect the network against failures. In a data-centric view, the identity of the particular node that
provides data becomes irrelevant.
1.1.4 Hardware of Wireless Sensor Nodes
Basically, as seen in figure 1.3, a sensor node consists of four components: a sensing unit, a processing
unit, a transceiver unit and a power unit. Other components can be added to the node if the desired
application requires it: location finding system (e.g. GPS, if the knowledge of location with accuracy
are required), a power generator (an/many energy harvesting board/s that support the power unit) and a
mobilizer (when node’s movement is necessary to carry out the assigned tasks).
Sensing units are usually composed of two subunits: sensors and analog to digital converters (ADCs).
Data acquired by sensors need to be converted to digital signals by the ADC, before being sent to the
6
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Figure 1.4: The sensor networks protocol stack
processing unit. The processing unit, which is generally features a small storage unit to store the data,
manages the tasks analyzing the information that the sensors give and collaborating with the other nodes.
The transceiver unit is the gate to the outside through of which the node communicates with the other
nodes and the base stations. Finally, the power unit takes care of supplying energy to the system.
The most important constraints that sensor nodes’ designers need to address are: the small size,
extremely low power consumption, high volumetric densities operation, low production costs necessity,
ability to operate unattended and adapt to the environment. Lifetime limitations are probably the more
critical, because sensor nodes may need to be deployed in some inaccessible places.
1.1.5 Sensor Networks communication architecture
Sensor nodes have the ability to collect data and route other’s data back to the sink and the end users.
Nodes use a multihop infrastructureless architecture to route the data back to the sink, which may com-
municate with the task manager node and the end user via Internet or Satellite. Nodes and sinks use a
protocol stack that combines power management, routing awareness, networking protocols and cooper-
ative communication. Figure 1.4 gives an overview of this protocol stack. It consists of the application
layer, transport layer, network layer, data link layer, physical layer, power management plane, mobility
management plane, and task management plane.
Application layer depends on the task of the nodes and different software can be built in this layer to
perform it. The transport layer helps to maintain the flow of data when the sensor network application
requires it. The network layer takes care of routing the data supplied by the transport layer. The MAC
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protocol must account for node’s movement, if they are mobile, be power aware and able to minimize
collision with neighbors broadcast. The physical layer addresses the needs of a simple but robust mod-
ulation, transmission and receiving techniques. In addition, the power, mobility, and task management
planes monitor the power, movement, and task distribution among the sensor nodes. These planes help
the sensor nodes coordinate the sensing task and lower the overall power consumption.
The power management plane manages the way a node uses its energy. The sensor node may turn
off its receiver after receiving a message from one of its neighbors, to avoid getting duplicated messages.
Additionally, the node may broadcast to its neighbors that it has low energy and will not be able to
participate in routing messages, because the remaining power is used for sensing. The mobility man-
agement plane detects the movement of sensor nodes, in order to maintain always a route to the sink,
keeping the nodes inside the network. Movement information can also be send to the neighbors, which
need to be well known so sensor nodes can balance their power and task usage. The task management
plane balances and schedules the sensing tasks given a specific application and the area where the node
operates. Not all sensor nodes in that region are required to perform the sensing task at the same time.
These management planes are required, so that sensor nodes can work together in an energy efficient
way, while routing data in a mobile sensor network, and sharing resources between sensor nodes. With-
out this collaboration, each sensor node will just work individually, and they will not take advantage of
their resources, reducing the network’s lifetime.
1.2 Energy Harvesting
1.2.1 Introduction
Energy efficiency is one of the major concerns for the scientific community in the last decades. There-
fore, having an additional source of power will increase the lifetime and possibilities of whatever system.
Ongoing power management developments enable electronic devices to operate longer for a given power
supply, like a battery or a supercapacitor. However, this supplies have their limitations and energy har-
vesting/scavenging is a complementary approach that has received a lot of attention. Energy harvesting
is a way to power wireless sensor networks by scavenging many low grade ambient energy sources such
as environmental vibrations, human power, thermal sources, solar, wind and convert into usable elec-
trical energy. Energy harvesting has gained importance because replacing batteries in such sensors is
usually expensive. The goal is to achieve power sources that operate over a wide range of environmental
conditions and extend nodes lifetime with high reliability.
Although new materials are improving various battery components, their energy capacity improve-
ments are slow. As a result, the minimum required current consumption of sensor nodes often exceeds
the rated current capacity of most battery types, leading to suboptimal battery lifetime. Since batteries
wear out with time, regular replacement is an inevitable part of maintenance, becoming a major time
and resources-consuming task. In many applications do not allow battery changes. For example, re-
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Energy Source Characteristics
Solar Ambient, Uncontrolable, Predictable
RF Energy Ambient, Partially controllable
Body heat, Breathing and Blood Pressure Pasive power, uncontrollable, unpredictable
Finger motion and Footfalls Active power, Fully controlable
Vibrations Ambient, Uncontrolable, Unpredictable
Table 1.1: Characteristics of energy sources
placements are not practical in difficult access areas, biomedical implants and in structure-embedded
micro-sensors. Moreover, the increasing number of battery-powered sensors is driving a disposal prob-
lem with important environmental consequences.
There are other advantages of using energy harvesting, including the ability to monitor more closely
the amount of energy being used by a system and hence have an improved level of energy-awareness,
which may be required for state-of-the-art sensor network management algorithms.
1.2.2 Sources of Energy
Energy harvesters usually consist of three main components: the microgenerator that converts ambient
energy into electrical energy, the voltage booster which regulates the generated voltage, and the storage
element which can be a supercapacitor or a battery. The main sources of available energy can be classified
into the following categories: mechanical, light, thermal, electromagnetic, and human. Table 1.1 lists the
characteristics of some of the energy sources cited.
Mechanical Energy: Some devices can produce energy from vibration, mechanical stress and strain
of the surface the sensor is deployed on. Energy from vibrations is generally based on the movement of a
spring-mounted mass relative to its support frame. Those vibrations produce mechanical acceleration that
makes the mass component move and oscillate. This energy can be converted into electrical energy via
a magnetic field (electromagnetic), strain on a piezoelectric material or an electric field (electrostatic).
Most of these systems rely on resonance to work, implying that there is a peak frequency at which
the system obtains most part of the energy. Therefore, the stress level in the layers deposited on the
oscillating structure is an important parameter for maximization of the power output of a vibration energy
harvester. Some devices can work in a slightly different frequency when there is an excess of energy
available. In addition to vibrations, mechanical energy harvesting can rely on natural sources such as
wind and water flow.
Light Energy: Photovoltaic cells can produce energy out the ambient light either in indoors or out-
doors scenarios. Solar energy is the most powerful source of light, but other sources can be used in
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the indoors case, like incandescent, fluorescent and diode. Photovoltaic cells convert light energy into
electricity at the atomic level. When light strikes the cell, a certain portion of it is absorbed within a
semiconductor material, where it knocks electrons loose, allowing them to flow freely. Silicon is cur-
rently the most common because of its conversion efficiency. The major challenge is to conform to small
surface area and its power output strongly depends on environmental conditions.
Thermal Energy: Thermoelectric energy harvests exploit the Seebeck effect, according to which elec-
tricity is generated from a temperature difference between opposite segment of a conducting material.
Such temperature differences result in heat flow and, as a result, charge flow. Generally, thermoelec-
tric devices require a large and sustained temperature gradient between two surfaces in order to provide
useful power. In microsystem is difficult to observe differences greater than 10C. Thermoelectric power
generation presents many advantages including solid-state operation with no moving parts, long life, and
high reliability. However, they have a large size and have low efficiency.
Electromagnetic Energy: A large number of potential RF sources, such as broadcast radio and TV,
mobile telephony or wireless networks, are present in high populated areas. It is possible to collect part
of the energy produced by these sources and convert it into useful energy. The conversion is based on
a special kind of rectifying antenna that can convert microwave energy into DC electricity. This type of
antenna is called rectenna, and they are highly efficient at converting microwave energy to electricity.
However, the energy levels actually present are low, which makes difficult for electronic devices to use
it apart from the cases when they are close to the real source of RF energy.
Energy from the Human Body: The human body is continuously moving and radiating heat. Even
when resting, it can emit about 100W into the environment. It is possible to tap into some of this energy
to power wearable electronics that can form a Body Sensor Network. We may distinguish between active,
where users are required to perform a specific task, and passive energy harvesting methods, that harvest
energy from the users everyday actions, e.g. walking, breathing, body heat, blood pressure...
1.2.3 Energy Harvesting in WSN
Previously, sensor networks were designed with finite energy as the primary constraint. A sensor net-
work may be optimized to increase its lifetime by operating nodes at low duty-cycles while compromising
sensing reliability in the process; whereas a network optimized for reliability and coverage will have to
operate either with larger batteries, or involving periodic cost to change batteries, or a redundant deploy-
ment. As a result, nodes powered only by batteries do not meet the requirements of these potentially
conflicting application design goals; [14]. Thanks to energy harvesting and recharge opportunities, the
constraint of finite energy is less stringent. Recharge and harvesting opportunities impact both individ-
ual node operations as well as system design considerations, which will be discussed in the rest of this
subsection.
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Figure 1.5: Energy harvesting architectures
Energy Harvesting Architectures
Energy harvesting techniques can meet partially or totally the energy needs of a sensor node, supporting
other sources of power like batteries or capacitors. Broadly, there two main architectures to use energy
harvesting capabilities in a sensor node: Harvest-Use and Harvest-Store-Use. Figure 1.5 shows both
architectures.
A Harvest-Use system directly powers the sensor node and, to assure node operation, the power
output of the harvesting system has to be continuously above the node’s minimum voltage. If the energy
available is not enough, the node will be disabled, making the sensor node to oscillate in on and off
states. These kind of architecture can be used to harvest from mechanical energy like pushing buttons,
walking, pedaling, etc.
The Harvest-Store-Use architecture consists of a storage component that stores the harvested energy
and powers the sensor node. Storage is useful when the harvested energy available is more than the
current usage. For example, the node may be sleeping while harvesting energy, and use this energy later
to send or receive data. In addition, the source the energy harvesting board is using may not be available
during some time. Therefore, this architecture use uncontrolled but predictable energy sources like solar
energy.
Storage technologies
Part of the efficiency of the energy harvesting boards depends on the store technology used. The choice
of the storage component and the corresponding recharge technology is of prime significance for energy
harvesting systems. Rechargeable batteries, a common choice of energy storage, are made up of several
technologies (chemical compositions). A rechargeable battery is a storage cell that can be charged by
reversing the internal chemical reaction. A few of the popular rechargeable technologies are Sealed Lead
Acid (SLA), Nickel Cadmium (NiCd), Nickel Metal Hydride (NiMH) and Lithium Ion (Li-ion). These
battery technologies can be characterized along several axes - energy density, power, storage efficiency,
discharge rate and number of deep recharge cycles - which typical values can be observed in Table 1.2.
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Technology Energy Power Efficiency (%) Discharge Rate Recharge
Density (MJ/kg) Density (W/kg) (% per month) Cycles
Sealed Lead Acid 0.11-0.14 180 70-92 3-4 500-800
Ni-cadmium 0.14-0.22 150 70-90 20 1500
NiMH 0.11-0.29 250-1000 66 20 1000
Li-ion 0.58 1800 99.9 5-10 1200
Table 1.2: Rechargeable battery technologies
Li-ion storage technology is envisaged to be the best for storing harvested energy. These batteries
have high output voltage, energy density, efficiency and moderately low self-discharge rates. Alterna-
tively, super-capacitors can be used instead of or along with rechargeable batteries as storage compo-
nents. Although their self-discharge rate is higher than batteries, super-capacitors have theoretically
infinite recharge cycles.
Node-level Adaptations
Each node can independently, or in coordination with other nodes, estimate its residual energy and har-
vesting possibilities to tune parameter settings, positively influencing performance metrics. Followingis
a list of potential system parameters that a node can tune based on its effective energy estimate.
Duty-Cycling: The duty-cycle is the fraction of time a node is ON in a cycle of ON and OFF dura-
tions. With a higher duty-cycle, the node uses energy at a quicker rate, which provides higher sampling
reliability and lower communication delay. However, this increases the energy consumption. Tradi-
tionally, variations in the duty-cycle are done to meet a lifetime requirement based on the finite energy
constraint. With energy-harvesting opportunities, the energy constraint is relaxed and the duty-cycle pa-
rameter can be tuned more often and possibly maintained at higher levels depending on the prediction of
available energy.
Transmitting power: The wireless radio is one of the major consuming components within a sensor
node. Moderating transmit power is one of the mechanisms to reduce the energy used for communication.
Transmitting power can be adapted to increase the communication range of a node and increase efficiency
of data dissemination protocols.
Sensing Reliability: Sensing reliability is the quality of information provided by the sensor. Similar
to a nodes duty-cycle and transmit power, sensing reliability has a tradeoff with energy usage. One of
the parameters that can be tuned is the nodes sensing frequency which increases the sensing reliability.
In energy harvesting nodes, sensing reliability can be varied proportionally with the predicted effective
energy. In addition, the amount of data processed at a sensor node can be varied proportionally with the
predicted effective energy to obtain the highest sensing reliability possible.
Transmission Scheduling: A way ti reduce the number of transmissions that a node makes is to ag-
gregate data from various nodes at intermediate nodes and transmit fewer messages. Similarly, data at a
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single node can be aggregated in temporal manner to send collective information and reduce the number
of transmissions. Energy harvesting nodes can be responsible for data aggregation and transmission.
Further, these nodes can schedule their data dissemination based on predicted effective energy.
Implications on System Design
We have seen how individual nodes can exploit the presence of a harvestable energy source and improve
performance parameters. Energy harvesting nodes’ presence within a network has an impact on the
network-wide solutions and protocols. Some of the changes to traditional solutions the network use to
take advantage of energy harvesting are:
Network Deployment: Traditionally, sensors were deployed in a redundant and dense manner to
increase lifetime. With this redundancy, nodes coordinate and operate in smaller groups to cover and
sense the entire region of interest. Using energy harvesting nodes helps to decrease the total number of
nodes. Predicting the availability of the desirable energy used to harvest such nodes, as well as the rate of
energy usage, less nodes need be placed in the area to maintain a similar sensing coverage. Consequently,
this reduces to cost of the network deployment.
Routing: Sensor routing protocol incorporate energy-awareness techniques for routing decisions.
The expected harvestable energy can be also taken into account to improve these decisions. Usually,
the best route is the one that delivers the first response from the source to a data request query from
sink. Other route selection metrics include delivery probability and number of hops. Considering a
network consisting of battery-powered and energy harvesting sensor nodes, energy harvesting nodes can
be selected as intermediaries for routes, while battery-powered nodes will then be used only as last hop
nodes as long as it exists an energy harvesting neighbor. An increase of the duty-cycle of each node
on a route affects the end to end latency, decreasing the total delay. Although using an effective energy
metric may not yield the shortest path, the least latency path or the most reliable path, maximizing the
number of energy harvestable nodes on routing paths has the potential to increase the overall lifetime of
the network.
Clustering: Another useful mechanism to route packets in sensor networks is through formation of
clusters. Nodes route packets to cluster heads, which in turn, transmit packets on a cluster-head overlay
to reach the destination. Harvestable nodes, with regular recharge opportunities, are suitable candidates
to be chosen as cluster heads and battery-powered nodes may route their packets over a few hops to
cluster heads and consume less power as compared to them.
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Chapter 2
MAKERS: Multiple Board Markov Model
for Energy Harvesting Sensors
2.1 Introduction
The goal of EH networks is to ensure continuous network operation, wherein nodes may regulate their
transmission and harvesting cycles judiciously to meet network constraints. Specifically, in this paper,
we assume a network architecture composed of wireless sensor networks (WSNs), though the same con-
cepts can be trivially extended for other types of networks. Only recently has the research community
engaged in developing higher layer network protocols for EH networks [7] [6] [10], though the under-
lying principles of harvesting energy from vibrations, solar, and wind are well known. Despite these
strides in the area of protocol design for EH networks, the development of theoretical models for energy
harvesting, and the prediction of the residual energy state during an ongoing network operation are still in
a nascent stage. Analytical formulations for the case of a single harvesting source have been previously
presented in [11] [21], which we extend significantly in this paper as follows:
• We develop a Markov model for capturing the energy states of the sensors equipped with multiple
energy harvesting boards. These sensors can harvest energy from the same source, or a combina-
tion of different sources (such as vibration and solar). This presents a general case for EH WSN
design, as a single source cannot be assumed to be always present during network operation.
• We provide simplified analytical models for predicting the probability of a sensor running out
of energy (hence, mis-detecting the event, which we call as the event-loss), and the time before
this occurs. Compared to earlier work [11] [21], not only are our models lower in complexity
facilitating on-board computation in the sensors, but can also be applied for sensors with multiple
harvesting boards.
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The rest of this chapter is described as follows: In Section 2.2, we list the general assumptions taken
in the model. In Section 2.3 we develop the MAKERS model. We derive analytically the event-loss
probability and average time before this occurs in Sections 2.4 and 2.5, respectively. We take a look to
the performance evaluation in Section 2.6. Finally, in Section 2.7, we conclude our work.
2.2 Preliminary Discussion and Assumptions
The MAKERS model assumes the case of multiple boards, capable of harvesting energy from different
sources. Before we present the general model, we develop our analysis under the constraint that all the
M EH boards connected to each sensor harvest energy from the same source a (say, all are solar panels).
Later, we relax this constraint to account for multiple sources. Note that many of the notations used in
this section are similar to the earlier work in [11].
Each EH board (out of the total M) can be independently in the active (i.e., currently harvesting with
a rate ρa) or in the inactive (off) state. Further, the time duration for which the sensor stays in these
two states are exponentially distributed with the means Ton and To f f , respectively. The probability of
changing from active to inactive is r, and the reverse, is w. Hence, the overall probability of the EH
board to be active is:
µ =
w
r+w
(2.1)
An event that needs to be sensed and reported occurs with a probability equal to p. The time between
these sensing events, tp, is exponentially distributed with mean Tp. Each event consumes a total amount
of energy equal to E , which includes the energy expended nodal processing, as well as transmission or
reception of the data. If there is no event during a time slot, no energy is consumed (the on-board sensors
are passive components), and battery leakage is negligible.
We note that the required energy E for a given sensing event may not be completely harvested within
a single time unit T . Thus, multiple slots of duration T may be needed to obtain sufficient energy within
the node, which is given as k = EρaT [21]. Let i ∈ [0,M] be the number of active boards in a time slot.
Without loss of generality, we assume that 1≤M ≤ k, where M is a positive integer and k a positive real
number. In addition, the node incorporates a battery or a super-capacitor, with a storage capacity equal
to (N−1)E . Hence, a full battery will allow us to run N−1 events.
The time unit or slot used in this model is T , where T ≪ Ta,Ti,Tp. Hence, only one event can occur
in a time slot. Therefore, the probabilities r, w and p described above can be found as follows, as derived
earlier in [21]:
• From active to inactive: r = TTa e
− TTa ≈ TTa
• From inactive to active: w = TTi e
− TTi ≈ TTi
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• Event occurrence: p = TTp e
− TTp ≈ TTp
Note that while distributions other than the exponential are possible for the event intervals, the mean-
ing of the variables r, w and p in the overall system model will remain unchanged.
2.3 The MAKERS Model
In this section, we develop our proposed analytical model. Our approach will be to start first with a
finer granularity of a (M+1)kN states model, that also splits up each inter-sensing event duration into k
sub-states (recall k fractional harvesting durations give the energy required for the sensing event). Then,
by merging the sub-states every k, we build the general (M + 1)N model. Finally, we describe how
M+1 merge into 1 and establish a simplified version of the model with N states, which shall help in the
following sections.
The MAKERS general model has (M + 1)N states, a product of the M + 1, from 0 to M active
harvesting boards, and N, which represents the amount of energy left in the battery in the current time
slot. During a time slot, the node harvests a total amount of energy equal to iρaT and spends E if an
event occurs. Moreover, the energy that is being harvested during the current time slot can not be used to
run an event that happens in it, unlike the assumptions made in [11]. In other words, if we have residual
energy k−1k E in the battery, we will not be able to run an event during this time slot even though many of
the boards are active.
2.3.1 The (M+1)kN states model
We begin with a model with (M + 1)kN states that can be enumerate as s = iN + n, where s is the state
number from 0 to (M + 1)kN − 1, i is the number of active boards and n is the energy left, from 0 to
(N− 1)k, in 1k steps. In addition, the amount of energy stored in the battery is given by B = s modN .
Hence, the battery is empty in state 0, N, 2N . . . and totally full in N − 1, 2N − 1 . . . Firstly, we focus
on how the system changes from one state to another with respect to the battery life. In figure 2.1, we
show the Markov chain for the (M + 1)kN model in the case of M = 2 and k = 3, with the transition
probabilities from the states having the same energy n. Each horizontal row of states corresponds to a
number of active boards (hence, only three rows are shown as M = 2), while the vertical columns are
energy sub-states, with three columns (k = 3) between the two residual energy state n and n+1. Let δi, j
be the probability of j harvesters active in the future state if i harvesters are active in the current one.
For example, if we are in state with residual energy n and 1 active board (2nd row, 4th col.) and an
event occurs, the node will consume E at the same time that harvests 13E , so the future state will have a
residual energy equal to n− 23 . Then, 3 possible transitions may occur depending on the future number
of active boards, described by δ1, j.
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Figure 2.1: (M +1)kN states model, M = 2, k = 3 centered at the state n
For the states corresponding to the special cases of the battery completely full or empty, the transition
probabilities are slightly different to the ones presented. This can be observed in figure 2.2, where the
transition probabilities from states with energy 13 (states with energy 0 and 23 follow the same transitions)
and N− 1. We have also included the transition probabilities from state N− 1− 13 and 2 active boards,
because they experiment changes compared with the case of an arbitrary state n. Even though the node is
harvesting 23 E , when an event does not occur, the maximum residual energy the node will have is N−1.
2.3.2 The (M+1)N states model
We aim to find a generic form for the transition probability from one state to another. Thus, every k
energy levels will be merged into one, to create the simplified (M + 1)N model. For example, the first
k states in terms of battery life, called 0, 1k , . . ., k−1k ; will be merged in a single state representing the
residual energy 0. From figure ?? we can formally define the transition probabilities pa,b/i, j , where a is
the current energy level, b the future energy level, and the number of current and future active boards is
given by i and j, respectively:
• pn,n−1/i, j = p k−ik δi, j
• pn,n/i, j = [(1− p) k−ik + p ik ]δi, j
• pn,n+1/i, j = (1− p) ik δi, j
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Figure 2.2: (M+1)kN states model, M = 2, k = 3 for states 1/3 and N-1
Note that from an arbitrary state n we can only reach another state with a battery level that differs
by a single unit, i.e., only states with battery level equal to n− 1, n and n+ 1 are possible, with other
transition probabilities set to 0. Moreover, if an event happens in state n we will not be able to reach
the state n+ 1 (higher energy). Similarly, n− 1 (lower energy) can only be reached if an event occurs.
In figure 2.3 we can see the Markov chain for the (M + 1)N model for M = 2 and a generic k with the
transition probabilities from the states with energy n represented.
Again, the two boundary states with energy level 0 and N− 1 will have different probabilities for
some cases. These special cases can be observed in 2.4 and they are expressed as follows:
• p0,0/i, j = k−ik δi, j
• p0,1/i, j = ik δi, j
• pN−1,N−1/i, j = [(1− p)+ p ik ]δi, j
In order to obtain δi, j, i.e., the probability of j harvesters being active from an earlier total number
i, we take into account all the possible combinations of active-inactive changes that may happen. We
observe that there are two possibilities:
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Figure 2.3: (M+1)N states model, M=2, generic k focused in n
First, when j≤ i, i− j boards need to change their state from active to inactive while the rest remain
in the same state. However, many other possibilities can occur because some other currently active
boards can switch to inactive if the same number of inactive boards switch as well. Similarly, when j is
bigger than i, we have to take into account the different combinations, all of which have finite occurrence
probability.
In table 2.1, δi, j in all cases for M = 4 are derived. We are going to focus on two specific cases to
guide the reader through the table:
For i = 2 and j = 2, the first term, (1− r)2(1−w)2, represents the case when the two currently
active boards do not switch their state and the two inactive neither. The second term, 4(1− r)r(1−w)w,
represents the case when one of the active boards switches to inactive, forcing one of the active to switch
in order to get j = 2. Here, 4 represents the number of combinations that this can happen: (21)(21) = 4,
meaning that whichever of the two active may switch and then whichever of the inactive can change.
Finally, the third term, r2w2, represents the case where both active boards switch forcing the two inactive
to do so.
For i = 1 and j = 3, the first term, 3(1− r)(1−w)w2, represents the case when the currently active
board do not switch its state and the two inactive change it to active. 3 represents the number of possible
combinations: 3 =
(1
1
)(3
2
)
. The second term, rw3, represents the case when the active board switches to
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Figure 2.4: (M+1)N states model, M=2, generic k focused in 0 and N-1
inactive and all the inactive become active.
Note that ∑Mj=0 δi, j = 1, ∀i, as expected. Remembering that
(
m
0
)
and
(
m
m
)
are always equal to 1,
considering m a natural number, we can state the expressions for δi, j for the above two cases i < j and
j ≤ i, which are obtained through straightforward but tedious analytical derivations:
δi, j =


min(M−i, j)
∑
l=0
( i
j−l
)(M−i
l
)
(1− r) j−lri−( j−l)(1−w)M−i−lwl 0≤ j ≤ i
min(M− j,i)
∑
l=0
(i
l
)( M−i
M− j−l
)
(1− r)i−lrl(1−w)M− j−lw j−(i−l) i < j ≤M
(2.2)
Once these state transition probabilities are calculated, the MAKERS model is completely repre-
sented. Next, we describe a simplified version of this model, which shall help in obtaining closed form
equations about the performance of the device.
2.3.3 Simplified N states model
In this model, the state only denote the battery status, from 0 to N− 1, and the states of the individual
boards do not appear in the state definition. In every energy level, the case of having any arbitrary number
of active boards is considered. Recall that the probability of a board to be active, given by equation 2.1,
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j
4 3 2 1 0
4 (1− r)4 4(1− r)3r 6(1− r)2r2 4(1− r)r3 r4
3 (1− r)3w (1− r)3(1−w)+ 3(1− r)2r(1−w)+ 3(1− r)r2(1−w)+ r3(1−w)
3(1− r)2rw 3(1− r)r2w r3w
(1− r)2w2 2(1− r)2(1−w)w+ (1− r)2(1−w)2+ 4(1− r)r(1−w)2+ r2(1−w)2
i 2 2(1− r)rw2 4(1− r)r(1−w)w+ 2r2(1−w)w
r2w2
1 (1− r)w3 3(1− r)(1−w)w2+ 3(1− r)(1−w)2w+ (1− r)(1−w)3+ r(1−w)3
rw3 3r(1−w)w2 3r(1−w)2w
0 w4 4(1−w)w3 6(1−w)2w2 4(1−w)3w (1−w)4
Table 2.1: δi, j in the case of M = 4
the probability of having i active boards, φi, is:
φi =
(
M
i
)
µi(1−µ)M−i (2.3)
The sum of transition probabilities from one energy state to another, or to the same state (states
defined in terms of energy level alone) remain the same as the general MAKERS model in Section 2.3.2.
Hence, we only take into account the number of active boards in the current state, which leads us to a
very simple model. We define α, a variable that we use subsequently, as follows:
α =
M
∑
i=0
i
k φi (2.4)
Note that α is the weighted sum of the energy harvested for the i active boards multiplied per the
probability of having i active while the rest, M− i, remain inactive.
Now, the transition probabilities for this simplified model is represented as pa,b, where a is the current
energy level, b the future one. In addition, from the figure 2.5, we can express pa,b as follows:
• pn,n−1 = p(1−α)
• pn,n = (1− p)(1−α)+ pα
• pn,n+1 = (1− p)α
In the boundaries states, the transition probabilities are slightly different from the ones stated previ-
ously. They are represented in figure 2.5 and derived as:
• p0,0 = p(1−α)
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Figure 2.5: Simplified N states model
• pn,n = (1− p)(1−α)+ pα
• pn,n+1 = (1− p)α
Using this simplified expression, we can now compute the closed form expressions for the probability
of event-loss, and the average time to its occurrence.
2.4 Probability of Event-Loss
An event is lost (i.e. is not sensed and reported), if a node lacks sufficient energy E to process it. This
probability, PL, can be found solving the equation system defined by Ppi = P and ∑N−1n=0 pi(n) = 1, where
P is the transition probability matrix, pi is the vector of the steady probabilities for each state, from 0 to
N− 1. Therefore, the loss probability will be given by PL = pi(0). The simplified Markov chain model
allows us to derive a closed form solution. Towards this aim, we analyze the equilibrium equations for
different states. We begin from the state 0, which can be written as:
pi0α = pi1 p(1−α) (2.5)
We continue with state 1:
pi1(p(1−α)+ (1− p)α) = pi0α+pi2p(1−α) (2.6)
If we replace pi0 using equation 2.5, we find:
pi1 =
p(1−α)
(1− p)αpi2 (2.7)
Hence, for an arbitrary state n, 1 < n < N−1:
pin(p(1−α)+ (1− p)α) = pin−1(1− p)α+pin+1p(1−α) (2.8)
This time, we analyze it in the case of n = 2:
pi2(p(1−α)+ (1− p)α) = pi1(1− p)α+pi3 p(1−α) (2.9)
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Now, we use equation 2.8 to substitute pi1, therefore:
pi2 =
p(1−α)
(1− p)αpi3 (2.10)
Notice that expression for pi2 is similar to 2.7, for pi1. Continuing the analysis for state N−1:
piN−1 p(1−α) = piN−2(1− p)α (2.11)
Observing the similar pattern as seen in earlier equations 2.7, 2.10 and 2.11, we express pin+1, 1 ≤
n < N−1, as:
pin+1 =
(1− p)α
p(1−α)pin (2.12)
We define γ as follows, to simplify future equations:
γ = (1− p)α
p(1−α) (2.13)
Combing the equation 2.12 and the one for state 0, eq. 2.5, we rewrite pin, 1≤ n≤ N−1, as:
pin =
γn
(1− p)pi0 (2.14)
The last step is to find pi0, or PL. We know that the sum of all the steady state probabilities must be
equal to 1. Therefore, we can re-write 2.5 as follows:
pi0(1+∑N−1n=1 γ
n
(1−p)) = 1
pi0(1+ (1−γ)(1−p)(1−γ) ∑N−1n=0 γn− 1(1−p)) = 1
(2.15)
We could insert the following form for the series in the previous equation 2.15, with the constrain
0 < γ < 1, so 0 < (1− p)α < p(1−α).
(1− γ)
N
∑
n=0
γn = 1− γN+1 (2.16)
Finally, we will have two cases for PL depending on the constraint stated in the last equation:
PL =


(1−p)(1−γ)
1−γN−p(1−γ) (1− p)α < p(1−α)
1
1+ 11−p ∑N−1n=1 γn
(1− p)α > p(1−α)
(2.17)
Returning to the (M+1)N model with its steady state probabilities, Πn,i, where n is the energy level
and i the number of active boards for 0≤ n≤ N−1 and 0≤ i≤M, we compute:
Πn,i = φipin (2.18)
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2.5 Average Time before Event-Loss
The analysis of the average time before event-loss is calculated using the simplified model in Section
2.3.3 because it allows a straightforward calculation. Let Tn→l be the average number of steps required
to visit state l for the first time, starting at state n. With this notation, the average time before event-loss
for state n is represented by Tn→0. We take advantage of the chair structure of the MAKERS model
to recursively calculate Tn→0. Given a start state n, where 0 < n ≤ N− 1, we visit state n− 1 before
absorption, running out of energy. Hence, we have:
Tn→0 = Tn→n−1 +Tn−1→0 (2.19)
Thus, if we know Tn→n−1, for 1≤ n≤ N−1 we can calculate Tn→0 as follows:
Tn→0 =
n
∑
y=1
Ty→y−1 (2.20)
Considering states n and n−1, where 1≤ n≤ N−1, for Tn→n−1 we can write:
Tn→n−1 =
∞
∑
g=0
(g+1)[(1− p)(1−α)+ pα]g p(1−α)
+
∞
∑
g=0
(g+1+Tn+1→n−1)[(1− p)(1−α)+ pα]g(1− p)α
= p(1−α)
(1−[(1−p)(1−α)+pα])2 +
(1−p)α
(1−[(1−p)(1−α)+pα])2
+ (1−p)α1−[(1−p)(1−α)+pα]Tn+1→n−1
= 1p+α−2pα +
(1−p)α
p+α−2pα Tn+1→n−1
(2.21)
For Tn+1→n−1, where 0 < n < N−1, we have:
Tn+1→n−1 = Tn+1→n +Tn→n−1 (2.22)
Applying 2.21 we get:
Tn+1→n−1 =
1
p(1−α) +
p+α−2pα
p(1−α) Tn+1→n (2.23)
Now, using 2.23 in 2.21, we have:
Tn→n−1 =
1
p(1−α) + γTn+1→n (2.24)
Then, the case of TN−1→N−2, can be found as follows:
TN−1→N−2 =
∞
∑
g=0
(g+1)[(1− p)+ pα]g p(1−α)
= p(1−α)
(1−[(1−p)+pα])2
= 1p(1−α)
(2.25)
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Figure 2.6: Loss Probability (k) for ton=5, toff=5
By recursively applying 2.24 and using 2.25, we get:
Tn→n−1 =
1
p(1−α)
N−1−n
∑
x=0
γx (2.26)
Therefore, using 2.20 and 2.26, we find the Average Time before Event-Loss:
Tn→0 =
1
p(1−α)
n
∑
y=1
N−1−y
∑
x=0
γx (2.27)
2.6 Results
Monte-Carlo continuous-time simulations are undertaken in MATLAB to evaluate our approach. The
values for ta, ti and tp are randomly generated through exponential distributions with means Ta, Ti and
Tp, respectively. The values of these parameters are mentioned in the individual figures. We took a time
slot equal to 0.1 seconds, Ts = 0.1, and we simulated up to one million times units.
Figures 2.6, 2.7 and 2.8 compare the event-loss probability obtained from theory, Eq. 2.17, with those
obtained from the simulations. In these figures, we compare the results by varying k. Every harvesting
board has its own parameters following exponential distributions, but they have all the same mean time
for the state durations, as we assume they have the same features. We have assumed different situations,
firstly being Ton smaller than To f f , the second one taking both the same value and finally for a Ton greater
than To f f . In each figure, we show the cases for M = 2 and M = 3.
Notice that, as expected, a bigger M makes a lot of difference when k it is not big. That is because
when harvesting energy, each board harvest 1k E every time slot, the smaller k is the bigger the percentage
of E harvested is.
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Figure 2.7: Loss Probability (k) for ton=5, toff=5
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Figure 2.8: Loss Probability (k) for ton=7, toff=5
Simulations points are not plotted for low values of PL i.e., PL < 10−5, as we did not observe a
statistically significant number of missed events, given the simulation time and the values assumed for
the other parameters. In order to observe those values we should increase the number of time slots
simulated. This would increase the simulation time exponentially, taking several hours in each case.
However, we observe a good match in other scenarios.
Figures 2.9, 2.10 and 2.11 compare the probability of event-loss PL, depending on p, between theory
and simulations. Again, we show the cases for M = 2 and M = 3 for the different values we took for the
rest of parameters. Note the difference between the cases with k = 10 and k = 20, specially in the case
when Ton is smaller. A node with k = 20 would be unsustainable.
Figure 2.12 compares the results using the derived loss probability with the previous model presented
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Figure 2.9: Loss Probability (p) for ton=2, toff=5
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Figure 2.10: Loss Probability (p) for ton=5, toff=5
in [21]. We represent the comparison depending on k and p. We see a good match when k and p increase.
However, remind that they are using a slightly different energy model, being able to use the energy they
are harvesting in the same time slot. Notice that we only use M = 1 because their model was designed
for one EH board.
Figure 2.6 presents the PL, eq. 2.17, versus N, for different k, w and r. As expected, larger bat-
tery capacities lead to significant drop in the loss probability. Thus, our model could identify battery
specifications, depending on desired loss probability we want to achieve and the other device-specific
parameters of the system. Finally, figure 2.6 shows the average time before event-loss, eq. 2.27, for
various scenarios depending on which battery state we start with.
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Figure 2.11: Loss Probability (k) for ton=7, toff=5
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Figure 2.12: Loss Probability comparison with previous model
2.7 Conclusions
In this chapter we have presented MAKERS, a Markov based model for multiple-sources energy har-
vesting nodes in WSNs. It considers both the number of the harvesting boards attached to the node, as
well as the remaining energy of the battery to determine the state of the node. Closed form solutions for
the event-loss probability and average time before event-loss are derived. The results of our simulations
are in good agreement with the derived closed for these parameters. Through our prediction models, the
network designer can set the requirements for sensor nodes with many EH-boards, such as the battery
capacity. Also, the average time before event-loss can be taken into account in future energy management
techniques, such as duty cycles, routing paths, among others.
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Figure 2.13: Loss Probability (N) for M=2, p=0.02
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Chapter 3
MAKERS Model Modifications
3.1 Introduction
Modeling sensor networks usually implies taking some assumptions to keep the model simpler to an-
alyze. However, those assumptions are sometimes difficult to justify. Hence, in this chapter, we try
to extend the model presented in the previous chapter 2 by adding new parameters that complicate the
model while making it more real at the same. These are the changes that we present in this chapter:
• First, in Section 3.2, we propose a modification to account for different kind of energy sources.
One source may be normally not present, vibrations that produce energy, for example, while others,
like solar energy is present most part of the day in a sunny day. Using different sources in the same
node can be, therefore, very beneficial.
• Second, in Section 3.3, we consider the possibility of two energy harvesting boards, from the same
source or from different ones, to be dependent, i.e. the state changes of one of them depends on
the changes of the other.
• Third, in Section 3.4, MAKERS model assumed no consumption during the sensor idle or sleeping
state, when no event occurred. In this chapter, we present how considering that the node consumes
some energy changes the model.
• Forth, in Section 3.5, we discuss about adopting a more complex harvesting model.
The rest of the sections in this chapter describe the modifications we just mention. In Section 3.6, we
analyze the results of the simulations taken for the different changes made in the model and, eventually,
conclude our work in Section 3.7.
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3.2 Model for many different sources
In our harvesting model, energy from different sources can be obtained by the same node. Therefore, we
introduce a modification of MAKERS in order to work with boards with different features, in terms of
average rate of energy harvested and probabilities to switch their state. We first discuss a simplified case
of two different sources, and then show how this case can be extended for η different sources.
3.2.1 Model for two different sources
For the two source model, our approach closely follows the analysis for the earlier model defined in
Section2.3. Using the same notation, we have:
• Board A: ρA, rA, wA, µA = wArA+wA
• Board B: ρB, rB, wB, µB = wBrB+wB
We define ρB as ρB = bρA, where b is a real positive number. We keep the definition of the parameters
of the model, but with one new constraint of b+1≤ k. The transition probabilities for the general model,
pa,b/i, j where i = 0,A,B,AB and j = 0,A,B,AB expressing which the active boards in the current slot
and future respectively, change as follows:
• pn,n−1/0, j = pδ0, j
• pn,n−1/A, j = p k−1k δA, j
• pn,n−1/B, j = p k−bk δB, j
• pn,n−1/AB, j = p k−(b+1)k δAB, j
• pn,n/0, j = (1− p)δ0, j
• pn,n/A, j = [(1− p) k−1k + p1k ]δA, j
• pn,n/B, j = [(1− p) k−bk + pbk ]δB, j
• pn,n/AB, j = [(1− p) k−(b+1)k + p (b+1)k ]δAB, j
• pn,n+1/0, j = 0
• pn,n+1/A, j = (1− p)1k δA, j
• pn,n+1/B, j = (1− p)bk δB, j
• pn,n+1/AB, j = (1− p) (b+1)k δAB, j
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j
AB B A 0
AB (1− rA)(1− rB) rA(1− rB) (1− rA)rB rArB
i B wA(1− rB) (1−wA)(1− rB) wArB (1−wA)rB
A (1− rA)wB rAwB (1− rA)(1−wB) rA(1−wB)
0 wAwB (1−wA)wB wA(1−wB) (1−wA)(1−wB)
Table 3.1: δi, j for 2 different sources
Note that these probabilities are similar to the ones presented before, but they express the difference
that board B can harvest at a different rate than A. For the special cases of the two boundary states with
energy level 0 and N−1 we find the following differences:
• p0,0/0, j = δ0, j
• p0,0/A, j = k−1k δA, j
• p0,0/B, j = k−bk δB, j
• p0,0/AB, j = k−(b+1)k δAB, j
• p0,1/0, j = 0
• p0,1/A, j = 1k δA, j
• p0,1/B, j = bk δB, j
• p0,1/AB, j = (b+1)k δAB, j
• pN−1,N−1/0, j = (1− p)δ0, j
• pN−1,N−1/A, j = [(1− p)+ p1k ]δA, j
• pN−1,N−1/B, j = [(1− p)+ pbk ]δB, j
• pN−1,N−1/AB, j = [(1− p)+ p (b+1)k ]δAB, j
We decided not to include a figure for this case because of the increase of number of transition lines,
which affects the general understanding. We encourage the reader to review figures 2.3 and 2.4 and
observe the probabilities we just presented to figure out how this figure would be. In table 3.1, all the
possible cases for δi, j for the case of 2 different sources, A and B, can be observed.
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j
AB B A 0
AB (1− rA)(1−nrrB) rA(1− rrB) (1− rA)nrrB rA ∗ rrB
i B wA(1−wrB) (1−wA)(1−nwrB) wA ∗wrB (1−wA)nwrB
A (1− rA)nrwB rA ∗ rwB (1− rA)(1−nrwB) rA(1− rwB)
0 wA ∗wwB (1−wA)nwwB wA(1−wwB) (1−wA)(1−nwwB)
Table 3.2: δi, j for 2 not independent different sources
This new model can be simplified in a similar manner as the model presented in Section 2.3.3. The
parameter α is re-visited, giving a new form that will let us compute the derived formulae:
α =
1
k µA(1−µB)+
b
k (1−µA)µB +
b+1
k µAµB (3.1)
Here, the first term of the summation represents the case when only board A is active, the second
when only board B is active, and finally, the third term gives the case for both boards being active. This
expression can be trivially extended using different energy harvesting rates ρi for a board i, assuming
that ρi is a multiple of the base rate ρA, i.e., ρi = ψρA, ψ > 0. Along the same lines, α is easily adapted
to consider all the cases of each of the combination of boards being in the active state, as shown in the
two board example in eq 3.1.
3.3 Model considering two not-independent boards
The possibility to assume that two energy harvesting boards are working in an independent manner is
not always feasible because it may be some connection between the different sources we are harvesting
from. Even more when two different boards get the energy from the same source, e. g. two solar panels.
Therefore, in this subsection we analyze how the parameters of the system change when we consider
two boards which their probabilities to switch states are not independent. As we did before, we consider
board A, as the main one, and the parameters of the second one, B, depend on the ones of A. We define
some new probabilities for the state switches of B, conditioned to the changes occurred in the board A,
which can be observed in table 3.2, defining the new δi, j for this case.
We would like to describe some of the new parameters that appear in table 3.2. For example, if we
observe the transition from AB active to just A active ((1− rA)nrrB), nrrB denotes the probability of
board B to switch from active to inactive conditioned that A keep its state to active. Similarly, observing
the transition from A active to B active (rA ∗ rwB), rwB is the probability of B to change from inactive to
active, knowing the fact that A switched from active to inactive.
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This dependency between the transition probabilities of A and B change equation 3.1, because dif-
ferent probabilities combining the states of A and B cannot be define as before. Next we analyze the
changes made in this case, as observed in 3.2. Defining µAB as the probability of A and B being active,
µB for the case of B active and A inactive, µA for A active and B inactive, and, finally, µ0 for both boards
being inactive. These probabilities will redefine equation 3.1 as follow:
α =
1
k µA +
b
k µB +
b+1
k µAB (3.2)
Using the next system of equations, we can find the probabilities needed for this new α:


µAB
µB
µA
µ0
1


=


(1− rA)(1−nrrB) wA(1−wrB) (1− rA)nrwB wA ∗wwB
rA(1− rrB) (1−wA)(1−nwrB) rA ∗ rwB (1−wA)nwwB
(1− rA)nrrB wA ∗wrB (1− rA)(1−nrwB) wA(1−wwB)
rA ∗ rrB (1−wA)nwrB rA(1− rwB) (1−wA)(1−nwwB)
1 1 1 1




µAB
µB
µA
µ0


(3.3)
We will be able to compute the equations derived in Sections 2.4 and 2.5 using the parameter α in
equation 3.2 and solving the system in 3.3.
3.4 Model assuming idle energy consumption
Node consumption during the idle/sleeping state is difficult to analyze. Usually, we cannot consider
it negligible as batteries have some leakage and some energy is necessary to maintain the node on,
even though it is not sending or reporting anything. Hence, in this section we discuss the MARKERS
model considering that the node spends also energy when an event does not occur. We assume this idle
consumption is inferior to the one when an event happens, as transmission is the major cause of energy
consumption in a sensor node. Therefore, defining the consumption rate as cidle, parameter l compares
this rate with the consumption of one event, E:
l = E
cidleT
(3.4)
Where l > 1 and l ∈ R, to illustrate the event consumption to be bigger. In order to build the model
in a similar manner as the one made in section 2.3, we are going to start with a model with larger number
of states to finally reduce it to analyze it. In figure 3.1 we can see an example for M = 2, k = 2 and l = 3,
we observe the model with (M+1)klN states. For the sake of simplicity, we only include the transition
probabilities when an event does not occur, because the rest, when an event runs, are similar to the ones
in the (M+1)kN states model, figure 2.1.
Observing figure 3.1, if an event does not happen when we are in state n with 2 active boards, the
node harvests 22E = E and consumes a total of
1
3E . Therefore, the future energy state is n+ 4/6. We
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Figure 3.1: (M+1)klN states model with idle consumption
observe, three transitions because the states of the different boards may change. Again, from the case of
1 active board in n, node harvests 12E and consumes
1
3 E when no event happens. Hence, the next energy
state is n+ 1/6. Finally, when all boards are inactive, the node consumes 13E and transitions to energy
state n−2/6. Generally, we can state that the next energy level, having i active boards and starting from
n is: n+ ik − 1l = n+ il−kkl .
Note that depending on the values of k and l, energy consumed can be larger than energy harvested
not only in the case when any board is active. Consequently, in the general case of (M+1)N states, more
states would not be able to reach a higher state in terms of energy. Following parameters, βi and β′i, will
help us set the transition probabilities in the model:
βi =


il−k
kl il− k > 0
0 otherwise
(3.5)
β′i =


− il−kkl il− k < 0
0 otherwise
(3.6)
After observing the example shown in figure 3.1 and the parameters defined in equations 3.5 and 3.6
, we can develop the general case of (M+1)N states which can be observed in figure 3.2. The transition
probabilities are defined as follows, when i > 0:
• pn,n−1/i, j = [p k−ik +(1− p)β′i]δi, j
• pn,n/i, j = [(1− p)(1−β′i−βi)+ p ik ]δi, j
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Figure 3.2: (M+1)N states model with idle consumption
• pn,n+1/i, j = (1− p)βiδi, j
Note that β0 = 0 in any case, it is not possible to reach a higher level in the case of i = 0:
• pn,n−1/0, j = [p+(1− p)β′0δi, j
• pn,n/0, j = (1− p)(1−β′0)δi, j
• pn,n+1/0, j = 0
In 3.3, we see the extreme states, i.e. with energy n = 0 and n = N − 1, for the (M + 1)N states
model. We have assumed that even though the node has less than 1l E energy and does not harvest
sufficient energy to keep a positive balance, it remains in the same state. An alternative is to consider the
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Figure 3.3: (M+1)N states model with idle consumption, extreme states
state in this case as absorving, specifying that once the node reaches it, it fails and would have to have
its battery replaced.
Similarly to the discussion in section 2.3, it is possible to simplify to a N states. Using the same
parameter α defined then and the next ones, β and β′, the transition probabilities are simplified:
β =
M
∑
i=0
βiφi (3.7)
β′ =
M
∑
i=0
β′iφi (3.8)
As we see in figure 3.4, the different transition probabilities are revisited:
• pn,n−1 = p(1−α)+ (1− p)β′
• pn,n = pα+(1− p)(1−β′−β)
• pn,n+1 = (1− p)β
Finally, for the extreme states, n = 0 and n = N−1:
• p0,0 = 1−β
• p0,1 = β
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Figure 3.4: Simplified N states model with idle consumption
• pN−1,N−2 = p(1−α)+ (1− p)β′
• pN−1,N−1 = pα+(1− p)(1−β′)
Following a development similar to the one seen in Section 2.4, the parameter γ is revisited and can
be defined as follows:
γ = (1− p)β
p(1−α)+ (1− p)β′ (3.9)
While the event-loss probability keeps the same structure as the previous times, the changes in the
Markov chain model make the Average Time before Event-Loss adopt this new form:
Tn→0 =
1
p(1−α)+1− p)β′
n
∑
y=1
N−1−y
∑
x=0
γx (3.10)
3.5 Model considering a more complex harvesting model
Our harvesting model assumes that when a energy harvesting board is active harvests energy at a constant
rate, what we call average rate. However, usually harvesting rates vary highly during time because
sources from where we are getting energy also do. For example, when considering a solar panel, the rate
changes considerably depending on the weather. For the same location and node, a sunny summer day
will be total different from a snowy day in winter.
MAKERS model can be observed from another point of view. Instead of having M harvesting boards,
only one is considered. This unique board harvest energy from a given source and its harvesting rate
varies enough that cannot to be assumed as an average constant, only during a sufficient small time, the
discrete time unit, T . If we take ρ as the minimum energy rate the board harvests when is active and Mρ
as the maximum possible rate, it is possible to adapt MAKERS to account for a more detailed harvesting
distribution.
The board can harvest at M different levels. As the separation between levels, ρ, is small we can
assume that when it is harvesting, it will do it in one particular level. The concept of the model remains
the same, k is EρT and likely to be large, as ρ is small. Remind that k ≥M, to maintain the definitions of
the equations and transition probabilities.
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Figure 3.5: Loss Probability N=100
The more complex analysis here is to set the probabilities of the board to be harvesting at each level:
φi for 0 ≤ i ≤ M. Observing the energy harvested during a sufficient amount of time, from days to
months, depending on the source and the changes in the environment could give us enough information
to approximate these probabilities.
3.6 Results
Figures 3.6 and 3.6 compare the event-loss probability derived with those obtained from the simulations
in the case of different boards, harvesting from different energy sources or from the same one but having
different features in terms of efficiency, for example. In the first figure, we compare the results by varying
k, and later we vary p in the second one. Every harvesting board has different parameters exponentially
distributed with different mean time for the state durations. We took situations where Ton is smaller than
To f f , in both boards. Board b harvest slightly more than board a when it is in the active state.
Figures 3.6 and 3.6 show the event-loss probability, both the result from the formulae and the one
simulated for thederived with those obtained from the simulations. As we did in the previous modifi-
cations, we first compare the results by varying k and later we vary p. We observe two cases in each
figure that only change in the term of the consumption during the idle state, when no event occurs. We
took higher values for this parameter, 19E and
1
10 E , in order to realize the difference it makes this small
change between both cases. However, it is also possible to analyze a node that is usually listening to the
neighbors and when receives a packet, it forwards it to another node or to the final destination.
39
Analyzing and Modeling EH WSN
6 7 8 9 10 11 12
10−35
10−30
10−25
10−20
10−15
10−10
10−5
100
Loss Probability with N=100, p=0.05
k
Lo
s
s
 P
ro
ba
bi
lit
y
 
 
ton= 3/2 toff p_idle=9
Sim ton= 3/2 toff p_idle=9
ton= 3/2 toff p_idle=10
Sim ton= 3/2 toff p_idle=10
0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
10−20
10−15
10−10
10−5
100
Loss Probability with N=100, k=10
p
Lo
s
s
 P
ro
ba
bi
lit
y
 
 
ton= 3/2 toff p_idle=9
Sim ton= 3/2 toff p_idle=9
ton= 3/2 toff p_idle=10
Sim ton= 3/2 toff p_idle=10
Figure 3.6: Loss Probability N=100
3.7 Conclusions
In this chapter, we have extended the MAKERS model: We have extensively developed the model with
different energy sources for multiple energy harvesting boards; we have discussed the case of having a
board which parameters depend on the ones of another board, typically for cases that obtain the energy
from the same source; we have dropped the assumption of no consumption during the time that the
node is not sending a packet which leads to a better energy model; and, finally, we talk about how the
harvesting model could be extended further.
We have added some new parameters that if combined help the model to be more realistic and close
to real scenarios. However, deeper study should be necessary improving the current harvesting model,
differencing it depending on the characteristics of every specific energy source.
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Chapter 4
MAKERS’ Experiments
4.1 Introduction
In this chapter we analyze the results of the experiments we realized to prove the validity of the proposed
MAKERS model. We used the equipment available in our laboratory to compare a real case of sensor
nodes powered by a RF energy harvesting board with the theoretical predictions. We study the time a
node needs to run out of energy, and consequently lose an event, on such conditions.
The rest of this chapter is outlined as follows: In Section 4.2, we describe the environment and
equipment used in the experiments. We talk about how we conducted the measurements in Section 4.3.
In Section 4.4 we discuss the assumptions we had to do and their implications.In Section 4.5, we evaluate
the performance results of the model comparing it to real cases. Finally, in Section 4.6, we conclude our
work.
4.2 Setup
In order to conduct this set of experiments we used MICA2 sensor nodes developed by Xbow and the
University of California, Berkeley; [16]. The nodes where programed using Tiny OS, an open source
component-based operating system and platform targeting wireless sensor networks, written in the nesC
programming language; [17]. Both the transmitter, the node we were analyzing, and the receiver, the one
that acted as base station, were MICA2 nodes.
We used the RF harvesting kit shipped by Powercast, [4], to feed the transmitter. This kit consists
in a power transmitter, at a constant of 3W, and a harvesting board that collects energy received by an
antenna and charges a capacitor or some batteries. We used a 220 mF capacitor as energy supplier for
the transmitter. The receiver is not energy constrained since it was connected to a laptop through usb to
charge and collect the data.
In figure 4.1 we can see the working environment of our experiments. The power transmitter was
located 43 inches away from the harvesting board.
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Figure 4.1: Setup done for the experiment
4.3 Experiment
We first observed the harvesting process measuring the voltage charging of the capacitor. Using a mul-
timeter, we took measures every 0,5 seconds. Although the power transmitter was on during the whole
harvesting process, the capacitor couldn’t increase its residual voltage during all the time slots. Therefore,
we considered those periods when no energy was harvested as inactive mode periods for the harvesting
board and we computed the average voltage gained during the rest of the measures. Recall that the energy
stored in a capacitor can be computed as:
Ec =
1
2
CV 2 (4.1)
The analyzed node, the transmitter, was programmed to send packets to a base station with the current
time and the remaining voltage. The size of the packet is 40 B and the theoretical data rate is 19200 bps.
However, the node needs more time to transmit a packet because of the internal process. When the node
is not sending any package, it switches the radio off, saving a considerable amount of energy during
those periods.
The event times were pre-computed in Matlab following a random exponential distribution since
TinyOS does not support exponential variables, only uniform distributed.
We measured the power consumption during both modes by programming the node first to work only
in the currently analyzed mode. We charged the capacitor using the RF harvesting board and when the
capacitor arrived to its maximum capacity, we turned off the power transmitter and switched the node to
on, so it did not interfere. While observing the discharging on the transmission mode, we could measure
the time between packets, since we programmed the node to continuously send packets. We use this
packet time as the time slot unit for our model.
We computed the average voltage consumption and later the average energy consumption using eq.
4.1. Using these values we could calculate the parameters k and l of the model.
The energy storage size, N, was derived as follows: the operating voltage range of the MICA2 node is
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Eharvest 4,0366 nJ/s k 13,2639
ETx 710,1 nJ/s l 5,7566
Eidle 21,431 nJ/s N 579
µ 0,7274 µ J/s Ts 0,031 s
p 8 0,0039 p 16 0,0021
Table 4.1: Experimental parameters
1,8 to 3,3 volts; hence we divided the range by the average voltage consumption of a packet transmission
at full power to obtain N. However, we observed that the node runs out of energy approximately in the
range 1,825 to 1,83. Therefore, n = 0 equals to have a voltage just below to 1,83 V, forcing the node to
die.
The values of the parameters used in the experiments can be found in Table 4.1. We used two different
average time between events, 8 and 15 seconds, so we have two different event probability values.
4.4 Assumptions
First, during the harvesting/charging measurements, we can not measure exactly the power receiver at
the antenna of the harvesting board nor the efficiency of the converting it to a profitable power for the
capacitor. The transmitter is supposed to transmit at 3W continuously, we located the node not far from
it, but real working scenarios would not be able to work in these conditions.
We decided to just observe the time the node needs to consume all its energy and, consequently, be
unable to transmit any packet. When the node dies, the capacitor continues to draw energy which makes
it difficult to ever return to the range where the node operates. Additionally, the node should have to be
programmed to switch to sleep just before it runs out of energy and set a timer to wake up, to return to
normal working process. However, the node would have to be slept to much time which would affect the
experiments evaluation.
We conducted the experiments 10 times. In the results section, 4.5 we observe the average of all the
4.5 Results
Figure 4.5 shows the voltage charging process of the capacitor used for the experiments. We observe the
charging over the voltage operating range of the MICA2 node (1,8 - 3,3). In figure 4.5 we can see the
voltage consumption of the MICA2 node using the previous capacitor as power source and maintaining
the same energy mode during its operation until it dies. One energy mode is transmission at full power
and the other one was also observed when the radio was switched off, the division between the average
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Figure 4.3: Average time before Event-Loss (Energy)
voltage consumption of the transmitting mode and the average in the idle, radio off, mode gave us the l
parameter that we see in 4.1.
Figures 4.5 and 4.5 compare the average time before event-loss, eq. 2.27, with the average time the
device was alive with that amount of energy. They represent the case with average time between events
equal to Tp = 8s and Tp = 15s, respectively. We observe a good match between the theoretical value
obtained from the MARKERS model with the system parameters and the experiments we performed.
However, there is not big changes between the two cases, with different average times between events.
In 4.4, it is represented the standard deviation of the set of experiments depending on the residual energy
in the capacitor. Observe that the deviation increases when we get close to the capacitor full capacity, it
is as well, the range where the average time differs most with the value predicted.
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Figure 4.4: Standard Deviation of the experiments
4.6 Conclusions
In this chapter, we have presented the results of out experiments to compare the theoretical predictions
performed with the presented MAKERS model. The results show an acceptably good agreement between
the real scenario and the derived average time before event-loss.
However, we could not conduct experiments with other energy sources, such as solar. In addition,
future work needs to be done to experiment using multiple energy harvesting boards, from the same
source or different ones, to finally prove the validity of the model.
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Chapter 5
MAKERS Decision Process
5.1 Introduction
The purpose of enabling energy harvesting capabilities to sensor networks is to provide an autonomous
and independent working-life to them. It would be very interesting that nodes can adjust themselves in
order to work taking into account the changes in their environment being able to extend their operation
for a larger time. Therefore, researchers have been working on several models and algorithms that allow
nodes to decide how to act to further benefit during their function.
We present an opportunistic transmission strategy for wireless sensor networks that operate in an
energy-constrained environment. Our proposed framework is based on the MAKERS model presented
in chapter 2. The node features a binary-decision agent that attempts to run an event depending on the
battery level, the current harvesting power and the delay since the last event. Therefore, the agent is
capable of increasing or decreasing the sensing frequency observing these parameters. The system is
modeled as a Markov decision process (MDP), which is used to find optimum threshold for transmission
decision.
Extensive simulations are performed to verify the performance of our proposal over energy harvesting
wireless sensor nodes with different parameters. The simulation results show that the MAKERS Decision
Process scheme has higher efficiency in terms of events successfully transmitted than the random case
showed in the previous chapter.
The rest of this chapter is organized as follows: In Section 5.2, we provide some background about
Markov Decision Processes. Section 5.3 describes our proposed model. We show and discuss the results
of our simulations in Section 5.4. Finally, Section 5.5 concludes this chapter.
5.2 Markov Decision Processes
In this section, we discuss the theory behind the general framework of Markov Decision Processes, some
techniques to solve them and, later, we comment some of the previous work using MDP in Wireless
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Sensor Networks and other networking environments.
Markov decision process (MDP) is a widely used mathematical framework for modeling decision-
making in situations where the outcomes are partly random and partly under control. The aim is to
devise a plan, or policy, that will maximize the expected benefit of interacting with the environment.
Several algorithms have been used to find the optimal policy given a MDP, as a mapping from states
to actions, [13]. On-line variants, known as Reinforcement Learning techniques that learn the optimal
policy through experience with a previously unknown domain have also been considered for researchers
during the last decades; [15] [5].
The standard algorithms for MDPs are efficient depending on the number of states and actions within
the system. However, the formal requirements of the framework, specially the Markov property, force
representations of problems that use a very large number of states. Remind that the Markov property
states that of the next state must be a function of the current system state and action only, not any of the
previous states.
5.2.1 Basic Terminology
A MDP is a discrete time stochastic control process, formally presented by a tuple of four objects
{S,A,Pa,Ra}.
In the MDP’s framework, the environment is divided into states. S is the state space, which, in
general, is assumed to be finite. We will refer to the current state as s, where s ∈ S.
A is the action space. It defines the actions that are possible or under consideration in the environment.
It may be the case that only a subset of A is possible in any given state, so As is used to refer to the set of
actions possible in s.
Pa(s,s′) is the transition probabilities matrix, that maps from SxAxS into different probabilities, in
[0,1]. Specifically the probabilities that the next state will be s′ when action a is taken in the current
state s. The value of the current states follows a stochastic process that has the Markov property: the
probability of state st+1 having any given value depends only upon state st and the decision taken, at .
R(s,a) is the immediate reward function that maps from SxA to real-valued rewards. It must be finite
for all s and a.
Hence, a MDP is seen as an extension of Markov chains, adding actions (choices) and rewards
(motivation) to the states. If the actions are fixed, an MDP reduces to a Markov chain.
A policy, pi, for an MDP is a scheme for assigning actions in A to states in S. Policies may be
stationary, which means that they make a simple mapping from states to actions, or they may be non-
stationary which means that the action assigned to a particular state may change depending upon some
other factor. A family of policies that optimize the agent’s behavior with respect some optimal criteria is
referred to as Π∗. Algorithms for MDPs usually seek for some optimal pi∗ ∈Π∗ or some approximation.
The goal is to maximize some cumulative function of the rewards. A value function, V , is a mapping
from elements of S to real values. A value function represents the utility of a state, which is some measure
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of the reward for continuing in the environment from that state. The policy assigns to each state s ∈ S the
action that maximizes the expected value of s given the values assigned to s and states reachable from s
in one step by some value function V . The value function for an optimal policy pi∗ is called the optimal
value function and is denoted by V ∗. The following system of nonlinear fixed-point equations, known as
the Bellman equation for infinite-horizon MDPs [2]:
V (s) = R(s,a)+ γ ∑
s′∈S
Pa(s,s′)V (s′) (5.1)
where γ is the discount factor, 0 ≤ γ ≤ 1. The discount factor determines the importance of future
rewards. A factor of 0 will make the agent ”opportunistic” by only considering current rewards, while a
factor approaching 1 will make it strive for a long-term high reward.
If the transition probabilities are well known, pi∗ can be solve by value or policy iteration and it be-
comes a straightforward computational problem. However, if those probabilities are unknown, then this
is a problem for reinforcement learning. In RL, the learning agent interacts with the environment collect-
ing rewards as it tries out different actions in different situations. This experience should help it decide
which actions are better long term consequences in terms of maximizing the rewards obtained. Next we
briefly review some techniques and algorithms to solve MDPs that we will use in our simulations.
5.2.2 Solving Markov Decision Processes
Value Iteration
One way, then, to find an optimal policy is to find the optimal value function. The following simple
algorithm called value iteration, from [2] determines V values that converge to the correct optimal V ∗
values:
initialize V (s) arbitrarily
loop until policy good enough
loop for s ∈ S
loop for a ∈ A
Q(s,a) := R(s,a)+ γ∑s′∈S Pa(s,s′)V (s′)
V (s) := maxa Q(s,a)
end loop
end loop
The computational complexity of the value-iteration algorithm per iteration, is quadratic in the num-
ber of states and linear in the number of actions. It is difficult to determine when to stop the value
iteration algorithm. For example, authors in [19] propose to stop the algorithm once achieved a greedy
policy. It says that if the maximum difference between two successive value functions is less than ε,
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then the value of the greedy policy (the one obtained by choosing, in every state, the action that maxi-
mizes the estimated discounted reward, using the current estimate of the value function) differs from the
value function of the optimal policy by no more than 2εγ/(1− γ) at any state. This provides an effective
stopping criterion for the algorithm.
Policy Iteration
The policy iteration algorithm works modifying directly the policy instead of finding the optimal value
function. It looks as follows:
choose an arbitrary policy pi′
loop
pi := pi′
compute the value function of policy pi:
solve the linear equations
Vpi(s) = R(s,pi(s))+ γ∑s′∈S P(s,pi(s),s′)Vpi(s′)
improve the policy at each state:
pi′(s) := arg maxa(R(s,a)+ γ∑s′∈S P(s,pi(s),s′)Vpi(s′))
until pi = pi′
The value function of a policy is just the expected infinite discounted reward that will be gained, at
each state, by executing that policy. Once we know the value of each state under the current policy, we
consider whether the value could be improved by changing the first action taken. If it can, we change the
policy to take the new action whenever it is in that situation. When no improvements are possible, then
the policy is guaranteed to be optimal.
5.2.3 Related Work
Researchers have done some previous work in the area of wireless sensor networks using markov de-
cisions processes. Munir et al. [9] proposed an application-oriented dynamic tuning methodology for
WSNs based on MDPs) performing dynamic voltage, frequency, and sensing (sampling) frequency scal-
ing (DVFS2). Traditional microprocessor-based systems use dynamic voltage and frequency scaling
(DVFS) for energy optimizations. Authors added sensing frequency tuning to this approach to meet ap-
plication requirements because the sensed data delay depends upon the sensor node sensing frequency
as it dictates the amount of processed and communicated data.
Van Phan et al. [18] consider an opportunistic transmission strategy, named binary-decision based
transmission (BDT), for WSNs hosting delay-sensitive applications. Their transmission scheme attempts
to transmit only under good channel conditions whenever possible. By exchanging the control messages
for channel measurement and associated feedback, the receiver can measure the channel quality and the
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sender can retrieve such information piggybacked in the return message. Therefore, they use a MDP-
based framework to obtain the optimum threshold for successful transmission in the BDT.
Authors in [12] investigate the performance of power selecting techniques in sensor networks with
energy harvesting. The sensors can choose from a set of available transmission modes with each scheme
consuming a different amount of energy. The packet error probability decreases in function of the energy
used on transmission. The problem of selecting the power level at which a sensor should transmit is
formulated as a MDP and the performance of the transmission policy thus derived is compared with that
of an energy balancing policy as well as an aggressive policy.
Huijiang et al. [8] present a model where an energy harvesting sensor node is able to choose if it
sends its data straight to the destination or relies on a neighbor sensor, the relay, to help it transmit
the data to the sink. This last approach helps the node to achieve a similar bit error rate using lower
transmission power. In order to optimally determine through a MDP if the relay should be used or not at
a given time, in addition to its own state information, the source also needs to know the information at
the relay. Although they exchange data during transmission, in periods without data, communicate the
state information of the relay in real time represents a significant overhead. Thus the node may have to
take may have to base its decision on stale state information. Therefore, authors focus on obtaining the
optimal information using only a part of the system information.
5.3 MAKERS Decision Process
System State definition
This model is based on the fundamentals of the MARKERS’ model described in chapter 2. Therefore,
we have a sensor node with several energy harvesting boards connected to it. As we did previously, we
start from a model with a total of M EH boards, that harvest energy from the same source.
The current node state is defined by a tuple of three parameters: S = {n,m,τ}. n is the battery level,
representing the amount of residual energy in the battery storage and cap take values from 0 to N− 1.
m is the number of active energy harvesting boards, from 0 to M, which is the total number of boards.
Finally, τ, represents the number of time units since the last successful event, τ ∈ {0, ...,T − 1}. T is
the desired delay between events. The purpose of including this new parameter is to remove part of the
randomness of the event occurrence. The larger τ is, the bigger the node’s likelihood to run an event
is. The model can be seen as a way to determine the sensing and transmitting frequency depending on
the current state. τ depends on the time of the last successful event because, here, we assume that the
channel is not ideal and pl is the probability of a sensing report to have errors and therefore, need to be
send again.
Remind from the original MARKERS model, that an event consumes a total amount of energy equal
to E . Therefore, the battery or super-capacitor storage capacity is (N−1)E .
The total number of states is N ∗ (M+1)∗T . Next, we will define the action set.
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Action set
The system we are modeling is based on a node reporting sensing events to a sink. Hence, the agent
featured by the node will be able to decide between two possible actions: stay idle or run an event. We
define the action to take as a, which can be either 0, for not running an event, or 1 when doing so.
Both actions are available in all the possible system state, except that sensing events are not possible
when there is not enough energy to run them. Thus, action a = 1, is not possible in states where n = 0.
Transition probabilities
The transition probabilities, pa(s,s′), to the future state depend on the current one as well as the decision
taken. The function can be discomposed into three functions: one for the energy level, another for the
active boards and, finally, for the parameter τ.
pa(s,s′) = pna((m,n),n′)∗ pma(m,m′)∗ pτa(τ,τ′) (5.2)
For the energy harvesting point of view, the transition probability is the same as the one presented
in 2.3, pma(m,m′) = δm,m′ . pna((m,n),n′) is similar to the one discussed in that section, changing the
event probability for the action a:
pna((m,n),n′) =


(1−a)mk n′ = n+1,1≤ n < N−1
(1−a) k−mk +amk n′ = n,1 ≤ n < N−1
a k−mk n
′ = n−1,1≤ n≤ N−1
k−m
k n
′ = n = 0
m
k n
′ = 1,n = 0
(1−a)+amk n′ = n = N−1
0 otherwise
(5.3)
Concerning the parameter τ, when the action is not to run an event, then τ increases until its maximum
value, T . When the policy is to run an event, if it is successful τ transits to 0, and if not it increases:
pτa(τ,τ′) =


1−a(1− pl) τ′ = τ+1,0≤ τ < T −1
1−a(1− pl) τ′ = τ = T −1
a(1− pl) τ′ = 0
0 otherwise
(5.4)
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Figure 5.1: Successful and Missed Transmissions Ton = To f f
Reward function
We propose a reward function that increases the probability to run an event when the residual energy
available is high compared to the total capacity and decreased when less energy is available. Remember
that when there is no enough energy to send a sensing report, that action is not possible. The reward
for running an event also increases when the last time the node experienced a successful event when τ is
closer to the desired T . In addition, the expected harvested energy is also a factor that the function takes
into account. The higher is the energy harvested, the higher is the reward obtained. We define the reward
for state s and action a as:
r(s,a) =


e
n
N
√
τ+1
T − k−Mk e
N−n
N (
k−m
k +pl )
a = 1
k−M
k e
N−n
N
m
k a = 0
(5.5)
Note that the node gets more reward if it runs two events consecutively instead of waiting one time
slot and then sending the report.
5.4 Results
For simulating the Markov Decision Processes framework, we used some of the functions implemented
in the ”MDP Toolbox v3.0 for MATLAB” by INRA Toulouse; [3]. This toolbox incorporates the devel-
opment of both methods we analyzed, the Value Iteration and the Policy Iteration.
In figures 5.1, 5.2 and 5.3 we observe the number of successful transmissions and the number of
missed events, one following a random case simulation and the other following the decisions taken by the
corresponding policy. Every figure is composed by two sub-figures, one for the Value Iteration method
and one for the Policy Iteration. All the situations share the same parameters except for the average state
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Figure 5.2: Successful and Missed Transmissions 2Ton = 5To f f
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Figure 5.3: Successful and Missed Transmissions Ton = 3To f f
time for the harvesting boards. Those parameters are N = 20, p = 0.05 and M = 2. The average time for
the harvesters were Ton = To f f , 2Ton = 5To f f and Ton = 3To f f , respectively. The probability of error in
an event transmission is 10−4.
Figure 5.4 shows the percentage of improvement between using the MDP model and the random
situation for all the cases and methods. This percentage is only computed considering the number of
successful transmission, not the missed events. The MDP cases do not miss any event because of the
lack of energy, recall that the action of running an event while being in any state with energy n = 0 is not
possible. Therefore, they are only caused by the irregularities of the channel. However, we observe that
the number of missed events in the random scenarios are generally much higher.
We see that the Policy Iteration method performs slightly better than the Value Iteration. When k
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Figure 5.4: Percentage of improvement between mdp and random simulation
is small, the MDP actions showed a great improvement versus the random events, not triggered by the
agent’s decisions. However, in cases with higher k and lower active probabilities of the harvesting boards,
the MDP framework is not that useful anymore, and it may even make the node send less sensing reports
than the random simulations.
Additionally, in order to computer the optimal actions for each state of the node, it is necessary to
compute first the transition probability matrix and then the rewards matrix. The computing time is quite
high, that is because we used smaller battery sizes, N, for the simulations.
5.5 Conclusions
In this chapter, we have presented an extension of the MAKERS model, based on the Markov Decision
Processes framework. First, we have introduced the concept of the MDP and some of the previous work
done on Wireless Sensor Networks. This extended model teaches the node in order to make it able to
decide how to react in front of all the possible states, choosing to run an event or wait until the conditions
improve, while harvesting energy.
Simulations showed that with good conditions, using the MDP model improves the node perfor-
mance, increasing their ability to run events up to 230%, for the cases we studied. However, when the
harvesting or application conditions are not that favorable, the model does not improve the random case
we discussed earlier. Further efforts need to be done on incorporating the consumption for no-events
time slots and its impact on the reward function proposed. Additionally, real experiments would finally
determine the validity of this new approach.
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Chapter 6
Open Issues and Conclusions
Wireless Sensor Networks are not only another version of the classical telecommunications networks,
but networks with new peculiar requirements. Sensor nodes have limited energy storage capabilities
and they necessarily have to harvest energy from their surroundings. This capability has the potential
to simultaneously address the conflicting design goals of lifetime and performance. However, precise
energy models for these devices are still missing and hence protocol evaluations are not enough accurate.
Therefore, the research community needs to not only cope with an energy model describing the
harvesting capabilities of the sensor nodes, but it also have to develop precise energy consumption models
that include how they consume the available energy.
This thesis have proposed a Markov Chain based model, called MAKERS, to analyze sensor nodes
feed with multiple energy harvesting boards. It captures not only the energy state of the node but also
the state of the different energy harvesting boards that feed its energy supply. It allows to calculate
the probability of an event, such as a transmission of a sensing report, to be lost because of the lack
of energy and, additionally, the average time before the first time this happens depending on the initial
energy status.
First, we consider the case of having many boards harvesting from the same energy source. Later, we
relaxed this constraint and account for totally different and independent sources. Further, we extended
the model adding the power consumption during no-event periods.
The simulations and early experiments were done using MATLAB and MICA2 nodes feed with the
RF harvesting kit from Powercast. Whereas this was a good an suitable way to compare the differ-
ences between the real cases and the model concerning the time before the node runs out of energy, it
is not suitable to get any absolute values about the event-loss probability. Additionally, the experiments
were conducted using only one Energy Harvesting board using RF energy. Hence, the next step would
comprise the implementation of better experiments that allow to measure loss probabilities and combine
different energy sources within the same sensor node to verify the approach of the model with inde-
pendent and different energy sources. The results of such tests would provide a good result about the
efficiency of the different models and would maybe show a difference to our results on the simulations.
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Finally, we also introduced an extension of MAKERS, build upon the concept of Markov Decision
Processes. This framework allows the node to decide what operating mode should operate in the next
time slot. However, this model has only been described and numerically evaluated, but a reliable simula-
tion analysis and further experiment is still missing. Because of this, we propose to adapt the framework
to account for some of the modifications of the first model proposed and evaluate its performance using
real sensor nodes, such as the MICA2, using multiple energy harvesting boards.
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