Abstract-A two transmitter single receiver multiple access noise-free network is considered where interference is additive and the transmit and receive alphabet size is the same. We consider two performance metrics -Code Rate and Sum Rate. Code Rate is defined as the ratio of the symbols recovered after Multiple Access Interference, to the symbols sent by the transmitters. The Sum Rate is the number of symbols successfully received per unit time. A packet by packet coding scheme is presented where we determine how these rates change with redundancy. We propose a coding mechanism that maximizes the Code and Sum Rates and show that it suffices to code at only one of the transmitters and that systematic codes are sufficient for this purpose. The development is independent of the alphabet size the symbols are defined over. We also show that we can achieve maximum rates by using a random code. This allows us to choose codes in a random fashion and the scheme achieves optimality with probability tending to 1 exponentially with the code length.
I. INTRODUCTION
We consider a multiple access noise-free network where two transmitters are transmitting to a single receiver without coordination in fixed time slots. All transmissions begin at the beginning of the slot. The Multiple Access Interference (MAI) is additive but the alphabet size of the received vector is fixed and the same as that of the transmit vector. We will call this a finite field adder channel. Chang and Weldon in [1] have derived the capacity for a multiple access noisefree binary adder channel where the bits interfere additively over the real field. They proposed a coding technique which achieved capacity asymptotically with the number of users. Capacity achieving codes have also been proposed in [2, 3, 4] . Mathys in [6] determined the T -user capacity regions for the collision channel for asynchronous and slot synchronous users, and also gave constructive codes that approach all rates in these regions. Hughes in [5] considered the design of codes for M users that permit any sub-collection of up to T of the M to transmit at the same time. Caire et.al [7] presented a novel class of signal space codes for bandwidth efficient transmission on a random access collision channel. All of the above works considered collisions where the cardinality of the received vector increased with the number of transmitters. In [10] , transmission of information is considered for a modulo-2 multiple access channel where a proper subset of the transmitters transmit. However, it does not consider finite field channels in general. If the alphabet size of the received vector is allowed to grow with the number † This work has been supported by grants ITR/SY 02-194, HP 008542-008, NSF CCR 0093349 and MURI 6893790. of transmitters, the receiver has more information about the transmissions than when the received vector is constrained to be in a field which has the same size as that of the transmitted vector. Thus, rates are lower for a finite field adder channel as the receiver can observe only over the field in which transmissions occur. However, the receiver design becomes independent of the number of users. We use two performance metrics : Code Rate and Sum Rate. Code Rate is defined as the ratio of the symbols recovered after MAI, to the symbols sent by the transmitters and Sum Rate is the information received per unit time. For fixed information received per slot, maximizing sum rate leads to minimizing the slot length. However, this does not tell us whether one or both transmitters should transmit over the slot duration. We can have situations where the sum rates are same but the energy required per slot is different because one transmitter does not transmit over the entire slot duration. In order to capture this energy efficiency of transmissions, we use the Code Rate metric. The Code Rate tells us what fraction of the energy spent in a slot is used for transmitting information. We show in Theorem 6 that Code Rate maximization gives us the maximum sum rate for this channel. We call the maximum Code Rate possible as the Optimal Code Rate and from it go on to derive the maximum sum rate. We present a coding mechanism that achieves the Optimal Code Rate for such a channel and also show that a random code becomes optimal with probability tending to 1 exponentially with the length of the code. We can therefore use a random code and achieve optimal rates for this channel with the codeword size well under practical limits. This is akin to the random coding theorem argument, such as the one established for noisy channels in [9] . This paper is divided into 7 sections. In Section II, we present the network model. In Section III, we develop the tools needed to construct codes and in Section IV, discuss code construction. Section V contains the derivation of the maximum code and sum rates that the codes can achieve and in Section VI, we show how random coding achieves maximum possible rates. We conclude in section VII.
II. MODEL DEVELOPMENT
Let a and b be two vectors of size n a and n b , respectively. These represent the data packets that need to be sent to the receiver by the two transmitters. The data packets originate from discrete memoryless uncorrelated sources. For ease of presentation, we operate in the binary field but the results are not dependent on the field size. Since the packets are a sequence of bits, a and b are vectors in the binary field and henceforth, they will be known as transmit vectors. It is assumed that n a ≥ n b . (Otherwise, the arguments still hold with a and b interchanged.). Let m a and m b be the increase in the size of a and b respectively due to coding. Therefore, l a and l b denote the lengths of the vectors obtained by coding on a and b respectively. In general l a = l b and so both transmitters may not be transmitting for the entire slot duration. However, at least one transmitter will transmit for the whole duration. We have If m 1 bits of a and m 2 bits of b are recoverable at the receiver for given m a and m b , we need to find functions that map (m a , m b ) to m 1 and m 2 and the regions over which these functions are defined. Using these functions, we find the Optimal Code Rate and we show in Theorem 6 that we can derive the maximum sum rate from it. We call the codes that give the optimal code rate as Optimal Codes. Knowing these functions, we can find the subset of transmitted bits recoverable for given redundancy. Thus the code rate is 
all bits can be recovered after MAI at the receiver. Thereby, we can safely reduce the region for finding the solution to the region ABCD shown in Figure 2 . All points not in ABCD will have a lower code rate as the received vector size remains same for increasing l a and l b . Hence, we confine our analysis of finding optimal codes to the region ABCD.
We construct a model that represents the multiple access network we are analyzing. Figure 1 In this model, all operations, matrices and vectors are in the binary field. Even if we use symbols from a larger field, the vectors involved and the matrices L a and L b take on the same form. Further, we show in Lemma 1 that even if matrix T contains elements from a larger field, we do no better than when considering elements from a binary field. Therefore, we do not lose generality by confining our analysis to a field of size 2. Analyzing the model, we have the following equations:
We define a row vector having only one non-zero element as a 1row. In order to recover m 1 bits of a and m 2 bits of b,
× n b size matrix with m 2 1rows and the 1row positions for these matrices should not overlap.
III. CODING MECHANISM
In this section we develop the tools required in finding optimal codes. Consider matrices L and W . W is generated by receiver matrix T operating on L and because of the nature of W a and W b , it consists only of 1rows. The rows of W are thus linear combinations of the rows of L. We need to find, for given L, the maximum number of 1rows in W that can be generated by linear combinations of the rows of L. This maximizes m 1 + m 2 for given l a + l b which in turn maximizes the Code Rate. The codes formed by this process are optimal codes. This also specifies the matrices L a , L b and T . Therefore, optimal codes are found by jointly optimizing the encoder and decoder matrices. We now prove the following theorems:
Theorem 1: Optimal codes are not contained in the region
Theorem 2: Systematic coding gives rise to optimal codes. Proof: In order to prove the theorems, we need to establish the following lemma: 
We will make use of the property of fields that 0 is an identity under addition and any element multiplied with 0 is 0. Therefore,
Since the number of independent row vectors in C is
Therefore, in D we have k independent non-zero elements in positions [n b + 1, n a ] and 2(s − k) independent non-zero elements contained in the first and last n b positions. When we generate 1rows, we force all but one of these independent elements to be 0. The dependent elements are always forced to 0 as they can never generate 1rows. Thus, the maximum number of 1rows possible is 2s − k. This lemma shows that the maximum number of 1rows possible by linear combination is independent of the size of the field. Thus, we can safely assume T to contain elements from the binary field. Using this lemma, we establish the type of coding that needs to be done. Throughout our paper, I k×k represents a k × k identity matrix and 0 p1×p2 represents a
We form matrix G by inserting 1rows to P in any position 
Thus L b is of the form
Since, the number of 1rows added to G by m a does not depend on where they are inserted, L a can be systematic, i.e.
gives rise to optimal codes and the rows of P form the first n a rows of L.
IV. CONSTRUCTION OF OPTIMAL CODES
Using the results of the previous section, we now construct optimal codes. Two cases arise: Case 1: m b = 0 In this case, coding is done on a only. Let the redundancy added to a be m a . This corresponds to appending m a 1row vectors to P such that the 1 in each of these vectors lie in the first n a positions and the resulting matrix consists of independent rows. Using Lemma 1:
where m b = 0, 0 ≤ m a ≤ n a and M is a matrix containing 1rows.
In this case coding is done on a and b. Redundancies of m a and m b are added to a and b respectively. When m a < k, m a 1rows are appended to P such that each 1row contains a 1 in the first n a positions. Then, k − m a 1rows are appended to the matrix resulting from the previous step so that 1 is contained in one of the last n b positions. 1rows are appended such that the resulting matrix consists of independent rows. Using Lemma 1:
where,
G and H are matrices containing unique 1rows. When m a > k, coding involves appending k 1rows to P such that each row contains the 1 in the last n b positions. Then, m a − k 1rows are appended to the matrix resulting from the previous step so that a 1 is contained in the first n a positions for each vector. 1rows are appended such that the resulting matrix consists of independent rows. Using Lemma 1:
S and K are matrices containing 1rows. We now prove the following theorem which removes a region from our further analysis:
Theorem 3: Optimal codes are not contained on the line
Proof: Let P be defined as before. Coding in this region results in the insertion of at least one row vector to P which is not a 1row. The inserted rows that are not 1rows contain a 1 in the first n a positions and a 1 in the last n b positions. The other elements are 0. The number of 1 rows decide the size of the subset recoverable at the receiver. But in this case, the rows that are not 1rows increase redundancy but do not give us a larger subset. Thus, we should not insert any row that is not a 1row. This is not possible on the line
Hence, this line does not contain optimal codes.
A. Regions
Based on the analysis done, the regions over which optimal codes exist are shown in Figure 3 . 
Region 1:
B. Optimized Regions Theorem 4: To achieve the optimal code rate, it suffices to code on only one vector.
Proof: In Region 1 and Region 2, it is seen that m 1 and m 2 do not depend upon m b . Thus, for higher code rate, m b should be kept as low as possible. We thus set m b = 0 for Region 1 and m b = n a − n b + 1 for Region 2. As n a ≥ n b
Thus optimal codes cannot be in Region 2 as this region does not contain codes with higher code rate than Region 1. Hence, we do not consider this region in our further search for optimal codes. In Region 3, m 1 and m 2 do not depend on m a . Therefore, it is best to keep m a at its lowest, i.e. m a = 0. We thus consider codes over Region 1 and Region 3 where we set m b = 0 and m a = 0 respectively. Thus, in order to achieve the optimal code rate, it suffices to code on only one vector.
The optimized regions are shown in Figure 4 .
These are the Optimal Code Rate Equations. + n b , n b ) . Thus, for obtaining the highest code rate, we code on the larger vector and the redundancy size is the size of the smaller vector. The optimal code rate is
Case 2: n a = n b = n Here, for given m, both regions give the same code rate and we can code on any of the two vectors.
A symmetry exists about the line l a = l b and there are two optimal points. The optimal code exists when m is maximum, i.e. m = n. These points are
In this case, optimal coding results in the size of redundancy being equal to the transmit vector size and the optimal code rate is Proof: From Theorem 5 we see that max(l a , l b ) = n a + n b , m 1 = n a and m 2 = n b . All quantities are normalized with respect to the field size under consideration.
For this channel we know that I(Y ; X a , X b ) = H(Y ) = 1. Thus R sum ≤ 1. We have thus reached the upper limit in (25) and get the maximum sum rate from the optimal code rate for this channel. VI. RANDOM CODING In the previous section, we derived the optimal code and sum rates (24, 25) for a two-transmitter multiple access binary adder channel where the transmit vectors a and b (n a ≥ n b ) interfere additively over the binary field. We had also shown that it is sufficient if we code on only one of the transmit vectors and that we achieve the optimal code rate by coding on a with a redundancy of n b . We now show that we can achieve optimal rates by randomly coding over the transmit vectors. We assume that the receiver has knowledge of the code being used at the transmitter.
Theorem 7: For a two transmitter multiple access binary adder channel where the transmit vectors interfere additively over the binary field, random coding gives the optimal code rate as code lengths tend to infinity.
Proof: We had established in Theorem 5 that coding on the larger transmit vector is sufficient to achieve optimal rates. When the two transmit vectors have the same length, it does not matter where we put the code and for our subsequent analysis we choose a to have the code. Thus, we now code randomly over the larger transmit vector a to generate redundancy g having a length of n b . We can break a into two vectors a 1 and a 2 where a 1 is a vector representing the first n b bits of a and a 2 is a vector representing the last n a − n b bits of a. Thus a = a 1 a 2 . The vectors coming out of the encoders are X a = a 1 a 2 g and X b = b . Now, consider any vector of length n as an element belonging to a finite field of size 2 n represented by 
where addition is over 2 n b . x 1 +y 1 corresponds to the first n b , x 2 to the next n a −n b and x 3 to the last n b bits of Y . From Theorem 5, we see that we can achieve the optimal code and sum rates only with complete recovery at the receiver. Thus, we need to get x 1 , x 2 and y 1 after decoding. We get x 2 as it does not suffer MAI. For m ∈ 2 n b denote: m = x 1 + y 1 with addition corresponding to finite field addition and m represents the first n b bits of Y . Now, for any α ∈ 2 n b , α = 0, ∃ α * ∈ 2 n b such that
x 3 corresponds to the last n b bits of Y and we get y 1 from: y 1 = m + α * x 3 . Using y 1 , we get x 1 in the next step : x 1 = m + y 1 where all operations are confined to 2 n b . Thus, we recover x 1 , x 2 and y 1 and achieve optimal rates. We achieve the optimal code rate as long as (26) holds, i.e. multiplicative inverse of α exists. Equation (26) holds iff α = 0. Since, α is chosen randomly (uniformly) from 2 n b , the probability that a random code is an optimal code, P R is given by
Since, n a ≥ n b , by letting n a , n b → ∞ we get
Since the probability of a random code being optimal tends to 1 exponentially with n b , we may achieve the optimal code rate with moderate code lengths. Also, the number of attempts to get an optimal code falls exponentially with code length. This is a Strong Coding Theorem for this channel and the result is akin to the Schwartz-Zippel Theorem in [8] . VII. CONCLUSION We have looked at a multiple access noise-free network where the transmit and receive alphabet size is the same. We derived the Optimal Code Rate and Sum Rate for such a channel and developed a coding mechanism that achieves these rates. We obtained the relation between the size of the subset that can be recovered following MAI and redundancy added at the transmitters which led to the derivation of optimal code and sum rates. We derived a Strong Coding Theorem for this channel where we showed that a random code gives the optimal code rate with probability tending to 1 exponentially with code length. VIII. REFERENCES
