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Abstract
For every integer n > 0, we consider all iterated function systems generated by n+ 1 Euclidean similarities acting on Rn whose
fixed points form the set of vertices of an n-simplex, and characterize the nature of attractors of such iterated function systems in
terms of contractivity factors of their generators.
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1. Introduction
Let X be a complete metric space with the metric d . Following Barnsley [1], we call a nonempty family of finitely
many contractions on X an iterated function system on X. Every iterated function systemF on X induces a contraction
ΦF on the metric space K(X) of nonempty compact subsets of X given by
ΦF (E) =
⋃
f∈F
f (E) for E ∈K(X); (1)
see [1, Theorem III.7.1, p. 81]. Recall that K(X) is a complete metric space equipped with the Hausdorff metric
defined by
dH (A,B) = max
{
max
x∈A d(x,B),maxx∈B d(x,A)
}
,
where d(x,A) denotes the distance from any point x ∈ X to the set A ⊂ X. Since every contraction on a complete
metric space has a unique fixed point by the Banach contraction principle, there is a unique nonempty compact subset
AF of X such that ΦF (AF ) = AF . The compact set AF is called the attractor of F .
This work is concerned with attractors of iterated function systems on Euclidean spaces Rn consisting of contractive
similarities. Such an attractor is usually called a self-similar set in Rn. By a contractive similarity on Rn we mean a
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Y. Chiang, Y.S. Wang / Topology and its Applications 154 (2007) 2376–2390 2377function f :Rn → Rn defined by f (ξ) = rS(ξ) + ξ0 for ξ ∈ Rn, where ξ0 ∈ Rn, S is an orthogonal transformation
from Rn onto itself, and r is a constant with |r| < 1. The number r will be called the multiplier of f . Clearly, constant
functions from Rn into itself are contractive similarities on Rn with zero multipliers. Constant functions will be called
singular similarities. A similarity is called regular when its multiplier is non-zero. A similarity f as given above will
be called elementary if S is the identity transformation. In this case, f (ξ) = r(ξ − ξf ) + ξf for ξ ∈ Rn, where ξf is
the fixed point of f .
We shall restrict our attention to iterated function systems on Rn consisting of elementary contractive similarities
whose fixed points form a geometrically independent subset of Rn. A nonempty finite subset of Rn is called geomet-
rically independent if it is the set of vertices of a simplex. More precisely, a finite subset {ξj : 0 j m} of Rn with
m > 0 is geometrically independent if and only if m  n and {ξj − ξ0: 1  j  m} is a set of linearly independent
vectors in Rn.
The main purpose of this work is to characterize the nature of self-similar sets in Euclidean spaces. For given
integers 0 <m n, and for every integer j with 0 j m, let fj be an elementary contractive similarity on Rn with
the fixed point ξj and the multiplier λj such that {ξj : 0  j  m} is geometrically independent. We shall prove in
Theorem 3.2 to characterize the nature of the attractor A(λ0, . . . , λ0) of the iterated function system {fj : 0 j m}
in terms of the multipliers (λ0, . . . , λ0). For the proof of our main theorem, we normalized the iterated function system
so that ξ0 = e0 = 0 ∈ Rn and ξj = ej = (δj1, . . . , δjn) for 1  j  m, where δjk are Kronecker’s numbers. Such an
iterated function system will be called a normalized similarity system with m+ 1 generators.
The rest of this paper is organized as follows. Section 2 is a general discussion on the nature of attractors of
iterated function systems on complete metric spaces. Attractors of iterated function systems will be classified into four
categories, say degenerate, Cantor-like, just-touching, and overlapping. Section 3 is devoted to proving Theorem 3.2.
In Section 4, we consider for every fixed integer n > 0 the space of attractors A(λ0, . . . , λn) of normalized similarity
systems with n + 1 generators equipped with the Hausdorff metric. As a mapping of (λ0, . . . , λn), we investigate the
injectivity of the mapping (λ0, . . . , λn) → A(λ0, . . . , λn) is also discussed.
To proceed, we shall need the following notations. The set of all positive integers will be denoted by N. As usual,
for any given real numbers r < t , we use [r, t] for the closed interval with r and t as its endpoints. For any given
subset E of a metric space X, let intE, E and ∂E denote respectively the interior, closure and boundary of E. The
fixed point of a contraction f on X is written by Fix(f ). For any nonempty family F of contractions on X, we write
Fix(F) = {Fix(f ): f ∈F}.
2. Attractors
This section is used to set up some preliminary results that we need later. Throughout this section, let X denote
a complete metric space with the metric d . First, we relate the attractor of an iterated function system on X to any
nonempty closed subset of X which is invariant under the iterated function system. A subset E of X will be called
invariant under a function f :X → X if f (E) ⊂ E. While E is called invariant under a nonempty family F of
functions from X into itself if E is invariant under every function in F . In this case, E is also called F -invariant. For
instance, the attractor of an iterated function system F on X is invariant under the semigroup generated by F .
Observe that if a contraction on X leaves a nonempty closed subset E of X invariant, then E must contain the
fixed point of the contraction. Now, if E is invariant under an iterated function system F , then E is invariant under
the semigroup GF generated by F and E ⊃ Fix(GF ). Since AF is the closure of Fix(GF ) [4, Section 3.1], we have
AF ⊂ E.
Proposition 2.1. Let F be an iterated function system on X, and let E be a nonempty closed subset of X. If E is
F -invariant, then AF ⊂ E.
For doing classification on attractors, we shall give a description to attractors of iterated function systems which
contains some constant functions. Constant functions will be called singular contractions on X. While a contraction on
X will be called regular if it is not constant. An iterated function system F on X is called regular if every contraction
in F is regular, and called singular otherwise.
For any given iterated function system F on X, let ΦF be the contraction onK(X) as given in (1). For every n ∈ N,
let Φn denote the nth iterate of ΦF , i.e., Φn = ΦF ◦Φn−1, where Φ0 (E) = E for every E ∈K(X).F F F F
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f is regular}, and let A0 = {ξf : f ∈F − F̂}.
(i) If F̂ = ∅, then AF = {ξf : f ∈F}.
(ii) If F̂ 
= ∅, then AF = AF̂ ∪
⋃∞
n=0 ΦnF̂ (A0).
Proof. It suffices to prove (ii). For simplicity, we write Φ = ΦF and Φ̂ = ΦF̂ . Note that A0 
= ∅ since F is a singular
system. Since AF̂ ∪A0 ⊂ AF , we have AF ∪E ⊂ AF , where
E =
∞⋃
n=0
Φ̂n(A0).
By Proposition 2.1, the proof will be complete if AF̂ ∪E is closed and F -invariant.
Since f (A0) = {ξf } for f ∈F − F̂ , by applying induction one proves easily that for every integer n 0,
Φn(A0) =
n⋃
k=0
Φ̂k(A0).
This implies that
E =
∞⋃
n=0
Φn(A0),
and that E is F -invariant since f (Φn(A0)) ⊂ Φn+1(A0) ⊂ E for f ∈F and integer n 0. Note that f (AF̂ ) = {ξf } ⊂
A0 ⊂ E for f ∈F − F̂ . Therefore, AF̂ ∪E is F -invariant.
Finally, we prove that every accumulation point of E lies in AF̂ ∪E. This implies that AF̂ ∪E is closed. Let ζ be
an arbitrary accumulation of E such that ζ /∈ E. For every r > 0, let N (ζ, r) denote the open ball in X centered at ζ
of radius r > 0. For any given number r1 > 0, there is an integer n1  0 such that N (ζ, r1)∩ Φ̂n1(A0) 
= ∅. Since
K1 =
n1⋃
k=0
Φ̂k(A0)
is compact and ζ /∈ K1, there is a positive number r2 < 2−1r1 such thatN (ζ, r2)∩K1 = ∅ andN (ζ, r2)∩Φ̂n2(A0) 
= ∅
for some integer n2 > n1. Continuing in this way, there exist a sequence {np}∞p=1 of integers and a sequence {rp}∞p=1
of numbers such that 0  np < np+1, 0 < rp+1 < 2−1rp and N (ζ, rp) ∩ Φ̂np (A0) 
= ∅ for p ∈ N. For every p ∈ N,
choose an ηp ∈N (ζ, rp)∩ Φ̂np (A0). Then
d(ζ,AF̂ ) d(ζ, ηp)+ d(ηp,AF̂ ) rp + dH
(
Φ̂np (A0),AF̂
)
.
Since limp→∞ rp = 0 = limp→∞ dH (Φ̂k(p)(A0),AF̂ ), we have d(ζ,AF̂ ) = 0 and ζ ∈ AF̂ . 
In the rest of this section, we discuss the classification on attractors of iterated function systems on X. If all
functions in an iterated function system F on X have the same fixed point, then AF consists of a single point. This
is uninteresting. In the following, unless specifically stated otherwise, we assume that every iterated function system
F contains two functions having distinct fixed points. Note that if every function in F is injective, then AF is perfect
and uncountable [3, Theorem 4.3].
To proceed, we need address functions and code spaces. For any integer m > 1, the code space Σm on m symbols
is the set of all functions from N into the set {k ∈ N: 1 k m} endowed with the metric Dm given by
Dm(σ, τ) =
∞∑
n=1
|σ(n)− τ(n)|
(m+ 1)n for σ, τ ∈ Σm.
Note that (Σm,Dm) is compact, totally disconnected and perfect; [1, pp. 122–127].
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write ΨF (σ,n) = fσ(1) ◦ · · · ◦ fσ(n). Note that the sequence {ΨF (σ,n)}∞n=1 converges to a constant function with the
value in AF ; see [1, Theorem IV.2.1, p. 123]. This defines the address function ΨF :Σm → AF for AF given by
ΨF (σ ) = lim
n→∞fσ(1) ◦ · · · ◦ fσ(n)(x) for all x ∈ X.
For every x ∈ AF , the preimage Ψ−1F (x) is the set of addresses of x. Moreover, ΨF is continuous and surjective [1,
Theorem IV.2.1, p. 123].
By the compactness of Σm, the address function ΨF maps Σm homeomorphically onto AF if and only if ΨF is
injective. In general, ΨF is not necessarily injective. For instance, if F contains some constant function fj , then ΨF
is not injective. Indeed, if fj (x) = x0 for all x ∈ X, then by choosing any integer i 
= j with 1  i  m, we have
ΨF (σ ) = ΨF (τ ) = x0, where σ , τ ∈ Σm are given by σ(n) = j for all n ∈ N, and τ(1) = j and τ(n) = i for all
integers n > 1.
Lewellen gave a characterization to the injectivity of ΨF in [6, Proposition 2.11]. For later use, we state the
proposition as follows.
Proposition 2.3. Let F be an iterated function system on X. Then the address function for AF is a homeomorphism
if and only if the following conditions are satisfied.
(i) The restriction of every f ∈F to AF is injective.
(ii) f (AF )∩ g(AF ) = ∅ for any distinct f , g ∈F .
The injectivity of the address function is also investigated in [1, Theorem IV.2.2, p. 125] without assuming condi-
tion (i) of Proposition 2.3. However, the condition (i) is essentially used in its proof. The following example shows
that the address function may not be injective when the condition (i) of Proposition 2.3 is omitted.
Let f1(x) = −34 x and f2(x) = 13 (x2 + 2) for x ∈ R. Clearly, f1 and f2 are contractions on the closed interval
I = [−1,1] ⊂ R with f1(0) = 0 and f2(1) = 1. Consider the iterated function system F = {f1, f2} on I , and the
interval I0 = [−34 ,1]. A direct computation proves that I0 is F -invariant and f1(I0)∩ f2(I0) = ∅. Thus, AF ⊂ I0 and
f1(AF )∩ f2(AF ) = ∅. Note that {0,1, −34 , 34 , 4148 } ⊂ AF and f2 is not injective on AF since
f2 ◦ f1 ◦ f2(0) = 34 , f1(1) =
−3
4
and f2 ◦ f2 ◦ f1 ◦ f2(0) = 4148 = f2 ◦ f1(1).
Moreover, the address function ΨF for AF is not injective since ΨF (σ ) = ΨF (σ ) = 4148 , where σ , τ :N → {1,2} are
given by
σ(n) =
{
2 when n = 1,2,4,
1 when n = 3 or n 5, and τ(n) =
{
1 when n = 2,
2 when n = 1 or n 3.
We are now ready to classify attractors. Let F be any iterated function system on X.
(i) Totally disconnected: In [1, Definition IV.2.2. p. 125], AF is called totally disconnected when the address func-
tion ΨF for AF is injective. This is confusing and inappropriate. Although, AF is totally disconnected when ΨF
is injective, however the converse is generally not true. In [3, Section 4, Remark 2], Hata constructed an iterated
function system on R whose attractor A0 is perfect and totally disconnected but the address function for A0 is
not injective.
Therefore, we subdivide totally disconnected attractors into two categories. When ΨF is injective, we shall call
AF Cantor-like. The adjective “Cantor-like” is used to emphasize that AF is homeomorphic to the corresponding
code space. If ΨF is not injective and if AF is totally disconnected, then AF will be called degenerate.
(ii) Just-touching: Following Barnsley [1], AF is called just-touching if it is not totally disconnected and F satisfies
the open set condition, i.e., there is a nonempty F -invariant open subset U of X such that f (U) ∩ g(U) = ∅ for
any distinct f , g ∈F . We shall alternatively say that U satisfies the open set condition for F .
(iii) Overlapping: If AF is neither totally disconnected nor just-touching, then it is called overlapping.
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open set condition for F . The continuity of every f ∈F implies that f (U) ⊂ f (U) ⊂ U . Thus, U is F -invariant, and
AF ⊂ U . If, in addition, every function in F is an open map, then for any distinct f , g ∈F , we have
f (AF ) ⊂ f (U) ⊂ f (U) ⊂ X − g(U) and f (AF )∩ g(U) = ∅.
The strong open set condition. Schief introduced in [8] the strong open set condition to iterated function systems on
Euclidean spaces. This condition extends naturally to any complete metric space. An iterated function system F on X
is said to satisfy the strong open set condition if there is an open subset U of X satisfying the open set condition for
F with U ∩ AF 
= ∅. Similarly, we shall say that U satisfies the strong open set condition for F . As an example, by
the compactness of AF , one proves easily that if f (AF )∩ g(AF ) = ∅ for any distinct f , g ∈F , then there is an open
subset U of X such that U ⊃ AF and U satisfies the open set condition for F . Consequently, F satisfies the strong
open set condition. For instance, if AF is Cantor-like, then F satisfies the strong open set condition.
Clearly, an iterated function system satisfies the open set condition when it satisfies the stronger one. Schief proved
in [8, Theorem 2.2] that an iterated function system on a Euclidean space satisfies the strong open set condition if and
only if it satisfies the open set condition.
In Section 3, we shall need the following immediate consequence of [8, Theorem 2.2] and Proposition 2.6 given
below.
Proposition 2.5. Let F = {fj : 1  j  m} be an iterated function system on Rn. Assume that every fj is an open
map. If
M =
⋃
1i<jm
(
fi(AF )∩ fj (AF )
)
has a nonempty interior in AF , then AF is overlapping.
Proposition 2.6. Let F = {fj : 1 j m} be an iterated function system on X. Assume that every fj is an open map.
If
M =
⋃
1i<jm
(
fi(AF )∩ fj (AF )
)
has a nonempty interior in AF , then F does not satisfy the strong open set condition.
The proof of Proposition 2.6 is sketched in [1, p. 143]. For the sake of completeness, we shall give a proof below.
To this end, we consider shift mappings on code spaces. For any given integer m > 1, by writing every σ ∈ Σm as
σ = (σ(1), σ (2), σ (3), . . .),
the shift mapping τ :Σm → Σm is defined by
τ(σ ) = (σ(2), σ (3), σ (4), . . .) for σ ∈ Σm.
For every j ∈ N with j m, we also consider the function τj :Σm → Σm defined by
τ(σ ) = (j, σ (1), σ (2), . . .) for σ ∈ Σm.
It follows immediately from the above definition that if σ ∈ Σm, then
τ−1(σ ) = {τj (σ ): j ∈ N and 1 j m}.
Consequently, for any set S ⊂ Σm, one obtains
τ−1(S) =
m⋃
τj (S). (2)
j=1
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τ−n(S) = {σ ∈ Σm: τn(σ ) ∈ S}.
By a similar argument as given in [2, §13.1, pp. 171–173], we obtain:
Lemma 2.7. If U and V are nonempty open subsets of Σm, then there is an n ∈ N such that U ∩ τ−n(V ) 
= ∅.
Now, for any iterated function systemF = {fj : 1 j m} on X, let ΦF be given in (1). We claim that if E ⊂AF ,
then
ΨF
(
τ−n(Ê)
)= ΦnF (E), (3)
where ΨF is the address function for AF and Ê = Ψ−1F (E). Indeed, for every j ∈ N with j m,
fj ◦ΨF = ΨF ◦ τj ;
see [7, Theorem 1.2.3, p. 14]. The above equation together with Eq. (2) imply that
ΨF
(
τ−1(Ê)
)= m⋃
j=1
ΨF
(
τj (Ê)
)= m⋃
j=1
fj
(
ΨF (Ê)
)= ΦF (E).
Now, by applying induction to n, the proof of the claim will be complete.
Lemma 2.8. Let F = {fj : 1 j m} be an iterated function system on X. If U and V are nonempty open subsets of
AF , then there is an n ∈ N such that U ∩ΦnF (V ) 
= ∅.
Proof. Write Û = Ψ−1F (U) and V̂ = Ψ−1F (V ). Note that Û and V̂ are nonempty open subsets of Σm. By Lemma 2.7,
there is an n ∈ N such that Û ∩ τ−n(V̂ ) 
= ∅. From Eq. (3), we obtain U ∩ΦnF (V ) ⊃ ΨF (Û ∩ τ−n(V̂ )) 
= ∅. 
Proof of Proposition 2.6. Suppose on the contrary that there is a nonempty open set U0 satisfying the strong open
set condition for F . Thus, U = U0 ∩ AF is a nonempty open subset of AF . By assumption, M contains a nonempty
open subset V of AF .
Let k be any integer with 1 k m. For any two integers i and j with 1 i < j m, we have k 
= i or k 
= j , say
k 
= i. Since every fj is an open map, from Remark 2.4 we obtain
fk(U0)∩
(
fi(AF )∩ fj (AF )
)⊂ fk(U0)∩ fi(AF ) = ∅.
This proves that fk(U)∩M ⊂ fk(U0)∩M = ∅ for every k. Consequently, ΦF (U)∩M = ∅. Since ΦF (U) ⊂ U , we
have
ΦnF (U)∩ V ⊂ ΦnF (U)∩M ⊂ ΦF (U)∩M = ∅ for all n ∈ N.
This is a contradiction by Lemma 2.8. 
3. Euclidean self-similar sets
In this section, we deal with iterated function systems of similarities on Euclidean spaces, and start with setting
up some notations. When there is no risk of confusing, the composition of a function f followed by another function
g will be written by gf . For any given family F of functions from Rn into itself, and for any invertible function
T :Rn → Rn, we write TFT −1 = {Tf T −1: f ∈F}.
To investigate whether an iterated function system of similarities on Rn satisfies the open set condition, we consider
the convex hull of its attractor. Let co(E) denote the convex hull of a nonempty set E ⊂ Rn. For any given iterated
function system F on Rn, we shall alternatively write CF = co(AF ). Note that CF is compact. If, in addition, every
function in F is a similarity on Rn, then CF is F -invariant by Proposition 3.1 given below, whose proof is routine
and omitted.
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T (co(E)).
Recall that an affine transformation T on Rn is a function from Rn into itself of the form T (ξ) = S(ξ) + ξ0 for
ξ ∈ Rn, where ξ0 ∈ Rn and S :Rn → Rn is a linear transformation. Clearly, T is invertible if and only if S is invertible.
From now on, we restrict our attention to iterated function systems on Rn consisting of elementary contractive
similarities with fixed points geometrically independent. For any given positive integer m n, let
B
m = {(x1, . . . , xm) ∈ Rm: |xj | < 1 for 1 j m};
D
m = {(x1, . . . , xm) ∈ Bm: |xi | + |xj | < 1 whenever i 
= j};
Δm = {(x1, . . . , xm) ∈ Dm: xj 
= 0 for 1 j m}.
The main work of this section is to prove the following theorem.
Theorem 3.2. Let m, n ∈ N with m n, and for every integer j with 0 j m, let fj be an elementary contractive
similarity on Rn with the fixed point ξj and the multiplier λj . Let F = {fj : 0  j  m}. If {ξj : 0  j  m} is
geometrically independent, then
(i) AF is degenerate if and only if (λ0, λ1, . . . , λm) ∈ Dm+1 −Δm+1;
(ii) AF is Cantor-like if and only if (λ0, λ1, . . . , λm) ∈ Δm+1;
(iii) AF is just-touching if and only if (λ0, λ1, . . . , λm) ∈ ∂Dm+1;
(iv) AF is overlapping if and only if (λ0, λ1, . . . , λm) ∈ Bm+1 − Dm+1.
To simplify the argument, we make the following remark.
Remark 3.3. Let f be an elementary contractive similarity on Rn with the fixed point ξf and the multiplier λf .
Obviously, if T is an invertible affine transformation on Rn, then Tf T −1 is also an elementary contractive similarity
on Rn with the fixed point T (ξf ) and the multiplier λf .
Now, consider the iterated function system F = {fj : 0  j  m} given in Theorem 3.2. For any given geomet-
rically independent set {ηj : 0  j  m} ⊂ Rn, there is an invertible linear transformation S :Rn → Rn such that
S(ξj − ξ0) = ηj − η0 for 1  j  m. Let T (ξ) = S(ξ − ξ0) + η0 for ξ ∈ Rn. Then every TfjT −1 is an elementary
contractive similarity on Rn with the fixed point ηj and has the same multiplier with fj . Note that T maps AF
homeomorphically onto AF̂ , where F̂ = TFT −1.
In particular, by letting ηj = ej for 0 j m, we obtain a normalized similarity system F̂ with m+ 1 generators,
i.e., every TfjT −1 is an elementary contractive similarity on Rn with the fixed point ej , where {ej : 0  j  n} is
given in Section 1. Clearly,
Π = {(x1, . . . , xn) ∈ Rn: xj = 0 whenever m+ 1 j  n}
is F̂ -invariant. Thus, AF̂ ⊂ Π by Proposition 2.1. By identifying Π with Rm, F̂ can be regarded as a normalized
similarity system on Rm with m+ 1 generators.
Now, for the proof of Theorem 3.2, we may assume that the iterated function system F given in there is a nor-
malized similarity system on Rn with n + 1 generators. Such a system will be called an n-dimensional normalized
similarity system. A normalized similarity system is called regular if every similarity in the system is regular, and
called singular otherwise. The assertions given in Theorem 3.2 for regular n-dimensional normalized similarity sys-
tems will be proved in Theorem 3.6, and that for singular ones will be proved in Theorem 3.11. Proofs of Theorems 3.6
and 3.11 will be heavily based on that for regular one-dimensional normalized similarity systems. Therefore, we divide
the rest of this section into three subsections. This first one is used to deal with regular one-dimensional normalized
similarity systems. Regular high-dimensional systems are discussed in the second subsection. The third subsection is
devoted to dealing with singular systems.
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Let F = {f,g}, where f and g are regular contractive similarities on R given by f (x) = λx and g(x) = μ(x − 1)
+ 1 for x ∈ R. Note that CF = co(AF ) is a compact interval in the real line. To describe CF , we consider the set
Λ = {0,1, λ,1 −μ,a, b}, where
a = Fix(fg) = λ(1 −μ)
1 − λμ and b = Fix(gf ) =
1 −μ
1 − λμ. (4)
Since f (1) = λ and g(0) = 1 −μ, we have Λ ⊂ AF and co(Λ) ⊂ CF . Observe that
(i) co(Λ) = [0,1] when λ > 0 and μ > 0;
(ii) co(Λ) = [λ,1] when λ < 0 and μ > 0;
(iii) co(Λ) = [0,1 −μ] when λ > 0 and μ < 0;
(iv) co(Λ) = [a, b] when λ < 0 and μ < 0.
A direct computation proves that co(Λ) is F -invariant. By Proposition 2.1, AF ⊂ co(Λ) and CF = co(Λ). For
latter use, we summarize the above discussion as the following remark.
Remark 3.4. Let F = {f,g} be given as above. By writing
Λ = Fix{f,g,fgf−1, gfg−1, fg, gf },
we obtain CF = co(Λ). Note that λ = Fix(fgf−1) and 1 − μ = Fix(gfg−1). Moreover, every endpoint of co(Λ) is
the fixed point of some function in {f,g,fgf−1, gfg−1, fg, gf } with positive multiplier.
Proposition 3.5. Let f (x) = λx and g(x) = μ(x − 1)+ 1 for x ∈ R, where 0 < |λ|, |μ| < 1. If F = {f,g}, then
(i) AF is Cantor-like if and only if |λ| + |μ| < 1;
(ii) AF is just-touching if and only if |λ| + |μ| = 1;
(iii) AF is overlapping if and only if |λ| + |μ| > 1.
Proof. By considering hFh−1 with h(x) = 1 − x for x ∈ R, we may assume that λ < 0 and μ> 0 when λμ< 0; see
Remark 3.3. Let Λ = {0,1, λ,1 −μ,a, b}, where a and b are given in (4). Since CF = co(Λ), and since
(i) f (CF ) = [0, λ] and g(CF ) = [1 −μ,1] when λ > 0 and μ> 0;
(ii) f (CF ) = [λ,λ2] and g(CF ) = [g(λ),1] when λ < 0 and μ > 0;
(iii) f (CF ) = [f (b), f (a)] and g(CF ) = [g(b), g(a)] when λ < 0 and μ < 0,
a direct computation yields:
f (CF )∩ g(CF ) = ∅ ⇐⇒ |λ| + |μ| < 1;
f (CF )∪ g(CF ) = CF ⇐⇒ |λ| + |μ| 1.
Note that AF = CF when |λ| + |μ| 1.
If |λ| + |μ| < 1, then f (AF )∩ g(AF ) = ∅, and AF is Cantor-like by Proposition 2.3.
If |λ| + |μ| = 1, then U = CF − {0,1} satisfies the strong open set condition for F , and thus, AF is just-touching.
If |λ| + |μ| > 1, then f (AF ) ∩ g(AF ) = f (CF ) ∩ g(CF ) has a nonempty interior in AF , and AF is overlapping
by Proposition 2.5. The proof is complete. 
3.2. Regular high-dimensional normalized similarity systems
For simplicity, we write Δn+1 = Δ, Dn+1 = D and
Ω = {(x0, . . . , xn) ∈ Rn+1: 0 < |xj | < 1 for 0 j  n}.
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multiplier of fj for every j . Then
(i) AF is Cantor-like if and only if (λ0, λ1, . . . , λn) ∈ Δ;
(ii) AF is just-touching if and only if (λ0, λ1, . . . , λn) ∈ Ω ∩ ∂D;
(iii) AF is overlapping if and only if (λ0, λ1, . . . , λn) ∈ Ω − D.
By Proposition 3.5, it remains to prove Theorem 3.6 for the case where n > 1. To complete the proof, we need
several lemmas and the following remark.
Remark 3.7. Let F be given in Theorem 3.6. For integers 0  i < j  n, let Aij be the attractor of the iterated
function system {fi, fj }. From the proof of Proposition 3.5, we obtain co(Aij ) = {(1 − t)ei + tej : aij  t  bij },
where
aij = min
{
0, λi,
λi(1 − λj )
1 − λiλj
}
and bij = max
{
1,1 − λj , 1 − λj1 − λiλj
}
.
Moreover, Aij = co(Aij ) whenever |λi | + |λj |  1. From Remark 3.4, we conclude that every endpoint of the line
segment co(Aij ) is the fixed point of some function in {fi, fj , fifjf−1i , fjfif−1j , fifj , fjfi} with positive multiplier.
Motivated by the proof of Proposition 3.5, we first prove:
Lemma 3.8. Let F be given in Theorem 3.6, and let Λ = {ξij , ηij : 0  i < j  n}, where ξij and ηij are the end-
points of co(Aij ). Then CF = co(Λ), and every vertex of CF is the fixed point of some function in {fi, fj , fifjf−1i ,
fjfif
−1
j , fifj , fjfi : 0 i < j  n} with positive multiplier.
Proof. The second assertion follows from Remark 3.7 when CF = co(Λ). It remains to show that CF = co(Λ). Since
Aij ⊂ AF for 0 i < j  n, we have co(Λ) ⊂ CF . To prove the opposite inclusion, we write Cij = co(Aij ). Note that
Λ ⊂
⋃
0i<jn
Cij ⊂ co(Λ) and co(Λ) = co
( ⋃
0i<jn
Cij
)
.
We claim that fk(Cij ) ⊂ co(Λ) for fk ∈ F and 0  i < j  n. This claim together with Proposition 3.1 imply that
co(Λ) is F -invariant, and that CF ⊂ co(Λ) by Proposition 2.1.
If k = i or k = j , then fk(Cij ) ⊂ Cij ⊂ co(Λ). Now, assume that i, j and k are distinct integers. By choosing
an invertible affine transformation T on Rn such that TFT −1 = F , and such that TfkT −1 = f0, TfiT −1 = f1 and
TfjT
−1 = f2, it suffices to prove that f0(C12) ⊂ co(Λ). We shall complete the proof by showing that
f0(C12) ⊂ co(C01 ∪C12 ∪C02) ⊂ co(Λ).
Since co(C01 ∪C12 ∪C02) is contained in the vector subspace of Rn spanned by e1 and e2, by identifying this vector
subspace with R2 we may write
f0(ξ) = λ0ξ, f1(ξ) = λ1(ξ − e1)+ e1 and
f2(ξ) = λ2(ξ − e2)+ e2 for ξ ∈ R2,
and write K = co(C01 ∪ C12 ∪ C02). For any points ξ , η ∈ R2, we shall write co({ξ, η}) = L(ξ, η); this is the line
segment joining ξ and η when ξ 
= η.
If λ0 > 0 and ξ ∈ K , then f0(ξ) = λ0ξ ∈ L(0, ξ) ⊂ K . Thus, f0(C12) ⊂ f0(K) ⊂ K . In the following, we assume
that λ0 < 0. By considering SfjS−1 with S(x, y) = (y, x) for (x, y) ∈ R2, we may assume that λ1 > 0 and λ2 < 0
when λ1λ2 < 0.
If λ1 > 0 and λ2 > 0, then C12 = L(e1, e2) and f0(C12) ⊂ K = co{e1, e2, λ0e1, λ0e2}.
If λ1 > 0 and λ2 < 0, then C12 = L(e1, η1) and K = co{e1, η, λ0e1, ae2, be2}, where
η = λ2e1 + (1 − λ2)e2, a = λ0(1 − λ2)1 − λ0λ2 and b =
1 − λ2
1 − λ0λ2 .
Since f0(η) ∈ L(e1, ae2) ⊂ K and f0(e1) = λ0e1 ∈ K , we have f0(C12) ⊂ K .
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ζ1 = pe1 + (1 − p)e2, ζ2 = qe1 + (1 − q)e2,
a′ = λ0(1 − λ1)
1 − λ0λ1 , b
′ = 1 − λ1
1 − λ0λ1 , p =
λ2(1 − λ1)
1 − λ1λ2 and q =
1 − λ1
1 − λ1λ2 .
Since f0(ζ1) ∈ L(ae2, ζ2) and f0(ζ2) ∈ L(a′e2, ζ1), we have f0(C12) ⊂ K . 
Corollary 3.9. Let F be given in Theorem 3.6. If λj < 0, then ej ∈ intCF .
Proof. By Remark 3.3, it suffices to prove that if λ0 < 0, then 0 = e0 ∈ intCF . Now, for every 0 < i  n, co(A0i ) =
{tei : ai  t  bi}, where A0i , ai = a0i and bi = b0i are given in Remark 3.7. Note that ai < 0 and bi  1 for every i.
Choose an r > 0 such that r  1 and r  |ai | for every i. Since i = {tei : |t | r} ⊂ CF for 1 i  n, we obtain
K = co
(
n⋃
i=1
i
)
⊂ CF and 0 ∈ intK ⊂ intCF .
This completes the proof. 
Lemma 3.10. Let F be given in Theorem 3.6. If 0 i < j  n, then
(i) fi(CF )∩ fj (CF ) = ∅ if and only if |λi | + |λj | < 1;
(ii) fi(intCF )∩ fj (intCF ) = ∅ if and only if |λi | + |λj | 1.
Proof. For n = 1, the assertions has been proved in the proof of Proposition 3.5. For n 2, by Remark 3.3, it suffices
to prove the lemma for f0 and f1, and we may assume that λ0 > 0 and λ1 < 0 when λ0λ1 < 0.
For 0 i < j  n, let Aij , aij and bij be given in Remark 3.7. For simplicity, we write aj = a0j and bj = b0j for
0 < j  n.
Case 1. Assume that λ0 > 0. In this case, aj = 0 and bj = max{1,1 − λj } for j > 0. We claim that
CF ⊂
{
(x1, . . . , xn) ∈ Rn: 0
n∑
j=1
xj
bj
 1
}
= H. (5)
By Lemma 3.8 together with the convexity of H , the claim is valid if H contains the endpoints of every co(Aij ).
Clearly, co(A0j ) ⊂ H for all j > 0. For 0 < i < j  n, the endpoints of co(Aij ) can be written as (1 − t)ei + tej for
t = aij or bij . By a direct computation, one obtains
0 1 − t
bi
+ t
bj
 1 for t = aij , bij .
This proves the inclusion given in (5).
Observe that
f0(CF ) ⊂
{
(x1, . . . , xn) ∈ Rn:
n∑
j=1
xj
bj
 λ0
}
= H0;
f1(CF ) ⊂
{
(x1, . . . , xn) ∈ Rn:
n∑
j=1
xj
bj
 1 − |λ1|
}
= H1.
Consider the hyperplane Πk which bounds the closed half-space Hk for k = 0, 1, i.e.,
Π0 =
{
(x1, . . . , xn) ∈ Rn:
n∑
j=1
xj
bj
= λ0
}
;
Π1 =
{
(x1, . . . , xn) ∈ Rn:
n∑ xj
bj
= 1 − |λ1|
}
.j=1
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H0 ∩H1 = ∅ ⇐⇒ λ0 < 1 − |λ1|;
(intH0)∩ (intH1) = ∅ ⇐⇒ λ0  1 − |λ1|.
If λ0 < 1 − |λ1|, then f0(CF ) ∩ f1(CF ) = ∅. Conversely, assume that λ0  1 − |λ1|. Let C01 = co(A01) =
{tb1e1: 0 t  1}. Then
f0(C01) = {tb1e1: 0 t  λ0}, f1(C01) = {tb1e1: 1 − |λ1| t  1}, and
f0(CF )∩ f1(CF ) ⊃ f0(C01)∩ f1(C01) 
= ∅.
Therefore, f0(CF )∩ f1(CF ) = ∅ if and only if λ0 + |λ1| < 1.
Case 2. Assume that λ0 < 0 and λ1 < 0. Then, for j > 0,
aj = λ0(1 − λj )1 − λ0λj , bj =
1 − λj
1 − λ0λj and
C01 = co(A01) = {tb1e1: λ0  t  1}.
The same reasoning as in Case 1 proves that
CF ⊂
{
(x1, . . . , xn) ∈ Rn: λ0 
m∑
j=1
xj
bj
 1
}
.
A direct computation yields
f0(CF ) ⊂
{
(x1, . . . , xn) ∈ Rn:
n∑
j=1
xj
bj
 λ20
}
= K0;
f1(CF ) ⊂
{
(x1, . . . , xn) ∈ Rn:
n∑
j=1
xj
bj
 1 + λ1 − λ0λ1
}
= K1;
f0(C01) =
{
tb1e1: λ0  t  λ20
};
f1(C01) = {tb1e1: 1 + λ1 − λ0λ1  t  1}.
Note that
K0 ∩K1 = ∅ ⇐⇒ λ20 < 1 + λ1 − λ0λ1 ⇐⇒ 1 + λ0 + λ1 > 0;
(intK0)∩ (intK1) = ∅ ⇐⇒ 1 + λ0 + λ1  0.
Now, the following implications hold immediately:
1 + λ0 + λ1 > 0 ⇒ f0(CF )∩ f1(CF ) = ∅;
1 + λ0 + λ1  0 ⇒ f0(intCF )∩ f1(intCF ) = ∅.
If 1 + λ0 + λ1  0, then λ20  1 + λ1 − λ0λ1 and
f0(CF )∩ f1(CF ) ⊃ f0(C01)∩ f1(C01) =
{
tb1e1: 1 + λ1 − λ0λ1  t  λ20
} 
= ∅.
If 1 + λ0 + λ1 < 0, then λ20 > 1 + λ1 − λ0λ1 and
f0(intCF )∩ f1(intCF ) ⊃
{
tb1e1: 1 + λ1 − λ0λ1 < t < λ20
} 
= ∅.
Therefore,
f0(CF )∩ f1(CF ) = ∅ ⇐⇒ 1 + λ0 + λ1 > 0 ⇐⇒ |λ0| + |λ1| < 1;
f0(intCF )∩ f1(intCF ) = ∅ ⇐⇒ 1 + λ0 + λ1  0 ⇐⇒ |λ0| + |λ1| 1.
The proof of the lemma is complete. 
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0 i < j  n, then AF is Cantor-like by Lemma 3.10(i) and Proposition 2.3. Conversely, assume that AF is Cantor-
like, and let Aij be given in Remark 3.7. Then every Aij is totally disconnected. If |λi | + |λj |  1 for some i < j ,
then Aij = co(Aij ) is a line segment in Rn; see Remark 3.7. This is a contradiction. Therefore, (λ0, λ1, . . . , λn) ∈ Δ
when AF is Cantor like.
Next, we prove that AF is just-touching if and only if (λ0, λ1, . . . , λn) ∈ Ω ∩ ∂D. Assume that (λ0, λ1, . . . , λn) ∈
Ω ∩ ∂D. Since |λi | + |λj |  1 for 0  i < j  n, by Lemma 3.10(ii), intCF satisfies the open set condition for F .
By assumption, |λi | + |λj | = 1 for some i < j , and Aij = co(Aij ) is a line segment in Rn. Thus, AF is not totally
disconnected, and AF is just-touching.
If AF is just-touching, then there is a nonempty open subset U of Rn satisfying the open set condition forF . Conse-
quently, U satisfies the open set condition for the iterated function systems {fi, fj } for 0 i < j  n. Note that these
iterated function systems {fi, fj } also satisfy the strong open set condition [8, Theorem 2.2]. From Proposition 3.5,
we obtain |λi | + |λj | 1 for any integers i < j , i.e., (λ0, λ1, . . . , λn) ∈ D. Since AF is not totally disconnected, we
have (λ0, λ1, . . . , λn) ∈ Ω ∩ ∂D. The proof is complete. 
3.3. Singular normalized similarity systems
In this subsection, we simply write Bn+1 = B, and let D, Ω and Δ be given in Section 3.2.
Theorem 3.11. Let F = {fj : 0 j  n} be a singular n-dimensional normalized similarity system, and let λj be the
multiplier of fj for every j . Then
(i) AF is degenerate if and only if (λ0, λ1, . . . , λn) ∈ D;
(ii) AF is just-touching if and only if (λ0, λ1, . . . , λn) ∈ ∂D;
(iii) AF is overlapping if and only if (λ0, λ1, . . . , λn) ∈ B − D.
Proof. Note that the address function for AF is not injective. If λj = 0 for every j , then AF = {ej : 0  j  n}
is totally disconnected, and is degenerate. In the following, we consider the case where λj 
= 0 for some j . By Re-
mark 3.3, we may assume that there is an integer m with 0m < n such that λj = 0 for 0 j m, and λj 
= 0 for
m+ 1 j  n. For 0 j  n, let
μj =
{
max
{ |λk |−1
2 : m+ 1 k  n
}
for 0 j m,
λj for m+ 1 j  n,
and let gj (ξ) = μj (ξ − ej )+ ej for ξ ∈ Rn. Note that
0 i < j m ⇒ μi = μj = max
{ |λk| − 1
2
: m+ 1 k  n
}
= ν < 0
⇒ |μi | + |μj | = −2ν = min
{
1 − |λk|: m+ 1 k  n
}
< 1
0 i m < j  n ⇒ |μi | + |μj | = −ν + |λj | 1 − |λj |2 + |λj | =
1 + |λj |
2
< 1
m < i < j  n ⇒ |μi | + |μj | = |λi | + |λj |.
Now, we consider the normalized similarity system F̂ = {gj : 0 j  n}. It follows immediately from the defini-
tion that AF̂ is F -invariant. Thus, AF ⊂ AF̂ and CF ⊂ CF̂ .
If (λ0, . . . , λn) ∈ D, then (μ0, . . . ,μn) ∈ Δ and AF̂ is Cantor-like. This implies that AF is totally disconnected,
and is degenerate.
If (λ0, . . . , λn) ∈ ∂D, then (μ0, . . . ,μn) ∈ Ω ∩ ∂D, and there exist integers m < i < j  n such that λi = μi 
=
0, λj = μj 
= 0 and |μi | + |μj | = |λi | + |λj | = 1. Then Aij = co(Aij ) is a line segment, where Aij is given in
Remark 3.7. This implies that AF is not totally disconnected. We shall prove below that intCF̂ satisfies the open
condition for F . This implies that AF is just-touching.
Note that, by Lemma 3.10(ii), intCF̂ satisfies the open condition for F̂ , and that CF̂ and intCF̂ are F -invariant
since Â is F -invariant. Thus, intĈ satisfies the open condition for F if fi(intĈ) ⊂ gi(intĈ) for 0  i  n.F F F F
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thus fi(intCF̂ ) = {ei} ⊂ gi(intCF̂ ).
Finally, we assume that (λ0, . . . , λn) ∈ B − D, and prove that AF is overlapping. By assumption, |λi | + |λj | > 1
for some 0  i < j  n, and Aij = co(Aij ) is a line segment, where Aij is given in Remark 3.7. Thus, AF is not
totally disconnected. To complete the proof, we have to show that F does not satisfy the open set condition.
Suppose on the contrary that there is a nonempty open subset U of Rn satisfying the open set condition for F .
Then U satisfies the open set condition for the iterated function system {fi, fj }. It follows from [8, Theorem 2.2] that
{fi, fj } also satisfies the strong open set condition. This is a contradiction to Proposition 3.5(iii). 
Corollary 3.12. Let F = {fj : 0 j  n} be a singular n-dimensional normalized similarity system, and let λj be the
multiplier of fj for every j . If λj = 0, then ej is an isolated point of AF .
Proof. By Remark 3.3, it suffices to prove that if λ0 = 0, then e0 is an isolated point of AF . Let μj and gj be given
in the proof of Theorem 3.11. From the proof of Theorem 3.11, we obtain |μ0| + |μj | < 1 for 1  j  n. Since
fj (CF̂ ) ⊂ gj (CF̂ ) for 0 j  n, by Lemma 3.10 we obtain
f0(AF )∩ fj (AF ) ⊂ f0(CF̂ )∩ fj (CF̂ ) ⊂ g0(CF̂ )∩ gj (CF̂ ) = ∅
for 1 j  n. Since f0(AF ) = {e0}, there is an open neighborhood U of e0 such that U ∩fj (AF ) = ∅ for 1 j  n.
Thus,
U ∩AF = U ∩
(
n⋃
j=0
fj (AF )
)
= U ∩ f0(AF ) = {e0}.
The proof is complete. 
4. The space of Euclidean self-similar sets
For every fixed integer n > 0, we shall use A(λ0, λ1, . . . , λn) for the attractor of the normalized n-dimensional
normalized similarity system {fj : 0  j  n}, where λj is the multiplier of fj for 0  j  n. By writing λ = (λ0,
λ1, . . . , λn), we shall also alternatively write Aλ = A(λ0, λ1, . . . , λn). From [5, Theorem 3.4], we obtain:
Theorem 4.1. For every n ∈ N, let Sn+1 = {Aλ: λ ∈ Bn+1} be equipped with the Hausdorff metric. Then the function
ϕn : Bn+1 → Sn+1 defined by
ϕn(λ) = Aλ for λ ∈ Bn+1,
is continuous and surjective.
Let Tn+1 = {Aλ: λ ∈ Dn+1} be equipped with the subspace topology from Sn+1. The rest of this work was mo-
tivated by investigating whether the space Tn+1 admits a manifold structure homeomorphic to the open unit ball in
R
n+1
. It follows from Theorems 4.2 and 4.3 given below that the mapping ϕn :Dn+1 → Tn+1 is bijective and contin-
uous. It is interesting to know whether the mapping ϕn :Dn+1 → Tn+1 is a homeomorphism.
In the following, we investigate the injectivity of the restriction of ϕn to Dn+1 ∩ Bn+1. Note that if (λ,μ) is a pair
of positive numbers in B2 with λ+μ = 1, then ϕ1(λ,μ) = A(λ,μ) = [0,1]; see Section 3.1.
Theorem 4.2. Let ϕ1: B2 → S2 be defined in Theorem 4.1. Then the restriction of ϕ1 to (D2 ∩ B2) − L is injective,
where L = {(x1, x2) ∈ ∂D2: x1 > 0 and x2 > 0}.
Proof. For every λ ∈ B2, we write Aλ = ϕ1(λ) and Cλ = co(Aλ) = [aλ, bλ], where aλ and bλ are real numbers with
aλ  0 < bλ. Notice that Aλ = Cλ whenever λ ∈ B2 −D2; see the proof of Proposition 3.5. Also, we write fλ(x) = λ0x
and gλ(x) = λ1x + (1 − λ1) whenever λ = (λ0, λ1) with λi ∈ R and |λi | < 1 for i = 0, 1.
We shall complete the proof by showing that λ = μ whenever λ, μ ∈ D2 −L and Aλ = Aμ. Note that Aλ is totally
disconnected if and only if λ ∈ D2; see Theorems 3.6 and 3.11. Therefore, {λ,μ} ⊂ D2 or {λ,μ} ⊂ ∂D2 −L.
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Aλ = Aμ, from Corollary 3.12 and the argument at the beginning of Section 3.1 we remark that either λi = 0 = μi or
λiμi > 0 for i = 0, 1.
First, we consider the case where λ0λ1 = 0. Without loss of generality, we may assume that λ0 = 0 and λ1 
= 0.
From Theorem 2.2, we obtain
{0} ∪ gλ(Aλ) = Aλ = {0,1} ∪
{
gnλ(0): n ∈ N
}
and Cλ = [0, bλ],
where bλ = 1 when λ1 > 0, and bλ = 1 − λ1 when λ1 < 0. Clearly, λ1 = μ1 when λ1 < 0. If λ1 > 0, then gλ(Aλ) =
gμ(Aμ) and [1 − λ1,1] = gλ(Cλ) = gμ(Cμ) = [1 −μ1,1]. Therefore, λ = μ when λ0λ1 = 0.
If λ0 < 0 and λ1 < 0, then λ = μ since
λ0(1 − λ1)
1 − λ0λ1 = aλ = aμ =
μ0(1 −μ1)
1 −μ0μ1 and
1 − λ1
1 − λ0λ1 = bλ = bμ =
1 −μ1
1 −μ0μ1 .
Next, consider the case where λ0λ1 < 0. We may assume that λ0 > 0 and λ1 < 0. Then 1 −λ1 = bλ = bμ = 1 −μ1
and λ1 = μ1.
(i) If λ ∈ ∂D2, then λ0 − λ1 = 1 = μ0 −μ1 and λ = μ.
(ii) If λ ∈ D2, then fλ(Aλ)∩ gλ(Aλ) = ∅ = fμ(Aμ)∩ gμ(Aμ). Now, the identities
fλ(Aλ)∪ gλ(Aλ) = Aλ = Aμ = fμ(Aμ)∪ gμ(Aμ) and gλ(Aλ) = gμ(Aμ)
imply that fλ(Aλ) = fμ(Aμ) and [0, λ0bλ] = fλ(Cλ) = fμ(Cμ) = [0,μ0bμ]. Therefore, λ0 = μ0 and λ = μ.
Finally, we assume that λ0 > 0 and λ1 > 0. In this case, we have λ ∈ D2 and Cλ = [0,1]. For any set E ⊂ Cλ, write
Φλ(E) = fλ(E)∪ gλ(E), and write
Φ0λ(E) = E and Φnλ(E) = Φλ
(
Φn−1λ (E)
)
for every n ∈ N.
Now, consider the open interval Iλ = (λ0,1 − λ1) = Cλ −Φλ(Cλ), and the open set
Ωλ =
∞⋃
n=0
Φnλ(Iλ).
It follows from Lemma 3.10 that fλ(E) ∩ gλ(E′) = ∅ for any subsets E and E′ of Cλ. This implies that Φλ(Ωλ) ∩
Φλ(Cλ −Ωλ) = ∅ and
Φλ(Cλ −Ωλ) = Φλ(Cλ)−Φλ(Ωλ) = Cλ −
(
Iλ ∪Φλ(Ωλ)
)= Cλ −Ωλ.
This proves that Aλ = Cλ −Ωλ, and that Ωλ = Cλ −Aλ = Cμ −Aμ = Ωμ.
We shall prove that Iμ ⊂ Iλ. The same reasoning will prove that Iλ ⊂ Iμ. Consequently, we have λ = μ. Note
that Φnλ(Iλ) is a union of mutually disjoint open intervals for every n ∈ N, and that Φmλ (Iλ) ∩ Φnλ(Iλ) = ∅ whenever
n > m  0. The connectedness of Iμ implies that Iμ is contained in a connected component Îλ of Φnλ(Iλ) for some
integer n 0. By writing the length of every interval I as (I ), we have (Iμ) (Îλ) = λm0 λn−m1 (Iλ), where m is
an integer with 0m n. Thus, (Iμ) (Iλ). Similarly, we have (Iλ) (Iμ). If Îλ 
= Iλ, then n > 0, and we are
led to the contradiction that (Iμ) (Îλ) < (Iλ). Therefore, Iμ ⊂ Iλ. 
Theorem 4.3. For every integer n > 1, let ϕn :Bn+1 → Sn+1 be the function defined in Theorem 4.1. Then the restric-
tion of ϕn to Dn+1 ∩ Bn+1 is injective.
To prove Theorem 4.3, we first make the following remark.
Remark 4.4. For any fixed integer n 3, let J denote the set of integers j with 0 j  n. For every j ∈ J , let fj be
the contraction on Rn as given before, and let A be the attractor of the iterated function system {fj : j ∈ J }. Consider
any subset Ĵ of J which contains m integers with 2m < n, and let Â be the attractor of the iterated function system
{fj : j ∈ Ĵ }. We claim that if A is not overlapping, then Â = A ∩ Π̂ , where Π̂ is the m-plane in Rn consisting of
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follows immediately whenever fj (A) ∩ Π̂ = ∅ for every j ∈ J − Ĵ since A ∩ Π̂ is the union of the sets fj (A) ∩ Π̂
for j ∈ J .
Consider any fixed j ∈ J − Ĵ . By Remark 3.3, we may assume that j = 0, and prove that f0(A) ∩ Π̂ = ∅. This
will follow from the facts that
f0
(
co(A)
)⊂ {(x1, . . . , xn) ∈ Rn: n∑
j=1
xj < 1
}
= H and Π̂ ⊂ ∂H.
Note that co(A) = co(Λ), where Λ be given in Lemma 3.8. It remains to prove that f0 maps every point of Λ into H .
Every point of Λ is of the form ζij = (1 − t)ei + tej with t ∈ {aij , bij } for some integers i, j ∈ J with i < j , where
aij and bij are given in Remark 3.7. Clearly, f0(ζij ) = λ0(1 − t)ei + λ0tej ∈ H for i > 0. Note that f (ζ0j ) = λ0tej
for j > 0. Since A is not overlapping, we have |λ0| + |λj | 1. This implies that λ0t < 1 whenever t = a0j or t = b0j ,
i.e., f (ζ0j ) ∈ H for j > 0.
Proof of Theorem 4.3. As before, for every λ = (λ0, λ1, . . . , λn) ∈ Dn+1 ∩ Bn+1 we write Aλ = ϕn(λ). For any
integers i, j with 0  i < j  n, let Lij be the straight line in Rn passing through ei and ej , and let Aλ(i, j) be
the attractor of {fλi , fλj }, where fλi (ξ) = λi(ξ − ei) + ei for ξ ∈ Rn. By Remark 4.4, Aλ(i, j) = Aλ ∩ Lij and
co(Aλ(i, j)) = {(1 − t)ei + tej : aij  t  bij }; see Remark 3.7.
Consider any λ, μ ∈ Dn+1 ∩Bn+1 such that Aλ = Aμ, and prove that λ = μ. Since Aμ(i, j) = Aλ(i, j) for 0 i <
j  n, the same reasoning in the proof of Theorem 4.2 proves that either {λ,μ} ⊂ ∂Dn+1 or {λ,μ} ⊂ Dn+1, and that
λiμi > 0 or λi = μi = 0 for every i.
If λi  0 for some i, then μi  0, and for any integer j 
= i with 0  j  n we have (λi, λj ), (μi,μj ) ∈ (D2 ∩
B
2) − L, where L is given in Theorem 4.2. Since Aμ(i, j) = Aλ(i, j), it follows from Theorem 4.2 that μi = λi and
μj = λj . Therefore, λ = μ.
If λ ∈ Dn+1 with λi > 0 for every i, then μ ∈ Dn+1 with μi > 0 for every i  0, and (λ0, λi), (μ0,μi) ∈ D2 for
every i > 0. By Theorem 4.2 again, we have λ = μ.
Finally, assume that λ ∈ ∂Dn+1 with λi > 0 for every i. Since λi + λj = 1 for 0 i < j  2, we have λi = 12 for
0 i  2. Thus, λi = 1 − λ0 = 12 for every i > 0. Similarly, μi = 12 for every i  0. The proof is complete. 
References
[1] M.F. Barnsley, Fractals Everywhere, second ed., Academic Press Inc., 1993.
[2] K. Falconer, Fractal Geometry, Mathematical Foundations and Applications, John Wiley & Sons, New York, 1990.
[3] M. Hata, On the structure of self-similar sets, Japan J. Appl. Math. 2 (1985) 381–414.
[4] J.E. Hutchinson, Fractals and self-similarity, Indiana Univ. Math. J. 30 (1981) 713–747.
[5] J. Jachymski, Continuous dependence of attractors of iterated function systems, J. Math. Anal. Appl. 198 (1996) 221–226.
[6] G.B. Lewellen, Self-similarity, Rocky Mountain J. Math. 23 (3) (1993) 1023–1040.
[7] J. Kigami, Analysis on Fractals, Cambridge University Press, 2001.
[8] A. Schief, Separation properties for self-similar sets, Proc. Amer. Math. Soc. 122 (1) (1994) 111–115.
