ABSTRACT This paper considers the three-stage switching fabrics of the wavelength-space-wavelength architecture, called the WSW1 switching fabrics, for elastic optical nodes. Seven control algorithms for simultaneous connection routing are described. One algorithm is designed for the WSW1 switching fabric with two inputs and two outputs, four algorithms for the WSW1 switching fabric with three inputs and outputs, and two algorithms for nodes with a capacity greater than 3. We establish the necessary conditions for rearrangeability and prove sufficient rearrangeable conditions for the proposed algorithms. In cases where the switching fabric capacity is a multiple of 3, the sufficient conditions obtained for the proposed algorithms are the best known and close to the necessary conditions. INDEX TERMS Elastic optical networks, optical switches, rearrangeable switching fabrics, control algorithms.
I. INTRODUCTION
Nowadays Elastic optical networks (EONs) are a promising solution for future high-speed optical networking, since they can provide superior flexibility and scalability in spectrum allocation towards the seamless support of diverse services and the rapid growth of Internet traffic [1] , [2] . To assign a spectrum to optical connections efficiently, ITU-T extended the rigid frequency grid to a flexible one [3] . According to this standard, the optical spectrum is divided into small fixed fractions called frequency slot units (FSUs) . Currently, one FSU uses 12.5 GHz [3] . An arbitrary number of FSUs can be assigned to one optical connection; the limitation is that they must be adjacent FSUs. A connection occupying m adjacent FSUs is called an m-slot connection.
Various optical switches have been proposed to set up these flexible connections [4] - [9] . Zhang et al. [4] compared four architectures with spectrum converters arranged in the ''shared-per-link'' and ''shared-per-node'' models. Chen et al. [5] described a demonstration of a switching fabric configuration which may be considered as the The associate editor coordinating the review of this manuscript and approving it for publication was Yilun Shang.
wavelength-space-wavelength (W-S-W) architecture. Two W-S-W switching fabrics with spectrum converters in the first and third stages and space switching in the second stage, have been proposed in [6] , and named WSW1 and WSW2 switching fabrics. Alternative architectures called SWS1 and SWS2 switching fabrics have been proposed in [7] .
Combinatorial properties are important characteristics of switching fabrics, since they show the theoretical limits when the blocking probability drops to zero (nonblocking) or when all possible permutations between inputs and outputs can be set up simultaneously (rearrangeability). Depending on these characteristics, switching fabrics can be divided into two main categories: nonblocking and blocking [10] - [12] . Nonblocking switching fabrics can be further divided into four types: strict-sense nonblocking (SNB), wide-sense nonblocking (WSNB), rearrangeable bonblocking (RNB), and repackable nonblocking (RPNB). In an SNB switching fabric, any new connection will never be internally blocked, regardless of what a control algorithm is used for connection routing, whereas in a WSNB switching fabric, the nonblocking feature is obtained using a special routing algorithm. An RNB switching fabric can route any set of connections simultaneously, whereas in an RPNB switching fabric, blocking states can be omitted by rerouting existing connections after one connection is terminated. SNB [6] , [8] , WSNB [9] , [13] , and RNB [14] - [16] conditions for two kinds of W-S-W elastic optical switching fabrics have been already considered in several papers. A short survey of these conditions is given in Section II-C.
In this paper, we consider the necessary RNB conditions of the WSW1 switching fabric for the first time. We also discuss seven control algorithms, four of which have been previously proposed by us in [16] , derive sufficient RNB conditions under these algorithms, and compare them with the necessary one. The algorithms are based on matrix decomposition, but contrary to the algorithm proposed in [14] , we use one matrix to represent all connections, and the number of connection rates is not limited. For the 2 × 2 WSW1 switching fabric, we propose one control algorithm called CA1, then derive and prove necessary and sufficient RNB conditions. For the WSW1 switching fabric with 3 × 3 capacity, we propose four control algorithms, named CA2, CA3, CA4, and CA5; for a given connection set, CA5 simply chooses the best of the other three algorithms (named before). We also derive necessary conditions in this case, analyze sufficient RNB conditions for all proposed algorithms, and, for CA5, formulate and formally prove the appropriate theorem. For the r × r WSW1 switching fabric, we propose two algorithms, CA6 and CA7. One is based on the algorithm proposed for the 2 × 2, and the other on the 3 × 3 WSW1 switching fabrics. For r = 3, the sufficient RNB conditions for CA5 are close to the necessary conditions, and are better than those proposed in [15] . For r > 3, when r is a multiple of 3, the proposed algorithm CA7 also performs better than that previously known.
The rest of the paper is organized as follows. In Section II, we present the WSW1 switching fabric architecture. We also discuss other possible applications of the proposed control algorithms and derived RNB conditions, present the current state of the art and describe the model used in the paper. In Section III, we present the control algorithm and RNB conditions for the 2 × 2 WSW1 switching fabrics, while in Section IV, we consider algorithms and RNB conditions for the 3 × 3 WSW1 switching fabrics. In Section V, we extend the algorithms and RNB conditions derived for 2×2 and 3×3 WSW1 switching fabrics to the r × r one. In Section VI, we compare the new results provided in this paper with already known SNB [8] and RNB [15] conditions. The paper ends with conclusions.
II. THE SWITCHING FABRIC ARCHITECTURE, ITS APPLICATIONS AND STATE OF THE ART A. THE SWITCHING FABRIC ARCHITECTURE
The WSW1 switching fabric consists of three stages and is shown in Fig. 1 one bandwidth-variable wavelength selective space switch (BV-SS) with a capacity of r × r. Each BV-WS in the first stage has one input fiber with n FSUs and one output fiber with k FSUs, while each BV-WS in the third stage has one input fiber with k FSUs and one output fiber with n FSUs. BV-WSs in each stage are numbered from 1 to r, FSUs in input/output fibers are numbered from 1 to n, and FSUs in interstage fibers are numbered from 1 to k. Since parameters r, n, and k unambiguously define this switching fabric, we denote it as the WSW1(r, n, k) switching fabric when the values of these parameters are important. Its operation is also presented in Fig. 1 , where a 2-slot connection is shown. The role of the input switch I 1 is to move this connection from FSUs 1-2 to 3-4, which are used in the interstage links from I 1 and to O r , and are switched in space in the BV-SS. The output switch O r then moves this connection to FSUs 2-3, which are used in the output link. The internal structures of the BV-WS and BV-SS are not important to the results presented in this paper, but can be found in [8] . A practical implementation of another structure of a wavelength-selective switch with wavelength conversion capability has recently been reported in [17] . The BV-WSs have full range conversion capability, i.e., an m-slot connection that uses a set of m adjacent FSUs in the input fiber can be switched to a set of any other m adjacent FSUs in the output fiber.
B. APPLICATIONS
The results presented in this paper are not limited to use in WSW1 switching fabrics employed in elastic optical network nodes. Another possible application is in optical slotted packet or burst networks, where packets arrive in a network at the same time and are directed to different outputs. The problematic issue in this architecture is the number of spectrum converters required. To ensure rearrangeability, there must be a possibility (in the worst-case scenario) to convert all connections in each BV-WS. But the wavelength-selective switch with built-in wavelength conversion capability that was recently presented in [17] may be an interesting option. That architecture can also be used in networks where outer stage switches are electrical and are connected through one BV-SS, as shown in Fig. 2 [5] . Electrical nodes may also be top-of-rack routers in an optical part of a data center network, for instance [18] . In such a network, each electrical node can set up any number of connections of different sizes, but the total number of FSUs used by one node is limited to n. Electrical nodes are equipped with bandwidth-variable VOLUME 7, 2019 FIGURE 2. The network, consisting of two sets of three nodes connected by one BV-SS switch.
transmitters (BV-Tx) and receivers (BV-Rx), and they correspond to BV-WSs in the WSW1 switching fabric.
The rearrangeability problem considered in this paper may also be extended to a general three-stage network, in which the transmission capacity of input/output links is divided into logical channels (FSUs and time-slots are the most commonly known examples), connections may occupy an arbitrary number of adjacent channels, outer-stage switches are able to switch between logical channels (channel conversion), while the inner-stage switch is the space switch. This can be called the converting-space-converting (C-S-C) switching fabric, and the variant we consider in this paper can be named the CSC1 switching fabric.
C. STATE OF THE ART AND NEW CONTRIBUTIONS
The SNB conditions for WSW1 and WSW2 switching fabrics have been derived in [8] and [6] , respectively. WSNB conditions under different functional decomposition algorithms have been provided in [9] and [13] . In the case of RNB conditions, the upper bound for the WSW1 network serving few connection rates has been provided in [14] . WSW1(2, n, k) networks with two connection rates have been also considered in this paper. Algorithms and sufficient RNB conditions for WSW1(3, n, k) have been proposed in [16] . In the cited papers, the authors used the matrix decomposition algorithm for routing simultaneous connections. Algorithms based on graph coloring and new upper bounds for WSW1 and WSW2 networks to be RNB have been proposed in [15] . In this paper, we consider algorithms that further improve these results and can also be extended to switching fabrics of any size and with any number of connection rates.
As far as we know, the RNB conditions for time-division networks with multi-channel or multi-rate connections have been only considered in cases of time-time-time (T-T-T) architecture [19] , [20] -i.e., where time switching is used in all stages. As it was shown in [6] , results for T-T-T networks cannot be used in a T-S-T (time-space-time) one. This paper offers a the significant extension of [16] . For the WSW1(2, n, k) switching fabric, we extend results presented in [14] for any number of connection rates. Both, necessary and sufficient RNB conditions are derived and proved. The appropriate control algorithm is also proposed. For the first time, we give the necessary RNB conditions for the WSW1(3, n, k) switching fabric. We elaborate in detail four control algorithms, proposed in [16] . The algorithms proposed for WSW1(2, n, k) and WSW1(3, n, k) switching fabrics are extended to the WSW1(r, n, k) one. Appropriate RNB conditions are also derived. Comparisons between algorithms and RNB and SNB conditions are also provided in more detail than they were in [14] .
D. MODEL DESCRIPTION
We assume that the WSW1 switching fabric serves connections that arrive synchronously. That is, the simultaneous connection model is used. The role of the control algorithm is to find routes through the switching fabric for all connections at the same time. The first-stage BV-WSi (1 i r) will be denoted by I i , and the third-stage BV-WSj
, where x and y mean that this connection is using FSUs from x to x + m − 1 in the input fiber, and FSUs from y to y + m − 1 in the output fiber. For each connection, the control algorithm must find a set of m adjacent FSUs in interstage links, and these must be FSUs with the same numbers in the interstage links from I i to O j , since BV-SS has no spectrum conversion capability. In an m-slot connection, m is limited to a certain maximum value: m max , 1 m m max n. Two connections are considered compatible if they use different resources in input and output links. For instance, connections (I 1 [1] , O 1 [1] , 5) and (I 1 [10] , O 1 [10] , 3) are compatible, while connections (I 2 [1] , O 3 [1] , 5) and (I 3 [1] , O 3 [5] , 4) are not compatible, since they use the same FSU in O 3 . We also say that these connections are in conflict. Connections must be compatible in order to be routed simultaneously. When all connections occupy all FSUs in input and output links, and when they are compatible, such a set of connections will be called the maximum set of compatible connections. When the set is not maximized, we can add ''dummy'' connections, which will use all free FSUs in the input and output links. In the end, these connections will not be set up in the real switching fabric. The question is: How many FSUs are needed in the interstage links so that all possible maximum sets of compatible connections can be realized (i.e., when the WSW1 switching fabric is RNB)?
Let the maximum set of compatible connections be denoted by C, and the connection matrix H H H r×r be defined in the following way:
where
FIGURE 3. An example of C in the WSW1(4, 9, k) switching fabric; and X is the set of all connections in C, from I i to O j . Thus, h ij denotes the sum of FSUs used by all connections from I i to O j . This matrix has the following property:
This is because we have n FSUs in each input and output link. The example of C in the WSW1(4, 9, k) switching fabric is shown in Fig. 3 , and H H H 4×4 is:
In the next sections, we will consider different control algorithms in the WSW1(r, n, k) switching fabric. The main idea of all algorithms is to group all connections from the same input fiber i directed to the same output fiber j (element h ij ), convert them through the switch I i to the set of adjacent FSUs in the interstage link going out from this switch, switch them through the BV-SS to the interstage link going to the switch O j , and finally, using the switch O j , de-group them to the requested output FSUs. To realize all the possible maximum sets of compatible connections, interstage links must have a sufficient number of FSUs to host all groups.
We would like to present one more notation, which will be used throughout the paper. Since the combinatorial properties of the WSW1(r, n, k) switching fabric determine the value of k, this variable is denoted by k r×r xNB (CA), where xNB denotes the combinatorial property (SNB or RNB) and CA indicates the control algorithm under which the RNB conditions are obtained. In cases where the control algorithm is not important, or where any control algorithm can be used, CA is omitted.
III. THE WSW1(2, n, k) SWITCHING FABRIC
First, we consider the WSW1(2, n, k) switching fabric. C is represented by the matrix:
The RNB conditions are given by the following theorem. 
Proof: The necessity is obvious, since we need at least n FSUs in the interstage links to serve connections that occupy all FSUs in each of the input or output links. Sufficiency can be established by proposing the algorithm and proving that this algorithm will end with success using not more than n FSUs for any maximum set of compatible connections.
Algorithm 1 (CA1)
Data 
, we obtain that h 11 + h 12 = n, i.e., h 12 = n − h 11 , and h 11 + h 21 = n, i.e., h 21 = n − h 11 . Finally we get that h 12 = h 21 , and also h 11 = h 22 . This means that the connection matrix for any C is as follows:
Equation (7) can be now rewritten as:
Equation (9) shows that CA1 routes any C in n FSUs, so n FSUs are not only necessary but also sufficient for the WSW1(2, n, k) switching fabric to be RNB. Example 1: Let us consider the WSW1(2, 9, 9) switching fabric presented in Fig. 4 . It serves 8 connections that occupy 1, 2 or 3 FSUs. In Fig. 4 , we used two colors and FIGURE 4. The WSW1(2, 9, 9) switching fabric with C = (I 1 [1] [9] , O 1 [7] , 1). All connections are set up in 9 FSUs in the interstage links.
IV. THE WSW1(3, n, k) SWITCHING FABRIC
The problem of assigning FSUs to connections in C can be solved in much the same way as in the WSW1(2, n, k) switching fabric, by realizing connections without conflict in the interstage links using sets of FSUs with the same index numbers. However, the problem is more complicated, since there are more options for choosing such connections. Connections may also be distributed between three, not two outputs. Therefore, we first consider the necessary RNB conditions in a separate theorem. Then we propose four control algorithms and determine for which k these algorithms will always be successful.
A. NECESSARY RNB CONDITIONS
The intuitive necessary RNB conditions are n = k, similar to those in the WSW1(2, n, k) switching fabric (Theorem 1). But when r > 2, it is hard to keep the FSUs adjacency constraint. When, for instance, h 11 = h 22 , connections represented in these elements can use FSUs of the same index numbers, but these FSUs can be also used by connections in h 33 . When h 33 < h 11 , some slots will remain unused, and other connections from I 3 will need additional FSUs in the interstage link. There are many C sets, and many ways to assign FSUs to connections, so the problem is not easy to resolve. We tried to find such a set, and the results are presented in the following theorem.
Theorem 2: The WSW1(3, n, k) switching fabric is RNB for m-slot connections, 1 m m max n, and when n 4 only if:
Proof: We can prove necessity by showing a C which cannot be set up in a number of FSUs less than that given by (11) . We consider cases with n even and odd separately. Additionally, for odd n we will distinguish cases when n MOD 4 = 1 and n MOD 4 = 3, where v MOD w denotes the remainder of dividing v by w.
Case 1: n is even. Let the set C be represented by the following matrix, where each element h ij represents one connection: 13 , and the extra set of a FSUs will be needed to realize h 33 and h 12 . To realize H H H 3×3 given by (12), we need min{n + n 2 − a; n + a} FSUs. This value must be maximized through all a, so:
Equation (13) The third option for assigning FSUs to connections is shown in Fig. 5 . In this assignment, h 12 = a also requires additional FSUs, and, when a = n 4 , the number of required FSUs is again as in (11) .
There are other assignments, but they only change the order of assigned connections or FSUs, and do not reduce the number of FSUs used.
Case 2: n MOD 4 = 1. Let the set C be represented by the following matrix, where each element h ij represents one connection (we used here and in the next case a = n 4 ) for simplicity, but this does not change the final conclusion):
Using the same analysis as in Case 1, we come to conclusion, that the lowest number of occupied FSUs is in the assignment presented in Fig. 5 , and since h 12 = n 4 the required number of FSUs is again the same as in (11) .
Case 3: n MOD 4 = 3. Let the set C now be:
The assignment that requires the lowest number of FSUs is again the same as presented in Fig. 5 , and the appropriate numbers of used FSUs are given in Table 1 . In all cases, we can see that it is not possible to assign n FSUs of the same index numbers to connections in h 22 and h 23 , as well as to connections h 31 , h 32 , and h 33 . Connections h 22 and h 23 require n FSUs, and since h 11 must be set up in FSUs of the same index numbers as either h 22 or h 23 , at least for the connection requesting the lower number of FSUs from h 32 , h 33 , h 12 or h 13 , i.e., n 4 , we need additional FSUs. We also add without proof, that the necessary RNB conditions for n = 3 and n = 2 are k 3×3 RNB = 4 and k 3×3 RNB = 2, respectively.
B. CONTROL ALGORITHMS
Four control algorithms (CA2, CA3, CA4, and CA5) discussed in this section have been previously proposed in [16] . Here we provide a more detailed analysis of them. Algorithms CA2 (Algorithm 2), CA3 (Algorithm 3), and CA4 6 Set up connections using the algorithm for which k 3×3 RNB (CAi) is minimum (Algorithm 4) choose connections in three different ways, whereas CA5 (Algorithm 5) simply chooses the best of them for a given C. In all algorithms, we assume that h 11 is not lower than any other element in H H H 3×3 , and h 22 is not lower than any other element except those in row 1 and column 1.
That is:
This assumption significantly simplifies the algorithms' description and operation, and has no influence on the correctness of the results or the assignment of FSUs to connections. If conditions (16) and (17) These three algorithms assign FSUs to connections in the fixed pattern given in Tables 2-4 , but when we take into account that the connection matrix must be first rearranged so that conditions (16) and (17) are true, and at the end, it must be rearranged back to its original form, the final assignments for two connection matrices differ.
From (19) and (20), we can conclude that n k (CA4) = 16. That is, for this particular connection matrix, CA3 is the best choice. Therefore, we propose the next algorithm, CA5, which checks CA2, CA3, and CA4 for a given C, and selects the best one. The number of FSUs CA5 requires to route any possible Cs will give us the upper bound for sufficient RNB conditions.
C. SUFFICIENT RNB CONDITIONS
The problem now is how many FSUs are needed to realize all possible Cs, i.e., to find:
The solution is given by the following theorem.
Theorem 3: The WSW1(3, n, k) switching fabric is RNB for m-slot connections, 1 m m max n, under CA5 if:
Proof: Using property (3), assumptions (16) and (17), and also taking into account that we are looking for the maximum value of k 3×3 RNB (CAi) through all possible Cs, equations (18), (19) , and (20) can be reduced to:
It can be seen that k and h 11 = 3n 5 , we see that the maximum value is obtained in the first case. Ultimately, we get:
Example 3: We have the following C set in the WSW1 (3, 10, 14) switching fabric: [7] , O 3 [7] , 4)}.
The connection matrix is as follows:
H H H 3×3 must be rearranged by assigning switches I 3 , I 1 , and I 2 to rows 1, 2, and 3, respectively, and switches O 3 , O 2 , and O 1 to columns 1, 2, and 3. After doing, this we get: Table 5 .
V. SWITCHING FABRICS WITH
Algorithms proposed in previous sections cannot be easily extended to a network with any value of r. However, we can divide C into subsets containing only connections between two (or three) input and output switches, and assign a sepa- . There are many ways of assigning submatrices to subsets of FSUs, but when each of them has the number of FSUs given by (6) , any of these assignments will lead to success. One such assignment is used in Algorithm 6 (CA6). For each submatrix and assigned subset of FSUs, we can use CA1 to assign FSUs to connections.
The algorithm can be used when r is odd by simply adding a ''dummy'' input and output. All FSUs in this ''dummy'' input are directed to the ''dummy'' output. The RNB conditions when CA6 is used are given by the following theorem.
Theorem 4: The WSW1(r, n, k) switching fabric is RNB for m-slot connections, 1 m m max n, and for r > 3 under CA6 if:
Proof: From the above discussion, we can conclude that we need By analogy, we can use algorithms proposed for the WSW1(3, n, k) switching fabrics. H H H r×r is now divided into r 3 2 matrices, and when r 3 is not integer, ''dummy'' inputs and outputs can be added. For H H H r×r , we can use Algorithm 7 (CA7), and connections represented by one H H H 3×3 submatrix can be set up using CA5.
The RNB conditions in this case are given in the following theorem.
Theorem 5: The WSW1(r, n, k) switching fabric is RNB for m-slot connections, 1 m m max n, under CA7 if: on dividing switches into sets containing either two or three input and two output switches. In the former case, CA6 is used to route connections, whereas CA7 is used in the latter case.
In cases where r is a multiple of 3, results for n = 20 and n = 80, and for r = 3, 6, 9, 12, and 15 are compared in Table 7 . It can be seen that in all cases, CA7 is better than CA6 and Graph. This means that the upper bound derived in Theorem 3 is better than the already known one. When r is odd and is not a multiple of 3, sometimes CA7 is better, like for r = 5 (for n = 320 k 5×5 RNB (CA7) = 644 and k 5×5 RNB (Graph) = 690), whereas in other cases, like for r = 7 (for n = 320 k 5×5 RNB (CA7) = 966 and k 5×5 RNB (Graph) = 920), CA6 and Graph approaches are better.
It should be pointed out, that proposed theorems for r 3 provide upper bounds for sufficient RNB conditions. For r > 3, they depend on r, whereas the SNB conditions do not VOLUME 7, 2019 depend on this variable. Therefore, for greater r, it may happen that k r×r RNB will exceed k r×r SNB , and it is better to use the SNB switching fabric to serve simultaneous connections. In the case of CA6 and m max = n, SNB switching fabrics are better when (30) is greater than (33), i.e., when n r 2 > (n 2 + n)/2. We can say that this inequality is generally true for r > n (in the case of CA7: r > n/2). This means that it is better to use SNB than RNB networks (when serving simultaneous connections) only when the number of fibers switched by the network is greater than the number of FSUs served by one input/output fiber. In practical cases, n is much greater than r (in the C-band of an optical fiber and 12.5 GHz bandwidth used by one FSU, n is about 320) so the proposed solutions may be of interest in the applications described in Section II-B. We have also derived the necessary RNB conditions. In Fig. 10 , we compare them with sufficient RNB conditions, which results from using the CA5 algorithm in the WSW1(3, n, k) network and using the CA7 algorithm in the WSW1(r, n, k) network, where r is a multiple of 3. As can be seen, the difference between sufficiency and necessity is growing with n. However, no better algorithm is currently known, and the one proposed in the paper is the best one.
VII. CONCLUSIONS
In this paper, we considered seven control algorithms and new necessary and sufficient RNB conditions for rearrangeability of the WSW1 switching fabric. All algorithms are based on matrix decomposition. The first algorithm, CA1, is designed for the WSW1(2, n, k) switching fabrics, and it gives the same results as the Graph algorithm. The CA6 algorithm is the extension of CA1 to WSW1(r, n, k) switching fabrics with r > 2, and also operates with success when the number of FSUs is the same as in the Graph algorithm. For  WSW1(3, n, k) switching fabrics, the CA5 algorithm (the best out of CA2, CA3, and CA4) is better than the Graph and CA6 algorithms. For r > 3, algorithm CA7 (extension of CA5) provides the best results when r is a multiple of 3.
We have also shown that when r = 2, n is necessary and sufficient to set up all connections in the interstage links. However, when r > 2 WSW1(r, n, k) switching fabrics can be RNB only when interstage links have at least 25% more FSUs than input/output links. Otherwise, not all possible maximum sets of compatible connections can be realized. When r = 3, the required number of FSUs in the interstage links is not greater than n + 2n 5 , which means we proved only sufficient conditions. They are greater than the necessary RNB conditions, but the difference is about 12%. We think that the further improvement can be achieved only by assigning FSUs so that an m-slot connection may use FSUs in different subsets. For r = 4, we tried to use different assignment algorithms, but they did not decrease the number of required FSUs, which were near to those required by CA6. Finally, we would like to point out that the algorithms are very simple. In all the algorithms presented, the ways FSUs are to be assigned to connections are derived directly from tables or matrices, and the most time-consuming task is sorting a connection matrix (sorting is even not needed for r = 2). 
