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学 位 論 文 内 容 の 要 旨 
深層学習は，機械学習の分野で注目を浴びている手法であり，画像認識や音声認識，時系列予測や
異常検知，テキスト解析を高い水準で実装することが出来る．これらは，家庭用サービスロボットや
自動運転車などの組込みシステムへの応用が期待されている． 
深層学習は，演算量が膨大であることから，graphics processing unit（GPU）や application specific 
integrated circuit（ASIC），field-programmable gate array（FPGA）といったハードウェアアクセラレータ
を用いた実装が一般的である．GPUはその柔軟性と演算能力の高さ，実装コストの低さから，主流の
実装法となっている． 
一般に，組込みシステムでは，実時間処理や省電力性が求められる．深層学習の組込みシステム上
での実装を考えたとき，GPU実装は電力消費の高さから現実的ではない．ASICやFPGAは，処理に
特化した回路実装が可能で，電力消費を抑えることが出来る．しかし，ASIC は，一度回路を製造し
てしまうと書き換えることが出来ないため，実装対象の経年劣化による動作の変化への対応やネット
ワークの改良が難しいといった問題点がある．一方で，FPGAは何度でも再構成が可能であるので，
ASIC が持つような問題には直面しない．よって，深層学習の組込みシステム実装における最適デバ
イスはFPGAである． 
組込みシステムは，動作対象を認識して，そこから動作を行う．もしくは，周辺環境を認識して，
そこから動作を行う．よって，認識の処理が動作の起点になる．ここで，認識の時点で予測していな
いデータが入り込むと，予想とは異なる動作する可能性がある．これに対して，認識対象外のデータ
を異常として検知する異常検知が求められる． 
本研究では，Autoencoder（AE）を用いた異常検知の組込みシステム化を目指す． 
この大目的を達成するために，組込み化に向けたFPGA実装のための回路設計法と，異常検知器とし
てのAEの新しい学習法について問題提起，解決していく． 
AE には，強力な特徴抽出能力と高い汎化性能があるため，異常検知に応用することで，組込みシ
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ステムへの様々な入力に対して，正確に識別対象かどうか判断を下すことが期待できる．また，AE
を用いた異常検知器の組込み化に向けたFPGA実装を考えたとき，FPGAの演算資源制約から，省資
源回路設計が求められる．本論文では，まず回路設計法について提案し，続いて異常検知器としての
AEのための学習法の提案を行う． 
AutoencoderのFPGA実装は，これまでにAEのモデルや実装法が異なるいくつかの報告がある．し
かし，FPGAの資源制約を考慮し，AEの処理に特化したアーキテクチャの設計については報告がみら
れず，本研究による提案が最初のものとなる．本論文では，AE の処理に特化した省資源回路設計法
としてShared Synapse Architectureを提案する．ニューラルネットワークもつパラメータを削減するシ
ナプス共有という手法がある．AE の場合シナプス共有によって，パラメータの削減だけでなく，パ
ラメータの更新式を簡単化し，本来ならば入れ子になる複雑な計算を回避することが出来る．AE の
処理を数式通りに実装する通常の設計に比べて，シナプス共有を利用した設計によって，演算資源の
節約につながると考えた．検証実験により，回路がAEとして正常に動作することを確認できた．ま
た，省資源性について論理合成の結果から考察し，関連研究との比較によって提案アーキテクチャが
AEの処理に特化していることを証明した． 
本研究で対象とする異常検知法は，入力データには多様性があることが想定され，正常データと異
常データの割合は，検知器を含む認識処理の実装環境に依存する．AE による異常検知は，正常デー
タを学習したAEを用いて行われる．入力と出力の再構成誤差は，学習したデータが来たとき小さく
なり，学習していないデータが来たとき大きくなる．この再構成誤差の違いから，正常か異常かを判
断する．しかし，AE の汎化性能の高さから，学習していないはずの異常データを上手く再構成して
しまい，再構成誤差の違いがなくなり，異常を検知するのが難しくなる．この問題を解決するために
本論文では，異常入力を反転して再構成するためのAEの学習法について提案する．検証実験により，
提案手法で学習したAEは，正常データと異常データの再構成誤差を明確にすることに成功した．こ
れについて，既存のAEや関連研究とも比較し，有用性とその性能の高さを明らかにした． 
本論文では，AEを用いた異常検知の FPGA実装のための取り組みを行ってきた．目的達成のため
に，AEの処理に特化した省資源回路設計としてShared Synapse Architectureを，異常検知器を作成す
るためのAEの学習法として異常入力を反転する学習法を，それぞれ提案・実装・評価し，有効性を
示すことが出来た．今後は，回路設計に用いた構造のAEに対して，本論文の提案学習法で学習を行
い，異常検知器を作成し性能を評価する．また，本論文の提案設計法を改良し，さらに省資源化した
設計や，最終的なFPGA実装に向けて，FPGA－HostPC間の通信モジュールの作成が求められる． 
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学 位 論 文 審 査 の 結 果 の 要 旨 
【論文審査結果の要旨】 
 本論文では，深層学習のひとつであるオートエンコーダ（Autoencoder；AE）専用の省資源な回路
設計法としてShared Synapse Architectureを提案している．また，識別対象ではないデータを異常と判
別する，AEを用いた異常検知のための反転出力学習法を提案している．各種実験を通し，回路設計，
異常検知共に，従来手法より優れていることが示されている．さらに，これらを組み合わせることで，
様々な組込みシステムへ応用可能なAEによる異常検知のFPGA実装が期待されることが議論さ
れている． 
 
本論文の構成は以下の通りである． 
第1章は序論である．本論文の背景として，深層学習による物体認識や，その組込みシステム
での実現に必要なディジタルデバイスに関する解説と，それらの問題点が述べられている．AE
には，強力な特徴抽出能力と高い汎化性能があるため，異常検知に応用することで，組込みシス
テムへの様々な入力に対して，正確に識別対象かどうか判断を下すことが期待できる．一方で，
AEを用いた異常検知器の組込み化に向けたField Programmable Gate Array (FPGA)実装を考えた
とき，FPGAの演算資源制約から，省資源回路設計が求められる．これらについて，改良手法の提
案や新規設計法が，本論文の研究目的として述べられている． 
 第2章では，関連研究について述べられている．本論文の中心であるAEの研究背景およびそ
の基礎理論から，AEのハードウェア実装法，およびAEの応用までのレビューがなされている．
その中で，深層学習の実装にはハードウェアアクセラレーションが必須であるが，消費電力や処
理速度，再構成性の面から，組込みシステムにはFPGAが適していることが指摘されており，こ
れらを踏まえたうえで，3章以降の提案があることが示されている． 
 第3章では，AEの処理に特化した省資源回路設計法であるShared Synapse Architectureについて述
べられている．提案手法では，ニューラルネットワーク内のパラメータを削減するシナプス共有に着
目，AE をシナプス共有により実現することで，パラメータの削減だけでなく，パラメータの更新式
を簡単化し，本来ならば入れ子になる複雑な計算を回避することが可能であることが示された．また， 
AE を数式通りに実装する通常の設計に比べ，提案手法によりシナプス回路を共有することで，回路
資源の節約につながることが示された．検証実験により，提案回路がAEとして正常に動作すること
を確認した．また，省資源性についてFPGAの論理合成結果から考察し，関連研究との比較によって，
提案アーキテクチャがAEの処理に有効であることを示した． 
第4章では，異常入力を反転するAEを用いた異常検知法について述べられている．通常，AE
による異常検知は，正常データのみを学習する．学習後のAEに異常入力があった場合，入力と出力
の再構成誤差が既学習データの出力時に小さく，非学習データの出力時に大きくなる．この再構成誤
差の違いから，異常か否か判断する．しかし，AE の汎化性能の高さから，非学習であるはずの異常
 - 4 - 
データが，意図せず再構成誤差が小さくなるように再構成され，異常検知が困難になることが多々あ
る．提案手法では，正常データはそのまま，異常入力は反転して再構成するようにAEを学習する．
提案手法で学習したAEは，正常データと異常データの再構成誤差を明確にすることに成功した．ま
た，検証実験および既存のAEや関連研究と比較することでその有用性と性能の高さを明らかにした． 
 第5章は結論であり，本論文の貢献がまとめられていると共に，今後の展望が示されている．
本論文で提案された異常検知法を，同じく本論文で提案された AE 専用のアーキテクチャで
FPGA実装することで，今後，様々な組込みシステムへ応用可能なAEによる異常検知のFPGA
実装が期待されることが議論されている． 
 以上のように，本論文ではオートエンコーダの組込み指向回路設計と異常検知学習法に関す
る，新規かつ有効な手法が提案されていることが論文調査により明らかとなった． 
 よって，本論文は，博士（工学）の学位論文に値するものと認める． 
 
【最終試験の結果の要旨】 
 本論文に関し，調査委員から，Shared Synapse Architectureでは，AEに必要な演算をどのよう
に実装しているのか，シナプス共有の利点や欠点はどんなものか，提案学習法で作成したAEに
未知のデータが入力されたときの挙動はどうなっているのかなどの質問がなされたが，いずれも
著者より満足な回答が得られた． 
 また，公聴会では，学内外より 25名の出席者があり，シナプス共有時，提案する学習法を適
用したAEではバイアス項はどうなっているのか，設計したAE回路でどうやって大規模なAE
を実現するのか，などの質問が多数あったが，いずれも著者の明快な説明により質問者の理解が
得られた． 
以上により，論文調査及び最終試験の結果に基づき，審査委員会において慎重に審査した結果，
本論文が，博士（工学）の学位に十分値するものであると判断した． 
 
