Introduction
As also mentioned in [1] , since the emergence of the algorithm proposed by Danzig [2] , there have been searched for situations in which it does not work, the first example being given by Hoffman [3] . Until recently, in the literature, almost all cycling examples to be found have only two constraints, or are reducible to a problem with two constraints, Marshall and Suurballe being the only exception. In [5] , there is given a way of constructing some examples of some linear programming problems that admit the optimal solution or have infinite optimal solution, in which the number of restrictions is greater than two, the construction being made on the basis of solving a system of inequalities. and is given in [5] , it was not possible to reach a cycle, with the input and output criteria from the base set for the primal simplex algorithm reaching the optimal solution (x 1 = 0, x 2 = 0, x 3 = 10/3 and x 4 = 0, and z max = 2400), the solution being obtained even from the first stage.
DOI: 10.1515/kbo-2018-0131 [3] is interesting, and even if it can be easily shown that it has an optimal solution, the algorithm is applied in one case to a cycle, and in all other alternatives (there are also more values equal to the application of the exit criterion from the base) concludes that the problem has an infinite optimal solution [1] . We will then look at the example given by Marshall and Suurballe.
Analysis of the Marshall and Suurballe example
The linear programming problem proposed by Marshall and Suurballe [4] is the following:
The standard form of the above problem is
Further on, we will present how to determine the optimal solution, but also the way that leads to the cycle, depending on the choice of the values for the entry and exit criteria from the base. The choice of the other alternative for the differences z j -c j leads us to the following solution: Next we will choose the other alternative for the differences z j -c j in the third stage of the previous table, which leads us to the occurrence of the cycling phenomenon. Until now, the alternatives available for the entry criterion have been exhausted. Next, we will go over to analyze the other alternatives related to the exit criteria from the base. Of the 9 alternatives that we could choose (equal values for the entry criterion into the base or exit criterion from the base), the cycle phenomenon appeared in one and in all other the optimal solutions, as is normal and not as in the case of Hoffman's example [3] , when, except in the case of the cycling phenomenon, in all other cases it is concluded that the problem is an infinite optimal solution, even if it can be easily shown that the problem has actually an optimal solution (x 1 = x 2 = x 3 = x 4 = 0 and z max = 0) [1] .
Concluding remarks
Building such examples with computer applications is not always beneficial because we cannot control what is happening and how the solution or message delivered by the application is chosen. For example, such an application will not analyze all the alternatives that may be developed or all the optimal solutions with a linear programming problem. The Marshall and Suurballe example is relevant in that it provides an answer to the question whether the solution or any of the solutions in the cycle is or are optimal, and here we see clearly that this is not the case. 
