Abstract
Introduction
The remainder of this paper is structured as follows. In Section 2, we formulate the 86 problem of detecting structural changes and review currently available approaches. We 87 then propose our DRE-based structural change detection method in Section 3. Results
88
of illustrative and real-world experiments are reported in Section 4 and Section 5, respec-89 tively. Finally, we conclude our work and show the future direction in Section 6.
90

Problem Formulation and Related Methods
91
In this section, we formulate the problem of change detection in Markov network structure 92 and review existing approaches. 
Problem Formulation
94
Consider two sets of independent samples drawn separately from two probability distributions P and Q on R d :
i.i.d.
∼ P and {x
∼ Q.
We assume that P and Q belong to the family of Markov networks (MNs) consisting of univariate and bivariate factors 1 , i.e., their respective probability densities p and q are expressed as p(x; θ) = 1 Z(θ) exp
where x = (x (1) , . . . , x (d) ) ⊤ is the d-dimensional random variable, ⊤ denotes the transpose, θ u,v is the parameter vector for the elements x (u) and x (v) , and
is the entire parameter vector. f (x (u) , x (v) ) is a bivariate vector-valued basis function. Z(θ) is the normalization factor defined as
q(x; θ) is defined in the same way.
95
Given two densities which can be parameterized using p(x; θ P ) and q(x; θ Q ), our goal 96 is to discover the changes in parameters from P to Q, i.e., θ P − θ Q .
97
1 Note that the proposed algorithm itself can be applied to any MNs containing more than two elements in each factor.
Sparse Maximum Likelihood Estimation and Graphical
Lasso
99
Maximum likelihood estimation (MLE) with group ℓ 1 -regularization has been widely used for estimating the sparse structure of MNs (Schmidt and Murphy, 2010; Ravikumar et al., 2010; Lee et al., 2007) :
where ∥ · ∥ denotes the ℓ 2 -norm. As λ increases, ∥θ u,v ∥ may drop to 0. Thus, this method 100 favors an MN that encodes more conditional independencies among variables.
101
Computation of the normalization term Z(θ) in Eq.
(1) is often computationally intractable when the dimensionality of x is high. To avoid this computational problem, the Gaussian assumption is often imposed (Friedman et al., 2008; Meinshausen and Bühlmann, 2006) . More specifically, the following zero-mean Gaussian model is used:
where Θ is the inverse covariance matrix (a.k.a. the precision matrix) and det(·) denotes the determinant. Then Θ is learned as
where S P is the sample covariance matrix of {x
. ∥Θ∥ 1 is the ℓ 1 -norm of Θ, i.e., the 102 absolute sum of all elements. This formulation has been studied intensively in Banerjee has been proposed (Friedman et al., 2008) .
105
Sparse changes in conditional independence structure between P and Q can be de-
106
tected by comparing two MNs estimated separately using sparse MLE. However, this 107 approach implicitly assumes that two MNs are sparse, which is not necessarily true even 108 if the change is sparse. 
Fused-Lasso (Flasso) Method
110
To more naturally handle sparse changes in conditional independence structure between P
111
and Q, a method based on fused-lasso (Tibshirani et al., 2005) has been developed (Zhang 112 and Wang, 2010). This method directly sparsifies the difference between parameters.
113
The original method conducts feature-wise neighborhood regression (Meinshausen and Bühlmann, 2006) jointly for P and Q, which can be conceptually understood as maximizing the local conditional Gaussian likelihood jointly on each feature (Ravikumar et al., 2010). A slightly more general form of the learning criterion may be summarized as
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where ℓ P s (θ) is the log conditional likelihood for the s-th element x (s) ∈ R given the rest
is defined in the same way as ℓ P s (θ).
114
Since the Flasso-based method directly sparsifies the change in MN structure, it can 115 work well even when each MN is not sparse. However, using other models than Gaussian 116 is difficult because of the normalization issue described in Section 2.2. 
Nonparanormal Extensions
118
In the above methods, Gaussianity is required in practice to compute the normalization 119 factor efficiently, which is a highly restrictive assumption. To overcome this restriction,
120
it has become popular to perform structure learning under the nonparanormal settings
121
(Liu et al., 2009, 2012) , where the Gaussian distribution is replaced by a semi-parametric
122
Gaussian copula.
123
A random vector
⊤ is said to follow a nonparanormal distribu-tion, if there exists a set of monotone and differentiable functions,
tributions are much more flexible than Gaussian distributions thanks to the non-linear
, while the normalization factors can still be computed in an 128 analytical way.
129
However, the nonparanormal transformation is restricted to be element-wise, which is 130 still restrictive to express complex distributions.
131
Maximum Likelihood Estimation for Non-Gaussian Models
132
by Importance-Sampling
133
A numerical way to obtain the MLE solution under general non-Gaussian distributions is 134 importance sampling.
135
Suppose that we try to maximize the log-likelihood 2 :
The key idea of importance sampling is to compute the integral by the expectation over an easy-to-sample instrumental density p ′ (x) (e.g., Gaussian) weighted according to the importance 1/p ′ (x). More specifically, using i.i.d. samples {x
, the last term of Eq.(3) can be approximately computed as follows:
.
We refer to this implementation of Glasso as IS-Glasso below. dimensionality of x is high (Wasserman, 2010) .
141
We can also consider an importance-sampling version of the Flasso method (which we refer to as IS-Flasso) 
Density Ratio Formulation for Structural Change Detection
154
Our key idea is to consider the ratio of p and q:
157
Once we consider the ratio of p and q, we actually do not have to estimate θ 
where
The normalization term N (θ) guarantees
Thus, in this density ratio formulation, we are no longer modeling p and q separately,
158
but we model the change from p to q directly. This direct nature would be more suitable
159
4 If the model q(x; θ Q ) is correctly specified, i.e., there exists θ Q * such that q(x; θ Q * ) = q(x), then N (θ) can be interpreted as importance sampling of Z(θ P ) via instrumental distribution q(x). Indeed, since
where q(x; θ Q * ) = q(x), we have
This is exactly the normalization term N (θ) of the ratio p(x; θ P )/q(x; θ Q * ). However, we note that the density ratio estimation method we use in this paper is consistent to the optimal solution in the model even without the correct model assumption (Kanamori et al., 2010 ). An alternative normalization term,
may also be considered, as in the case of MLE. However, this alternative form requires an extra parameter θ Q which is not our main interest.
of solving more general problems as an intermediate step (Vapnik, 1998) . This direct 161 formulation also allows us to halve the number of parameters from both θ P and θ Q to 162 only θ.
163
Furthermore, the normalization factor N (θ) in the density ratio formulation can be easily approximated by the sample average over {x
Direct Density-Ratio Estimation
164
Density ratio estimation has been recently introduced to the machine learning community
165
and is proven to be useful in a wide range of applications (Sugiyama et al., 2012a) . 
169
For a density ratio model r(x; θ), the KLIEP method minimizes the Kullback-Leibler divergence from p(x) to p(x) = q(x)r(x; θ):
Note that our density-ratio model (4) automatically satisfies the non-negativity and normalization constraints:
r(x; θ) ≥ 0 and
In practice, we maximize the empirical approximation of the second term in Eq. (5):
Because ℓ KLIEP (θ) is concave with respect to θ, its global maximizer can be numerically found by standard optimization techniques such as gradient ascent or quasi-Newton
Direct Learning of Sparse Changes in Markov Networks by Density Ratio Estimation 10
methods. The gradient of ℓ KLIEP with respect to θ u,v is given by
which can be computed in a straightforward manner for any feature vector f ( 
Sparsity-Inducing Norm
171
To find a sparse change between P and Q, we propose to regularize the KLIEP solution
172
with a sparsity-inducing norm
Note that the MLE approach sparsifies both 173 θ P and θ Q so that the difference θ P − θ Q is also sparsified, while we directly sparsify the 174 difference θ P − θ Q ; thus our method can still work well even if θ P and θ Q are dense.
175
In practice, we may use the following elastic-net penalty (Zou and Hastie, 2005) to better control overfitting to noisy data:
where ∥θ∥ 2 penalizes the magnitude of the entire parameter vector. 
Dual Formulation for High-Dimensional Data
177
The solution of the optimization problem (6) can be easily obtained by standard sparse 178 optimization methods. However, in the case where the input dimensionality d is high
179
(which is often the case in our setup), the dimensionality of parameter vector θ is large,
180
and thus obtaining the solution can be computationally expensive. Here, we derive a 
183
As detailed in Appendix, the dual optimization problem is given as where
The primal solution can be obtained from the dual solution as
Note that the dimensionality of the dual variable α is equal to n Q , while that of 
Numerical Experiments
192
In this section, we compare the performance of the proposed KLIEP-based method, the 
Gaussian Distribution 201
First, we investigate the performance of each method under Gaussianity.
202
Consider a 40-node sparse Gaussian MN, where its graphical structure is characterized by precision matrix Θ P with diagonal elements equal to 2. The off-diagonal elements are randomly chosen 5 and set to 0.2, so that the overall sparsity of Θ P is 25%. We then introduce changes by randomly picking 15 edges and reducing the corresponding elements in the precision matrix by 0.1. The resulting precision matrices Θ P and Θ Q are used for drawing samples as
where N (µ, Σ) denotes the multivariate normal distribution with mean µ and covariance 203 matrix Σ. Datasets of size n = n P = n Q = 50, 100 are tested.
204
We compare the performance of the KLIEP, Flasso, and Glasso methods. Because all • KLIEP: The hold-out log-likelihood (HOLL) is maximized:
).
• Flasso: The sum of feature-wise conditional HOLLs for p(x (s) |x (−s) ; θ s ) and q(x (s) |x (−s) ; θ s ) over all nodes is maximized:
• Glasso: The sum of HOLLs for p(x; θ) and q(x; θ) is maximized:
When n = 100, KLIEP and Flasso clearly distinguish changed (dashed lines) and tendency can be observed also in the P-R curve plot: When the sample size is n = 100,
223
KLIEP and Flasso work equally well, but KLIEP gains its lead when the sample size is 224 reduced to n = 50. Glasso does not perform well in both cases. 
Nonparanormal Distribution
We post-process the Gaussian dataset used in Section 4.1 to construct nonparanormal samples. More specifically, we apply the power function,
to each dimension of x P and x Q , so that h(
228
To cope with the non-linearity in the KLIEP method, we use the power nonparanormal basis functions with power k = 2, 3, and 4:
Model selection of k is performed together with the regularization parameter by HOLL 229 maximization. For Flasso and Glasso, we apply the nonparanormal transform as described 
"Diamond" Distribution with No Pearson Correlation
240
In the experiments in Section 4.2, though samples are non-Gaussian, the Pearson cor-241 relation is not zero. Therefore, methods assuming Gaussianity can still capture some 242 linear correlation between random variables. Here, we consider a more challenging case 243 with a diamond-shaped distribution within the exponential family that has zero Pearson 244 correlation between variables. Thus, the methods assuming Gaussianity cannot extract 245 any information in principle from this dataset.
246
The probability density function of the diamond distribution is defined as follows
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where the adjacency matrix A describes the MN structure. Note that this distribution 247 cannot be transformed into a Gaussian distribution by any nonparanormal transforma-248 tions.
249
We set d = 9 and n P = n Q = 5000. A P is randomly generated with 35% sparsity, while error which may mislead the experimental evaluation, we also increase the sample size,
255
so that the erratic points generated by accident will not affect the overall population.
256
In this experiment, we compare the performance of KLIEP, Flasso, and Glasso with the Gaussian model, the power nonparanormal model, and the polynomial model:
The univariate polynomial transform is defined as f ( expensive, we only test k = 4 which we found to be a reasonable choice. We set the 261 instrumental distribution p ′ as the standard normal N (0, I), and use sample {x
for approximating integrals. p ′ is purposely chosen so that it has a similar "bell" shape 263 to the target densities but with larger variance on each dimension.
264
The averaged P-R curves over 20 datasets are shown in Figure 5 
Computation Time: Dual versus Primal Optimization Prob-
Applications
298
In this section, we report the experimental results on a synthetic gene expression dataset 299 and a Twitter dataset.
300
7 http://www.di.ens.fr/~mschmidt/Software/minFunc.html
Synthetic Gene Expression Dataset
301
A gene regulatory network encodes interactions between DNA segments. However, the 302 way genes interact may change due to environmental or biological stimuli. In this experi-303 ment, we focus on detecting such changes. We use SynTReN, which is a generator of gene 
306
We first choose a sub-network containing 13 nodes from an existing signaling network
307
in Saccharomyces cerevisiae (shown in Figure 7(a) ). Three types of interactions are mod- 
312
We use KLIEP and IS-Flasso with the polynomial transform function for k ∈ {2, 3, 4}.
313
The regularization parameter λ 1 in KLIEP and Flasso is tested with choices λ 1 ∈ 314 {0.1, 1, 10}. We set the instrumental distribution p ′ as the standard normal N (0, I), 315 and use sample {x
The regularization paths on one example dataset for KLIEP, IS-Flasso, and the plain IS-Flasso to KLIEP shows that the direct estimation can further boost the performance. by CVLL. Finally, we select the edges that are detected using the original non-shuffled 354 dataset and remove those that were detected in the shuffled datasets for more than 5 355 times (i.e., the significance level 5%). For KLIEP, k is also tuned by using CVLL. In It is also noted that Flasso cannot find any changed edges in Figure 8 In this paper, we proposed a direct approach to learning sparse changes in MNs by den-379 sity ratio estimation. Rather than fitting two MNs separately to data and comparing 380 them to detect a change, we estimated the ratio of the probability densities of two MNs 381 where changes can be naturally encoded as sparsity patterns in estimated parameters.
Twitter Story Telling
382
This direct modeling allows us to halve the number of parameters and approximate the 383 normalization term in the density ratio model by a sample average without sampling. We 384 also showed that the number of parameters to be optimized can be further reduced with 385 the dual formulation, which is highly useful when the dimensionality is high. Through 
With Lagrange multipliers α = (α 1 , . . . , α n Q ) ⊤ , the Lagrangian of (10) is given as
